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Abstract
With the increasing focus of speech recognition and natural language processing applications
on domains with limited amount of in-domain training data, enhanced system performance
often relies on approaches involving model adaptation and combination. In such domains,
language models are often constructed by interpolating component models trained from
partially matched corpora. Instead of simple linear interpolation, we introduce a general-
ized linear interpolation technique that computes context-dependent mixture weights from
features that correlate with the component conﬁdence and relevance for each n-gram con-
text. Since the n-grams from partially matched corpora may not be of equal relevance
to the target domain, we propose an n-gram weighting scheme to adjust the component
n-gram probabilities based on features derived from readily available corpus segmentation
and metadata to de-emphasize out-of-domain n-grams. In scenarios without any matched
data for a development set, we examine unsupervised and active learning techniques for
tuning the interpolation and weighting parameters.
Results on a lecture transcription task using the proposed generalized linear interpola-
tion and n-gram weighting techniques yield up to a 1.4% absolute word error rate reduction
over a linearly interpolated baseline language model. As more sophisticated models are
only as useful as they are practical, we developed the MIT Language Modeling (MITLM)
toolkit, designed for eﬃcient iterative parameter optimization, and released it to the research
community. With a compact vector-based n-gram data structure and optimized algorithm
implementations, the toolkit not only improves the running time of common tasks by up to
40x, but also enables the eﬃcient parameter tuning for language modeling techniques that
were previously deemed impractical.
Thesis Supervisor: James R. Glass
Title: Principle Research Scientist
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Vision
One of the main challenges in the development of spoken dialogue applications is the need
for a large corpus of in-domain data in order to train, develop, and evaluate the various
modules of the system, including the acoustic model, language model, natural language
understanding component, and dialog manager. However, collecting data that accurately
reﬂects realistic usage is diﬃcult without a system that users can interact with [57].
To address this chicken and egg problem in data collection, some previous research has
gathered data for the target application domain using a Wizard of Oz approach for initial
system development [28, 53]. In this technique, users interact with a mock system con-
trolled by human experimenters in the background. The behind-the-scenes experimenters
not only transcribe the input spoken utterances, but also provide the most appropriate
system responses. Although the data collected from such incognizant users reﬂects actual
usage conditions, using Wizard of Oz techniques to collect the large amounts of in-domain
data needed for model development is generally impractical.
As a result of the challenge in collecting large quantities of in-domain data, most speech
application development tend to focus on popular domains, such as weather, travel, and
restaurants, where in-domain data already exists or can be readily collected [57]. Specialized
domains with smaller user bases, such as the MIT campus shuttle tracking information,
are rarely considered even though such a system may be invaluable to the hundreds of
students who ride it each day. In eﬀect, we face another chicken and egg problem in speech
application development. Users are unwilling to consider spoken user interfaces without
suﬃcient domain coverage. However, for developers, it is not worth spending the eﬀort on
domains without suﬃcient users. Thus, the lack of diverse and personalized applications is
one of the main hurdles to the adoption and popularity of spoken user interfaces.
Building eﬀective models to accommodate a diverse group of users often requires sig-
niﬁcant amount of data to capture the complex variations observed across users. However,
individual users often exhibit consistencies that can be captured with signiﬁcantly simpler
models. For example, in the data collected from the Jupiter weather information sys-
tem [162], we have found more than 100 distinct phrases for requesting tomorrow’s weather
forecast for Boston. Yet, when asking individual subjects to generate distinct queries for
the same task, most begin to hesitate after two or three sentences. In fact, it is precisely
this consistency that makes it diﬃcult for a single speech developer to author a grammar
that covers all individual variations without performing large-scale data collection.
While individual consistency implies that the data collection eﬀort should be distributed
across a large number of participants to capture the diverse individual variations, it also
suggests that to build a model for an individual user on a given task, it may be suﬃcient to
train the model from only a few labeled examples from that individual. In many applications
(see Figure 1), such labeled examples can actually be provided by the user as corrections or
feedback to the system when the system makes a mistake with minimal additional eﬀort.
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Chinese Character Correction [71] – Correcting conversion errors with current phonetic input
method editors is often painstaking and time consuming. By specifying the desired character
via speech using character descriptions (言午許), we signiﬁcantly reduce the eﬀort needed
to correct conversion errors. In situations where the spoken character descriptions are mis-
recognized or unknown, users can still rely on existing keyboard/mouse interfaces for cor-
rection, while providing valuable feedback for adaptation and personalization at the same
time.
Multimodal Form Filling [76] – Form ﬁlling on many mobile devices is tedious and time-
consuming due to the lack of a full keyboard and a small screen size. Using speech input, we
can pre-populate the form ﬁelds with the speech recognition n-best hypotheses and simplify
text entry to selecting the target item from a ranked list. If the desired item is not hypothe-
sized, the user can fall back to the original text input method (soft keyboard, triple tap, T9,
...). By adapting the recognizer models with the committed ﬁeld values, the system can learn
user-speciﬁc carrier phrases and rapidly improve subsequent performance.
Text-to-Speech Pronunciation Correction – Text-to-speech systems require the correct pro-
nunciation for each word synthesized. Since automatic pronunciation algorithms cannot pre-
dict the pronunciation for unknown words with perfect accuracy, the synthesized speech may
contain mis-pronunciations. Instead of tolerating synthesis errors, users can verbally repeat
the oﬀending word with the correct pronunciation, similar to how children are taught to read.
By recognizing these spoken pronunciation corrections, the system can learn the appropriate
pronunciation of words in context.
Voice-Driven Web Navigation – With increasing amount of bookmarked web pages, ﬁnding a
particular page has become so arduous that recent browsers have introduced search function-
alities for bookmarks. Allowing users to access these bookmarked pages via voice commands
requires correctly mapping the recognized command to a bookmark. Since users are moti-
vated to complete the task, manually if necessary, we can utilize the subsequent user actions
to gather training data and improve the mapping from speech to bookmarks.
Figure 1: Example applications with user feedback.
Thus, for simple tasks like correcting text-to-speech pronunciations, one example of a correct
pronunciation is often suﬃcient.
By designing applications to rapidly adapt to an individual user via user feedback instead
of using a ﬁxed model that targets all users, we signiﬁcantly reduce the amount of data
needed to train a user-speciﬁc model. However, applications are generally composed of
multiple tasks. Asking users to provide correction feedback for each of these tasks is likely to
drive them away from spoken user interfaces, even if the system rapidly adapts. Fortunately,
by pooling the data collected from a community of users for both model training and
personalization, we eﬀectively distribute the work needed to teach the system across all
users.
In a collaborative environment like Wikipedia, over half of the edits are made by less than
0.7% of the registered users [147]. Similarly, we also expect a small fraction of enthusiasts of
such a feedback-driven spoken dialog system to contribute the majority of the training data.
Thus, assuming a healthy user base, the majority of the users will successfully complete
common tasks without needing to provide any correction feedback. As users are more likely
to tolerate mistakes in niche tasks, they are more willing to provide feedback to improve
the system performance for the next time they access these tasks. Although individuals
are primarily motivated through system personalization, the collective feedback indirectly
yields better base models for all users and tasks. (See Appendix A for a more in-depth
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discussion on collaborative data collection.)
By viewing spoken dialogue systems as learning novices instead of domain experts out
of the box, we enable a community of users to teach and train the system through simple
feedback. If the collection of user feedback is integrated with a natural user experience and
leads to immediate improvements, users may be motivated to use spoken user interfaces and
provide correction feedback when necessary. Through collaborative adaptation, we hope
to increase application diversity and solve the chicken and egg challenge for application
development.
In this thesis, we work towards the above vision by improving language modeling, as
subsequent modules require an accurate transcription of the spoken utterance to eﬀectively
understand and respond to the user input. Since achieving application diversity implies
working with a limited amount of in-domain data, we will speciﬁcally focus on language
modeling for limited-data domains.
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Chapter 1
Introduction
1.1 Language Modeling for Limited-Data Domains
Statistical models trained using machine learning techniques require a large amount of data
from the target domain in order to learn the model parameters reliably. In fact, across a
variety of natural language processing tasks, model performance continues to improve with
increasing amounts of training data, even beyond one billion words [4, 11]. Thus, much
recent research in natural language processing has been exploring techniques to utilize the
World Wide Web and the Google 5-gram corpus [10] tabulated from one trillion words of
web data to improve the model performance [15,87,145].
Building an eﬀective language model also requires a large in-domain text corpus in
order to accurately estimate the underlying word distributions. However, in many practical
applications, such quantity of matched training data is not readily available. Despite the
colossal size of the data available on the web, it is not an exact match for many application
domains in terms of style and/or topic. In practice, many potentially valuable applications
of language modeling have only limited amounts of matched training data. In extreme
cases, no such data exists beyond the unlabeled test data itself.
Despite the scarcity of matched training data, text corpora that partially match the
target domain in topic or style often exist in abundance. For instance, in query modeling
for voice search [43, 99], we may only have a limited amount of transcribed voice search
queries for building the speech recognition language model. However, we may have access
to a large quantity of web search query logs that match the topics that users are likely
to search for, although in a mismatched keyword search style. Likewise, it is relatively
straightforward to collect closed caption transcripts from TV quiz shows that better match
the voice search style, but not necessarily with the right topic distribution.
Take academic lecture transcription as another example. Lecture speech often exhibits a
high degree of spontaneity and focuses on narrow topics with special terminologies [56]. For
training, we may have existing transcripts from other lectures that match the spontaneous
lecture style, but rarely on the target topic. We may also have text material on the topic in
forms of the course textbook and lecture slides, but written language is a poor predictor of
how words are actually spoken. However, unlike voice search, data that matches both the
topic and style of the target lecture rarely exists.
In this thesis, instead of focusing on techniques that leverage web-scale data, we explore
how to best utilize the often abundant partially matched corpora to improve language
modeling performance in application domains with limited or no matched data.
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1.2 Contributions
In domains with limited amounts of matched training data, the challenge in language mod-
eling is how to best utilize partially matched corpora to model the target domain. For
academic lectures, such data might include oﬀ-topic transcripts of general lectures and
style-mismatched text from the course textbook. In this thesis, we will investigate multiple
techniques to address the challenges in using partially matched data to build an eﬀective
n-gram language model for lecture speech transcription.
Generalized Linear Interpolation Traditional language model adaptation techniques
generally interpolate n-gram models trained from these partially matched corpora using
weights that are independent of the relevance of each component under diﬀerent n-gram
contexts. Intuitively, an on-topic course textbook component should better predict the word
following the n-gram history of the than an oﬀ-topic general lectures component, as we are
likely to observe a topic word within such context. Thus, we will present a generalized form
of linear interpolation that models the interpolation weights as a log-linear function of n-
gram history features indicative of the component relevance. As we will show, the resulting
generalized linear interpolation approach subsumes both the traditional linear interpolation
(LI) [81] and count merging (CM) [1] techniques as special cases. Using a combination of
count and automatically derived topic features, generalized linear interpolation achieves up
to a 0.8% and 0.3% absolute word error rate (WER) reduction over LI and CM, respectively.
n-gram Weighting Since the training corpora generally exhibit some degree of mismatch
to the target domain in either topic or style, building component n-gram models directly
from the text tends to assign disproportionately high probabilities to out-of-domain n-
grams. To reduce such bias, we will propose an n-gram weighting technique that weights the
count of each n-gram in a standard language model estimation procedure by a relevance fac-
tor computed from a log-linear combination of n-gram features. Using the readily available
segmentation and metadata information associated with each corpus, we can derive features
that correlate with the topic speciﬁcity of each n-gram. By combining n-gram weighting
with model interpolation, we eﬀectively de-emphasize the weights of out-of-domain n-grams
and redistribute them to more relevant n-grams from other components. Compared with
the LI and CM baselines, n-gram weighting reduces the absolute WER by up to 1.1% and
0.7%, respectively.
Parameter Optimization The above adaptation techniques require an in-domain de-
velopment set for parameter estimation. However, in some application domains, no such
data exist beyond the untranscribed test corpus. Therefore, we will explore the iterative use
of the recognition hypotheses for unsupervised parameter estimation. In addition, we will
evaluate the eﬀectiveness of supervised adaptation using varying amounts of user-provided
transcripts of utterances selected via multiple strategies. Although unsupervised parameter
tuning achieves about 80% of the 1.1% supervised WER improvement, manually transcrib-
ing the least conﬁdent 300 words not only outperforms unsupervised adaptation, but also
reduces the eﬀective transcription WER by another 0.6%.
Data Structure & Algorithms Language modeling techniques are ultimately most
useful if they can be eﬃciently implemented and applied without exorbitant computational
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resources and signiﬁcant human intervention. For example, although count merging gen-
erally outperforms linear interpolation, the lack of automatic tuning tools limits its usage,
especially when combining three or more models. The same applies to modiﬁed Kneser-
Ney smoothing with discount parameter tuning [22]. To ensure that the algorithms we
develop can be practically applied, we will introduce a vector-based n-gram data structure
designed for iterative parameter optimization and present eﬃcient algorithms of not only
the techniques presented here, but also ones previously considered diﬃcult to optimize.
Compared with the popular SRILM toolkit [138], we improved the running time of the
modiﬁed Kneser-Ney algorithm by 40x and reduce its memory usage by 40%.
We have contributed our implementation of this data structure and assorted algorithms
to the research community as the MIT Language Modeling (MITLM) toolkit [73], available
at http://www.sls.csail.mit.edu/mitlm/. We invite the community to not only utilize
this toolkit for language modeling techniques previously considered impractical, but also
consider implementing future language modeling techniques with MITLM.
The following summarizes the main contributions of this thesis:
• Generalized linear interpolation for context-sensitive combination of language models.
• n-gram weighting to de-emphasize out-of-domain n-grams during LM estimation.
• Unsupervised and active-learning techniques for LM parameter tuning.
• Eﬃcient data structure and algorithms for iterative language model estimation.
1.3 Thesis Overview
We started this thesis by presenting our vision of increasing the diversity and personalization
of natural language applications via rapid adaptation. Towards this vision, we will exam-
ine various language modeling techniques for domains with limited data in the following
chapters:
Chapter 2: Background
We review the basics of n-gram language modeling and introduce the modiﬁed Kneser-Ney
smoothing algorithm. After describing the lecture transcription task, we summarize related
work in the ﬁeld of language model adaptation.
Chapter 3: Style & Topic Adaptation
We present our earlier work in language model adaptation that motivated many of the
approaches proposed in this thesis. Speciﬁcally, we will examine the use of the Hidden
Markov Model with Latent Dirichlet Allocation (HMM-LDA) [67] for selecting relevant
n-grams to train style-speciﬁc and topic-speciﬁc n-gram component models.
Chapter 4: Generalized Linear Interpolation
We propose a generalization of linear interpolation that computes context-dependent mix-
ture weights from features predictive of component relevance. The resulting model subsumes
static linear interpolation [138] and count merging [1], and obtains a statistically signiﬁcant
improvement in both perplexity and word error rate.
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Chapter 5: n-gram Weighting
Since the n-grams from partially matched corpora may not be of equal relevance to the
target domain, we introduce an n-gram weighting technique to adjust the n-gram counts
used during model estimation. We evaluate this approach using a variety of features derived
from readily available segmentation and metadata information for each corpus.
Chapter 6: Parameter Optimization
As an in-domain development set may not be available for parameter tuning, we explore the
iterative use of the recognition hypotheses for unsupervised parameter estimation. We also
evaluate the eﬀectiveness of supervised adaptation using varying amounts of user-provided
transcripts of utterances selected via multiple strategies.
Chapter 7: Data Structure & Algorithms
To enable the practical usage of the above techniques, we present an eﬃcient data structure
and optimized algorithms speciﬁcally designed for iterative parameter tuning. With the
resulting implementation, we demonstrate the feasibility and eﬀectiveness of such iterative
techniques in language model estimation.
Chapter 8: Conclusion & Future Work
We summarize our contributions, consider possible future work, and discuss the next steps
towards the vision that motivated all this work.
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Chapter 2
Background
In this chapter, we ﬁrst review the basics of n-gram language modeling and introduce the
modiﬁed Kneser-Ney smoothing algorithm. Next, we describe the lecture transcription task
along with the data sets and speech recognizer that we consider in this thesis. Finally, we
summarize the related work in the ﬁeld of language model adaptation most relevant to our
limited-data scenario.
2.1 Language Models
A statistical language model (LM) assigns a probability to a sequence of words w1 · · ·wm,
drawn from a vocabulary V , corresponding to the likelihood of observing the sequence
within an application domain. Language models are used in a wide variety of natural
language processing tasks, such as speech recognition [3,77], handwriting recognition [106],
pinyin conversion [47], machine translation [12], and information retrieval [122]. In speech
and handwriting recognition, the language model not only serves to disambiguate among
acoustically similar phrases such as (for, four, fore) and (recognize speech, wreck
a nice beach), but also guides the search for the best acoustically matching word sequence
towards ones with the highest language probabilities. The language model can also be used
to rank diﬀerent alternatives in pinyin conversion and machine translation. For information
retrieval, modeling the probability that a document generates a given query using language
modeling outperforms traditional tf-idf techniques.
One of the main challenges facing language modeling is the issue of out-of-vocabulary
(OOV) words. In many tasks, such as speech and handwriting recognition, the set of
vocabulary words is not known ahead of time. Since unknown words cannot be hypothesized
by the recognizer, they not only contribute to recognition errors directly, but also indirectly
by interfering with the recognition of neighboring words. As the vocabulary depends on the
topic of interest, eﬀective language models need to adapt to the application domain.
In many speech recognition applications, the language model will be used to describe
spontaneous speech containing disﬂuencies, such as ﬁlled pauses (um, uh) and repairs (for
w- for this entry). As most available training data contains text in formal written style,
eﬀective language models in these scenarios need to adapt to the casual conversational style.
2.1.1 n-gram Models
An n-gram model is a simple and popular class of language models. Using the chain rule
from probability theory, we can decompose the joint probability of a word sequence into a
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product of conditional probabilities:
p(w1 · · ·wm) = p(w1)p(w2|w1)p(w3|w1w2) · · · p(wm|w1 · · ·wm−1) =
m∏
i=1
p(wi|w1 · · ·wi−1)
Applying the Markov assumption that the conditional probability of each word only depends
on the previous n− 1 words, we approximate the sequence probability as:
p(w1 · · ·wm) =
m∏
i=1
p(wi|w1 · · ·wi−1) ≈
m∏
i=1
p(wi|wi−n+1 · · ·wi−1) ≡
m∏
i=1
p(wi|wi−1i−n+1)
where wji denotes the word sub-sequence wi · · ·wj . By deﬁnition, an n-gram is a sequence
of n words, with the terms unigram, bigram, and trigram referring to an n-gram with n =
1, 2, and 3, respectively. Thus, an n-gram model approximates the probability of a word
sequence using the conditional probabilities of the embedded n-grams. The order of an
n-gram model refers to the value n.
When using an n-gram model to compute the probability of a sentence, we pretend
that each sentence is padded with special beginning of sentence tokens <s>, such that
w−n+2 = · · · = w0 = <s>. Similarly, to ensure that the probability of all sentences of
varying lengths sum up to 1, we attach a special end of sentence token </s> at the end
and include it in the product of the conditional probabilities. For example, we can compute
the bigram and trigram probabilities of the sentence how are you as:
pbigram(how are you) = p(how|<s>)p(are|how)p(you|are)p(</s>|you)
ptrigram(how are you) = p(how|<s> <s>)p(are|<s> how) · · · p(</s>|are you)
An n-gram model p(wi|wi−1i−n+1) is comprised of a set of discrete distributions over words
wi in the vocabulary V , one distribution for each n-gram history or context hi = wi−1i−n+1.
Estimating p(wi|wi−1i−n+1) = p(wi|hi) generally involves counting the fraction of times the
target word wi appears after the history hi in a training text corpus. If we denote the
number of times an n-gram hw appears in the corpus as c(hw), a simple estimate of the
n-gram probability is given by:
p(w|h) = c(hw)∑
w′ c(hw′)
This is known as the maximum likelihood (ML) estimate of the n-gram mode, as it maxi-
mizes the probability of the training data.
For example, given a training corpus consisting of the following four sentences:
how are you where are you where see you later
maximum likelihood estimation gives us:
p(how|<s>) = c(<s> how)∑
w c(<s> w)
=
1
4
p(you|are) = c(are you)∑
w c(are w)
=
2
2
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p(</s>|you) = c(you </s>)∑
w c(you w)
=
2
3
p(are|you) = c(you are)∑
w c(you w)
=
0
3
p(</s>|are you) = c(are you </s>)∑
w c(are you w)
=
2
2
p(<s>) =
c(<s>)∑
w c(w)
=
0
14
p(you) =
c(you)∑
w c(w)
=
3
14
p(</s>) =
c(</s>)∑
w c(w)
=
4
14
Thus, the bigram probability of the sentence how are you is given by:
p(how are you) = p(how|<s>)p(are|how)p(you|are)p(</s>|you)
=
1
4
× 1
1
× 2
2
× 2
3
=
1
6
To obtain a maximum likelihood estimate, we deﬁne c(<s>) = 0 while c(</s>) = 4.
Although it is tempting to assume that c(h) =
∑
w c(hw), it is not true for n-grams involving
the beginning and end of sentence tokens, as
∑
w c(<s> w) = 4 = 0 and
∑
w c(</s> w) =
0 = 4. We can eliminate such discrepancies by merging the beginning and end of sentence
tokens into a single sentence boundary token. However, for consistency with previous work
in language modeling [22,138], we decided to maintain separate tokens in the presentation
of this thesis.
2.1.2 Evaluation Metrics
Perplexity
A common way of evaluating the eﬀectiveness of an n-gram language model is to measure
how well it predicts the sentences from a disjoint evaluation or test corpus. Speciﬁcally,
given a test set T composed of sentences s1, . . . , s|T |, where st = wt1 · · ·wt|st|, we can compute
the probability of the test set as the product of the individual sentence probabilities:
p(T ) =
|T |∏
t=1
p(st) =
|T |∏
t=1
|st|∏
i=1
p(wti |hti) =
N∏
i=1
p(wi|hi)
where we mapped the words wti and histories h
t
i (including the end of sentence token </s>)
for all sentences in the test set into a single sequence wi and hi with N =
∑|T |
t=1 |st| words.
To normalize against the size of the test set, we use the information theoretic measure
of cross-entropy, deﬁned in this case as the average number of bits needed to encode each
word in a test set T , given the n-gram model p(w|h):
Hp(T ) = − 1
N
N∑
i=1
log2 p(wi|hi)
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From the cross-entropy, we can derive the more commonly used measure of perplexity, which
computes the reciprocal geometric mean of the probability assigned to each word in the test
set:
PPp(T ) = 2Hp(T ) =
1
N
√∏N
i=1 p(wi|hi)
= exp
[
− 1
N
N∑
i=1
log p(wi|hi)
]
Perplexity can also be roughly interpreted as the average number of word types following
an n-gram context. Lower perplexity values correspond to more predictive models, whereas
higher perplexity values indicate more model uncertainty.
If a probability of zero is assigned to any n-gram in the test corpus, the perplexity
degenerates to inﬁnity, making comparisons among diﬀerent models impossible. Such a sce-
nario actually occurs quite often as the test set frequently contains vocabulary not observed
in the training data. Thus, in practice, n-grams with zero probabilities are excluded from
the perplexity computation. Instead, counts are maintained for zero probability n-grams,
categorized by whether the target word is out-of-vocabulary [138].
With appropriate smoothing (see Section 2.1.3), an n-gram with an in-vocabulary target
word should never receive zero probability. However, n-grams with out-of-vocabulary target
words will always be assigned zero probabilities and excluded from the perplexity compu-
tation. Thus, we cannot generally compare the perplexities of n-gram models trained with
diﬀerent vocabularies, as they are computed over diﬀerent subsets of the test set n-grams.
Word Error Rate
Although well-motivated from an information theoretic perspective, minimizing perplexity
is generally not the ultimate objective in most language modeling applications. In speech
recognition applications, a more common evaluation metric is the recognition word error
rate (WER), computed as the number of word errors made divided by the total number of
words in the correct reference transcript. Formally, given a reference transcript r = r1 · · · rR
and hypothesized text h = h1 · · ·hH , the number of word errors is deﬁned as the minimum
number of word substitutions, insertions, and deletions needed to transform the reference
r to the hypothesis h. This is also known as the Levenshtein or edit distance between the
two word sequences.
For example, the following lists the number of substitution (S), deletion (D), and inser-
tion (I) errors of various hypotheses, compared with reference transcript how are you:
how are you (0) how are (1 D) how’re you (1 S + 1 D)
hal are you (1 S) (3 D) hal are you u (1 S + 1 I)
hal r u (2 S) how are you u (1 I) are you u (1 D + 1 I)
In general, the word error rate is bounded between |R−H|R and
max(R,H)
R . Thus, when there
are more words in the hypothesis than the reference, the word error rate can actually exceed
100%. For speech recognition tasks, the word error rate is generally considered to be a more
meaningful evaluation metric for language models than perplexity.
When comparing the word error rates between two systems evaluated on the same
data, in addition to reporting the absolute diﬀerence, we typically also include a measure of
statistical signiﬁcance known as the p-value. The p-value corresponds to the probability that
two models with the same word error rate over the underlying target distribution will exhibit
the observed diﬀerence due to random sampling. For speech recognition tasks, statistical
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signiﬁcance is generally computed using the NIST Matched-Pair Sentence-Segment Word
Error (MAPSSWE) test [51,118]. Generally, we consider a result statistically signiﬁcant if
p ≤ 0.05.
2.1.3 Smoothing and Backoﬀ
With a vocabulary of size |V |, it takes |V |−1 parameters1 to characterize each of the |V |n−1
word distributions, one for each n-gram history, for a total of |V |n − |V |n−1 parameters.
Even with a large one billion word corpus and a moderate vocabulary size of 10,000 words,
more than 99.9% of all possible trigrams will not be observed. Under maximum likelihood
estimation, these trigrams will all be assigned zero probability. For many language modeling
applications, such as speech recognition, having zero n-gram probabilities implies that such
word sequence can never by hypothesized, regardless of how clearly the user says it. In
general, we want to assign non-zero probabilities to all n-grams to avoid such recognition
errors.
Various techniques have been developed over the past two decades to smooth the n-gram
model such that no n-gram is assigned zero probability [22,82,84,90,142,152] (see [22] for
a summary with detailed comparisons). Smoothing generally also improves the estimation
of the underlying n-gram probabilities, as it distributes probability mass from observed to
unseen n-grams.
Uniform Backoﬀ
One technique for smoothing an n-gram model is to subtract a small constant discount
D < 1 from the count of each observed n-gram and distribute the withheld counts uniformly
to unseen n-grams.
punif(w|h) =
{
c(hw)−D∑
w′ c(hw′)
c(hw) > 0 (observed)
αunif(h) c(hw) = 0 (unseen)
Following Chen and Goodman [22], we’ll deﬁne N1+(h•) = |{w : c(hw) > 0}| as the number
of observed n-grams with history h. Thus, to ensure that
∑
w p(w|h) = 1, we set:
αunif(h) =
D∑
w′ c(hw′)
N1+(h•)
|V | −N1+(h•)
Proportional Backoﬀ
Distributing the withheld counts uniformly implies that unseen bigrams like <s> you
and <s> later are assigned the same probability. However, given that the unigram you
appears much more frequently than later, its corresponding bigram should be assigned
higher weight. Following this intuition, we can divide the withheld counts proportionally
to the probability predicted by the lower-order n-gram model. Speciﬁcally, the lower-order
backoﬀ probability of an n-gram hw is deﬁned as p(w|h′), where h′ is derived by truncating
the most distant (ﬁrst) word from history h. For example, the n-gram see you </s> has
1There is one fewer parameter than the number of words as
∑
w p(hw) = 1.
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history see you and backoﬀ you </s>. Thus, we have:
pprop(w|h) =
{
c(hw)−D∑
w′ c(hw′)
if c(hw) > 0 (observed)
αprop(h)pprop(w|h′) if c(hw) = 0 (unseen)
αprop(h) =
1−∑w:c(hw)>0 pprop(w|h)
1−∑w:c(hw)>0 pprop(w|h′)
where αprob(h) is computed to ensure a proper distribution. This form of backoﬀ n-gram
model uses the lower order (n − 1)-gram model to estimate the probability of unseen n-
grams. Conventionally, the unigram model backs oﬀ to a uniform distribution over the
vocabulary V , as not all words may be observed. To obtain proper distributions, the
vocabulary includes </s>, but not <s>.
Absolute Discounting
With the proportional backoﬀ smoothing, equally observed n-grams with the same history,
such as where are and where </s>, are assigned the same probability. However, given
that </s> appears more frequently than are, we may want to bias the probability slightly
towards where </s>. One approach is to interpolate all n-gram probabilities with the
lower-order backoﬀ model, whether or not the n-grams are observed. In this case, we obtain:
pabs(w|h) = max(c(hw) −D, 0)∑
w′ c(hw′)
+ αabs(h)pabs(w|h′) αabs(h) = D ·N1+(h•)∑
w′ c(hw′)
This smoothing technique is known as absolute discounting [22,113]. Although the discount
parameter D can be tuned to optimized performance on a disjoint development set corpus,
it is often estimated using the n-gram count statistics as:
D =
n1
n1 + 2n2
where n1 and n2 are the number of n-grams that appear exactly once and twice in the
training corpus.
Kneser-Ney
Observing that the lower-order models have a signiﬁcant contribution to the overall n-gram
model only when the higher-order n-grams have low counts, Kneser and Ney [90] modiﬁed
the counts used to estimate the lower-order models to better reﬂect these conditions. Specif-
ically, instead of using the original count c(hw), Kneser and Ney proposed using what we
term the left-branching count cl(hw) = N1+(•hw) = |{w′ : c(w′hw) > 0}|, or the number
of unique words that precede the n-gram hw, when estimating the lower-order models. See
Chen and Goodman [22] for a detailed account on the intuition and derivation behind the
use of the left-branching count in Kneser-Ney smoothing.
Modiﬁed Kneser-Ney
Up to now, we have assumed a constant discount value for all observed n-grams. However,
as empirically shown in Chen and Goodman [22], the ideal discount value actually varies
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with the n-gram count. Thus, instead of using a single discount D for all non-zero counts,
modiﬁed Kneser-Ney smoothing applies three diﬀerent discount parameters, D1, D2, and
D3+, for n-grams with 1, 2, and 3 or more counts, respectively:
pModKN(w|h) = max(c(hw) −D(c(hw)), 0)∑
w′ c(hw′)
+ αModKN(h)pModKN(w|h′)
D(c) =
⎧⎪⎪⎨
⎪⎪⎩
0 if c = 0
D1 if c = 1
D2 if c = 2
D3+ if c ≥ 3
αModKN(h) =
D1N1(h•) + D2N2(h•) + D3+N3+(h•)∑
w′ c(hw′)
The additional discount parameters can be analogously estimated from count statistics.
Y =
n1
n1 + 2n2
D1 = 1− 2Y n2
n1
D2 = 2− 3Y n3
n2
D3+ = 3− 4Y n4
n3
In general, we can obtain better language modeling performance by tuning the discount
parameters on a development set, especially when there is a slight mismatch between the
underlying distributions of the training and development data.
Extending this intuition, we can increase the number of discount parameters beyond
three. Preliminary experiments suggest that even though extended Kneser-Ney smoothing
can further reduce the language model perplexity, it is prone to overﬁt the development
set and the perplexity reductions do not always translate into improved speech recognition
performance.
Summary
In this section, we introduced a small subset of n-gram smoothing techniques. Although dif-
ferent smoothing techniques can be applied independently to each n-gram order, a consistent
application of modiﬁed Kneser-Ney smoothing to all n-gram orders is currently considered
the state-of-the-art technique for most language modeling tasks. Thus, in this thesis, we will
explore various techniques that build on top of modiﬁed Kneser-Ney smoothing to improve
language modeling in limited-data domains.
2.2 Language Modeling for Lecture Transcription
With the increasing availability of audio-visual material over the web, accurate transcripts
are needed to improve the search, navigation, summarization, and even translation of the
content [55, 62, 158]. Unfortunately manual transcription of the audio is time consuming,
expensive, and error-prone. Professional transcription services often charge more than $100
per hour of audio and take up to 3-5 business days. Furthermore, the resulting transcript
may still contain signiﬁcant amount of errors, especially for presentations with highly tech-
nical terminologies such as academic lectures. For example, the transcript of a lecture on
speech recognition is likely to contain the following errors: Markov → mark of, Fourier
→ for your. As a result of these challenges, there is a signiﬁcant interest in using speech
recognition technology to provide automatic transcriptions. Towards this goal, we will focus
in this work on improving the language model for academic lecture transcription [45,56].
Compared with other types of audio data, lecture speech often exhibits a high degree of
spontaneity. Unlike prepared speech, spontaneous speech often contains signiﬁcant disﬂuen-
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Dataset Vocab Size # Words # Sentences # Docs
CS-Dev 3,286 97,479 4,126 10
CS-Test 3,354 91,138 3,611 10
Textbook 4,683 138,042 6,762 271
Lectures 29,710 2,123,120 128,895 230
Switchboard 26,834 3,392,571 262,744 4,876
Table 2.1: Summary of the evaluation datasets. Counts include </s>, but not <s>.
cies (repetition, hesitation, rephrasing, partial words) [56,102]. Furthermore, the speaking
rate is generally faster than read speech with large variations across the same session [112].
Thus, existing techniques for transcribing read speech often perform poorly when applied
to lecture speech.
Unlike general conversational speech that also exhibit a spontaneous style, lecture speech
often focuses on narrow topics with special terminologies. Although an hour-long lecture
might only contain 800 unique words, 20% of them do not appear among the top 1000 words
from general conversational speech or broadcast news transcripts [56]. Even with a 10,000
word vocabulary, 6% are still out-of-vocabulary.
In this thesis, we propose various language modeling techniques for domains with limited
data and evaluate them on a lecture transcription task. The following sections describe the
evaluation task and speech recognition system in more detail.
2.2.1 Evaluation Task
We evaluate the perplexity and word error rate of various n-gram language models on 20
hour-long lectures drawn from an introductory computer science course. For most experi-
ments, we withhold the ﬁrst 10 lectures as the development set (CS-Dev) and use the last
10 as the test set (CS-Test).
As the computer science lectures exhibit both the spontaneous lecture style and a topic-
speciﬁc vocabulary, we would ideally train the language model using previously transcribed
data that matches both the style and topic of these lectures. However, as such data is
generally unavailable, we will instead train the language model from the available partially
matched data, including the content of the course textbook and the transcripts of general
lectures and spoken conversational speech. Table 2.1 summarizes all the data used in the
evaluation, while Figure 2-1 contains excerpts from these corpora.
Course Textbook
The course textbook2 for the introductory computer science class provides an excellent
source of material for the specialized terminologies on the target topic. As with most
textbooks, it is hierarchically subdivided into chapters and sections, and written in a formal
style with capitalization and punctuations. In our speciﬁc case, the textbook has been
converted to an HTML format, although in general, it may be in LATEX, Adobe PDF,
Microsoft Word, or other document formats.
To construct the Textbook data set, we ﬁrst extracted the text from the HTML docu-
ments. After breaking the text into sentences at sentence-ending punctuations, we removed
2http://mitpress.mit.edu/sicp/full-text/book/book.html
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CS-Dev and CS-Text
now i’m also going to write down another simple simple one just like this which is the mathematical
expression the sum of the squares from i equals a to b
<cough> and again very simple program <mumble> and indeed it starts the same way
if a is greater than b then the answer is zero
and of course we’re beginning to see that there is something wrong with me writing this down again
okay it’s the same program
it’s the sum of the square of a and the sum of the squares of the increments and b
now if you look at these things these programs are almost identical
right there’s not there’s not much to distinguish them
Textbook
this gives the same answer as our previous evaluation model but the process is diﬀerent
in particular the evaluations of and are each performed twice here corresponding to the reduction
of the expression
with x replaced respectively by and
this alternative fully expand and then reduce evaluation method is known as normal order evaluation
in contrast to the evaluate the arguments and then apply method that the interpreter actually
uses which is called applicative order evaluation
it can be shown that for procedure applications that can be modeled using substitution and that
yield legitimate values normal order and applicative order evaluation produce the same value
lisp uses applicative order evaluation partly because of the additional eﬃciency obtained from avoid-
ing multiple evaluations of expressions such as those illustrated with and above and more . . .
Lectures
okay let’s get started now i’m assuming i’m assuming that <um> a you went to recitation yesterday
<uh> b that even if you didn’t that
<uh> you know how to separate variables and you know how to construct simple models
of solve physical problems with diﬀerential equations and possibly even solve them
so you should have learned that either in high school or eighteen oh one <uh> here
or
<uh>
yeah
so i’m going to start from that point i assume you know that i’m not going to tell you what diﬀerential
equations are or what modeling is if you
Switchboard
<noise>
<laugh> lost a lot of hair over that project <uh> what we run into <um> is we have the texas
air control board t a c b that send out <uh> jurisdictions under which we have to <uh> <uh>
reply to
and a lot of their rules and regulations aren’t real clear so we have our manager of environmental
who assist the t a c b which is located in austin in writing and hey look what we’ve done here at
t i
as well as what society can do to improve the air quality of the atmosphere around us
and <uh> we are presently <uh> in receipt of a site permit which will allow us to <um>
<uh> this is air side <partial> allow to have certain emissions up to a certain tonnage it’s in in in
tons per year <um>
Figure 2-1: Excerpts from the evaluation corpora.
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all punctuations and capitalizations as they generally are not explicitly spoken in speech.
Since some words, such as numbers, abbreviations, and acronyms, are not pronounced as
written, we heuristically normalized these words into their corresponding spoken forms (for
a more principled approach to text normalization, see Sproat et al. [136]). Any content that
cannot be automatically processed, such as ﬁgures and algebraic expressions, is removed.
The resulting corpus consists of approximately 138k words, split across 271 documents, one
for each section of the textbook.
General Lectures
As a corpus with the desired spontaneous lecture style, the Lectures data set consists of
transcripts from a variety of general seminars and academic lectures covering a wide range
of topics [56]. Each of the 230 lectures is annotated by course (6.001, MIT-World-2004,
. . . ) and speaker (WalterLewin, GilbertStrang, . . . ). Noises in the audio are categorized
into<background>,<cough>,<crosstalk>,<laugh>,<mumble>, or<noise>,
whereas ﬁlled pauses are transcribed as <eh>, <er>, <uh>, or <um>. Furthermore,
partially spoken words are replaced with <partial>, while words that cannot be under-
stood are labeled as <unintelligible> or <unknown>.
Switchboard
Although not as well-matched to the target lecture style as the Lectures corpus, the LDC
Switchboard corpus of spontaneous conversational speech [58] does provide signiﬁcantly
more data for language model training. Although previous research generally showed that
more data leads to better models, they assumed that the data matches the target domain.
To evaluate the eﬀectiveness of using more, but only partially matched, data for language
model estimation, we will consider the Switchboard corpus as a third training set.
2.2.2 Speech Recognizer
For all speech recognition experiments in this work, we employ the landmark-based summit
speech recognition system developed in the Spoken Language Systems group at MIT [54].
The acoustic front-end consists of standard Mel-frequency cepstral coeﬃcients with cepstral
mean normalization [77]. The acoustic model features are computed from hypothesized pho-
netic landmarks and whitened using principal component analysis [54]. Speaker independent
acoustic modeling is performed using hierarchical Gaussian mixture models constructed via
large-margin discriminative training [18].
Trigram language models are trained with the default training set vocabulary via the
various techniques presented in this thesis. Each resulting model is composed with the
context-dependent phone model, phonological model, and pronunciation dictionary to form
the ﬁnite state transducer used to decode each input spoken utterance [109,162].
In our recognition experiments, the audio is ﬁrst pre-segmented into utterances via forced
alignment against the reference transcript [68]. We next process each utterance using the
summit speech recognizer and generate a hypothesis and optionally a word lattice. As we
are primarily interested in the recognition performance of the content words, we ﬁrst remove
all noise and disﬂuency tags (cf. Section 2.2.1) from both the reference and hypothesized
transcripts before computing the word error rate.
As all language modeling techniques presented in this work yield backoﬀ n-gram models,
they can be applied directly during the ﬁrst recognition pass instead of through a subsequent
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n-best or lattice rescoring step. However, for eﬃcient performance evaluation of language
model variations, some of the reported results, when speciﬁed, are computed via lattice
rescoring. Preliminary experiments suggest that lattice rescoring incurs a search error loss
of less than 0.1% word error rate, generally not statistically signiﬁcant for this particular
task.
2.3 Related Work
A signiﬁcant amount of previous research has investigated language modeling for lecture
transcription [17, 44, 55, 56, 83, 97, 112, 115, 116, 119, 151, 155], generally employing various
data collection, text selection, and model interpolation techniques. In broader contexts,
using partially matched data for language model training belongs to a class of algorithms
known as language model adaptation (see Bellegarda [6] for a review). In the following
sections, we will summarize some of the most relevant existing work in language model
adaptation and describe how they relate to our scenario.
2.3.1 Data Collection
The ﬁrst step in language model training is to collect data that matches the target domain
as closely as possible. In domains like broadcast news, a large collection of news transcripts
may already be available [63]. For other applications, relevant data may be found from
a diverse variety of sources, such as query logs for voice search [43] and lecture slides for
lecture transcription [119].
Recently, there has been a growing interest in gathering related data from the World
Wide Web [14,15,95,110,131,160]. Typically, keyword queries constructed from in-domain
data are fed to search engines to ﬁnd web documents related to the domain topic. However,
since not all results, or even sections of the relevant documents, match the target domain,
various text selection and ﬁltering approaches have been proposed to extract a subset of
the web corpus that best ﬁt the target topic and style [14,111,115,132,133].
Ultimately, the best matched data for speech recognition language modeling is the test
data itself, precisely the untranscribed data that we are trying to recognize. Although the
reference transcript is not available for training, we can utilize the hypotheses from the
previous recognition pass to perform unsupervised self-adaptation and iterative recognition
[1, 2, 20, 65, 115, 135, 144]. To avoid reinforcing recognition errors through self-training,
previous work has also explored the use of conﬁdence at the utterance and word level to
weight and ﬁlter the recognition hypotheses [65,135].
Although we do not directly investigate approaches to collect relevant data in this thesis,
it is a crucial ﬁrst step to language model adaptation and is complementary to the techniques
presented in this work. Despite techniques for selecting a subset of the collected data to
improve its similarity to the domain of interest, the resulting text still often exhibit some
degree of mismatch, providing opportunities for additional n-gram level ﬁltering that we
will explore in this work.
2.3.2 Interpolation
The typical scenario explored in previous language model adaptation research involves
adapting a single background model pB(w|h) trained from a large general corpus with a
domain-speciﬁc model pA(w|h) built from the in-domain adaptation corpus. In this setting,
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the easiest and most popular technique is to combine the two models via linear interpolation
(LI) [81], where we take the weighted average of the probabilities assigned by the individual
LMs as the adapted probability. Speciﬁcally,
pLIdynamic(w|h) = (1− λ)pB(w|h) + λpA(w|h)
where 0 ≤ λ ≤ 1 is the interpolation weight. The interpolation weight can be selected empir-
ically, or tuned to minimize the perplexity of a disjoint development set via the Expectation-
Maximization (EM) algorithm [33,130].
To combine more than two language models trained from disparate sources, we can
extend linear interpolation to a mixture of components pi(w|h) as follows:
pLIdynamic(w|h) =
∑
i
λipi(w|h) λi ≥ 0
∑
i
λi = 1
where λi are non-negative interpolation weights that sum to 1. With mixture models, we can
combine models that partially match the target domain in topic and style, not necessarily
requiring an in-domain model [50,119].
In practice, a mixture model is less eﬃcient for speech recognition than a single n-
gram backoﬀ model, as it involves multiple probability evaluations for each possible word
expansion and requires more storage for the multiple component models. Thus, as an
approximation [138], we will construct a static n-gram model where the probability of an
observed n-gram is given by the weighted average of the component model probabilities. The
remaining probabilities are computed via appropriately normalized backoﬀ probabilities.
Speciﬁcally,
pLI(w|h) =
{ ∑
i λipi(w|h) if
∑
i ci(hw) > 0
α(h)pLI(w|h′) otherwise
where ci(hw) is the observation count of the n-gram hw for model i. Empirically, the
resulting static linear interpolation generally achieves lower perplexity than the original
model [138]. Thus, in subsequent usages, we will refer to the static version as linear inter-
polation and label the original version as dynamic linear interpolation.
As a variant of linear interpolation, log-linear interpolation (LLI) [89] combines models
by interpolating the n-gram probabilities in the log domain, giving us:
pLLI(w|h) = 1
Zθ(h)
∏
i
pi(w|h)θi
where θi are unconstrained log-linear interpolation weights and Zθ(h) =
∑
w′
∏
i pi(w
′|h)θi
is a history-dependent normalization factor. Although demonstrated to be more eﬀective
than linear interpolation, log-linear interpolation is not in wide use as tuning the weights
involves numerical optimization and is more computationally expensive than simple linear
interpolation. Furthermore, the resulting model cannot be represented as a standard n-gram
backoﬀ model, reducing the applicability of the model.
Instead of interpolating the component model probabilities, we can also merge the mod-
els at the count level, resulting in a technique multiply known as count merging, count
mixing, and MAP adaptation [1, 2, 21, 38, 70, 107]. To combine two models using count
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merging with n-gram smoothing and backoﬀ [1], we use:
pCMdynamic(w|h) =
cdiscB (hw) + εc
disc
A (hw)∑
w cB(hw) + ε
∑
w cA(hw)
pCM(w|h) =
{
pCMdynamic(w|h) if cB(hw) + cA(hw) > 0
α(h)pCM(w|h′) otherwise
where cB(hw) and cA(hw) are the observation counts of the n-gram hw in the background
and adaptation corpora, respectively; cdiscB (hw) and c
disc
A (hw) are the corresponding dis-
counted counts after smoothing; ε is the count merging parameter; and α(h) is the history
dependent backoﬀ weight computed to ensure that
∑
w p
CM(w|h) = 1. Although count
merging generally performs better than linear interpolation without increasing the com-
plexity of the resulting model, tuning the parameters in the past has typically involved
empirical trial and error techniques and the process has been described as diﬃcult to opti-
mize [50].
Interpolation-based techniques are the most popular approach to building language mod-
els when given multiple partially matched data sources. However, with few exceptions [21],
the interpolation parameters are generally ﬁxed across n-gram contexts. When combining
data that match the target domain in distinct ways, such a strategy may not be the most
optimal. Furthermore, as parameter tuning remains a key challenge to the adoption of
better performing interpolation techniques, a set of eﬃcient and automatic tools for lan-
guage model estimation and parameter optimization has the potential to propel language
modeling research forward.
2.3.3 MDI Adaptation
Instead of interpolating n-gram probabilities or counts, another branch of language model
adaptation research examines models based on minimum discrimination information (MDI)
[121, 129]. In this maximum entropy inspired technique, we select the n-gram distribu-
tion with the closest Kullback-Leibler divergence to the background model that satisﬁes
a set of marginal constraints as the adapted model. Such a distribution has traditionally
been estimated using the generalized iterative scaling algorithm [29]. However, experiments
suggest that limited-memory quasi-Newton numerical optimization techniques, such as L-
BFGS [159], achieve signiﬁcantly faster convergence [104].
Previous works have explored using n-gram probabilities estimated from the adaptation
data as the MDI constraints [125,126,129]. For unigram constraints, a closed form solution
is available [39,91]. To better estimate the constraints given limited adaptation data, topic
modeling techniques have been used to smooth the unigram probabilities over topically
similar words [40, 141]. In general, MDI adaptation allows arbitrary constraints to be
speciﬁed, including long distance syntactic and topic coherence constraints [88,129].
As the MDI adapted models generally cannot be represented as backoﬀ n-gram models,
in speech recognition tasks, they are typically applied via a secondary n-best reranking
pass [88,129]. To improve the robustness of the estimated parameters, recent research has
investigated various smoothing and regularization techniques [23,36,37,59,86]. Nevertheless,
as MDI adaptation generally requires a moderate amount of in-domain data in order to
estimate eﬀective marginal constraints, it is not suitable for the limited-data domain scenario
studied in this work. It is also unclear how MDI adaptation can take advantage of multiple
background models that match the target domain in complementary ways.
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2.3.4 Dynamic Adaptation
Oftentimes, even when the general topic of the target domain is known, the speciﬁc topic
of the target text might evolve over time. Thus, instead of estimating a static language
model, approaches that dynamically adapt the model based on previously observed content
may achieve better performance.
As words observed earlier in a document are likely to appear again, we can adapt
the baseline model with a cache n-gram model trained from recently observed text using
dynamic linear interpolation [25, 93]. Extending this intuition, we can increase the proba-
bility of unobserved but topically related words. Speciﬁcally, given a mixture model with
topic-speciﬁc components [5, 8, 69, 101], we can increase the mixture weights of the topics
corresponding to previously observed words to better predict the next word [25,34,49,79].
Similar concept have also been applied to maximum entropy language models [96,129].
For some adaptation techniques, continually adapting the model may be too costly
to be practical. Instead, a multipass technique can be employed where the recognition
hypotheses from the ﬁrst pass is used to adapt the model employed in the second pass
[79, 97, 101, 115, 134, 141]. The technique can be repeated iteratively to take advantage
of the improved recognition hypothesis [52, 115]. In such a conﬁguration, the recognition
hypotheses can not only be used to adapt the model parameters, but also serve as additional
training material via unsupervised self-adaptation (cf. Section 2.3.1).
The main challenge with dynamic adaptation techniques that take advantage of the
recognition hypotheses is that the eﬀectiveness of model adaptation diminishes with in-
creasing recognition errors. In fact, adapting on the automatic transcript can sometime
degrade performance [91]. Thus, recent works have investigated the use of topic modeling
and word-level conﬁdence to reduce the eﬀect of recognition errors [1,65,141]. In this work,
we will build upon this foundation and apply concepts from dynamic adaptation to more
sophisticated language modeling techniques.
2.3.5 Domain Adaptation
More broadly, language model adaptation belongs to a class of machine learning problems
known as domain adaptation or transfer learning. In addition to language model adaptation,
there is growing interest in applying domain adaptation techniques to other natural language
processing tasks, such as part-of-speech tagging, named-entity recognition, and automatic
capitalization [9, 19,30,31].
One approach is to use the model parameters trained from out-of-domain data as reg-
ularization priors for a maximum entropy model trained on in-domain data [19]. As this
technique reduces to MDI adaptation under certain conditions, it shares many of the same
drawbacks when training language models from multiple partially matched corpora.
Another domain adaptation technique models the partially matched data as a mixture
of a truly out-of-domain distribution and a shared general distribution [31]. By treating
the source of each data instance as a hidden variable, we can improve the estimation of the
target model by using only the data from the shared general distribution. Conceptually, this
approach is similar to n-gram weighting (see Chapter 5) where we de-emphasize the inﬂuence
of out-of-domain n-grams. However, unlike n-gram weighting, this approach completely
ignores out-of-domain data, instead of tuning its inﬂuence on a development set.
Although domain adaptation techniques show great promise to leverage related out-of-
domain data to improve the in-domain model, most recent work focuses only on classiﬁcation
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tasks and is thus not directly relevant. For language model adaptation, an eﬀective approach
needs to not only incorporate the information from the partially matched corpora in a
principled manner, but also take into consideration count smoothing, backoﬀ probability
computation, and model interpolation issues speciﬁc to n-gram language models. In this
thesis, we will investigate a few such techniques.
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Chapter 3
Style & Topic Adaptation
3.1 Motivation
Building language models in domains with limited matched data requires taking advantage
of the available partially matched data. For lecture transcription, such data may include
generic lecture transcripts and the course textbook. As not all n-grams from these partially
matched corpora are of equal relevance to the target domain, we would ideally like to iden-
tify the out-of-domain n-grams and de-emphasize their contributions when estimating the
component n-gram models. Since certain component models are more relevant in particular
n-gram contexts, context-dependent interpolation weights should be computed as a func-
tion of the relevance of each language model component for each n-gram history. Finally, as
the precise topic of the target document is often unknown a priori and may even shift over
time, dynamically adapting the language model (LM) over the course of the lecture may
prove to be extremely useful for both increasing transcription accuracy, as well as providing
evidence for lecture segmentation and information retrieval.
In this chapter, we investigate the application of the syntactic state and semantic topic
assignments from the Hidden Markov Model with Latent Dirichlet Allocation (HMM-LDA)
[67] to the problem of language modeling. We explore the use of these context-dependent
labels to identify the corpus style and learn document-speciﬁc topics from both a large
number of spoken lectures as well as written text. By dynamically interpolating the lecture
style model with topic-speciﬁc models, we obtain language models that better describe the
subtopic structure within a lecture. Initial experiments demonstrate a 16.1% and 1.1%
reduction in perplexity and absolute word error rate (WER), respectively, over a linearly
interpolated trigram baseline.
In the following sections, we ﬁrst summarize related research on adaptive and topic-
mixture language models. We then present the HMM-LDA model and examine its ability
to learn syntactic classes as well as topics from the textbook and lecture transcripts. Next,
we describe a variety of language modeling experiments to combine the style and topic
models that we constructed from the state and topic labels with conventional trigram models
trained from both spoken and written materials. Furthermore, we demonstrate the use of
the combined model in an online adaptive mode. Finally, we summarize the encouraging
results from these preliminary experiments that motivated some of the more principled
language modeling techniques introduced in subsequent chapters.
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3.2 Related Work
The concepts of adaptive and topic-mixture language models have been previously explored
by many researchers. Adaptive language modeling exploits the property that words appear-
ing earlier in a document are likely to appear again. Cache language models [25,93] leverage
this observation and increase the probability of previously observed words in a document
when predicting the next word. By interpolating with a conditional trigram cache model,
Goodman [60] demonstrated up to 34% decrease in perplexity over a trigram baseline for
small training sets.
The cache intuition has been extended by attempting to increase the probability of
unobserved but topically related words. Speciﬁcally, given a mixture model with topic-
speciﬁc components, we can increase the mixture weights of the topics corresponding to
previously observed words to better predict the next word. Some of the early work in
this area used a maximum entropy language model framework to trigger increases in the
likelihood of related words [96,129].
A variety of methods has been used to explore topic-mixture models. To model a mixture
of topics within a document, the sentence mixture model [79] builds multiple topic models
from clusters of training sentences and deﬁnes the probability of a target sentence as a
weighted combination of its probability under each topic model. Latent Semantic Analysis
(LSA) has been used to cluster topically related words and has demonstrated signiﬁcant
reduction in perplexity and word error rate [5]. Probabilistic LSA (PLSA) has been used to
decompose documents into component word distributions and create unigram topic models
from these distributions. Dynamic combination of these unigram topic models with a generic
trigram model has been demonstrated to yield noticeable perplexity reduction [49].
To identify topics from an unlabeled corpus, Blei et al. [8] extend PLSA with the Latent
Dirichlet Allocation (LDA) model that describes each document in a corpus as generated
from a mixture of topics, each characterized by a word unigram distribution. A Hidden
Markov Model with LDA (HMM-LDA) [67] further extends this topic mixture model to
separate syntactic words from content words, whose distributions depend primarily on local
context and document topic, respectively.
In the speciﬁc area of lecture processing, previous work in language model adaptation
has primarily focused on customizing a ﬁxed n-gram language model for each lecture by
combining n-gram statistics from general conversational speech, other lectures, textbooks,
and other resources related to the target lecture [97,111,112,119].
Most of the previous work on model adaptation focuses on in-domain adaptation using
large amounts of matched training data. However, most if not all of the data available to
train a lecture language model are either cross-domain or cross-style. Although adaptive
models have been shown to yield signiﬁcant perplexity reduction on clean transcripts, the
improvements tend to diminish when working with speech recognizer hypotheses with a
high WER.
In this chapter, we apply the concept of dynamic topic adaptation to the lecture tran-
scription task. Unlike previous work, we ﬁrst construct a style model and a topic-domain
model using the classiﬁcation of word instances into syntactic states and topics provided by
HMM-LDA. Furthermore, we leverage the context-dependent labels to extend topic mod-
els from unigrams to n-grams, allowing for better prediction of transitions involving topic
words. Note that although this chapter focuses on the use of HMM-LDA to generate the
state and topic labels, any method that yields such labels suﬃces for our experiments. The
following section describes the HMM-LDA framework in more detail.
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3.3 Hidden Markov Model with Latent Dirichlet Allocation
3.3.1 Latent Dirichlet Allocation
Discrete Principal Component Analysis describes a family of models that decompose a set
of feature vectors into its principal components [16]. Describing feature vectors via their
components reduces the number of parameters required to model the data, hence improving
the quality of the estimated parameters when given limited training data. LSA, PLSA, and
LDA are all examples from this family.
Given a predeﬁned number of desired components, LSAmodels feature vectors by ﬁnding
a set of orthonormal components that maximize the variance using singular value decompo-
sition [32]. Unfortunately, the component vectors may contain non-interpretable negative
values when working with word occurrence counts as feature vectors. PLSA eliminates this
problem by using non-negative matrix factorization to model each document as a weighted
combination of a set of non-negative feature vectors [69]. However, because the number of
parameters grows linearly with the number of documents, the model is prone to overﬁtting.
Furthermore, because each training document has its own set of topic weight parameters,
PLSA does not provide a generative framework for describing the probability of an unseen
document [8].
To address the shortcomings of PLSA, Blei et al. [8] introduced the LDA model, which
further imposes a Dirichlet distribution on the topic mixture weights corresponding to the
documents in the corpus. With the number of model parameters dependent only on the
number of topic mixtures and vocabulary size, LDA is less prone to overﬁtting and is capable
of estimating the probability of unobserved test documents.
Empirically, LDA has been shown to outperform PLSA in corpus perplexity, collabora-
tive ﬁltering, and text classiﬁcation experiments [8]. Various extensions to the basic LDA
model have since been proposed. The Author Topic model adds an additional dependency
on the author(s) to the topic mixture weights of each document [128]. The Hierarchical
Dirichlet Process is a non-parametric model that generalizes distribution parameter mod-
eling to multiple levels. Without having to estimate the number of mixture components,
this model has been shown to match the best result from LDA on a document modeling
task [143].
3.3.2 HMM-LDA Model
The HMM-LDA model proposed by Griﬃths et al. [67] combines the HMM [124] and LDA
models to separate syntactic words with local dependencies from topic-dependent content
words without requiring any labeled data. Similar to HMM-based part-of-speech taggers
[94], HMM-LDA maps each word in the document to a hidden syntactic state. Each state
generates words according to a unigram distribution except for the special topic state, where
words are modeled by document-speciﬁc mixtures of topic distributions, as in LDA. Figure
3-1 describes this generative process in more detail.
Unlike vocabulary selection techniques that separate domain-independent words from
topic-speciﬁc keywords using word collocation statistics, HMM-LDA classiﬁes each word
instance according to its context. Thus, an instance of the word return may be assigned
to a syntactic state in to return a, but classiﬁed as a topic keyword in expected return
for. By labeling each word in the training set with its syntactic state and mixture topic,
HMM-LDA not only separates stylistic words from content words in a context-dependent
manner, but also decomposes the corpus into a set of topic word distributions. This form of
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For each document d in the corpus:
1. Draw topic weights θd from Dirichlet(α).
2. For each word wi in document d
(a) Draw topic zi from Multinomial(θd)
(b) Draw state si from Multinomial(πsi−1)
(c) Draw word wi from:{
Multinomial(βzi) if si = stopic
Multinomial(γsi) otherwise D
z2
w2
s2
zn
wn
sn
z1
w1
s1
μd
®
Figure 3-1: Generative framework and simpliﬁed graphical model representation of HMM-
LDA. The number of states and topics are pre-speciﬁed. The topic mixture for each doc-
ument is modeled with a Dirichlet distribution. Each word wi in the n-word document is
generated from its hidden state si or hidden topic zi if si is the special topic state stopic.
soft, context-dependent classiﬁcation has many potential uses in language modeling, topic
segmentation, and indexing.
3.3.3 Training
In this preliminary study, we employ the MATLAB Topic Modeling Toolbox [66,67] to train
the HMM-LDA model. This particular implementation performs Gibbs sampling, a form
of Markov chain Monte Carlo (MCMC), to estimate the optimal model parameters ﬁtted
to the training data. Speciﬁcally, the algorithm creates a Markov chain whose stationary
distribution matches the expected distribution of the state and topic labels for each word in
the training corpus. Starting from random labels, Gibbs sampling sequentially samples the
label for each hidden variable conditioned on the current value of all other variables. After
a suﬃcient number of iterations, the Markov chain converges to the stationary distribution.
We can easily compute the posterior word distribution for each state and topic from a
single sample by averaging over the label counts and prior parameters. With a suﬃciently
large training set, we will have enough words assigned to each state and topic to yield a
reasonable approximation to the underlying distribution.
In the following sections, we examine the application of models derived from the HMM-
LDA labels to the task of spoken lecture transcription and explore adaptive topic modeling
techniques to construct a better lecture language model.
3.4 Analysis
In the following analysis, we applied HMM-LDA to a subset of the Lectures dataset (cf.
Section 2.2.1), consisting of 150 lectures from math, physics, and general seminars. We
ran the Gibbs sampler against the reduced Lectures∗ dataset for a total of 2800 iterations,
computing a model every 10 iterations, and took the model with the lowest perplexity
as the ﬁnal model. We chose to build the model with 20 states and 100 topics based
on results from preliminary experiments. We also trained an HMM-LDA model on the
Textbook dataset using the same model parameters. We ran the sampler for a total of 2000
iterations, computing the perplexity every 100 iterations. Again, we selected the lowest
perplexity model as the ﬁnal model.
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1 2 3 4 5
center work rights system <laugh>
world research human things her
and right u. robot children
ideas people s. systems book
new computing government work cambridge
technology network international example books
innovation system countries person street
community information president robots city
place software world learning library
building computers support machine brother
6 7 8 9 10
<partial> class basis magnetic light
memory people v current red
ah tax <eh> field water
brain wealth vector loop colors
animal social matrix surface white
okay american transformation direction angle
eye power linear e blue
synaptic world eight law here
receptors <unintelligible> output flux rainbow
mouse society t m sun
Table 3.1: The top 10 words from 10 randomly selected topics from the Lectures∗ dataset.
3.4.1 Semantic Topics
HMM-LDA extracts words whose distributions vary across documents and clusters them
into a set of components. In Table 3.1, we list the top 10 words from a random selection
of 10 topics computed from the Lectures∗ dataset. As shown, the words assigned to the
LDA topic state are representative of content words and are grouped into broad semantic
topics. For example, topic 4, 8, and 9 correspond to machine learning, linear algebra, and
magnetism, respectively.
Since the Lectures∗ dataset consists of speech transcripts with disﬂuencies, it is inter-
esting to observe that <laugh> is the top word in a topic corresponding to childhood
memories. Cursory examination of the data suggests that the speakers talking about chil-
dren tend to laugh more during the lecture. Although it may not be desirable to capture
speaker idiosyncrasies in the topic mixtures, HMM-LDA has clearly demonstrated its ability
to capture distinctive semantic topics in a corpus. By leveraging all documents in the corpus,
the model yields smoother topic word distributions that are less vulnerable to overﬁtting.
Since HMM-LDA labels the state and topic of each word in the training corpus, we can
also visualize the results by color-coding the words by their topic assignments. Figure 3-2
shows a color-coded excerpt from a topically coherent paragraph in the Textbook dataset.
Notice how most of the content words (in italics) are assigned the same topic/color. Fur-
thermore, of the 7 instances of the words and and or (boxed), 6 are correctly classiﬁed as
syntactic or topic words, demonstrating the context-dependent labeling capabilities of the
HMM-LDA model. Moreover, from these labels, we can identify multi-word topic phrases
(e.g. output signals, input signal, and gate) in addition to stand-alone keywords, an
observation we will leverage later on with n-gram topic models.
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 We draw an inverter symbolically as in Figure 3.24.  An and gate, also shown in Figure 3.24, 
is a primitive function box with two inputs and one output.  It drives its output signal to a 
value that is the logical and of the inputs.  That is, if both of its input signals become 1.  
Then one and gate delay time later the and gate will force its output signal to be 1; otherwise 
the output will be 0.  An or gate is a similar two input primitive function box that drives its 
output signal to a value that is the logical or of the inputs.  That is, the output will become 1 
if at least one of the input signals is 1; otherwise the output will become 0. 
Figure 3-2: Color-coded excerpt from the Textbook dataset showing the context-dependent
topic labels. Syntactic words appear black. Topic words are shown in italics with their
respective topic colors. All instances of the words and and or are boxed.
3.4.2 Syntactic States
Since the syntactic states are shared across all documents, we expect words associated with
the syntactic states when applying HMM-LDA to the Lectures∗ dataset to reﬂect the lecture
style vocabulary.
In Table 3.2, we list the top 10 words from each of the 19 syntactic states (state 1 is
the topic state). Note that each state plays a clear syntactic role. For example, state 13
contains prepositions while state 14 contains verbs. Since the model is trained on transcrip-
tions of spontaneous speech, hesitation disﬂuencies (<uh>, <um>, <partial>) are all
grouped in state 20 along with other words (so, if, okay) that frequently indicate hesita-
tion. While many of these hesitation words are conjunctions, the words in state 9 show that
most conjunctions are actually assigned to a diﬀerent state representing diﬀerent syntactic
behavior from hesitations. As demonstrated with spontaneous speech, HMM-LDA yields
syntactic states that have a good correspondence to part-of-speech labels, without requiring
any labeled training data.
3.4.3 Discussions
Although MCMC techniques converge to the global stationary distribution, we cannot guar-
antee convergence from observations of the perplexity alone. Unlike EM algorithms, random
sampling may actually temporarily decrease the model likelihood. Thus, in the above anal-
ysis, the number of iterations was chosen to be at least double the point at which the
perplexity ﬁrst appears to converge.
In addition to the number of iterations, the choice in the number of states and topics, as
well as the values of the Dirichlet prior hyperparameters, also impact the quality and eﬀec-
tiveness of the resulting model. Ideally, we run the algorithm with diﬀerent combinations
of the parameter values and perform model selection to choose the model with the best
complexity-penalized likelihood. However, given ﬁnite computing resources, this approach
is often impractical. In our implementation of the HMM-LDA algorithm used in subsequent
chapters, we sample over the hyperparameters using a log-normal Metropolis proposal [7].
For future work, we would like to apply the Dirichlet process [143] to automatically estimate
the number of states and topics.
Despite the suboptimal choice of parameters and potential lack of convergence, the labels
derived from the HMM-LDA model are still eﬀective for language modeling applications,
as described next.
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1 2 3 4 5 6 7 8 9 10
Topic know it it can it’s going a and to
see you this will not doing an but just
do out that would that’s one some or longer
think up there don’t I’m looking one because doesn’t
go them which could just sort no as never
get that he do there’s done in that go
say me here just <uh> able two where physically
make about course me we’re coming any thank that’ll
look here who should also talking this which anybody’s
take all they may you’re trying another is with
11 12 13 14 15 16 17 18 19 20
have the of is I that two way very so
be this in are you what one time more <uh>
want a for was we how three thing little if
had that on has they where hundred lot much <um>
get these with were let when m question good <partial>
like my at goes let’s if t kind different now
got our from had he why five point than then
need your by comes I’ll which d case important okay
try those about means people as years idea long well
take their as says I’d because four problem as but
Table 3.2: The top 10 words from the 19 syntactic states from the Lectures∗ dataset.
3.5 Experiments
To evaluate the eﬀectiveness of models derived from the separation of syntax from con-
tent, we performed experiments that compare the perplexities and WERs of various model
combinations. For a baseline, we used an adapted model (L+T) that linearly interpolates
trigram models trained on the Lectures∗ (L) and Textbook (T) datasets. In all models, all
interpolation weights and additional parameters are tuned on CS-Dev and evaluated with
CS-Test (see Section 2.2.1). Unless otherwise noted, modiﬁed Kneser-Ney discounting with
ﬁxed parameters [22] is applied with the respective training set vocabulary using the SRILM
toolkit [138]. Recognition experiments are performed using the summit speech recognizer
(see Section 2.2.2) with an earlier version of the speaker-independent acoustic model trained
using minimum classiﬁcation error discriminative training [108].
3.5.1 Lecture Style
In general, an n-gram model trained on a limited set of topic-speciﬁc documents tends to
over-emphasize words from the observed topics instead of evenly distributing weights over
all potential topics. Speciﬁcally, given the list of words following an n-gram context, we
would like to de-emphasize the occurrences of observed topic words and ideally redistribute
these counts to all potential topic words. As an approximation, we can build such a topic
de-emphasized style trigram model by using counts of only n-gram sequences that do not
end on a topic word, smoothed over the Lectures∗ vocabulary. Table 3.3 shows the n-grams
corresponding to an utterance used to build the style trigram model. Note that the counts of
topic to style word transitions are not altered as these probabilities are mostly independent
of the observed topic distribution.
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<s> for the spatial memory </s>
Unigrams: for, the, spatial, memory, </s>
Bigrams: <s> for, for the, the spatial, spatial memory, memory </s>
Trigrams: <s> <s> for, <s> for the, for the spatial
the spatial memory, spatial memory </s>
Table 3.3: Style model n-grams. Topic words in the utterance are underlined.
<s> huffman code can be represented as a binary tree . . .
Unigrams: huffman, code, can, be, represented, as, binary, tree, . . .
Bigrams: <s> huffman, huffman code (2×), code can (2×), can be,
be represented, represented as, a binary, binary tree (2×), . . .
Trigrams: <s> <s> huffman, <s> huffman code (2×),
huffman code can (2×), code can be (2×),
can be represented, be represented as,
represented as a, as a binary, a binary tree (2×), . . .
Table 3.4: Domain model n-grams. Topic words in the utterance are underlined.
By interpolating the style model (S) from above with the smoothed trigram model
based on the Lectures∗ dataset (L), the combined model (L+S) achieves a 3.6% perplexity
reduction and 0.5% absolute WER reduction over the lecture model (L) on the test set, as
shown in Table 3.5. Without introducing any topic-speciﬁc training data, we can already
improve the generic lecture LM performance using the HMM-LDA labels.
3.5.2 Topic Domain
Unlike Lectures∗, the Textbook dataset contains content words relevant to the target lectures,
but in a mismatched style. Typically, the Textbook trigram model is interpolated with the
generic background model to improve the probability estimates of the transitions involving
topic words. The interpolation weight is chosen to best ﬁt the probabilities of these n-gram
sequences while minimizing the mismatch in style. However, with only one parameter, all
n-gram contexts must share the same mixture weight. Because transitions from contexts
containing topic words are rarely observed in the oﬀ-topic Lectures∗, the Textbook model
should ideally have higher weight in these contexts than contexts that are more equally
observed in both datasets.
One heuristic approach for adjusting the weight in these contexts is to build a topic-
domain trigram model (D) from the Textbook n-gram counts with Witten-Bell smoothing
[152], where we emphasize the sequences containing a topic word in the n-gram context
by doubling their counts. In eﬀect, this reduces the smoothing on words following topic
contexts with respect to lower-order models without signiﬁcantly aﬀecting the transitions
from non-topic words. Table 3.4 shows the adjusted counts for an utterance used to build
the domain trigram model.
Empirically, interpolating the lectures, textbook, and style models with the domain
model (L+T+S+D) further decreases the perplexity by 1.4% and WER by 0.1% over
(L+T+S), validating our intuition. Overall, the addition of the style and domain mod-
els reduces perplexity and WER by a noticeable 7.1% and 1.0%, respectively, as shown in
Table 3.5.
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Perplexity Word Error Rate
Model Development Test Development Test
L: Lectures Trigram 180.2 (0.0%) 199.6 (0.0%) 49.5% 50.2%
T: Textbook Trigram 291.7 (+61.8%) 331.7 (+66.2%)
S: Style Trigram 207.0 (+14.9%) 224.6 (+12.5%)
D: Domain Trigram 354.1 (+96.5%) 411.6 (+106.3%)
L+S 174.2 (−3.3%) 192.4 (−3.6%) 49.2% 49.7%
L+T: Baseline 138.3 (0.0%) 154.4 (0.0%) 46.6% 46.7%
L+T+S 131.0 (−5.3%) 145.6 (−5.7%) 46.0% 45.8%
L+T+S+D 128.8 (−6.9%) 143.6 (−7.1%) 45.8% 45.7%
L+T+S+D+Topic100
• Static Mixture (oracle) 118.1 (−14.6%) 131.3 (−15.0%) 45.5% 45.4%
• Dynamic Mixture 115.7 (−16.4%) 129.5 (−16.1%) 45.4% 45.6%
Table 3.5: Perplexity and WER performance of various model combinations. Relative
reductions are shown in parentheses.
Huﬀman tree Monte Carlo time segment assoc key
relative frequency rand update the agenda the table
relative frequencies random numbers segment time local table
the tree trials remaining current time a table
one hundred trials passed ﬁrst agenda of records
Table 3.6: Sample of n-grams from select topics.
3.5.3 Textbook Topics
In addition to identifying content words, HMM-LDA also assigns words to a topic based
on their distribution across documents. Thus, we can apply HMM-LDA with 100 topics to
the Textbook dataset to identify representative words and their associated contexts for each
topic. From these labels, we can build unsmoothed trigram language models (Topic100) for
each topic from the counts of observed n-gram sequences that end in a word assigned to
the respective topic.
Table 3.6 shows a sample of the word n-grams identiﬁed via this approach for a few
topics. Note that some of the n-grams are key phrases for the topic while others contain
a mixture of syntactic and topic words. Unlike bag-of-words models that only identify
the unigram distribution for each topic, the use of context-dependent labels enables the
construction of n-gram topic models that not only characterize the frequencies of topic
words, but also describe the transition contexts leading up to these words.
3.5.4 Topic Mixtures
Since each target lecture generally only covers a subset of the available topics, it will be
ideal to identify the speciﬁc topics corresponding to a target lecture and assign those topic
models more weight in a linearly interpolated mixture model. As an ideal case, we performed
an oracle experiment to measure the best performance of a statically interpolated topic
mixture model (L+T+S+D+Topic100) where we tuned the mixture weights of all mixture
components, including the lectures, textbook, style, domain, and the 100 individual topic
trigram models on individual target lectures.
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Figure 3-3: Topic mixture weight breakdown.
Table 3.5 shows that by weighting the component models appropriately, we can reduce
the perplexity and WER by an additional 7.9% and 0.3%, respectively, over the (L+T+S+D)
model even with simple linear interpolation for model combination.
To gain further insight into the topic mixture model, we examine the breakdown of the
normalized topic weights for a speciﬁc lecture. As shown in Figure 3-3, of the 100 topic
models, 15 of them account for over 90% of the total weight. Thus, lectures tend to show
a signiﬁcant topic skew which topic adaptation approaches can model eﬀectively.
3.5.5 Topic Adaptation
Unfortunately, since diﬀerent lectures cover diﬀerent topics, we generally cannot tune the
topic mixture weights ahead of time. One approach, without any a priori knowledge of
the target lecture, is to adaptively estimate the optimal mixture weights as we process the
lecture [49]. However, since the topic distribution shifts over a long lecture, modeling a
lecture as an interpolation of components with ﬁxed weights may not be the most optimal.
Instead, we employ an exponential decay strategy where we update the current mixture dis-
tribution by linearly interpolating it with the posterior topic distribution given the current
word. Speciﬁcally, applying Bayes’ rule, the probability of topic t generating the current
word w is given by:
p(t|w) = p(w|t)p(t)∑
t′ p(w|t′)p(t′)
To achieve the exponential decay, we update the topic distribution after each word according
to pi+1(t) = (1− α)pi(t) + αp(t|wi), where α is the adaptation rate.
We evaluated this approach of dynamic mixture weight adaptation on the (L+T+S+D+
Topic100) model, with the same set of components as the oracle experiment with static
weights. As shown in Table 3.5, the dynamic model actually outperforms the static model
by more than 1% in perplexity, by better modeling the dynamic topic substructure within
the lecture.
To run the recognizer with a dynamic LM, we rescored the top 100 hypotheses generated
with the (L+T+S+D) model using the dynamic LM. The WER obtained through such n-
best rescoring yielded noticeable improvements over the (L+T+S+D) model without a priori
knowledge of the topic distribution, but did not beat the optimal static model on the test
set.
To further gain an intuition for mixture weight adaptation, we plot the normalized
adapted weights of the topic models across the ﬁrst lecture of the test set in Figure 3-4.
Note that the topic mixture varies greatly across the lecture. In this particular lecture, the
lecturer starts out with a review of the previous lecture. Subsequently, he shows an example
of computation using accumulators. Finally, he focuses the lecture on the stream as a data
structure, with an intervening example that ﬁnds pairs of i and j that sum up to a prime.
By comparing the topic labels in Figure 3-4 with the top words from the corresponding
topics in Table 3.7, we observe that the topic weights obtained via dynamic adaptation
match the subject matter of the lecture fairly closely.
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 Figure 3-4: Distribution of the topic model weights over the duration of a lecture using
manual and ASR transcription.
T12 T35 T98 T99
stream pairs sequence of
s i enumerate see
streams j accumulate and
integers k map in
series pair interval for
prime s filter vs
filter integers sequences register
delayed sum operations data
interleave queens odd as
infinite t nil make
Table 3.7: Top 10 words from select Textbook topics appearing in Figure 3-4.
Finally, to assess the eﬀect that recognition errors have on adaptation performance, we
applied the adaptation algorithm to the corresponding transcript from the automatic speech
recognizer (ASR). Traditional cache language models tend to be vulnerable to recognition
errors since incorrect words in the history negatively bias the prediction of the current word.
However, by adapting at a topic level, which reduces the number of dynamic parameters,
the dynamic topic model is less sensitive to recognition errors. As seen in Figure 3-4, even
with a word error rate of around 40%, the normalized topic mixture weights from the ASR
transcript still show a strong resemblance to the original weights from the manual reference
transcript.
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3.6 Summary
In this chapter, we have shown how to leverage context-dependent state and topic labels,
such as the ones generated by the HMM-LDA model, to construct better language models
for lecture transcription and extend topic models beyond traditional unigrams. Although
the WER of the best model still exceeds 45%, by dynamically updating the mixture weights
to model the topic substructure within individual lectures, we are able to reduce the test set
perplexity and WER by over 16% and 1.1%, respectively, relative to the combined Lectures∗
and Textbook (L+T) baseline.
The experiments in this chapter combine models through simple linear interpolation.
As motivated in Section 3.5.2, allowing for context-dependent interpolation weights based
on topic labels may yield further improvements in both perplexity and WER. Likewise,
heuristically de-emphasizing the probabilities of n-grams ending on topic words can yield
signiﬁcant performance improvements without introducing additional data. Thus, in the
next two chapters, we will extend these intuitions and examine more principled approaches
to learning context-dependent interpolation weights and de-emphasizing the weights of out-
of-domain n-grams.
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Chapter 4
Generalized Linear Interpolation
4.1 Motivation
With the increasing focus of speech recognition and natural language processing applications
on domains with limited amount of in-domain training data, enhanced system performance
often relies on approaches involving model combinations. For language modeling, we can
improve the estimation of the underlying n-gram probabilities from limited data using
modeling techniques such as class n-grams [13,80,105,161] and topic mixtures [25,34,49,79].
We can also gather additional sources of related data from the web [14,15,95,110,131,160]
and even utilize the initial recognition hypotheses [1, 2, 20, 65, 115, 135, 144] for language
model (LM) adaptation. (See Section 2.3 for a detailed survey of related work.)
Despite the prevalent use of model combination techniques to improve speech recognition
performance on domains with limited data, little prior research has focused on the choice of
the actual interpolation method. For merging language models, the most popular approach
has been the simple linear interpolation [81], largely due to its simplicity and toolkit support.
Although count merging [1] has been demonstrated to generally yield better performance,
the interpolation weights should really depend on the component LM relevance in addition
to the observation counts, especially when combining models trained from disparate sources.
In this work, we propose a generalization of linear interpolation that computes context-
dependent mixture weights from a set of n-gram context features. By using multinomial
logistic regression to model the interpolation weights, the resulting generalized linear inter-
polation (GLI) model subsumes both linear interpolation (LI) and count merging (CM) as
special cases. On the lecture transcription task, GLI achieves up to 0.8% and 0.3% word er-
ror rate (WER) improvement over LI and CM using n-gram counts and other features that
correlate with the topic speciﬁcity of the n-gram context. As tuning the model parameters
with as little as 500 words of in-domain development set outperforms equivalently trained LI
and CM models, generalized linear interpolation provides a practical approach to utilizing
various n-gram context features towards improving n-gram language model interpolation.
We start this chapter by ﬁrst described existing interpolation methods. Next, we present
the generalized linear interpolation technique, its relationship with linear interpolation and
count merging, and the n-gram context features considered in this work. After a compara-
tive evaluation of the performance, we perform a detailed analysis of the tuned parameters
and the model performance as a function of various experimental conditions. We conclude
with a summary of the results and present various ideas for future work.
49
4.2 Related Work
Given a set of training texts, we can build a combined language model using multiple tech-
niques. One of the simplest techniques, sometimes referred to as the brute-force approach,
is to merge all texts and train a single smoothed n-gram LM. Because the training corpora
often diﬀer in size and relevance to the target domain, simply summing the n-gram counts
rarely achieves the best result.
Instead, linear interpolation (see Section 2.3.2), the most popular model combination
technique, ﬁrst trains individual n-gram LMs from each corpus. Given the resulting set
of n-gram language models, it computes the weighted average of the component model
probabilities pLIdynamic(w|h) =
∑
i λipi(w|h), where pi(w|h) is the smoothed probability of
word w following n-gram history h according to component model i. The interpolation
weight λi, satisfying λi ≥ 0 and
∑
i λi = 1, is typically tuned to optimize the development set
perplexity. Instead of dynamically interpolating the component probabilities, we statically
interpolate the models in this work to yield a single n-gram backoﬀ model, which generally
obtains better performance. Speciﬁcally,
pLI(w|h) =
{ ∑
i λipi(w|h) if
∑
i ci(hw) > 0
α(h)pLI(w|h′) otherwise
where ci(hw) is the observation count of the n-gram hw for model i, α(h) is the history-
dependent backoﬀ weight chosen such that
∑
w p
LI(w|h) = 1, and h′ is the truncated backoﬀ
history for history h.
An n-gram language model consists of not a single model, but rather a collection of
word distributions, one for each n-gram history. As each conditional probability p(w|h) is
estimated from diﬀerent number of n-grams with history h, estimates derived from higher
counts are more robust and reliable than ones computed from fewer observations. Thus,
instead of interpolating all conditional probabilities with ﬁxed weights, the interpolation
weights should be a function of the n-gram history that considers the reliability of the
component estimates via the observation counts and the relevance of each component LM
under the speciﬁc n-gram context.
Instead of taking the weighted average of the component n-gram probabilities, count
merging, also known as count mixing and MAP adaptation, computes the overall probability
from a weighted sum of the discounted component n-gram counts. Extending the two-
component formulation presented in previous works [1, 38], count merging with n-gram
backoﬀ computes the following:
pCMdynamic(w|h) =
∑
i βic
disc
i (hw)∑
j βj
∑
w cj(hw)
pCM(w|h) =
{
pCMdynamic(w|h) if
∑
i ci(hw) > 0
α(h)pCM(w|h′) otherwise
where ci(hw) is the observation count of the n-gram hw in the ith component, cdisci (hw) is
the corresponding discounted count after smoothing, βi is the component model weighting
factor, and α(h) is the backoﬀ weight. As scaling all weighting factors βi by a non-zero
constant yields an identical model, we will set β1 = 1 by convention to constrain the
parameter space. Similar to linear interpolation, the model parameters βi can be tuned to
minimize the perplexity of a disjoint development set.
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A smoothed n-gram LM assigns probability p(w|h) = cdisc(hw)/∑w c(hw) to observed
n-grams.1 Thus, by substituting and refactoring the terms:
pCM(w|h) =
∑
i βic
disc
i (hw)∑
j βj
∑
w cj(hw)
=
∑
i βi [
∑
w ci(hw)] pi(w|h)∑
j βj
∑
w cj(hw)
=
∑
i
[
βi
∑
w ci(hw)∑
j βj
∑
w cj(hw)
]
pi(w|h)
we see that count merging is simply a generalization of linear interpolation, where the
interpolation weight λi(h) = βi
∑
w ci(hw)/
∑
j βj
∑
w cj(hw) now depends on the n-gram
history via its observed count. Thus, instead of a constant interpolation weight, count
merging applies an interpolation weight proportional to the total number of observances of
n-grams with history h. The more data used to train the word distribution following h, the
more we trust and weight the resulting estimate.2
Choosing interpolation weights proportional to the amount of observed data addresses
part of the deﬁciencies with linear interpolation. However, since count merging scales the
interpolation weights according to the observation count ratio, it will use the same set of
weights for an n-gram history that is observed 10 and 1000 times as another history that
is observed 10 billion and 1 trillion times. Intuitively, since the component estimates for
the latter history are already reliably trained, its weights should depend primarily on the
overall component relevance and not the observation count ratio. This suggests that the
optimal interpolation weights depend on the observation counts in a non-linear fashion.
Instead of using ﬁxed weights to interpolate probabilities or counts, past work has also
examined computing context-dependent interpolation weights as a function of the n-gram
history [21, 157]. For example, we can cluster the n-gram histories into equivalence classes
and tune a set of independent interpolation weights for each class using the Expectation-
Maximization (EM) algorithm [33,130]. However, as the number of free parameters increases
with the number of classes, this approach generally requires a large of amount of in-domain
development data and is impractical in our target scenario with limited matched data.
Previous research has also explored other techniques to obtain context-dependent inter-
polation weights without introducing a large number of free parameters. For example, Zhou
et al. [157] proposed a heuristic motivated by Witten-Bell smoothing [152] that considers
the number of unique words following an n-gram when computing the interpolation weight.
As an alternative, Chen and Huang [21] presented a fuzzy controller that adjusts the in-
terpolation weights based on heuristic measures of estimate conﬁdence, word importance,
and probability ratio. Unfortunately, both techniques assume the existence of an in-domain
model and avoid parameter tuning. Intuitively, we should be able to achieve better per-
formance by utilizing a more principled model to combine the n-gram history features and
tune the model parameters on a matched development set.
1Technically, this is only true for non-interpolated smoothing techniques that only backoﬀ to the lower-
order model for unseen n-grams. In practice, the diﬀerence is generally insigniﬁcant after parameter tuning.
2Although it is tempting to assume that c(h) =
∑
w c(hw), this is not completely accurate if we modify
the observation counts as with Kneser-Ney smoothing (see Section 2.1.3). Unfortunately, we made this
mistake when evaluating the performance of count merging in our published papers [70, 73–75]. However,
the performance diﬀerence between the two variations is generally small and not statistically signiﬁcant.
Furthermore, we can interpret this ﬂawed implementation of count merging as just another special case of
generalized linear interpolation.
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4.3 Generalized Linear Interpolation
4.3.1 Model
In this work, we propose the generalized linear interpolation (GLI) technique that models
the interpolation weights as a function of n-gram history features predictive of the com-
ponent relevance instead of using ﬁxed constants across all n-gram contexts. Speciﬁcally,
given component n-gram models pi(w|h), generalized linear interpolation computes:
pGLIdynamic(w|h) =
∑
i λi(h)pi(w|h)
pGLI(w|h) =
{
pGLIdynamic(w|h) if
∑
i ci(hw) > 0
α(h)pGLI(w|h′) otherwise
where λi(h) ≥ 0 are the context-dependent interpolation weights satisfying
∑
i λi(h) = 1,
ci(hw) is the observation count of n-gram hw in component i, and α(h) is computed such
that
∑
w p
GLI(w|h) = 1.
In this work, we will model the interpolation weight function using the output from
a multinomial logistic regression model [7, 120]. Speciﬁcally, given a set of component-
dependent n-gram history features Ψi(h) =
[
Ψ1i (h) · · ·ΨFii (h)
]
computed for each n-gram
history h in the interpolated model, we model the context-dependent interpolation weights
as:
λi(h) =
exp[Ψi(h) · θi]
Z(h)
Z(h) =
∑
i
exp[Ψi(h) · θi]
where θi is the parameter vector for component i and Z(h) is the normalization factor
chosen to ensure that
∑
i λi(h) = 1. This is also commonly known as the softmax function.
Although we can model the interpolation weight function using other parametric and
even non-parametric forms, multinomial logistic regression exhibits the following desirable
properties. First, the resulting interpolation weights λi(h) are guaranteed to satisfy the non-
negativity and normalization constraints, regardless of the choice of the parameter vectors
θi. Since the development set perplexity has an easy-to-compute closed-form expression for
the gradient, we can eﬃciently apply gradient-based numerical optimization techniques to
tune the model parameters.
For clarity, we can rewrite the interpolation weight expression as:
λi(h) =
exp[Ψi(h) · θi + γi]
Z(h)
where we have explicitly factored out a bias parameter γi, equivalent to the parameter
θ0i associated with a constant feature Ψ
0
i (h) = 1. In this model, we can interpret the bias
parameter γi as the overall relevance of component i. The feature parameter θ
f
i corresponds
to the eﬀect feature f has on the interpolation weight of component i. A positive value of
θfi increases the relative weight of component i for n-gram histories with positive feature
values Ψfi (h). Since a constant oﬀset to all γi’s yields identical interpolation weights due
to cancellation, we will set γ1 = 0 to constrain the solution space. Although we can
tune independent parameters θi and γi for each n-gram order of the language model, in
general, we tie the model parameters across order to improve the robustness of the estimated
parameters in scenarios with limited development set data.
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4.3.2 Relationship with LI and CM
As deﬁned, generalized linear interpolation subsumes both linear interpolation and count
merging as special cases. Speciﬁcally, by setting the feature vectors to an empty vector
Ψi(h) = [ ], generalized linear interpolation degenerates to the simple linear interpolation,
where λi ∝ eγi .
λi(h) =
exp[Ψi(h) · θi + γi]
Z(h)
=
exp[γi]
Z(h)
∝ eγi
Likewise, if we deﬁne Ψi(h) = [log (
∑
w ci(hw))] and θi = [1]:
λi(h) =
exp[Ψi(h) · θi + γi]
Z(h)
=
exp[log(
∑
w ci(hw)) + γi]
Z(h)
=
eγi
∑
w ci(hw)
Z(h)
=
βi
∑
w ci(hw)
Z(h)
=
βi
∑
w ci(hw)∑
j βj
∑
w cj(hw)
we obtain count merging with βi = eγi . To achieve exact equivalence, we allow zero counts
in the computation by deﬁning exp(log 0 + · · · )/Z(h) = exp(−∞) = 0.3
By choosing the parametric family of the interpolation weight function to include linear
interpolation and count merging as special cases, we guarantee that the resulting model
will at least match if not almost always exceed the performance of the existing techniques
on the development set. Given a suﬃciently large development set to avoid overﬁtting, this
gain generally will also carry over to unseen test sets.
4.3.3 Features
Generalized linear interpolation enables arbitrary n-gram history features to be utilized
in the computation of the interpolation weight. Thus, we can apply feature engineering
techniques to design, select, and combine features. In this chapter, we will consider two
classes of features. The ﬁrst set of features are ones that can be derived automatically from
n-gram counts, whereas the second set utilizes the document segmentation information often
provided with the text corpora to predict component relevance.
Count Features
Let us deﬁne the left-branching count cl(h) = N1+(•h) = |{w : c(wh) > 0}| as the number
of unique words that appear before h, following the notation in [22]. Recall from Section
2.1.3 that this is the count used in Kneser-Ney smoothing [90] to estimate the probability
of lower-order models. Symmetrically, deﬁne the right-branching count cr(h) = N1+(h•) =
|{w : c(hw) > 0}| as the number of unique words that appear after h, as used in Witten-Bell
smoothing [152].
As shown in the previous section, we use the log-count feature Ψi(h) = [log(
∑
w ci(hw))]
to derive count merging from generalized linear interpolation. For Kneser-Ney and related
smoothing techniques, the counts used in the lower-order models are replaced by the left-
branching counts. Thus, for clarify, we will notate the eﬀective counts used for probability
estimation as c˜i(hw). Note that in general, c˜i(h) =
∑
w c˜i(hw). Thus, using Ψi(h) =
[log c˜i(h))] as features is not strictly equivalent to count merging when using Kneser-Ney
smoothing.
3In practice, we can approximate this by adding a small constant when taking the log, i.e., log(x+10−99).
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In this chapter, we consider the following count-based features to estimate the robustness
and relevance of an n-gram component for history h:
log(
∑
w c(hw)) log(c
l(h)) log(cr(h)) log(
∑
w c˜(hw))
In addition to the above log counts, we also include corresponding features using log+1(x) ≡
log(x + 1) to obtain non-negative values and polynomial kernels for better ﬁt. Speciﬁcally,
we will examine the log-squared features computed using log2+1(x) ≡ (log(x + 1))2, as it
increases monotonically for x ≥ 0.
Topic Features
As motivated and empirically observed in Section 3.5.2, choosing interpolation weights that
depend on the topic speciﬁcity of the n-gram history improves the model performance.
There, we heuristically doubled the count of an n-gram from the Textbook corpus whose
history contains a word labeled as a HMM-LDA topic word [67] in order to increase the
eﬀective weight of the Textbook component in that context. In this chapter, we apply similar
intuitions using the more mathematically principled generalized linear interpolation with
HMM-LDA and other n-gram features indicative of the n-gram history topic speciﬁcity.
As discussed in more detail in Chapter 5, a training corpus is often segmented into
documents. To estimate the topic speciﬁcity of an n-gram, we can measure the concentration
of the n-gram across documents. To guide the presentation of the n-gram features below,
we will consider the following example partition of the training corpus. Words tagged by
HMM-LDA as topic words appear in bold.
A B A A C C A B A B
B A A C C B A A B A
A C B A A C A B B A
One way to estimate the speciﬁcity of an n-gram history h across partitions is to measure
the n-gram frequency F (h), or the fraction of partitions containing h. For instance, F (A) =
3/3, F (C) = 2/3. However, as the size of each partition increases, this ratio increases to 1,
since most n-grams have a non-zero probability of appearing in each partition. Thus, an
alternative is to compute the normalized entropy of the n-gram history distribution across
the S partitions, or H(h) = −1logS
∑S
s=1 ps(h) log ps(h), where ps(h) is the fraction of the
history h that is observed in partition s. Unseen histories are assigned the value 0. For
example, the normalized entropy of the unigram C is H(C) = −1log 3 [
2
6 log
2
6 +
4
6 log
4
6 + 0] =
0.58. n-gram histories clustered in fewer partitions have lower entropy than ones that are
more evenly spread out.
Following Section 3.5.2, we also consider features derived from the HMM-LDA word
topic labels.4 Speciﬁcally, we deﬁne the n-gram history topic probability T h(h) as the
empirical probability that any word in the history h is labeled as a topic word. Similarly,
we deﬁne the n-gram word topic probability Tw(h) as the empirical probability that the
n-gram history h is followed by a topic word. The probabilities for unobserved histories
are assigned the value 0. Intuitively, the frequency with which a topic word follows an
4HMM-LDA is performed using 20 states and 50 topics with a 3rd-order HMM. Hyperparameters are
sampled with a log-normal Metropolis proposal. The model with the highest likelihood from among 10,000
iterations of Gibbs sampling is used.
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log(
∑
w c(hw)) 14.57 11.77 10.80 7.09 4.01 9.29 8.09 5.86 3.47
log(cl(h)) 10.30 9.33 7.92 4.82 3.33 7.55 6.37 4.38 2.83
log(cr(h)) 10.30 8.60 8.57 5.15 3.64 7.97 5.95 4.49 2.77
log(
∑
w c˜(hw)) 12.98 11.77 10.18 6.40 3.97 9.29 8.09 5.86 3.47
log+1(
∑
w c˜(hw)) 12.98 11.77 10.18 6.40 3.99 9.29 8.09 5.86 3.50
log2+1(
∑
w c˜(hw)) 168.46 138.46 103.61 40.96 15.92 86.30 65.38 34.38 12.23
F (h) 0.00 1.00 1.00 0.36 0.12 1.00 0.93 0.18 0.00
H(h) 0.00 0.97 0.98 0.70 0.57 0.96 0.84 0.56 0.00
T h(h) 0.00 0.00 0.03 1.00 0.11 0.00 0.00 1.00 1.00
Tw(h) 0.19 0.09 0.39 0.30 0.25 0.70 0.05 0.06 0.41
Table 4.1: A list of generalized linear interpolation features. c: count, cl: left-branching
count, cr: right-branching count, c˜: eﬀective count; F : n-gram frequency, H: normalized
entropy, T h: n-gram history topic probability, Tw: n-gram word topic probability.
n-gram history within a corpus is predictive of the relevance of that component. On-topic
components should receive higher weight in contexts often preceding in-domain topic words.
Conversely, oﬀ-topic components should receive lower weight when they are likely to predict
an out-of-domain topic word.
In the example corpus, T h(∅) = 0, T h(C) = 3/6, T h(A C) = 3/4. Tw(∅) = 8/39,
Tw(A) = 4/15, Tw(A C) = 1/4, Tw(B C) = 0/0 = 0. Table 4.1 lists all the n-gram count
and topic features examined in this chapter and their values on a select subset of n-gram
histories from the Lectures corpus.
4.3.4 Training
Traditionally, the linear interpolation weights are tuned to minimize the development set
perplexity using the EM algorithm. With count merging, the scaling parameters are se-
lected empirically by trial and error techniques, with some previous work suggesting that it
cannot be easily optimized [1,48]. In Chapter 7, we present an eﬃcient n-gram data struc-
ture and optimized algorithms speciﬁcally designed for iterative language model estimation.
With such an implementation, we can tune the feature and bias parameters of generalized
linear interpolation using any numerical optimization technique [123] to iteratively estimate
the optimal parameter values. As generalized linear interpolation encompasses linear in-
terpolation and count merging, these models can also be tuned using the same numerical
optimization framework.
For all experiments in this chapter, the bias and feature parameters are initialized to
0 and 1, respectively, and tuned to minimize the development set perplexity using the
limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) unconstrained optimization
technique [123,159], a quasi-Newton method that uses the second derivative Hessian matrix
iteratively estimated from the gradients evaluated along the search path to improve the
convergence towards the function minimum. For linear interpolation, we were actually able
to achieve convergence in fewer iterations and less time using L-BFGS than the traditional
EM algorithm.
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Perplexity Word Error Rate
Model Development Test Development Test
Textbook 283.4 326.1 41.9% 42.4%
Lectures 168.6 189.3 34.8% 36.8%
Switchboard 301.9 299.1 42.3% 42.5%
Textbook + Lectures
LI 125.6 141.6 31.7% 33.4%
BF 132.1 (+5.1%) 150.4 (+6.3%) 31.7% 33.4%
CM 122.3 (-2.7%) 138.1 (-2.5%) 31.4% 32.9%
GLI 121.7 (-3.1%) 137.3 (-3.0%) 31.3% 32.9%
Table 4.2: Interpolation model performance. LI: Linear interpolation, BF: Brute-force
interpolation, CM: Count merging, GLI: Generalized linear interpolation. Both CM and
GLI are conﬁgured with Ψi(h) = log(
∑
w c˜i(hw)).
4.4 Experiments
4.4.1 Setup
In this section, we compare the performance of generalized linear interpolation against a few
existing interpolation techniques by evaluating the perplexity and recognition WER on the
lecture transcription task (see Section 2.2.1). For each training corpus (Textbook, Lectures,
Switchboard), we build a trigram language model using modiﬁed Kneser-Ney smoothing
[22] with the default corpus-speciﬁc vocabulary. As models interpolated over the same
components share a common vocabulary regardless of the interpolation technique, we can
fairly compare the perplexities computed over n-grams with non-zero probabilities. As the
interpolated language models can be encoded directly as an n-gram backoﬀ models, they
can be applied directly in the ﬁrst recognition pass. However, in these experiments, we
compute the WER by rescoring the recognition lattices generated using the count merging
LM. The WER diﬀerence resulting from the use of lattice rescoring is around 0.01%.
4.4.2 Baseline
In Table 4.2, we summarize the performance of various interpolation techniques on the
lecture transcription task. With Textbook and Lectures, all model combination techniques
achieve signiﬁcantly lower perplexity (though not strictly comparable due to diﬀerences in
vocabulary) and reduced WER over the individual component models. Compared with the
linear interpolation (LI) baseline with a single interpolation parameter, the brute-force (BF)
text concatenation method results in worse perplexity and no change in WER. However,
consistent with observations from previous work [1, 39], count merging (CM) outperforms
linear interpolation by 0.5% test set WER, with p < 0.001 using the Matched Pairs Sentence
Segment Word Error signiﬁcance test [51].
As shown in Section 4.3.2, count merging is just a special case of generalized linear
interpolation (GLI) that uses the eﬀective count associated with each n-gram history as
feature, or Ψi(h) = [log (
∑
w ci(hw))]. However, unlike GLI, CM constrains the feature
parameters to θi = [1]. By relaxing the constraint and tuning the parameters to minimize
the development set perplexity, GLI achieves a small, although statistically insigniﬁcant,
reduction in both perplexity and WER on the same feature.
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Perplexity Word Error Rate
Feature Ψi(h) Development Test Development Test
None (LI) 125.6 141.6 31.7% 33.4%
+ log(
∑
w c˜(hw)) 121.7 (-3.1%) 137.3 (-3.0%) 31.3% 32.9%
+ log(
∑
w c(hw)) 121.8 (-3.1%) 137.3 (-3.0%) 31.3% 32.8%
+ log(cl(h)) 122.1 (-2.8%) 137.8 (-2.7%) 31.3% 32.9%
+ log(cr(h)) 122.6 (-2.4%) 138.2 (-2.4%) 31.3% 32.9%
+ log+1(
∑
w c˜(hw)) 120.6 (-4.0%) 135.9 (-4.0%) 31.3% 32.8%
+ log2+1(
∑
w c˜(hw)) 120.6 (-4.0%) 135.6 (-4.2%) 31.3% 32.9%
+ F (h) 122.4 (-2.5%) 137.7 (-2.7%) 31.5% 33.1%
+ H(h) 121.3 (-3.5%) 136.5 (-3.6%) 31.3% 32.9%
+ T h(h) 124.7 (-0.8%) 141.0 (-0.4%) 31.6% 33.4%
+ Tw(h) 121.8 (-3.1%) 137.3 (-3.1%) 31.4% 33.2%
Table 4.3: GLI performance with various features. Best perplexity/WER values are in bold.
Statistically signiﬁcant improvements (p < 0.05) appear in italics.
Mathematically, the tuned θi parameter simpliﬁes to an exponent on the count feature.
λi(h) =
exp[Ψi(h) · θi + γi]
Z(h)
=
exp[log(
∑
w ci(hw)) · θi + γi]
Z(h)
=
eγi(
∑
w ci(hw))
θi
Z(h)
=
βi(
∑
w ci(hw))
θi∑
j βj(
∑
w cj(hw))θi
Intuitively, given suﬃcient n-gram histories to yield good estimates of the word distribution,
the count should no longer play a signiﬁcant role in determining the interpolation weight.
Thus, we expect the optimal exponent on the count to be less than the ﬁxed value of 1.0
for CM. Empirically, we ﬁnd this to be the case, with the optimal value of around 0.7.
4.4.3 Features
Generalized linear interpolation allows us to use arbitrary features of the n-gram history.
In Table 4.3, we compare the performance of GLI with various n-gram history features.
Speciﬁcally, we set each GLI component feature Ψi(h) to the values computed from the
corresponding component data. As GLI reduces to LI when θi = 0, the development set
perplexity is guaranteed to outperform LI. With a suﬃciently large development set, the
performance improvement should carry over to the test set without overﬁtting. Overall,
all count-based features reduce the perplexity and achieve a similar WER improvement.
Although intuitively well-motivated, the performance of topic-based features varies widely
and is overall worse than count-based features when applied in isolation.
In Table 4.4, we evaluate the performance of GLI when combining various features.
Although topic features perform poorly in isolation, they perform better than count features
when combined with the CM feature log(
∑
w c˜(hw)). By greedily selecting the feature with
the lowest development set WER, we are able to signiﬁcantly reduce the test set WER
from 32.9% to 32.6% (p < 0.001) using CM counts log(
∑
w c˜(hw)), word topic probability
Tw(h), and n-gram distribution frequency F (h). With these three features, GLI achieves
a statistically signiﬁcant 0.8% and 0.3% absolute WER reduction over the baseline LI and
CM techniques, respectively.
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Perplexity Word Error Rate
Feature Ψi(h) Development Test Development Test
log(
∑
w c˜(hw)) 121.7 137.3 31.3% 32.9%
+ log(
∑
w c(hw)) 121.5 (-0.1%) 137.1 (-0.1%) 31.3% 32.8%
+ log(cl(h)) 121.6 (-0.1%) 137.2 (-0.1%) 31.3% 32.9%
+ log(cr(h)) 120.7 (-0.9%) 135.9 (-1.0%) 31.2% 32.8%
+ log+1(
∑
w c˜(hw)) 120.6 (-0.9%) 136.0 (-0.9%) 31.3% 32.9%
+ log2+1(
∑
w c˜(hw)) 121.1 (-0.5%) 136.5 (-0.6%) 31.2% 32.7%
+ F (h) 121.7 (-0.1%) 137.3 (-0.0%) 31.3% 32.8%
+ H(h) 121.6 (-0.1%) 137.2 (-0.1%) 31.2% 32.8%
+ T h(h) 121.7 (-0.0%) 137.3 (+0.0%) 31.3% 32.8%
+ Tw(h) 120.0 (-1.4%) 135.4 (-1.4%) 31.1% 32.8%
log(
∑
w c˜(hw)) + T
w(h) 120.0 135.4 31.1% 32.8%
+ log(
∑
w c(hw)) 119.6 (-0.3%) 134.9 (-0.4%) 31.1% 32.7%
+ log(cl(h)) 120.0 (-0.0%) 135.4 (-0.0%) 31.1% 32.8%
+ log(cr(h)) 119.9 (-0.1%) 135.2 (-0.1%) 31.1% 32.7%
+ log+1(
∑
w c˜(hw)) 118.6 (-1.2%) 133.9 (-1.1%) 31.1% 32.9%
+ log2+1(
∑
w c˜(hw)) 118.5 (-1.3%) 133.7 (-1.3%) 31.1% 32.8%
+ F (h) 119.7 (-0.2%) 135.1 (-0.2%) 31.0% 32.6%
+ H(h) 119.7 (-0.3%) 135.1 (-0.2%) 31.0% 32.6%
+ T h(h) 119.9 (-0.1%) 135.4 (+0.0%) 31.1% 32.8%
Table 4.4: GLI performance with various feature combinations. Best perplexity/WER
values are in bold. Statistically signiﬁcant improvements (p < 0.05) appear in italics.
4.5 Analysis
4.5.1 Feature Parameters
To obtain further insight into how generalized linear interpolation improves the resulting
n-gram model, we present below the optimized parameter values for the GLI model between
Textbook and Lectures using features Ψ(h) = [log(
∑
w c˜(hw)), T
w(h)].
θTextbook = [0.64, 0.71] θLectures = [0.56,−3.01] γTextbook = 0.00 γLectures = 0.40
As discussed in Section 4.4.2, the parameters associated with the n-gram history counts
should be less than 1, as observed. For the word topic probability feature Tw(h), values
close to 1 correspond to n-gram histories that are likely to be followed by topic words in
the component corpus. Thus, the positive parameter value θT
w
Textbook = 0.71 indicates an
emphasis on the Textbook component when the current n-gram context often precedes a
topic word in the Textbook corpus. As the Textbook corpus matches the topic of the target
lecture, increasing its interpolation weight in these contexts improves the prediction of topic
words.
Conversely, the negative parameter value θT
w
Lectures = −3.01 shows a de-emphasis on the
Lectures component when the current n-gram context frequently precedes a topic word in the
Lectures corpus. As the Lectures corpus has mismatched topics, decreasing its interpolation
weight in these contexts improves the overall ﬁt of the interpolated LM.
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Figure 4-1: Test set performance vs. development set size.
Perplexity / WER
Model T + L T + S L + S T + L + S
LI 141.6 / 33.4% 169.4 / 35.8% 191.6 / 36.5% 139.5 / 33.3%
CM 138.1 / 32.9% 171.4 / 35.3% 194.2 / 36.5% 136.9 / 32.9%
GLI
+ log(
∑
w c˜(hw)) 137.3 / 32.9% 168.5 / 35.2% 191.1 / 36.4% 134.9 / 32.8%
+ Tw(h) 135.4 / 32.8% 166.8 / 35.1% 191.0 / 36.5% 132.8 / 32.6%
+ F (h) 135.1 / 32.6% 166.7 / 35.0% 190.8 / 36.5% 132.5 / 32.6%
Table 4.5: Test set performance with various LM combinations. T: Textbook, L: Lectures,
S: Switchboard. Statistically signiﬁcant improvements (p ≤ 0.05) over LI and CM appear in
italics and bold, respectively.
4.5.2 Development Set Size
To obtain a better sense of how GLI performs under diﬀerent training conditions, we measure
the sensitivity of the interpolated model perplexity and WER to the size of the develop-
ment set. In Figure 4-1, we plot the perplexity and WER of interpolating Textbook and
Lectures using LI, CM, and GLI with Ψ(h) = [log(
∑
w c˜(hw)), T
w(h), F (h)]. We vary the
development set size by randomly selecting utterances from the full development set. As
shown, with only 200 words, the test set perplexity of the 7-parameter GLI model already
outperforms both LI and CM and converges to within 1 point of the ﬁnal value after 500
words. Similarly, the WER consistently improves over LI and CM with only 500 words and
converges to within 0.1% of the best value beyond 2000 words. These results suggest that
the performance gains from the generalized linear interpolation model can be obtained with
relatively little in-domain data.
4.5.3 Training Components
Interpolating diﬀerent combinations of training models generally yields similar trends (Table
4.5), with generalized linear interpolation using a combination of count and topic features
signiﬁcantly outperforming count merging and standard linear interpolation by up to 0.8%
absolute reduction in WER. When combining Lectures and Switchboard, however, any im-
provement over linear interpolation is generally minimal. Given that linear interpolation
only reduces WER by 0.3% over the Lectures model, Switchboard’s mismatch in both topic
and style appears to leave little room for additional improvement over linear interpolation.
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Tied / Independent
Model # Params Perplexity Word Error Rate
LI 1 / 3 141.6 / 140.5 33.4% / 33.2%
CM 1 / 3 138.1 / 137.7 32.9% / 32.8%
GLI
+ log(
∑
w c˜(hw)) 3 / 9 137.3 / 137.0 32.9% / 32.8%
+ Tw(h) 5 / 15 135.4 / 134.9 32.8% / 32.7%
+ F (h) 7 / 21 135.1 / 134.8 32.6% / 32.7%
Table 4.6: Test set performance with independent parameters across n-gram order.
4.5.4 Parameter Tying
In all the experiments presented so far, we tied all parameter values across n-gram orders to
reduce the number of tunable parameters and improve the robustness of the value estimates.
In scenarios where suﬃcient matched development data is available, we can consider using
independent bias and feature parameters across n-gram orders.
In Table 4.6, we compare the test set performance of various interpolated models with
tied and independent parameters. By allowing distinct parameters across n-gram orders, we
are able to consistently improve the test set perplexity. The test set WER shows a similar
trend except for the last model with over 20 tuning parameters. By allowing independent
tuning parameters across n-gram orders, we not only increase the risk of overﬁtting the
development set data, but also signiﬁcantly increase the model training time. Thus, we
generally tie the GLI parameters across n-gram orders to improve robustness.
4.6 Summary
In this chapter, we presented a model-based approach to language model combination.
The resulting generalized linear interpolation model deﬁnes a family of interpolation weight
functions that subsumes both linear interpolation and count merging. Evaluations on the
lecture transcription domain demonstrate up to a 0.8% and 0.3% WER drop over the
baseline linear interpolation and count merging models, respectively. Detailed analysis
shows that the generalized linear interpolation model outperforms both baselines with only
500 words of development set data.
In future work, we plan on studying the eﬀectiveness of additional n-gram history fea-
tures and diﬀerent families of interpolation weight functions, including non-parametric and
hierarchical approaches. We would also like to model the backoﬀ weight as a function of
n-gram features to improve the concentration of the interpolated probabilities.
As eﬀective language modeling techniques for new domains with limited data increas-
ingly rely on model combination approaches, the traditional linear interpolation and count
merging techniques are no longer suﬃcient to capture and combine the essence of the con-
stituent models. This chapter presents the generalized linear interpolation model as a step
towards a principled study of model combination techniques. In the next chapter, we apply
a similar feature-driven technique to de-emphasize out-of-domain n-grams during LM esti-
mation. Instead of adjusting the interpolation weights for each n-gram context, we use the
log-linear model to estimate the relevance of each n-gram to the target domain. By weight-
ing the eﬀective n-gram counts used during n-gram model estimation by their estimated
relevance, we reduce the inﬂuence that out-of-domain n-grams have on the target model.
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Chapter 5
n-gram Weighting
5.1 Motivation
Many application domains in machine learning suﬀer from a dearth of matched training
data. However, partially matched data sets are often available in abundance. Past attempts
to utilize the mismatched data for training often result in models that exhibit biases not
observed in the target domain. In this chapter, we investigate the use of the often readily
available data segmentation and metadata attributes associated with each corpus to reduce
the eﬀect of such bias. Speciﬁcally, we will examine this approach in the context of language
modeling for lecture transcription.
Training corpora are often segmented into documents with associated metadata, such
as title, date, and speaker. For lectures, if the data contains even a few lectures on linear
algebra, conventional language modeling methods that lump the documents together will
tend to assign disproportionately high probability to frequent terms like vector and matrix.
Can we utilize the segmentation and metadata information to reduce the biases resulting
from training data mismatch?
In this work, we present such a technique where we weight each n-gram count in a stan-
dard n-gram language model (LM) estimation procedure by a relevance factor computed
from a log-linear combination of n-gram features. Utilizing features that correlate with the
speciﬁcity of n-grams to subsets of the training documents, we eﬀectively de-emphasize out-
of-domain n-grams. By interpolating models, such as general lectures and course textbook,
that match the target domain in complementary ways, and optimizing the weighting and
interpolation parameters jointly, we allow each n-gram probability to be modeled by the
most relevant interpolation component. Using a combination of features derived from mul-
tiple partitions of the training documents, the resulting weighted n-gram model achieves up
to a 1.1% and 0.7% absolute word error rate (WER) reduction over the linear interpolation
and count merging baselines on the lecture transcription task, respectively.
In this chapter, we assess the eﬀectiveness of n-gram weighting towards reducing training
data mismatch in cross-domain language model estimation scenarios. First, we describe the
related work that partially motivated our approach. Next, we present the n-gram weighting
technique and the features considered in this work. After evaluating the performance of
n-gram weighting with various feature combinations against several smoothing and interpo-
lation techniques, we examine the optimized model parameters and further characterize its
behavior under diﬀerent training conditions. Finally, we summarize the results and suggest
ideas for future exploration.
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5.2 Related Work
In Chapter 3, we introduced the use of the HMM-LDA [67] topic labels to reduce topic
mismatch in LM estimation. Using an ad hoc method to reduce the eﬀective counts of
n-grams ending on topic words, we achieved better perplexity and WER than standard
trigram LMs. Intuitively, de-emphasizing such n-grams will lower the transition probability
to out-of-domain topic words from the training data. In this work, we further explore
this intuition with a principled feature-based model, integrated with LM smoothing and
interpolation to allow simultaneous optimization of all model parameters.
As Gao and Lee [46] observed, even purported matched training data may exhibit topic,
style, or temporal biases not present in the test set. To address the mismatch, they par-
tition the training documents by their metadata attributes and compute a measure of the
likelihood that an n-gram will appear in a new partitioned segment. By pruning n-grams
with generality probability below a given threshold, the resulting model achieves lower per-
plexity than a corresponding count-cutoﬀ model of equal size. Complementary to our work,
this technique also utilizes segmentation and metadata information. However, our model
enables the simultaneous use of all metadata attributes by combining features derived from
diﬀerent partitions of the training documents within a single model.
5.3 n-gram Weighting
5.3.1 Model
Given a limited amount of training data, an n-gram appearing frequently in a single docu-
ment may be assigned a disproportionately high probability. For example, an LM trained
from lecture transcripts tends to assign excessive probability to words from observed lecture
topics due to insuﬃcient coverage of the underlying document topics. On the other hand,
excessive probabilities may also be assigned to n-grams appearing consistently across docu-
ments with mismatched style, such as the course textbook in the written style. Traditional
n-gram smoothing techniques do not address such issues of sparse topic coverage and style
mismatch.
One approach to addressing the above issues is to weight the counts of the n-grams
according to the concentration of their document distributions. Assigning higher weights
to n-grams with evenly spread distributions captures the style of a data set, as reﬂected
across all documents. On the other hand, emphasizing the n-grams concentrated within a
few documents focuses the model on the topics of the individual documents.
In theory, n-gram weighting can be applied to any smoothing algorithm based on counts,
such as Katz [84], Witten-Bell [152], and Kneser-Ney [90] smoothing. Because many of these
algorithms require integer counts as input, we apply the weighting factors after the counts
have been smoothed. For modiﬁed Kneser-Ney smoothing [22], applying n-gram weighting
yields:
p(w|h) = β(hw)c˜
′(hw)∑
w β(hw)c˜(hw)
+ α(h)p(w|h′)
where p(w|h) is the probability of word w given history h, c˜(wh) is the adjusted Kneser-
Ney count, c˜′(hw) is the discounted count, β(hw) is the newly introduced n-gram weighting
factor, α(h) is the normalizing backoﬀ weight, and h′ is the backoﬀ history.
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Although the weighting factor β(hw) can in general be any function of the n-gram, in
this work, we will consider a log-linear combination of n-gram features, or:
β(hw) = exp(Φ(hw) · θ)
where Φ(hw) is the feature vector for n-gram hw and θ speciﬁes the feature parameter
vector to be learned. To better ﬁt the data, we allow independent parameter vectors θo
for each n-gram order o. Note that with β(hw) = 1, the model degenerates to the original
modiﬁed Kneser-Ney formulation. Furthermore, β(hw) only speciﬁes the relative weighting
among n-grams with a common history h. Thus, scaling β(hw) by an arbitrary function
f(h) has no eﬀect on the model.
In isolation, n-gram weighting shifts probability mass from out-of-domain n-grams via
backoﬀ to the uniform distribution to improve the generality of the resulting model. How-
ever, in combination with LM interpolation, it can also distribute probabilities to LM
components that better model speciﬁc n-grams. For example, n-gram weighting can de-
emphasize oﬀ-topic and oﬀ-style n-grams from general lectures and course textbook, re-
spectively. Tuning the weighting and interpolation parameters jointly further allows the
estimation of the n-gram probabilities to utilize the best matching LM components.
5.3.2 Features
To address the issue of sparsity in the document topic distribution, we can apply n-gram
weighting with features that measure the concentration of the n-gram distribution across
documents. Similar features can also be computed from documents partitioned by their
categorical metadata attributes, such as course and speaker for lecture transcripts. Whereas
the features derived from the corpus documents should correlate with the topic speciﬁcity of
the n-grams, the same features computed from the speaker partitions might correspond to
the speaker speciﬁcity. By combining features from multiple partitions of the training data
to compute the weighting factors, n-gram weighting allows the resulting model to better
generalize across categories.
To guide the presentation of the n-gram features below, we will consider the following
example partition of the training corpus. Words tagged by HMM-LDA as topic words
appear in bold.
A B A A C C A B A B
B A A C C B A A B A
A C B A A C A B B A
One way to estimate the speciﬁcity of an n-gram across partitions is to measure the
n-gram frequency F (hw), or the fraction of partitions containing the n-gram hw. For
instance, F (A) = 3/3, f(C) = 2/3. However, as the size of each partition increases,
this ratio tends to increase towards 1, since most n-grams have a non-zero probability of
appearing in each partition. Thus, an alternative is to compute the normalized entropy of
the n-gram distribution across the S partitions, or H(hw) = −1logS
∑S
s=1 ps(hw) log ps(hw),
where ps(hw) is the fraction of the n-gram hw that are observed in partition s. Unseen
n-grams are assigned the value 0. For example, the normalized entropy of the unigram C is
H(C) = −1log 3 [
2
6 log
2
6 +
4
6 log
4
6 + 0] = 0.58. n-grams clustered in fewer partitions have lower
entropy than ones that are more evenly spread out.
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Random 0.03 0.32 0.33 0.19 0.53 0.24 0.37 0.80
log(c(hw)) 9.29 8.09 3.47 5.86 6.82 7.16 3.09 4.92
F doc(hw) 1.00 0.93 0.00 0.18 0.92 0.76 0.00 0.04
F course(hw) 1.00 1.00 0.06 0.56 0.94 0.94 0.06 0.06
F speaker(hw) 0.83 0.70 0.00 0.06 0.41 0.55 0.01 0.00
Hdoc(hw) 0.96 0.84 0.00 0.56 0.93 0.85 0.00 0.34
Hcourse(hw) 0.75 0.61 0.00 0.55 0.78 0.65 0.00 0.00
Hspeaker(hw) 0.76 0.81 0.00 0.09 0.65 0.80 0.12 0.00
T doc(hw) 0.00 0.00 0.91 1.00 0.01 0.00 0.00 0.04
T course(hw) 0.00 0.00 0.88 0.28 0.01 0.00 0.00 1.00
T speaker(hw) 0.00 0.00 0.94 0.92 0.01 0.00 0.09 0.99
Table 5.1: A list of n-gram weighting features and their values. c: count, F : n-gram
frequency, H: normalized entropy, T : topic probability.
Following Section 3.5.1, we also consider features derived from the HMM-LDA word
topic labels.1 Speciﬁcally, we compute the empirical probability T (hw) that the target
word w of the n-gram hw is labeled as a topic word. The probabilities of unobserved
n-grams are assigned the value 0. In the example corpus, T (C) = 3/6, T (A C) = 2/4.
All of the above features can be computed for any partitioning of the training data. To
better illustrate the diﬀerences, we compute the features on the Lectures corpus, partitioned
by lecture (doc), course, and speaker. Furthermore, we include the log of the n-gram counts
c(hw) and random values between 0 and 1 as baseline features. Table 5.1 lists all the features
examined in this work and their values on a select subset of n-grams.
5.3.3 Training
In Chapter 7, we present an eﬃcient n-gram data structure and optimized algorithms specif-
ically designed for iterative language model estimation. With such an implementation, we
can jointly tune the n-gram weighting and interpolation parameters using any numerical
optimization technique [123] to iteratively estimate the optimal parameter values.
In this chapter, we apply Powell’s method [123] to numerically minimize the development
set perplexity, which iteratively optimizes the objective function along a set of continually
updated directions using single-variable golden-ratio line search without requiring computa-
tion of the function gradient. Although there is no guarantee against converging to a local
minimum when jointly tuning both the n-gram weighting and interpolation parameters, we
have found that initializing the n-gram weighting parameters to zero generally yields good
performance.
1HMM-LDA is performed using 20 states and 50 topics with a 3rd-order HMM. Hyperparameters are
sampled with a log-normal Metropolis proposal. The model with the highest likelihood from among 10,000
iterations of Gibbs sampling is used.
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Perplexity WER
Model Dev Test Dev Test
FixKN(1) 174.7 196.7 34.7% 36.7%
+ W(Hdoc) 172.9 194.8 34.7% 36.6%
FixKN(3) 168.6 189.3 34.8% 36.8%
+ W(Hdoc) 166.8 187.8 34.6% 36.6%
FixKN(10) 167.5 187.6 35.0% 37.0%
+ W(Hdoc) 165.3 185.8 34.7% 36.7%
KN(1) 169.7 190.4 34.9% 36.7%
+ W(Hdoc) 167.3 188.2 34.7% 36.5%
KN(3) 163.4 183.1 35.0% 36.8%
+ W(Hdoc) 161.1 181.2 34.8% 36.5%
KN(10) 162.3 181.8 35.0% 36.8%
+ W(Hdoc) 160.1 180.0 34.8% 36.5%
Table 5.2: Performance of n-gram weighting with a variety of Kneser-Ney settings.
FixKN(d): Kneser-Ney with d ﬁxed discount parameters. KN(d): FixKN(d) with tuned
values. W(feat): n-gram weighting with feat feature.
5.4 Experiments
5.4.1 Setup
In this work, we compute the perplexity and WER of various trigram LMs with the default
corpus vocabulary on the lecture transcription task (see Section 2.2.1) to evaluate the ef-
fectiveness of n-gram weighting under multiple conditions. Since all the models considered
in this work can be encoded as ARPA n-gram backoﬀ models, they can be applied directly
during the ﬁrst recognition pass. However, to reduce the computation time, we report in
these experiments the WER performance obtained by rescoring the recognition lattices gen-
erated from the count-merging LM without any n-gram weighting, unless otherwise noted.
The WER diﬀerence resulting from the use of lattice rescoring is about 0.01%.
5.4.2 Smoothing
In Table 5.2, we compare the performance of n-gram weighting with the Hdoc document
entropy feature for various modiﬁed Kneser-Ney smoothing conﬁgurations [22] on the Lec-
tures dataset. Speciﬁcally, we consider varying the number of discount parameters per
n-gram order from 1 to 10. The original and modiﬁed Kneser-Ney smoothing algorithms
correspond to a setting of 1 and 3, respectively. Furthermore, we explore using both ﬁxed
parameter values estimated from n-gram count statistics and tuned values that minimize
the development set perplexity.
In this task, while the test set perplexity tracks the development set perplexity well,
the WER correlates surprisingly poorly with the perplexity on both the development and
test sets. Nevertheless, n-gram weighting consistently reduces the absolute test set WER
by a statistically signiﬁcant average of 0.3%, according to the Matched Pairs Sentence
Segment Word Error test [118]. Given that we obtained the lowest development set WER
with the ﬁxed 3-parameter modiﬁed Kneser-Ney smoothing, all subsequent experiments are
conducted using this smoothing conﬁguration.
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Perplexity Word Error Rate
Model Development Test Development Test
Lectures 189.3 189.3 34.8% 36.8%
+ W(Hdoc) 166.8 (-1.1%) 187.8 (-0.8%) 34.5% 36.5%
Textbook 283.4 326.1 41.9% 42.4%
+ W(Hdoc) 277.0 (-2.3%) 317.5 (-2.6%) 42.0% 42.5%
LI(Lectures + Textbook) 125.6 141.6 31.7% 33.4%
+ W(Hdoc) 121.5 (-3.3%) 136.6 (-3.5%) 31.0% 32.5%
Table 5.3: n-gram weighting with linear interpolation.
5.4.3 Linear Interpolation
Applied to the Lectures dataset in isolation, n-gram weighting with the Hdoc feature reduces
the test set WER by 0.3% by de-emphasizing the probability contributions from oﬀ-topic
n-grams and shifting their weights to the backoﬀ distributions. Ideally though, such weights
should be distributed to on-topic n-grams, perhaps from other LM components.
In Table 5.3, we present the performance of applying n-gram weighting to the Lectures
and Textbook models individually versus in combination via linear interpolation (LI), where
we optimize the n-gram weighting and interpolation parameters jointly. The interpolated
model with n-gram weighting achieves perplexity improvements roughly additive of the
reductions obtained with the individual models. However, the 0.9% WER drop for the
interpolated model signiﬁcantly exceeds the sum of the individual reductions. Thus, as we
will examine in more detail in Section 5.5.1, n-gram weighting allows probabilities to be
shifted from less relevant n-grams in one component to more speciﬁc n-grams in another.
5.4.4 Features
With n-gram weighting, we can model the weighting function β(hw) as a log-linear com-
bination of any n-gram features. In Table 5.4, we show the eﬀect various features have on
the performance of linearly interpolating Lectures and Textbook. As the documents from
the Lectures dataset is annotated with course and speaker metadata attributes, we include
the n-gram frequency F , normalized entropy H, and topic probability T features computed
from the lectures grouped by the 16 unique courses and 299 unique speakers.2
In terms of perplexity, the use of the Random feature has negligible impact on the test
set performance, as expected. On the other hand, the log(c) count feature reduces the per-
plexity by nearly 3%, as it correlates with the generality of the n-grams. By using features
that leverage the information from document segmentation and associated metadata, we are
generally able to achieve greater perplexity reductions. Overall, the frequency and entropy
features perform roughly equally. However, by considering information from the more so-
phisticated HMM-LDA topic model, the topic probability feature T doc achieves signiﬁcantly
lower perplexity than any other feature in isolation.
In terms of WER, the Random feature again shows no eﬀect on the baseline WER of
33.4%. However, to our surprise, the use of the simple log(c) feature achieves nearly the same
2Features that are not applicable to a particular corpus (e.g. Hcourse for Textbook) are removed from the
n-gram weighting computation for that component. Thus, models with course and speaker features have
fewer tunable parameters than the others.
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Perplexity Word Error Rate
Model Development Test Development Test
LI(Lectures + Textbook) 125.6 141.6 31.7% 33.4%
+ W(Random) 125.6 (-0.0%) 141.5 (-0.1%) 31.7% 33.4%
+ W(log(c)) 122.2 (-2.7%) 137.5 (-2.9%) 31.1% 32.6%
+ W(F doc) 121.4 (-3.3%) 136.3 (-3.7%) 31.2% 32.6%
+ W(F course) 121.3 (-3.4%) 136.5 (-3.6%) 31.0% 32.5%
+ W(F speaker) 122.7 (-2.3%) 138.1 (-2.5%) 31.2% 32.8%
+ W(Hdoc) 121.5 (-3.3%) 136.6 (-3.5%) 31.0% 32.5%
+ W(Hcourse)  121.2 (-3.5%) 136.1 (-3.9%) 30.9% 32.5%
+ W(Hspeaker) 123.4 (-1.8%) 138.6 (-2.1%) 31.3% 32.9%
+ W(T doc) 120.9 (-3.8%) 134.8 (-4.8%) 31.4% 32.9%
+ W(T course) 121.7 (-3.1%) 136.4 (-3.6%) 31.4% 32.9%
+ W(T speaker) 121.7 (-3.2%) 136.4 (-3.7%) 31.4% 32.9%
Table 5.4: n-gram weighting with various features. Statistically signiﬁcant improvements
(p < 0.05) appear in italics.
WER improvement as the best segmentation-based feature, whereas the more sophisticated
features computed from the HMM-LDA labels only obtain half of the reduction even though
they have the best perplexities.
When comparing the performance of diﬀerent n-gram weighting features on this data
set, the perplexity correlates poorly with the WER, on both the development and test
sets. Fortunately, the features that yield the lowest perplexity and WER on the devel-
opment set also yield one of the lowest perplexities and WERs, respectively, on the test
set. Thus, during feature selection for speech recognition applications, we should consider
the development set WER. Speciﬁcally, since the diﬀerences in WER are often statistically
insigniﬁcant, we will select the feature that minimizes the sum of the development set WER
and log perplexity, or cross-entropy.3 In Tables 5.4 and 5.5, we have bolded the perplexities
and WERs of the features with the lowest values. The features that achieve the lowest
combined cross-entropy and WER on the development set are starred.
5.4.5 Feature Combination
Unlike most previous work, n-gram weighting enables a systematic integration of features
computed from multiple document partitions. In Table 5.5, we compare the performance
of various feature combinations. We experiment with incrementally adding features that
yield the lowest combined development set cross-entropy and WER. Overall, this metric
appears to better predict the test set WER than either the development set perplexity or
WER alone.
Using the combined feature selection technique, we notice that the greedily selected
features tend to diﬀer in the choice of document segmentation and feature type, suggesting
that n-gram weighting can eﬀectively integrate the information provided by the document
metadata. By combining features, we are able to further reduce the test set WER by a
statistically signiﬁcant (p < 0.001) 0.2% over the best single feature model.
3The choice of cross-entropy instead of perplexity is partially motivated by the linear correlation reported
by Chen and Goodman [22] between cross-entropy and WER.
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Perplexity Word Error Rate
Features Development Test Development Test
Hcourse 121.2 136.1 30.9% 32.5%
+ log(c) 120.7 (-0.4%) 135.4 (-0.5%) 30.9% 32.5%
+ F doc 120.6 (-0.5%) 135.1 (-0.7%) 30.9% 32.4%
+ Hdoc 120.8 (-0.3%) 135.6 (-0.4%) 30.9% 32.5%
+ T doc  119.5 (-1.4%) 133.2 (-2.1%) 30.9% 32.4%
+ F course 121.1 (-0.1%) 136.0 (-0.1%) 31.0% 32.4%
+ T course 120.2 (-0.8%) 134.8 (-1.0%) 30.9% 32.5%
+ F speaker 121.1 (-0.1%) 136.0 (-0.1%) 30.9% 32.5%
+ Hspeaker 121.1 (-0.1%) 136.1 (-0.0%) 30.9% 32.6%
+ T speaker 120.2 (-0.8%) 134.7 (-1.0%) 30.8% 32.4%
Hcourse + T doc 119.5 133.2 30.9% 32.4%
+ log(c)  119.2 (-0.3%) 132.8 (-0.3%) 30.8% 32.3%
+ F doc 119.2 (-0.3%) 132.8 (-0.4%) 30.9% 32.4%
+ Hdoc 119.3 (-0.2%) 133.0 (-0.2%) 30.8% 32.4%
+ F course 119.4 (-0.1%) 133.1 (-0.1%) 30.9% 32.4%
+ T course 119.4 (-0.1%) 133.0 (-0.1%) 31.0% 32.4%
+ F speaker 119.4 (-0.1%) 133.1 (-0.1%) 30.8% 32.4%
+ Hspeaker 119.4 (-0.1%) 133.2 (-0.0%) 31.0% 32.4%
+ T speaker 119.4 (-0.1%) 133.1 (-0.1%) 30.9% 32.4%
Table 5.5: n-gram weighting with feature combinations. Statistically signiﬁcant improve-
ments (p < 0.05) appear in italics.
5.4.6 Advanced Interpolation
While n-gram weighting with all three features Φ = [Hcourse, T doc, log(c)] is able to reduce
the test set WER by 1.1% over the linear interpolation baseline, linear interpolation is not
a particularly eﬀective interpolation technique. In Table 5.6, we compare the eﬀectiveness
of n-gram weighting in combination with better interpolation techniques, such as count
merging (CM) [1] and generalized linear interpolation (GLI) (see Chapter 4).
As expected, the use of more sophisticated interpolation techniques decreases the per-
plexity and WER reductions achieved via n-gram weighting by roughly half for a variety of
feature combinations. However, all improvements remain statistically signiﬁcant. Although
we initially achieve a signiﬁcant WER reduction of 0.8% from the use of generalized linear
interpolation over simple linear interpolation, as we add n-gram weighting features, the
beneﬁt of more sophisticated interpolation techniques decreases rapidly. With all three n-
gram weighting features, the test set WER diﬀerence, although still statistically signiﬁcant,
is reduced to only 0.2%. Unfortunately, the improvements obtained from n-gram weighting
and generalized linear interpolation do not appear to be additive.
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Perplexity Word Error Rate
Model # Params Development Test Development Test
LI(L + T) 1 125.6 141.6 31.7% 33.4%
+ W(Hcourse) 4 121.2 (-3.5%) 136.1 (-3.9%) 30.9% 32.5%
+ W(T doc) 10 119.5 (-4.9%) 133.2 (-5.9%) 30.9% 32.4%
+ W(log(c)) 16 119.2 (-5.2%) 132.8 (-6.2%) 30.8% 32.3%
CM(L + T) 1 122.3 138.1 31.4% 32.9%
+ W(Hcourse) 4 119.9 (-2.0%) 135.0 (-2.2%) 30.9% 32.3%
+ W(T doc) 10 118.5 (-3.1%) 132.7 (-3.9%) 30.9% 32.2%
+ W(log(c)) 16 117.8 (-3.6%) 131.9 (-4.5%) 30.9% 32.2%
GLI(L + T) 7 119.7 135.1 31.0% 32.6%
+ W(Hcourse) 10 117.5 (-1.8%) 132.5 (-2.0%) 30.5% 32.2%
+ W(T doc) 16 116.0 (-3.1%) 129.9 (-3.8%) 30.4% 32.1%
+ W(log(c)) 22 115.5 (-3.6%) 129.3 (-4.3%) 30.5% 32.1%
Table 5.6: Eﬀect of interpolation technique. Generalized linear interpolation is trained with
features Ψ(h) = [log(
∑
w c˜(hw)), T
w(h), F (h)] (see Section 4.3.3). L: Lectures, T: Textbook.
Parameter Values
Feature θL θT [λL, λT]
Hdoc [3.42, 1.46, 0.12] [−0.45,−0.35,−0.73] [0.67, 0.33]
T doc [−2.33,−1.63,−1.19] [1.05, 0.46, 0.12] [0.68, 0.32]
Table 5.7: n-gram weighting parameter values. θL, θT: parameters for each order of the
Lectures and Textbook trigram models, λL,λT: linear interpolation weights.
5.5 Analysis
5.5.1 Weighting Parameters
To obtain further insight into how n-gram weighting improves the resulting n-gram model,
we present in Table 5.7 the optimized parameter values for the linear interpolation model
between Lectures and Textbook using n-gram weighting with Hdoc and T doc features. Using
β(hw) = exp(Φ(hw) · θ) to model the n-gram weights, a positive value of θi corresponds to
increasing the weights of the ith order n-grams with positive feature values.
For the Hdoc normalized entropy feature, values close to 1 correspond to n-grams that
are evenly distributed across the documents. When interpolating Lectures and Textbook,
we obtain consistently positive values for the Lectures component, indicating a de-emphasis
on document-speciﬁc terms that are unlikely to be found in the target computer science
domain. On the other hand, the values corresponding to the Textbook component are
consistently negative, suggesting a reduced weight for mismatched style terms that appear
uniformly across textbook sections.
For T doc, values close to 1 correspond to n-grams ending frequently on topic words
with uneven distribution across documents. Thus, as expected, the signs of the optimized
parameter values are ﬂipped. By de-emphasizing topic n-grams from oﬀ-topic components
and style n-grams from oﬀ-style components, n-gram weighting eﬀectively improves the
performance of the resulting language model.
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Figure 5-1: Test set performance vs. development set size. n-gram weighting uses features
Φ = [Hcourse]. GLI uses features Ψ(h) = [log(
∑
w c˜(hw))]. Lattice rescoring is not used.
5.5.2 Development Set Size
So far, we have assumed the availability of a large development set for parameter tuning.
To obtain a sense of how n-gram weighting performs with smaller development sets, we
randomly select utterances from the full development set and plot the test set performance
in Figure 5-1 as a function of the development set size for various modeling techniques.
As expected, GLI with features Ψ(h) = [log(
∑
w c˜(hw))] outperforms both LI and CM.
However, whereas LI and CM essentially converge in test set perplexity with only 100 words
of development data, it takes about 2,000 words before GLI converges due to the increased
number of parameters. By adding n-gram weighting with the Hcourse feature, we see a
signiﬁcant drop in perplexity for all models at all development set sizes. However, the
performance does not fully converge until 3,000 words of development set data.
In terms of WER, n-gram weighting decreases the WER signiﬁcantly across all devel-
opment set sizes and interpolation techniques. As GLI has 3 more tuning parameters than
CM, it does not outperform CM until the development set size increases to 2,000 words.
From these results, we conclude that although n-gram weighting increases the number of
tuning parameters, they are eﬀective in improving the test set performance even with only
100 words of development set data.
5.5.3 Training Set Size
To characterize the eﬀectiveness of n-gram weighting as a function of the training set size,
we evaluate the performance of various interpolated models with increasing subsets of the
Lectures corpus and the full Textbook corpus. Overall, every doubling of the number of
training set documents decreases both the test set perplexity and WER by approximately 7
points and 0.8%, respectively. To better compare results, we plot the performance diﬀerence
between various models and linear interpolation in Figure 5-2.
Interestingly, the peak gain obtained from n-gram weighting with the Hdoc feature
appears at around 16 documents for all interpolation techniques. We suspect that as the
number of documents initially increases, the estimation of the Hdoc features improves,
resulting in larger perplexity reduction from n-gram weighting. However, as the diversity
of the training set documents increases beyond a certain threshold, we experience less
document-level sparsity. Thus, we see decreasing gains from n-gram weighting beyond 16
documents.
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Figure 5-2: Test set performance vs. training set size. n-gram weighting uses features
Φ = [Hdoc]. GLI uses features Ψ(h) = [log+1(
∑
w c˜(hw))]. Lattice rescoring is not used.
Perplexity / WER
Model T + L T + S L + S T + L + S
LI 141.6 / 33.4% 169.4 / 35.8% 191.6 / 36.5% 139.5 / 33.3%
LI + W 132.8 / 32.3% 161.6 / 35.0% 184.5 / 36.4% 130.9 / 32.2%
CM 138.1 / 32.9% 171.4 / 35.3% 194.2 / 36.5% 136.9 / 32.9%
CM + W 131.9 / 32.2% 164.0 / 34.9% 186.9 / 36.3% 130.4 / 32.3%
GLI 135.1 / 32.6% 166.7 / 35.0% 190.8 / 36.5% 132.5 / 32.6%
GLI + W 129.3 / 32.1% 159.7 / 34.5% 181.1 / 36.1% 125.7 / 31.9%
Table 5.8: Test set performance with various corpus combinations. L: Lectures, T: Textbook,
S: Switchboard, W: n-gram weighting.
For all interpolation techniques, even though the perplexity improvements from n-gram
weighting decrease with more documents, the WER reductions actually increase. Further-
more, n-gram weighting shows statistically signiﬁcant reductions for all conﬁgurations ex-
cept linear interpolation with 2 documents. Thus, even with minimal segmentation, n-gram
weighting with segment-based features is eﬀective in improving the test set performance.
5.5.4 Training Corpora
In Table 5.8, we compare the performance of n-gram weighting with diﬀerent combinations
of training corpora and interpolation techniques to determine its eﬀectiveness across diﬀer-
ent training conditions. All model combinations yield statistically signiﬁcant improvements
with n-gram weighting using features Φ(hw) = [Hcourse(hw), T doc(hw), log(c(hw))].
The results suggest that n-gram weighting with these features is most eﬀective when
the interpolation corpora diﬀer in how they match the target domain. Whereas the Text-
book corpus is the only corpus with matching topic, both Lectures and Switchboard have a
similar matching spoken conversational style. Thus, we see the least beneﬁt from n-gram
weighting when interpolating Lectures and Switchboard. By combining Lectures, Textbook,
and Switchboard using generalized linear interpolation with n-gram weighting, we achieve
our best test set WER of 31.9% on the lecture transcription task, a full 1.5% over the initial
linear interpolation baseline.
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5.6 Summary
In this chapter, we presented the n-gram weighting technique for adjusting the probabilities
of n-grams according to a set of features. By utilizing features derived from the document
segmentation and associated metadata inherent in many training corpora, we achieved up to
a 1.1% and 0.7% WER reduction over the linear interpolation and count merging baselines,
respectively, using n-gram weighting on the lecture transcription task.
We examined the performance of various n-gram weighting features and generally found
entropy-based features to oﬀer the best predictive performance. Although the topic proba-
bility features derived from HMM-LDA labels yield additional improvements when applied
in combination with the normalized entropy features, the computational cost of performing
HMM-LDA may not justify the marginal beneﬁt in all scenarios.
In situations where the document boundaries are unavailable or when ﬁner segmentation
is desired, automatic techniques for document segmentation may be applied [103]. Synthetic
metadata information may also be obtained via clustering techniques [137]. Although we
have primarily focused on n-gram weighting features derived from segmentation information,
it is also possible to consider other features that correlate with n-gram relevance.
n-gram weighting and other approaches to cross-domain language modeling require a
matched development set for model parameter tuning. Thus, in the next chapter, we
investigate the use of the initial recognition hypotheses as the development set, as well as
manually transcribing a subset of the test set utterances. We follow up in Chapter 7 with a
description of an eﬃcient implementation of n-gram weighting and other language modeling
techniques involving iterative parameter estimation.
72
Chapter 6
Parameter Optimization
6.1 Motivation
In an ideal world, language model (LM) parameters would be learned on training data
that exactly matches testing conditions. In practice however, many potentially valuable
applications for speech processing have only limited amounts of matched training data. In
extreme cases, no such data exists beyond the unlabeled test data itself. As described in
Section 2.2, one example of this latter situation are recordings of academic lectures. While
we may have existing transcripts from general lectures or written text on the precise topic,
data that matches both the topic and style of the target lecture and speaker rarely exist.
In previous chapters, we introduced various language modeling techniques, including
generalized linear interpolation (Chapter 4) and n-gram weighting (Chapter 5), that take
advantage of partially matched training data to more eﬀectively model the target domain.
There, we assumed the availability of a large in-domain development set that perfectly
matches the target lecture in both topic and style to tune the interpolation and weighting
parameters. In this chapter, we will examine alternative techniques for parameter tuning
via unsupervised and active learning approaches.
In oﬀ-line lecture transcription scenarios, we can perform multiple recognition passes
over the lecture. Thus, the recognition hypotheses from previous iterations may be used
as data approximating the target domain. In addition, since users are often motivated to
obtain the most accurate transcription possible, they may be willing to transcribe a subset
of the lecture utterances to aid the recognition. The resulting user transcriptions not only
serve as in-domain development data, but also eliminate the eﬀect of any recognition errors
among these utterances.
In this chapter, we explore various supervised and unsupervised approaches to tune the
model parameters, with a focus on language modeling for lecture transcription. We ﬁrst
evaluate the eﬀectiveness of using the recognition hypotheses as development data. Next,
we study the performance of using various amounts of user transcription for parameter
tuning. As the system can select the order in which utterances are presented to the user
for transcription, we compare the eﬀectiveness of transcribing utterances by chronological
order, random sampling, and lowest utterance conﬁdence. We apply the above techniques
to the LM interpolation and weighting schemes presented in this thesis. With only 300
words of user transcription, we were able to outperform unsupervised adaptation using the
recognition hypotheses. By transcribing the utterances in increasing conﬁdence, we further
reduce the eﬀective word error rate (WER) by 0.6%.
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6.2 Related Work
Previous language modeling research that deals with sparse training data has investigated
various adaptation and interpolation techniques that make use of partially matched cor-
pora [6,70,74]. However, they generally assume the existence of an independent in-domain
development set for parameter tuning. Several researchers have explored using the recogni-
tion hypotheses for language model adaptation. Typically, the hypotheses are used to build
a component LM to be combined with the baseline LM via linear interpolation [111, 144]
or count merging [2]. However, in certain settings, minimum discrimination information
adaptation has been shown to yield slightly better results [20, 115]. Since the recognition
hypotheses change through adaptation, the process can be repeated iteratively for poten-
tially further improvements [2, 115].
In existing work, model adaptation parameters are often chosen arbitrarily. With only
one parameter that speciﬁes the weight of the adaptation data with respect to the base-
line LM, tuning the parameter on an accurate development set is not always critical [144].
However, when the baseline model is itself interpolated and contains multiple parameters,
having an error-free development set to optimize both the baseline and adaptation param-
eters becomes paramount, as the parameters are now more likely to ﬁt the errors. Thus,
in this work, we extend previous work by considering interpolated LM baselines with more
sophisticated modeling techniques, such as count merging and n-gram weighting.
To obtain accurate in-domain data for tuning, we propose selecting utterances from the
target lecture for transcription. Although active learning techniques have been proposed
for selecting training utterances based on conﬁdence scores [127], the selection criteria in
this case need to balance between eliminating errors from the transcribed utterances and
building a representative development set. In this chapter, we will measure the eﬀect of
such a tradeoﬀ using multiple utterance selection techniques.
6.3 Experiments
In this work, we evaluate the perplexity and WER of various trigram LMs with the default
corpus vocabulary on the lecture transcription task (see Section 2.2.1). The model parame-
ters are tuned to minimize the perplexity of the recognition hypotheses and user transcrip-
tions. Since all the models considered in this work can be encoded as ARPA n-gram backoﬀ
models, they can be applied directly during the ﬁrst recognition pass. However, to reduce
the computation time, we report in these experiments the WER performance obtained by
rescoring the recognition lattices generated from the untuned count-merging LM without
n-gram weighting. The WER diﬀerence resulting from the use of lattice rescoring is about
0.01%. We evaluate each of the 10 target lectures in CS Test independently and present the
averages of the WER results.
In the following sections, we evaluate the eﬀectiveness of using the recognition hypothe-
ses and user transcriptions for parameter estimation on a variety of LM estimation and
interpolation schemes. As a baseline, we consider trigram models smoothed using ﬁxed-
parameter modiﬁed Kneser-Ney [22] smoothing (KN). For better performance, we apply n-
gram weighting with document entropy features (see Chapter 5) to the component models
to de-emphasize out-of-domain n-grams (KN+W). We interpolate these component models
built from Textbook and Lectures using linear interpolation (LI) and count merging (CM).
Overall, the KN and KN+W model conﬁgurations have 1 and 7 parameters, respectively.
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Figure 6-1: Average test set performance vs. adaptation iteration. The 0th iteration cor-
responds to the unadapted model. The dotted lines correspond to the oracle performance
obtained by tuning the model on the reference transcript.
6.3.1 Recognition Hypotheses
In scenarios where no matched training data is available, we can perform multiple recogni-
tion passes and use the 1-best recognition hypotheses from the previous pass as the develop-
ment set for tuning the LM parameters. In Figure 6-1, we plot the performance for various
LM conﬁgurations over 10 such iterations. The 0th iteration corresponds to estimating the
LM using the default parameter values. As baselines, we also include, as dotted lines, the
oracle WERs obtained by tuning the model parameters directly on the reference transcript.
As observed in previous works, count merging outperforms linear interpolation. Without
n-gram weighting, the WERs for both interpolation techniques converge in a single iteration.
The errors in the recognition hypotheses appear to have negligible eﬀect on the tuned
performance of these 1-parameter models.1
Overall, applying n-gram weighting to the individual LM components signiﬁcantly im-
proves the performance of the resulting models by introducing additional tuning parameters.
Unlike the 1-parameter models, the WER of the n-gram weighted models does not converge
until about the 4th iteration, with the ﬁrst iteration achieving only about 75% of the total
reduction. Furthermore, it is much more sensitive to errors in the development set, with a
gap of 0.2% between the best unsupervised and the oracle WERs at about 30% WER.
In some conﬁgurations, unsupervised adaptation has previously been observed to de-
grade performance after a few iterations due to the reinforcement of previous recognition
errors [2]. By using the recognition hypotheses only to tune the model parameters, the
above models appear to be immune to such overﬁtting.
6.3.2 User-Transcription
Although human transcription of the entire lecture is often impractical, content providers
and end-users are often motivated to help improve the recognition accuracy. Instead of
using inaccurate recognition hypotheses, we may be able to obtain transcripts of select
utterances from the users for the development set. Unlike general transcriptionists, users
1The diﬀerence between the best unsupervised and the oracle WERs for KN+LI is not statistically sig-
niﬁcant.
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Figure 6-2: Average test set performance vs. development set size for various LM conﬁg-
urations. 0 corresponds to the unadapted model. all corresponds to approximately 10,000
words.
of the ‘application are also more likely to correctly transcribe the technical jargon found
in the target lectures (instead of Markov → mark of and Fourier → for your). In Figure
6-2, we plot the performance of various LM conﬁgurations trained with increasing amounts
of development set data. Speciﬁcally, we incrementally add the reference transcripts of
randomly selected utterances from the target lecture until we have obtained the desired
minimum number of words.
As expected, increasing the development set size improves the LM performance. For
simple linear interpolation and count merging, the WER converges after only 100 words.
Although applying n-gram weighting reduces the WER by up to 1.0% absolute, it takes
about 10 times more development set data before we observe convergence.
Compared with iterative unsupervised adaptation using the recognition hypotheses, we
are able to achieve better recognition performance with only 300 words of transcribed de-
velopment set data, or 3% of the target lecture, for all model conﬁgurations. With appro-
priate transcription tools that support re-dictation of the target utterance, easy correction
of speech recognition errors [78], and a streamlined text entry interface [92], we expect most
users to be able to transcribe 300 words within 15 minutes.
6.3.3 Utterance Selection
Since the applications often have the opportunity to pre-process the target lecture prior to
presenting the utterances to the user for transcription, we can consider various utterance
selection strategies to best utilize the user transcriptions. The most natural approach from
the user perspective is to transcribe the utterances in chronological order, as they are easier
to comprehend in context. However, given the topic shifts that frequently occur within a
lecture (cf. Section 3.5.5), random selection may result in a development set that better
represents the target lecture.
As user-transcribed utterances from the target lecture do not need to be processed by the
speech recognizer, which adds to the overall WER, another strategy is to select utterances
that are most likely to yield recognition errors. In our implementation, we compute the
conﬁdence of an utterance as the average of the 1-best word posterior probabilities in a
normalized word lattice [127] and present the utterances in order of increasing conﬁdence.
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Figure 6-3: Average eﬀective test set performance vs. development set size for the
KN+W+CM conﬁguration using various utterance selection strategies.
Since transcribed utterances do not contribute to the WER, we need to remove errors
corresponding to transcribed utterances when computing the eﬀective WER. Thus, when all
utterances are transcribed, the eﬀective WER is 0. In Figure 6-3, we plot the perplexity and
eﬀective WER against the minimum number of words transcribed using the chronological,
random (averaged over 3 trials), and lowest conﬁdence utterance selection strategies.
As predicted, random selection generally yields lower WER than chronological selection.
Although transcribing utterances in order of lowest conﬁdence may result in a development
set less representative of the overall lecture, in this task, the beneﬁt of not accumulating
errors from these low conﬁdence utterances outweigh the eﬀects of the mismatch. If users
can transcribe low conﬁdence utterances with the same eﬀort as high conﬁdence ones,
utterances to be transcribed should be selected in order of increasing conﬁdence to minimize
the eﬀective WER.
6.4 Summary
In this chapter, we demonstrated the eﬀectiveness of various techniques for tuning multi-
parameter LMs when matched training data is unavailable. When interpolating Textbook
and Lectures using count merging with n-gram weighting, optimizing the parameters using
the recognition hypotheses as a development set achieves around 80% of the 1.1% oracle
WER reduction obtained with the reference transcript. Whereas single-parameter models
generally converge in a single adaptation iteration, more sophisticated models often require
iterative adaptation to achieve the best performance.
In supervised settings with the same LM conﬁguration, 300 words of user transcription
is suﬃcient to outperform unsupervised adaptation. By selecting the utterances with the
lowest conﬁdence for transcription, we can further reduce the eﬀective transcription WER
by another 0.6%.
For future work, we plan to present the eﬃcient lattice rescoring data structure and
algorithms that enable us to practically conduct the above experiments. We also would like
to explore using both the user transcriptions and recognition hypotheses for LM adaptation.
In addition to using the hypotheses for text selection, we hope to examine the use of word-
level conﬁdence scores as n-gram weighting features to train a component model from the
hypotheses.
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Chapter 7
Data Structure & Algorithms
7.1 Motivation
In the previous chapters, we introduced the generalized linear interpolation (Chapter 4)
and n-gram weighting (Chapter 5) techniques to improve language model estimation in do-
mains with limited matched training data. However, both approaches introduce additional
model parameters that need to be tuned on an in-domain development set. While unsu-
pervised and active learning techniques (Chapter 6) can be applied to obtain development
data, an eﬃcient implementation is required to tune the model parameters to optimize the
development set performance. Otherwise, the proposed techniques will achieve little, if any,
practical signiﬁcance.
In fact, many of the most eﬀective existing techniques for n-gram language modeling,
such as modiﬁed Kneser-Ney smoothing [22] and count merging interpolation [1], also beneﬁt
from eﬃcient parameter tuning. Oftentimes, generic numerical optimization techniques
[123] can be applied to iteratively tune the model parameters to optimize the development
set perplexity. However, due to the lack of support for performing such optimization in
popular language modeling toolkits, such as the SRI Language Modeling (SRILM) [138]
toolkit, most existing research in this ﬁeld opts for simpler techniques with inferior results.
In this chapter, we propose a data structure designed speciﬁcally for language model
(LM) training algorithms involving iterative parameter tuning. By taking advantage of
the iterative nature of such optimization, we demonstrate how to apply the techniques
of result caching, suﬃcient statistics, and computation masks to reduce the amount of
computation. Using the resulting MIT Language Modeling (MITLM) toolkit, we not only
signiﬁcantly outperform the performance of SRILM, but also enable more sophisticated
language modeling algorithms previously considered impractical.
In the following sections, we ﬁrst compare traditional n-gram data structures with our
proposed representation. Next, we present eﬃcient implementations of various LM al-
gorithms, including modiﬁed Kneser-Ney smoothing, linear interpolation, and perplexity
evaluation. After comparing the performance of MITLM with SRILM on a set of basic LM
tasks, we demonstrate the eﬀectiveness and practicality of tuning more sophisticated LMs.
Finally, we end with ideas for future optimization and toolkit improvement.
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7.2 Data Structure
An n-gram LM represents the probability of a word sequence wN1 = w1, . . . , wN as p(w
N
1 ) =∏N
i=1 p(wi|wi−11 ) ≈
∏N
i=1 p(wi|hi), where n is the model order and hi = wi−1i−n+1 represents
the history for word wi. Since many n-grams are not observed in the training data, we
can smooth the maximum likelihood estimate by distributing probabilities from seen to
unseen n-grams and assigning probabilities proportional to the lower-order model to the
unseen n-grams. For these cases, p(w|h) = α(h)p(w|h′), where α(h) is the backoﬀ weight
and h′ is the backoﬀ history obtained by removing the earliest word from h. The resulting
backoﬀ n-gram LM is commonly represented in the ARPA text ﬁle format [139], which
stores p(w|h) and α(h) of the observed n-grams and their histories, as shown in Figure
7-1a. The probabilities and backoﬀ weights are stored in log10. Backoﬀ weights for unseen
n-gram histories are assigned the value 1 = log10 0. Thus, in this example, we can compute
the following probabilities:
p(A|AA) = 10−1.2
p(C|BA) = α(BA)p(C|A) = 10−0.6−0.8
p(A|CB) = α(CB)p(A|B) = 100−0.6
p(C|AB) = α(AB)p(C|B) = α(AB)α(B)p(C) = 10−0.6−0.7−1.0
7.2.1 Existing Representations
Previous work on data structures for n-gram models has primarily focused on runtime
performance and storage compression [24, 140, 150]. With the availability of the Google
Web 1T 5-gram corpus [10], recent research has begun to examine eﬃcient and distributed
representations for building large-scale language models [41,42,114]. However, so far, these
eﬀorts only support simple, but subpar, smoothing and interpolation techniques, few that
involve iterative parameter optimization.
While the ARPA ﬁle format serves as a standard cross-implementation representation
for backoﬀ n-gram language models, it is ineﬃcient as a runtime data structure. A simple
option is to represent the model as a trie, or preﬁx tree, where each n-gram node stores the
word index w, conditional probability p(w|h), and backoﬀ weight α(hw) (Figure 7-1b). To
reduce the number of lookups needed to compute n-gram probabilities involving backoﬀ,
SRILM maintains the n-gram histories backwards within the trie and stores the conditional
probabilities in a dictionary within each n-gram history node (Figure 7-1c). Although simple
to build incrementally, tries demonstrate poor memory locality during node traversals and
cannot be serialized eﬃciently. Instead, the CMU-Cambridge Statistical Language Modeling
(CMU-SLM) toolkit [26] utilizes a compact vector encoding of the n-gram trie [150] where
pointers to the child nodes are encoded with array indices (Figure 7-1d). The resulting
structure not only improves memory locality, but also reduces the memory footprint.
7.2.2 Ideal Properties
Existing data structures have been primarily designed for eﬃcient n-gram probability evalu-
ations at runtime. However, iterative LM estimation algorithms repeatedly traverse through
the n-grams at each level, using n-gram features such as counts to compute intermediate
values, conditional probabilities, and backoﬀ weights. Thus, an ideal data structure for LM
estimation requires simple and fast iterators and allows intermediate values to be associated
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with each n-gram. Speciﬁcally, given that many computations involve statistics from the
corresponding history and backoﬀ n-grams, links to these n-grams need to be pre-computed
for each n-gram to avoid duplicate lookups.
Furthermore, an ideal data structure needs to minimize memory footprint while sup-
porting eﬃcient ﬁle serialization and memory-mapped model loading. To optimize the use
of hardware resources, it should preserve memory locality for common algorithms, utilize
vector instructions, and support multi-core architectures. Finally, to enable the estima-
tion of LMs from extremely large corpora, both the data structure and algorithms have to
support parallelization over distributed memory computer clusters.
7.2.3 MITLM Vectors
In this work, we present a novel data structure designed speciﬁcally for LM estimation pro-
cedures with iterative parameter tuning. Instead of dynamically building a trie in memory
like SRILM, the proposed data structure represents n-grams as a list of vectors, one for each
order. Unlike CMU-SLM, each element of the vector represents a speciﬁc n-gram by storing
the target word index and the index of the history n-gram (Figure 7-1e). Conceptually, we
can view this as a compact vector encoding of an n-gram trie with reversed pointers such
that each node points to its parent. Unlike standard tries, we can eﬃciently determine the
words of any n-gram node by following the history indices without costly searches.
With a vector representation, traversing over the n-gram structure reduces to index
increments and preserves memory locality. Data such as count and backoﬀ n-gram index
can be easily associated with each n-gram by storing them in corresponding elements of
separate data vectors. Thus, computations like backoﬀ weights that involve statistics from
the history and backoﬀ n-grams can access these values via simple index lookups without
costly searches. By using indices to link n-grams to their history and backoﬀ n-grams, the
resulting vector data structure can be trivially serialized to a binary data ﬁle representation
and even loaded via memory mapping.
To construct the n-gram vector data structure from a list of n-grams encountered while
processing a text corpus or reading a counts ﬁle, we need a dictionary data structure that
can eﬃciently map an n-gram, represented by its history n-gram and target word indices,
to its associated index within the vector representation. Thus, when inserting an n-gram
w1w2w3 into the data structure, we iteratively lookup the unigram index i1 from (0, w1),
bigram index i2 from (i1, w2), and trigram index i3 from (i2, w3). If any of these n-grams
is not found, we add it to the end of the vector and return the corresponding index.
While we can use a hash table to map the history/word index pair key to the n-gram
index value, traditional implementations require storing a copy of the key. In our repre-
sentation, since the key can be recovered from the index value via simple lookup in the
n-gram vector, we only need to maintain an array of index values that stores the index of
the n-gram at the position speciﬁed by the hash value of the history/word index pair key,
signiﬁcantly reducing the space used by the hash table. To address collisions in the hash
value, we apply quadratic probing [27], but can also consider cuckoo hashing [117].
With the compact hash vector data structure, we can eﬃciently construct the n-gram
vectors and pre-compute the backoﬀ n-gram indices. Since most LM algorithms actually
do not require costly lexical lookups during the iterative computation given direct access to
the history and backoﬀ n-grams, such pre-computation signiﬁcantly improves performance.
Furthermore, as both the hash vector backoﬀ n-gram indices can be reconstructed from the
history/word vectors, they do not require additional storage during serialization.
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Operations Examples / Description
+,−,×,÷, ·, log, exp,∑ x = [1, 2, 3]; y = [4, 5, 6]; x + y ⇒ [5, 7, 9]; ∑x⇒ 6
Indexing x[0, 2] ⇒ [1, 3]; x[x > 2]⇒ [3]
y = bincount(x) y = binweight(x, 1)
y = binweight(x,w) for i in range(len(x)): y[x[i]] += w[i]
y = binlookup(x, t, d=0) for i in range(len(x)): y[i] = (0 ≤ x[i] < len(t)) ? t[x[i]] : d
y = binset(x,m) for i in range(len(x)): if m[i]: y[x[i]] = 1
Figure 7-2: Common vector operations in LM estimation.
7.3 Algorithms
Once the data structure has been constructed, most LM estimation algorithms can be
decomposed into simple vector operations (Figure 7-2) on the n-gram counts and his-
tory/backoﬀ indices without referring to the word indices. For algorithms involving iterative
estimation of model parameters, intermediate values can often be cached across iterations to
reduce computation. As the model parameters are tuned to minimize an objective function
such as the development set perplexity, we can further improve the performance by masking
the operations to only the subset of n-gram values that aﬀect the result during the iter-
ative optimization. Lastly, in iterative procedures, it may be worthwhile to ﬁrst compute
suﬃcient statistics that summarize the full data to reduce the work involved per iteration.
In the following sections, we will describe example applications of the above techniques to
a few common LM estimation approaches.
7.3.1 Modiﬁed Kneser-Ney Smoothing
Modiﬁed Kneser-Ney smoothing [22] is one of the best performing techniques for n-gram LM
estimation. Unlike the original Kneser-Ney smoothing [90] where a constant is subtracted
from each count, modiﬁed Kneser-Ney subtracts a diﬀerent value depending on the actual
count. Speciﬁcally, it assigns probability p(w|h) = c˜(hw)−D(c˜(hw))∑
w c˜(hw)
+ α(h)p(w|h′), where
c˜(hw) is the modiﬁed Kneser-Ney n-gram count, D(·) is the discount function, and α(h) is
the backoﬀ weight satisfying
∑
w p(w|h) = 1 (see Section 2.1.3).
As shown in Figure 7-3, we can compute all probabilities and backoﬀ weights simul-
taneously using eﬃcient vector operations. For example, the Kneser-Ney counts c˜(hw),
deﬁned by the number of unique n-grams with hw as their backoﬀs, can be computed using
a bincount operation on the higher order backoﬀ indices b+. Each higher order n-gram
contributes a count of 1 to its backoﬀ n-gram, as desired. With aligned vectors, we can also
compute the backoﬀ probabilities for the current order by simply indexing the lower order
probability vector p− by the backoﬀ indices b and multiplying it by the backoﬀ weights.
Instead of estimating discount factors f [i] = D(i) from count statistics, we can also
tune them to minimize the development set perplexity, which has been observed to improve
performance [22]. In each iteration of the parameter optimization, it is suﬃcient to repeat
only steps 5–7, as the inverse history counts ch(h) = 1∑
w c˜(hw)
are independent of the
parameters f . Thus, by caching ch in the n-gram vector structure, we signiﬁcantly reduce
the amount of computation within each iteration.
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1. c˜ = highestOrder ? c : bincount(b+) # Load/compute counts
2. n = bincount(c˜);Y = n[1]n[1]+2n[2] # Gather count statistics
3. for i in (1,2,3): f [i] = i− (i + 1)Y n[i+1]n[i] # Estimate default discount params
4. ch = 1/binweight(h, c˜) # Compute inv history counts
5. d = binlookup(c˜, f, f [3]) # Lookup discounts
6. α = bincount(h, d) × ch # Compute backoﬀ weights
7. p = (c˜− d)× ch[h] + α[h]× p−[b] # Compute interpolated probs
Figure 7-3: Modiﬁed Kneser-Ney smoothing. b: backoﬀ indices, b+: higher order backoﬀ
indices, h: history indices, c: n-gram counts, c˜: modiﬁed counts, ch: inverse history counts,
n: count of counts, f : discount factors, d: n-gram discounts, α: backoﬀ weights, p: proba-
bilities, p−: lower order probabilities.
1. for i in [1, 2]: pi, αi = loadlm(lmi,model) # Load n-gram models
2. for i in [1, 2]: z = (pi == 0); pi[z] = αi[h[z]] × p−i [b[z]] # Compute missing probs
3. p = p1 ×w1 + p2 × w2 # Interpolate probs
4. α = (1− binweight(h, p))/(1 − binweight(h, p−[b])) # Compute backoﬀ weights
Figure 7-4: Linear interpolation. LMs are loaded into a common n-gram structure such that
they share common history and backoﬀ indices, h and b. pi, p−i , αi: probabilities, lower order
probabilities, and backoﬀ weights of ith LM; w1, w2: interpolation weights; p, α: interpolated
probabilities and backoﬀ weights.
7.3.2 Linear Interpolation
Linear interpolation [81] is the most popular technique for merging multiple n-gram LMs. To
create a static backoﬀ n-gram LM from component LMs, SRILM interpolates the component
probabilities for the union of the observed n-grams, using backoﬀ probabilities if necessary,
and computes the backoﬀ weights to normalize the model (see Section 2.3.2 for more details).
Figure 7-4 contains an eﬃcient vector implementation of the linear interpolation algorithm.
The interpolation weights are typically chosen to minimize the development set per-
plexity using an iterative algorithm, such as Expectation-Maximization (EM) [33] or nu-
merical optimization techniques [123]. Since computing the development set perplexity
typically only involves a small subset of n-gram probabilities and backoﬀ weights, we can
pre-compute Boolean masks mp and mα to represent this subset and limit the computation
to only those elements speciﬁed by the masks. Because the backoﬀ weight computation
(step 4) involves other n-gram probabilities, we need to extend the probability mask to
include these n-grams. Speciﬁcally, computing binweight(h, p) with mask mα requires the
probabilities of n-grams whose histories are in mα. Thus, we need to extend the mask
via mh = binlookup(h,mα), mp|=mh. Likewise, to compute binweight(h, p−[b]), we shall
extend the mask of the lower order probability vector using mp− |= binset(b,mh). As the
development set generally only contains a small subset of the overall n-grams, we can now
substantially reduce the computation per iteration in steps 3 and 4 by limiting it to only
the masked n-grams. Similar techniques can be applied to smoothing and other algorithms.
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1. cp, cα, N,Noov = loadevalcorpus(corpus, lm) # Pre-compute count stats
2. p, α = estimatelm(lm, params) # Estimate LM
3. perplexity = exp[− 1N (cp · log p + cα · logα)] # Compute perplexity
Figure 7-5: Perplexity evaluation. Suﬃcient statistics cp and cα are computed as the
contribution each LM probability and backoﬀ weight makes towards the corpus perplexity.
N and Noov are the total counts of in-vocabulary and out-of-vocabulary words in the corpus,
respectively.
7.3.3 Perplexity Evaluation
As described in Section 2.1.2, the perplexity of a LM evaluated on a corpus wN1 can be
computed as:
PP = exp
[
− 1
N
log
N∏
i=1
p(wi|hi)
]
Given that not all n-grams in the corpus may be observed in the LM, we may need to rely
on backoﬀ probabilities to compute p(wi|hi).
Finding an n-gram from word indices is a costly procedure. Instead of performing this
lookup in every iteration of perplexity optimization, we can pre-compute suﬃcient statistics
that describe the evaluation corpus, as they remain constant across iterations. Speciﬁcally,
since the corpus probability can be decomposed into the product of observed p(w|h)’s and
α(h)’s, we can represent the corpus compactly using the count each appears in the product,
or cp(w|h) and cα(h). Thus, after updating the LM probabilities and backoﬀ weights in each
iteration, we can evaluate the LM perplexity eﬃciently using vector dot products, as shown
in step 3 of Figure 7-5. The counts can also serve as the n-gram masks for eﬃcient LM
estimation.
7.4 Implementation
Using the compact data structure and optimized algorithms described in the previous
sections, we have implemented the MITLM toolkit, available as open source software at
http://www.sls.csail.mit.edu/mitlm/. Currently, it supports various iterative LM esti-
mation algorithms, including modiﬁed Kneser-Ney smoothing [22], linear interpolation [81],
count merging [1], generalized linear interpolation (Chapter 4), and n-gram weighting
(Chapter 5). Model parameters can be tuned to minimize the development set perplexity
using numerical optimization techniques such as Powell’s method [123] or L-BFGS-B [159].
Alternatively, we can tune the parameters directly on the word error rate, eﬃciently com-
puted via optimized lattice rescoring. Finally, to reduce the time spent reading and writing
LMs, the toolkit supports fast binary serialization and optional ﬁle compression.
For eﬃciency, the core data structures and I/O operations are implemented in C++. To
evaluate vector expressions eﬃciently without allocating temporary storage, we designed a
vector library that utilizes expression templates to perform element-wise evaluation [98,146].
In addition to standard vector operations, the library also supports conditional and masked
evaluation. Although the currently supported algorithms have been ported to C++ for
eﬃciency, in the future, we plan to provide a Python wrapper that allows researchers to ex-
periment with additional algorithms interactively using a high-level programming language.
Currently, the toolkit does not support any parallelism.
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Dataset Words 1-grams 2-grams 3-grams
BNDev 3,573,908 56,156 778,556 1,973,886
BNTest 13,931,084 110,079 2,028,988 6,158,630
BNTrain 131,668,976 355,995 9,153,440 37,884,316
NYT96 156,879,556 319,279 10,939,278 38,566,120
Table 7.1: Summary of evaluation datasets.
Load Time (sec) Save Time (sec) File Size (MB)
BNTrain SRILM MITLM SRILM MITLM SRILM MITLM
Text Corpus 71 142 – – 725 725
ARPA LM 47 79 74 37 1434 1420
ARPA LM (gzip) 50 85 71 34 423 438
Binary LM 15 10 37 1.7 397 838
+ Hash/Backoﬀ 1.5 3.7 1710
Table 7.2: File I/O performance of SRILM and MITLM.
7.5 Experiments
To demonstrate the capabilities of the MITLM toolkit, we will evaluate the runtime perfor-
mance of select ﬁle I/O, smoothing, and interpolation experiments using a 2.66 GHz CPU
on the broadcast news domain. Speciﬁcally, the target corpus consists of the Broadcast
News corpus [63] from 1996, where we designated the ﬁrst month as the development set
(BNDev) and used the remaining ﬁve months as the test set (BNTest). For training data,
we use the Broadcast News data from 1992 to 1995 (BNTrain), along with the New York
Times articles [64] from 1996 (NYT96). Table 7.1 summarizes all the evaluation data.
7.5.1 File I/O
In Table 7.2, we compare the performance of loading and saving the BNTrain trigram model
in various formats using SRILM and MITLM. Due to the diﬀerence in data structure,
MITLM is slower than SRILM when constructing an n-gram model from a text corpus
or an ARPA LM ﬁle. However, with more eﬃcient iterators (and optimized ﬁle output
functions), MITLM makes up for the diﬀerence in faster writes to an ARPA LM ﬁle. On
multi-core processors, the use of gzip compression reduces the ﬁle size by more than 3x
with negligible impact on the overall time. The small diﬀerence in the ARPA LM ﬁle sizes
between SRILM and MITLM is due to the occasional diﬀerence in the precision of the
ﬂoating point text representations.
Instead of converting the internal LM data structure to an ARPA text ﬁle and later
reconstructing the internal representation via costly text parsing, we can achieve signiﬁcant
speedups by saving the data structure to a binary ﬁle instead. Using such a representation,
SRILM reduces the I/O time by about a factor of 3. By directly serializing the vector data
structure to a binary ﬁle and recomputing the hash table and backoﬀ n-gram indices at load
time, MITLM further reduces the load and save time by 30% and 20x, respectively. If we
instead store the hash table and backoﬀ n-gram indices, we can further improve the load
time by 10x over SRILM. Using a simple vector structure, MITLM signiﬁcantly outperforms
SRILM in terms of binary I/O performance.
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7.5.2 Smoothing
In [22], Chen and Goodman conclusively showed that modiﬁed Kneser-Ney smoothing
achieves better performance with tuned discount parameters, especially in the presence
of mismatch between the training and test data. However, perhaps because popular lan-
guage modeling toolkits, such as SRILM, do not directly support parameter tuning, most
subsequent publications using this smoothing algorithm estimated the discount parameters
from count statistics instead.
Estimating a trigram LM using modiﬁed Kneser-Ney smoothing with ﬁxed parameters
on the BNTrain corpus takes about 4.6 minutes using SRILM, with a peak memory usage
of 3.2 GB. With MITLM, the performance improves considerably to 3.0 minutes and 1.9
GB. Excluding time spent in ﬁle I/O, the diﬀerence is even more dramatic with SRILM and
MITLM spending 127 and 3.1 seconds, respectively. By using a vector representation with
pre-computed backoﬀ indices, MITLM improves the eﬃciency of LM smoothing by more
than an order of magnitude.
Instead of using ﬁxed values, we can also tune the 9 modiﬁed Kneser-Ney discount
parameters to minimize the development set perplexity using Powell’s method. For this
dataset, applying masking to compute only those n-grams needed for perplexity evaluation
reduces the vector computation by up to a factor of 26x, enabling the 240 iterations of the
parameter optimization process to complete in only 2.9 minutes and 2.2 GB of memory.
With its mostly sequential memory accesses, MITLM also improves memory locality
over SRILM. For example, although both toolkits signiﬁcantly exceed the available 8GB of
memory when estimating a trigram model on the full 1.1 billion words of New York Times
articles from 1994 to 2004 [64], MITLM manages to ﬁnish in 30 minutes, whereas SRILM
took over 24 hours due to disk thrashing. By designing the data structure for iterative
parameter optimization, we can signiﬁcantly improve the runtime performance and enable
previously impractical parameter tuning algorithms.
7.5.3 Interpolation
SRILM supports building a static backoﬀ LM from the linear interpolation (LI) of compo-
nent LMs. It also provides a separate script for tuning the interpolation weights to minimize
the development set perplexity using Expectation-Maximization. Using SRILM, we are able
to tune and interpolate BNTrain and NYT96 into a single LM in 19.5 minutes and 3.6 GB
via 18 iterations of the EM algorithm. By integrating the tuning process into the estimation
procedure, MITLM interpolates the same LMs via 10 iterations of L-BFGS-B in 8.3 minutes
and 5.4 GB, spending only 1.8 minutes on parameter optimization. Since SRILM optimizes
the parameters for dynamic interpolation, it uses less memory than MITLM, but generally
yields suboptimal results for static interpolation.
Extending beyond the capabilities of current publicly available language modeling toolk-
its, Table 7.3 lists the performance and computation times of tuning more sophisticated LM
interpolation models. By adjusting the interpolation weight as a function of features derived
from the n-gram history, count merging (CM) [1] and generalized linear interpolation (GLI)
(Chapter 4) improve the test set performance with only a moderate increase in computa-
tional resources. In fact, both interpolation techniques using MITLM complete in less time
than linear interpolation using SRILM.
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Technique Time (min) Memory (GB) Perplexity # Parameters
LI 8.3 5.4 125.8 1
CM 9.8 7.2 125.5 1
GLI: log1+(
∑
w c(hw)) 16.8 7.4 124.7 3
Table 7.3: Performance of MITLM for various interpolation techniques.
7.6 Summary
By designing the n-gram data structure and algorithms for iterative LM estimation, we have
implemented an eﬃcient language modeling toolkit that supports parameter optimization
for modiﬁed Kneser-Ney smoothing and various LM interpolation techniques. Compared
with the popular SRILM toolkit, the resulting MITLM toolkit improves the running time of
the modiﬁed Kneser-Ney algorithm by 40x and reduces the memory usage by 40%. Further-
more, it enables the eﬃcient optimization of parameters for more sophisticated interpolation
techniques, instead of relying on empirical trial and error approaches [1, 48].
Although MITLM is not designed to provide eﬃcient runtime lookup, the ARPA LM
output can be easily converted into other formats more suited for such applications. As the
toolkit is relatively immature, it currently lacks many of the essential features for building
practical language models, such as vocabulary ﬁltering and n-gram pruning. Thus, for
future work, we would like to develop eﬃcient implementations of these algorithms. To
enable researchers to more easily experiment with language models, we plan to provide a
Python wrapper for interactive evaluation and computation. Finally, we hope to further
optimize the memory usage and parallelize the implementation to support large-scale LM
estimation.
With the simple vector representation of n-grams, we invite researchers to implement
future language modeling techniques using MITLM. We hope that with the public release
of this toolkit, future research will also consider more eﬀective language model estimation
techniques that are previously impractical.
Availability The latest version of the MIT Language Modeling toolkit and accompanying
documentation are available as open source software at http://www.sls.csail.mit.edu/
mitlm/.
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Chapter 8
Conclusion & Future Work
8.1 Contributions
In this thesis, we studied the problem of language modeling in domains with limited matched
data, such as lecture transcription. We observed that despite the lack of a matched training
corpus, data that partially matches the target domain in topic or style is often available.
To take advantage of the partially matched data, we proposed various language modeling
techniques that mitigate the mismatch between the training data and the target domain.
Without matched data, most language modeling techniques involve combining models
trained from partially matched corpora. As the training components generally match the
target domain in diﬀerent ways, they are not equally predictive across all n-gram contexts.
Thus, instead of using a set of ﬁxed interpolation weights across all contexts, we proposed the
generalized linear interpolation technique (Chapter 4) that models the interpolation weights
as a function of n-gram context features. Using count and topic features, we succeeded in
reducing the test set WER by up to 0.8% and 0.3% over simple linear interpolation and
count merging, respectively.
As the data from which the component language models are trained is partially mis-
matched, not all the n-grams observed from these corpora are equally relevant to the target
domain. Thus, we introduced the n-gram weighting technique (Chapter 5) that weights each
observed n-gram by a relevance factor estimated as a function of various n-gram features.
Using the distribution features derived from the segmentation and metadata information
readily available with the training corpora, we further improved the test set WER by up
to 1.1% and 0.7% over simple and generalized linear interpolation, respectively. Combining
Textbook, Lectures, and Switchboard, generalized linear interpolation with n-gram weighting
reduces the WER from 33.3% with simple linear interpolation to our best result of 31.9%.
The above improvements assume the existence of a large in-domain development set for
parameter optimization. In situations where no in-domain data is available (Chapter 6),
we can perform multiple recognition passes and tune the model parameters using the 1-
best recognition hypotheses from the previous pass. This unsupervised technique is able to
achieve within 0.2% of the oracle WERs, obtained by tuning the parameters on the target
lectures, within four recognition iterations. Alternatively, in certain application scenarios,
we may be able to ask the users to transcribe utterances from the target lectures for use
as development data. In our experiments, 300 words of user transcription are suﬃcient to
outperform unsupervised adaptation. By transcribing the least conﬁdent utterances ﬁrst,
we further reduce the eﬀective WER by 0.6%.
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Sophisticated language modeling techniques, such as the ones presented in this thesis,
are only useful if they can be eﬃciently implemented and practically applied without exor-
bitant computational resources and signiﬁcant human intervention. Thus, to improve the
performance of various LM estimation procedures involving iterative parameter tuning, we
designed an eﬃcient vector-based n-gram data structure and outlined a set of optimization
techniques (Chapter 7). With the resulting MIT Language Modeling (MITLM) toolkit, we
improved the running time of the modiﬁed Kneser-Ney smoothing algorithm by 40x and re-
duced the memory utilization by 40%. Furthermore, we enabled the eﬃcient optimization of
parameters for more sophisticated techniques previously deemed impractical, as exempliﬁed
by the following description of the count merging weights:
The n-gram counts can be empirically weighted to minimize the perplexity on a
set of development data . . . it has to be done by trial and error and cannot easily
be optimized
The MIT Language Modeling toolkit is currently available as open source software at
http://www.sls.csail.mit.edu/mitlm/. It supports the following:
• Smoothing – Maximum likelihood, Kneser-Ney family
• Interpolation – Linear, count merging, generalized linear interpolation
• n-gram weighting
• Evaluation – Perplexity, word error rate
• Optimization – Powell’s method, L-BFGS, L-BFGS-B
• Lattice rescoring
• Binary Data Formats – Counts, ARPA LM, lattices
8.2 Future Work
8.2.1 Discriminative Training
In the experiments presented in this thesis, we often observed that the model that minimizes
perplexity does not always yield the lowest word error rate. Thus, for future work, we
would like to explore discriminative approaches for tuning language model parameters.
Using lattice rescoring, we can eﬃciently compute the word error rate of the recognition
lattices for the development set as we iteratively adjust the language model parameters.
Since WER is a piecewise constant function of the language model parameters, gradient
based numerical optimization schemes generally fail. However, bracketing techniques such
as Powell’s method may be eﬀective, especially when initialized with the parameter values
optimized on the development set perplexity.
Instead of directly optimizing on WER, recent research in discriminative training for
acoustic models suggest that better generalization may be obtained by tuning model pa-
rameters to a combination of empirical WER and the discriminative margin [100, 156].
As the large-margin objective is piecewise continuously diﬀerentiable, gradient-based nu-
merical optimization techniques can now be employed for more eﬃcient parameter tuning.
Preliminary results suggest that an additional 0.1% WER reduction may be obtained for
generalized linear interpolation using discriminative parameter tuning.
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8.2.2 Parallelized Implementation
In building the MIT Language Modeling toolkit, we designed a compact vector-based n-gram
representation and decomposed common language modeling algorithms to a set of basic
vector operations. This not only enables the eﬃcient estimation of language models that
require iterative parameter optimization, but also allows the computation to be more easily
parallelized via CPU vector instruction, parallel multi-core processing, and even distributed
computation across computer clusters.
As the computational infrastructure and available training data increase in scale, there is
growing interest in building ever larger language models, especially for machine translation.
Recent research has begun to examine eﬃcient and distributed representations for building
large-scale language models [41,42,114]. However, so far, these eﬀorts only support simple,
but subpar, smoothing and interpolation techniques, few that involve iterative parameter
optimization. Thus, for future work, we would like to modify MITLM to support paral-
lelization across distributed-memory computer clusters. Speciﬁcally, with an appropriate
vector library abstraction, we hope to hide all the implementation complexities within the
distributed vector library implementation and reuse the same high-level vector implemen-
tation of common language modeling algorithms.
8.2.3 Hierarchical Modeling
In the description of the models proposed in this thesis, we did not apply any regulariza-
tion to constrain the model parameters and avoid overﬁtting. Furthermore, we did not
take advantage of the n-gram backoﬀ structure to improve the robustness of the estimated
parameters and the resulting model. Intuitively, for both generalized linear interpolation
and n-gram weighting, the interpolation weights λ(h) and weighting factors β(hw) should
both be biased by the corresponding lower-order backoﬀ values λ(h′) and β(h′w) as priors.
Thus, we would like to evaluate the eﬀectiveness of applying hierarchical modeling tech-
niques, such as hierarchical logistic regression [153] and hierarchical maximum entropy [36],
to generalized linear interpolation and n-gram weighting in future work.
8.3 Applications & Extensions
Although this thesis primarily focuses on language modeling for lecture transcription, the
techniques presented here can also be applied to other domains with limited data. For exam-
ple, in voice search, although transcripts of voice search queries may be limited, we generally
have access to a large quantity of web search query logs and perhaps closed caption tran-
scripts from TV quiz shows. By eﬃciently combining data from partially matched training
corpora using generalized linear interpolation and n-gram weighting, we can improve the
accuracy of the resulting voice search application.
In addition to language modeling, the intuitions from the proposed techniques can also
be transfered to other research areas, such as acoustic modeling for speech recognition and
semantic decoding in natural language understanding. Similar to an n-gram model, an
acoustic model is composed of multiple component distributions, one per phone/context
pair. Analogous to language modeling, acoustic model training data that matches both the
speaker and acoustic environment of the target condition is rarely available in suﬃcient
quantity. Thus, we face the same challenge of how to best utilize partially matched data in
the estimation of the acoustic model.
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When interpolating language models, we observed that the interpolation weight depends
on the observation count of each component in a non-linear way. Thus, when combining
acoustic models trained from partially matched conditions, the interpolation weight should
increase with the number of observations. However, with suﬃciently many observations to
estimate the model, the component relevance should dominate the interpolation weight.
Just as some n-grams better characterize the target domain than others, not all acous-
tic observations from partially matched data equally reﬂect the target distribution. For
example, the deﬁning features of vowels may be more speaker-dependent than consonants.
Thus, when combining data from both matched and mismatched speakers, we may want to
de-emphasize the weight placed on the vowels from the mismatched speakers.
8.4 Vision
Building successful spoken dialog systems requires eﬀective modeling of the underlying user
processes. While these processes often show complex variations across a population, requir-
ing signiﬁcant amounts of data to model properly, individuals often exhibit consistencies
that can be learned with modest amount of correction feedback. In many applications,
such feedback can be obtained with minimal eﬀort and technical knowledge from the user.
Combining data collected from individual users within a large community further enables
the construction of more complex models that better describe these user processes. A col-
laborative adaptation framework not only distributes the eﬀort required to train the system
across the user community, but also improves the individual user models and the shared
base models via online adaptation.
We started this thesis with a vision of diverse and widespread spoken dialog applica-
tions, personalized to individual users via rapid adaptation. However, the lack of suﬃcient
matched training data limits the eﬀectiveness of traditional modeling techniques. Thus, as
a ﬁrst step towards the grand vision, we examined in this thesis various language modeling
techniques to improve the speech recognition accuracy in domains with limited data. Yet,
despite the progress we have made, many challenges remain. Below, we summarize some of
the key research problems we have identiﬁed.
8.4.1 Personalized Semantic Decoding
Once the user utterance has been recognized, a spoken dialog system needs to process the
input sentence and perform an appropriate action based on the decoded semantics. While
extensive research has investigated the extraction of semantic content from spoken language
(see [149] for a review), most existing approaches require signiﬁcant amount of training data
with fully annotated parse trees to build eﬀective models. Given the limited availability of
training data in our envisioned scenarios, we need techniques that better generalize from
single examples and take advantage of partially matched data.
Recently, Ye and Young proposed a clustering-based approach that clusters training
sentences into a set of prototype templates and extracts concepts from new sentences by
matching them against the prototypes using dynamic time warping [154]. Although simpler
than many other statistical models, preliminary results indicate signiﬁcantly better concept
extraction performance. Although not explored in the original paper, we believe that this
technique has more potential to scale down to scenarios with limited training data and take
advantage of partially matched data using intuitions introduced in this thesis.
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8.4.2 Concept Induction
In addition to labeled training examples, semantic decoding also requires a list of concepts
and possible values. While we may be able to hard-code certain concepts (date, time,
numbers) and pre-deﬁne other frequently used concepts (cities, contacts, stocks), it is im-
practical for system developers to enumerate all possible concepts users are likely to specify.
Thus, in order to achieve the envisioned application diversity, the system needs to be able
to automatically generate concepts from user feedback. Speciﬁcally, given a few examples
of a concept, how can we hypothesize other members of the concept?
This problem of set expansion is perhaps best exempliﬁed by the web application Google
Sets [61]. Given Boston and San Francisco as example elements in the set, it is able to
generate Chicago, New York, and other U.S. cities as additional members. More recent
research by Wang and Cohen has also leveraged the structure of web pages to better identify
set membership [148]. Existing work in set expansion tends to evaluate the precision of the
resulting set given ﬁxed seed examples. However, in an interactive application, the system
may be able to propose related instances and ask the user to conﬁrm their membership
within the set. In this active learning scenario, a more relevant metric may be the minimum
number of examples required before the system can suﬃciently identify the set.
8.4.3 Collaborative Online Adaptation
When building models for a spoken dialog system, we have data from not only the target
user, but also a community of users using the same system. Traditional approaches in this
situation tend to adapt a background model trained from all data with the data speciﬁc to
the target user. While it can be eﬀective, this approach does not scale well when we want
to model all users simultaneously in an online fashion for rapid adaptation.
Simultaneously estimating multiple personalized models while building a global model
belongs to the recently introduced class of machine learning problems coined multi-domain
learning [35]. In that work, Dredze and Crammer developed an online algorithm for jointly
learning multiple related linear classiﬁers. Although not directly applicable, similar intu-
itions can be applied to language modeling, semantic decoding, and other natural language
processing tasks with great promise. By learning from the data across all users, we can build
more eﬀective models with fewer training instances from each target user. By eﬀectively
adapting all user models with each new observation, we hope to convince users that it is
worth their eﬀort to provide feedback and train the system.
8.5 Final Thoughts
We envision a future where users can interact with machines via a spoken natural language
interface. Instead of relying on software developers with spoken dialogue design experience
to develop expert systems in a few select domains, the system learns from the feedback
provided by the community of users and personalizes its behavior to the individual pref-
erences of each user. With interfaces that enable users to provide correction feedback and
adaptation algorithms that immediately learn from such feedback, we hope to break the
chicken and egg deadlocks over data collection and application development. With diverse
spoken dialogue applications that focus on real user needs, we look forward to a future when
users view spoken dialogue applications as essential productivity tools, not just high-tech
toys.
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Appendix A
Collaborative Data Collection
Community participation is a key distinctive feature of Web 2.0, where the users contribute a
signiﬁcant value to the overall web site. In addition to the social aspects enabled by a diverse
community of users, positive network eﬀects also can result from the content contributed
by such a community. In fact, Wikipedia, Flickr and MySpace are all prime examples of
Web 2.0 applications built on such content. Similarly, the entire open source movement is
based on the concept of collaborative development where participants contribute code to the
development community for the beneﬁt of everyone. While it is clear that these community-
based services can generate signiﬁcant values for their users, it is less clear how companies
can generate revenue from this model, beyond paid advertisements and support services.
In this section, we will explore a speciﬁc model of community participation, where the user
contribution is in the form of data for building data-driven applications rather than for
direct end-user consumption. Speciﬁcally, we will consider a hypothetical GPS navigation
service based on community participation and examine potential business models for such
a service.
A.1 Data-Driven Applications
With the recent advances in distributed algorithms and statistical learning, more and more
commercial software are starting to employ artiﬁcial intelligence and machine learning tech-
niques to reduce human involvement and improve system performance. For example, rec-
ommender systems apply a machine learning technique known as collaborative ﬁltering to
predict individual user ratings and recommend new items to users based on previous item
ratings from a community of users. Of all the commercial recommender systems, Amazon’s
product recommendation feature is perhaps the most well-known. By identifying products
of interest to other users with a similar proﬁle, the system is able to automatically provide
personalized product recommendations based on the products the user has previously clicked
on or rated. As with most machine learning algorithms, signiﬁcant amount of training data
is required to achieve desirable performance. Thus, for many data-driven applications, data
collection represents a key challenge to successful commercial deployment.
Traditionally, data collection is often viewed as a labor intensive and expensive process.
However, with the advent of the Web 2.0 culture, users are increasingly willing to contribute
information to improve the overall value of the system. Furthermore, not all data collection
involves explicit feedback from the user. For example, recommender systems can collect
data on the user interactions with the system (search queries, click-throughs) to learn
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about their preferences. Thus, it is often possible to bootstrap data-driven services by
collecting explicit and implicit data from enthusiasts and early adopters of the system. The
data collected from such a bootstrapping process not only enables more frequent and faster
system deployment, but also better reﬂects the actual usage patterns of real users, critical
to building eﬀective data-driven applications.
A.2 GPS Navigation Service
As a speciﬁc example of a data-driven service based on community participation, consider
a web-based GPS navigation service. Instead of collecting all navigational information and
storing them on a static CD/DVD, this service allows users to access the most up-to-date
information via the Internet. Thus, instead of selling the system for a ﬁxed upfront fee, the
company can generate a recurring revenue stream by charging a monthly fee for access to
the navigational data.
Providing navigation information via the Internet addresses the problem of out-of-date
road data. However, dispatching specially equipped vehicles to gather and maintain an
accurate database of navigational information is time-consuming and costly. Instead, fol-
lowing the Web 2.0 model, such a service can potentially recruit users of the service to allow
the system to automatically collect navigational data from the GPS unit in the background
and send it to the service provider for analysis and system development. If the user is trav-
eling on an unknown road, the system can explicitly request the user to provide additional
information, such as the road name and speed limit.
This model reduces not only the cost of data collection, but also the update latency.
Instead of ad hoc collection, the data collected via this approach are more likely to reﬂect
the routes and traﬃc conditions that real users will experience. Furthermore, by enabling
the collection of real-time information, the system can provide additional services such as
real-time traﬃc and traﬃc-based trip planning. Finally, by analyzing the data from all
participants over a period of time, machine learning techniques can be applied to predict
traﬃc conditions based on historical data.
A.3 User Participation
The navigational services described above are only achievable with the participation of a
community of users, essentially creating a network eﬀect. Though, it is in the best interest
of most users to participate in the data collection, some users are hesitant due to privacy
concerns. Responding to explicit requests also requires additional work not all users are
willing to put in. Thus, will we have enough user participation to bootstrap the system and
oﬀer the advanced services?
In Wikipedia, over half of the edits are made by less than 0.7% of registered users [147].
This extremely skewed distribution of edits suggests that even if an overwhelming majority
of users declines to participate in the data collection eﬀort, there will be super enthusiastic
users who are willing to spend signiﬁcant amount of eﬀort to improve the quality of the
system. By building a community where these enthusiasts can establish reputation, we may
attract a suﬃcient number of early adopters not just as references, but to collaboratively
develop the service and cross the chasm into the mass market.
Given the skew in user participation, a valid concern is that the content that users are
willing to contribute may not always reﬂect the information others are seeking. For example,
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most open source projects focus on applications that fulﬁll the needs of the developers, rarely
niche markets with high research and development costs with few customers. However, by
designing interfaces that lower the cost of participation, we can reduce the divergence in
interest between the supply and the demand. In the case of GPS navigation systems, the
automatically collection of navigational information in the background removes many of
these diﬀerences. Live traﬃc information is generally needed only for frequently traveled
roads, precisely the places where live navigational data are being collected from other users
of the service.
A.4 Business Model
Traditionally, most GPS navigation systems are sold as customized hardware with embedded
software for a ﬁxed upfront fee ($400-$700). Consumers can obtain updated navigational
data by purchasing new versions released every year or so ($100-$150). Some vendors also
oﬀer live traﬃc report on a subscription basis for select cities ($10/month).
With suﬃcient community participation, we can oﬀer advanced navigational services
that plan routes according to detailed real-time information on all roads, not just accident
reports and coarse highway speeds. This information has the potential to signiﬁcantly
reduce travel times for motorists. Given the value placed on time, many people, especially
businessmen working in cities, may be willing to subscribe to such a service for a substantial
fee ($30/month?) if it can reduce their daily commute by 10 minutes. To promote data
contribution, we can reduce the subscription fees and perhaps even subsidize the hardware
cost for those users willing to share their GPS information. With this two-tier pricing
model, privacy sensitive individuals can still enjoy the beneﬁts of the services while the
general population receives discounts in exchange of participation in the distributed data
collection.
In addition to generating revenue from the consumers, the company can also sell the
data to other GPS navigation vendors and other parties. This is the model employed by
NAVTEQ, the leading provider of digital map data. With a growing revenues and proﬁts
exceeding $270 million in 2005, there is clearly a potential for signiﬁcant proﬁts to be made
from collecting and selling data.
A.5 Conclusions
Most Web 2.0 ventures today focus on advertisement as the primary source of revenue.
However, as we have demonstrated with a hypothetical GPS navigation service, there are
signiﬁcant revenue possibilities in the data contributed by the user communities formed
around these services. As can be seen in the recent uproar over the release of AOL search
queries, many users are still sensitive to privacy issues in the transfer of user data [85].
Perhaps through clearer licensing terms, two-tier service options, and better obfuscation of
personally identiﬁable data through aggregation, businesses will be able resolve the privacy
challenges and consider new business models that can leverage community participation for
data collection.
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