We prove a new result limiting the amount of accessible information in a quantum channel. This generalizes Kholevo's theorem and implies it as a simple corollary. Our proof uses the strong subadditivity of the von Neumann entropy functional S( ) and a speci c physical analysis of the measurement process. The result presented here has application in information obtained from \weak" measurements, such as those sometimes considered in quantum cryptography.
Introduction
When a measurement is performed on a quantum system, information is acquired about the preparation of the system. In a quantum communication channel, for example, the receiver uses a \decoding observable" to infer something about the \signal state" of the channel 1]. One of the central problems of quantum information theory is the extent to which the laws of quantum mechanics provide limitations and opportunities for information acquisition in various contexts.
A theorem stated by Levitin 2] and proved by Kholevo 3] provides an upper bound on the amount of information that may be obtained about the preparation of a quantum system by the measurement of any observable. Let Q be a quantum system which is prepared in the mixed state k with a priori probability p k . The overall ensemble of states is just bounds the accessible information in the quantum ensemble. and its properties will be of central importance in this paper.
The standard proof of Kholevo's theorem is fairly di cult (see 3], 5]). In this paper we provide an alternative derivation that is better in several respects:
1. The proof is based on a well-known property of the entropy functional S( ) known as strong subadditivity. (This property is not itself easy to prove, but it is a property of S( ) itself, without reference to measurements.) 2. We employ a physical model of the measurement process instead of a mathematically-de ned \observable". This model is su cient to describe any \generalized" measurement (or POVM) 4], where distinct outcomes are represented by positive operators instead of projections. 3. Because our model of measurement includes the e ect of the measurement process on the system Q, we are in fact able to arrive at a stronger result than Equation 1. Our version is much sharper than Kholevo's theorem in the case of \weak" measurements that acquire only a small fraction of the available information.
Strong subadditivity
Suppose X and Y are a pair of quantum systems whose joint state is given by the density matrix (X Y ) . The individual systems are described by states (X ) and (Y ) , which are given by partial traces of the joint state:
Subadditivity 6] is a property of the entropy functional that states that
) + S(
):
A stronger property of entropy called strong subadditivity 7] is clearly related.
Suppose X, Y , and Z are three quantum systems. Then S( (X Y Z) ) + S( 
for a pure state The quantity H(q) is the classical (Shannon) entropy of the probability distribution q i .
Consider the state
for an orthogonal set of states k (Z) E . Various terms in the strong subadditivity relation (Equation 4) can be calculated:
Strong subadditivity therefore yields
) ?
which is what we wished to prove.
Measurement
Our discussion of measurement will be based on a speci c physical model of measurement, to which we now turn.
Suppose we have a quantum system Q with an initial state (Q) . The measurement process will involve two additional quantum systems: an apparatus system A and an environment system E. The systems A and E are initially in a joint state (AE) 0 , so that the overall initial state of everything is For the process to constitute a measurement, we require that, after these two stages, the state^ (AQ) be of the following form:
where the states (A) a E are a xed orthogonal set of apparatus states, independent of the input state (Q) . (P (a) and w (Q) a may depend on (Q) .) We note several things about this model. The states (A) a E are interpreted as the \pointer states" of the measurement apparatus, which label the measurement outcomes. For ordinary measurement apparatus, these states are macroscopically distinguishable and therefore orthogonal. The choice of pointer states is not determined by the state of the system being measured, but is xed for a given measurement device in a given environment.
It may be objected that it is unrealistic to suppose that a given measurement outcome corresponds to a pure state of the apparatus system A, which may after all be macroscopic. But A represents only the \pointer" degree of freedom of the apparatus; other degrees of freedom (including thermal degrees of freedom) may be considered to be part of the \environment" E. The model we have described for measurement seems very general. Any interaction of the measuring apparatus and the environment with the system Q is presumably described by unitary dynamics, and coherences between measurement outcomes are then lost. The di erent apparatus readings are distinguishable and therefore orthogonal. We therefore adopt this as a general picture applicable to any measurement.
Information acquisition
As before, we suppose that the system Q is initially prepared in the state (Q) k with a priori probability p k . The state of the apparatus A and environment E is ak : (8) P(ajk) is the conditional probability for the measurement outcome a given the kth preparation for Q, and the states w (Q) ak are the resulting states of Q when the kth preparation leads to the measurement outcome a. ( ak ; where P(a; k) = p k P(ajk), the joint probability of measurement outcome a and preparation k. We can do the k-sum and write this aŝ
where P(a) = X k P(a; k) is the total probability for the measurement outcome a and w
is the nal state of Q, averaged over preparations, given the outcome a. (Of course, P(kja) = P(a; k)=P(a).) (AEQ) must be the same as (AEQ) , since entropies are preserved under unitary evolution. But because is non-increasing under the partial trace operation (Equation 6 above), we know that^ The information obtained about the preparation of the system Q by means of a measurement procedure is thus bounded by the average amount that the quantity decreases in the course of the measurement. This fact expresses a new and potentially useful relationship between the power of the measurement to provide information about Q and the physical e ect of the measurement process upon Q.
Suppose for example that our measurement is described by a set of onedimensional projections a , and that the e ect of the procedure is given by the \projection postulate". That is, if the outcome a is obtained for an input state (Q) , then the nal state is simply a . Then (Q) a = 0 for all a. In other words, the nal state of the system Q depends only upon the measurement outcome and not upon the preparation (except inasmuch as the preparation determines the probabilities of the various outcomes). In this case, we simply have I(A : K) (Q) . However, if the measurement is not complete, and the \outcome operators" a are projections onto subspaces of many dimensions, then the natural generalization of the projection postulate yields nal states (given input . Whenever a measurement \leaves some information behind" in the system Q, Equation 13 will in general be a stronger statement about the information I(A : K) that is obtained.
