This article examines the flexibility of the Johnson system of distributions by assessing its performance in terms of modeling crop yields for the purpose of setting actuarially fair crop insurance premiums. Using data from corn farms in Illinois coupled with Monte Carlo simulation procedures, we found that average crop insurance premiums computed on the basis of the Johnson system provide reasonably accurate estimates even when the data are normal or come from a non-normal distribution other than the Johnson system (i.e., a beta). These results suggest that there is potential for using the Johnson system to rate previously uninsured crops that do not have historical insurance performance data upon which to base premium calculations.
A number of studies have been undertaken to address the issue of identifying an appropriate probability distribution for crop yield modeling (see, among others, Gallagher 1987 , Nelson and Preckel 1989 , Moss and Shonkwiler 1993 , Ramirez, Moss, and Boggess 1994 , Ramirez 1997 , Goodwin and Ker 1998 . These efforts are driven in part by the fact that an accurate representation of the probability distribution of crop yields is critical to the measurement of risks in agricultural production and, consequently, in setting crop insurance premiums. Incorrect representation of the probability distribution of crop yields can lead to inaccurate premiums and cause moral hazard or adverse selection in crop insurance (Coble et al. 1997) .
Given the importance of crop yield modeling in agricultural risk analysis, a number of different statistical procedures have been developed to address this issue. These procedures fall under three general categories: (i) parametric approaches, (ii) non-parametric approaches, and (iii) semi-parametric approaches. Each of these general approaches has distinct advantages and disadvantages [see Ramirez and McDonald (2006a) for a brief discussion of this issue]. The focus of this paper is on the parametric approach to crop yield modeling, where it is assumed that the stochastic behavior of the underlying variable of interest (i.e., crop yield) can be adequately represented by a particular parametric probability distribution function (pdf). Note that the main drawback of a parametric approach is the potential inference error from using a pdf that is not flexible enough to accurately model crop yield data. On the other hand, the main advantage of the parametric approach is that it performs relatively well in small This paper was presented as a selected paper at the Crop Insurance and Risk Management Workshop, sponsored jointly by the Northeastern Agricultural and Resource Economics Association, the Risk Management Agency, the Farm Foundation, the Food Policy Institute at Rutgers University, and Cornell University, in Rehoboth Beach, Delaware, on June 12-13, 2007. The workshop received financial support from the Northeast Regional Center for Rural Development. The views expressed in this paper are the authors' and do not necessarily represent the policies or views of the sponsoring agencies.
This research was funded in part by the National Research Initiative (NRI) of the Cooperative State Research, Education and Extension Service (CSREES), U.S. Department of Agriculture, Grant No. 2004-35400-14194 , and by the Agricultural Experiment Station of New Mexico State University. sample applications. As such, the main parametric distributions that have been used in previous studies are the gamma (Gallagher 1987) , the beta (Nelson and Preckel 1989) , the log-normal (Turvey and Baker 1990 , Jung and Ramezani 1999 , Stokes 2000 , the Weibull (Sherrick et al. 2004) , and the inverse hyperbolic sine (Ramirez 1997) .
Recently, Ramirez and McDonald (2006a and 2006b) introduced an expanded form of the Johnson family of distributions as another alternative parametric approach for modeling crop yields. They argue that, because the Johnson family can accommodate all mean-variance-skewness-kurtosis (MVSK) combinations that may be theoretically exhibited by a random variable, it should provide a reasonably accurate approach for modeling any yield distribution that might be encountered in practice. This would address the main disadvantage of parametric models cited in the literature, i.e., the lack of flexibility and the associated specification error risk.
However, the flexibility of the Johnson family of distributions has not been empirically examined with regard to its potential contribution for more accurately setting crop insurance premiums. Although there have been studies that evaluated the effects of different parametric distributional assumptions on crop insurance premiums, most of them only compared the premium rates from a particular parametric distribution (i.e., a beta or a gamma) relative to the rates derived from a normal distribution.
Furthermore, for studies that made premium rate comparisons under different parametric yield distributions (for example, Sherrick et al. 2004) , none have used the procedures in Ramirez and McDonald (2006b) for proper yield distribution and premium rate comparisons. In fact, Norwood, Roberts, and Lusk (2004, p. 1111) alluded that empirical application of the procedures in Ramirez and McDonald (2006b) would be a good contribution to the literature since it would allow for more valid empirical crop yield model comparisons and, consequently, more accurate evaluation of crop insurance premium rate effects of different parametric distributions.
Therefore, the main objective of this paper is to empirically examine the flexibility of the Johnson family of distributions by assessing its accuracy in the determination of crop insurance premiums when the true underlying distribution of crop yields does not belong to the Johnson system but instead follows an alternative distribution such as a beta or a normal. To achieve this objective, a multi-year, farm-level dataset from Illinois corn producers is utilized, in conjunction with simulation-based analytical procedures that build upon the theoretical approach in Ramirez and McDonald (2006a and 2006b) .
The results of this study have important implications in modeling crop yields for risk analysis in general, and for crop insurance premium setting in particular. This study also contributes to the literature by providing a reasonable approach to the problem of setting crop insurance premiums for crops that have not been previously insured and hence on which there is no historical insurance program performance upon which to base the premium calculations.
Premium-setting procedures for "traditional crops" with established crop insurance coverage are primarily experience-based, i.e., based on the actual loss history of participating producers. However, this approach is not feasible in setting rates for newly insured crops. Therefore, if accurate premium rates can be derived from a flexible parametric yield distribution like the Johnson system, then this distribution would be helpful in rating "non-traditional crops" that have not previously been insurable. Further, providing a reasonable premium rate setting approach for "non-traditional" crops that have not been covered by crop insurance before would be consistent with the Agricultural and Risk Protection Act (ARPA) of 2000, which made increasing the availability of crop insurance instruments for producers of specialty and underserved agricultural commodities a major policy priority.
The Expanded Johnson System: A Brief Description
Unlike other frequently assumed distributions such as the beta and the gamma, the original Johnson system, which includes the S U , S B , and S L (or log-normal) distributions, exhibits the key property of being able to accommodate any theoretically feasible skewness-kurtosis (S-K) combination (see Johnson, Kotz, and Balakrishnan 1994) . In fact, the S U and the S B alone are sufficient for this purpose, as the S L only spans the curvilinear boundary between the S U and S B . The lower bound of the S B distribution is given by K = S 2 -2, which is also the upper bound for the theoretically impossible S-K region. Figure 1 Note that, in contrast to the S U and S B , the gamma distribution only spans a curvilinear segment on the upper right quadrant of the S-K plane. Although, as the SL, the gamma distribution can be adapted to cover the mirror image of this segment on the upper left quadrant, the combinations of S-K values allowed by it are still very limited. Also note that the gamma segment is the upper boundary of the S-K area covered by the beta distribution. Although the beta covers a significant area of the S-K plane, the S B can accommodate all S-K combinations allowed by the beta, while the beta only covers a subset of the S-K area spanned by the S B .
Using the approach in Ramirez and McDonald (2006a) , we parametrically fit the Johnson system (i.e., the S U , S B , and S L ), the beta, and the normal distribution to the yield series of each of the 26 farms. The log-likelihood functions that are maximized to obtain estimates for the parameters of the expanded S U , S B , S L , and beta distributions are obtained from Ramirez and McDonald (2006a) . The best-fitting model is determined by simple comparison of the maximum log-likelihood function values (MLLFV).
In addition to their limited coverage of the S-K plane, the gamma and the beta exhibit the same handicap of the original Johnson system. That is, because they are two-parameter distributions, any particular S-K combination is always arbitrarily associated with a specific set of mean and variance values. To address this problem, Ramirez and McDonald (2006a and 2006b ) developed a re-parameterization procedure that allows the Johnson system to accommodate the same skewness-kurtosis (S-K) combinations spanned by the original system in conjunction with any mean and variance. This approach can also be used to reparameterize the gamma or the beta distribution so that the statistical performance of these two distributions can be fairly compared with the Johnson system and also increase their flexibility.
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The beta distribution is the alternative non-normal distribution used in this comparative evaluation of the Johnson system because, relative to the other parametric distributions used in the past (e.g., the gamma), it covers a substantially wider area of the skewness-kurtosis (S-K) plane ( Figure  1 ). Theoretically, the beta distribution is also not directly related to the Johnson system. In addition, most of the empirical literature in agricultural economics over the past decade has used the beta distribution to model crop yields [see, for example, Babcock, Hart, and Hayes (2004) , among others]. Therefore, it is evident that the beta distribution is the best candidate for conducting a comparative evaluation of the Johnson family.
Data and Research Methodology
A Constrained Maximum Likelihood (CML) procedure was used to estimate the parameters of the expanded S U , S B , S L , and beta distributions for each of the 26 farm yield data series. The mean, variance, skewness, and kurtosis implied by each of the fitted models were computed based on those parameter estimates and the formulas provided by Ramirez and McDonald (2006a) . Also, as in Ramirez and McDonald (2006a) , the means and standard deviations are specified as second and first degree polynomials of time:
The data used in this study are from the University of Illinois Endowment Farms. The manag-1 Hereinafter, the re-parameterized distribution using the Ramirez and McDonald (2006b) approach is also referred to as the "expanded" version of the distribution (i.e., expanded Johnson, expanded beta). The words "re-parameterized" and "expanded" are used interchangeably. Please see Ramirez and McDonald (2006a and 2006b ) for a detailed, step-by-step discussion of this re-parameterization procedure. The interested reader may also consult Mood, Graybill, and Boes (1974) for more information on this topic. 
Thus, with the exception of the S L in which the parameter µ is overidentified (i.e., it is redundant and, therefore, has to be set to zero), all non-normal models initially included seven parameters (β 0 , β 1 , β 2 , σ 0 , σ 1 , θ, and µ), where the last two parameters control the kurtosis and skewness combination implied by the fitted distribution.
and McDonald 2006a), could not be rejected (α = 0.10) in five cases, and the distributions were thus considered to be normal (Table 1) . There were no cases where the S L distribution was the best-fitting. This is expected since corn yields in the Midwestern United States have previously been found to be negatively skewed (Nelson and Preckel 1989 , Taylor 1990 , Ramirez 1997 , Ker and Coble 2003 , Harri et al. 2005 ) and the S L allows only for positive skewness (Figure 1 ). Based on these results, eight farm yield series were selected to empirically evaluate the flexibility of the Johnson family of distributions: two farms for which S U was best-fitting (Farms A and R, hereinafter and ), two farms for which S B was best-fitting (Farms B and N, hereinafter and ) , two farms for which beta was bestfitting (Farms U and V, hereinafter Beta1 and Beta2), and two farms for which normality could not be rejected (Farms F and Z, hereinafter Note: MLLFV represents the maximum log-likelihood function values of the estimated distribution. LRTS stands for the likelihood ratio test statistic, which compares the non-normal model (with the highest MLLFV) to the normal model. The superscripts 1, 2, and 3 denote rejection of the null hypothesis of normality at the 10 percent, 5 percent, and 1 percent levels of significance, respectively, using the LRTS; the 0 superscript indicates non-rejection at the 10 percent level. If the null hypothesis of normality is rejected at the 10 percent level, the best-fitting model is the one with the highest MLLFV; otherwise, the best-fitting model is the normal distribution.
and Norm2). The location of these selected farms in the S-K plane is shown in Figure 2 . For the purpose of this evaluation, it is assumed that the best-fitting distribution for each of the selected farms is in fact the true underlying datagenerating process (DGP).
3 The next step is to simulate 20 datasets (45 observations per dataset) from each of the eight best-fitting distributions. 4 These datasets were simulated so that the 45 observations in each dataset followed the estimated time trends for the means and the variances of the yield distributions. Once the 160 datasets (8 selected farms × 20 datasets) are simulated, S U , S B , beta, and normal distributions are fitted to each of these datasets, resulting in 640 models (160 datasets × 4 distributions fitted to each).
The actuarially fair premiums (AFPs) for an Actual Production History (APH) insurance plan (in year 45) are calculated at different coverage levels (λ) on the basis of each of the 640 yield distribution models. For a traditional APH contract that guarantees a percentage or coverage level (λ j = 0.65, 0.70,…, 0.80, 0.85) of the "historical" yield (y e ) in 5 percent increments, an AFP can be defined as the dollar value of the expected loss E(L):
This assumption suggests that the true underlying DGP for all the farms in the data can only be S U , S B , beta, or normal. Two reviewers raised the question: what if the true DGP is not one of these four? The ideal (but practically infeasible) way to address this issue is to fit all possible parametric distributions and then compare the performance of the Johnson system relative to all the other parametric distributions. Given the practical limitation of doing this, we simply chose the four distributions above to test the core hypothesis about the flexibility of the Johnson family to calculate actuarially fair premiums (vis-à-vis the beta and normal). Therefore, there is no assurance that the results of this paper will apply when comparing the Johnson versus other parametric distributions (i.e., Weibull or gamma). But we feel that the approach in this paper is a reasonable first step to assess the flexibility of the Johnson family in the context of crop insurance premium ratesetting because the distributions we choose can accommodate all theoretically feasible mean-variance-skewness-kurtosis combinations. Furthermore, the beta and the normal are popular distributions used for crop yield modeling in the agricultural economics literature. Exploring the performance of the Johnson family relative to other parametric distributions (other than beta and normal) would certainly be a worthwhile endeavor in the future, but is outside the scope of the current paper.
4 Investigating the implications of using an alternative number of datasets and/or observations is beyond the scope of this study. However, this is an interesting issue that merits further exploration in the future.
where E(L) is the magnitude of the expected loss (in bushels/ac in this case) and P g is the price election selected, which in this analysis is assumed to be $2.20/bu.
To calculate the AFP in equation (3) based on the 640 fitted yield distributions, we first use the estimated mean and variance functions in equations (1) and (2) to estimate the mean and the variance for the last year of the series (i.e., year 45). The estimated mean from equation (1) is then regarded as the mean yield (y e ), from which a yield guarantee at j coverage levels can be computed as follows: λ g g j j y = y . The actual yields for the last year of the series (y i ) are then simulated by drawing skewness and kurtosis values one million times from each of the fitted distributions (i.e., i = 1 to 1 million). The loss magnitude (in bu/ac) for a given actual yield occurrence (y i ) can then be defined as
The expected loss for any coverage level λ j is then computed as
where m is the number of simulated actual yield observations (one million in this case). From the calculated value in equation (5), we can then compute the AFP at j different coverage levels for each fitted yield distribution using equation (3). The calculated AFPs are then used to evaluate the economic flexibility of the Johnson family-i.e., how far off the calculated AFP is when the yield distribution is assumed to be S B but the actual data-generating process is, say, beta.
Results and Discussion

Flexibility Evaluation
The first step of the evaluation is to ascertain the frequency with which the true underlying distribution can be identified using the likelihood ratio test (LRT) and, if normality is rejected (α = 0.10), using the maximum log-likelihood function value (MLLFV) criteria to select the best-fitting distri- (Table 2 ). For example, of the 40 datasets (2 farms × 20 datasets) for which the S U is the true underlying distribution, 30 are correctly identified as S U -i.e., normality is rejected-and the S U model shows the highest MLLFV in these 30 cases. Of the other 10 cases, three are identified as S B , four as beta, and normality cannot be rejected in three cases. Of the 40 simulated datasets that are normal, 34 are correctly identified as normal based on the LRT, i.e., normality is not rejected in 34 cases. These results indicate that for a sample size of 45, when the true distribution is normal or S U , the LRT and MLLFV criteria are able to identify the correct distribution underlying the data (in most cases). This means that in practice, when the true DGP is unknown, but can be reasonably assumed to be one of the four DGPs we consider in this study-S U , S B , beta, and normal-if it is found that an S U distribution best fits the data, one can be reasonably confident that the true DGP is S U . In contrast, when the true underlying distribution is S B , only 20 of the datasets are identified as S B by the LRT and MLLFV criteria, but, interestingly, the beta exhibits the highest MLLFV in 16 of the other 20 datasets. The remaining 4 cases are classified as S U . Alternatively, when the true underlying distribution is beta, only 13 of the datasets are identified as beta, 18 are identified as S B , three as S U , and normality is not rejected in six cases. In short, when the true underlying distribution is S B or beta, the LRT/MLLFV criteria favors one of these two distributions in most cases. This preliminary analysis empirically supports the following theoretical hypotheses which are originally based on the regions of the S-K space that these distributions can span:
▪ The S B and the beta are fairly "interchangeable" as probability distribution models; i.e., according to the MLLFV criteria, the S B can represent beta DGPs as well as the beta itself, while, in many cases, the beta can be a good model for the S B DGPs.
▪ In most cases, the S B and the beta are not "interchangeable" with the S U as probability distribution models, and vice-versa.
Additional evidence regarding the flexibility of the S B and the beta to substitute for each other as probability distribution function models can be obtained by comparing the MLLFVs, skewness, and kurtosis estimates from the fitted distributions (Table 3) . 5 First, for Farms Beta1 and Beta2, In the interest of space, only the average MLLFV, skewness, and kurtosis values are reported. Those averages are calculated over the 20 datasets for each of the farms where the true DGPs are S U , S B , and beta.
tice that the average MLLFV value is actually slightly higher for the S B models even though the DGPs in these cases are beta. Although this is obviously a random occurrence (i.e., under a large sample size or on average over a large enough number of samples that the model based on the true distribution will always yield the highest MLLFV), it is an indication that the S B model can represent beta DGPs quite well. That is, when the DGP is beta, both models exhibit a similar likelihood of having generated the data.
Alternatively, for Farms and where the S B is the underlying DGP, the beta models exhibit noticeably lower MLLFVs than the S B models. This suggests that the beta model might not be able to approximate an S B DGP as well as the S B can represent the beta. In addition, note that the S U models, on average, exhibit moderately to substantially smaller MLLFVs than the S B and the beta models when the DGP is S B or beta, and the S B and beta models show markedly lower MLLFVs than the S U when the DGP is S U . In general, we also find that the average skewness and kurtosis values implied by the fitted S B distributions are closer to the true skewness and kurtosis of the underlying beta DGPs, compared to how close the average skewness and kurtosis from the beta models are to the correct skewness and kurtosis of the underlying S B DGPs. Similar to what was observed in the MLLFV comparisons, the S B and beta models are better able to estimate the skewness-kurtosis combinations of each other's DGPs than the S U can, and the S U does a relatively poor job of estimating the skewness and kurtosis of both the S B and the beta DGPs.
When taken together, the results from the analyses in this sub-section suggest that the Johnson family (in particular, the S U and the S B distributions) might be an acceptable approach to modeling crop yields when the true underlying DGP is unknown (but can be reasonably assumed to be one of the four DGPs we consider in this study-S U , S B , beta, and normal). At the very least, it can be concluded that the Johnson system is more ________________________________________________________ Note that the normal is not included because the skewness and kurtosis of this distribution will always be zero and three, respectively. The individual MLLFV, skewness, and kurtosis values for each of the fitted distributions are available from the authors upon request. Note: The "true" value above is based on the estimated values from the assumed underlying DGP of the farm (i.e., Farm Beta1's DGP is assumed to be beta with the "true" skewness and kurtosis values reported above).
likely to provide a reasonably accurate representation of an unknown underlying DGP than the beta distribution. In practice, one can first estimate the expanded S U and S B models for the particular yield data series of interest. If normality is rejected by the LRT and the S U has the highest MLLFV, then based on the previous results one can be fairly confident that the underlying DGP is S U rather than S B or beta, and that the estimated skewness and kurtosis values will be fairly close to the true ones. In addition, if it is found that the yield series is non-normal and the S B has the highest MLLFV, it can be expected that the estimated skewness and kurtosis values are fairly close to the true ones even if the DGP is beta rather than an S B . More importantly, it is likely that if a beta model were to be estimated in such an instance, its MLLFV would not be noticeably higher than the S B -i.e., a significant improvement in the goodness-of-fit should not be expected.
Overall, the results of this sub-section can be summarized as follows:
▪ The S B is a reasonably close "surrogate" model for the beta, while the beta appears to be less capable of properly substituting for the S B (at least in some cases).
▪ The S B and the beta are generally not very good substitutes for the S U , and the S U is a poor surrogate for either the beta or the S B .
Although MLLFV and skewness-kurtosis estimate comparisons clearly support the previously stated conclusions, a final assessment of whether one distribution can be considered a close enough substitute for another can be made only on the basis of whether using the substitute instead of the exact underlying distribution can substantially affect the results of an economic analysis. Such an assessment is conducted in the following subsection.
Flexibility Assessment Using AFPs
Further empirical investigation of the flexibility of the Johnson family is undertaken by comparing the AFPs calculated on the basis of the estimated distributions (S U , S B , beta, and normal) versus the correct AFP calculated using the true underlying distribution for each of the eight previously discussed cases. At the individual farm level (n = 45 observations), it is observed that using any estimated distribution, even the correct one, will generally lead to imprecise AFPs. 6 It is important to emphasize that this imprecision also holds when the correct estimated distribution is used to compute the premium. In other words, such lack of accuracy appears to be due to the use of single, relatively small samples rather than to the choice of an erroneous distributional model.
The average of the 20 premiums calculated on the basis of the estimated Johnson system (i.e., either the S U or the S B distribution depending on which exhibits the highest MLLFV) 7 and the true distribution, for eight different coverage levels (0.5, 0.55, 0.60, 0.65, 0.70, 0.75, 0.80, and 0.85) , are presented in Table 4 . First note that the premiums obtained from the estimated Johnson system are quite close to the true premiums regardless of the distribution underlying the DGP. Specifically, in the two cases when the DGP is beta (Beta1 and Beta2), the average of the Johnson system premiums are $5.12 and $1.33, respectively, versus the average of the correct premiums for both beta farms of $5.74 and $1.34. Notice that the average premiums implied by the estimated beta models for the two Beta farms are $4.72 and $1.05, respectively, which is further from the true premiums (Table 4) .
For the Johnson system, the average of the absolute differences (AAD) between the estimated and the true premiums across the eight coverage levels is $0.62 in the case of the first beta DGP (Beta1) and $0.06 in the case of the second (Beta2). Interestingly, in contrast, the AAD between the premiums computed from the estimated beta models (Table 4 ) and the true ones are $1.02 and $0.29, respectively. That is, on average, the Johnson system does better than the correct model in estimating the true premiums in these two par- 6 In the interest of space, AFPs at the individual level (640 AFPs) are not reported here but are available from the authors upon request.
7 This means that the "Johnson system" approach discussed here (and in Table 4 ) is where we calculate premiums for the individual farms (i.e., one of the 20 for each underlying DGP) using either an S U or S B , depending on which one had the highest MLLFV. For example, if in the 20 farms/datasets under Beta1 there are eight farms where S U had the highest MLLFV and twelve farms where S B had the highest MLLFV, then the average premium reported in Table 4 is the average premium based on individual premiums calculated based on eight S Ufitted series and twelve S B -fitted series. In contrast, an average premium based on, say, S B alone, is calculated by using all twenty S B -fitted series (regardless of whether or not eight farms showed that an S U should be a better fit). Notes: The average AFP for a farm is calculated by first taking the AFP of each dataset and then taking the average of the 20 calculated AFPs. For the Johnson approach, the AFP for each dataset is calculated based on the best-fitting distribution (either the S U or the S B , whichever has the highest MLLFV). The average premium is then calculated by taking the average of the AFPs across coverage levels.
"Avg. Abs. $ Diff." is the average of the absolute dollar differences over all coverage levels. This is calculated by taking the absolute value of the difference between the true AFP and the estimated AFP for each coverage level and then taking the average over the eight coverage levels. ticular cases. Although this is not generally to be expected, it indicates that at a sample size of 45 there is no evidence that if the underlying DGP is a beta, using an estimated beta model to compute the premiums would provide more accurate results than using the Johnson system.
The opposite, however, is not necessarily true. That is, when the DGP is the Johnson system, using estimated beta models to compute the premiums can result in considerable imprecision (i.e., differences with the true premiums), even when looking at averages over 20 samples. As expected, the differences are particularly noteworthy when the underlying DGP is S U . Specifically, the AAD between the beta-estimated and the true premiums is $2.30 ( ) and $2.45 ( ), versus $0.24 ( ) and $0.64 ( ) when the premiums are computed on the basis of the estimated Johnson system (mostly the estimated S U model). Finally, it is important to note that these premium comparison analyses support the hypothesis that the S B is generally better in approximating a beta-generated DGP than the beta is in approximating an S B distribution. Specifically, under DGPs and , the AADs between the beta-estimated and the true premiums are $1.29 and $0.26, respectively (Table 4) . Although not reported in Table 4 , we find that when the true DGPs Beta1 and Beta2 are considered, the AADs between an S B -estimated premium (i.e., from S B alone) and the true premiums are $1.20 and $0.06. Although not presented here (due to space considerations), we also considered the case when the true DGP is S U but the AFP is calculated based solely on an S B . That is, we don't use the "Johnson system" approach where we calculate the premiums based on either the S U or S B depending on which had the highest MLLFV (i.e., in the case not presented in the text, even if the S U is the best-fitting model in some or all of the 20 datasets for each DGP, we still used the S B distribution to calculate the premiums in this situation). In this case, the AAD between the S B -generated premium and the true premium (from an S U ) is large as well. This supports the notion that the S B per se may not be a good surrogate for S U when calculating premiums over 20 samples. In addition, although not reported here, we also considered the case of calculating the AFP based solely on a normal distribution when the true DGP is non-normal (i.e., beta or S U or S B ), and found that AFPs based on the normal distribution alone are also very imprecise. Results from this analysis are available from the authors upon request. 9 As in footnote 8, we did not explicitly present this in Table 4 , but we also considered the case when the true DGP is beta but the AFP is calculated based solely on an S B . The calculated AAD for this case is the one reported in the text. Again, results from this analysis are available from the authors upon request.
In short, the previously discussed empirical results support the theory-based hypothesis that the Johnson system is a fairly flexible parametric distribution model and can be used to fairly accurately estimate AFPs for crop insurance when the true underlying distribution of crop yields is unknown. Under such conditions, the results certainly demonstrate that the Johnson system should be preferred to the most commonly used parametric alternative, i.e., the beta distribution. Some measure of error should of course still be expected when using the Johnson system to estimate AFPs, but the magnitude of those errors seems to be reasonable. Specifically, when estimating an average AFP across 20 farm yield series (with 45 observations each), the Johnson system is shown to provide reasonably accurate estimates even if the true underlying distribution is not part of the Johnson family (say, a beta or a normal).
Conclusions and Implications
This study examines the flexibility of the Johnson system (i.e., the S U and S B distributions) by evaluating the accuracy of actuarially fair crop insurance premiums estimated on the basis of this system, when the true underlying yield distribution is not within the Johnson system. It is found that average AFPs calculated from the Johnson system are reasonably accurate estimates for the correct rates even when the true distribution underlying the data is a beta or a normal. The results imply that if an average premium rate is needed for a certain geographic area, the Johnson system can be used for reliably estimating this premium, provided that there are a sufficient number of farms to average across.
This may have strong implications in rating previously uninsured crops. Specifically, the average AFP for a particular base area (i.e., a county or a crop-reporting district) can be used as a basis for an Actual Production History (APH) crop insurance program (much like how the reference rate is now used in the current APH rating system). An individual risk classification system together with the average AFP calculated using the Johnson system can be used to generate individual rates.
10 10 In the current APH, a yield ratio (the ratio of individual yield and county yield) and an exponential curve is used as the individual risk One caveat about the results reported in this article is that the crop insurance rating performance of the Johnson system is only evaluated relative to hypothetical scenarios where the underlying yield distributions are beta or normal. Although the results are indicative of the potential of the Johnson system to approximate other parametric distributions for the purpose of crop insurance premium setting, further research is needed using other underlying distributions such as the Weibull, gamma, or more complex normal mixtures in order to fully confirm this potential.
