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1. INTRODUCTION
This paper is a direct sequel to our earlier work [GG]. We begin by
recalling the results obtained there brieﬂy. Let R be Coxeter’s order in
the -algebra of Cayley’s octonions [GG, p. 265]. This is a non-associative
ring with involution x → x¯, and the quadratic form   R →  deﬁned
by x = x · x¯ satisﬁes x · y = x · y. The triple R · is a
composition algebra over .
Let J2 be the free abelian group of 2 × 2 Hermitian symmetric matrices
with entries in R. The determinant gives a quadratic form det  J2 → ,
and the identity matrix I satisﬁes detI = 1. The triple J2 det I is a
pointed quadratic space over  and gives a Jordan algebra over 
 12  (or if
one prefers, a quadratic Jordan algebra over ).
Let J3 be the free abelian group of 3 × 3 Hermitian symmetric matr-
cies with entries in R. The determinant (miraculously) gives a cubic form
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det  J3 → . The identity matrix I, as well as the matrix
E =
 2 α α¯α¯ 2 α
α α¯ 2

with
α = 1
2
−1+ e1 + e2 + 


+ e7 ∈ R
both satisfy detI = detE = 1. The triples JI = J3 det I and JE =
J3 det E are pointed cubic spaces over . Using the polarizations I and
E (in the sense of [EG]), we may deﬁne symmetric bilinear forms TI and
TE on J3, as well as quadratic maps M → M# from J3 to J3. The 5-tuples
J det I#I TI and J3 det E#E TE deﬁne cubic norm structures over
, which give rise to Jordan algebras over 
 12  (or if one prefers, quadratic
Jordan algebras over ).
Now let A be the ring of integral elements in an e´tale quadratic or cubic
algebra k over . When A is quadratic, A · is a composition algebra,
and A 1 is a pointed quadratic space. When A is cubic, A 1
is a pointed cubic space, which gives rise to the cubic norm structure
A 1#Tr, where a · a# = a.
In our previous paper [GG], we counted the number of embeddings
A→ R of composition algebras, when A⊗  = 
A→ J2 of pointed quadratic spaces, when A⊗  = 2
A→ JI
A→ JE  of pointed cubic spaces, when A⊗  = 
3

This number is expressed in terms of the zeta function ζAs of A at s = −2
and s = −3. To be more precise, in the cubic case, what we computed is
the weighted sum
NA = 91 ·NA JI + 600 ·NA JE

of the numbers NA JI and NA JE of embeddings of A into JI and JE .
This reﬂects the fact that JI and JE , though inequivalent over , are iso-
morphic over p for all primes p. Moreover, it was shown in [GG, Lemma
2] that an embedding of the above pointed cubic spaces over  is always
an embedding of the corresponding cubic norm structures. Hence, what we
counted in the cubic case are embeddings of cubic norm structures.
The results of [GG] were obtained by applying the adelic framework of
Kneser, Tamagawa, and Weil (as described, for example, in Serre’s re´sume´
des cours [Se]), which reduces the counting of global embeddings to a prob-
lem of local embeddings (over p) and a comparison of two natural global
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measures. The local results were contained in [GG, Proposition 2], the
statement of which we now recall. Let G be the automorphism group of
R, J2, JI or JE over . Then G is a group over  in the sense of [G], and
is of type G2, B4, and F4, respectively. Let H be the stabilizer of a global
embedding. Then [GG, Proposition 2] states that for each prime p,
(i) Gp acts transitively on the set of embeddings over p, and
(ii) Hp is a special maximal parahoric subgroup of Hp.
The proof given in [GG] for this crucial local result is based on the
assertion that, among the smooth integral models H of H over p, the
orders #H/pn are largest when Hp is a special maximal compact
subgroup [GG, p. 277]. This is only true if we restrict attention to the class
of smooth group schemes over p associated to the parahoric subgroups of
Hp. However, since it is not a priori clear that the stabilizer H of an
integral embedding belongs to this class, the proof of Proposition 2 given
in [GG] is incomplete as it stands.
The present paper provides a complete proof of the above local result
and thus serves as an erratum to [GG]. When k is quadratic, this is achieved
using the results of Bruhat and Tits [BT2], who gave a description of the
parahoric subgroups of classical groups as the stabilizers of certain lattices
in the standard representation. When k is cubic, which is the main case
of interest in [GG], the relevant group H is a trialitarian form of Spin8,
which is not treated in [BT2]. In this case, we need to extend the results of
[BT2] to trialitarian groups, and the proof that Hp is a special maximal
compact subgroup occupies Sections 8–13. We refer the reader to Section 4
for a precise statement of the results.
2. CUBIC NORM STRUCTURES
In this section, we establish some notations and recall the basic objects
of interest in greater detail. Since the situation is entirely local, our nota-
tions will be somewhat different from those of the Introduction. The results
established in this paper hold over any non-archimedean local ﬁeld of char-
acteristic = 2 with the same proof, but we will restrict ourselves to working
over p for simplicity.
Let R be a maximal order in the (split) octonion algebra over p. It is
unique up to conjugacy by the automorphism group of R ⊗p [BS] and
can be obtained, for example, from Coxeter’s order over  [GG, p. 265] by
base extension to p. Since the octonion algebra here is split, an alternative
description, more convenient for computation, is obtained by taking R as
the p-lattice of integral matrices in the space of Zorn’s vector matrices
over p [KMRT, p. 507, Ex. 5]. We call this Zorn’s model for R. In any
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case, R is a non-associative ring with unit, equipped with an anti-involution
x → x¯, such that x · x¯ ∈ p. The quadratic form x = x · x¯ satisﬁes
x · y = x ·y
so that the triple R · is a composition algebra over p. The trace
Trx = x + x¯ is a linear form on the free p-module R, and the sym-
metric bilinear form associated to  is given by
T x y = Trx · y¯

The symmetric bilinear module RT  is nondegenerate or unimodular
over p.
Denote by J2 the additive group of 2 × 2 Hermitian symmetric matrices
with entries in R. Then J2 is a free p-module of rank 10. An element of
J2 has the form
m =
(
a x
x¯ b
)

with a b ∈ p and x ∈ R. Further, J2 is equipped with a nondenegerate
quadratic form
det  J2 → p
detm = ab−x
with associated nondegenerate symmetric bilinear form T . Let I be the
identity matrix. Then the triple J2 det I is a pointed quadratic space over
p. By abuse of language, we shall simply say that J2 is a pointed quadratic
space, suppressing the mention of det and I. Note that J2 gives rise to a
quadratic Jordan algebra [JM], so it makes sense to speak of the elements
mα for any positive integer α.
Denote by J3 the additive group of 3× 3 Hermitian symmetric matrices
with entries in R, so that J3 is a free p-module of rank 27. An element of
J3 has the form
m =
 a z y¯z¯ b x
y x¯ c
 
with a b c ∈ p, and x y z ∈ R. There is a natural cubic form on J3, given
by
det  J3 → p
detm = abc + Trxyz − a ·x − b ·y − c ·z
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and a natural nondegenerate symmetric bilinear form T , given by
T m1m2 = a1a2 + b1b2 + c1c2 + Trx1 · x¯2 + Try1 · y¯2 + Trz1 · z¯2

There is also a quadratic map # on J3 given by
m# =
 bc −x x · y − cz z · x− by¯x · y − cz¯ ca−y y · z − ax
z · x− by y · z − ax¯ ab−z
 

For mn ∈ J3, we set
m× n = m+ n# −m# − n#

Let I be the identity matrix. Then the 5-tuple J3 det I# T  is a cubic
norm structure over p. By a cubic norm structure over a ring A, we mean
a 5-tuple JN 1# T  consisting of
• a free A-module J,
• a cubic form N  J → A,
• an element 1 ∈ J,
• a quadratic map #  J → J, and
• a symmetric bilinear form T  J × J → A,
which satisﬁes
(i) N1 = 1 and 1# = 1,
(ii) x## = Nx · x,
(iii) T m 1 · 1 = 1×m+m for any m ∈ J,
(iv) over the ring A
λ, we have the identity
Nm+ λn = Nnλ3 + T mn#λ2 + T m# nλ+Nm

There are other possible deﬁnitions of a cubic norm structure; here we fol-
low the deﬁnition used in [KMRT]. We refer the reader to [KMRT, Sect. 38]
for other properties of cubic norm structures. As before, we shall simply say
that J3 is a cubic norm structure, suppressing the other ingredients. Again,
J3 gives rise to a quadratic Jordan algebra over p.
Remarks. (i) We do not require the symmetric bilinear form T to be
nondegenerate in the deﬁnition of a cubic norm structure, though this is
the case for the cubic norm structure J3 deﬁned above.
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(ii) As mentioned in the Introduction, it is possible to suppress T and
# in the datum deﬁning J3. Indeed, the pointed cubic space J3 det I is
admissible in the sense of Jacobson [J5]. To an admissible pointed cubic
space, Jacobson associates naturally a cubic norm structure (whose sym-
metric bilinear form T is nondegenerate). An automorphism of an admissi-
ble pointed cubic space is also an automorphism of the corresponding cubic
norm structures. However, we do not know whether an arbitrary morphism
of admissible pointed cubic spaces, which is not an isomorphism, necessarily
gives rise to a morphism of the corresponding cubic norm structures.
There is another model of the cubic norm structure J3 which is due to
Tits [KMRT, Sect. 39, p. 525]. This model is more useful for computation,
and we describe it brieﬂy. Let M3p be the p-algebra of 3× 3 matrices
with entries in p, with trace map Tr and determinant map det. Write ab for
the matrix multiplication of a b ∈ M3p, and a# for the adjoint matrix
of a. Consider the direct sum M3p+ ⊕M3p ⊕M3p of 3 copies of
M3p, where M3p+ denotes the ﬁrst copy. Set
e = I 0 0
Na b c = deta + detb + detc − Trabc
T a1 b1 c1 a2 b2 c2 = Tra1a2 + Trb1c2 + Trc1b2
a b c# = a# − bc c# − ab b# − ca

(2.1)
Then M3p3N e# T  is a cubic norm structure which is easily seen
to be isomorphic to J3 (using Zorn’s model for R). We shall call this the
Tits model for J3. It is clear from (2.1) that the Tits model can be deﬁned
over .
Let ! denote R, J2, or J3. Further, let F = !⊗p and κ = !⊗/p. By
Jacobson, for every element m of F or κ, one can speak of its characteristic
polynomial (sometimes called generic minimal polynomial), and its minimal
polynomial. For example, if ! = J3, then the characteristic polynomial of
m is the cubic polynomial
detλI −m = λ3 − T m Iλ2 + T m# Iλ+ detm

The identity component of the algebraic group of automorphisms of F
will be denoted by G and is the split group of type G2, SO9, and F4, respec-
tively. The stabilizer in G of the lattice ! is a smooth integral group scheme
G over p, which is the Chevalley model of G (see [G] for ! = R or J3; the
case ! = J2 can be checked easily). In particular, Gp is a hyperspecial
maximal compact subgroup of Gp.
Finally, let k be an e´tale quadratic or cubic algebra over p, with max-
imal order A, trace map Trk, and norm map k. In the case where k is
quadratic, the triple Ak · is a composition algebra over p, and the
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triple Ak 1 is a pointed quadratic space over p. Suppose now that k
is cubic. Then every x ∈ A has a charactristic polynomial λ3 − Trkxλ2 +
Skxλ−kx, for some Skx ∈ p. Set{
Tkx y = Trkxy
x# = x2 − Trkxx+ Skx

Then Ak 1# Tk is a cubic norm structure over p.
3. INTEGRAL EMBEDDINGS AND THE AFFINE SCHEME X
Henceforth, we ﬁx the e´tale p-algebra k and consider morphisms,
j  A −→ R of composition algebras;
j  A −→ J2 of pointed quadratic spaces;
j  A −→ J3 of cubic norm structures.
We call such a j an integral embedding.
Lemma 3.1. Integral embeddings exist.
Proof. This was checked in [GG, p. 276], but is even more obvious if
one uses Zorn’s model for R, and the Tits model for J3 introduced in the
previous section.
Our goal in this section is to deﬁne an afﬁne scheme X over p such that
Xp is precisely the set of integral embeddings. If k is a quadratic e´tale
algebra or a cubic ﬁeld, A is singly generated over p, say A = p
α.
To give a morphism j  A → !, it is necessary and sufﬁcient to specify
the image m ∈ ! of α. The element m must have the same characteristic
polynomial as α, and it is not difﬁcult to check that conversely, any such
element m of ! gives rise to a morphism j with jα = m. Hence, let X
be the closed subscheme of the afﬁne space ! consisting of elements with
the same characteristic polynomial as α. For example, when ! = J3, for any
p-algebra B, XB consists of those elements m of J3 ⊗ B satisfying
T m I = Trkα
T m# I = Trkα#
detm = kα

(3.2)
We stress that the afﬁne scheme X may a priori depend on the choice of
α, but for our purposes, this is not important.
Now suppose that k = p × k′, for some quadratic e´tale algebra k′, with
ring of integers Ak′ = p
α. To give a morphism j  A→ J3, it is necessary
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and sufﬁcient to specify m = j1 0 and n = j0 α. The elements m and
n must satisfy 
T m I = 1
m# = 0
T mn = 0
T n Im = I −m × n
T n I = Trk′ α
detm+ n = k′ α
(3.3)
since these are satisﬁed by 1 0 and 0 α in A. Conversely, it is not
difﬁcult to see that any pair mn satisfying the above gives a morphism
A→ J3. In the language of Jordan algebras, the ﬁrst two equations of (3.3)
say that m is a primitive idempotent; as an example, take
m =
 1 0 00 0 0
0 0 0
 

For this m, the next two equations of (3.3) simply say that the element n
lies in the sublattice J consisting of elements of the form
n =
 0 0 00 b x
0 x¯ c
 

Indeed, the two equations give a characterization of such elements in J3
[Sp, Proposition 10.3(ii)]. Note that J has a natural structure of a pointed
quadratic space over p, with quadratic form
n → detm+ n
and distinguished point I − m. This pointed quadratic space is in fact
isomorphic to J2; this is clear for the example above, and we shall see
in Proposition 5.3 that any primitive idempotent in J3 is conjugate to
the above m by an element of Gp. Now the last two equations of
(3.3) say that n determines an embedding Ak′ → J of pointed quadratic
spaces.
Hence, when k = p × k′, we deﬁne X to be the closed subscheme
of J3 × J3 such that for any p-algebra B, XB consists of those pairs
mn ∈ J3 ⊗ B2 satisfying the equations in (3.3). We note that here,
A is still singly generated over p, unless p = 2 and A = 2 × 2 × 2.
However, it is more convenient to deﬁne X as we have done, so as to apply
the results of [BT2] later.
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In all cases, for any p-algebra B, XB is the set of morphisms j 
A⊗B → !⊗B. If B is ﬂat over p, then these morphisms are injective, but
this need not be the case if B = A⊗ /p. For example, if k is a ramiﬁed
cubic ﬁeld, then X/p is the set of all elements x ∈ κ = ! ⊗ /p
which satisfy x3 = 0, and the subset of embeddings corresponds precisely
to the subset of those x for which x2 = 0. We have:
Lemma 3.4. The image of the reduction map
Xp → X/p
is precisely the subset of embeddings.
Proof. We give the proof in the case when k is a cubic ﬁeld; the other
cases are similar. To show that the image of the reduction map is contained
in the subset of embeddings, we need to show that
pJ3 ∩A = pA
when A is considered a sublattice of J3 by the integral embedding under
consideration. It is clear that pA ⊂ pJ3 ∩A. On the other hand, suppose
that a = p · m ∈ A ∩ pJ3. Then m ∈ k ∩ J3. Since the maximal order
A is characterized as the set of elements of k integral over p, we have
k ∩ J3 = A, and the desired inclusion follows.
Conversely, suppose that A = p
α, where α has characteristic polyno-
mial P . Suppose that m1 ∈ J3 has the property that m1 mod p has minimal
polynomial P (thus giving rise to an embedding modulo p). We show that,
for positive integers i, one can successively ﬁnd mi ∈ J3 such that{
Pmi = 0 mod pi
mi+1 = mi mod pi

The inverse limit of the mi’s then deﬁnes an element m of Xp such that
m = m1 mod p. Suppose we have found mi, and let mi+1 = mi + pini for
some ni ∈ J3 to be determined. From the deﬁning equations (3.2) for X,
we see that, for Pmi+1 to be divisible by pi+1, ni must satisfy equations
of the form 
T ni I = ai mod p
T nim1 = bi mod p
T nim21 = ci mod p
(3.5)
for some ai bi ci ∈ p. Since m1 mod p gives rise to an embedding, the
3 linear forms 
n → T n I
n → T nm1
n → T nm21
on J3 ⊗ /p are linearly independent, and hence we can always solve for
ni in (3.5). This proves the lemma.
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As a consequence, the reduction map is not always surjective, and X is
in general not smooth. In fact, the smooth locus of X × /p is precisely
the open subvariety of embeddings.
4. THE MAIN THEOREM
In this section, we shall state the main theorem of the paper. We have
deﬁned the afﬁne scheme X in the previous section. In all cases, it is clear
from the deﬁnition that G acts naturally on X. Let X be the generic ﬁber
of X. By results of Jacobson [J1, J2], X is a homogeneous space for G, and
by results of Jacobson [J1] and Soda [So], the stabilizer H of an element
of Xp is a quasi-simple linear algebraic group which is quasi-split and
of type given by
G H
G2 SU
k
3
SO9 SO
k
8
F4 Spin
k
8 

By Lemma 3.1, Xp is non-empty. Now ﬁx an arbitrary j0 ∈ Xp
and consider the morphism
f G −→ X
g → g · j0

Let LieG be the Lie algebra of G, and let T X be the tangent space of
X at the element j0 ∈ Xp. The morphism f induces a map of tangent
spaces
df  LieG −→ T X

Let H be the ﬁber of f over j0. It is an integral model for H, with Hp
equal to the stabilizer of j0 in Gp.
Having introduced such a large number of notations, the main result of
this paper can be neatly stated as:
Theorem 4.1. (i) The morphism f is smooth. In particular, H is a
smooth afﬁne group scheme over p.
(ii) Gp acts transitively on Xp.
(iii) Hp is a special maximal parahoric subgroup of Hp.
The proof of this theorem occupies the rest of the paper.
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5. SMOOTHNESS AND CONJUGACY
The goal of this section is to prove Theorem 4.1(i) and (ii). We ﬁrst make
a series of reductions through the following lemmas.
Lemma 5.1. To show the smoothness of f  G → X, it is necessary and
sufﬁcient to show the smoothness of f ×p and f × /p.
Proof. This is [EGA4, Proposition 17.8.2]. See also [GY, Lemma 5.5.1].
Lemma 5.2. Let l denote p or /p. To show that f × l is smooth, it
sufﬁces to show that the induced map on tangent spaces
df ⊗ l  LieG ⊗ l −→ T X ⊗ l
is surjective.
Proof. By [EGA4, Corollary 17.7.3], it sufﬁces to show the smoothness
of f × l¯, where l¯ is the algebraic closure of l. Then it sufﬁces to show
that f × l¯ is smooth at every closed point of G× l¯. Using translation, it is
enough to show that f × l¯ is smooth at the identity element. By [EGA4,
Theorem 17.11.1], this would follow if the induced map of tangent spaces
df × l¯ = df ⊗ l¯  LieG ⊗ l¯ −→ T X ⊗ l¯
is surjective. For this, it is clearly enough to check the surjectivity of
df ⊗ l.
Hence, to prove Theorem 4.1(i), it sufﬁces to consider the map df ⊗ l for
l = p and /p. In each case, we shall be able to compute the dimension
of T X ⊗ l; thus we are reduced to showing that the kernel of df ⊗ l has
the appropriate dimension. If charl = 2, many of the results we need
concerning Kerdf ⊗ l are due to Jacobson. To deal with the characteristic
2 case, we shall sometimes resort to the use of computer, though in the case
! = R or J2, everything can be checked by hand. We refer the reader to
the Appendix in Section 14 for the description of the computer calculations
we use below and simply note that in all these computations, Zorn’s model
for R and the Tits model for J3 are used in place of the usual models.
We now begin the proof of Theorem 4.1(i). First, consider the case when
k is a quadratic algebra or a cubic ﬁeld. Then X × l is a closed subscheme
of !⊗ l, so that T X ⊗ l can be regarded as a vector subspace of !⊗ l.
For example, if k is a cubic ﬁeld, and m0 = j0α, then T X ⊗ l is the
subspace of elements m ∈ J3 ⊗ l which satisfy
T m I = 0
T mm0 = 0
T mm#0  = 0
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Hence, T X ⊗ l is precisely the subspace of J3 ⊗ l which is orthogonal to
the image of j0 ⊗ l. This is also true in the quadratic case. By Lemma 3.4,
j0 ⊗ l  A⊗ l −→ J3 ⊗ l
is injective. It is thus easy to compute the dimension of T X ⊗ l.
Consider the case ! = R. Then T X ⊗ l has dimension 6, so we need
to show that Kerdf ⊗ l has dimension 8. If charl = 2, and A⊗ l is e´tale
(for example, if l = p), Jacobson showed that Kerdf ⊗ l is isomorphic
to 3 over the algebraic closure of l [J3, Proposition 3, p. 12]. This can also
be checked in the case of characteristic 2. If A⊗ l is non-e´tale, then one
can check that Kerdf ⊗ l is the derived algebra of a maximal parabolic
subalgebra of LieG ⊗ l = 2. In all cases, we see that Kerdf ⊗ l has
dimension 8.
The case when ! = J2 can also be checked easily. Here, the tangent
space T X ⊗ l has dimension 8; so we need to show that Kerdf ⊗ l has
dimension 28. We omit the details and simply describe the answers. If A⊗ l
is e´tale, then Kerdf ⊗ l is isomorphic to 	8 over the algebraic closure
of l. If A ⊗ l is non-e´tale, then Kerdf ⊗ l is the derived algebra of a
maximal parabolic subalgebra, with Levi subalgebra 	7. In all cases, we
ﬁnd that Kerdf ⊗ l has dimension 28.
Now suppose ! = J3 and k is a cubic ﬁeld. The tangent space T X ⊗ l
has dimension 24; so we need to show that Kerdf ⊗ l has dimension
28. If charl = 2, and A⊗ l is e´tale, Jacobson showed that Kerdf ⊗ l is
isomorphic to 
8 over the algebraic closure of l [J3, Sect. 5, Theorem 6],
and hence has dimension 28. The case of characteristic 2 can be checked
by computer. If A ⊗ l is non-e´tale, i.e., k is a ramiﬁed extension of p,
then nothing seems to be known about Kerdf ⊗ l even when charl = 2.
Here, we check by computer that Kerdf ⊗ l has dimension 28, and in the
Appendix (cf. Example 3), we describe in detail how the computation is
done here. Hence in all cases, we ﬁnd that Kerdf ⊗ l has the required
dimension.
Finally, we come to the case when k = p × k′, with k′ quadratic. We
ﬁrst prove the following proposition.
Proposition 5.3. Let Y be the closed subscheme of J3 consisting of prim-
itive idempotents, i.e., elements m satisfying{
T m I = 1
m# = 0

Let m0 ∈ Y p and consider the morphism
ϕ G −→ Y
g → g ·m0

cubic norm structures 375
Then
(i) ϕ is smooth.
(ii) Gp acts transitively on Y p.
(iii) Let H1 = ϕ−1m0. Then its generic ﬁber H1 is the group Spin9
and H1p is a hyperspecial maximal compact subgroup of H1p, i.e., H1
is the Chevalley group scheme of Spin9.
(iv) Let J be the sublattice of J3 consisting of elements n satisfying{
T m0 n = 0
T n Im0 = I −m0 × n

Then J has a natural structure of a pointed quadratic space, which is isomor-
phic to J2 and stable under H1. The restriction of H1 to J deﬁnes the natural
isogeny π  H1 → AutJ = SO9.
Proof Without loss of generality, we set
m0 =
 1 0 00 0 0
0 0 0
 ∈ J3

Then, as we have seen in Section 2, J is the sublattice consisting of elements
of the form
n =
 0 0 00 b x
0 x¯ c
 

All assertions of (iv) have been noted before, except for the last.
Let T Y  be the tangent space of Y at m0. By Lemmas 5.1 and 5.2, to
show that ϕ is smooth, it sufﬁces to show that the induced map on tangent
spaces
dϕ⊗ l  LieG ⊗ l −→ T Y  ⊗ l (5.4)
is surjective, for l = p and /p. Now the tangent space T Y  ⊗ l is the
subspace of those elements m ∈ J3 ⊗ l satisfying{
T m I = 0
m0 ×m = 0
(5.5)
which is precisely the subspace of elements of the form
m =
 0 z y¯z¯ 0 0
y 0 0
 
 (5.6)
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In particular, T Y  ⊗ l has dimension 16. Hence, to prove (i), we need to
show that the dimension of the kernel of dϕ ⊗ l is 36. If the characteris-
tic of l is not 2, then it is a result of Jacobson [J2, Chap. IX, Theorem 16,
p. 407] that the kernel of dϕ⊗ l is the Lie algebra 
9, which has dimen-
sion 36. If charl = 2, we verify the required result on the dimension
using the computer, as explained in Example 1 in the Appendix (actually
the computer veriﬁcation works over , and so it checks the result in all
characteristics). This proves (i), i.e., that ϕ is smooth.
By (i),H1 is smooth and each of its ﬁbers has dimension 36. By restricting
the action of H1 to J above, we obtain a morphism
η  H1 → AutJ
 (5.7)
One can check that the kernel of η is the ﬁnite group scheme µ2. Indeed,
let J ′ be the sublattice of elements of J3 satisfying (5.5); this is precisely the
sublattice of elements of the form in (5.6). Then H1 preserves J
′, and any
element g ∈ KerηB, where B is any p-algebra, is completely deter-
mined by its action on J ′ ⊗ B. One can then check that the action of
g ∈ KerηB on J ′ ⊗ B is scalar multiplication by some λ ∈ B satisfying
λ2 = 1, thus identifying Kerη with µ2. In fact, this can also be veriﬁed
using the computer, as we explain in Example 2 of Section 14.
Let H01 be the connected component of H1. Then the morphism
η× l  H01 × l → AutJ × l ∼= SO9
is an isogeny, since it has ﬁnite kernel and both sides are connected with
the same dimension. In fact, if charl = 2, it was shown by Jacobson [J2,
Chap. IX, Theorem 4, p. 376] that H1 × l is the group Spin9. In any case,
the above shows that the special ﬁber of the smooth group scheme H01
is reductive. By results of Bruhat and Tits [BT1], this implies that H1 is
connected, and H1p is a hyperspecial maximal compact subgroup of
H1p. Hence we have shown (iii), as well as the last assertion of (iv).
It remains to prove (ii). If m ∈ Y p, then Ym = f−1m is smooth
over p by (i). Hence the natural map Ymp → Ym/p is surjec-
tive, and to prove (ii), it sufﬁces to show that Ym/p is non-empty, or
equivalently, that G/p acts transitively on Y /p. By the above, we
certainly have
#Ym/p ≥ #G/p/#H1/p
with equality if and only if G/p acts transitively. But it was shown in
[J4, pp. 91–92] that
#Ym/p = #G/p/#H1/p
and hence (ii) is proved.
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We can now prove the smoothness of f when k = p × k′. Recall that
in this case, X is a closed subscheme of J3 × J3. Let π1 and π2 be the
projection maps onto the ﬁrst and second factor, respectively. Then π1
restricts to a map
π1  X → Y
where Y is as deﬁned in Proposition 5.3, and we have
ϕ = π1 ◦ f (5.8)
for the appropriate choice of m0. With H1 = ϕ−1m0, we can consider the
restriction of π2 ◦ f to H1. This gives a morphism
π2 ◦ f  H1 −→ J ⊂ J3 (5.9)
which by Proposition 5.3(iv) factors as
H1
π−→ AutJ f ′−→ X ′ ↪→ J (5.10)
where X ′ is the afﬁne subscheme of J parametrizing the embeddingsAk′ →
J of pointed quadratic spaces. Note that we have already shown that the
morphism f ′  AutJ → X ′ is smooth.
Now we need to show that Kerdf ⊗ l has dimension 28. By (5.8), we
have
Kerdf ⊗ l ↪→ Kerdϕ⊗ l = LieH1 ⊗ l

Indeed, from (5.10), it is precisely the kernel of df ′ ⊗ l ◦ dπ ⊗ l. If the
characteristic of l is not 2, then dπ ⊗ l is an isomorphism and Kerdf ′ ⊗ l
has dimension 28, and so we are done. There is a slight subtlety when
charl = 2: dπ ⊗ l has a 1-dimensional kernel, since µ2 is not smooth
over l. Nevertheless, it is easy to see that Kerdf ′ ⊗ l is not contained in
the image of dπ ⊗ l, so that the kernel of df ′ ⊗ l ◦ dπ ⊗ l does have
dimension 28, as required.
We have now proven Theorem 4.1(i) in all cases. Theorem 4.1(ii) now
follows from the following lemma, as in the proof of Proposition 5.3(ii):
Lemma 5.11. G/p acts transitively on the image of Xp in
X/p.
Proof. It sufﬁces to check that any two elements in X/p, whose
corresponding morphisms are embeddings, are conjugate under G/p.
If ! = R, the required result can be found in [KMRT, Corollary 33.21]
for A⊗ /p e´tale, and in [A, Theorem 2] for A⊗ /p non-e´tale. For
! = J2, the required result is essentially a consequence of Witt’s theorem
[B, p. 71, Theorem 1], and we omit the details.
378 gan and gross
Now consider ! = J3. If k = p × k′, then we have seen in the proof of
Proposition 5.3 that G/p acts transitively on the primitive idempotents
of κ, and the stabilizer is the group Spin9/p. This reduces us to the
case ! = J2, and the result follows from the fact that Spin9/p acts
transitively on G/p/H/p.
Finally, we consider the case when k is a cubic ﬁeld. If p = 2, then
the transitivity is a result of Jacobson [J2, Chap. IX, Theorem 10, p. 389].
If p = 2, let N be the order of the image of Xp in X/p. Then
certainly,
N ≥ #G/p/#H/p

Now a brute-force enumeration using the computer shows that in fact we
have equality above.
This concludes the proof of Theorem 4.1(i) and (ii).
6. THE LATTICE L = A⊥
It remains to prove Theorem 4.1(iii), i.e., that Hp is a special maximal
parahoric subgroup. In this section, we outline the strategy of the proof.
Fix an integral embedding j0 ∈ Xp, which induces an embedding of k
into F = !⊗p. We identify k with its image in F , and let k⊥ denote the
orthogonal complement of k with respect to the symmetric bilinear form
T . Then k⊥ is a rational representation of H. As we noted in the proof of
Lemma (3.4), it is clear that ! ∩ k = A. Let A∗ denote the dual lattice of
A in k. Then A∗ is equal to the inverse of the different ideal  of A. Set
L = ! ∩ k⊥
and let L∗ be the dual lattice of L in k⊥. We have:
Lemma 6.1. The lattice L∗ (respectively A∗) is the projection of ! onto
k⊥ (respectively k), and there is a natural isomorphism
θ  A∗/A ∼= L∗/L
of abelian groups. This isomorphism is induced by the map which, to x ∈ A∗,
assigns the unique y mod L satisfying x+ y ∈ !. The natural bilinear forms
T  A∗/A×A∗/A −→ p/p
L∗/L× L∗/L −→ p/p
satisfy
T θx θx′ = −T x x′ mod p
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Proof. Since
A+ L ⊂ ! ⊂ A∗ + L∗
projection onto the ﬁrst and second factor deﬁnes injections
!/A+ L ↪→
{
A∗/A
L∗/L

Hence,
N = #!/A+ L ≤
{#A∗/A
#L∗/L

On the other hand, since ! is unimodular with respect to T , we must have
#A∗/A ·#L∗/L = N2
so that the above two injections are isomorphisms. This proves the ﬁrst
assertion of the lemma, as well as the existence of θ. Finally, since x+ θx ∈
! for x ∈ A∗, we have
T x x′ + T θx θx′ = T x+ θx x′ + θx′ ∈ p
which proves the last assertion.
Let KL denote the the stabilizer of L in Hp. Clearly, Hp ↪→ KL.
Indeed we have:
Lemma 6.2. Hp = g ∈ KL  g − 1L∗ ⊂ L

Proof. If y ∈ L∗, then there exists x ∈ A∗ such that x + y ∈ !, by
Lemma 6.1. Since Hp is the subgroup of Hp which stabilizes !, for
g ∈ Hp, g − 1y = g − 1x + y lies in ! ∩ k⊥ = L, as required.
Conversely, any z ∈ ! can be expressed as x+ y with x ∈ A∗ and y ∈ L∗.
Hence, if g ∈ KL satisﬁes g − 1L∗ ⊂ L, then gz = z + gy − y ∈ !,
so that g stabilizes !.
With this lemma, our strategy to prove Theorem 4.1(iii) will be to show
that KL is a special maximal compact subgroup of Hp, and then to
identify those elements g ∈ KL which satisfy g − 1L∗ ⊂ L. In particular,
it sufﬁces to work with the lattice L in the representation k⊥ of Hp. It
will turn out that in fact Hp = KL in all cases, except when ! = J2 and
k is a ramiﬁed quadratic extension of p.
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7. THE GROUP SCHEME H: QUADRATIC CASE
In this section, we carry out the strategy laid out in the previous section
and prove Theorem 4.1(iii) when k is not a cubic ﬁeld.
We ﬁrst consider the case ! = R, so that H = SUk3 . The 6-dimensional
p-vector space k⊥ has the structure of an k-vector space. Indeed, if α ∈ k
and x ∈ k⊥, then one shows easily that α · x ∈ k⊥ [J1]. Further, L is an
A-submodule. There is a natural hermitian form on the k-vector space k⊥
deﬁned as follows. If x y ∈ k⊥, then write
x · y = −hx y + x× y
with hx y ∈ k and x × y ∈ k⊥. Then h is a hermitian form on k⊥ (see
[J1; KMRT, p. 507, Ex. 6]), and Jacobson showed in [J1] that the action
of H on k⊥ identiﬁes H with SUk⊥ h, the special unitary group of the
hermitian space k⊥ h. Moreover, if x y ∈ L, then hx y ∈ A∗, and
hx x = x ∈ p. Further, if we let
L˜ = x ∈ k⊥  hxL ⊂ A∗
then one sees easily that L˜ = L∗. We claim that the A-module L is a
maximal lattice in the hermitian space k⊥ h, maximal with respect to the
property that hx x ∈ p for all x ∈ L. Indeed, L must be contained in
some maximal lattice M , and M satisﬁes #M˜/M = #A∗/A (see [GHY,
Sects. 3 and 5]); hence the claim follows in view of Lemma 6.1.
By results of Bruhat and Tits [BT2], the stabilizer KL of the maximal
lattice L is a special maximal compact subgroup of Hp (see also [GHY,
Sect. 3]). Further, by [GHY, Lemma 5.6], any g ∈ KL satisﬁes
g − 1L˜ ⊂ L

Hence, in view of Lemma 6.2, Hp = KL and we have proven
Theorem 4.1(iii) in the case ! = R.
The case ! = J2 can be similarly treated, and we shall only give a brief
sketch. Here k⊥ det is a nondegenerate quadratic space, and via its action
on k⊥, H is identiﬁed with the special orthogonal group of this quadratic
space. One checks as above, using Lemma 6.1, that L is a maximal lattice
in k⊥. Again, by [BT2], KL is a special maximal compact subgroup (see
also [GHY, Sect. 6]). Let H1 be the smooth group scheme underlying the
special maximal compact subgroup KL by Bruhat–Tits theory, and let H
0
1 be
its connected component. Note that H1 is connected unless k is a ramiﬁed
quadratic extension, in which case H01 is of index two in H1. Now by [GHY,
Proposition 6.15], g ∈ KL satisﬁes g− 1L∗ ⊂ L if and only if g ∈ H01p.
Hence Hp = H01p is a maximal parahoric subgroup.
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Note that, up to conjugacy by the adjoint group, the special maximal
parahoric subgroup is uniquely determined, except in the case when ! = R
and k is a ramiﬁed quadratic extension, where there are two possibilities.
These two possibilities can be distinguished by their maximal reductive quo-
tient, which is either SL2 or SO3. The results of [BT2] showed that the
special maximal parahoric subgroup arising here is the one whose maximal
reductive quotient is SL2.
Finally, consider the case when k = p × k′, with k′ quadratic. Here,
the required result follows immediately from Proposition 5.3 and the result
for ! = J2 shown above; we leave the details to the reader. We have thus
proven Theorem 4.1 in all cases, except when k is a cubic ﬁeld.
8. SPRINGER DECOMPOSITION AND
TWISTED COMPOSITION
In the previous section, we have used crucially the results of Bruhat
and Tits [BT2], who described the building and the parahoric subgroups
of Hp in terms of the standard representation when H is a classical
group. Unfortunately, when k is a cubic ﬁeld, the group H is a trialitarian
form of Spin8, which is not covered in [BT2]. Hence, we need to extend the
results to [BT2] to such groups, and this is the objective of Sections 8–13.
Fortunately, all we need is to be able to detect the special maximal com-
pact subgroup and not an arbitrary parahoric subgroup; so it sufﬁces to
partially carry out the program of [BT2] for such groups (though it will be
interesting to carry out the full program).
In this section, we let k be an arbitrary e´tale cubic algebra (not neces-
sarily a ﬁeld), and ﬁx an integral embedding j0  A → J3, which induces
an embedding j  k→ F = J3 ⊗p. Our goal in this section is to describe
some very rich algebraic structures on k⊥, the orthogonal complement of k
in J3. It will turn out that H is the automorphism group of these structures.
We refer the reader to [KMRT, Sects. 36 and 38A] for more information
on the topics discussed below.
The orthogonal direct sum F = k⊕ k⊥ is known as the Springer decom-
position of F . The 24-dimensional vector space k⊥ has the additional struc-
ture of a k-module, deﬁned as follows. For λ ∈ k and x ∈ k⊥, the scalar
multiplication is given by
λ · x = −λ× x

Further, for x ∈ k⊥, if we write
x# = −Qx + ßx
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for Qx ∈ k and ßx ∈ k⊥, then Q is a quadratic form on the k-module
k⊥, and ß is a quadratic map of the p-vector space k⊥. These satisfy{
ßλ · x = λ# · ßx
Qßx = Qx#

Let {
Qx y = Qx+ y −Qx −Qy
ßx y = ßx+ y − ßx − ßy

Then we have
Qx ßx = detx · I

The 4-tuple k⊥ kQ ß forms what is known as a twisted composition
[KMRT, Sect. 36, p. 489].
As an example, suppose that k = p×p×p, embedded into J3⊗p
along the diagonal. Then k⊥ consists of elements of the form
x =
 0 x3 x2x3 0 x1
x2 x1 0

with xi ∈ R⊗p. The action of a = a1 a2 a3 ∈ k on x is given by
a · x =
 0 a3 · x3 a2 · x2a3 · x3 0 a1 · x1
a2 · x2 a1 · x1 0
 

The quadratic form Q is given by
Qx = x1x2x3
and the quadratic map ß is given by
ßx =
 0 x1 · x2 x1 · x3x2 · x1 0 x2 · x3
x3 · x1 x3 · x2 0
 

The action of H on k⊥ embeds H into the automorphism group of the
twisted composition k⊥ kQ ß Soda showed in [So] that H is a form of
Spin8. On the other hand, it was shown in [KMRT, Proposition 36.5] that
the automorphism group of the twisted composition is also a form of Spin8.
Hence the action of H on k⊥ identiﬁes H with the automorphism group of
k⊥ kQ ß.
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9. MORE ON A⊥
We continue with the notations of the previous section. Let L be the
lattice A⊥ = J3 ∩ k⊥. Then L becomes an A-submodule of k⊥, and on
restricting Q and ß to L, we obtain{
Q  L→ A∗
ß  L→ L∗

Let
L˜ = x ∈ k⊥  QxL ⊂ A∗ (9.1)
be the dual lattice of L relative to Q; then because
T = Trk ◦Q
(here, Q is the symmetric bilinear form) we ﬁnd that L˜ = L∗.
Assume now that k is a ﬁeld, and let π be a uniformizer of A. We shall
determine the structure of the A-module L∗/L when p = 3. Note that by
Lemma 6.1, we have an isomorphism of abelian groups
θ  A∗/A ∼= L∗/L

Hence, if k is unramiﬁed over p, L∗ = L. For the rest of this section,
assume that p = 3 and k is ramiﬁed. Then
A∗/A = A/ = π−2A/A
as A-modules, so that #L∗/L = p2. Now we have:
Lemma 9.2. If p = 2, then L∗/L ∼= A/π2 as A-modules. If p = 2, then
L∗/L ∼= A/π ×A/π as A-modules.
Proof. If p = 2, we need to show that πL∗ is not contained in L. Sup-
pose on the contrary that πL∗ ⊂ L. Then we deduce that QπL∗ L∗ ⊂ A∗,
so that QL∗ L∗ ⊂ π−3A. However, consider the element
x = π−2 + y ∈ J3
where y = θπ−2 ∈ L∗. Then from the fact that x# ∈ J3, we deduce that
Qy ∈ k has valuation −4. This contradiction proves the lemma when
p = 2. We leave the case of p = 2 to the reader.
If p = 2, the above lemma implies that L∗/L has a unique proper
A-submodule. Hence, there is a unique p-lattice L ⊂ M ⊂ L∗ stable
under A. Indeed, we have
M = πL∗ + L
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From this, it is easy to see that
T M ×M −→ p
and MT  is unimodular. Equivalently, QL∗ ⊂ A∗.
Recall that T induces a symmetric bilinear form
T  L∗/L× L∗/L −→ p/p

This actually takes values in p−1p/p, and L∗/L T  is a split rank 2
quadratic space over /p. As such, it has 2 isotropic lines. When
p = 2, the above lemma shows that there is a distinguished isotropic
line: the unique proper A-submodule M/L of L∗/L. The same is true of
the quadratic space A∗/AT , which is isomorphic to L∗/L−T  under
the map θ in Lemma 6.1.
It is natural to ask if θ is an isomorphism of A-modules when p = 2.
One can show that it is not so in general. However, we have:
Lemma 9.3. The map θ identiﬁes π−1A/A with M/L.
Proof. The proof here is similar to that of the previous lemma. Suppose
on the contrary that θ identiﬁesM/L with the other isotropic line in A∗/A.
This isotropic line is generated by an element x of valuation −2, so that
x + y ∈ J3 for some y ∈ M . From the fact that x + y# ∈ J3, we deduce
that Qy ∈ k has valuation −4. However, we have seen that Qy ∈ A∗
for all y ∈M . This contradiction proves the lemma.
Let KM be the stabilizer of M in Hp. When p = 2 3, Lemma 9.2
implies that KL ↪→ KM . Hence, Hp ⊂ KL acts on the lattices L, M , and
L∗. As a representation of KL = KL∗ , L/πL has a 1-dimensional submodule
πM/πL, and L∗/πL∗ has a 7-dimensional submoduleM/πL∗. On the other
hand, as a representation of KM ,
M/πM = L/πM ⊕ πL∗/πM

In the proof of Theorem 4.1(iii), we shall show that Hp = KL = KM
is s special maximal compact subgroup ofHp. The facts discussed in this
section will not be used in the actual proof. However, they provide us with a
better understanding of the special ﬁber of H and help to clarify the proof;
when suitably globalized, they provide an interesting way of constructing
certain Neimeier lattices, as discussed brieﬂy in [GG, Sects. 7 and 8].
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10. CYCLIC COMPOSITIONS
Henceforth, we assume that k is a cubic ﬁeld, with ring of integers A =
p
α. In this section, we further assume that k is Galois over p and ﬁx a
generator σ of the Galois group Galk/p. We remark that, although we
work over p, the results below are valid over any ﬁnite extension of p.
We have introduced the twisted composition k⊥ kQ ß in Section 8.
By [KMRT, Lemma 36.1], the 4-tuple
k⊥ k qβ = k⊥ k λ#σ αQ λσα · ß
where
λσα = σ2α − σα = 0
is again a twisted composition, and for various reasons, it is more conve-
nient to work with this renormalized twisted composition. As before, let{
qx y = qx+ y − qx − qy
βx y = βx+ y − βx − βy

Let SOq be the special orthogonal group of k⊥ q (a linear algebraic
group over k). Then H is precisely the subgroup of Resk/pSOq which
respects the map β. We remind the reader that we are trying to show
that KL is a special maximal compact subgroup of Hp. For this, it is
necessary for us to be able to decide if an element of SOqk is in Hp.
However, it is rather difﬁcult to work with the map β, and hence to check
whether an element of Resk/pSOq is in H or not.
Fortunately, there is a reﬁnement of the quadratic map β due to
Springer [KMRT, Proposition 36.12, p. 496]. More precisely, there is a
p-bilinear map
k⊥ × k⊥ → k⊥
x y → x ∗ y
which is σ-linear in x and σ2-linear in y, and such that
βx y = x ∗ y + y ∗ x

The composition ∗ satisﬁes various compatibility conditions with the quad-
ratic form q [KMRT, Sect. 36b, p. 495], and the 4-tuple k⊥ k q ∗ is called
a cyclic composition relative to σ . Explicitly, x ∗ y can be computed by
x ∗ y = λ−1σ · βα · x y − σ2α · βx y
= σ2α · ßx y − ßα · x y

(10.1)
386 gan and gross
If e1 
 
 
  e8 is a basis of the k-vector space k⊥, then the cyclic composi-
tion structure is completely determined by the products ei ∗ ej . Our goal in
the remainder of this section is to ﬁnd a nice basis of k⊥, with a particularly
simple multiplication table.
To this end, we need to be very explicit. For the purpose of computation,
it is more convenient to work with the Tits model for F = J3⊗p, obtained
from the Tits model for J3 introduced in Section 2 by base extension. Thus
F =M3p+ ⊕M3p ⊕M3p
the direct sum of three copies of the space 3 × 3 matrices with entries in
p, and the cubic norm structure M3p3N e# T  is deﬁned by the
equations in (2.1). Henceforth, we identify F with its Tits model.
To deﬁne an embedding of k into F , let k act on itself by left multipli-
cation. This gives an injection of k into Endpk, which we identify with
M3p+ using the basis 1 α α2. This gives an embedding
j  k ↪→ F

Further, we also have a group homomorphism Galk/p → Autpk,
given by the action of Galk/p on k. Writing σ for the image of σ in
M3p+, we have a decomposition of vector spaces
M3p+ = k⊕ kσ ⊕ kσ2

which realizes M3p+ as a cyclic algebra, with σaσ−1 = σa for a ∈ k.
With these identiﬁcations, we see that
k⊥ = kσ ⊕ kσ2 ⊕M3p ⊕M3p

Moreover, the k-vector space structure of k⊥ is given by
λ · a1σ + a2σ2 b c = σ2λa1σ + σλa2σ2 λb cλ

Let ei j denote the 3× 3 matrix whose i j-entry is 1, and whose other
entries are zero. Then a basis of the 8-dimensional k-vector space k⊥ is
given, for i = 1 2 3, by 
ei = 0 0 ei 3
e−i = 0−e1 i 0
e4 = λ−1σ ασ 0 0
e−4 = λ−1σ ασ2 0 0

From the deﬁnition of q, one checks that ei e−i i = 1 2 3 4 forms a
Witt basis for the quadratic space k⊥ q, that is,
qei ej = δi−j 
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TABLE I
Mulitplication Table for ei ∗ ej
e1 e2 e3 e4 e−1 e−2 e−3 e−4
e1 0 e−3 −e−2 0 −e−4 0 0 −e1
e2 −e−3 0 e−1 0 0 −e−4 0 −e2
e3 e−2 −e−1 0 0 0 0 −e−4 −e3
e4 −e1 −e2 −e3 e−4 0 0 0 0
e−1 −e4 0 0 −e−1 0 e3 −e2 0
e−2 0 −e4 0 −e−2 −e3 0 e1 0
e−3 0 0 −e4 −e−3 e2 −e−1 0 0
e−4 0 0 0 0 −e−1 −e−2 −e−3 e4
In particular, the quadratic space k⊥ q is split.
After a lengthy computation using (10.1), one can work out the multi-
plication table for the basis ei with respect to the composition ∗. This
is given in Table I. One observes that this multiplication table agrees with
that of the standard basis elements of the split para-Cayley algebra [KMRT,
Sect. 34A], as given, for example, in [Gar, Sect. 1]. In other words, the p-
span of the elements ei is the split para-Cayley algebra with respect to the
composition ∗, and the cyclic composition k⊥ q ∗ is the one arising nat-
urally from this, in the sense of [KMRT, Sect. 36.11]. Now H is precisely
the algebraic subgroup of Resk/pSOq which respects the composition ∗,
and with the multiplication table above, it is not too difﬁcult to check if an
element g of SOqk lies in Hp; it sufﬁces to check that g preserves
the 64 products ei ∗ ej .
11. A COHERENT SYSTEM OF E´PINGLAGE
In this section, we describe a coherent system of e´pinglage for H, in
the sense of [BT1, Sect. 4.1.16], using the results of the previous section.
Writing Hk for H × k, there is a canonical embedding H ↪→ Resk/pHk,
with H the subgroup ﬁxed by the natural action of Galk/p. By deﬁ-
nition, to give a coherent system of e´pinglage for H is the same as giv-
ing a Chevalley–Steinberg system of e´pinglage for Resk/pHk in the sense
of [BT1, Sect. 4.1.3]. Now, by [KMRT, Proposition 36.18], we have:
Lemma 11.1. Resk/pHk can be realized as an algebraic subgroup of
Resk/pSOq3 in the following way. For any p-algebra k′, Resk/pHkk′
is the subgroup consisting of g1 g2 g3 ∈ SOqk⊗ k′3 such that
g1x ∗ y = g2x ∗ g3y for all x y ∈ k⊥ ⊗ k′
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The group Galk/p ∼= /3 operates on Resk/pHk by cyclic permutation.
The algebraic subgroup ﬁxed by the action of Galk/p isH, and this realizes
the canonical embedding H ↪→ Resk/pHk.
Without loss of generality, we suppose that σ acts by
σ  g1 g2 g3 → g3 g1 g2

Note that the map
pr  g1 g2 g3 → g1
realizes Resk/pHk as the simply connected cover of Resk/pSOq.
As in [BT2, Sect. 1.14], the Witt basis ei determines a maximal
torus Resk/pT of the group Resk/pSOq, as well as a system of
e´pinglage for the root subgroups relative to Resk/pT . More precisely, for
a1 a2 a3 a4 ∈ Resk/p4m, the map
ta1 a2 a3 a4  ei → a=ii · ei (11.2)
where =i is the sign of i, is an element of Resk/pT , which identiﬁes
Resk/pT with Resk/p
4
m. Moreover, for ﬁxed i j = ±1±2±3±4, there
is a corresponding root subgroup Ui j relative to Resk/pT , whose k
′-points
are the maps
ui jx  er →

er if r = i j;
ei + x ◦ e−j if r = i;
ej − x ◦ e−i if r = j,
(11.3)
for x ∈ Resk/pak′, and
ui j  Resk/pa → Ui j
is an e´pinglage for Ui j . Note that Ui j = Uj i, and the two e´pinglages ui j
and uj i differ up to sign. One checks easily that this system of e´pinglage
for Resk/pSOq is a Chevalley system, in the sense of [BT1, Sect. 3.22].
A Chevalley system of e´pinglage for Resk/pSOq induces one on the sim-
ply connected cover Resk/pHk: one simply takes pr
−1Resk/pT  as the
maximal torus Zk for Resk/pHk, and the e´pinglage is given by pr
−1 ◦ ui j ,
which makes sense since pr is an isomorphism on root subgroups. By abuse
of notation, we shall write Ui j and ui j instead of pr−1Ui j and pr−1 ◦ui j
for the corresponding root subgroup and e´pinglage of Resk/pHk with
respect to Zk.
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Now one checks that Zk is stabilized by the action of Galk/p. The
subgroup of ﬁxed points is thus a maximal torus Z for H. In fact, for any
p-algebra k′,
Zk′ = taa/µµ/σaσ2a σ2a/σa  a ∈ k⊗ k′ µ ∈ k′ (11.4)
which identiﬁes Z with m×Resk/pm, and the maximal split torus S ⊂ Z
with 2m. The fact that Zk is stabilized by Galk/p implies that the root
subgroups Ui j are permuted by Galk/p. Using Table I, another lengthy
computation shows that the e´pinglages ui j are also permuted (up to sign)
by Galk/p. For example, one checks that
u−1 2x u−1 2σ2x u−1 2σx ∈ Resk/pHk
so that
σ ◦ u−1 2 ◦ σ−1 = u−1 2

Similarly, one has
u−3−2x u−4 1σ2x u1 4σx ∈ Resk/pHk
so that 
σ ◦ u−3−2 ◦ σ−1 = u1 4
σ ◦ u1 4 ◦ σ−1 = u−4 1
σ ◦ u−4 1 ◦ σ−1 = u−3−2

In other words, ui j is a Chevalley–Steinberg system of e´pinglage. Recall
that the relative root system @ of H is of type G2. Let a and b be (a
choice of) the long and short simple roots of @, respectively. Each element
r of @ indexes a root subgroup Ur of H relative to S. Then the following
proposition is the result of the above considerations and gives a coherent
system of e´pinglage for these root subgroups.
Proposition 11.5. The root subgroups corresponding to the long positive
roots of @ can be chosen to be
Uap = u−12x  x ∈ p
Ua+3bp = u1−3x  x ∈ p
U2a+3bp = u2−3x  x ∈ p

The root subgroups corresponding to short positive roots can be chosen to be
Ubp = u−3−2xu−4 1σ2xu1 4σx  x ∈ k
Ua+bp = u−1−3xu−4 2σ2xu2 4σx  x ∈ k
Ua+2bp = u2 1xu4−3σ2xu−3−4σx  x ∈ k
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The root subgroups corresponding to negative roots are similarly described. The
collection
ua = u−1 2 u−a = u1−2
ua+3b = u1−3 u−a−3b = u−1 3
u2a+3b = u2−3 u−2a−3b = u−2 3
ub = u−3−2 · u−4 1 ◦ σ2 u−b = u3 2 · u4−1 ◦ σ2
· u1 4 ◦ σ · u−1−4 ◦ σ
ua+b = u−1−3 · u−4 2 ◦ σ2 u−a−b = u1 3 · u4−2 ◦ σ2
· u2 4 ◦ σ · u−2−4 ◦ σ
ua+2b = u2 1 · u4−3 ◦ σ2 u−a−2b = u−2−1
· u−3−4 ◦ σ · u−4 3 ◦ σ2 · u3 4 ◦ σ
forms a coherent system of e´pinglage for H relative to S. Here, if r is a long
root, ur  a → H, whereas if r is short, ur  Resk/pa → H.
The maximal split torus S and the long root subgroups of H can be very
easily described in terms of their action on k⊥. Indeed, the stabilizer in
H of the embedding M3p+ ↪→ F is isomorphic to SL3, the action of
g ∈ SL3 being given by
a b c → a bg−1 gc

The maximal split torus S is then the diagonal torus in SL3, and the long
root subgroups of H are those of SL3 relative to the diagonal torus. For
i = ±4, the lines k · ei are precisely the non-trivial weight spaces of S, and
hence are canonically determined. Moreover, the lines k · e±4 are precisely
the two isotropic lines in the orthogonal complement of k in M3p+.
Remarks. We stress again that, though we have restricted ourselves
to the base ﬁeld p in the above exposition, the results established in
Sections 10 and 11, as well as their proofs, remain valid over any ﬁnite
extension of p (indeed, over any ﬁeld of characteristic = 2). This remark
is necessary because in Section 13, we will need to apply the above results
on e´pinglage over a quadratic extension of p.
12. THE GROUP SCHEME H: GALOIS CASE
In this section, we prove (ﬁnally) Theorem 4.1(iii) for k a cubic ﬁeld
which is Galois over p. We maintain the notations of the last section.
As we have seen, ui j is a Chevalley–Steinberg system of e´pinglage
for Resk/pHk, whose associated coherent system of e´pinglage is given in
Proposition 11.5. By [BT1, Theorem 4.2.4], the natural valuation ϕ˜ of root
datum associated to ui j (which gives a hyperspecial point of the apart-
ment of Zk) descends to a valuation ϕ of the root datum associated to
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urr∈@, which is a special point on the apartment of S [BT1, Sect. 4.3.4].
Hence, the stabilizer of ϕ in Hp is a special maximal compact subgroup
K of Hp, which contains the subgroups Z0 (the maximal compact sub-
group of Zp), urp for r long, and urA for r short. Since H is
simply connected, these subgroups generate K. Moreover, let M be the lat-
tice generated by the Witt basis ei, and let KM be the stabilizer of M in
Hp. Then it is easy to see, using (11.2), (11.3), and (11.4), that K ⊂ KM ,
and hence K = KM . In other words, KM is a special maximal compact sub-
group of Hp. It will turn out that if p = 2 3, then this lattice M is the
one introduced in Section 9, after Lemma 9.2 (provided we start with an
integral embedding j in the construction of the last 2 sections).
So far, the choice of α ∈ k in the above considerations is not important.
We now choose α such that A = p
α. Then A = k ∩ J3, so that j is
an integral embedding. Let L = k⊥ ∩ J3. If L˜ is the dual lattice of the
A-lattice L relative to q, then it is easy to see that L˜ = L∗ (and this L˜ is
the same as the one introduced in (9.1). Now one checks that
L =
{
v =∑
i
ai · ei ∈M  ordka4 − a−4 ≥
1
2
· ordkA∗
}


Note that ordkA∗ is an even integer since k/p is Galois, and if p = 3,
it is equal to 0 or 2, depending on whether k is unramiﬁed or not. Using
Proposition 11.5 and (11.3), one checks that any element g of the sub-
group Z0, urp for r long or urA, for r short, stabilizes L, and satisﬁes
g − 1L˜ ⊂ L. In particular, by Lemma 6.2, we conclude that
Hp = KL = KM = K
is a special maximal compact subgroup of Hp. Observe that if k is
unramiﬁed over p, Hp is hyperspecial.
We have thus proven Theorem 4.1(iii) in the case when k is a cubic
Galois extension of p.
13. THE GROUP SCHEME H: NON-GALOIS CASE
We now consider the case when k/p is a non-Galois ﬁeld extension.
Let k′ be the Galois closure of k in a ﬁxed algebraic closure  p of p.
Then there is a quadratic extension l of p such that k′ is the compositum
of k and l in  p. Let
!τ" = Galk′/k = Gall/p
and ﬁx a generator σ of Galk′/l. By the remark at the end of Section 11,
the desired results hold for H × l, and the main purpose of this section is
to descend those results from l to p.
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Let k = p
α, so that k′ = l
α. As in Section 10, the choice of α
determines an embedding
j  k ↪→M3p+ ↪→ F
so that k⊥ has the structure of a twisted composition k⊥ kQ ß. Extend-
ing scalars to l gives an embedding
j′  k′ ↪→ F ′ = F ⊗ l
and the twisted composition k′⊥ k′Q′ ß′. In view of the remark at the
end of Section 11, all the constructions of Sections 10 and 11 can be carried
out over l with respect to the Galois extension k′/l, the generator σ , and
the embedding j′ determined by the choice of α. We shall indicate these
constructions by a dash. In particular,
M3l′ =M3p ⊗ l = k′ ⊕ k′σ ⊕ k′σ2
and we have the renormalized twisted composition k′⊥ k′ q′ β′, with
the Witt basis e′i i = ±1±2±3±4 for the quadratic space k′⊥ q′
over k′.
The elements of M3l or F ′ which are in M3p or F can be recovered
as the ﬁxed points of an action of Gall/p. The action of τ on M3l is
given by
a+ bσ + cσ2 → τa + τcσ + τbσ2

Hence the action of τ on k′⊥ is given by∑
i
ai · e′i → −τa4 · e′−4 − τa−4 · e′4 +
∑
i =±4
τai · e′i

We thus conclude that
M3p = a+ bσ + cσ2 ∈M3l  a ∈ k and c = τb ∈ k′
and
k⊥ = x = a · e′4 − τa · e′−4 +
∑
i =±4
ai · e′i  a ∈ k′ and ai ∈ k

The quadratic form q′ = λ#σ αQ′ on k′⊥ is deﬁned over k, since λ#σ α ∈ k,
and thus descends to give a quadratic form q on k⊥, explicitly given by
qx = −l/pa + a1a−1 + a2a−2 + a3a−3

In particular, one sees that the quadratic space k⊥ q is not split. Note
however that the map β′ = λσα · ß′ does not descend to a map on k⊥,
since λσα /∈ k, though of course the line spanned by β′ is τ-stable.
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Having described the action of τ on k′⊥, we have an action of τ on
Resk′/pSOq′, having Resk/pSOq as its group of ﬁxed points, which is
given by
g → τ ◦ g ◦ τ

This induces an action of τ on Resk′/pHk′ (which is a subgroup of
Resk′/pSOq′3 by Lemma 11.1), having Resk/pHk as its group of ﬁxed
points.
From Section 11, we have a Chevalley–Steinberg system of e´pinglage
u′i j for Resk′/lHk′ . Let ui j = Resl/pu′i j be the corresponding e´pinglage
for Resk′/pHk′ . As we have seen in Section 11, the ui j ’s are permuted
by Galk′/l. To show that it is a Chevalley–Steinberg system, it remains
to check that they are permuted by the action of τ described in the last
paragraph. One checks this by a straightforward but lengthy computation,
which we will not reproduce here. In conclusion, we obtain from ui j
a coherent system of e´pinglage for H, and these are given by the same
formulas in Proposition 11.5. The only point to note is that because k/p
is non-Galois, for x ∈ k, σx and σ2x are not in k.
Now let M be the A-lattice of k⊥ generated by the ei’s, for i =
±1±2±3, and the elements of the form a · e4 − τa · e−4 for a ∈ Ak′ .
Then, as in Section 12, we conclude that KM is a special maximal compact
subgroup of Hp and is generated by the subgroups Z0, urp for r
long and urA for r short.
Taking α to satisfyA = p
α, we have k∩ J3 = A, so that j is an integral
embedding. One checks that
L = k⊥ ∩ J3
= a · e4 − τa · e−4 +
∑
i =±4
ai · ei ∈M  ordk′ a− τa ≥ ordk′λσα

If l/p is unramiﬁed, then A ⊗ Al = Ak′ , and so ordk′λσα is half the
valuation of the different ideal of k′/l. This is not the case if l/p is
ramiﬁed (which can only happen when p = 3). One can also describe
L˜ = L∗ explicitly. Using these descriptions, and the formulas in (11.3) and
Proposition(11.5), one checks by a direct computation that every element
g ∈ KM stabilizes L and satisﬁes g− 1L˜ ⊂ L. In particular, by Lemma 6.2,
Hp = KL = KM
is a special maximal compact subgroup of Hp. This completes the proof
of Theorem (4.1)(iii).
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APPENDIX: MACHINE COMPUTATIONS
In this Appendix, we describe the machine computations used in various
parts of the paper. These were carried out with the help of Jiu-Kang Yu.
We ﬁrst describe the typical problem. Suppose that  is a Lie subalgebra
of EndV , where V is a vector space of dimension m over an arbitrary
ﬁeld l. For v ∈ V , let
φ  → V
be the evaluation map X → Xv.
Problem. Show that Kerφ has dimension n.
This is of course a problem in linear algebra. To obtain the desired result
on a computer, we ﬁrst deﬁne the problem over . In other words, let M
be a free -module, and  ⊂ EndM a Lie subalgebra. For v ∈ M , let
@  →M be the evaluation map X → Xv. Suppose that
V =M ⊗ l
 = ⊗ l
φ = @⊗ l

Then, thinking of an element X of  as an m×m matrix Xij with entries
in , the requirement that @X = 0 ∈ J ⊗ l is equivalent to a system of
linear equations
FkXij = 0 ∈ J ⊗ l
in the entries of X. We think of Fk as an element in ∗ = Hom
and let ∗ be the sublattice of ∗ generated by Fk. Then to show that
Kerφ has dimension n, it certainly sufﬁces to show that ∗ is a direct
summand of ∗ of rank equal to dim − n. It is this last step that can be
carried out by the computer.
For our applications, let J3N e# T  be the Tits model over , deﬁned
as in Section 2. In particular, J3 =M33. Let e1 e2 


 e27 be the nat-
ural basis of J3. The automorphism group G of the cubic norm structure
J3 is the Chevalley group over  of type F4. Hence its Lie algebra LieG
is a direct summand of EndJ3 of rank 52. More precisely, if · · · is the
symmetric trilinear form associated to the cubic form N , then LieG is the
sublattice of EndJ3 deﬁned by
Xei ej ek + eiXej ek + ei ejXek = 0
for distinct i j k ∈ 1 2 
 
 
  27
eiXej ej + 12 · Xei ej ej = 0 for distinct i and j
1
2 · Xei ei ei = 0
Xe = 0
where e = e1 + e5 + e9 is the element I 0 0.
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We now highlight 3 examples of computation needed in the paper.
Example 1. In the proof of Proposition (5.3), we have the map
(cf. (5.4))
dϕ⊗ l  LieG ⊗ l → T Y  ⊗ l ⊂ J3 ⊗ l
which is the evaluation map at a primitive idmepotent m0. We want to show
that the kernel has dimension 36. To deﬁne the problem over , let
 = LieG
M = J3
v = e1
where LieG and J3 are the -models deﬁned above. Here, e1 =
e1 1 0 0 ∈ J3, where e1 1 is the 3 × 3 matrice whose 1 1st entry is 1,
and whose other entries are 0. Let @   → J3 be the evaluation map at
e1. The computer checks that the lattice ∗ is indeed a direct summand of
rank 16, as required.
Example 2. In the proof of Proposition (5.3), we also need to consider
the map over p (cf. (5.7)),
η  H1 → AutJ
and show that its kernel is the ﬁnite group scheme µ2. For this, one consid-
ers the induced map dη on the Lie algebras, and it is required to show that
dη⊗ l is an isomorphism if charl = 2 and has a 1-dimensional kernel if
charl = 2.
In Example 1, the kernel  of @ provides a -model for LieH1 ⊗ l. An
integral model J for J ⊗ l can be described concretely as the sublattice of
J3 consisting of elements of the form
 0 0 00 a22 a23
0 a32 a33
 
 b11 b12 b130 0 0
0 0 0
 
 c11 0 0c21 0 0
c31 0 0

 

In other words, an integral model J for J ⊗ l is the lattice with basis
B = e5 e6 e8 e9 e10 e11 e12 e19 e22 e25

The kernel of dη ⊗ l consists of those elements X ∈  ⊗ l satisfying
Xei = 0, for ei ∈ B. Hence, we deﬁne the problem over  by taking
 = 
M = J10
v = e5 e6 e8 



 e25
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We need to show that the evaluation map @ is injective on reduction
modulo p, for p = 2, and that @ (mod 2) has a 1-dimensional kernel.
The computer checks that the lattice ∗ ⊂ ∗ has determinant 2, so that
∗/∗ ∼= /2. This implies the desired result.
Example 3. We consider the situation in the proof of Theorem 4.1(i)
given in Section 5. More speciﬁcally, consider the case when k is a ramiﬁed
cubic extension of p. Write A = p
α, where α has minimal polyno-
mial x3 + ax2 + bx + c, an Eisenstein polynomial. Let j0 be the integral
embedding deﬁned by
α →

 0 0 −c1 0 −b
0 1 −a
  0 0
 ∈ J3

Now we need to consider the map
df ⊗ /p  LieG ⊗ /p→ T X ⊗ /p
and show that its kernel is 28-dimensional. Over the residue ﬁeld /p,
the morphism j0 is given by
α → α0 =

 0 0 01 0 0
0 1 0
  0 0
 

Hence, we can deﬁne the problem over  by taking
 = LieG (as deﬁned before Example 1);
M = J3 (the Tits model over 
v = α0

The computer veriﬁes that the lattice ∗ is a direct summand of ∗ of rank
24, as required. Unlike the previous 2 examples, where the computation is
only needed for l = /2, we need to consider all primes p in this last
example.
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