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GENERALIZING THE LINEARIZED DOUBLING APPROACH AND
NEW MINIMAL SURFACES AND SELF-SHRINKERS VIA DOUBLING
NIKOLAOS KAPOULEAS AND PETER MCGRATH
Abstract. The linearized doubling approach (LD) was introduced by NK in order to enable new
doubling constructions, where by “doubling constructions” we mean here constructions of new
smooth embedded minimal surfaces resembling two copies of a given minimal surface Σ joined by
many small catenoidal bridges. In the LD approach an intermediate step is introduced: in this step
families of “LD solutions” on Σ are constructed, where an LD solution ϕ is a solution with loga-
rithmic singularities of the linearized equation (∆ + |A|2 + Ric(ν, ν) )ϕ = 0. The LD approach was
initially developed under the simplifying assumption that there is an ambient symmetry exchanging
the sides of Σ, and was applied in an article of NK and a further article of the authors to doubling
constructions of the equatorial two-sphere in the round three-sphere.
In Part I of this article we generalize the LD approach to apply (under reasonable assumptions)
to doubling arbitrary closed minimal surfaces in arbitrary Riemannian three-manifolds without any
symmetry requirements. More precisely, we prove a general theorem which states that given a
family of LD solutions satisfying certain conditions, a new minimal surface can be constructed via
doubling, with catenoidal bridges replacing the singularities of an LD solution. Surprisingly the lack
of symmetry does not affect the nature of the families of LD solutions required. The proof of the
theorem and the construction however require many new ideas. This theorem not only generalizes
the approach to the general case, but also reduces doubling constructions to constructions of suitable
families of LD solutions, a much easier, but still very hard, problem.
The construction of the required LD solutions is currently understood only when Σ and the
ambient manifold possess O(2) symmetry and the number of bridges is chosen large enough along
O(2) orbits. Such cases are similar to our earlier work on doublings of Σ = S2 ⊂ S3, and the surfaces
constructed are symmetric under a large finite subgroup of O(2), but not under O(2). In this spirit,
in Part II of this article we combine the theorem in Part I with the LD solutions constructed in
our earlier work, with appropriate minor modifications, to construct new self-shrinkers of the mean
curvature flow via doubling the spherical self-shrinker and new complete embedded minimal surfaces
of finite total curvature in the Euclidean three-space via doubling the catenoid. Furthermore in a
continuation under preparation of this article, we construct new self-shrinkers of the mean curvature
flow via doubling the Angenent torus and new free boundary minimal surfaces in the unit ball via
doubling the critical catenoid.
1. Introduction
The general framework.
Existence results for minimal surfaces have played a fundamental role in the development of the
theory of minimal surfaces and Differential Geometry in general. Particularly important are the
cases of embedded minimal (hyper)surfaces in Euclidean spaces or their quotients, embedded closed
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minimal (hyper)surfaces in the round spheres, properly embedded compact free boundary minimal
(hyper)surfaces in Euclidean balls, closed embedded self-shrinkers for the mean curvature flow, and
general closed embedded minimal (hyper)surfaces in closed Riemannian manifolds. Geometers have
worked intensely on these directions and is worth mentioning indicatively a small sample of non-gluing
results: by Scherk [38], by Lawson [35], by Hsiang [17], by Karcher-Pinkall-Sterling [34], by Hoffman-
Meeks [15], by Fraser-Schoen [12], by Hoffman-Traizet-White [16], by Marques-Neves [36], by Song
[40], and by Chodosh-Mantoulidis [7].
Gluing constructions by Partial Differential Equations methods have been very successful also and
hold further great promise. They are of two kinds: desingularization constructions [24, 18, 28, 32, 29]
where the new surfaces resemble the union of given minimal surfaces intersecting along curves except
in the vicinity of the intersection curves where they resemble singly periodic Scherk surfaces, and
doubling constructions [33, 44, 11, 31, 27, 30] where the new surfaces resemble two (or more) copies
of a given minimal surface joined by small catenoidal bridges; see also the survey articles [25, 26].
It is worth mentioning some of their advantages, as follows. They provide new surfaces which are
almost explicit and their topology and geometry is well understood. They are well suited therefore
for establishing the existence of infinitely many topological types of some kind of minimal surfaces.
The new surfaces have low area (close to the area of the ingredients) and have to be included in
classifications by increasing area. The constructions can be adjusted to many different situations.
Finally doubling constructions—but not desingularization constructions so far—are very promising
in high dimensions, where very few existence results exist: for example in Euclidean spaces the only
complete embedded examples of finite topology are classical (the plane and the high-dimensional
catenoid). Moreover new hypersurfaces obtained by gluing should be smooth in all dimensions.
Historically, Gluing Partial Differential Equations methods have been applied extensively and with
great success in Gauge Theories by Donaldson [10], Taubes [41, 42, 43], and others. The particular
kind of methods discussed here originate from Schoen’s [39] and NK’s [19], especially as they evolved
and were systematized in [21, 22, 23]. In the first doubling constructions [33] the catenoidal bridges
were attached to parallel copies of the given minimal surface to construct the initial surfaces, one of
which was perturbed then to minimality. This approach is sufficient in highly symmetric cases where
horizontal forces are not allowed by the symmetry, and the new surface modulo the symmetry is quite
simple—although the constructions are still highly nontrivial [33, 44, 31].
For more general doubling constructions NK introduced a new approach called Linearized Doubling
(LD) [27]. The LD approach was originally applied to construct doublings of a great two-sphere S2
in the round three-sphere S3 but can be described for any given minimal surface Σ [27, Remark 3.21]
embedded in a Riemannian three-manifold N , provided there is an isometry of N fixing Σ pointwise
and exchanging its sides: in this approach Linearized Doubling (LD) solutions are converted to “initial
surfaces” which are approximately minimal. An LD solution ϕ is a singular solution on Σ of the
linearized equation LΣϕ = 0, where LΣϕ := (∆+ |A|2+Ric(ν, ν) )ϕ. The singularities are logarithmic
and an alternative description of an LD solution is to say that it is a linear combination of Green’s
functions for LΣ on Σ. The initial surface corresponding to ϕ consists of the graphs of ϕ and −ϕ,
except in the vicinity of each singular point, where it smoothly transits to a catenoidal bridge of size
equal to the strength of the logarithmic singularity with the aid of certain local functions in finite
dimensional spaces K̂[L] whose purpose is to adjust the asymptotics.
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The LD solutions used are approximately balanced, that is they satisfy approximately a finite
number of “matching conditions” [27, Definitions 3.3 and 3.4], some linear and some nonlinear. In the
LD approach a suitable family of LD solutions is constructed first, and then it is proved that one of
the corresponding initial surfaces can be corrected to minimality providing the desired new minimal
surface. This effectively reduces the doubling constructions to the construction of suitable families
of LD solutions and is similar in spirit to the reductions of the constructions in [39, 19, 20, 5, 4] to
constructions of suitable graphs, the LD solutions playing the role of the graphs.
The construction of approximately balanced LD solutions is much harder than the construction
of balanced graphs, which is to be expected since LD solutions involve Partial Differential Equations
while graphs elementary geometry. In the original article [27] this was carried out only in two cases:
when the singularities lie on two parallel circles of S2, and when they lie on the equatorial circle and the
poles. In [30] this is extended by the authors, to an arbitrary number of circles, optionally including
the poles. In both cases the constructions of the LD solutions make heavy use of the rotational
symmetry of S2 and can be modified to apply to any O(2)-invariant Σ ⊂ N . Actually in [27, 30] the
construction of LD solutions is reduced to the construction of what we called “rotationally invariant
linearized doubling (RLD) solutions” [30, Definition 3.5], which being O(2)-invariant, satisfy an ODE
instead of a PDE and can be understood by using appropriate flux quantities.
Brief discussion of the results.
In Part I of this article we generalize the LD approach to apply (under reasonable assumptions) to
doubling an arbitrary closed minimal surface Σ embedded in an arbitrary Riemannian three-manifold
(N, g), without any symmetry requirements. More precisely, we prove a general Theorem 4.31 which
states that given a family of LD solutions on Σ satisfying certain conditions, a new minimal surface
can be constructed via doubling, with catenoidal bridges replacing the singularities of the LD solution.
The construction of the initial surfaces is similar but more complicated than in [27, 30], and it involves
elevating and tilting parameters for the catenoidal bridges.
More precisely each initial surface still contains the graphs of ϕ and −ϕ away from the singularities,
where ϕ is an LD solution, and it still smoothly transits to a catenoidal bridge of size equal to the
strength of the logarithmic singularity with the aid of certain local functions in finite dimensional
spaces K̂[L] (see 3.14.iii) whose purpose is to adjust the asymptotics. The difference now is that
each catenoidal bridge is elevated and tilted relative to Σ as dictated by elevation and tilt parameters
κ = (κ⊥, κ) defined in 3.18. This introduces dislocations which in accordance with the “geometric
principle” [25, 26] allow us to deal with the antisymmetric component of the obstructions involved.
Surprisingly the lack of symmetry does not affect the nature of the families of LD solutions required
or the mismatch operator 3.8, so the LD solutions and their study are not sensitive to whether the
sides of Σ are symmetric or not. The proof of the theorem and the construction however require many
new ideas which relate to the parameters for the catenoidal bridges and the mean curvature induced
by the general Riemannian metric.
Theorem 4.31 not only generalizes the LD approach to the general case, but also makes the reduction
to LD solutions explicit and systematic, unlike in [27, 30], where the reduction was described case
by case. Theorem 4.31 is therefore a very powerful tool, which we expect will be used from now on
to reduce any doubling construction to the construction of an appropriate family of LD solutions,
which is a much easier—but still very hard—problem. Besides the many applications of Theorem 4.31
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to various concrete constructions, it provides also an important step towards a “general” doubling
theorem.
The construction of the required LD solutions is currently understood only when Σ and the ambient
manifold possess O(2) symmetry and the number of bridges is chosen large enough along O(2) orbits.
Such cases are similar to our earlier work on doublings of Σ = S2 ⊂ S3, and the surfaces constructed
are symmetric under a large finite subgroup of O(2), but not under O(2). In this spirit, in Part II
of this article we combine Theorem 4.31 in Part I with the LD solutions constructed in our earlier
work, with appropriate minor modifications, to construct new self-shrinkers of the mean curvature
flow via doubling the spherical self-shrinker in Theorem 6.67, and new complete embedded minimal
surfaces of finite total curvature with four catenoidal ends in the Euclidean three-space via doubling
the catenoid in Theorem 7.53. Furthermore in a sequel of this article, which is under preparation, we
construct new self-shrinkers of the mean curvature flow via doubling the Angenent torus [1], and new
free boundary minimal surfaces in the unit ball via doubling the critical catenoid. More applications
of Theorem 4.31 will be described elsewhere.
Outline of the approach.
As we have already discussed the initial surfaces do not only depend on the parameters of the
corresponding LD solutions but also on elevation and tilt parameters corresponding to appropriately
relocating the catenoidal bridges relative to Σ. Unlike in [27] where the catenoidal bridges were defined
to be exactly minimal, in this article we give them a much simpler definition which however makes
them only approximately minimal. Their definition is given in terms of a system of suitably defined
cylindrical Fermi coordinates centered at a singular point p ∈ Σ of the corresponding LD solution ϕ:
we define the catenoidal bridge K[p, τp, κp] to be the image in N of a region of a Euclidean catenoid
of size τp and center and axis determined by κp in these Fermi coordinates.
An important task is to estimate the mean curvature on a catenoidal bridge K = K[p, τp, κp]. This
is done in two steps. First, we decompose the metric ĝp of N in the vicinity of p as ĝp = g˚p + hp,
where g˚p = g|p and write the mean curvature induced by ĝp in terms of certain tensors induced by
hp on K. Second, using properties of cylindrical Fermi coordinates, we estimate these tensors on K in
terms of the geometry of N and Σ near p.
It turns out that dominant terms in the mean curvature of a K[p, τp, κp] arise from the second
fundamental form of Σ when AΣ
∣∣
p
does not vanish. This is consistent with estimates for bridges
defined over the Clifford torus in S3(1) studied in [33]. These estimates are not themselves good
enough for our purposes (although they were in [33] because of the symmetries enforced), and it is
essential to observe (cf. 2.28 and 2.30) that the projection of the mean curvature on to the first
harmonics of a K satisfies better estimates.
Because of this feature, the weight used to measure the first harmonics on the catenoidal regions
in the definition of the weighted Ho¨lder norms on the initial surfaces (see 3.28) is more stringent than
the weight associated to the zeroth and higher Fourier modes. The global Ho¨lder norms also measure
functions defined on the graphical regions of the initial surfaces with this stronger weight. This is
another departure from [33] and is more consistent with the definition of the global norms in [27,
4.12]. In particular we note that the linearized doubling approach undertaken here gives improved
estimates for the graphical regions in the setting of doubling the Clifford Torus in [33].
We now discuss Part II of this article. A large part of the effort in estimating the LD solutions,
as in [30], lies in understanding and estimating in detail the RLD solutions. Achieving this is helped
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by the observation that the class of LD solutions is invariant under conformal changes of the intrinsic
metric of the surface, which allows us to estimate the RLD and LD solutions in each of situations we
consider on the flat cylinder. Actually, since the catenoid is conformally isomorphic to S2eq, we can
use families of RLD and LD solutions constructed in [30] (there applied to doublings of S2eq) as well as
the estimates derived there without modification as the basis for the constructions of initial surfaces
for catenoid doublings.
The main tool that allows us to study the LD solutions in terms of their associated RLD solutions
is a scale invariant flux Fφ which amounts to the logarithmic derivative of the RLD solution φ. As in
[30], the balancing and unbalancing questions for the RLD solutions are studied systematically using
the fluxes. More specifically, the family of RLD solutions is built around an RLD solution whose fluxes
at any two latitudes where bridges are placed in the corresponding initial surface are equal, and the
unbalancing parameters are used, along with an additional parameter to control the overall scale, to
prescribe up to error terms (see 6.57) the mismatch of the associated LD solutions.
The LD and RLD solutions for the spherical shrinker are structurally quite similar to their coun-
terparts for S2eq studied in [30]. This can be attributed to the similarity between the (appropriately
scaled) linearized operators, which are ∆+2 for S2eq and ∆+4 for the spherical shrinker, and the fact
that 4 is between the first two nonzero eigenvalues of the Laplacian on S2.
Organization of the presentation.
In Section 2 we study the geometry of tilted catenoids in R3 and in a general Riemannian 3-
manifold N3. In 2.12 we estimate the asymptotics of the graph functions corresponding to catenoids
in R3 whose axes have been tilted slightly from the vertical, and in 2.28 and 2.30, we prove estimates
for the mean curvature of tilted catenoidal bridges in N3.
In Section 3 we review and generalize as needed definitions related to LD solutions from [27] and
[30]. In 3.18 we define the elevation and tilt parameters which govern the placement of the catenoidal
bridges in the vicinity of L and in 3.21 we define initial surfaces constructed from gluing tilted catenoids
to graphs of appropriately modified LD solutions. In 3.28 we recall weighted Ho¨lder norms analogous
to the ones defined in [27] which depend on a weight γ ∈ (1, 2) and define new weighted Ho¨lder norms
which depend on weights γ and γ′ := γ − 1. Section 3 concludes with 3.32, a global estimate of the
mean curvature on the initial surfaces.
Section 4 is devoted to the linear theory on the initial surfaces. This section is modeled on the
corresponding section of [27] with a few notable differences. In 4.13 we solve the linearized equation
over the initial surfaces modulo K[L] with estimates using the global norms with the γ weight, and
in 4.16 we adapt the argument to solve the linearized equation with estimates using the global norms
with both weights γ and γ′.
In Appendix A we define the cylindrical Fermi coordinates we use to define the catenoidal bridges
and catalog in A.9 some useful estimates. Appendix B is devoted to studying “tilted graph functions”
uκ which arise from rotating slightly the graph of a function u defined on a domain ofR
2 and culminates
in the estimate in B.9. In Appendix C we compare the geometries of a hypersurface Sn−1 in a manifold
Nn induced by Riemannian metrics g and ĝ := g + h. In Lemma C.4 we define a decomposition of h
on S and prove a formula expressing the mean curvature ĤS computed with respect to ĝ in terms of
the tensors from the decomposition and the mean curvature HS computed with respect to g. In C.10
and C.11 respectively we estimate the differences of the Laplacians on S induced by ĝ and g and the
differences of the norm squared of the second fundamental forms. Finally, in Appendix D we adapt
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some weighted decay estimates for solutions of elliptic equations similar to estimates in other gluing
constructions to the setting at hand.
General notation and conventions.
In comparing equivalent norms we will find the following notation useful.
Definition 1.1. We write a∼
c
b to mean that a, b ∈ R are nonzero of the same sign, c ∈ (1,∞), and
1
c ≤ ab ≤ c.
We use the standard notation
∥∥u : Ck,β(Ω, g )∥∥ to denote the standard Ck,β-norm of a function
or more generally tensor field u on a domain Ω equipped with a Riemannian metric g. Actually the
definition is completely standard only when β = 0 because then we just use the covariant derivatives
and take a supremum norm when they are measured by g. When β 6= 0 we have to use parallel
transport along geodesic segments connecting any two points of small enough distance and this may
be a complication if small enough geodesic balls are not convex. In this paper we take care to avoid
situations where such a complication may arise and so we will not discuss this issue further.
We adopt the following notation from [27] for weighted Ho¨lder norms.
Definition 1.2. Assuming that Ω is a domain inside a manifold, g is a Riemannian metric on the
manifold, k ∈ N0, β ∈ [0, 1), u ∈ Ck,βloc (Ω) or more generally u is a Ck,βloc tensor field (section of a
vector bundle) on Ω, ρ, f : Ω → (0,∞) are given functions, and that the injectivity radius in the
manifold around each point x in the metric ρ−2(x) g is at least 1/10, we define∥∥u : Ck,β(Ω, ρ, g, f)∥∥ := sup
x∈Ω
∥∥u : Ck,β(Ω ∩Bx, ρ−2(x) g)∥∥
f(x)
,
where Bx is a geodesic ball centered at x and of radius 1/100 in the metric ρ
−2(x) g. For simplicity
we may omit any of β, ρ, or f , when β = 0, ρ ≡ 1, or f ≡ 1, respectively.
f can be thought of as a “weight” function because f(x) controls the size of u in the vicinity of the
point x. ρ can be thought of as a function which determines the “natural scale” ρ(x) at the vicinity
of each point x. Note that if u scales nontrivially we can modify appropriately f by multiplying by
the appropriate power of ρ. Observe from the definition the following multiplicative property:
(1.3)
∥∥u1u2 : Ck,β(Ω, ρ, g, f1f2 )∥∥ ≤ C(k) ∥∥u1 : Ck,β(Ω, ρ, g, f1 )∥∥ ∥∥u2 : Ck,β(Ω, ρ, g, f2 )∥∥ .
Our arguments will require extensive use of cut-off functions, and it will be helpful to adopt the
following.
Definition 1.4. We fix a smooth function Ψ : R→ [0, 1] with the following properties:
(i) Ψ is nondecreasing.
(ii) Ψ ≡ 1 on [1,∞) and Ψ ≡ 0 on (−∞,−1].
(iii) Ψ− 12 is an odd function.
Given a, b ∈ R with a 6= b, we define smooth functions ψcut[a, b] : R→ [0, 1] by
(1.5) ψcut[a, b] := Ψ ◦ La,b,
where La,b : R→ R is the linear function defined by the requirements L(a) = −3 and L(b) = 3.
Clearly then ψcut[a, b] has the following properties:
(i) ψcut[a, b] is weakly monotone.
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(ii) ψcut[a, b] = 1 on a neighborhood of b and ψcut[a, b] = 0 on a neighborhood of a.
(iii) ψcut[a, b] + ψcut[b, a] = 1 on R.
Suppose now we have two sections f0, f1 of some vector bundle over some domain Ω. (A special
case is when the vector bundle is trivial and f0, f1 real-valued functions). Suppose we also have some
real-valued function d defined on Ω. We define a new section
(1.6) Ψ [a, b; d ] (f0, f1) := ψcut[a, b ] ◦ d f1 + ψcut[b, a] ◦ d f0.
Note that Ψ[a, b; d ](f0, f1) is then a section which depends linearly on the pair (f0, f1) and transits
from f0 on Ωa to f1 on Ωb, where Ωa and Ωb are subsets of Ω which contain d
−1(a) and d−1(b)
respectively, and are defined by
Ωa = d
−1
(
(−∞, a+ 1
3
(b− a))
)
, Ωb = d
−1
(
(b− 1
3
(b− a),∞)
)
,
when a < b, and
Ωa = d
−1
(
(a− 1
3
(a− b),∞)
)
, Ωb = d
−1
(
(−∞, b+ 1
3
(a− b))
)
,
when b < a. Clearly if f0, f1, and d are smooth then Ψ[a, b; d ](f0, f1) is also smooth.
We introduce some convenient notation.
Notation 1.7. For X a subset of a manifold Σ and h a Riemannian metric on Σ, we write dΣ,hX for the
distance function from X , with respect to h. We define a tubular neighborhood of X by
DΣ,hX (δ) :=
{
p ∈ Σ : dΣ,hX (p) < δ
}
.
If X is finite we just enumerate its points in both cases. For example, dΣ,hq (p) is the geodesic distance
between p and q and DΣ,hq (δ) is the geodesic ball in Σ of center q and radius δ. We may omit Σ or h
from the superscript when the context is clear. 
Notation 1.8. For (N, g) a Riemannian manifold, we denote expN,g the exponential map, and for
p ∈ N expN,gp the exponential map at p. We may omit N or g from the superscript when the context
is clear. 
Definition 1.9. Given a function f on a domain Ω of a two-sided hypersurface Σ of a Riemannian
manifold (N, g), we define GraphN,gΩ (f) by
GraphN,gΩ (f) =
{
expN,gq
(
f(q) ν|q
)
: q ∈ Ω
}
.
Definition 1.10 (tilting rotations Rκ). Let κ : V → V ⊥ be a linear map, where V is a two-di-
mensional subspace of a three-dimensional Euclidean vector space W and V ⊥ denotes the orthogonal
complement of V inW . If κ 6= 0, we define Rκ to be the rotation ofW about the line kerκ characterized
by Rκ(Pκ) = {(p, κ(p)) : p ∈ Pκ}, where Pκ is either of the two half-planes satisfying Pκ ⊂ V and
∂Pκ = kerκ. If κ = 0, we define Rκ := IdW .
By choosing a unit normal vector to V , we can identify κ with an element of V ∗.
Definition 1.11 (tilted graph functions). Let u be a function defined on a domain Ω of V . If
Rκ(GraphΩu) is the graph of a function defined on a domain of V , we call this function Tiltκ(u).
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Part I: Generalizing the Linearized Doubling Approach
2. Tilted Catenoids
Tilted catenoidal graphs in TpN
3.
Convention 2.1. Throughout the first part of this article, let Σ be a closed and embedded surface
in a Riemannian manifold (N3, g). For simplicity of notation we assume that Σ is two-sided and we
have chosen a unit normal field ν. This restriction however is artificial and can be easily removed.
Throughout, we denote LΣ := ∆Σ + |AΣ|2 +RicN (νΣ, νΣ).
Definition 2.2 (Cylindrical Fermi coordinates about Σ). Fix p ∈ Σ, δ̂p := injp(N), a normal ball
DΣp (δ̂p) around p, a system of geodesic polar coordinates (r, θ) on D
Σ
p (δ̂p), let U
p
Σ := D
TpΣ
0 (δ̂p), and let
{~er, ~eθ} be a positively oriented orthonormal frame on UpΣ \ {p}, where ~er and ~eθ are parallel to ∂r and
∂θ. It is useful also to define Cartesian coordinates (x, y) := (r cos θ, r sin θ) on D
TpΣ
0 (δ̂p). Fix ap > 0
small enough that (recall A.4) EΣ,N,gp : U
p
Σ × (−ap, ap)→ N3 is a diffeomorphism onto its image. On
Up := UpΣ × (−ap, ap) ⊂ TpN3, define Riemannian metrics g˚p, ĝp, and a symmetric two-tensor hp by
g˚p := g|p = dr2 + r2dθ2 + dz2, ĝp :=
(
EΣ,N,gp
)∗
g, hp := ĝp − g˚p.
Define a metric ĝΣp and a symmetric two-tensor h
Σ
p on U
p
Σ by ĝ
Σ
p =
(
expΣp
)∗
g and hΣp = hp|Up×{0} .
Notation 2.3. Let Cyl := S1 × R ⊂ R2 × R be the standard cylinder and (s, ϑ) the standard coor-
dinates on Cyl defined by considering the parametrization ΘCyl : R
2 → Cyl given by ΘCyl(s, ϑ) :=
(cosϑ, sinϑ, s). Given s ∈ R or an interval I ⊂ R we use the notation Cyls and CylI to denote
respectively {ΘCyl(s, θ) ⊂ Cyl} and {ΘCyl(s, θ) ⊂ Cyl : s ∈ I}. 
Cyl is endowed with the flat product metric χ given by
(2.4) χ := ds2 + dϑ2.
We define a diffeomorphism X
K̂
: Cyl → K̂[p, τ ], where K̂[p, τ ] is a catenoid of waist radius τ in
TpN
3 ∼= TpΣ ⊕ R, by (where below (x, y) are Euclidean coordinates on TpΣ as in 2.2 and z is the
standard coordinate on R)
(2.5)
X
K̂
◦ΘCyl(s, ϑ) = (x(s, ϑ), y(s, ϑ), z(s, ϑ)) = (ρ(s) cosϑ, ρ(s) sinϑ, z(s)),
where ρ(s) := τ cosh s, z(s) := τ s.
From now on we will use X
K̂
to identify K̂[p, τ ] with Cyl; s and ϑ can then be considered as coordinates
on K̂[τ ]. From (2.5), the induced Euclidean metric g
K̂
on K̂[p, τ ] is
g
K̂
= ρ2(s)
(
ds2 + dϑ2
)
= ρ2 χ.(2.6)
Alternatively the part above the waist can be given as a radial graph of a function ϕcat = ϕcat[τ ] :
[τ,∞)→ R defined by
(2.7)
ϕcat[τ ](r) := τ arccosh
r
τ
= τ
(
log r− log τ + log
(
1 +
√
1− τ2r−2
))
= τ
(
log
2r
τ
+ log
(
1
2
+
1
2
√
1− τ
2
r2
))
.
By direct calculation or balancing considerations we have for future reference that
(2.8)
∂ϕcat
∂r
(r) =
τ√
r2 − τ2 .
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Lemma 2.9 ([27, Lemma 2.25]). ‖ϕcat(r)− τ log 2rτ : Ck( (9τ,∞) , r, dr2, r−2 ) ‖ ≤ C(k) τ3.
Lemma 2.12 below produces asymptotics in the spirit of Lemma 2.9 for graph functions of catenoids
whose axes have been slightly tilted.
Definition 2.10 (Tilted catenoidal graphs). Given (κ⊥, κ) ∈ R ⊕ T ∗pΣ, define ϕ±cat[τ, κ⊥, κ] : TpΣ \
D0(9τ)→ R in the notation of Definition 1.11 by ϕ±cat[τ, κ⊥, κ] := Tilt±κ(ϕcat[τ ] ◦ d0)± κ⊥.
Convention 2.11. We fix now some small α > 0 which we will assume as small in absolute terms as
needed. 
Lemma 2.12 (Tilted catenoid asymptotics).∥∥∥∥ϕ+cat[τ, κ⊥, κ]− τ log 2rτ − κ⊥ − κ : Ck (D0(8τα) \D0(9τ), r, g, r−2)
∥∥∥∥ ≤ C(k)(|κ| + τ)3.
Proof. By the triangle inequality, the left hand side above is bounded by
‖ϕ+cat[τ, 0, κ]− ϕ+cat[τ, 0, 0]− κ‖+
∥∥∥∥ϕ+cat[τ, 0, 0]− τ log 2rτ
∥∥∥∥ ,
where each norm is the Ck
(
D0(8τ
α) \D0(9τ), r, g, r−2
)
norm. Using B.9 we estimate
‖ϕ+cat[τ, 0, κ]− ϕ+cat[τ, 0, 0]− κ : Ck (D0(8τα) \D0(9τ), r, g) ‖ ≤ C(k)(τ | log τ | + |κ|)3.
The lemma follows from combining the above estimates with Lemma 2.9. 
Mean curvature on tilted catenoids in N3.
Definition 2.13 (Tilted catenoidal bridges in TpN
3 and in N3). Given p ∈ Σ, τ > 0, and κp =
(κ⊥, κ) ∈ R⊕ T ∗pΣ, define the elevated ant tilted catenoidal immersion XK̂[p, τ, κp] : Cyl→ TpN by
X
K̂
[p, τ, κp] = Rκ ◦XK̂[τ ] + κ⊥e3,
where Rκ was defined in 1.10. Assuming now τ and |κ| + |κ⊥| small enough, we define catenoidal
bridges K̂[p, τ, κp] ⊂ TpN and K[p, τ, κp] ⊂ N centered at p and tilted and translated by κp to be the
images of {ΘCyl(s, θ) ∈ Cyl : τ cosh s < 2τα} under XK̂[p, τ, κp] and EΣ,N,gp ◦XK̂[p, τ, κp] respectively.
Remark 2.14. Note that Definitions 2.10 and 2.13 are compatible in the sense that (recall also 1.9)
GraphNΩ
(
ϕ+cat[τ, κp] ◦ (expΣp )−1
) ∪GraphNΩ (−ϕ−cat[τ, κp] ◦ (expΣp )−1) ∪K[p, τ, κp]
defines a smooth, connected surface with boundary in N , where here Ω = DΣp (8τ
α) \DΣp (9τ).
The goal of this section is to estimate the mean curvature of a tilted bridge K[p, τ, κp] ⊂ N . Since
(Up, ĝp) is isometric to a neighborhood of p in N containing K[p, τ, κp], it suffices to estimate the
mean curvature H K̂,ĝp of K̂[p, τ, κp] computed with respect to the metric ĝp on TpN
3. Appendix C
allows us to express H K̂,ĝp in terms of H K̂,˚gp and certain tensors defined on K̂; because the metric g˚p
is Euclidean, H K̂,˚gp = 0 and the task is reduced to estimating the tensors defined on K̂. To motivate
the discussion, we first consider the simplest situation in two model cases.
Example 2.15 (Mean curvature on catenoidal bridges over S2eq ⊂ S3(1)). Let Σ be the equatorial
two-sphere S2eq and N be the round three-sphere S
3(1) ⊂ R4. Given p = (0, 0, 1, 0), let K := K[p, τ, 0].
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From A.6, the metric in cylindrical Fermi coordinates (r, θ, z) about Σ at p and the induced metric on
K are
ĝp := cos
2 z
(
dr2 + sin2 r dθ2
)
+ dz2,
ĝKp = r
2(1 − tanh2 s sin2 z)ds2 + cos2 z sin2 r dθ2,
where z = τs on K. A calculation shows ν̂K = (tanh s ∂z − sec2 z sech s ∂r)/
√
1 + tan2 z sech2 s. We
compute ÂK via the formula ÂK =
(
Xk,αβ + Γ
k
lmX
l
,αX
m
,β
)
ĝknν̂
ndxαdxβ , where X = XK[p, τ, 0] is as
in 2.13, we have renamed the cylinder coordinates (x1, x2) := (s, θ), and Greek indices take the values
1 and 2 while Latin indices take the values 1, 2, 3, corresponding to the coordinates r, θ, z. Using the
preceding and the Christoffel symbols in A.6, we find
ÂK =
[
τ2 tanh s
(
tan z + 12 sinh
2 s sin 2z
)− τ] ds2 + 12 (sin 2r sech s + sin2 r sin 2z tanh s) dθ2√
1 + tan2 z sech2 s
= (1 +O(z2))
(
τ(−ds2 + dθ2) +O(r2z)ds2 +O(r3 + r2z)dθ2) ,
where in the second equality we have estimated using that
√
1 + tan2 z sech2 s = 1 + O(z2) and that
1
2 sin 2r sech s = τ+O(r
3). Finally, using that r2gss = 1+O(z2) and r2gθθ = 1+O(z2+r2) we estimate
r2ĤK = O
(
τz2 + r2|z|+ τr2) .
Example 2.16 (Mean curvature on catenoidal bridges over the Clifford torus in S3(1)). Identifying
R4 ≃ C2 ⊃ S3(1), let Σ = {(z1, z2) ∈ C2 : |z1| = |z2| = 1/
√
2} be the Clifford torus and N be S3(1).
Given p = (1/
√
2, 1/
√
2) ∈ Σ, let K := K[p, τ, 0]. From A.5, the pullback metric in Fermi coordinates
(x, y, z) and the induced metric on K are
ĝp := (1 + sin 2z)dx
2 + (1− sin 2z)dy2 + dz2,
ĝKp = r
2(ds2 + dθ2) + r2 sin 2z
(
tanh2 s cos 2θds2 − 2 tanh s sin 2θdsdθ − cos 2θdθ2) ,
where z = τs and r = τ cosh s on K. As in [33, Lemma 3.18] or [44, Proposition 4.28], it follows that∥∥∥r2ĤK : Ck (K, χ, τ |z|+ r2|z|+ τ2)∥∥∥ ≤ C.
The preceding examples show that the mean curvature on a catenoidal bridge over S2eq ⊂ S3(1)
satisfies better estimates than the mean curvature on a bridge over the Clifford torus. This is due
to the fact that S2eq is totally geodesic while the Clifford torus is not. We will see more generally
(cf. 2.25(ii)(b) and (iii)(b) and 2.28(i) below) that dominant terms in the mean curvature of a bridge
K[p, τp, κp] ⊂ N3 are driven by the second fundamental form of Σ when AΣ
∣∣
p
does not vanish.
Unfortunately, the resulting estimates on the mean curvature will not be by themselves good enough
for our applications, and it will be essential to observe (cf. 2.28(ii) and 2.30(ii)) that the projection
of the mean curvature onto the first harmonics of such a bridge satisfies a better estimate.
Definition 2.17. Given a function u defined on a K̂[p, τ, κp], we define the projection of u onto the
first harmonics of K̂ H1(u) by
H1(u) = 1
π
(∫ 2π
0
u(s, ϑ) cosϑdϑ
)
cosϑ+
1
π
(∫ 2π
0
u(s, ϑ) sinϑdϑ
)
sinϑ.
For the rest of the section, fix p ∈ Σ and let (r, θ, z) be cylindrical Fermi coordinates about Σ
centered at p as in 2.2.
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Assumption 2.18. We assume from now on that |κ|+ |κ⊥| < τ1+α/6.
Lemma 2.19. (i) hp = h
Σ
p − 2zAΣ + (AΣ ∗ AΣ + RmΣν )z2 + z3herrp , where herrp is a smooth,
symmetric two-tensor on Up.
(ii) trN,˚gp hp = trΣ,˚gp h
Σ
p +
(|AΣ|2 − Ric(νΣ, νΣ)) z2 + z3 trN,˚gp herrp .
(iii) ‖∇hp : Ck(Up, g˚p)‖ ≤ C(k).
(iv) ‖hΣp : Ck(UpΣ, r, g˚p, r2)‖ ≤ C(k).
Proof. (i) follows from Lemma A.9. (ii) follows from taking the trace of (i), and (iii) follows from
(i), using that g˚p is euclidean. For (iv), recall that ĝ
Σ
p = dr
2 + u(r, θ)2dθ2 where u(r, θ) solves the
Gauss-Jacobi initial value problem
urr +KΣu = 0, lim
rց0
u(r, θ) = 0, lim
rց0
ur(r, θ) = 1.
It follows that u(r, θ) = r− KΣ|p3! r3 +O(r5) and consequently
hΣp = f(r, θ)dθ
2 where f(r, θ) := −(KΣ|p /3)r4 +O(r6).(2.20)
This completes the proof of (iv). 
Notation 2.21. To simplify the presentation we define vector fields ~w and ~w′ defined on K̂ (with values
in TpN
3) by
~w = ProjTpΣ(Rκ~er) = cosϑ~v + sinϑ cos θκ~v
⊥, ~w′ = ProjTpΣ(Rκ~eθ) = − sinϑ~v + cosϑ cos θκ~v⊥.
Lemma 2.22. For X
K̂
= X
K̂
[p, τ, κp] and K̂ = K̂[p, τ, κp] ⊂ TpN3, the following hold.
(i) X
K̂
= ρ cosϑ~v + (ρ sinϑ− τs sin θκ)~v⊥ + (τs cos θκ + ρ sin θκ)∂z.
(ii) ∂sXK̂ = τ sinh s (~w + sinϑ sin θκ∂z)− τ sin θκ~v + τ cos θκ∂z.
(iii) ∂ϑXK̂ = ρ (~w
′ + cosϑ sin θκ∂z).
(iv) (X
K̂
)∗(g) = ρ2χ.
(v) ν
K̂
= ν‖ + ν⊥, where ν⊥ := (tanh s cos θκ− τρ sinϑ sin θκ)∂z and ν‖ := − τρ ~w− tanh s sin θκ ~v⊥.
Proof. Straightforward computation using (2.5), 2.21, and B.1(iii), which implies
Rκ(~v) = ~v, Rκ(~v
⊥) = cos θκ~v⊥ + sin θκ∂z, Rκ(∂z) = cos θκ∂z − sin θκ~v⊥.

To simplify notation, for the remainder of the section we denote K̂ := K̂[p, τ, κp]. Throughout, we
use notation from Appendix C.
Lemma 2.23 (cf. [33, Lemma 3.18]). The following hold.
(i) ‖ρ±1 : Ck(K̂, χ, ρ±1)‖ ≤ C(k).
(ii) ‖z : Ck(K̂, χ, |z|+ τ)‖ ≤ C(k).
(iii) (a) ‖∇N,˚gp∂s hp : Ck(K̂, χ, ρ(|z|+ ρ) + τ)‖ ≤ C(k).
(b) ‖∇N,˚gp∂ϑ hp : Ck(K̂, χ, ρ|z|+ ρ2)‖ ≤ C(k).
(c) ‖∇N,˚gpν hp : Ck(K̂, χ)‖ ≤ C(k).
(iv) ‖hp ¬ ~w : Ck(K̂, χ, |z|+ τ + ρ2)‖ ≤ C(k).
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Proof. The estimate in (i) with ρ is obvious, and the estimate in (i) with ρ−1 = τ−1 sech s follows after
observing that for each k ≥ 1, ∂ks (sech s) is a polynomial expression in sech s and tanh s, each term of
which contains a factor of sech s. From Lemma 2.22 we have z = τ(cos θκ s + sinh s sin θκ sinϑ), which
implies (ii). Using Lemma 2.19,
∇∂zhp = −2AΣ + 2z(AΣ ∗AΣ +RmΣν ) + 3z2herrp + z3∇∂zherrp ,
∇uhp = ∇uhΣp − 2z∇uAΣ + z2∇u(AΣ ∗AΣ +RmΣν ) + z3∇uherrp ,
where u is either ~v or ~v⊥. Using this in conjunction with (ii) and Lemma 2.19(iv), we conclude
‖∇N,˚gp∂z hp : Ck(K̂, χ)‖ ≤ C(k), ‖∇N,˚gpu hp : Ck(K̂, χ, |z|+ ρ)‖ ≤ C(k).(2.24)
Recalling from 2.22 that
∂s = (τ sinh s sinϑ sin θκ + τ cos θκ)∂z + τ sinh s(cosϑ~v + sinϑ cos θκ~v
⊥)− τ sin θκ~v⊥,
∂ϑ = ρ
(− sinϑ~v + cosϑ cos θκ ~v⊥ + cosϑ sin θκ ∂z) ,
ν = −τ
ρ
(cosϑ~v + sinϑ cos θκ~v
⊥)− tanh s sin θκ ~v⊥ + (tanh s cos θκ − τ
ρ
sinϑ sin θκ)∂z,
we see that (iii) follows from the preceding. Finally, for (iv), we compute that
hp(~w,~v) = cosϑhp(~v,~v) + sinϑ cos θκhp(~v,~v
⊥),
hp(~w,~v
⊥) = cosϑhp(~v,~v⊥) + sinϑ cos θκhp(~v⊥, ~v⊥).
The estimate follows from this by combining the results of (ii) and (iii) above with Lemma 2.19(i). 
Lemma 2.25. The following hold.
(i) ‖α : Ck(K̂, χ, ρ2(ρ2 + |z|+ τ))‖ ≤ C(k).
(ii) (a) ‖α˜ : Ck(K̂, χ, ρ2)‖ ≤ C(k).
(b) ‖ tr
K̂,χ α˜− 2τ2 tanh sAΣp (~er, ~er) : Ck(K̂, χ, ρ2(|z|+ τ))‖ ≤ C(k).
(iii) (a) ‖β : Ck(K̂, χ, τ(|z|+ ρ2 + τ))‖ ≤ C(k).
(b) ‖div
K̂,χβ + 2τ(2z− z sech2 s− τ tanh s)AΣp (~er, ~er) : Ck(K̂, χ, ρ2(τ + |z|))‖ ≤ C(k).
(iv) ‖σ : Ck(K̂, χ, |z|+ τ)‖ ≤ C(k).
Proof. Using Lemma 2.22 and Remark 2.21, compute
αss = (ρ
2 − τ2)hp(~w, ~w) + τ2 sin2 θκhp(~v⊥, ~v⊥)− 2τ sin θκ
√
ρ2 − τ2hp(~w,~v⊥),
αϑϑ = ρ
2hp(~w
′, ~w′),
αsϑ = −τρ sin θκhp(~w′, ~v⊥) + ρ
√
ρ2 − τ2hp(~w′, ~w).
The estimate on α then follows from Lemma 2.23.
The estimate in (ii)(a) is trivial, so we now estimate tr
K̂,χ α˜. Compute using 2.22
α˜ss = (ρ
2 − τ2)(∇νhp)(~w, ~w)− 2τ
√
ρ2 − τ2 sin θκ(∇νhp)(~w,~v⊥) + τ2 sin2 θκ(∇νhp)(~v⊥, ~v⊥),
α˜ϑϑ = ρ
2(∇νhp)(~w′, ~w′).
Because tr
K̂,χ α˜ = α˜ss + α˜ϑϑ, we have via 2.21
(2.26)
tr
K̂,χ α˜ = ρ
2(∇νhp)(~v,~v) + ρ2(∇νhp)(~v⊥, ~v⊥) + (τ2 − ρ2) sin2 θκ(∇νhp)(~v⊥, ~v⊥)
−τ2(∇νhp)(~w, ~w)− 2τ
√
ρ2 − τ2 sin θκ(∇νhp)(~w,~v⊥).
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Noting that (∇νhp)(~v,~v) + (∇νhp)(~v⊥, ~v⊥) = trN,˚gp(∇νhp) = ∇ν(trN,˚gp hp) = ν(trN,˚gp hp), we
have by 2.19 and 2.22 that
ν⊥(trN,˚gp hp) = 2(tanh s cos θκ − sech s sinϑ sin θκ)
(|AΣ|2 − Ric(νΣ, νΣ)) z +O(z2),
ν‖(trN,˚gp hp) = −
τ
ρ
~w
(
trΣ,˚gp h
Σ
p +
(|AΣ|2 − Ric(νΣ, νΣ)) z2)
− (tanh s sin θκ~v⊥) (trΣ,˚gp hΣp + (|AΣ|2 − Ric(νΣ, νΣ)) z2)+O(z3).
From this and 2.23 It follows that ‖ρ2ν(trN,˚gp hp) : Ck(K̂, χ, ρ2(|z|+ τ))‖ ≤ C(k).
We now estimate the remaining terms. Using 2.19(i) and 2.22(v) we have that
‖∇νhp + 2 tanh sAΣp : Ck(K̂, χ, |z|+ τ + ρ2)‖ ≤ C(k).
Using Lemma 2.23 to estimate terms in (2.26) with a factor of sin θκ, we estimate
‖ tr
K̂,χ α˜− ρ2ν(trN,˚gp hp)− 2τ2 tanh sAΣp (~er, ~er) : Ck(K̂, χ, ρ2τ)‖ ≤ C(k),
and the estimate on tr
K̂,χ α˜ follows.
Using that
β(X) = hp(X, νK̂) = hp(X, ν
‖) = −τ
ρ
hp(X, ~w)− tanh s sin θκ hp(X,~v⊥),(2.27)
we compute using Lemma 2.22
−τ−1βs = tanh s
[
hp(~w, ~w)− sin2 θκhp(~v⊥, ~v⊥)
]
+ sin θκhp(~w,~v
⊥)(sinh s tanh s− τ
ρ
),
−βϑ = τhp(~w′, ~w) + ρ tanh s sin θκhp(~w′, ~v⊥).
The estimate on β follows from Lemma 2.23. We now compute div
K̂,χβ. Note that
div
K̂,χβ = βs,s + βϑ,ϑ.
We have −τ−1βs,s = (I) + (II), where
(I) = sech2 s
[
hp(~w, ~w)− sin2 θκhp(~v⊥, ~v⊥)
]
+ sin θκhp(~w,~v
⊥)(sinh s + 2 sech s tanh s),
(II) = tanh s
[
(∇∂shp)(~w, ~w)− sin2 θκ(∇∂shp)(~v⊥, ~v⊥)
]
+ sin θκ(∇∂shp)(~w,~v⊥)(sinh s tanh s−
τ
ρ
).
Using this with 2.19(i), 2.22(ii), 2.23, and 2.21, we estimate
‖βs,s − 2τz sech2 sAΣp (~er, ~er)− 2τ2 tanh sAΣp (~er, ~er) : Ck(K̂, χ, ρ2(|z|+ τ))‖ ≤ C(k).
Next we compute
−βϑ,ϑ = −τhp(~w, ~w) + τhp(~w′, ~w′) + ρ tanh s sin θκ ∂
∂ϑ
(
hp(~w
′, ~v⊥)
)
+ τ(∇∂ϑhp)(~w′, ~w).
Using this with 2.19(i), 2.22(iii), 2.23, 2.21, and noting that AΣp (~er, ~er) = −AΣp (~eθ, ~eθ) we estimate
‖βϑ,ϑ + 4τzAΣp (~er, ~er) : Ck(K̂, χ, ρ2(τ + |z|))‖ ≤ C(k).
Combining the preceding completes the estimate on div
K̂,χβ.
Finally, we have
σ = hp(ν, ν) = hp(ν
‖, ν‖) =
τ2
ρ2
hp(~w, ~w)− 2τ
ρ
tanh s sin θκhp(~w,~v) + tanh
2 s sin2 θκhp(~v,~v)
and the estimate on σ follows from 2.23. 
Lemma 2.28. The following hold.
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(i) ‖ρ2H K̂,ĝp : Ck(K̂, χ, (τ + ρ2)(|z|+ τ))‖ ≤ C(k).
(ii) ‖H1(ρ2H K̂,ĝp) : Ck
(
K̂, χ, ρ2(|z|+ τ))‖ ≤ C(k).
Proof. (i) follows by combining the estimates in 2.25 with C.9, where we note in particular that
H K̂,˚gp = 0 because g˚p is Euclidean and that divK̂,χβ = ρ
2div
K̂,˚gp
β and tr
K̂,χ α˜ = ρ
2 tr
K̂,˚gp
α˜.
To prove the estimate in (ii) we will need a more refined expansion for ρ2H K̂,ĝp : from C.8, and the
estimates in 2.25, note first that∥∥∥H1(ρ2H K̂,ĝp − divK̂,χβ + 12 trK̂,χ α˜+ ρ2 12 〈α˜, α̂〉˚gp) : Ck(K̂, χ, ρ2(|z|+ τ))∥∥∥ ≤ C(k),
so it suffices to show that the estimate in (ii) holds when ρ2H K̂,ĝp is replaced by div
K̂,χβ, trK̂,χ α˜, or
ρ2〈α˜, α̂〉˚gp . The estimate for ρ2〈α˜, α̂〉˚gp follows by combining the estimates on α and α˜ in 2.25(i) and
(ii). The estimates on tr
K̂,χ α˜ and divK̂,χβ follow from 2.25(ii)(b) and (iii)(b) using that A
Σ
p (~er, ~er) is
(up to higher order terms involving |κ|) orthogonal to the first harmonics on K̂. 
The following lemma relates estimates on H K̂,ĝp , which will be crucial for our main applications,
to estimates on ρ2H K̂,ĝp , which are easy to compute due to the geometry of K̂.
Lemma 2.29. Given f ∈ Ck(K̂) and n ∈ Z, we have ‖ρnf : Ck(K̂, χ)‖ ∼
C(k,n)
‖f : Ck(K̂, χ, ρ−n)‖.
Proof. Using (1.3) with u1 = ρ
n, u2 = f, f1 = ρ
n, and f2 = ρ
−n, we estimate
‖ρnf : Ck(K̂, χ)‖ ≤ C(k)‖ρn : Ck(K̂, χ, ρn)‖‖f : Ck(K̂, χ, ρ−n)‖
≤ C(k, n)‖ρ n|n| : Ck(K̂, χ, ρ n|n| )‖|n|‖f : Ck(K̂, χ, ρ−n)‖
≤ C(k, n)‖f : Ck(K̂, χ, ρ−n)‖,
where in the second inequality we have used (1.3) iteratively and in the third we have used 2.23(i).
Using (1.3) with u1 = ρ
−n, u2 = ρnf, f1 = ρ−n, and f2 = 1, we estimate in an analogous way
‖f : Ck(K̂, χ, ρ−n)‖ ≤ C(k)‖ρ−n : Ck(K̂, χ, ρ−n)‖‖ρnf : Ck(K̂, χ)‖
≤ C(k, n)‖ρnf : Ck(K̂, χ)‖.
Combining these estimates completes the proof. 
Corollary 2.30. (i) ‖H K̂,ĝp : Ck(K̂, χ, τρ−2 + 1)‖ ≤ C(k)τp| log τp|.
(ii) ‖H1H K̂,ĝp : Ck(K̂, χ)‖ ≤ C(k)τp| log τp|.
Proof. This follows from combining 2.28 with 2.29 and using that |z| ≤ Cτp| log τp| on K̂. 
3. Linearized Doubling and initial surfaces
Green’s functions.
In the next definition note that for any (Σ, g), p, and V , standard theory guarantees the existence
of a Green’s function for ∆g + V with center at p.
Definition 3.1. Suppose (Σ2, g) is Riemannian, V ∈ C∞(Σ), p ∈ Ω ⊂ Σ for Ω a domain, and
Gp ∈ C∞ (Ω \ {p}) satisfies
(i) (∆g + V )Gp = 0.
(ii) Gp− logdgp is bounded in the vicinity of p, that is on Ω′ \ {p} for some Ω′ ⊂ Ω a neighborhood
of p.
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We say then Gp is a Green’s function for ∆g + V centered at p.
Lemma 3.2. Suppose Gp and Gp ∈ C∞ (Ω \ {p}) and G˜p ∈ C∞ (Ω \ {p}) are Green’s functions for
∆g + V , where p,Ω, V , and (Σ, g) are as in Definition 3.1. Then Gp − G˜p has a unique extension in
C∞(Ω).
Proof. Clearly Gp − G˜p is a smooth and bounded solution of the Partial Differential Equation on
Ω \ {p} by the definitions. By standard regularity theory then the lemma follows [3]. 
Convention 3.3. Given two Green’s functions Gp, G˜p as in 3.1, we abuse notation by writing Gp− G˜p
for the extension to C∞(Ω) of Gp− G˜p, whose existence and uniqueness is asserted in Lemma 3.2. 
Lemma 3.4. Let (Σ, g) and V be as in 3.1. Given p ∈ Σ, there exists δ > 0 and a Green’s function
Gp ∈ C∞
(
DΣp (δ) \ {p}
)
for ∆g + V centered at p satisfying the following.∥∥Gp − log r : Ck (DΣp (δ) \ {p}, r, g, r2| log r|)∥∥ ≤ C(k), where r := dΣp .
Proof. This is standard, see for example [3]. 
Convention 3.5. For each p ∈ L we fix a Green’s function Gp for LΣ centered at p satisfying the
estimate in 3.4. 
LD solutions.
Definition 3.6 (LD solutions). Given a finite set L ⊂ Σ and a function τ : L → R, we define
a linearized doubling (LD) solution of configuration (L, τ) to be a function ϕ ∈ C∞(Σ \ L) which
satisfies the following conditions, where τp denotes the value of τ at p:
(i) LΣϕ = 0 on Σ \ L.
(ii) ∀p ∈ L there exists a domain Ωp containing p and ϕ̂p ∈ C∞(Ωp), a smooth extension across
p, such that ϕ̂p = ϕ− τpGp on Ωp.
Convention 3.7. We assume that kerLΣ is trivial. 
Definition 3.8 (Mismatch of LD solutions [27, Definition 3.3]). We define a vector space V[L] and
given ϕ as in Definition 3.6 with τ > 0, the mismatch MLϕ of ϕ, by
MLϕ := (Mpϕ)p∈L ∈ V[L] :=
⊕
p∈L
V[p],
where Mpϕ := (ϕ̂p(p) + τp log(τp/2), dpϕ̂p) ∈ V[p] := R⊕ T ∗pΣ.
Remark 3.9. By 3.2 and 3.4, Mpϕ is independent of the Green’s function Gp satisfying 3.4 used to
define ϕ̂p. In fact, Mpϕ is unchanged if we replace a Gp satisfying 3.4 with logdΣp . 
Lemma 3.10. Given p ∈ L, there exists ǫp > 0 such that the Dirichlet problem for LΣ on DΣp (ǫ) has
a unique solution for any ǫ ∈ (0, ǫp].
Proof. It is known (e.g. [9]) that the first Dirichlet eigenvalue of the Laplacian λ1 on D
Σ
p (ǫ) satisfies
limǫց0 λ1 =∞. Suppose now u ∈ C∞(DΣp (ǫ)) satisfies LΣu = 0 on DΣp (ǫ) and u = 0 on ∂DΣp (ǫ). By
integrating uLΣu = 0 on DΣp (ǫ) and integrating by parts, we find∫
DΣp (ǫ)
|∇v|2 =
∫
DΣp (ǫ)
(|AΣ|2 +Ric(νΣ, νΣ))v2 ≤ c
∫
DΣp (ǫ)
v2,
where c is an upper bound for |AΣ|2+Ric(νΣ, νΣ) onDΣp (ǫ). The lemma then follows by the variational
characterization of λ1 and the Fredholm alternative. 
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Convention 3.11 (The constants δp). Given ϕ and L as in 3.6 we assume that for each p ∈ L we have
chosen a constant δp > 0, where each δp is small enough so that any two D
Σ
p (9δp)’s are disjoint for
two different points p ∈ L and that 3.10 holds with ǫp = 3δp.
Definition 3.12. For each p ∈ L we define δ′p := ταp where α is as in 2.11. We will also use the
notation δmin := minp∈L δp, τmin := minp∈L τp, τmax := maxp∈L τp, and δ′min := minp∈L δ
′
p = τ
α
min.
Lemma 3.13. (Existence and uniqueness for LD solutions, cf. [27, Lemma 3.10]) Given a finite set
L ⊂ Σ and a function τ : L→ R, there exists a unique LD solution ϕ = ϕ[L, τ ] of configuration (L, τ).
Moreover, ϕ depends linearly on τ .
Proof. We define ϕ1 ∈ C∞(Σ \ L) by requesting that it is supported on
⊔
p∈L(D
Σ
p (2δp)) and ϕ1 =
Ψ[δp, 2δp;d
Σ
p ](Gp, 0) on D
Σ
p (2δp) for each p ∈ L. Note that LΣϕ1 ∈ C∞(Σ) (by assigning 0 values on
L) and it is supported on
⊔
p∈L(D
Σ
p (2δp) \DΣp (δp)). Using 3.7, there is a unique ϕ2 ∈ C∞(Σ) such
that LΣϕ2 = −LΣϕ1. We then define ϕ = ϕ1 + ϕ2 and the conclusion follows. 
Mismatch and the spaces K[L] and K̂[L].
Assumption 3.14. For each p ∈ L we assume given a subspace K̂[p] ⊂ C∞(Σ) satisfying the following:
(i) The functions in K̂[p] are supported on DΣp (4δp).
(ii) The functions in K[p], where K[p] := LΣK̂[p], are supported on DΣp (4δp) \DΣp (δp/4).
(iii) The map EL : K̂[L] → V[L], where K̂[L] :=
⊕
p∈L K̂[p] and V[L] was defined in 3.8, defined
by EL(v) := (v(p), dpv)p∈L is a linear isomorphism.
(iv)
∥∥E−1L ∥∥ ≤ Cδ−2−βmin , where here ∥∥E−1L ∥∥ is the operator norm of E−1L : V[L]→ K̂[L] with respect
to the C2,β (Σ, g) norm on the target and the maximum norm on the domain subject to the
metric g on Σ.
(v) Given κ = (κ⊥p , κp)p∈L ∈ V[L], we have for each p ∈ L
‖(κ⊥p + κp) ◦ (expΣp )−1 − E−1L κ : Ck(DΣp (δp),dΣp , g, (dΣp )2)‖ ≤ C(k)(|κ⊥p |+ |κp|).
Remark 3.15. Given L as in 3.6 and constants δp as in 3.11, one way to define spaces K̂[p] satisfying
3.14 would be to define
K̂[p] = span
({
Ψ[δp, 2δp;d
Σ
p ](ui, 0)
}3
i=1
)
,
where ui, i = 1, 2, 3 are solutions of the Dirichlet problem LΣui = 0 on DΣp (3δp) with corresponding
boundary data u1 = sin θ, u2 = cos θ, u3 = 1 on ∂D
Σ
p (3δp), where θ is a local angular coordinate in
geodesic polar coordinates for DΣp (δp). In the constructions in this paper, we will use choices (see
6.50) of K̂[L] and K[L] adapted to symmetries of the problems.
Definition 3.16. Given p ∈ L, we define δLp ∈ V[L] by δLp = (δpq, 0)q∈L, where here δpq is the
Kronecker delta.
For the remainder of the section we assume we are given a family of LD solutions ϕ[L, τ ] which
satisfy the following.
Convention 3.17. We assume from now on that the following hold.
(i) 3.11 holds and τmax is small enough in absolute terms as needed.
(ii) ∀p ∈ L we have 9δ′p < τα/100p < δp .
(iii) τmax ≤ τ1−α/100min .
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(iv) ∀p ∈ L we have (δp)−2‖ ϕ̂p : C0( ∂DΣp (δp), g ) ‖ ≤ τ1−α/9p .
(v) ‖ϕ : C3,β(Σ \⊔q∈LDΣq (δ′q) , g ) ‖ ≤ τ8/9min .
(vi) On Σ \⊔q∈LDΣq (δ′q) we have τ1+α/5max ≤ ϕ.
The initial surfaces and their regions.
Each initial surface we construct depends not only on an LD solution ϕ[L, τ ], but also on additional
parameters we define below which govern the placement of the catenoidal bridges in the vicinity of L.
Definition 3.18 (Elevation and tilt parameters). We define elevation and tilt parameters
κ := (κ⊥p , κp)p∈L ∈ V[L], where κ⊥ := (κ⊥p )p∈L are called elevation parameters and κ = (κp)p∈L are
called tilt parameters.
Definition 3.19. Define w ∈ K[L] and w+, w− ∈ K[L] by
w = −LΣE−1L MLϕ and w± = w ± LΣE−1L κ.(3.20)
Definition 3.21. Given ϕ and κ as above we define the smooth initial surfaceM =M [L, τ, κ] to be the
union of the collection of catenoidal bridges
⊔
p∈LK[p, τp, κp] and the graphs (recall 1.9) Graph
N
Ω
(
ϕgl+
)
and GraphNΩ
(− ϕgl− ), where
ϕgl± = ϕ
gl
± [L, τ, κ] : Ω→ R, Ω := Σ \
⊔
p∈LD
Σ
p (9τp)
are defined as follows:
(i) On Σ \⊔p∈LDΣp (3δ′p) we have ϕgl± := ϕ− E−1L MLϕ± E−1L κ.
(ii) For each p ∈ L we have on DΣp (3δ′p) \DΣp (9τp)
ϕgl± := Ψ[2δ
′
p, 3δ
′
p;d
Σ
p ]
(
ϕ±cat[τp, κ
⊥
p , κp] ◦
(
expΣp
)−1
, ϕ− E−1L MLϕ± E−1L κ
)
.
Lemma 3.22 (The gluing region). For M =M [L, τ, κ] as in 3.21 and ∀p ∈ L the following hold.
(i)
∥∥∥ϕgl± − τp logdΣp : C3,β (DΣp (4δ′p) \DΣp (δ′p), (δ′p)−2g)∥∥∥ ≤ τ1+ 158 αp .
(ii)
∥∥∥ϕgl± : C3,β (DΣp (4δ′p) \DΣp (δ′p), (δ′p)−2g)∥∥∥ ≤ Cτp| log τp|.
(iii)
∥∥(δ′p)2H ′± : C0,β (DΣp (3δ′p) \DΣp (2δ′p), (δ′p)−2g)∥∥ ≤ τ1+ 158 αp , where H ′± denotes the pushforward
of the mean curvature of the graph of ±ϕgl± to Σ by ΠΣ.
Proof. We have for each p ∈ L (recall 3.21)
ϕgl± = τpGp − τp log
τp
2
E−1L δLp ± E−1L κ+Ψ[2δ′p, 3δ′p;dΣp ](ϕ±, ϕ±),
on Ωp := D
Σ
p (4δ
′
p) \DΣp (δ′p), where (recall 3.16)
(3.23)
ϕ± := ϕ
±
cat[τp, κ
⊥
p , κp] ◦
(
expΣp
)−1 − τpGp + τp log τp
2
E−1L δLp ∓ E−1L κ
ϕ± := ϕ− τpGp + τp log
τp
2
E−1L δLp − E−1L MLϕ.
By scaling the ambient metric to g˜′ := (δ′p)
−2g and expanding in linear and higher order terms we
have
(δ′p)
2H ′± = (δ
′
p)
2LΣϕgl± + δ′pQ˜(δ′p)−1ϕgl± .
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Note that on Ωp we have
ϕgl± − ϕ±cat[τp, κp, κ⊥p ] = Ψ
[
2δ′p, 3δ
′
p;d
Σ
p
] (
0, ϕ± − ϕ±
)
,
LΣϕgl± = LΣΨ
[
2δ′p, 3δ
′
p;d
Σ
p
] (
ϕ±, ϕ±
)
.
Using these, we have
‖ϕgl±‖ ≤ C
(
τp| log τp|+ ‖ϕ±‖+ ‖ϕ±‖
)
,
‖ϕgl± − τp logdΣp ‖ ≤ C
(
‖ϕ±‖+ ‖ϕ±‖
)
,∥∥∥(δ′p)2LΣϕgl± : C0,β (Ωp, (δ′p)−2g)∥∥∥ ≤ C (‖ϕ±‖+ ‖ϕ±‖) ,∥∥∥δ′pQ˜(δ′p)−1ϕgl± : C0,β (Ωp, (δ′p)−2g)∥∥∥ ≤ (δ′p)−1‖ϕgl±‖2,
where in this proof when we do not specify the norm we mean the C3,β
(
Ωp, (δ
′
p)
−2g
)
norm. We
conclude that if ‖ϕgl±‖ ≤ δ′p (to control the quadratic terms), then we have∥∥(δ′p)2H ′± : C0,β(Ωp, (δ′p)−2g )∥∥ ≤ C ( (δ′p)−1τ2p | log τp|2 + ‖ϕ± ‖+ ‖ϕ± ‖).
Adding and subtracting (κ⊥p +κp+τp log
2r
τp
)◦(expΣp )−1 in (3.23) we have ϕ± = (I)+(II)+(III)+(IV ),
where
(I) ◦ expΣp = ϕ±cat[τp, κ⊥p , κp]− τ log
2r
τp
∓ κ⊥p ∓ κp, (II) = τp(logdΣp −Gp),
(III) = τp log
τp
2
(1− E−1L δLp ), (IV ) = ±((κ⊥p + κp) ◦ (expΣp )−1 − E−1L κ).
Using the triangle inequality and estimating (I)-(IV) using 2.12, 3.4, and 3.14, we have
‖ϕ±‖ ≤ C(|κp|+ τp)3τ−2αp + Cτ1+2αp | log τp|.
Because LΣϕ± = 0 on Ωp and ϕ± has vanishing value and differential at p (recall 3.8, 3.14, and
3.16), it follows from standard linear theory that∥∥ϕ±∥∥ ≤ C(δ′p/δp)2 ∥∥ϕ± : C2,β (∂DΣp (δp), (δp)−2g)∥∥ .
Using 3.12, 3.17(ii) and 3.17(iv), 2.11, and 3.14 to estimate the right hand side, we conclude that∥∥ϕ±∥∥ ≤ C (δ′p)2 τ1− 19αp + Cτ1+2αp | log τp| ≤ Cτ1+ 179 αp .
Combining with the above we complete the proof. 
Lemma 3.24. If 3.17 holds then M is embedded. Moreover, the following estimates hold.
(i) On Σ \⊔p∈LDΣp (δ′p) we have 89τ1+α/5max ≤ ϕgl± .
(ii)
∥∥∥ϕgl± : C3,β (Σ \⊔p∈LDΣp (δ′p), g)∥∥∥ ≤ 98τ8/9min.
Proof. We first prove the estimates (i-ii): (i) on Σ \⊔p∈LDΣp (3δ′p) follows from 3.17(vi) and 3.21, and
on DΣp (4δ
′
p)\DΣp (δ′p) for p ∈ L from 3.22(i) and 3.17(iii). (ii) on Σ\
⊔
p∈LD
Σ
p (3δ
′
p) follows from 3.17(v)
and 3.21(i), and on DΣp (4δ
′
p) \DΣp (δ′p) for p ∈ L from 3.22(ii) and 3.17(iii). Finally, the embeddedness
of M follows from (i) and by comparing the rest of M with standard catenoids. 
Our general methodology requires that we subdivide the initial surfaces into various regions.
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Definition 3.25. We define the following for x ∈ [0, 4].
S′x := Σ \
⊔
p∈LD
Σ
p (2δp/(1 + x)),(3.26a)
S˜′x := Σ \
⊔
p∈LD
Σ
p (bτp(1 + x))(3.26b)
Sx[p] :=M ∩ Π−1Σ (DΣp (bτp(1 + x)) ) ∀p ∈ L ,(3.26c)
Sx[L] :=
⊔
p∈L Sx[p],(3.26d)
Ŝx[p] :=M ∩ Π−1Σ (DΣp (2δ′p/(1 + x)) ) ⊂ K[p, τp, κp] ∀p ∈ L ,(3.26e)
Ŝx[L] :=
⊔
p∈L Ŝx[p],(3.26f)
where b is a large constant independent of the τ and κ parameters which is to be chosen appropriately
later. When x = 0 we may omit the subscript.
Definition 3.27. We define K̂L :=
⊔
p∈L K̂[p, τp, κp] and Y : Ŝ[L]→ K̂L by taking the restriction of
Y to each Ŝ[p] to be (EΣ,N,gp )
−1. We define τ : K̂L → R by τ = τp on K̂[p, τp, κp].
Norms and the global mean curvature estimate.
We introduce now some abbreviated notation for the norms we will be using.
Definition 3.28. For k ∈ N, β̂ ∈ (0, 1), γ̂ ∈ R, and Ω a domain in Σ, M , or K̂L, we define
‖u‖k,β̂,γ̂;Ω := ‖u : Ck,β̂(Ω, r, g, rγ̂)‖,
where r := dΣL and g is the standard metric on Σ when Ω ⊂ Σ, r := dML ◦ ΠΣ and g is the metric
induced on M by the standard metric on N when Ω ⊂ M , and r = ρ and g is the metric induced by
the Euclidean metric g|p on TpN when Ω ⊂ K̂L.
Given γ̂, γ̂′ ∈ R satisfying γ̂ − γ̂′ ∈ (1, 2) and Ω ⊂M a domain with Ω ∩ Ŝ[L] 6= ∅, we define
‖u‖k,β̂,γ̂,γ̂′;Ω : = ‖u‖k,β̂,γ̂;Ω\Ŝ[L] + ‖H1(u ◦ Y −1)‖k,β̂,γ̂;Y (Ω∩Ŝ[L])
+ ‖u ◦ Y −1 : Ck,β̂(Y (Ω ∩ Ŝ[L]), ρ, g, fγ̂,γ̂′)‖,
where fγ̂,γ̂′ : = max(ρ
γ̂ , τ (1−α)/2ργ̂
′
) =
ργ̂
′
τ (1−α)/2, ργ̂−γ̂
′ ≤ τ (1−α)/2
ργ̂ , ργ̂−γ̂
′
> τ (1−α)/2.
We compare now norms on some nearby surfaces.
Lemma 3.29. (i) If τmax is small enough in terms of given ǫ > 0, Ω˜ is a domain in Y (Ŝ[L]),
Ω := Y −1(Ω˜) ⊂ Ŝ[L] ⊂M , k = 0, 2, γ̂ ∈ R, and f ∈ Ck,β(Ω˜), then we have (recall 1.1):
‖ f ◦ Y ‖k,β,γ̂;Ω ∼
1+ǫ
‖f‖k,β,γ̂;Ω˜ .
(ii) If b is large enough in terms of given ǫ > 0, τmax is small enough in terms of ǫ and b, Ω
′ is a
domain in S˜′ = Σ \⊔p∈LDΣp (bτp) (recall (3.26b)), Ω := Π−1Σ (Ω′) ∩M , k = 0, 2, γ̂ ∈ R, and
f ∈ Ck,β(Ω′), then
‖ f ◦ΠΣ ‖k,β,γ̂;Ω ∼
1+ǫ
‖f‖k,β,γ̂;Ω′
Proof. Given p ∈ L, recall by 2.2 that (EΣ,N,gp (Up), g) ⊂ (N, g) is isometric to (Up, ĝp) ⊂ (TpN, ĝp).
Therefore to prove (i) it suffices to prove for each p ∈ L and each K̂ = K̂[p, τp, κp] that
‖f : Ck,β(Ω˜ ∩ K̂, ρ, g˚p)‖ ∼
1+ǫ
‖f : Ck,β(Ω˜ ∩ K̂, ρ, ĝp)‖,
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The induced metric from ĝp on K̂[p, τp, κp] is ĝp = g˚p+α, and so (i) follows from C.12 and the estimate
on α in 2.25(i) by taking τmax small enough.
To prove (ii) let q ∈ S˜′ and consider the metric g˜q := (dΣL(q) )−2 g on N , where g is the standard
metric on N . In this metric M is locally the union of the graphs of ±ϕ±:q where ϕ±:q := (dΣL(q) )−1 ϕgl± .
First suppose that dΣp (q) ≤ 4δ′p for some p ∈ L. Note that∥∥∥∥∥ log(2dΣp (q)/τp)dΣp (q)/τp − κ
⊥
p + κp
dΣp (q)
: C3,β(B′q, g˜q)
∥∥∥∥∥ ≤ Cb−1 log b.
It follows from combining this with 2.12 and 3.22 that
(3.30)
‖ϕ±:q : C3,β(B′q, g˜q) ‖ ≤ Cτ3p (dΣp (q))−3 + Cb−1 log b
≤ Cb−3 + Cb−1 log b
≤ Cb−1 log b,
where we have assumed b is large enough.
On the other hand, if dΣL(q) > 4δ
′
min, then by 3.17(v) we have
‖ϕ±:q : C3,β(B′q, g˜q) ‖ ≤ Cτ8/9min.
By comparing the metrics and appealing to the definitions we complete the proof. 
We reformulate now the estimate for the mean curvature from 3.22 to an estimate stated in terms
of the global norm we just defined. Before doing this we introduce the following convenient notation.
Notation 3.31. If f+ and f− are functions supported on Σ \⊔p∈LDΣp (bτp), we define JM (f+, f−) to
be the function on M supported on M \⊔p∈LDNp (9τp) defined by f+ ◦ ΠΣ on the graph of ϕgl+ and
by f− ◦ΠΣ on the graph of −ϕgl− .
Lemma 3.32. ‖H − JM (w+, w−)‖0,β,γ−2,γ′−2;M ≤ τ1+α/3max .
Proof. By 3.28 and that JM (w
+, w−) = 0 on Ŝ[L], we have
‖H − JM (w+, w−)‖0,β,γ−2,γ′−2;M = ‖H − JM (w+, w−)‖0,β,γ−2;M\Ŝ[L] + ‖H1(H ◦ Y −1)‖0,β,γ−2;Y (Ŝ[L])
+ ‖H ◦ Y −1 : C0,β(Y (Ŝ[L]), ρ, g, fγ−2,γ′−2)‖
By 3.29(i) and 2.30 we have
‖H1(H ◦ Y −1)‖0,β,γ−2;Y (Ŝ[L]) ≤ Cmaxp∈L ‖H1(H
K̂p,ĝp) : C0,β(K̂p, χ, ρ
γ−2)‖
≤ Cmax
p∈L
τ (2−γ)αp τp| log τp|
≤ τ1+α/3max ,
where here K̂p = K̂[p, τp, κp] and we have used 3.17(iii). To estimate the weighted norm of H ◦ Y , we
use 2.30(i) in conjunction with the piecewise formula for fγ−2,γ′−2 to see
‖H ◦ Y −1 : C0,β(Y (Ŝ[L]), ρ, g, fγ−2,γ′−2)‖ ≤ Cmax
p∈L
τ1+α/2p | log τp|
≤ τ1+α/3max .
Finally, we consider the estimate on the exterior of the gluing region. Let q′ ∈ Ω′, define q :=
ΠΣq
′ ∈ Σ \⊔p∈LDΣ(3δ′p) and consider the metric g˜q := (dΣL(q))−2g. In this metric M is locally the
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union of the graphs of ±ϕ±:q, where ϕ±:q = (dΣL(q))−1ϕgl± . By expanding H ′+ and H ′− in linear and
higher order terms, we find (recall 3.21 and 3.19)
(dΣL(q))
2H ′± = (d
Σ
L(q))
2w± + (dΣL(q))Q˜ϕ±:q .
We estimate then
‖(dΣL(q))2(H ′± − w±) : C0,β(Ω, g˜q, (dΣL(q))γ)‖ ≤ ‖(dΣL(q))Q˜ϕ±:q : C2,β(Ω, g˜q, (dΣL(q))γ)‖
≤ C 1
(dΣL(q))
γ+1
‖ϕgl± : C3,β(Ω, g˜q)‖2
≤ τ3/2max,
where we have used 3.17(v) and 2.11. Combining this estimate with 3.22(iii), 2.28, 3.28, and 3.29(ii)
we complete the proof. 
4. The linearized equation and the nonlinear terms on the initial surfaces
The definition of RM,appr.
In this section we state and prove Proposition 4.13 and Lemma 4.20. In 4.13 we solve with estimates
the linearized equation on an initial surface M defined as in 3.21. In 4.20 we estimate the nonlinear
terms on the initial surface M .
Convention 4.1. From now on we assume that b (recall 3.25) is as large as needed in absolute terms.
We also fix some β ∈ (0, 1), γ = 32 , and γ′ = γ−1 = 12 . Note that 1− γ2 > 2α and (1−α) (γ−1) > 2α.
We will suppress the dependence of various constants on β. 
We construct now a linear map
(4.2) RM,appr : C0,β(M)→ C2,β(M)⊕K[L]⊕K[L]⊕ C0,β(M),
where if E ∈ C0,β(M) and RM,apprE = (u1, w+E,1, w−E,1, E1), then u1 is an approximate solution to
the linearized equation modulo K[L], that is the equation
(4.3) LMu = E + JM (w+E , w−E ), where w±E ∈ K[L], LM := ∆M + |AM |2 +RicN (νM , νM ),
w±E,1 are the K[L] terms, and E1 is the approximation error defined by
(4.4) E1 := LMu1 − E − JM (w+E,1, w−E,1).
The approximate solution u1 is constructed by combining semi-local approximate solutions. Before
we proceed with the construction we define some cut-off functions we will need.
Definition 4.5. We define ψ′ ∈ C∞(Σ) and ψ̂ ∈ C∞(M) by requesting the following.
(i) ψ̂ is supported on Ŝ[L] and ψ′ on S˜′ (recall 3.25).
(ii) ψ′ = 1 on S˜′1 and for each p ∈ L we have
ψ′ =Ψ
[
bτp, 2bτp;d
Σ
p
]
(0, 1) on DΣp ( 2b τp ),
ψ̂ =Ψ
[
2δ′p, δ
′
p; d
Σ
p ◦ΠΣ
]
(0, 1) on Ŝ[p].
Given E ∈ C0,β(M), we define E′± ∈ C0,β(Σ) by requiring that they are supported on S˜′ and that
(4.6) JM (E
′
+, E
′
−) = (ψ
′ ◦ΠΣ)E.
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Because of 3.7 and 3.14, there are unique u′+, u
′
− ∈ C2,β(Σ) and w+E,1, w−E,1 ∈ K[L] such that
LΣu′± = E′± + w±E,1 on Σ and ∀p ∈ L u′±(p) = 0, dpu′± = 0.(4.7)
Note that LΣ
(
(1 − ψ′)u′±
)
= [ψ′,LΣ]u′± + (1 − ψ′)E′± is supported on S1[L] \ S[L]. We define now
E˜ ∈ C0,β(K̂L), supported on Y (S1[L]), by requesting that
(4.8) E˜ ◦ Y = (1− ψ′ ◦ΠΣ)E + JM
(LΣ ((1− ψ′)u′+) ,LΣ ((1− ψ′)u′−)) on S1[L].
We introduce a decomposition
(4.9) E˜ = E˜low + E˜high,
where E˜low ∈ C0,βlow(K̂L) and E˜high ∈ C0,βhigh(K̂L) are supported on Y (S1[L]). Note that here we use
subscripts “low” and “high” to denote subspaces of functions which satisfy the condition that their
restrictions to a meridian of a K̂[p, τ, κp] belong or are orthogonal respectively to the the span of the
constants and the first harmonics on the meridian.
Let L
K̂
denote the linearized operator on K̂L, and let u˜low ∈ C2,βlow(K̂L) and u˜high ∈ C2,βhigh(K̂L) be
solutions of (recall 3.27)
(4.10) L
K̂
u˜low = E˜low, LK̂ u˜high = E˜high,
determined uniquely as follows. By separating variables the first equation amounts to uncoupled ODE
equations which are solved uniquely by assuming vanishing initial data on the waist of the catenoids.
For the second equation we can as usual change the metric conformally to h = 12 |A|2g = ν∗gS2(1), and
then we can solve uniquely because the inhomogeneous term is clearly orthogonal to the kernel. We
conclude now the definition of RM,appr:
Definition 4.11. We define RM,appr as in 4.2 by taking RM,apprE = (u1, w+E,1, w−E,1, E1), where
w±E,1 were defined in (4.7), E1 was defined in (4.4), and
u1 := ψ̂ u˜ ◦ Y + JM (ψ′u′+, ψ′u′−),
where u˜ := u˜low + u˜high ∈ C2,β(K̂L).
Lemma 4.12. (i) If τmax is small enough and f ∈ C2,β(Y (Ŝ[L]) ), then we have
‖LM ( f ◦ Y ) − (LK̂f ) ◦ Y ‖0,β,γ̂−2; Ŝ[L] ≤ C τ2αmax ‖ f ‖2,β,γ̂; Y (Ŝ[L]) ,
‖LM ( f ◦ Y ) − (LK̂f ) ◦ Y ‖0,β,γ̂−2; Ŝ[L] ≤ C ‖ f ‖2,β,γ̂−1;Y (Ŝ[L]).
(ii) If τmax is small enough and f ∈ C2,β(S˜′ ), then for ǫ1 ∈ [0, 1/2] we have
‖LM { f ◦ΠΣ } − {LΣ f } ◦ΠΣ ‖0,β,γ̂−2;Π−1M (S˜′ ) ≤ C b
ǫ1−1 log b τ ǫ1max ‖ f ‖2,β,γ̂+ǫ1; S˜′ .
Proof. (i). By 3.28 and 3.29(i) and the definitions it suffices to prove the first estimate that
‖L̂f − Lχf‖0,β,γ̂;Ω˜ ≤ Cτ2αmax‖f‖2,β,γ̂;Ω˜,
where in this proof we denote Ω˜ = Y (Ŝ[L]) and on each K̂ = K̂[p, τp, κp], L̂ := ρ2(∆ĝp + |ÂK̂|2ĝp +
R̂ic(ν̂, ν̂)), ÂK̂ and R̂ic are the second fundamental form on K̂ and the Ricci tensor on Up induced by
ĝp and we recall that Lχ = ρ2(∆g˚p + |AK̂|2g˚p).
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Estimating the difference in the Laplacians using C.10, we find
‖ρ2(∆ĝp −∆g˚p)f : C0,β(K̂ ∩ Ω˜, χ, ργ̂)‖ ≤ C‖ρ−2α : C1,β(K̂, χ)‖‖f : C2,β(K̂ ∩ Ω˜, χ, ργ̂)‖
≤ Cτ2αmax‖f‖2,β,γ̂;Ω˜,
where we have used 2.25 to estimate α.
Next observe that
‖ρ2(|ÂK̂|2ĝp − |AK̂|2g˚p)f : C0,β(K̂ ∩ Ω˜, χ, ργ̂)‖ ≤ ‖ρ2(|ÂK̂|2ĝp − |AK̂|2g˚p) : C0,β(K̂, χ)‖‖f‖0,β,γ̂;Ω˜
≤ Cτ2αmax‖f‖0,β,γ̂;Ω˜,
where we have estimated ρ2(|ÂK̂|2ĝp − |AK̂|2g˚p) using C.11, estimated the tensors using 2.25, and used
that AK̂ = τ(−ds2 + dθ2) and that ρ2|AK̂|2g˚p = sech2 s.
Finally, we have the trivial estimate ‖ρ2R̂ic(ν̂, ν̂)f‖0,β,γ̂;Ω˜ ≤ Cτ2αmax‖f‖2,β,γ̂;Ω˜; combined with the
preceding, this concludes the proof of the first estimate in (i). The proof of the second estimate is
similar, so we omit it.
We now prove (ii). In this case we apply the notation and observations in the proof of 3.29(ii)
including (3.30). We have then using scaling for the left hand side that for q ∈ S˜′ we have
(dΣL(q) )
2 ‖LM { f ◦ΠΣ } − {LΣ f } ◦ΠΣ : C0,β(Π−1Σ (B′q), ĝp ) ‖ ≤ C fweight(q) ‖ f : C2,β(B′q, ĝp ) ‖ ,
where here fweight(q) =
log(dΣ(p)/τp)
dΣp (q)/τp
if q ∈ DΣp (3δ′p) for some p ∈ L and fweight(q) = τ8/9min otherwise.
By the definitions it is enough then to check that ∀q ∈ S˜′ we have
fweight(q) (d
Σ
L(q) )
ǫ1 ≤ C bǫ1−1 log b τ ǫ1max.
This follows from the definition of fweight and the observation that x
ǫ1−1 log x is decreasing in x for
x ≥ b. This completes the proof. 
The main Proposition.
Proposition 4.13. Recall that we assume that 2.11, 3.7, 3.14, 3.17, and 4.1 hold. A linear map
RM : C0,β(M)→ C2,β(M)×K[L]×K[L] can be defined then by
RME := (u,w+E , w−E ) :=
∞∑
n=1
(un, w
+
E,n, w
−
E,n) ∈ C2,β(M)×K[L]×K[L]
for E ∈ C0,β(M), where the sequence {(un, w+E,n, w−E,n, En)}n∈N is defined inductively for n ∈ N by
(un, w
+
E,n, w
−
E,n, En) := −RM,apprEn−1, E0 := −E.
Moreover the following hold.
(i) LMu = E + JM (w+E , w−E ).
(ii) ‖u‖2,β,γ;M ≤ C(b)δ−4−2βmin ‖E‖0,β,γ−2;M .
(iii) ‖w±E : C0,β(Σ, g)‖ ≤ Cδγ−4−2βmin ‖E‖0,β,γ−2;M .
(iv) RM depends continuously on (L, τ, κ).
Proof. We subdivide the proof into five steps:
Step 1: Estimates on u′± and w
±
E,1: We start by decomposing E
′
+ and u
′
+ (defined as in (4.6) and
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(4.7)) into various parts which will be estimated separately; E′− and u
′
− are decomposed in analogous
fashion. We clearly have by the definitions and the equivalence of the norms as in 3.29 that
‖E′+‖0,β,γ−2;Σ ≤ C ‖E‖0,β,γ−2;M .
For each p ∈ L, we use D.1 to define u′p,+ ∈ C2,β(DΣp (2δp)) satisfying u′p,+(p) = 0, dpu′p,+ = 0, and
‖u′p,+‖2,β,γ;DΣp (2δp) ≤ C ‖E′+‖0,β,γ−2;Σ.
We define now u′′+ ∈ C2,β(Σ) supported on
⊔
p∈LD
Σ
p (2δp) by requesting for each p ∈ L that
u′′+ = Ψ
[
2δp, δp;d
Σ
p
]
(0, u′p,+) on D
Σ
p (2δp).
We clearly have
‖u′′+‖2,β,γ;Σ ≤ C‖E‖0,β,γ−2;M .
Now E′+ −LΣu′′+ vanishes on
⊔
p∈LD
Σ
p (δp) and therefore it is supported on Σ \
⊔
p∈LD
Σ
p (δp) = S
′
1
(recall (3.26a)). Moreover it satisfies
‖E′+ − LΣu′′+‖0,β,γ−2;Σ ≤ C ‖E‖0,β,γ−2;M .
Using the definition of the norms and the restricted support S′1 we conclude that
‖E′+ − LΣu′′+ : C0,β(Σ, g)‖ ≤ C δγ−2−βmin ‖E′+ − LΣu′′+‖0,β,γ−2;Σ.
The last two estimates and standard linear theory (recall 3.7) imply that the unique solution u′′′+ ∈
C2,β(Σ) to LΣu′′′+ = E′+ − LΣu′′+ satisfies
‖u′′′+ : C2,β(Σ, g)‖ ≤ C δγ−2−βmin ‖E‖0,β,γ−2;M .
By 3.14 there is a unique v+ ∈ K̂[L] (recall 3.14) such that u′′′+ + v+ and d(u′′′+ + v+) vanish at each
p ∈ L. Moreover by the last estimate and 3.14, v+ satisfies the estimate
‖v+ : C2,β(Σ, g)‖+ ‖LΣv+ : C0,β(Σ, g)‖ ≤ C δγ−4−2βmin ‖E‖0,β,γ−2;M .
Combining now the definitions of u′′′+ and v+ we conclude that LΣ(u′′+ + u′′′+ + v+) = E′+ + LΣv+. By
the definitions of u′′+ and v+ we clearly have that u
′′
++ u
′′′
+ + v+ satisfies also the vanishing conditions
in 4.7 and hence
u′+ = u
′′
+ + u
′′′
+ + v+ and w
+
E,1 = LΣv+.
Note now that LΣu′′′+ = E′ −LΣu′′+ vanishes on
⊔
p∈LD
Σ
p (δp/4) and by 3.14 so does LΣv+ ∈ K[L].
We conclude that for each p ∈ L we have LΣ(u′′′+ + v+) = 0 on DΣp (δp/4), and since we know already
that u′′′+ + v+ and d(u
′′′
+ + v+) vanish at p, it follows that
‖u′′′+ + v+‖2,β,γ˜;Σ ≤ Cδ−γ˜min‖u′′′+ + v+ : C2,β(Σ, g)‖,
where γ˜ := γ+22 ∈ (γ, 2). Combining with the earlier estimates for u′′′+ and v+ we conclude that
‖u′′′+ + v+‖2,β,γ˜;Σ ≤ C δγ−γ˜−4−2βmin ‖E ‖0,β,γ−2;M ,
We need the stronger decay for estimating E1 later. A similar estimate holds with γ instead of γ˜.
Combining with the earlier estimate for u′′+ we finally conclude that
‖u′+‖2,β,γ;Σ ≤ C δ−4−2βmin ‖E ‖0,β,γ−2;M .
Step 2: Estimates on u˜: By the definitions and 3.29 (with ǫ = 1) we have that
‖ E˜ ‖0,β,γ−2;K̂L ≤ C ( ‖E ‖0,β,γ−2;M + ‖ u′+ ‖2,β,γ;Σ + ‖ u′− ‖2,β,γ;Σ ).
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We first estimate u˜low. Because u˜e := sech s and u˜o := sinh s + s sech s form a basis for the kernel
of Lχ − 1, it follows using variation of parameters that given E˜ ∈ C0,βs (Cyl),
u˜(s) = −1
2
u˜e(s)
∫ s
0
u˜0(ξ)E˜(ξ) dξ +
1
2
u˜0(s)
∫ s
0
u˜e(ξ)E˜(ξ) dξ
satisfies (Lχ − 1)u˜ = E˜ with vanishing initial conditions at s = 0 and consequently that
L
K̂
(u˜ cos θ) = ρ2E˜(s) cos θ, and L
K̂
(u˜ cos θ) = ρ2E˜(s) sin θ.
Using this we conclude that
‖ u˜low ‖2,β,1;K̂L ≤ C(b) τγ−1max ‖ E˜ ‖0,β,γ−2;K̂L.
Similarly by standard linear theory and the obvious C0 bound on u˜high we conclude
‖τ−2 u˜high ‖2,β,γ−2;K̂L ≤ C(b) ‖ E˜ ‖0,β,γ−2;K̂L.
Combining the above we conclude that
‖ u˜ ‖2,β,γ;K̂L ≤ C(b) δ
−4−2β
min ‖E ‖0,β,γ−2;M .
Step 3: A decomposition of E1: Using (4.4) and 4.11, (4.6), (4.8), (4.9), and (4.10), we obtain
(4.14) E1 = E1,I + E1,II + E1,III ,
where E1,I , E1,II , E1,III ∈ C0,β(M) are supported on Ŝ[L]\ Ŝ1[L], Ŝ[L], and S˜′ respectively by 4.5(ii),
and where they are defined by
(4.15)
E1,I := [LM , ψ̂] ( u˜ ◦ Y ) ,
E1,II := ψ̂
(LM ( u˜ ◦ Y ) − (LK̂u˜ ) ◦ Y ) = ψ̂LM ( u˜ ◦ Y ) − E˜ ◦ Y,
E1,III :=LM { JM (ψ′u′+, ψ′u′−)} − JM
(LΣ(ψ′u′+),LΣ(ψ′u′−))
and we have used from (4.7) that LΣu′± = E′± + w±1,E .
Step 4: Estimates on u1 and E1: Using the definitions, 3.29 with ǫ = 1, and the estimates for u
′
±
and u˜ above we conclude that
‖ u1 ‖2,β,γ;M ≤ C(b) δ−4−2βmin ‖E ‖0,β,γ−2;M .
By 3.29 we have ‖ u˜ ◦ Y ‖2,β,2; Ŝ[L]\Ŝ1[L]∼2 ‖ u˜ ‖2,β,2;Y ( Ŝ[L]\Ŝ1[L] ). Using definitions 3.28 and 3.25
we conclude that
‖ u˜ ◦ Y ‖2,β,γ; Ŝ[L]\Ŝ1[L] ≤ C τα(1−γ)max ‖ u˜ ‖2,β,1;K̂L,
and therefore we have by the definition of E1,I and the preceding estimates
‖E1,I ‖0,β,γ−2;M ≤ C τα(1−γ)max ‖ u˜low ‖2,β,1;K̂L + ‖ u˜high ‖2,β,γ;Y (Ŝ[L]\Ŝ1[L])
≤ C(b)τ (1−α)(γ−1)max ‖ E˜ ‖0,β,γ−2;K̂L.
Applying now 4.12(i) with f = u˜ and γ̂ = γ and using the definition of ψ̂ we conclude that
‖E1,II ‖0,β,γ−2;M ≤ C τ2αmax ‖ u˜ ‖2,β,γ;K̂L.
We decompose now E1,III = E
′′
1,III + E
′′′
1,III where E
′′
1,III and E
′′′
1,III are defined the same way as
E1,III but with u
′
± replaced by u
′′
± and u
′′′
± + v± respectively. Applying 4.12(ii) with ǫ1 = 0, f = u
′′
±,
and γ̂ = γ, we conclude that
‖E′′1,III ‖0,β,γ−2;M ≤ C b−1 log b
(‖u′′+‖2,β,γ;Σ + ‖u′′−‖2,β,γ;Σ) .
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Applying 4.12(ii) with ǫ1 = γ˜ − γ, f = u′′′ + v, and γ̂ = γ,
‖E′′′1,III ‖0,β,γ−2;M ≤ C bγ˜−γ−1 log b τ γ˜−γmax
(‖u′′′+ + v+‖2,β,γ˜;Σ + ‖u′′′− + v−‖2,β,γ˜;Σ) .
Combining the above with the earlier estimates and using 3.17(ii) and 4.1 we conclude that
‖E1 ‖0,β,γ−2;M ≤ (C(b) τα/2max + C b−1 log b + C b−1/2 log b τ γ˜−γ−αmax ) ‖E ‖0,β,γ−2;M .
Step 5: The final iteration: By assuming b large enough and τmax small enough in terms of b we
conclude using γ˜ − γ − α > 0 and induction that
‖En ‖0,β,γ−2;M ≤ 2−n ‖E ‖0,β,γ−2;M .
The proof is then completed by using the earlier estimates. 
Corollary 4.16. Recall that we assume that 2.11, 3.7, 3.14, 3.17, and 4.1 hold. A linear map
R′M : C0,β(M)→ C2,β(M)×K[L]×K[L] can be defined such that given E ∈ C0,β(M), the following
hold.
(i) LMu = E + JM (w+E , w−E ).
(ii) ‖u‖2,β,γ,γ′;M ≤ C(b)δ−4−2βmin | log τmin|‖E‖0,β,γ−2,γ′−2;M .
(iii) ‖w±E : C0,β(Σ, g)‖ ≤ Cδγ−4−2βmin ‖E‖0,β,γ−2,γ′−2;M .
(iv) R′M depends continuously on (L, τ, κ).
Proof. We first define Ê ∈ C0,β(M), supported on Ŝ[L], by
Ê = ψ̂E −H1(ψ̂E).(4.17)
On K̂L we then solve LK̂û = Ê ◦ XK by separation of variables, solving for the constant and first
Fourier modes and second and higher Fourier modes separately. By standard theory we have the
estimate
‖û‖2,β,γ,γ′,K̂ ≤ C| log τmin|‖E‖0,β,γ−2,γ′−2;M .(4.18)
We then define Ê′ ∈ C0,β(M) by
Ê′ := E − ψ̂Ê − [LM , ψ̂](û ◦ Y )− ψ̂
(LM (û ◦ Y )− (LK̂û) ◦ Y ) .(4.19)
and define (û′, w+E , w
−
E ) := RM Ê′ ∈ C2,β(M)×K[L]×K[L].
Finally, we define
R′ME = (ψ̂ û ◦ Y + û′, w+E , w−E ).
It is straightforward to check using 4.17, 4.19 and 4.13(i) that (i) holds. Finally, (iii) and (iv) follows
immediately from 4.13(iii) and (iv) and the definitions above.
Using (4.18), (4.19), 4.12(i), and Definition 3.28, we estimate
‖Ê′‖0,β,γ−2;M ≤ C‖E‖0,β,γ−2,γ′−2;M + C‖û‖2,β,γ−1;K̂ + C‖û‖2,β,γ,γ′;Y (Ŝ[L]\Ŝ1[L])
≤ C| log τmin|‖E‖0,β,γ−2,γ′−2;M .
Combined with 4.13(iii) and 4.17 proves the estimate in (iii). 
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The nonlinear terms.
If φ ∈ C1(M) is appropriately small, we denote Mφ := GraphM,gM (φ) (recall 1.9). Using now
rescaling we prove a global estimate for the nonlinear terms of the mean curvature of Mφ as follows.
Lemma 4.20. If M is as in 4.13 and φ ∈ C2,β(M) satisfies ‖φ‖2,β,γ,γ′;M ≤ τ1+α/4max , then Mφ is well
defined as above, is embedded, and if Hφ is the mean curvature of Mφ pulled back to M and H is the
mean curvature of M , then we have
‖Hφ − H − LMφ ‖0,β,γ−2,γ′−2;M ≤ C τ−α/2min ‖φ ‖22,β,γ,γ′;M .
Proof. Following the notation in the proof of 3.29 and by 3.30 we have that for q ∈ S˜′ the graph B′′q
of ϕ:q over B
′
q in (Σ, g˜q) can be described by an immersion Xq : B
′
q → B′′q = X:q(B′q) such that there
are coordinates on B′q and a neighborhood in N
3 of B′′q which has uniformly bounded C
3,β norms,
the standard Euclidean metric on the domain is bounded by CX∗:qg˜q, and the coefficients of g˜q in
the target coordinates have uniformly bounded C3,β norms. By the definition of the norm and since
‖ϕ‖2,β,γ,γ′;M ≤ τ1+α/4max , we have that the restriction of φ on B′′q satisfies
‖(dL(q))−1φ : C2,β(B′′q , g˜q)‖ ≤ C(dL(q))−1max((d(q))γ , τ1−γ
′−α/2(dL(q))γ
′
)‖φ‖2,β,γ,γ′;M .
Since the right hand side is small in absolute terms we have that GraphM,gB′q φ is well defined and is
embedded, and by using scaling for the left hand side that
‖(dL(q))−1(Hφ −H − LMφ) : C0,β(B′′q , g˜q)‖ ≤
C(dL(q))
−2max((dL(q))γ , τ1−γ
′−α/2(dL(q))γ
′
)2‖φ‖22,β,γ,γ′;M .
Rearranging this, we conclude that
‖Hφ −H − LMφ‖0,β,γ−2,γ′−2;B′′q ≤ Cmax((dL(q))γ−1, τ1−γ
′−α/2(dL(q))γ
′−1)‖φ‖22,β,γ,γ′;M
≤ Cτ−α/2min ‖φ‖22,β,γ,γ′;M .

The fixed point theorem.
Assumption 4.21. We assume we are given a convex set B˜P ⊂ P containing the origin, where P is a
finite dimensional vector space, and a continuous family of configurations (L, τ) = (L[ζ], τ [ζ]) which
are parametrized by ζ ∈ B˜P and whose associated LD solutions ϕ[L, τ ] (recall 3.13) satisfy 3.17.
Because our configurations are parametrized by ζ and our initial surfaces by ζ := (ζ, κ), where
κ ∈ V[L[ζ]], we introduce the notation
M =MJζK :=M [L, τ, κ], VJζK := V[L], KJζK := K[L], ϕJζK := ϕ[L, τ ],(4.22)
where L = L[ζ] and τ = τ [ζ] are as in 4.21. Note that the double square brackets are introduced to
distinguish from earlier notation.
Assumption 4.23. We assume there exists a continuous family of linear isomorphisms Zζ : VJζK → P
for each ζ ∈ B˜P such that ζ − Zζ(ML[ζ]ϕJζK) ∈ 12 B˜P .
We need for the purposes of the fixed point theorem to fix a reference initial surface and pull back
perturbations of the initial surfaces we consider to the reference surface via appropriate diffeomor-
phisms.
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Assumption 4.24. We assume for each ζ ∈ B˜P there exists a diffeomorphism F ′ζ : Σ→ Σ such that:
(i) F ′ζ depends smoothly on ζ.
(ii) F ′ζ(L[0]) = L[ζ]; moreover for each p ∈ L[0] and q := F ′ζ(p), F ′ζ(DΣp (3δp)) = DΣq (3δq).
(iii) F ′ζ is close to the identity in all necessary norms.
Note by 4.24(ii) that F ′ζ(K̂J0K) = K̂JζK, so F ′ζ induces an isomorphism (F ′ζ)∗ : VJ0K → VJζK.
Definition 4.25. We define B˜VJ0K :=
{
(κ˜⊥p , κ˜p)p∈L : ∀p ∈ L, κ˜⊥p ∈ (−1, 1), κ˜p ∈ D
T∗pΣ,g
0 (1)
}
⊂ VJ0K.
Definition 4.26. We define a scaled push-forward map (F ′ζ)∗˜ : VJ0K → VJζK as follows: given
(κ˜⊥p , κ˜p)p∈L[0] ∈ VJ0K we define
(F ′ζ)∗˜(κ˜⊥p , κ˜)p∈L[0] = τ1+α/5max
(
κ˜⊥(F ′
ζ
)−1(q), (F ′ζ)∗κ˜(F ′ζ)−1(q)
)
q∈L[ζ]
,
where here (F ′ζ)∗ : T ∗pΣ → T ∗F ′
ζ
(p)Σ is the usual push forward map induced by F ′ζ. We define (F ′ζ)∗˜ :
VJζK → VJ0K to be the inverse of (F ′ζ)∗˜.
Assumption 4.27. We assume that for any p ∈ L[0] and q = F ′ζ(p), we have τ2q ≤ τp ≤ τ1/2q .
Definition 4.28 (the family of initial surfaces). Given ζ ∈ B˜P and κ˜ ∈ B˜VJ0K, we define κ = (F ′ζ)∗˜κ˜,
ζ = (ζ, κ) and the smooth initial surface MJζK.
Lemma 4.29 (Diffeomorphisms Fζ). There exists a family of diffeomorphisms Fζ : MJ0K → MJζK,
where here 0 is the zero element of P × VJ0K, such that:
(i) Fζ depends continuously on ζ.
(ii) For any u ∈ C2,β(MJζK) and E ∈ C0,β(MJζK) we have the following equivalence of norms:
‖ u ◦ Fζ ‖2,β,γ,γ′;MJ0K ∼
4
‖ u ‖2,β,γ,γ′;MJζK,
‖E ◦ Fζ ‖0,β,γ−2,γ′−2;MJ0K ∼
4
‖E ‖0,β,γ−2,γ′−2;MJζK.
Proof. For all p ∈ LJ0K, we define first F̂ζ : Cyl[−s0,p,s0,p] → Cyl[−sζ,q,sζ,q ], where q := F ′ζ(p), s0,p and
sζ,q are defined by the equations τp cosh s0,p = τ
α
p /2 and τq cosh sζ,q = τ
α
q /2, by F̂ζ(s, θ) = ( sζ,qs0,p s, θ).
We then define Fζ to map Λ0 onto Λζ , where
Λ0 := XK[p, τp, κp](Cyl[−s0,p,s0,p]) ⊂MJ0K, Λζ := XK[q, τq, κq](Cyl[−sζ,q,sζ,q ]) ⊂MJζK,
by requesting that
Fζ ◦XK[p, τp, κp] = XK[q, τq, κq] ◦ F̂ζ .(4.30)
We define now the restriction of Fζ on MJ0K \ ŜJ0K to be a map onto MJζK \ ŜJζK which preserves
signs in the normal directions and satisfies
ΠΣ ◦ Fζ = F ′ζ ◦ΠΣ.
On the region ŜJ0K \ Λ0 we apply the same definition as in the above paragraph but with F ′ζ
appropriately modified by using cut-off functions and dΣL[0] so that the final definition provides an
interpolation between the two definitions above and satisfies (i).
Using 4.27 and 2.5, it is not difficult to check that for each p ∈ L[0],
s0,p ∼
1+C/| log τp|
sζ,q.
Using this and arguing as in the proof of 3.29, we conclude (ii). 
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Theorem 4.31. Recall that we assume 2.11, 3.7, 3.14, 3.17, 4.21, 4.23, 4.24, and 4.27 hold. There
exists then ζ̂ = (ζ̂, κ̂) ∈ B˜P × VJζ̂K and φ̂ ∈ C∞(MJζ̂K) satisfying ‖φ̂‖2,β,γ,γ′;M ≤ τ1+α/4max such that
the normal graph M̂φ̂ is an embedded smooth closed minimal surface in N
3.
Proof. The proof is based on finding a fixed point for a map J : B → C2,β(MJ0K)×P ×VJ0K we will
define shortly, where B ⊂ C2,β(MJ0K)× P × VJ0K is defined by
B :=
{
v ∈ C2,β(MJ0K) : ‖v‖2,β,γ,γ′;MJ0K ≤ τmax[0]1+α
}× B˜P × B˜VJ0K.
Suppose (v, ζ) ∈ B. Use 4.16 to define (u,w+H , w−H) := −R′MJζK (H − JM (w+, w−)). Define also
φ ∈ C2,β (MJζK) by φ := v ◦ F−1ζ + u. We then have:
(1) LMu+H = JM (w+ + w+H , w− + w−H).
(2) By 3.32 and 4.16, ∥∥w±H : C0,β(Σ, g)∥∥+ ‖φ‖2,β,γ,γ′;MJζK ≤ τ1+α/4max .
Using 4.16 again, define (uQ, w
+
Q, w
−
Q) := −R′MJζK(Hφ −H − LMφ). By definition,
(3) LMuQ +Hφ = H + LMφ+ JM (w+Q, w−Q).
By 4.20, we have the following estimate on the quadratic terms:
(4)
∥∥∥w±Q : C0,β(Σ, g)∥∥∥+ ‖uQ‖2,β,γ,γ′;MJζK ≤ τ2−α/4max .
By combining the above, we see
(5) LM (uQ − v ◦ F−1ζ ) +Hφ = JM (w˜+, w˜−),
where w˜± := w± + w±H + w
±
Q and we also define
2w˜sym := w˜
+ + w˜−, 2w˜asym := w˜+ − w˜−.
We then define
J (v, ζ) =
(
uQ ◦ Fζ , ζ + Zζ(ELL−1Σ w˜sym), (F ′ζ)∗˜(κ− ELL−1Σ w˜asym)
)
.(4.32)
Note by 3.19 that
(4.33)
w˜sym = −LΣE−1L MLϕ+ wsymH,Q and w˜asym = LΣE−1L κ+ wasymH,Q , where
2wsymH,Q := w
+
H + w
−
H + w
+
Q + w
−
Q, 2w
asym
H,Q := w
+
H − w−H + w+Q − w−Q,
so that we have also
J (v, ζ) =
(
uQ ◦ Fζ , ζ − Zζ(MLϕ), 0
)
+
(
0, Zζ(ELL−1Σ wsymH,Q),−(F ′ζ)∗˜(ELL−1Σ wasymH,Q )
)
.(4.34)
We are now ready for the fixed-point argument. Clearly B is convex. Let β′ ∈ (0, β). The inclusion
B →֒ C2,β′(MJ0K)× B˜P × B˜VJ0K is compact by the Ascoli-Arzela theorem, and it is easy to see using
4.23 and 4.29(i) that J is continuous in the induced topology.
We next check that J (B) ⊂ B by analyzing the action of J on each factor of B. By (4) above and
4.29 it follows that J maps the first factor of B to itself. We see that J maps the second and third
factors of B into themselves using Schauder estimates, 4.23, 4.34, (2) and (4) above, and by 3.17.
The Schauder fixed point theorem [13, Theorem 11.1] now implies there is a fixed point (v̂, ζ̂) of
J . Using (4.32) and the fixed point property in conjunction with 4.23, 3.14, and 3.7, we see that
uQ = v̂◦F−1
ζ̂
and ŵ±+ ŵ±H+ ŵ
±
Q = 0, where we use “̂” to denote the various quantities for ζ = ζ̂ and
v = v̂. By (5), we conclude the minimality of M̂φ̂. The smoothness follows from standard regularity
theory, and the embeddedness follows from 4.20, (2), and (4). 
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Part II: New Minimal Surfaces and Self-shrinkers via Doubling
5. More Elementary Geometry
The parametrizations ΘS2 , ΘCyl, and X̂K and the coordinates (x, y) and (s, θ).
We consider now the unit two-sphere S2(1) ⊂ R3. We denote by (x1, x2, x3) the standard coordi-
nates of R3. To facilitate the discussion we fix spherical coordinates (x, y) on S2(1) by defining a map
ΘS2 : R
2 → S2(1) by
(5.1) ΘS2(x, y) = (cos x cos y, cos x sin y, sin x).
Note that in the above notation we can think of x as the geographic latitude on S2(1) and of y as the
geographic longitude. We will also refer to
(5.2)
pN := (0, 0, 1) = ΘS2(π/2, y),
pS := (0, 0,−1) = ΘS2(−π/2, y),
as the North pole and the South pole of S2(1) respectively.
Clearly, the standard metric of S2(1) is given in the coordinates of (5.1) by
(5.3) Θ∗g = dx2 + cos2 x dy2.
The study of the RLD and LD solutions can be simplified by the observation that S2(1) \ {pN , pS}
is conformally equivalent to a flat cylinder Cyl = S1 × R (recall 2.3). We define a diffeomorphism
ΘCyl
S2
: Cyl→ S2(1) \ {pN , pS} by
ΘCyl
S2
◦ΘCyl(s, θ) = (sech s cos θ, sech s sin θ, tanh s).(5.4)
From now on we will use ΘCyl
S2
to identify S2(1) \ {pN , pS} with Cyl; s and θ can then be considered
as coordinates on S2(1) \ {pN , pS}. By (5.1) we have
sin x = tanh s, cos x = sech s, s = log
1 + sin x
cos x
, and y = θ.(5.5)
Straightforward computations show
g = (sech2 s)χ,
ds
dx
=
1
cos x
,
dx
ds
= sech s.(5.6)
The symmetries and the configurations.
We first define reflections S,Θc and Θ := Θ0 in R
2 and translations Θc in R
2, where c ∈ R, by
S(s, θ) := (−s, θ), Θc(s, θ) := (s, 2c− θ), Θc(s, θ) := (s, θ + c).(5.7)
To study the symmetries of the parametrization ΘS2 , we first define reflections of its domain DomΘ
X̂, Ŷc, and Ŷ := Ŷ0, and translations Ŷc, where c ∈ R, by
(5.8) X̂(x, y, z) := (−x, y, z), Ŷc(x, y, z) := (x, 2c− y, z), Ŷc(x, y, z) := (x, y + c, z).
We also define corresponding reflections Z, Yc, and Y := Y0, and rotations Yc, of R
3 ⊃ S2(1) by
(5.9)
Z(x1, x2, x3) :=(x1, x2,−x3),
Y(x1, x2, x3) :=(x1,−x2, x3),
Yc(x1, x2, x3) :=(x1 cos 2c+ x2 sin 2c, x1 sin 2c− x2 cos 2c, x3)
Yc(x1, x2, x3) :=(x1 cos c− x2 sin c, x1 sin c+ x2 cos c, x3).
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Note that Z, Y, and Yc are reflections with respect to the planes {x3 = 0}, {x2 = 0}, and
Yc({x2 = 0}), respectively. Clearly Y2π is the identity map.
The symmetry group of our constructions depends on a large number m ∈ N which we assume now
fixed. We define Lmer = Lmer[m] ⊂ Cyl to be the union of m meridians symmetrically arranged:
(5.10) Lmer = Lmer[m] := ΘCyl ({(s, θ) : s ∈ R, θ = 2πi/m, i ∈ Z}) .
Definition 5.11 (The symmetry groups). We denote by GmCyl the group of isometries of Cyl which
fix Lmer[m] as a set.
Clearly GmCyl is a finite group and is generated by the reflections Z, Y, and Yπ/m, that is
GmCyl =
〈
Z,Y,Yπ/m
〉
.(5.12)
Because K is minimal, the Gauss map ν : K → S2(1) is anti-conformal; by (5.6) the map ΘCyl :
Cyl→ S2(1) is conformal. Part (iii) of the next result relates these in a simple way.
Lemma 5.13. ΘCyl is a covering map onto Cyl. Moreover, the following hold:
(i) Z ◦ΘCyl = ΘCyl ◦ S, Yc ◦ΘCyl = ΘCyl ◦Θc, and Yc ◦ΘCyl = ΘCyl ◦Θc.
(ii) Z ◦ X̂K = X̂K ◦ΘCyl ◦ S, Yc ◦ X̂K = X̂K ◦ΘCyl ◦Θc, and Yc ◦ X̂K = X̂K ◦ΘCyl ◦Θc.
(iii) Z ◦ΘCyl
S2
= ν ◦ X̂K. In other words, the following diagram commutes:
Cyl K
S2(1) S2(1)
X̂K
ΘCyl
S2
ν
Z
Proof. The first two parts are trivial. For (iii), a direct computation in (s, θ) coordinates reveals
ν ◦ X̂K ◦ΘCyl = ∂θX̂K × ∂sX̂K∣∣∣∂θX̂K × ∂sX̂K∣∣∣ = (sech s cos θ, sech s sin θ,− tanh s) = Z ◦ΘCylS2 ◦ΘCyl.

Definition 5.14. Given s ∈ [0,∞) or s := (s1, . . . , sk) ∈ Rk+ such that 0 ≤ s1 < · · · < sk < ∞, we
define
Lpar[s] = {(s, θ) ∈ Cyl : s = ±s}, Lpar[s] =
k⋃
i=1
Lpar[si].
Given also a domain Ω ⊂ Cyl, we will denote by Ωs the “subdivision” of Ω by Lpar[s]: more precisely
Ωs is the abstract surface which is the disjoint union of the Ω ∩ A’s, where A is the closure of any
connected component (a disk or an annulus) of Cyl \ Lpar[s]. Clearly functions on Ω can be thought
of as functions on Ωs as well.
Note for example that a function defined on Ω which is in C∞(Ωs) is also in C0(Ω) but not
necessarily in C1(Ω); it is “piecewise smooth” on Ω.
Definition 5.15. For m as in 5.10 and s and s as in 5.14, we define
L[s;m] :=Lmer[m] ∩ Lpar[s] = GmCylΘCyl(s, 0),
L = L[s;m] :=Lmer[m] ∩ Lpar[s] =
k⋃
i=1
L[si;m].
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For i ∈ {1, ..., k} we define pi := ΘCyl(si, 0), Li = L[si;m], and given also a GmCyl-symmetric function
τ : L[s;m]→ R, τi := τ(pi).
The linearized equation and the cylinder.
A major step in the constructions is to estimate solutions of the Jacobi operator
∆Σ + |AΣ|2 +RicN (νΣ, νΣ)
on the minimal surface Σ to be doubled. The conformal identifications of S2(1)\ {pN , pS} and K with
Cyl in (5.4) and (2.5) permit this analysis to be carried out on Cyl. To this end, we define operators
Lχ := ∆χ + 2 sech2 s, Lshrχ := ∆χ + 4 sech2 s, where ∆χ :=
∂2
∂s2
+
∂2
∂θ2
.(5.16)
Observe that
LK =
(
sech2 s
)Lχ, Lshrχ = (sech2 s)LshrS2 ,(5.17)
where LK := ∆K + |AK|2 is the Jacobi operator on K and LshrS2 := ∆S2(1) + 4.
We define a scaled metric χ˜ on Cyl and scaled coordinates ( s˜, θ˜ ) defined by
χ˜ := m2χ, s˜ = ms, θ˜ = mθ.(5.18)
We also define corresponding scaled linear operators
(5.19) Lshrχ˜ := ∆χ˜ + 2m−2 = m−2Lshrχ , Lχ˜ := ∆χ˜ + 2m−2 sech2 s = m−2Lχ.
Remark 5.20. If Σ ⊂ R3 is a two-sided, complete minimal surface with Gauss map ν : Σ → S2(1),
note that
LΣ = ∆Σ + |A|2 = |A|
2
2
(
∆ν∗g
S2
+ 2
)
,
hence the LD solutions studied in [30] can be pulled back by ν to LD solutions on Σ. In particular,
since the helicoid and the (universal cover of) K have the same Gauss map, the doubling construction
for K carried out here gives rise to a parallel construction for doublings of the helicoid which have
finite genus in the quotient of R3 by the group of translational isometries which preserve the helicoid.
We leave the details to the interested reader.
Definition 5.21. Let s ∈ R+. We define a shifted coordinate ŝ = ŝ [s] by
ŝ := s˜−ms = m (s− s).
Definition 5.22. For convenience we define
δ := 1/(9m).(5.23)
Given s ∈ [0,∞), we have nested open sets DχL[s;m](3δ) ⊂ Ω′[s;m] ⊂ Ω[s;m] where
Ω[s;m] := DχLpar[s] (3/m) = D
χ˜
Lpar[s]
(3) ,
Ω′[s;m] := DχLpar[s] (2/m) = D
χ˜
Lpar[s]
(2) .
Definition 5.24 (Antisymmetry operators). Given a domain Ω ⊂ Cyl which is invariant under the
coordinate reflection through some s ∈ R, we define a reflection operator Rs : C0 (Ω)→ C0 (Ω) by
Rsu(s + s′, θ) := u(s− s′, θ), for (s + s′, θ) ∈ Ω
and an antisymmetry operator As : C0 (Ω)→ C0 (Ω) by Asu := u−Rsu.
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Figure 1. A schematic of connected components of the neighborhoods of Lpar[s]
(defined in 5.22) near latitude s.
Lemma 5.25. Let s ∈ ( 3m ,∞). The following hold:
(i) For all u, v ∈ C0(Ω[s;m]), As (uv) = uAsv +AsuRsv.
(ii) For all u ∈ C2(Ω[s;m]),
As (Lχu) = Lχ
(Asu)+ 2As(sech2 s)Rsu,
As (Lχ˜u) = Lχ˜
(Asu)+ 2m−2As(sech2 s)Rsu.
(iii) For any domain Ω ⊂ Cyl, we have ∥∥sech2 s : Cj (Ω, χ)∥∥ ≤ C(j)∥∥sech2 s : C0 (Ω, χ)∥∥.
(iv)
∥∥As (sech2 s) : Cj (Ω[s;m], χ )∥∥ ≤ C(j)m sech2 s.
Rotationally invariant functions.
We call a function defined on a domain of Cyl which depends only on the coordinate s a rotationally
invariant function. Each of the equations Lχφ = 0 and Lshrχ φ = 0 amounts to an ODE when φ is
rotationally invariant. Motivated by this, we introduce some notation to simplify the presentation.
Notation 5.26. Consider a function space X consisting of functions defined on a domain Ω ⊂ Cyl. If
Ω is invariant under the action of GmCyl (recall 5.11), we use a subscript “sym” to denote the subspace
Xsym ⊂ X consisting of those functions f ∈ X which are invariant under the action of GmCyl. If Ω is
a union of parallel circles, we use a subscript “s” to denote the subspace of functions Xs consisting
of rotationally invariant functions, which therefore depend only on s. If moreover Ω is invariant
under reflection with respect to {s = 0}, we use a subscript “|s|” to denote the subspace of functions
X|s| = Xs ∩Xsym consisting of those functions which depend only on |s|. 
For example, we have C0|s|(Cyl) ⊂ C0sym(Cyl) ⊂ C0(Cyl) and C0|s|(Cyl) ⊂ C0s (Cyl), but C0s (Cyl) is
not a subset of C0sym(Cyl).
Definition 5.27. Given a function ϕ on some domain Ω ⊂ Cyl, we define a rotationally invariant
function ϕavg on the union Ω
′ of the parallel circles on which ϕ is integrable (whether contained in Ω
or not), by requesting that on each such circle C,
ϕavg|C := avg
C
ϕ.
We also define ϕosc on Ω ∩ Ω′ by ϕosc := ϕ− ϕavg.
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Notation 5.28. If Ω ⊂ Cyl is a domain and u ∈ C0s (Ω) has one-sided partial derivatives at s = s, then
we denote these partial derivatives by using the notation
∂+ u(s) :=
∂u
∂s
∣∣∣∣
s=s+
, ∂− u(s) := − ∂u
∂s
∣∣∣∣
s=s−
.
If u is C1, we use the abbreviation ∂u := ∂u∂s . In that case, ∂u = ∂+u = −∂−u. 
If φ ∈ C∞s (Cyl), the equations Lχφ = 0 and Lshrχ φ = 0 (recall (2.4)) are respectively equivalent to
d2φ
ds2
+ 2 sech2 sφ = 0,
d2φ
ds2
+ 4 sech2 sφ = 0.(5.29)
Definition 5.30 ([30, 2.18]). Define rotationally invariant functions φeven ∈ C∞|s| (Cyl) and φodd ∈
C∞s (Cyl) by
φeven(s) = 1− s tanh s, φodd(s) = tanh s.(5.31)
Lemma 5.32 ([30, 2.19]). φeven and φodd are even and odd in s respectively and satisfy Lχφeven = 0
and Lχφodd = 0. φeven is strictly decreasing on [0,∞) and has a unique root sroot ∈ (0,∞). φodd is
strictly increasing in R. The Wronskian W [φeven, φodd] satisfies
W [φeven, φodd](s) := φeven(s)∂φodd(s)− ∂φeven(s)φodd(s) = 1.
Proof. Straightforward calculation using Definition 5.30 and (5.29). 
Definition 5.33 ([30, Definition 2.21]). Given a˜, b˜ ∈ R, and s ∈ R+ we define
φ = φ
[
a˜, b˜; s
]
∈ C∞s
(
Cyl[0,∞)
)⋂
C0|s|(Cyl),
j = j
[
b˜; s
]
∈ C∞s
(
Cyl[s,∞)
)⋂
C∞s
(
Cyl(0,s]
)⋂
C0|s|(Cyl),
by requesting they satisfy the initial data
φ(s) = a˜, ∂φ(s) = b˜, j(s) = 0, ∂+j(s) = ∂−j(s) = mb˜,
and the ODEs Lχ˜φ = 0 on Cyl[0,∞), and Lχ˜j = 0 on Cyl[s,∞) and on Cyl[0,s].
Remark 5.34. Note that φ depends linearly on the pair (a˜, b˜) ∈ R2 and j depends linearly on b˜ ∈ R. 
Lemma 5.35 ([30, Lemma 2.23]). Let s ∈ ( 3m ,∞). The following estimates hold (recall 5.26).
(i)
∥∥φ[1, 0; s]− 1 : Cjsym(Ω[s;m] , χ˜ )∥∥ ≤ C(j)/m2.
(ii)
∥∥ j[1; s]− | ŝ | : Cjsym(Ω[s;m] \ Lpar[s] , χ˜ )∥∥ ≤ C(j)/m2 .
(iii)
∥∥As φ[1, 0; s] : Cjsym(Ω[s;m] , χ˜ )∥∥ ≤ C(j)/m3.
(iv)
∥∥As j[1; s] : Cjsym(Ω[s;m] \ Lpar[s] , χ˜ )∥∥ ≤ C(j)/m3.
Remark 5.36. By modifying 5.33 we define φshr and jshr as in 5.33 except that φshr and jshr satisfy the
ODEs Lshrχ φshr = 0 on Cyl[0,∞), and Lshrχ jshr = 0 on Cyl[s,∞) and on Cyl[0,s]. Note that the estimates
in 5.35 hold with φshr and jshr in place of φ and j respectively. 
Lemma 5.37 (Green’s functions [30, Lemma 2.28]). Given p = (s, θ) ∈ Cyl, there exists a function
Gp ∈ C∞
(
Dχp (
1
2 ) \ {p}
)
satisfying:
(i) LχGp = 0 on Dχp (12 ) \ {p}.
(ii) For q near p, Gp(q) = log r +O(r
2| log r|), where r(q) = dχp (q).
(iii)
∥∥AsGp : Cj (Dχp (12 ) \ {p}, r, χ, r)∥∥ ≤ C(j).
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By trivial modifications of the proof we construct Green’s functions Gshrp for Lshrχ also satisfying
5.37(i-iii).
Lemma 5.38 (cf. [30, Lemma 2.29]). Fix s ∈ R and let p = (s, 0) ∈ Cyl. We have (recall 3.3)
(i)
(
Gp − logdgKp
)
(p) = − log cosh s, dp
(
Gp − logdgKp
)
(p) = −1
2
tanh s ds.
(ii)
(
Gshrp − logdgshrp
)
(p) = − log sech s + 1
2
log
e
4
, dp
(
Gshrp − logdgshrp
)
(p) =
1
2
tanh s ds.
(iii)
(
Gp − logdgK∂p
)
(p) = − log cosh s + 1
2
log
sroot
sech sroot
, dp
(
Gp − logdgK∂p
)
(p) = −1
2
tanh s ds.
Proof. Let q = (s, 0), where s is close to s. For convenience, in this proof denote r = dχp (q). Recalling
(2.6), we have
dgKp (q) =
∣∣∣∣∫ s
s
cosh t dt
∣∣∣∣ = ∣∣∣∣cosh s(s− s) + 12(s− s)2(sinh s) +O (cosh s(s− s)3)
∣∣∣∣
= (cosh s)r
(
1 +
1
2
(s− s) tanh s +O((s − s)2)
)
.
Consequently,
logdgKp (q) = log cosh s + log r +
1
2
(s− s) tanh s +O(r2| log r|).
By Lemma 5.37(ii), Gp(q) = log r +O(r
2| log r|) and hence(
Gp − logdgKp
)
(q) = − log cosh s− 1
2
(s− s) tanh s +O(r2| log r|).(5.39)
(i) easily follows from (5.39). The proof of (ii) is analogous to that of (i) using (6.4) (see also [30,
Lemma 2.67]). 
6. Doubling The Spherical Shrinker
Definition 6.1. We call the class of minimal hypersurfaces in
(
Rn+1, e−
|x|2
2n δij
)
self-shrinkers.
The following well-known lemma catalogs several equivalent characterizations of self-shrinkers:
Lemma 6.2 (cf. [8, Section 1]). Let Σn ⊂ Rn+1 be a smooth oriented hypersurface. The following
are equivalent.
(i) H = 〈x,ν〉2 .
(ii) The one-parameter family of hypersurfaces Σt : Σ × (−∞, 0] → Rn+1 defined by Σt(p, t) =√−tp flows by mean curvature.
(iii) Σ ⊂
(
Rn+1, e−
|x|2
2n δij
)
is minimal.
(iv) Σ is a critical point for the functional F defined on a hypersurfaces Σ ⊂ Rn+1 by
F(Σ) := (4π)−n2
∫
Σ
e−
|x|2
4 .
Clearly by 6.2(i) S2(2) is a self-shrinker, and the Jacobi operator of S2(2) of in R3 as a minimal
surface in the metric e−|x|
2/4δ is [28, Lemma C.2]
L̂shr
S2
:= e
(
∆S2(2) + 1
)
=
e
4
(
∆S2(1) + 4
)
.(6.3)
On S2(1) we have (recall 5.17)
L̂shr
S2
=
4
e
cosh2 sLshrχ , gshr =
4
e
gS2(1) =
4
e
(
sech2 s
)
χ.(6.4)
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RLD solutions. We begin with some notation from [30].
Definition 6.5. Let RN := {(ai)i∈N : ai ∈ R}. For any k ∈ N, we identify Rk with a subspace of RN
by the map
(a1, . . . , ak) 7→ (a1, . . . , ak, 0, 0, . . . ).
We consider the normed space
(
ℓ1(RN), | · |ℓ1
)
defined by
ℓ1(RN) :=
{
a = (ai)i∈N ∈ RN :
∞∑
i=1
|ai| <∞
}
, |a|ℓ1 :=
∞∑
i=1
|ai|.
Remark 6.6. If σ = (σi)i∈N ∈ ℓ1
(
R
N
)
and ξ = (ξi)i∈N ∈ ℓ∞
(
R
N
)
satisfy |ξ|ℓ∞ < 110 and for some
positive numbers Fi±, i ∈ N,
eσi =
Fi+1+ + Fi+1−
Fi+ + Fi−
, ξi =
Fi+ − Fi−
Fi+ + Fi−
i ∈ N,
then note that for any 1 ≤ j ≤ i <∞,
Fi+ =
1 + ξi
1 + ξj
(
e
∑i−1
l=j σl
)
Fj+ =
1+ ξi
1− ξj
(
e
∑i−1
l=j σl
)
Fj−,
Fi− =
1− ξi
1 + ξj
(
e
∑i−1
l=j σl
)
Fj+ =
1− ξi
1− ξj
(
e
∑i−1
l=j σl
)
Fj−,
and therefore sup{Fi±}i∈N∼
E
inf{Fi±}i∈N holds, where E := exp (|σ|ℓ1 + 3|ξ|ℓ∞). 
Definition 6.7 (Scale invariant flux). If φ ∈ C0s
(
Cyl(a,b)
)
(recall 2.3 and 5.26) and φ is piecewise
smooth and positive on Cyl(a,b), we define F
φ
± : (a, b)→ R by
Fφ±(s) = ±
∫
Cyls
(dφ) (η)
φ
dl = ±
∫
Cyls
(d logφ)(η)dl,
where η is the unit normal to Cyls pointing in the positive s direction.
Remark 6.8. Note that Fφ± = F
cφ
± ∀c ∈ R \ {0} and that Fφ± is invariant under conformal changes
of metric. Also, if φ is C1 at s = s, then Fφ+(s) = −Fφ−(s). On (Cyl, χ) and (S2(1), gS2(1)) we have
respectively (recall (5.6))
Fφ±(s) =
∂±φ(s)
φ(s)
, Fφ±(x) =
cos x
φ(x)
∂±φ
∂x
(x).(6.9)

Definition 6.10 (S2shr-RLD solutions, cf. [30, 3.5]). We say φ ∈ C0|s| (Cyl) is a S2shr rotationally
invariant linearized doubling (S2shr-RLD) solution if
(i) φ > 0.
(ii) There is k ∈ N and sφ ∈ Rk+ as in 5.14, such that φ ∈ C∞|s|
(
Cyls
φ)
and Lshrχ φ = 0 on Cyls
φ
.
(iii) For i = 1, . . . , k, Fφ−(s
φ
i ) > 0 and F
φ
+(s
φ
i ) > 0.
We call sφ the jump latitudes of φ and Lpar[s
φ] the configuration of φ. If φ(0) = 1, we say φ is a
unit RLD solution. If φ is expendable to C∞|s|
(
S
2(1)s
)
, we say φ is smooth at the poles.
If sφi is a jump latitude of φ, note that 6.10(iii) implies that ∂φ is not defined at Lpar[s
φ
i ]. Thus,
the jump latitudes of φ and their number are uniquely determined by φ.
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Definition 6.11 (Quantities associated to RLD solutions, cf. [30, 3.6]). Let φ be an RLD solution
as in 7.2. We define
(6.12) F φ :=
(
Fφ1−, F
φ
1+, F
φ
2−, . . . , F
φ
k+
)
∈ R2k+ ,
F φ := (Fφi )
k
i=1 ∈ Rk+, σφ := (σφi )k−1i=1 ∈ Rk−1, ξφ :=
(
ξφi
)k
i=1
∈ Rk,
where for i = 1, . . . , k and j = 1, . . . , k − 1,
(6.13) Fφi± := F
φ
±(si), F
φ
i := F
φ
+(si) + F
φ
−(si) = F
φ
i+ + F
φ
i−,
eσ
φ
j =
Fφj+1
Fφj
, ξφi =
Fφi+ − Fφi−
Fφi+ + F
φ
i−
=
Fφi+ − Fφi−
Fφi
.
We define σφ := (σφ, ξφ) ∈ Rk−1 × Rk and call the entries of σφ the flux ratios of φ. If σφ = 0 we
call φ balanced. Finally we define
Fφavg :=
1
2k
∣∣∣F φ∣∣∣
ℓ1
=
1
2k
∣∣∣F φ∣∣∣
ℓ1
.
Remark 6.14. Using (6.13) (see also Remark 6.6), we recover F φ from Fφ1 and σ
φ by
Fφ1± =
1
2
(1± ξφ1 )Fφ1 , Fφi± =
1
2
(1± ξφi )
(
e
∑i−1
l=1 σ
φ
l
)
Fφ1 ,(6.15)
for i > 1. In Proposition 7.4 we construct RLD solutions φ by prescribing Fφ1− and σ
φ. 
Lemma 6.16 (Flux monotonicity, cf. [30, Lemma 3.8]). Suppose φ ∈ C∞s
(
Cyl[a,b]
)
, φ > 0, and
Lshrχ φ = 0.
(i) For s ∈ (a, b), dF
φ
−
ds (s) = 4 sech
2 s +
(
Fφ−(s)
)2
> 0.
(ii) Fφ−(b) + F
φ
+(a) = 4 (tanh b − tanha) +
∫ b
a
(
Fφ−(s)
)2
ds.
Proof. Parts (i) and (ii) are trivial modifications of the proofs of Lemmas 3.8 and 3.9 of [30]. 
Definition 6.17 (cf. [30, Definition 3.10]). Given s ∈ (0,∞) and F > 0, we define functions
H = H [F ; s] ∈ C∞s (Cyl) , Hshr = Hshr [F ; s] ∈ C∞s (Cyl)
by requesting that they satisfy the equations LχH = 0, Lshrχ Hshr = 0 with initial data
H(s) = 1, FH+ (s) = F, H
shr(s) = 1, FH
shr
+ (s) = F.
Lemma 6.18. (i)
∂F
Hshr[F ;s]
+
∂s
(s) =
4 sech2 s + F 2
(Hshr[F ; s](s))2
> 0.
(ii)
∂F
Hshr[F ;s]
+
∂F (s) =
1
(Hshr[F ;s](s))2
> 0.
Proof. The proof is a trivial modification of the proof of [30, Lemma 3.12]. 
Definition 6.19. Define a rotationally invariant function φe ∈ C∞s (Cyl), by requesting that φe sat-
isfies the ODE Lshrχ φe = 0 with initial data φe(0) = 1 and ∂φe(0) = 0.
Lemma 6.20. φe is even with respect to s. Moreover, φe is strictly decreasing on [0,∞) and has a
unique root sshrroot ∈ (0, sroot).
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Proof. A straightforward consequence of the fact that 4 is between the first two nonzero eigenvalues
(2 and 6 respectively) of the Laplacian on S2(1) (recall (5.17)). 
Lemma 6.21. There is a function φs ∈ C∞s (Cyl) uniquely characterized by (i) and (ii) and moreover
satisfying (iii)-(v) below.
(i) Lshrχ φs = 0.
(ii) φs(0) < 0, ∂φs(0) = 1, and lims→∞ ∂φs(s) = 0.
(iii) φs is strictly increasing on [0,∞) and has a unique root s′rt ∈ (0, sshrroot).
(iv) φs has a unique root s
′′
rt ∈ (−∞, 0) which satisfies s′′rt < −sshrroot.
(v) For all s ∈ Cyl, the Wronskian W [φe, φs] := φe∂φs − φs∂φe satisfies W [φe, φs](s) = 1.
Proof. The existence and uniqueness of φs as well as (i)-(iv) are straightforward consequences of the
the fact that 4 is between the first two nonzero eigenvalues of the Laplacian on S2(1). (v) follows from
Abel’s identity (observe the first derivative term in Lshrχ in (5.16) is zero) and thatW [φe, φs](0) = 1. 
Remark 6.22. By straightforward computations (recall 6.21(v)),
Hshr[F ; s] =
(
Fφs+ (s)− F
)
φs(s)φe(s) +
(
−Fφe+ (s) + F
)
φe(s)φs(s).(6.23)

We will need the following analogue of [30, Lemma 3.13].
Lemma 6.24. Suppose a > 0, s ∈ Rj+ is as in 5.14 with sj < a, and φ is a function on Cyl(−a,a)
which satisfies φ ∈ C∞|s| (Cyls(−a,a)), φ(0) = 1, φ > 0, and Lshrχ φ = 0 on Cyls(−a,a). Finally, suppose that
Fφ±(si) = Fi± for some positive numbers Fi±, i ∈ {1, . . . , j}. Then
(6.25) φ =

A0φe +B0φs on Cyl[−s1,s1],
Aiφe +Biφs on Cyl[si,si+1] (0 < i < j),
Ajφe +Bjφs on Cyl[sj ,a),
where the coefficients Ai, Bi satisfy A0 = 1, B0 = 0 and for 0 < i ≤ j the following.
(6.26)
Ai = Ai−1 − φ(si)(Fi+ + Fi−)φs(si),
Bi = Bi−1 + φ(si)(Fi+ + Fi−)φe(si).
Moreover, A0 = 1 and B0 = 0.
Proof. Essentially the same as that of [30, Lemma 3.13] however using Remark 6.22. 
Proposition 6.27 (Existence and uniqueness of S2shr-RLD solutions, cf. [30, Proposition 3.14]). Given
s1 ∈ (0, sshrroot)—sshrroot was defined in 6.20—and
σ = (σ, ξ) =
(
(σi)
∞
i=1, (ξj)
∞
j=1
) ∈ ℓ1 (RN)⊕ ℓ∞ (RN)
satisfying |ξ|ℓ∞ < 110 , there is a unique k = k[s1;σ] ∈ N and a unique unit S2shr-RLD solution
φ̂ = φ̂[s1;σ] satisfying (a)-(b) and (i)-(iv) of 7.4 except that (i) is replaced by the following:
(i’) k[s1;σ] is a nonincreasing function of s1. Further, for each σ as above there exists a decreasing
sequence {ashr0,σ := sshrroot, ashr1,σ, . . . }, such that k[s1;σ] = k if and only if s1 ∈ [ashrk,σ, ashrk−1,σ).
Moreover each ashrk,σ depends only on σ|k.
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Proof. We adapt the proof of [30, Proposition 3.14]. We first prove that there is at most one unit
S2shr-RLD solution φ̂ satisfying (a) and (b). By the symmetries, it follows that φ̂ = φe on Cyl[0,s1].
Furthermore, by Remark 6.6 and Lemma 6.24 φ̂ has a unique local extension beyond s1. Next, the
flux monotonicity (Lemma 6.16) and the requirement in Definition 6.10(i) that φ̂ > 0 inductively
determine all of the jump latitudes s using 6.6. From this, φ̂ is determined uniquely by 6.24.
We next construct a family of S2shr-RLD solutions φ̂[s1;σ] with flux ratios σ, parametrized by
s1 ∈ (0, ashr0,σsshrroot), or equivalently F1 = F1(s1) := 21−ξ1F
φe
− (s1) ∈ (0,∞). This equivalence follows
from the fact that any unit S2shr-RLD solution coincides with φe on Cyl[0,s1] and by Lemma 6.16 the
restriction Fφe−
∣∣∣
(0,sshrroot)
is an orientation-preserving homeomorphism.
Let s1 ∈ (0, sshrroot). By Remark 6.6 and Lemma 6.24, there is a unique extension φ̂[s1;σ] of
φe|Cyl(−s1,s1) to a maximal domain Cyl(−a,a) such that the hypotheses of Lemma 6.24 hold, where
the coefficients Fi± (recall the notation of 6.24) are defined by
F1± :=
1
2
(1 ± ξ1)F1, Fi± := 1
2
(1± ξi)
(
e
∑i−1
l=1 σl
)
F1, i > 1.
To show that φ̂ is an S2shr-RLD solution, we must show that a =∞ and that φ̂ has finitely many jump
latitudes. By Remark 6.6 and Lemma 6.16(ii)(b),
2F1∼
E
(Fi+1− + Fi+) = 4 (tanh si+1 − tanh si) +
∫ si+1
si
(
F φ̂−(s)
)2
ds,
where E := exp (|σ|ℓ1 + 3|ξ|ℓ∞). This implies a lower bound on si+1 − si which is uniform in i.
Therefore a = ∞. We next show there are finitely many jump latitudes by estimating an upper
bound for sk. Suppose φ̂ has a jump at sj+1. By 6.24 we have φ̂ = Ajφe + Bjφs on Cyl(sj ,sj+1). If
Aj is not positive then the linear combination on the right has to be positive on Cyl(sj ,+∞) because
otherwise it would contradict the monotonicity of the first eigenvalue with respect to the domain. The
monotonicity of the flux then contradicts the existence of a jump at sj+1. Since
Fφs+ (s)ց 0 as s→∞,
and Fj+∼
E
Fφe− (s1), this implies an upper bound for sk−1 depending only on s1 and σ. This establishes
the existence of the family of S2shr-RLD solutions φ̂[s1;σ].
We next prove (i). From Definition 6.5, and Lemma 6.24, we have
f1(s) := F
φs
+ (s)−
1 + ξ1
1− ξ1F
φe
− (s)(6.28)
is monotone on (s′rt, s
shr
root) and moreover satisfies
lim
s1ցs′rt
f1(s) =∞, and lim
s1րa0,σ
f1(s1) = −∞.(6.29)
We then define ashr1,σ to be the unique root of A1(s1) in (0, a0,σ). By (6.28), a1,σ depends only on ξ1.
The rest of the proof is analogous to that of [30, 3.21], using the monotonicity of φe and φs. 
Notation 6.30. Given k,σ, and σ|k as in 6.27 we define
φ̂[σ : k] := φ̂[σ|k : k] := φ̂[ashrk,σ;σ], s = s[σ : k] := s[σ|k : k] := sφ̂[σ:k].

Proposition 6.31 (cf. [30, Proposition 3.22]). There is a constant ǫ1 > 0 such that for all k ∈ N and
all σ = (σ, ξ) ∈ Rk−1 × Rk with |σ|ℓ1 + |ξ|ℓ∞ < ǫ1, φ̂ = φ̂[σ : k] satisfies the following.
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(i) F φ̂avg =
2
k +O
(
1
k2
)
and sech2 sk ∼
C
1
k
.
(ii) (a) F φ̂1− = 4 tanh s1 +O
(
1
k3
)
.
(b) F φ̂i− + F
φ̂
i−1+ = 4(tanh si − tanh si−1) +O
(
1
k2(k−i+1)
)
for i = 2, . . . , k.
(c) F φ̂k+ = 4(1− tanh sk) +O
(
1
k2
)
.
(iii)
∥∥∥1− φ̂(s) : C0 (Cyl)∥∥∥ ≤ Ck log k and ∣∣∣log φ̂(si)φ̂(si−1) ∣∣∣ ≤ Ck for 2 ≤ i ≤ k. If σ = 0, then also
1 > φ̂(s1) > · · · > φ̂(sk).
(iv) There is a constant C > 0 depending only on ǫ1 such that for any 1 ≤ i < j ≤ k,
sj − si >
(
1 +
C
k
)
j − i
2k
and sech2 si − sech2 sj ≤ C(j − i)
k
.
Proof. The proof is essentially the same as that of [30, 3.22], where we use the integral estimates
7.12(ii) instead of 7.12(i). The only substantially different step is in estimating F φ̂k+; although in [30,
3.22] this was done via explicitly estimating F φ̂+(sk) = F
φodd
+ (sk) = sech
2 sk/ tanh sk, in the present
context we have (since φ̂ is smooth at the poles) F φ̂k+ = F
φs
+ (sk) and lack an explicit formula for F
φs
+ .
Since φ̂ is smooth at the poles, we have using Lemma 6.16(ii) and 6.21
(6.32)
F φ̂k+ = F
φs
+ (sk) =
∫ ∞
sk
dFφs−
ds
ds
=
∫ ∞
sk
4 sech2 s ds +
∫ ∞
sk
(
F φ̂−(s)
)2
ds
= 4 (1− tanh sk) +
∫ ∞
sk
(
F φ̂−(s)
)2
ds.
Using that 1− tanh s = 2/(1 + e−2s), it follows by estimating (6.32) that
sech2 sk ∼
C
F φ̂+(sk) ∼
CE
F φ̂avg,(6.33)
where the second estimate follows from 6.6. The remainder of the proof proceeds almost exactly as
that of [30, Proposition 3.22], except that we use 7.12(ii) instead of 7.12(i). Notice that this difference
accounts for the difference in the statement of (ii) above and in 7.12(ii). 
Remark 6.34. The latitudes Lpar of S
2
shr-RLD solutions which are close to being balanced arrange
themselves in a regular way. Indeed, recalling from (5.5) that tanh s = sin x, Proposition 6.31 implies
that when σ = 0,
(6.35)
sin x1 =
1
2k
+O
(
1
k3
)
,
sin xi − sin xi−1 = 1
k
+O
(
1
k2(k − i+ 1)
)
, i = 2, . . . , k − 1,
1− sin xk = 1
2k
+O
(
1
k2
)
.
Together with elementary geometric facts about spheres, this means that for large k
(1) The (extrinsic R3) distance between planes corresponding to adjacent circles in Lpar is ap-
proximately 1/k.
(2) For i = 2, . . . , k, the area of the annulus {x ∈ (xi−1, xi)} ⊂ S2(1) is approximately 2π/k.
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This is the same phenomena observed [30, Remark 3.24] for the spacing between circles of Lpar for
doublings of the equator S2eq ⊂ S3(1). 
Using an appropriately modified version of [30, Lemma 3.19], we have the following estimates.
Proposition 6.36 (cf. [30, Corollary 3.25]). Let k ∈ N and suppose that σ = (σ, ξ) ∈ Rk−1×Rk,σ′ =
(σ′, ξ′) ∈ Rk−1 × Rk satisfy |σ|ℓ1 + |ξ|ℓ∞ < ǫ1/k and |σ′|ℓ1 + |ξ′|ℓ∞ < ǫ1/k. Let φ̂ = φ̂[σ : k] and
φ̂′ = φ̂[σ′ : k]. There is a constant C > 0 independent of k such that:
(i)
∣∣∣F φ̂′ − F φ̂∣∣∣
ℓ∞
≤ C
k
(|σ′ − σ|ℓ1 + |ξ′ − ξ|ℓ∞) .
(ii)
k
max
i=1
|tanh s′i − tanh si| ≤
C
k
(|σ′ − σ|ℓ1 + |ξ′ − ξ|ℓ∞) .
LD solutions.
Lemma 6.37 (GmCyl-Symmetric LD solutions, cf. [27, Lemma 3.10]). We assume given G
m
Cyl-invariant
L, τ , where L = L[s;m] is as in 5.15, τ : L → R. There exists a unique GmCyl-invariant LD solution
ϕ = ϕ[L, τ ] of configuration (L, τ). Moreover, ϕavg ∈ C∞(Cyls), where Lpar = Lpar[s]. On Cyls, ϕavg
satisfies the ODE Lshr
S2
ϕavg = 0.
Proof. By 3.13, the existence and uniqueness follows from the triviality of kerLshr
S2
which follows
(recalling 6.3) since 4 is not an eigenvalue of the Laplacian on S2(1). To prove the second assertion,
we need to check that ϕ is integrable on each circle contained in Lpar and that ϕavg is continuous
there also. But these follow easily from the logarithmic behavior of Gp (recall 5.37). 
Lemma 6.38 (Vertical balancing, [30, Lemma 4.5]). Suppose ϕ = ϕ[L[s;m]; τ ] is as in 6.37. Then
mτi = ϕavg(si)F
ϕavg
i , i = 1, . . . , k.(6.39)
Proof. A trivial modification of the proof of [30, Lemma 4.5]. 
Assumption 6.40. We assume from now on k,m ∈ N are fixed and m satisfies m > c2 where c2 =
c2(k) > 0 is a constant that can be taken as large as necessary in terms of k.
Lemma 6.41 (LD solutions Φ, cf. [30, Lemma 4.7]). Given σ ∈ Rk−1 × Rk as in 6.27 and m as in
6.40, there is a unique GmCyl-invariant LD solution (recall 6.37)
Φ = Φ[σ : k,m] := ϕ[L; τ ′],(6.42)
characterized by the requirements that
(a) φ = φ[σ : k,m] := Φavg is a multiple of φ̂[σ : k],
(b) L = L[ s[σ : k];m ] (recall 5.15),
(c) τ ′1 = 1 (normalizing condition).
Moreover, the following hold.
(i) For i ∈ {1, . . . , k} we have τ ′i =
φ(si)
m
Fφi . Moreover τ
′
i is independent of m and satisfies
τ ′i = τ
′
i [σ : k] :=
φ̂[σ : k](si)
φ̂[σ : k](s1)
(
e
∑i−1
l=1 σl
)
.
(ii) φ[σ : k,m] =
m
φ̂[σ : k](s1)F
φ̂[σ:k]
1
φ̂[σ : k].
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(iii) On Ω[si;m], φ = φi + ji, where
(6.43)
φ
i
:= φshr
[
φ(si),
1
2 ( ∂+φ(si)− ∂−φ(si) ); si
]
= φ(si)φ
shr
[
1, 12
(
Fφ+(si)− Fφ−(si)
)
; si
]
,
j
i
:= jshr
[
τ ′i
2 ; si
]
.
Proof. The proof is essentially identical to that of [30, Lemma 4.7], and the only difference is we
use the triviality of kerLshr
S2
instead of the triviality of kerLχ subject to the symmetries imposed in
[30]. 
Definition 6.44 (The constants δp, cf. 3.11). For each p ∈ L, we define a constant δp by requesting
that the set of δps is invariant under the action of G
m
Cyl on L and that for i = 1, . . . , k we have
δpi = δ sech si =
1
9m sech si (recall 5.22).
Definition 6.45 ([30, 4.8, 4.10, 4.11]). We define Ĝ ∈ C∞sym (Cyl \ L) and Φ̂ ∈ C∞|s| (Cyl) by requesting
that for i = 1, . . . , k that
Ĝ = Ψ[2δ, 3δ;dχpi](τ
′
iG
shr
pi − τ ′iφshr[log δ, 0; si], 0) on Dχpi(3δ),
Φ̂ = Ψ
[
2
m
,
3
m
;dχLpar[si]
] (
φ
i
, φ
)
= φ−Ψ
[
2
m
,
3
m
;dχLpar[si]
](
jshr
i
, 0
)
on Ω[si;m],
(recall (5.22), (6.43)), and that Φ̂ = φ on Cyl \ DχLpar(3/m). We define also Φ′, E′ ∈ C∞sym(Cyl) by
requesting that on Cyl \ L
Φ = Ĝ+ Φ̂ + Φ′, E′ = −Lχ˜
(
Ĝ+ Φ̂
)
.(6.46)
Proposition 6.47 (cf. [30, Proposition 4.18]). The following hold.
(i) ‖Φ′ : Cjsym (Cyl, χ˜ ) ‖ ≤ C(j).
(ii) For i ∈ {1, . . . , k},
∥∥∥AsiΦ′ : Cjsym (DχLpar[si](3δ), χ˜)∥∥∥ ≤ C(j)/m.
Proof. This follows from small modifications of the work in [30, Section 4] leading up to and including
the proof of Proposition 4.18, where the analogous result was proved for LD solutions on S2eq with the
operator LS2eq = ∆+ 2. We omit the details. 
Lemma 6.48 (Lemma 5.5, [30]). Let i ∈ {1, . . . , k}. There is a constant C > 0—independent of m
and k—such that:
(i) For any a, b ∈ (si − 3/m, si + 3/m), sech2 a ∼
1+ Cm
sech2 b.
(ii) When restricted to Ω[si;m], d
gshr
pi ∼
1+ Cm
sech si d
χ
pi .
(iii) For large enough m and any ǫ ≤ δ/2,
DχLi (ǫ/2) ⊂ D
gshr
Li
(ǫ sech si) ⊂ DχLi (2ǫ) .
(iv) If f ∈ Cj(Ω), where Ω ⊂ Cyl is a domain such that supp∈Ω |s(p)| ≤ sk + 1 then∥∥f : Cj(Ω, gshr)∥∥ ∼
Ckj/2
∥∥f : Cj(Ω, χ)∥∥ .
Lemma 6.49 (cf. Lemma 5.11, [30]). For Φ as in 6.41, the following estimate holds:∥∥Φ : C3,βsym (S2shr \DgL(δ′min), gshr)∥∥ ≤ C ( | log δ′min|(δ′min)3+β k 3+β2 +m4+βk 5+β2
)
.
Proof. The proof is essentially the same as the proof of [30, Lemma 5.11] and uses the decomposition
in 6.45, 6.47, and 6.48 to convert estimates on the cylinder to estimates on (S2shr, gshr). 
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The family of LD solutions.
For the applications at hand, it will be convenient to modify the definition of K[L] and K̂[L] (recall
3.14) to exploit the rotational invariance of the problem.
Definition 6.50 (The spaces Ksym[L] and K̂sym[L]). Given L = L[s;m] as in 5.15, we define
Vi, V
′
i ∈ C∞sym(Cyl) by requesting that they are supported on DχLi(2δ) and on Dχpi(2δ) they satisfy
(6.51)
Vi = Vi[si,m] := Ψ[δ, 2δ;d
χ
pi](φ
shr[1, 0; si], 0), V
′
i = V
′
i [si,m] := Ψ[δ, 2δ;d
χ
pi ](φ
shr[0, 1; si], 0),
where i ∈ {1, . . . , k} and δ is as in (5.23). Moreover we define the spaces
(6.52) K̂sym[L] = span
(
(Vi)
k
i=1 , (V
′
i )
k
i=1
)
, Ksym[L] := L̂shrS2 K̂sym[L].
Henceforth, we will also modify the definition of EL (recall 3.14) by restricting its domain and
range to K̂sym[L] and Vsym[L], respectively, where Vsym[L] is the subspace of V[L] consisting of those
elements that are invariant under the obvious action of GmCyl on V[L].
Using 6.48 it is easy to check that conditions of 3.14 hold, so we may apply the material from Part
I of this paper with the definition of Ksym[L] and K̂sym[L] given above.
We now choose the scale of the of our family of LD solutions so that we have approximate matching.
A heuristic argument which we omit implies that the overall scale τ1 should be given by
τ1 = τ1[ζ;m] :=
1
m
eζ1e−φ(s1) =
1
m
eζ1e
− m
F
φ
1 ,(6.53)
where ζ1 is an unbalancing parameter used to absorb error terms later. The continuous parameters
of the LD solutions are then ζ := (ζ1,σ) = (ζ1,σ, ξ) ∈ B˜P ⊂ P := R× Rk−1 × Rk = R2k where
B˜P := [−c , c ]×
[
− c
m
,
c
m
]k−1
×
[
− c
m
,
c
m
]k
,(6.54)
and where c > 0 will be fixed later and which we assume may be taken as large as necessary depending
on k but independently of m.
With the overall scale τ1 having been chosen, we then define
(6.55) ϕ := ϕJζ;mK = τ1Φ.
To record in detail the dependence on the continuous parameters we have the following.
Definition 6.56 (LD solutions). Given ζ ∈ B˜P , let φ = φ[σ : k,m], Φ = Φ[σ : k,m], and τ ′i =
τ ′i [σ : k] be as in 6.41. We define then τ1 = τ1[ζ;m] by (6.53) and an LD solution ϕ = ϕ[ζ;m]
of configuration (L , τ ) (recall 6.37) by (6.55), where L = L[s;m], s = s[σ : k] (recall 6.30), and
τ = τ [ζ;m] : L[s;m]→ R+ is GmCyl-invariant satisfying τi = τ1τ ′i for i ∈ {1, . . . , k}.
Lemma 6.57 (Matching equations). For i = 1, . . . , k, 1τiMpiϕ = (µi, µ′ids), where
µi =
m
Fφ1
(
e−
∑i−1
l=1 σl − 1
)
+
Φ′(pi)
τ ′i
+ ζ1 + log
(
9
4
τ ′i
)
− log sech si + 1
2
,
µ′i =
m
2
ξi +
1
τ ′i
∂Φ′
∂s
(pi) +
1
2
tanh si.
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Proof. Expanding 1τiMpiϕ (recall 3.8) using 3.9 and 6.45, we find
µi =
1
τ ′i
φ(si) + log
(
τ ′iτ1
2δ
)
+
Φ′(pi)
τ ′i
+
(
Gpi − logdgshrpi
)
(pi)
µ′i =
1
τ ′i
∂φ
i
∂s
(si) +
1
τ ′i
∂Φ′
∂s
(pi) +
∂
∂s
(
Gpi − logdgshrpi
)
(pi).
Using (6.39) to see that φ(si)τ ′i
= m
Fφi
, and using Lemma 5.38 shows the first equation is equivalent to
µi =
m
Fφi
+
Φ′(pi)
τ ′i
+ log
(
τ ′iτ1
4δ
)
− log sech si + 1
2
.
Simplifying m
Fφi
using (6.15) and substituting τ1 from (6.53) gives the first required equation. Next,
note using (6.43), (6.39), and (6.13) that
1
τ ′i
∂φ
i
∂s
(si) =
φ(si)
τ ′i
Fφi+ − Fφi−
2
=
m
2
Fφi+ − Fφi−
Fφi
=
m
2
ξi.(6.58)
The second matching equation follows from this and Lemma 5.38. 
Lemma 6.59. For Φ as in Definition 6.41 and 1 ≤ j < i ≤ k, we have
τ ′i
τ ′j
=
φ(si)
φ(sj)
(
e
∑i−1
l=j σl
)
∼
1+Ck
1.
Proof. The first equality follows from 6.41(i). We have then
(6.60) log
τ ′i
τ ′j
= log
φ(si)
φ(sj)
+
i−1∑
l=j
σl = O
(
1
k
)
+O
(
kc
m
)
,
where the estimates follow from Proposition 6.31(iii), Definition 6.56 and (6.54). 
Notation 6.61. Given a = (ai)
k
i=1 ∈ Rk, k ≥ 2, we define ∂/a ∈ Rk−1 by requesting that (∂/a)i =
ai+1 − ai, i = 1, . . . , k − 1. It is useful to think of ∂/a as a discrete derivative of a. 
Proposition 6.62. Let ζ ∈ B˜P and ϕ = ϕ[ζ;m] be as in 6.56. There is an absolute constant C
(independent of c ) such that for m large enough (depending on c ), the map Zζ : VJζK → P defined by
Zζ(λ) =
(
µ˜1,−F
φ
1
m
∂/µ˜,
2
m
µ˜′
)
,(6.63)
where given λ = (τiµ˜i, τiµ˜
′
ids)
k
i=1, we use the notation µ˜ = (µ˜i)
k
i=1 and µ˜
′ = (µ˜′i)
k
i=1, satisfies
ζ − Zζ(MLϕ) ∈ [−C,C]×
[
−C
m
,
C
m
]2k−1
.
Proof. The claimed containment is equivalent to the inequalities |ζ1 − µ1| ≤ C,
∣∣∣σ + Fφ1m ∂/µ∣∣∣
ℓ∞
≤
C/m, and
∣∣ξ − 2mµ′∣∣ℓ∞ ≤ C/m. The proofs of these are the same as the proofs of the analogous
estimates in [30, Lemma 5.14(iii)], however using the matching equations in Lemma 6.57. 
Lemma 6.64. Let ϕ[ζ;m] be as in Definition 6.56. Then
(i) Assumption 4.27 holds.
(ii) (i)-(vi) of Convention 3.17 hold.
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Proof. We first prove (i). By 6.59, it suffices to prove that τ1[ζ;m] ∼
C(c )
τ1[0;m]. For convenience in
this proof, we denote φ = (Φ[σ : k,m])avg, s = s[σ : k], φ
′ = (Φ[0 : k,m])avg, and s′ = s[0 : k]. From
6.56,
τ1[ζ;m]
τ1[0;m]
= eζ1eφ
′(s′1)−φ′(s1).
From 6.41(ii), 6.36, 6.31(i), and 6.54 we have
|φ′(s′1)− φ(s1)| = m
∣∣Fφ1 − Fφ′1 ∣∣
Fφ
′
1 F
φ
1
≤ Cc .(6.65)
This establishes (i). The first three items of 3.17 follow from Definitions 6.44 and 6.56 and Lemma
6.59 by taking m large enough. For 3.17(iv), let i ∈ {1, . . . , k}. By 3.6, 6.46, we have ϕ̂pi = (I)+ (II)
on Dgshrpi (δpi), where
(I) := τ1(Φ̂ + Φ
′), (II) := τ ′iτ1
(
Gshrpi −Gpi
)
,
and where here Gshrpi is as in 5.37 and Gpi is as in 3.4. Arguing as in the proof of [30, Lemma 5.11]
and using 6.48, we find ‖(I) : C2,β(∂Dgshrpi (δpi), gshr)‖ ≤ Cτ1mk2+β . Since Gshrpi − Gpi satisfies the
equation LS2shr(Gshrpi −Gpi) = 0 on Dgshrpi (δi) and the C0 estimate
‖Gshrpi −Gpi : C0(Dgshrpi (δpi), gshr)‖ ≤ C| log sech si| ≤ Ck,
(recall 5.38), it follows from the Schauder estimates that
‖(II) : C2,β(∂Dgshrpi (δpi), (δpi)−2g)‖ ≤ Cτ1k.
3.17(iv) then follows by takingm large enough. 3.17(v) follows from 6.49, using from 6.55 that ϕ = τΦ.
Finally, for 3.17(vi), from 5.37(ii) and 6.47(i) we have∥∥∥Ĝ : C0 (S2shr \DgshrL (δ′min))∥∥∥ ≤ αCmk, ‖Φ′ : C0(S2shr, gshr)‖ ≤ C.
It is easy to see from Lemma 6.41(ii) and Definition 6.45 that there is a constant c > 0 such that
Φ̂ > cmk. Combining this with the above and (6.46) and using that ϕ = τ1Φ, we conclude the proof
of 3.17(vi). 
Lemma 6.66. There exists a family of diffeomorphisms {F ′ζ}ζ∈B˜P satisfying the hypotheses of 4.24.
Proof. The proof is essentially the same as the first part of the proof [30, Lemma 6.7], but we give
the details for completeness. Let ζ ∈ B˜P . For ease of notation, denote the positive s-coordinates
of the circles LparJ0K by s and likewise the coordinates of the circles in LparJζK by s
′. We define
F ′ζ : S2shr → S2shr by requesting the following:
(1) F ′ζ is rotationally invariant in the sense that F ′ζ((s, θ)) depends only on s.
(2) On DχLpar[si](5δ), we have F ′ζ((s, θ)) = (s′i − si + s, θ). In particular, 4.24(ii) holds.
(3) On S2shr \DχLparJ0K(5δ), we have
F ′ζ((s, θ)) = (f ′Lpar(s), θ)
for a suitably chosen function f ′Lpar .
By choosing f ′Lpar carefully, we can ensure 4.24(ii) and (iii) hold. 
45
Theorem 6.67. There is an absolute constant c > 0 such that given (k,m) ∈ N2 with m large
enough in terms of c and k, there is ζ̂ ∈ B˜P such that ϕJζ̂,mK satisfies the conditions in 3.17 and
Zζ defined as in 6.63 satisfies the conditions in 4.23; moreover, there is φ̂ ∈ C∞(M̂) and κ̂ ∈ VJζ̂K,
where M̂ :=MJζ̂K and ζ̂ = (ζ̂, κ̂) such that
‖φ̂‖
2,β,γ,γ′;M̂
≤ τ̂1+α/41 ,
and further the normal graph M̂φ̂ is a genus 2mk − 1 embedded smooth closed minimal self-shrinker
in R3 that is invariant under the action of GmCyl.
Proof. We fix c = 2C + 1, where here C is the constant in the conclusion of 6.62; it follows that 4.23
holds. Now, by taking m large enough in terms of c , 6.66 and 6.64 imply that 4.24, 4.27, and 3.17
hold. We may then apply Theorem 4.31 to conclude the proof for each sufficiently large m. 
7. Doubling the Catenoid
Definition 7.1. We say φ ∈ C0|s|(Cyl) is a K rotationally invariant linearized doubling (K-RLD)
solution if φ satisfies (i)-(iii) of 6.10, except that in 6.10(ii), Lshrχ is replaced with Lχ.
Remark 7.2. The family of K-RLD solutions defined above were studied in [30, Section 3]. 
Remark 7.3. By straightforward computations (recall Lemma 5.32), H+[F ; s] = H−[−F ; s] and
H±(s) =
(
Fφodd+ (s)∓ F
)
φodd(s)φeven(s) +
(
−Fφeven+ (s)± F
)
φeven(s)φodd(s).
Note also that when s ≥ 0, H+[F ; s](s) = φ[1, F ; s](s) (recall 5.33). 
K-RLD solutions.
Proposition 7.4 (Existence and uniqueness of K-RLD solutions, [30, 3.14]). Given s1 ∈ (0, sroot)—
sroot was defined in 5.32—and
σ = (σ, ξ) =
(
(σi)
∞
i=1, (ξj)
∞
j=1
) ∈ ℓ1 (RN)⊕ ℓ∞ (RN)
satisfying |ξ|ℓ∞ < 110 , there is a unique k = k[s1;σ] ∈ N and a unique unit K-RLD solution φ̂ = φ̂[s1;σ]
satisfying the following.
(a) sφ̂1 = s1.
(b) σφ̂ = σ|k where k = k[s1;σ] ∈ N is the number of jump latitudes of φ̂ (recall 6.10) and
σ|k :=
(
(σi)
k−1
i=1 , (ξj)
k
j=1
) ∈ Rk−1 × Rk.
Moreover the following hold.
(i) k[s1;σ] is a nonincreasing function of s1. Further, for each σ as above there exists a decreasing
sequence {a0,σ := sroot, a1,σ, . . . }, such that k[s1;σ] = k if and only if s1 ∈ [ak,σ, ak−1,σ).
Moreover each ak,σ depends only on σ|k (defined as above).
(ii) sφ̂2 , . . . , s
φ̂
k are increasing smooth functions of s1 for fixed σ.
(iii) φ̂[a;σ] is smooth at the poles if and only if a = ak,σ for some k ≥ 1.
(iv) The restriction of φ̂[s1;σ] on any compact subset of [0,∞) depends continuously on s1 and σ.
Definition 7.5. We define for k ∈ N the domain Sk ⊂ R× Rk−1 × Rk by
Sk :=
{(
s1 , (σi)
k−1
i=1 , (ξj)
k
j=1
)
: s1 ∈ (0, ak−1,σ) and kmax
j=1
|ξj | < 1/10
}
,
where ak−1,σ is as in 7.4. By 6.5 and 7.4, Sk+1 ⊂ Sk ⊂ R× RN × RN.
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Recall that for φ̂ = φ̂[s1;σ] as in Proposition 7.4(iii), s
φ̂
i is an increasing function of s1 by 7.4(ii).
We proceed to understand the derivatives of sφ̂i more precisely in the following Lemma.
Lemma 7.6 (Recursive formulas for the derivatives of sk). Let σ = (σ, ξ), s1 ∈ (0, sroot), φ̂ =
φ̂[s1;σ], and s = s
φ̂[s1;σ] be as in Proposition 7.4. Let k ∈ N. φ̂ has at least k jumps if and only if
s1 ∈ (0, ak−1,σ) or equivalently by 7.5, (s1, σ|k) ∈ Sk. The kth jump latitude sk depends only on s1
and σ|k and can be considered as a smooth function defined on Sk. Alternatively we can consider
each sk as a smooth function of F1 = F
φ̂
1 and σ|k and then we have for k = 1 (where s1 is a function
of F1 and ξ1 only)
(7.7)
(
2 sech2 s1 +
(
F φ̂1−
)2) ∂s1
∂F1
= 12 (1− ξ1),
(
2 sech2 s1 +
(
F φ̂1−
)2)
∂s1
∂ξ1
= − 12F1,
and for k > 1 the recursive formulas (note Sk ⊂ Sk−1)
(7.8)
(
2 sech2 sk +
(
F φ̂k−
)2) ∂sk
∂F1
=
(
2 sech2 sk−1 +
(
F φ̂k−1+
)2) ∂sk−1
∂F1
(
φ(sk−1)
φ(sk)
)2
+
+
(
φ(sk−1)
φ(sk)
)2
1
2
(1 + ξk−1)
(
e
∑k−2
l=1 σl
)
+
1
2
(1− ξk)
(
e
∑k−1
l=1 σl
)
,
(7.9)
(
2 sech2 sk +
(
F φ̂k−
)2) ∂sk
∂σj
=
(
2 sech2 sk−1 +
(
F φ̂k−1+
)2) ∂sk−1
∂σj
(
φ(sk−1)
φ(sk)
)2
+
+
(
φ(sk−1)
φ(sk)
)2
F1
2
(1 + ξk−1)
∂
∂σj
(
e
∑k−2
l=1
σl
)
− F1
2
(1− ξk) ∂
∂σj
(
e
∑k−1
l=1
σl
)
,
(7.10)
(
2 sech2 sk +
(
F φ̂k−
)2) ∂sk
∂ξj
=
(
2 sech2 sk−1 +
(
F φ̂k−1+
)2) ∂sk−1
∂ξj
(
φ(sk−1)
φ(sk)
)2
+
+
(
φ(sk−1)
φ(sk)
)2 δj(k−1)
2
(
e
∑k−2
l=1 σl
)
F1 − δjk
2
(
e
∑k−1
l=1 σl
)
F1.
Corollary 7.11 (Estimates for the derivatives of sk). Let σ = (σ, ξ), s1 ∈ (0, sroot), φ̂ = φ̂[s1;σ], and
s = sφ̂[s1;σ] be as in 7.6 and suppose moreover that |ξ|ℓ∞ < ǫ1/k and that (s1, σ|k+1) ∈ Sk+1 (recall
7.5). The following estimates hold.
(i)
(
2 sech2 sk +
(
F φ̂k−
)2) ∂sk
∂F1
∼
C
k.
(ii)
∣∣∣∣(2 sech2 sk + (F φ̂k−)2) ∂sk∂σi
∣∣∣∣ < C, i = 1, . . . , k − 1.
(iii)
∣∣∣∣(2 sech2 sk + (F φ̂k−)2) ∂sk∂ξj
∣∣∣∣ < Ck , j = 1, . . . , k.
The following extends estimates in [30, Proposition 3.22] to the situation where φ̂ is no longer
necessarily smooth at the poles.
Proposition 7.12. Let k ∈ N, σ = (σ, ξ) ∈ Rk × Rk+1 with |σ|ℓ1 + |ξ|ℓ∞ < ǫ1, and φ̂ = φ̂[s1;σ],
where s1 ∈ [ak+1,σ, ak,σ). The following hold
(i) F φ̂avg =
1
k+1 +O
(
1
k2
)
and sech2 sk ∼
C
1
k
.
(ii) (a) F φ̂1− = 2 tanh s1 +O
(
1
k2
)
.
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(b) F φ̂i− + F
φ̂
i−1+ = 2(tanh si − tanh si−1) +O
(
1
k2
)
for i = 2, . . . , k.
(iii)
∥∥∥1− φ̂(s) : C0 (Cyl[−sk,sk])∥∥∥ ≤ Ck log k and ∣∣∣log φ̂(si)φ̂(si−1) ∣∣∣ ≤ Ck for 2 ≤ i ≤ k.
(iv) There is a constant C > 0 depending only on ǫ1 such that for any 1 ≤ i < j ≤ k,
sj − si >
(
1 +
C
k
)
j − i
2k
and sech2 si − sech2 sj ≤ C(j − i)
k
.
Proof. Observe that φ̂ has k + 1 jump latitudes. The proof follows from [30, Proposition 3.22] and
the monotonicity in Proposition 7.4 by comparing φ̂ with the smooth at the poles RLD solutions
φ̂[σ : k + 1] = φ̂[ak+1,σ;σ] and φ̂[σ : k] = φ̂[ak,σ ;σ]. 
In contrast to the situation for the smooth at the poles K-RLD solution φ̂[k : σ], φ̂[s1;σ] as defined
in 7.4 above becomes severely distorted on Cyl(sk,sk+1) as s1 ր ak,σ. The following lemma makes this
precise.
Lemma 7.13. Fix σ = (σ, ξ) ∈ ℓ1 (RN) ⊕ ℓ∞ (RN) and k ∈ N. Let φ̂ = φ̂[s1;σ] (recall 7.4), where
s1 ∈ [ak+1,σ , ak,σ). The following hold.
(i) lims1րak,σ si = si[ak,σ;σ] for i = 1, . . . , k and lims1րak,σ sk+1 =∞.
(ii) lims1րak,σ φ(sk+1) = 0 and lims1րak,σ
φ(sk+1)
φ(sk)
= 0.
(iii) lims1րak,σ Ak+1[s1;σ] = 0 and sups1∈[ak+1,σ,ak,σ) |Ak+1[s1;σ]| < C.
Proof. (i) follows immediately from Proposition 7.4(iv). Since by 6.7 F φ̂+(s) = ∂(log φ̂) on any domain
on which φ̂ is smooth, we have by integrating on (sk, sk+1) that
log
(
φ̂(sk+1)
φ̂(sk)
)
= −
∫ sk+1
sk
F φ̂−(s) ds.(7.14)
Reparametrizing the integral in (7.14) by
(
F φ̂−|[si,si+1]
)−1
(recall 6.16(i)), we have
(7.15)
log
(
φ̂(si+1)
φ̂(si)
)
= −
∫ 0
−F φ̂k+
F
2 sech2 s + F 2
dF −
∫ F φ̂k+1−
0
F
2 sech2 s + F 2
dF
:= (I) + (II).
Note that (I) and (II) have opposite signs. To estimate (I), we observe by continuity and 7.12(i)
that F φ̂k+∼C sech
2 sk. From this and an easy ODE comparison argument, it follows that on (sk, s
′),
F φ̂+(s) < C sech
2 s, where s′ ∈ (sk, s′k+1) is defined by requesting that F φ̂+(s′) = 0. From this, we
estimate |(I)| < CF φ̂k+. For (II), we estimate
(7.16)
|(II)| >
∫ F φ̂k+1−
0
F
2 sech2 s′ + F 2
dF
=
1
2
log
(
2 sech2 s′ +
(
F φ̂k+1−
)2)
− 1
2
log
(
2 sech2 s′
)
> c (s′ − log k) ,
where c > 0 is an absolute constant. Since lims1րak,σ s
′ =∞, we conclude the proof of (ii). For (iii),
it follows from Remark 7.3 that
Ak+1[s1;σ] = φ̂(sk+1)
(
Fφodd+ (sk+1)− F φ̂k+1+
)
φodd(sk+1).(7.17)
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Clearly using 6.6 and the monotonicity of φodd we have
lim
s1րak,σ
(
Fφodd+ (sk+1)− F φ̂k+1+
)
φodd(sk+1) = −1 + ξk+1
1− ξ1
(
e
∑k
l=1 σl
)
Fφeven− (ak,σ).
By 7.12(iii), φ(sk)∼
C
1 for C independent of s1. (iii) then follows from an easy estimate of (7.15). 
Lemma 7.18. There exist absolute constants ǫ2 > 0, C1 > 0 such that for k ∈ N and σ = (σ, ξ) ∈
ℓ1
(
RN
) ⊕ ℓ∞ (RN) satisfying |σ|ℓ1 + |ξ|ℓ∞ < ǫ1 (recall 7.12), we have ak,σ + ǫ2/k2 < ak−1,σ and on
[ak,σ , ak,σ + ǫ2/k
2] we have ∂Ak[s1;σ]∂s1 ∼C1−k (Recall also Ak[ak,σ;σ] = 0).
Remark 7.19. Lemma 7.18 is similar to [30, Lemma 7.4], except that in the present case, we are
interested in the behavior of Ak[s1;σ] to the right of ak,σ instead of to the left, as was the case in [30].
Proof. We omit the proof because it is almost identical to the proof of [30, Lemma 7.4]. 
Definition 7.20. Let ǫ3 := ǫ2/C1 > 0 with ǫ2 and C1 > 0 as in the statement of Lemma 7.18. Given
k ∈ N, σ as in 7.12, and a ∈ (−ǫ3/k, 0], we define φ̂[σ, a : k] := φ̂[s1;σ], where s1 ∈ [ak,σ, ak,σ+ǫ2/k2]
and Ak[s1;σ] = a. If a = 0, we may suppress τ and write φ̂[σ, 0 : k] = φ̂[σ : k].
Remark 7.21. Note that φ̂[σ : k] as defined in 7.20 coincides with φ̂[σ : k] as defined in [30, Notation
3.20]. 
Proposition 7.22 (cf. [30, Proposition 3.25, Lemma 7.8]). Let k ∈ N and suppose that σ = (σ, ξ) ∈
Rk−1 ×Rk,σ′ = (σ′, ξ′) ∈ Rk−1 ×Rk satisfy |σ|ℓ1 + |ξ|ℓ∞ < ǫ1/k and |σ′|ℓ1 + |ξ′|ℓ∞ < ǫ1/k and that
a ∈ (−ǫ3/k, 0], a′ ∈ (−ǫ3/k, 0].
Let φ̂ = φ̂[σ, a : k] and φ̂′ = φ̂[σ′, a′ : k]. There is a constant C > 0 independent of k such that:
(i)
∣∣∣F φ̂′ − F φ̂∣∣∣
ℓ∞
≤ C
k
(|σ′ − σ|ℓ1 + |ξ′ − ξ|ℓ∞ + |a′ − a|) .
(ii)
k
max
i=1
|tanh s′i − tanh si| ≤
C
k
(|σ′ − σ|ℓ1 + |ξ′ − ξ|ℓ∞ + |a′ − a|) .
Proof. We first prove (i). As in the proof of [30, Proposition 3.25], to prove (i), it suffices to prove
that ∣∣∣F φ̂′1 − F φ̂1 ∣∣∣ ≤ Ck (|σ′ − σ|ℓ1 + |ξ′ − ξ|ℓ∞ + |a′ − a|) .(7.23)
We now prove (7.23). Fix k ∈ N. By Propositions 7.4 and 7.12, there exists C1 = C1[k], C1 > 0 such
that the map F defined by
F(F1,σ, a) =
(
F
φ̂[s1;σ]
+ (sk)− Fφodd+ (sk)
)
φ̂[s1;σ](sk)φodd(sk) + a,(7.24)
where φ̂[s1;σ] is as in 7.20 and s1 is chosen so that F
φ̂
1 = F1, is well-defined and continuous. Recall
from Remark 7.3 that on Cyl[sk,∞),
(7.25)
φ̂ = φ̂(sk)φodd(sk)
(
Fφodd+ (sk)− F φ̂+(sk)
)
φeven
+ φ̂(sk)φeven(sk)
(
−Fφeven+ (sk) + F φ̂+(sk)
)
φodd.
By combining (7.25) with 7.20, we find that φ̂[s1;σ] = φ̂[σ, a : k] if and only if F(F1,σ, a) = 0. Now
let (F1,σ, a) ∈ F−1({0}) be arbitrary. Estimating the partial derivatives of F in a similar manner as
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in the proof of 7.22 using 7.6 to estimate the partial derivatives of sk and 7.18 to estimate ∂+φ̂(sk),
we estimate
∂F
∂F1
∣∣∣∣
(F1,σ,a)
∼
C
k,
∣∣∣∣∣ ∂F∂σi
∣∣∣∣
(F1,σ,a)
∣∣∣∣∣ ≤ C,
∣∣∣∣∣ ∂F∂ξi
∣∣∣∣
(F1,σ,a)
∣∣∣∣∣ ≤ Ck , ∂F∂a
∣∣∣∣
(F1,σ,a)
= 1.(7.26)
The proof is completed by using these estimates in conjunction with the implicit function theorem. 
LD solutions.
Lemma 7.27. Given (σ, a) = (σ, ξ, a) ∈ Rk−1 × Rk × R as in 7.20 and m as in 6.40, there is a
unique GmCyl-invariant K-LD solution
Φ = Φ[σ, a : k,m] := ϕ[L; τ ′],(7.28)
characterized by the requirements that
(a) φ = φ[σ, a : k,m] := Φavg is a multiple of φ̂[σ, a : k],
(b) L = L[ s[σ, a : k];m ] (recall 5.15),
(c) τ ′1 = 1 (normalizing condition).
Moreover, conditions (i)-(iii) of 6.41 hold, except that φ̂[σ : k] is replaced with φ̂[σ, a : k].
Proof. We omit the proof because it is nearly the same as the proof of [30, Lemma 7.9]. 
Definition 7.29 (The constants δp, cf. 3.11). For each p ∈ L, we define a constant δp by requesting
that the set of δps is invariant under the action of G
m
Cyl on L and that for i = 1, . . . , k we have
δpi = δ cosh si =
1
9m cosh si (recall 5.22).
Definition 7.30 (cf. Definition 6.45). Let Φ[σ, a : k,m] be as in 7.27. Define Ĝ ∈ C∞sym(Cyl\L), Φ̂ ∈
C∞|s| (Cyl) and Φ
′, E′ ∈ C∞sym(Cyl) as in 6.45 except that Φ[σ : k,m] is replaced by Φ[σ, a : k,m] and
the superscripts shr are removed as appropriate.
We omit the proof of the following, because it is very similar to the proof of [30, Lemma 5.5].
Lemma 7.31 (cf. Lemma 5.5, [30]). Let i ∈ {1, . . . , k}. There is a constant C > 0—independent of
m and k—such that:
(i) For any a, b ∈ (si − 3/m, si + 3/m), cosh2 a ∼
1+ Cm
cosh2 b.
(ii) When restricted to Ω[si;m], d
K
pi ∼
1+ Cm
cosh si d
χ
pi .
(iii) For large enough m and any ǫ ≤ δ/2,
DχLi (ǫ/2) ⊂ DKLi (ǫ cosh si) ⊂ D
χ
Li
(2ǫ) .
(iv) If f ∈ Cj(Ω), where Ω ⊂ Cyl is a domain such that supp∈Ω |s(p)| ≤ sk + 1 then∥∥f : Cj(Ω, gK)∥∥ ∼
Ck−j/2
∥∥f : Cj(Ω, χ)∥∥ .
The family of LD solutions.
Definition 7.32 (cf. Definition 6.50). Given L = L[s;m] as in 5.15, we define spaces K̂[L] and K[L]
as in 6.50, except that the superscripts shr are removed.
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Given (m, k) as in 6.40, we first fix a ∈ (−ǫ3/k, 0] as in 7.20. We then define
τ1 = τ1[ζ;m] :=
1
m
eζ1e−φ(s1) =
1
m
eζ1e
− m
F
φ
1 ,(7.33)
where ζ1 is an unbalancing parameter used to absorb error terms and the continuous parameters of
the LD solutions are ζ = (ζ1,σ) = (ζ1,σ, ξ) ∈ B˜P ⊂ P := R× Rk−1 × Rk = R2k, where
B˜P := [−c , c ]×
[
− c
m
,
c
m
]k−1
×
[
− c
m
,
c
m
]k
,(7.34)
and as before c > 0 is a constant independent of m to be determined later. To record in detail the
dependence on the continuous parameters we have the following.
Definition 7.35 (LD solutions). Given a as in 7.20 and ζ ∈ B˜P , let φ = φ[σ, a : k,m], Φ = Φ[σ, a :
k,m], and τ ′i = τ
′
i [σ, a : k] be as in 7.27. We define then τ1 = τ1[ζ;m] by (7.33) and an LD solution
ϕ = ϕ[ζ, a;m] of configuration (L , τ ) (recall 6.37) by (6.55), where L = L[s;m], s = s[σ, a : k] (recall
6.30), and τ = τ [ζ, a;m] : L[s;m]→ R+ is GmCyl-invariant satisfying τi = τ1τ ′i for i ∈ {1, . . . , k}.
Lemma 7.36 (Matching equations). For i = 1, . . . , k, 1τiMpiϕ = (µi, µ′ids), where
µi =
m
Fφ1
(
e−
∑i−1
l=1 σl − 1
)
+
Φ′(pi)
τ ′i
+ ζ1 + log
(
9
2
τ ′i
)
− log cosh si,
µ′i =
m
2
ξi +
1
τ ′i
∂Φ′
∂s
(pi)− 1
2
tanh si.
Proof. We omit the proof, because it is nearly the same as that of 6.57. 
Proposition 7.37. Let ζ ∈ B˜P and ϕ = ϕ[ζ, a;m] be as in 7.35. There is an absolute constant C
(independent of c ) such that for m large enough (depending on c ), the map Zζ : VJζK → P defined by
Zζ(λ) =
(
µ˜1,−F
φ
1
m
∂/µ˜,
2
m
µ˜′
)
,(7.38)
where given λ = (τiµ˜i, τiµ˜
′
ids)
k
i=1, we use the notation µ˜ = (µ˜i)
k
i=1 and µ˜
′ = (µ˜′i)
k
i=1, satisfies
ζ − Zζ(MLϕ) ∈ [−C,C]×
[
−C
m
,
C
m
]2k−1
.
Lemma 7.39. Let ϕ[ζ, a;m] be as in definition 7.33. Then 4.27 and (i)-(vi) of convention 3.17 hold.
Proof. The proof is similar in structure to the proof of 6.64, so we omit the details. 
Because K is noncompact, we must modify the definition of the initial surfaces (recall 3.21).
Definition 7.40. Given ϕ as in 7.35 and κ as in 3.18 we define the smooth initial surface M =
M [L, τ, κ] to be the union of the collection of catenoidal bridges
⊔
p∈LK[p, τp, κp] and the graphs
(recall 1.9) GraphR
3
Ω
(
ϕgl+
)
and GraphR
3
Ω
(− ϕgl− ), where
ϕgl± = ϕ
gl
± [L, τ, κ] : Ω→ R, Ω := Σ \
⊔
p∈LD
Σ
p (9τp)
are defined as follows:
(i) On Σcore, ϕ
gl
± is defined as in (i)-(ii) of 3.21, where Σcore ⊂ Σ is the convex hull of DΣLpar[sk](1).
(ii) On Σend := Σ \ Σcore, ϕgl± = Ψ[1, 2;dΣLpar[sk]](ϕ, ϕend), where ϕend ∈ C∞(Σend) is the unique
function whose graph over Σend is a catenoidal end with vertical axis with initial values
ϕend(pk) = ϕavg(pk),
∂ϕend
∂s
(pk) = lim
sցsk
∂ϕavg
∂s
.
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We define alsoMend = Graph
R
3
Σend (ϕ
gl
+)∪GraphR
3
Σend (ϕ
gl
−) andMcore = Graph
R
3
Σcore(ϕ
gl
+ )∪GraphR
3
Σcore(ϕ
gl
−).
We need to update the definition of the global norms to deal with the ends.
Definition 7.41. For k ∈ N, β̂ ∈ (0, 1), γ̂ ∈ R, we define
‖u‖k,β̂,γ̂;M := ‖u‖k,β̂,γ̂;Mcore + ‖u : Ck,β̂(Mend,
1
2
|A|2g)‖,
where the first term on the right hand side is as in 3.28 and |A| above is the length of the second
fundamental form on Mend.
Lemma 7.42. ‖H − JM (w+, w−)‖0,β,γ−2,γ′−2;M ≤ τ1+α/3max .
Proof. Arguing as in the proof of 3.32 and using that the graph of ϕend has zero mean curvature, we
need only estimate the mean curvature on the transition region in 7.40(ii). We have via 7.40(ii) that
ϕgl± = ϕ+Ψ[1, 2;d
Σ
Lpar[sk]
](0, ϕend − ϕ) on Σend ∩DΣLpar[sk](2).
Using 3.17(v) and the initial values in 7.40(ii), note that ‖ϕend−ϕ : Ck(Σend ∩DgKLpar[sk](2))‖ ≤ τ
3/2
max.
It now follows expanding H ′± in linear and higher order terms as in the proof of 3.22 that
‖H ′± : C0,β(Σend ∩DΣLpar[sk](2), g)‖ ≤ τ3/2max,
where H ′± denotes the pushforward of the mean curvature of the graph of ϕ
gl
± to K by ΠK. This
concludes the proof. 
Definition 7.43. We define smooth surfaces Σ± by Σ± = Σcore ∪ GraphΣend (ϕ′±), where ϕ′± ∈
C∞(Σend) are defined by requesting that ϕ′± = ±ϕend on Σend \DΣLpar[sk](2) and
Ψ[1, 2;dΣLpar[sk]](0,±ϕend).
Remark 7.44. Note that in the metric h := 12 |A|2g, where here g is the induced Euclidean metric, the
ends of Σ± are isometric to spherical caps.
We next modify the definition of RM,appr to deal with the ends. For this, let E ∈ C0,βsym(M), and
let E′± be as in 4.6. Using 3.7, 3.14, and that h is very close to the round metric on S
2(1), there are
unique u′± ∈ C2,βsym(Σ) and w±E,1 ∈ Ksym[L] such that
(∆h + 2)u
′
± =
1
2
|A|2
(
E′± + w
±
E,1
)
.(7.45)
Notation 7.46. If f± are functions supported on Σ± \
⊔
p∈LD
Σ
p (bτp), we define JM (f
+, f−) to be the
function on M supported on M \ ⊔p∈LDR3p (9τp) defined by f+ ◦ ΠΣ+ on the graph of ϕgl+ and by
f− ◦ΠΣ− on the graph of −ϕgl− .
Note in particular 7.45 implies
(7.47)
LΣu′± = E′± + w±E,1 on Σcore and
LMJM (u′+, u′−) = E′± on Mend \DR
3
Lpar[sk]
(3).
We defineRM,appr exactly as in 4.11, except using the modified definitions of u′± and JM just discussed.
Further, we define RM as in the statement of 4.13 and R′M as in the proof of 4.16.
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Define (u,w+H , w
−
H) = −R′M (H − JM (w+, w−)). Using 7.42, the proof of 4.13, 7.41, and (7.45), it
is not difficult to see (using separation of variables to estimate u on the ends) that
‖w±H : C0,β(Σ, g)‖+ ‖u‖2,β,γ,γ′;M ≤ τ1+α/4max .(7.48)
We next modify the estimates of the quadratic terms. Given φ ∈ C2,β(M) with ‖φ‖2,β,γ,γ′;M ≤
τ
1+α/4
max , we have by arguing as in the proof of 4.20 and using 7.41 that
‖Hφ −H − LMφ‖0,β,γ−2,γ′−2;M ≤ τ3/2max.(7.49)
Finally, define (uQ, w
+
Q, w
−
Q) = −R′M (Hφ −H − LMφ). Arguing as above, we have
‖w±Q : C0,β(Σ, g)‖+ ‖uQ‖2,β,γ,γ′;M ≤ τ4/3max.(7.50)
Lemma 7.51. Let ϕ[ζ, a;m] be as in 7.35. Then
(i) Assumption 4.27 holds.
(ii) (i)-(vi) of Convention 3.17 hold.
Proof. We omit the proof because it is very similar to the proof of 6.64. 
Lemma 7.52. There exists a family of diffeomorphisms {F ′ζ}ζ∈B˜P satisfying the hypotheses of 4.24.
Proof. We omit the proof, which is very similar to the proof of 6.66. 
Theorem 7.53. There is an absolute constant c > 0 such that given (k,m) ∈ N2 and a as in 7.20
with m large enough in terms of c and k, there is ζ̂ ∈ B˜P such that ϕJζ̂,mK satisfies the conditions
in 3.17 and Zζ defined as in 6.62 satisfies the conditions in 4.23; moreover, there is φ̂ ∈ C∞(M̂) and
κ̂ ∈ VJζ̂K, where M̂ :=MJζ̂K and ζ̂ = (ζ̂, κ̂) such that
‖φ̂‖
2,β,γ,γ′;M̂
≤ τ̂1+α/41 ,
and further the normal graph M̂φ̂ is a genus 2mk − 1 embedded smooth minimal surface with four
catenoidal ends.
Proof. We fix c = 2C + 1, where here C is the constant in the conclusion of 7.37; it follows that 4.23
holds. Now, by taking m large enough in terms of c , 7.52 and 7.51 imply that 4.24, 4.27, and 3.17
hold. We may then apply the steps in the proof of 4.31 to conclude the proof, except that we use the
estimates (7.48) and (7.49) to replace items (2) and (4) in the proof of 4.31. 
Appendices
A. Fermi Coordinates
We collect some facts about Fermi coordinates, most of which can be found for example in [14].
Notation A.1. Given a Riemannian manifold (N, g), we denote the curvature endomorphism by
R(X,Y )Z = [∇X ,∇Y ]Z −∇[X,Y ]Z, curvature tensor by Rm(X,Y, Z,W ) = 〈R(X,Y )Z,W 〉 and Ricci
tensor by Ricij = Rm
k
kij , where Rmijkl := Rm(∂i, ∂j , ∂k, ∂l). Given p ∈ N and Y ∈ TpN , we define
an endomorphism field RY := R(Y, ·)Y and a tensor RmY := 〈R(Y, ·)Y, ·〉. With these conventions,
note that Ric(Y, Y ) = − trg,N RmY and the Jacobi operator on a two-sided minimal hypersurface
Σ ⊂ N takes the form ∆Σ + |AΣ|2 +Ric(νΣ, νΣ). 
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Definition A.2. If S and T are symmetric two-tensors and g is a Riemannian metric, we define
a two-tensor S ∗g T by requesting that in any local coordinates (S ∗g T )ij = SikgklTlj. We omit the
subscript g when the metric is clear from context.
Convention A.3. Throughout, let Σn be a closed, two-sided hypersurface in a Riemannian manifold
(Nn+1, g). We assume Σ is equipped with a smooth unit normal field ν.
Definition A.4 (Fermi coordinates). Given p ∈ Σ and small enough U ⊂ TpΣ and δ > 0, we define
EΣ,N,gp,U,δ : U × (−δ, δ)→ N by
EΣ,N,gp,U,δ ((x, z)) = exp
N,g
q
(
z ν|q
)
, where q = expΣp (x).
We may drop any of Σ, N, g, U, δ if understood from context. Note that U × (−δ, δ) ⊂ TpΣ×R ≃ TpN .
Example A.5 (Fermi coordinates about the Clifford torus, cf. [33, p. 263-264]). Identifying R4 with
C2 ⊃ S3(1), let Σ = {(z1, z2) ∈ C2 : |z1| = |z2| = 1/
√
2} be the Clifford torus and N be S3(1). Given
p = (1/
√
2, 1/
√
2) ∈ Σ and (x, y) ∈ R2 ≃ TpΣ, it follows that expΣp = 1√2e
√
2xi~e1 +
1√
2
e
√
2yi~e2, where
~e1 = (1, 0) and ~e2 = (0, 1) form the standard basis of C
2. Recalling A.4, EΣ,S
3
p : TpΣ×
(−π4 , π4 )→ S3
satisfies (in [33] EΣ,S
3
p was called Φ)
EΣ,S
3
p (x, y, z) = sin(z +
π
4 )e
√
2xi~e1 + cos(z +
π
4 )e
√
2yi~e2.
The metric in the Fermi coordinates (x, y, z) is(
EΣ,S
3
p
)∗
gS3 = (1 + sin 2z)dx
2 + (1− sin 2z)dy2 + dz2.
Example A.6 (Cylindrical Fermi coordinates about S2eq in S
3(1)). Let Σ be the equatorial two-sphere
S2eq and N be the round three sphere S
3(1). Take p = (0, 0, 1, 0) ∈ Σ, identify TpΣ with R2, and take
polar coordinates for R2 so that given (r, θ) we have
expΣp (r, θ) = cos r(0, 0, 1, 0) + sin r(cos θ, sin θ, 0, 0).
Since νΣ = ~e4, given q ∈ S2eq and z ∈ R, expS
3
q (zνΣ) = cos z q+ sin z~e4. Therefore E
Σ,S3
p satisfies (this
is equivalent to the spherical coordinates map Θ in [27, Section 2], but with a different normalization)
EΣ,S
3
p (r, θ, z) = (sin r cos θ cos z, sin r sin θ cos z, cos r cos z, sin z).
The metric in the cylindrical Fermi coordinates (r, θ, z) is(
EΣ,S
3
p
)∗
gS3 = cos
2 z
(
dr2 + sin2 rdθ2
)
+ dz2,
and the only nonvanishing Christoffel symbols in the (r, θ, z) coordinates are
Γrrz = Γ
r
zr = Γ
θ
θz = Γ
θ
zθ = − tan z, Γrθθ = − sin r cos r,
Γθrθ = Γ
θ
θr = cot r, Γ
z
rr = cos z sin z, Γ
z
θθ = sin
2 r sin z cos z. 
Given a two-sided hypersurface S ⊂ N with unit normal vector field ν, let AS and BS respectively
denote the scalar valued second fundamental form and Weingarten map on S, so
AS(X,Y ) := 〈∇XY, ν〉 = 〈BS(X), Y 〉, BS(X) := −∇Xν, X, Y ∈ TpΣ.(A.7)
In this subsection we use Greek indices to denote coordinate directions on Σ. For convenience we also
denote the distinguished vector field ∂n+1 = ∂z = Z. Recall that the coordinate vector fields satisfy
0 = [∂i, ∂j ] = ∇∂i∂j −∇∂j∂i, i, j = 1, . . . , n+ 1.(A.8)
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Lemma A.9 (Properties of Fermi coordinates). Assuming coordinates as in A.4, the following hold.
(i) gzz = 1 and ∇∂z∂z = 0.
(ii) g = gΣz + dz2, where we define the parallel surfaces Σz0 = {z = z0} and define on each Σz the
metric gΣz := g|Σz .
(iii) LZg
Σz = −2AΣz .
(iv) (a) LZB
Σz = BΣz ◦BΣz − RZ .
(b) LZA
Σz = − (AΣz ∗AΣz +RmZ).
(v) gΣz = gΣ−2zAΣ+z2 (AΣ ∗AΣ +RmΣν )+z3herr, where herr is a smooth symmetric two-tensor
on U × (−δ, δ).
In (v), we use the following notation: given a tensor T on U , we naturally extend T to U × (−δ, δ)
by pulling back by the projection ΠΣ : U ×R→ U . Because it will not cause confusion, we denote the
extended tensor Π∗ΣT simply by T . In the case where T is the tensor Rmν , we denote the extension
Π∗Σ Rmν by Rm
Σ
ν .
Proof. (i) follows immediately from Definition A.4. From (A.8), compute
(LZg)ij = gij,z = 〈∇∂iZ, ∂j〉+ 〈∂i,∇∂jZ〉.(A.10)
With (i), this implies giz,z =
1
2gzz,i = 0 and (ii) follows, since giz = δiz on Σ. (iii) follows from (A.10)
and (ii). Next note that any X satisfying [X,Z] = 0 satisfies ∇ZX = ∇XZ = −BX ; then
(∇ZB)X = −∇Z∇XZ −B (∇ZX) = −R(Z,X)Z +B2X.
(iv)(a) follows after noting that LZB
Σz = ∇ZB−(∇Z)◦BΣz+BΣz ◦∇Z. (iv)(b) follows from (iv)(a),
by lowering an index and (iii). (v) follows via the preceding parts and Taylor’s theorem. 
Remark A.11. Straightforward calculations using A.9 recover the usual formulas for the first variations
of volume and mean curvature along the parallel surfaces Σz:
LZdΣz = (divΣzZ)dΣz = H
ΣzdΣz,
LZH
Σz = LZ trB
Σz = tr
(
LZB
Σz
)
= |BΣz |2 +Ric(Z,Z). 
B. Tilted Graphs
In this appendix, we study tilting rotations Rκ defined in 1.10. Given V,W as in 1.10, choose
orientations for V and W and further identify W with R3 by choosing an orthonormal frame.
Lemma B.1. Rκ depends smoothly on κ. Moreover, the following hold.
(i) For κ 6= 0, Rκ is the right-handed rotation of angle θκ about ~v, where θκ := arctan |κ|,
|κ| := sup|v|=1 κ(v), and {~v,~v⊥} is the positively oriented orthonormal frame for R2 defined
by requesting that κ = |κ|〈~v⊥, ·〉.
(ii) For any w ∈ R3, Rκ(w) = (cos θκ)w + (sin θκ)~v × w + (1− cos θκ)〈w,~v〉~v.
Proof. By 1.10 we have Rκ = exp(
θκ
|κ|Kκ), where exp : so(3) → SO(3) is the exponential map and
Kκ ∈ so(3) is defined by requesting that Kκv = (κ(e2),−κ(e1), 0)× v for v ∈ R3, where here × is the
cross product. Since Kκ and
θκ
|κ| depend smoothly on κ, the smoothness of Rκ follows. By properties of
the exponential map, Rκ is a right-handed rotation of angle θκ about vector
1
|κ|(κ(e2),−κ(e1), 0), which
is ~v since clearly ~v⊥ = 1|κ|(κ(e1), κ(e2), 0). (ii) is standard and is known as Rodrigues’ formula. 
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Definition B.2. Given u : Ω → R, where Ω ⊂ R2, we define Γu : Ω → R3 by Γu(p) = (p, u(p)).
Moreover, for any κ ∈ T ∗0R2, define Du,κ : Ω → R2 and Ωu,κ ⊂ R2 by Du,κ = Π ◦ Rκ ◦ Γu and
Ωu,κ = Du,κ(Ω), where Π : R
3 → R2 is orthogonal projection.
If furthermore Du,κ is a bijection, we define uκ : Ωu,κ → R by requesting that Γuκ = Rκ ◦Γu ◦D−1u,κ.
Note then that the following diagram commutes:
(B.3)
R3 R3
Ω Ωu,κ.
Rκ
Π
Du,κ
Γu Γuκ
Lemma B.4. Suppose ‖u‖Lip := sup
x,y∈Ω,x 6=y
|u(x)− u(y)|
|x− y| <∞. For κ small enough in terms of ‖u‖Lip,
Du,κ is a bijection. If moreover u ∈ C1(Ω) and Ω is a domain, Du,κ is a diffeomorphism.
Proof. Note that ‖u‖Lip implies a uniform upper bound on the angle between the horizontal and the
chord joining two distinct points on the graph of u. Therefore, for small enough κ, Du,κ is bijective.
Now define Φ : T ∗0R
2 × R2 × Ω→ R2 by
Φ(κ, p, q) = p− Du,κ(q).
Let (y1, y2) denote the standard coordinates of Ω. Fix p0 ∈ Ω. Observe that ∂Φ∂y
∣∣∣
(0,p0,p0)
= IdR2 . By
the implicit function theorem, there exists a neighborhood U ⊂ T ∗0R2 ×R2 of (0, p0), a neighborhood
V ⊂ Ω of p0, and a smooth map F : U → V such that Φ−1(0) ∩ (U × V ) is the graph of F . In
particular, given (κ, p) ∈ U , then Φ(κ, p, F (κ, p)) = 0, hence p = Du,κ(F (κ, p)). This implies Du,κ is
a local diffeomorphism. Since Du,κ is bijective, the conclusion follows. 
From B.1(ii) and (B.3) we have
Du,κ(p) = p+ (cos θκ − 1)〈p,~v⊥〉~v⊥ − (sin θκ)u(p)~v⊥,
uκ = 〈~v⊥,D−1u,κ〉 sin θκ + u ◦ D−1u,κ cos θκ.
(B.5)
Assumption B.6. We assume now that u ∈ C∞(Ω) for Ω a domain and for each positive integer k
concerned that |κ| is as small as needed in terms of ‖u : Ck(Ω)‖, in particular that |κ|‖u : Ck(Ω)‖ < 1.
Lemma B.7. The following estimates hold, where RΩ be the smallest radius that Ω ⊂ D0(RΩ).
(i) (a) ‖D−1u,κ − IdR2 : C0(Ωu,κ)‖ ≤ 2RΩ|κ|2 + |κ|‖u : C0(Ωu,κ)‖.
(b) ‖d(D−1u,κ − IdR2) : Ck(Ωu,κ)‖ ≤ C(k)
(|κ|‖u : Ck(Ωu,κ)‖+ |κ|2).
(ii) ‖u ◦ D−1u,κ : Ck(Ωu,κ)‖ ≤ C(k)‖u : Ck(Ωu,κ)‖.
(iii) ‖u ◦ D−1u,κ − u : Ck(Ωu,κ)‖ ≤ C(k)‖u : Ck+1(Ωu,κ)‖‖D−1u,κ − IdR2 : Ck(Ωu,κ)‖.
(iv) ‖uκ : Ck(Ω)‖ ≤ C(k)‖u : Ck(Ω)‖+ C|κ|RΩ.
Proof. Using (B.5) we have
D
−1
u,κ − IdR2 = (1− cos θκ)〈D−1u,κ, ~v⊥〉~v⊥ + u ◦ D−1u,κ sin θκ.
The C0 estimate follows from this and (B.5), which supplies a C0 estimate for D−1u,κ. Next, the chain
rule formula d
D
−1
u,κ(p)
Du,κ ◦ dpD−1u,κ = Id and (B.5) implies that
dpD
−1
u,κ =
∞∑
n=0
(−1)nAnp , where Ap := dD−1u,κ(p)
(
(cos θκ − 1)〈p,~v⊥〉 − (sin θκ)u
)
~v⊥.(B.8)
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This implies the C1 estimate in (i). The higher derivative estimates follow from differentiating (B.8),
using the chain rule, and estimating using assumption B.6.
The C0 estimate in (ii) is immediate. From the chain rule, it follows that∥∥d (u ◦ D−1u,κ) : Ck−1(Ωu,κ)∥∥ ≤ C(k)‖(du) ◦ D−1u,κ : Ck−1(Ωu,κ)‖ ∥∥dD−1u,κ : Ck−1(Ωu,κ)∥∥ ,
and (ii) follows from this, (i), and induction.
The C0 estimate in (iii) follows from the mean value theorem and (i). We prove the general estimate
by induction on k. Differentiating u ◦ D−1u,κ − u and adding and subtracting (du) ◦ D−1u,κ, we have
d
(
u ◦ D−1u,κ − u
)
= (du) ◦ D−1u,κ ◦ d
(
D
−1
u,κ − IdR2
)
+ (du) ◦ D−1u,κ − du.
The estimate in (iii) then follows by using (ii) to estimate the first term on the right hand side above
and a recursive argument to estimate the second. (iv) follows by estimating (B.5) using (i) and (ii). 
Lemma B.9. ‖uκ − u − κ : Ck(Ωu,κ ∩ Ω)‖ ≤ C(k)(1 + RΩ)
(‖u : Ck+1(Ω)‖ + |κ|)3, where RΩ is as
in B.7.
Proof. We have uκ − u− κ = (I) + (II) + (III) + (IV ), where
(I) := u ◦ D−1u,κ(cos θκ − 1), (II) := u ◦ D−1u,κ − u,
(III) := sin θκ〈~v⊥,D−1u,κ − IdR2〉, (IV ) := 〈~v⊥, IdR2〉(sin θκ − tan θκ)
and we have used B.5 and added and subtracted u ◦D−1u,κ and 〈~v⊥, IdR2〉 sin θ. Using B.7, we estimate
‖(I) : Ck(Ωu,κ)‖ ≤ C(k)|κ|2‖u : Ck(Ω)‖,
‖(II) : Ck(Ωu,κ)‖ ≤ C(k)‖u : Ck+1(Ω)‖‖D−1u,κ − IdR2 : Ck(Ωu,κ)‖,
‖(III) : Ck(Ωu,κ)‖ ≤ C|κ|‖D−1u,κ − IdR2 : Ck(Ωu,κ)‖, ‖(IV ) : Ck(Ωu,κ)‖ ≤ CRΩ|κ|3.
The conclusion follows from combining these estimates with Lemma B.7. 
C. Mean Curvature with Respect to a Perturbed Metric
Let (Nn, g) be a Riemannian manifold with Levi-Civita connection ∇.
Definition C.1. Define a Christoffel-inspired operator C : C∞(Sym2(TN)) → C∞(Sym2(TN) ⊗
T ∗N) by
2(CT )(X,Y, Z) = (∇XT )(Y, Z) + (∇Y T )(X,Z)− (∇ZT )(X,Y ).
Remark C.2. The operator C above was defined in [2, Section 6.b], although there it was called .
Fix another Riemannian metric ĝ on N and define h := ĝ − g. We denote various quantities when
defined with respect to ĝ with a hat. By a calculation [6, Lemma A.2] using the Koszul formula,
(C.3) ĝ(∇̂XY −∇XY, Z) = (Ch)(X,Y, Z) for all X,Y, Z ∈ TpN.
Lemma C.4 (Mean curvature under a change of metric). Let Sn−1 ⊂ N be a two-sided hypersurface
with unit normal field ν.
(i) ν̂ = (ν − β ♯̂)/|ν − β ♯̂|ĝ and |ν − β ♯̂|2ĝ = 1 + σ − |β|2g − α̂(β♯, β♯),
(ii) |ν − β ♯̂|ĝÂS = AS + Sym
(
AS ∗g α+∇Sβ
)− 1
2
α˜− (Cα) ¬ β ♯̂,
(iii) |ν − β ♯̂|ĝĤS = HS + divS,gβ − 12 trS,g α˜+ 〈Sym
(∇Sβ)− 12 α˜, α̂〉g − trS,g((CSα) ¬ β ♯̂)
−〈(CSα) ¬ β ♯̂, α̂〉g,
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where the symmetric two-tensor fields α, α˜, and α̂, differential one-form β, vector fields β♯ and β ♯̂,
and function σ are defined by requesting that for p ∈ S, X,Y ∈ TpS,
α(X,Y ) = h(X,Y ), β(X) = h(X, νp), σ(p) = h(νp, νp), α˜(X,Y ) = (∇νph)(X,Y ),
g(β♯, X) = β(X), ĝ(β ♯̂, X) = β(X) and α̂(X,Y ) = ĝ(X♭, Y ♭)− g(X,Y ),
where here X♭ and Y ♭ are computed with respect to g. Moreover, β ♯̂ = β♯+ (α̂¬ β♯)♯ and in any local
coordinates, α̂ij = ĝ
klgikgjl − gij =
∑∞
p=1(−1)pαik1gk1l1αl1k2gk2l2 · · ·αlk−2kp−1gkp−1lp−1αlp−1j.
Proof. Given X ∈ TpS, note that ĝ(ν − β ♯̂, X) = 0. Therefore Πˆν = β ♯̂, where Πˆ is the ĝ-orthogonal
projection onto TpS, and (i) follows, where the formula for |ν − β ♯̂|2ĝ is a direct calculation. Next we
compute (where in this proof we write A in place of AS since no confusion will arise)
|ν − β ♯̂|ĝÂ(X,X) = ĝ(∇XX + ∇̂XX −∇XX, ν − β ♯̂)
= ĝ(ν, ν − β ♯̂)A(X,X) + (Ch)(X,X, ν)− (Ch)(X,X, β ♯̂)
= |ν − β ♯̂|2ĝA(X,X) + (Ch)(X,X, ν)− (Ch)(X,X, β ♯̂),
where the second and third equalities use (C.3) and that ĝ(β ♯̂, ν − β ♯̂) = 0. Using C.1, we calculate
(Ch)(X,X, ν) = (∇Xh)(X, ν)− 1
2
(∇νh)(X,X)
= X(h(X, ν))− h(∇XX, ν)− h(X,∇Xν)− 1
2
α˜(X,X)
= X(β(X))− β (∇SXX)− σA(X,X) + α(X,B(X))− 12 α˜(X,X)
= (∇SXβ)(X)− σA(X,X) + (A ∗g α) (X,X)−
1
2
α˜(X,X).
Using (C.3) and that ∇̂ − ∇ = ∇̂S −∇S + Âν̂ −Aν, we find
(Ch)(X,X, β ♯̂) = (CSα)(X,X, β ♯̂)− ĝ(ν, β ♯̂)A(X,X)
= (CSα)(X,X, β ♯̂)− β(β ♯̂)A(X,X).
Substituting these items above and simplifying using (i) establishes (ii). Taking the trace of (ii) with
respect to ĝS and simplifying (note in particular that trS,ĝ(A ∗g ĝ) = trS,gA = H) establishes (iii).
Finally, let [g] and [α] denote matrix representations of gS and α and note that
([g] + [α])−1 = (Id + [g]−1[α])−1[g]−1 =
∞∑
k=0
(−1)k ([g]−1[α])k [g]−1,
which implies the coordinate expression for α̂ and the identity β ♯̂ = β♯ + (α̂ ¬ β♯)♯. 
Remark C.5. The proof of Lemma C.4 above is self-contained and done independently from [37], but
we note that (i) and (ii) are consistent with results therein. 
Remark C.6. When ĝ = e2wg for some w ∈ C∞(N), it follows that
β = β ♯̂ = 0, |ν − β ♯̂|ĝ = ew, AS ∗g ĝ = e2wAS , α˜ = 2e2wν(w)g,
and C.4(i) reduces to the usual transformation rule Â = ew (A− (∂νw)g) for the second fundamental
form under a conformal change of metric. 
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Remark C.7. When ĝ is the ambient metric in a local system of Fermi coordinates about a hypersurface
Σ as in A.4, we define g = g|Σ + dz2 and S = Σz, a parallel hypersurface. We have by A.9
ĝ = ĝ|Σz + dz2, ν̂ = ν = ∂z, σ = 0, β = 0,
α = −2zAΣ + z2 (AΣ ∗AΣ +Rmν)+O(z3),
α˜ = −2AΣ + 2z(AΣ ∗AΣ +Rmν) +O(z2),
so that C.4(iii) implies the usual formula for the mean curvature of ĤΣz (note that HΣz = HΣ):
ĤΣz = HΣ − 1
2
trΣ α˜+
1
2
〈α, α˜〉+O (z2) = HΣ + (|AΣ|2 +Ric(Z,Z)) z +O (z2) . 
Corollary C.8.
ĤS −HS − σ˜ = (HS + σ˜)((1 + σ̂)−1/2 − 1)
+ (1 + σ̂)−1/2
(
〈Sym (∇Sβ) , α̂〉g − trS,g((CSα) ¬ β ♯̂)− 〈(CSα) ¬ β ♯̂, α̂〉g) ,
where here σ˜ := divS,gβ − 12 trS,g α˜− 12 〈α̂, α˜〉g and σ̂ := σ − β(β ♯̂).
Proof. This follows immediately from dividing through C.4(iii) by |ν−β ♯̂|ĝ = (1+ σ̂)1/2 (recall C.4(i))
and subtracting HS + σ˜ from both sides. 
Corollary C.9. Suppose α, β, and σ all have small enough Ck(S, g) norm in terms of k. Then
‖ĤS : Ck(S, g)‖ ≤ C(k) (‖HS : Ck(S, g)‖+ ‖β : Ck+1(S, g)‖+ ‖ trS,g α˜ : Ck(S, g)‖)
+ C(k)‖α : Ck+1(S, g)‖(1 + ‖α˜ : Ck(S, g)‖).
Proof. From the definition of β ♯̂ and the coordinate expression for α̂, it follows that ‖β ♯̂ : Ck(S, g)‖ ≤
C(k)‖β : Ck(S, g)‖(1 + ‖α : Ck(S, g)‖). Using the notation in the proof of C.8, we have then
‖w : Ck(S, g)‖ ≤ C(k) (‖σ : Ck(S, g)‖+ ‖β : Ck(S, g)‖2) ,
‖〈Sym (∇Sβ) , α̂〉g : Ck(S, g)‖ ≤ C(k)‖α : Ck(S, g)‖‖β : Ck+1(S, g)‖,
‖〈α˜, α̂〉g : Ck(S, g)‖ ≤ C(k)‖α : Ck(S, g)‖‖α˜ : Ck(S, g)‖.
Using the preceding, we also estimate
‖ trS,g((CSα) ¬ β ♯̂) : Ck(S, g)‖+ ‖〈(CSα) ¬ β ♯̂, α̂〉g : Ck(S, g)‖ ≤ C(k)‖α : Ck+1(S, g)‖‖β : Ck(S, g)‖.
Combining the estimates with the expansion in C.8 completes the proof. 
Lemma C.10. Let u ∈ C2(S) and X be a vector field on S.
(i) ∇̂u = ∇u+ (α̂ ¬ ∇u)♯.
(ii) d̂ivX = divX + trS,g((CSα) ¬X) + 〈α̂, (CSα) ¬X〉g.
(iii) ∆̂u = ∆u+ (divS,gα̂)(∇u) + (trS,g α̂)∆u+ trS,g((CSα) ¬ (∇u + (α̂ ¬ ∇u)♯))
+〈α̂, (CSα) ¬ (∇u+ (α̂ ¬ ∇u)♯)〉g.
(iv) As long as α has small enough Ck+1(S, g) norm in terms of k, then ‖∆̂u−∆u : Ck(S, g)‖ ≤
C(k)‖α : Ck+1(S, g)‖‖u : Ck+2(S, g)‖.
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Proof. (i) and (ii) follow from the following calculations in coordinates:
(∇̂u)i = ĝijuj = gijuj + gikgjlα̂kluj,
d̂ivX = ĝij ĝ(∇∂iX + ∇̂∂iX −∇∂iX, ∂j)
= ĝij(ĝ(∇∂iX, ∂j) + (CSα)(X, ∂i, ∂j))
= divX + (gij + α̂ij)(CSα)(X, ∂i, ∂j).
(iii) follows by combining (i) and (ii) and observing that
div(α̂ ¬ ∇u) = (divα̂)(∇u) + (trS,g α̂)∆u.
Finally, (iv) follows immediately from estimating (iii). 
Lemma C.11. Suppose α, β, and σ all have small enough Ck+1(S, g) norm in terms of k. Then
‖ |ÂS |2ĝ − |AS |2g‖Ck ≤ C(k)(‖σ‖Ck + ‖β‖Ck+1 + ‖α‖Ck)‖AS‖2Ck
+ C(k)(‖β‖Ck+1 + ‖α˜‖Ck)‖AS‖Ck + C(k)(‖β‖Ck+1 + ‖α˜‖Ck)2,
where here ‖ · ‖Ck is short hand for the Ck(S, g) norm.
Proof. We first compute using C.4(ii) that
|ÂS |2g − |AS |2g = −(σ − |β|2g − α̂(β♯, β♯))|ÂS |2g + 2〈A, T 〉g + |T |2g,
where here T := Sym
(
AS ∗g α+∇Sβ
)− 12 α˜−(CSα)¬β ♯̂. Using this and the assumptions, we estimate
‖ |ÂS |2g − |AS |2g‖Ck ≤ C(k)(‖σ‖Ck + ‖β‖Ck+1 + ‖α‖Ck)‖AS‖2Ck
+ C(k)(‖β‖Ck+1 + ‖α˜‖Ck)‖AS‖Ck + C(k)(‖β‖Ck+1 + ‖α˜‖Ck)2.
Next, we compute
|ÂS |2ĝ − |ÂS |2g = 2〈ÂS ∗g α̂, ÂS〉g + |ÂS ∗g α̂|2g,
and using this and C.4 to estimate ‖ÂS‖Ck we estimate
‖ |ÂS |2ĝ − |ÂS |2g‖Ck ≤ C(k)‖α‖Ck‖ÂS‖2Ck
≤ C(k)‖α‖Ck(‖AS‖Ck + ‖α˜‖Ck + ‖β‖Ck+1)2.
By the triangle inequality, combining these estimates finishes the proof. 
Lemma C.12. Let u be a Ck tensor field on N and let ǫ > 0. If ‖h : Ck(N, g)‖ is small enough in
terms of k and ǫ, then
‖u : Ck(N, ĝ)‖ ∼
1+ǫ
‖u : Ck(N, g)‖.(C.13)
Proof. We first consider the case where k = 0. Since ĝ(u, u)− g(u, u) is a sum of g-inner products of
contractions of u and h, we have that∣∣‖u : C0(N, ĝ)‖2 − ‖u : C0(N, g)‖2∣∣ ≤ C‖h : C0(N, g)‖‖u : C0(N, g)‖2,
which implies (C.13) when k = 0, where we have used that ‖h : C0(N, g)‖ is small.
Using that the Christoffel symbols of ∇̂ and ∇ satisfy Γ̂kij − Γkij = Γlijhlk + (Ch)ijk , substituting
into the formula for the components of ∇̂u, estimating, and using (C.13) when k = 0, we find
‖∇̂u : C0(N, ĝ)‖ ≤ (1 + C‖h : C1(N, g)‖)‖u : C1(N, g)‖.(C.14)
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Interchanging the roles of ĝ and g in (C.14) and using (C.14) also to estimate ‖h : C1(N, ĝ)‖, we have
‖∇u : C0(N, g)‖ ≤ (1 + C‖h : C1(N, ĝ)‖)‖u : C1(N, ĝ)‖
≤ (1 + C‖h : C1(N, g)‖)‖u : C1(N, ĝ)‖.
With the preceding, this proves (C.13) when k = 1, and the result for general k follows inductively. 
D. Weighted decay estimates
We prove a weighted estimate on surfaces for solutions of inhomogeneous linear equations which is
analogous to estimates in other gluing constructions, e.g. in [27, 22, 4]. The proof relies on analogous
estimates in the Euclidean setting established in [4, Proposition C.1(i)].
Lemma D.1. Given a Riemannian Surface (Σ2, g), V ∈ C∞(Σ), p ∈ Σ, β ∈ (0, 1), and γ ∈ (1, 2),
there exists ǫ > 0 such that for any ǫ ∈ (0, ǫ] there is a linear map RΣp : C0,β(DΣp (ǫ))→ C2,β(DΣp (ǫ))
so that if E ∈ C0,β(DΣp (ǫ)) and u = RΣp (E), then
(i) (∆g + V )u = E.
(ii) u(p) = dpu = 0.
(iii) ‖u : C2,β(DΣp (ǫ),dΣp , g, (dΣp )γ‖ ≤ C‖E : C0,β(DΣp (Σ,dΣp , g, (dΣp )γ−2)‖.
Proof. The important special case of the lemma when g is the Euclidean metric and V = 0 was
proved in [4, Proposition C.1(i)]. By identifying DΣ,gp (ǫ) with D
TpΣ,gp
0 (ǫ) using the exponential map
and considering the Euclidean Laplacian ∆gp , where here gp := g|p, we may apply [4, Proposition
C.1(i)] on DΣp (ǫ) to define inductively sequences {un}n∈N and {En}n∈N where un ∈ C2,β(DΣp (ǫ)) and
En ∈ C0,β(DΣp (ǫ)) by
∆gpui = −Ei−1, Ei := (∆g −∆gp)ui + V ui E0 := −E,
where each ui satisfies
ui(p) = dpui = 0, ui|∂DΣp (ǫ) ∈ H1(∂D
Σ
p (ǫ))(D.2)
(recall the notation of [4]) and the estimate
‖ui : C2,β(DΣp (ǫ),dΣp , gp, (dΣp )γ)‖ ≤ C‖Ei : C0,β(DΣp (ǫ),dΣp , gp, (dΣp )γ−2)‖.
By choosing ǫ small enough and using the above estimates inductively we have for each i ∈ N
‖ui : C2,β(DΣp (ǫ),dΣp , gp, (dΣp )γ))‖ ≤ C‖Ei : C0,β(DΣp (ǫ),dΣp , gp, (dΣp )γ−2‖
≤ 1
2
‖ui−1 : C2,β(DΣp (ǫ),dΣp , gp, (dΣp )γ)‖
≤ 1
2i−1
‖u1 : C2,β(DΣp (ǫ),dΣp , gp, (dΣp )γ)‖
≤ 1
2i−1
‖E : C0,β(DΣp (ǫ),dΣp , gp, (dΣp )γ−2)‖.
We then define u := RΣpE :=
∑∞
i=1 ui, which by the preceding is well defined in C
2,β(DΣp (ǫ)),
satisfies (i) and (ii), and the estimate
‖u : C2,β(DΣp (ǫ),dΣp , gp, (dΣp )γ)‖ ≤ C‖E : C0,β(DΣp (ǫ),dΣp , gp, (dΣp )γ−2)‖.
The estimate (iii) follows from this by using C.12 to switch to norms computed with respect to g. 
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