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Abstract
Pre-trained language models such as BERT have
recently contributed to significant advances in
Natural Language Processing tasks. Interestingly,
while multilingual BERT models have demon-
strated impressive results, recent works have
shown how monolingual BERT can also be com-
petitive in zero-shot cross-lingual settings. This
suggests that the abstractions learned by these
models can transfer across languages, even when
trained on monolingual data. In this paper, we
investigate whether such generalization potential
applies to other modalities, such as vision: does
BERT contain abstractions that generalize beyond
text? We introduce BERT-gen, an architecture for
text generation based on BERT, able to leverage
on either mono- or multi- modal representations.
The results reported under different configurations
indicate a positive answer to our research ques-
tion, and the proposed model obtains substantial
improvements over the state-of-the-art on two es-
tablished Visual Question Generation datasets.
1. Introduction
The BERT language model (Devlin et al., 2019) is a Deep
Bidirectional Transformer (Vaswani et al., 2017) pre-trained
on textual corpora (BookCorpus and Wikipedia) using a
Masked Language Model (MLM) objective – predicting
some words that are randomly masked in the sentence,
along with a sentence entailment loss. Recent research
efforts (Artetxe et al., 2019) have shown how BERT en-
codes abstractions that generalize across languages, even
when trained on monolingual data only. This contradicts the
common belief (Pires et al., 2019; Wu & Dredze, 2019) that
a shared vocabulary and joint training on multiple languages
are essential to achieve cross-lingual generalization capabil-
ities. In this work, we further investigate the generalization
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potentials of large pre-trained LMs, this time moving to a
cross-modal setup: does BERT contain abstractions that
generalize beyond text?
In the Artificial Intelligence community, several works have
investigated the longstanding research question of whether
textual representations encode visual information. On the
one hand, a large body of research called language ground-
ing considers that textual representations lack visual com-
monsense (Baroni, 2016), and intend to ground the meaning
of words (Lazaridou et al., 2015; Collell et al., 2017) and
sentences (Kiela et al., 2018; Bordes et al., 2019) in the
perceptual world. In another body of work, textual represen-
tations have successfully been used to tackle multi-modal
tasks (Baltrusaitis et al., 2019) such as Zero-Shot Learning
(Zablocki et al., 2019), Visual Question Answering (Mali-
nowski & Fritz, 2014) or Image Captioning (Socher et al.,
2014). Following the latter line of research, in this paper
we evaluate the potential of pre-trained language models
to generalize in the context of Visual Question Generation
(VQG) (Mostafazadeh et al., 2016).
The Visual Question Generation task allows us to investi-
gate the cross-modal capabilities of BERT: unlike Image
Captioning (where the input is only visual) or VQA (where
the input is visual and textual), VQG is a multi-modal task
where input can be textual and/or visual. VQG data usually
includes images and the associated captions, along with
corresponding questions about the image; thus, different
experimental setups can be designed to analyze the impact
of each modality. Indeed, the questions can be generated
using i) textual (the caption), ii) visual (the image), or iii)
multi-modal (both the caption and the image) input.
From a practical standpoint, the VQG task has several appli-
cations: robots or AI assistants could ask questions rooted
in multi-modal data (e.g. fusing conversational data with
visual information from captors and cameras), in order to
refine their interpretation of the situation they are presented
with. It could also allow systems relying on knowledge-
bases to gain visual common sense and deal with the Human
Reporting Bias (Misra et al., 2016), which states that the
content of images and text are intrinsically different, since
visual common sense is rarely explicitly stated in text.
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Recently, BERT-based Multi-Modal Language Models have
been proposed (Lu et al., 2019; Tan & Bansal, 2019; Li et al.,
2019b; Su et al., 2019) to tackle multi-modal tasks, using
different approaches to incorporate visual data within BERT.
From these works, it is left to explore whether the cross-
modal alignment is fully learned, or it is to some extent
already encoded in the BERT abstractions. Therefore, in
contrast with those approaches, we explicitly avoid using
the following complex mechanisms:
• Multi-modal supervision: all previous works exploit an
explicit multi-modal supervision through a pre-training
step; the models have access to text/image pairs as
input, to align their representations. In contrast, our
model can switch from text-only to image-only mode
without any explicit alignment.
• Image-specific losses: specific losses such as Masked
RoI (Region of Interest) Classification with Linguistic
Clues (Su et al., 2019) or sentence-image prediction
(Li et al., 2019b) have been reported helpful to align
visual and text modalities. Instead, we only use the
original MLM loss from BERT (and not its entailment
loss).
• Non-linearities: we explore a scenario in which the
only learnable parameters, for aligning image represen-
tations to BERT, are those of simple linear projection
layer. This allows us to assess whether the representa-
tions encoded in BERT can transfer out-of-the-box to
another modality.
Furthermore, to the best of our knowledge, this paper is
the first attempt to investigate multi-modal text generation
using pre-trained language models. We introduce BERT-gen,
a text generator based on BERT, that can be applied both in
mono and multi-modal settings. We treat images similarly
to text: while a sentence is seen as a sequence of (sub)word
tokens, an image is seen as a sequence of objects associated
to their corresponding positions (bounding boxes). We show
how a simple linear mapping, projecting visual embeddings
into the first layer, is enough to ground BERT in the visual
realm: text and image object representations are found to be
effectively aligned, and the attention over words transfers to
attention over the relevant objects in the image.
Our contributions can be summarized as follows:
1. we introduce BERT-gen, a novel method for generating
text using BERT, that can be applied in both mono and
multi-modal settings;
2. we show that the semantic abstractions encoded in
pre-trained BERT can generalize to another modality;
3. we report state-of-the art results on the VQG task;
4. we provide extensive ablation analyses to interpret the
behavior of BERT-gen under different configurations
(mono- or multi- modal).
2. Related Work
Unsupervised Pre-trained Language Models Learning
unsupervised textual representations that can be applied
to downstream tasks is a widely investigated topic in the
literature. Text representations have been learned at dif-
ferent granularities: words with Word2vec (Mikolov et al.,
2013), sentences with SkipThought (Kiros et al., 2015),
paragraphs with ParagraphVector (Le & Mikolov, 2014)
and contextualized word vectors with ELMo (Peters et al.,
2018). Other methods leverage a transfer-learning approach
by fine-tuning all parameters of a pre-trained model on a
target task, a paradigm which has become mainstream since
the introduction of BERT (Devlin et al., 2019). BERT allevi-
ates the problem of the uni-directionality of most language
models (i.e. where the training objective aims at predicting
the next word) by proposing a new objective called Masked
Language Model (MLM). Under MLM, some words, that
are randomly selected, are masked; the training objective
aims at predicting them.
Multi-modal Language Models Following the success-
ful application of BERT (Devlin et al., 2019), and its deriva-
tives, across a great majority of NLP tasks, several research
efforts have focused on the design of multi-modal versions
of BERT. VideoBERT (Sun et al., 2019a), a joint video and
text model, is pre-trained on a huge corpus of YouTube
videos, and applied to action classification and video cap-
tioning tasks on the YouCook II dataset (Zhou et al., 2018b).
The video is treated as a “visual sentence” (each frame being
a “visual word”) that is processed by the BERT Transformer.
Concerning models jointly treating information from images
and text, visual features extracted from the image are used
as “visual words”, and a [SEP] special token is employed
to separate textual and visual tokens. In the literature, visual
features are object features extracted with a Faster R-CNN
(Ren et al., 2017) – with the notable exception of Kiela et al.
(2019) who used pooling layers from a CNN. A first body
of work exploit single-stream Transformers in which visual
features are incorporated in a BERT-like Transformer: this
is the case for VisualBERT (Li et al., 2019b), VL-BERT
(Su et al., 2019), Unicoder-VL (Li et al., 2019a) and B2T2
(Alberti et al., 2019). Other works, such as ViLBERT (Lu
et al., 2019) and LXMERT (Tan & Bansal, 2019) have
investigated two-stream approaches: these models employ
modality-specific encoders built on standard Transformer
blocks, which are then fused into a cross-modal encoder.
Interestingly, none of the aforementioned models have been
used for generation tasks such as VQG, tackled in this work.
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Visual Question Generation The text-based Question
Generation task has been largely studied by the NLP com-
munity (Rus et al., 2010; Rajpurkar et al., 2016; Zhou et al.,
2017; Du et al., 2017; Song et al., 2017; Zhao et al., 2018;
Scialom et al., 2019). However, its visual counterpart, Vi-
sual Question Generation (VQG), has been comparatively
less explored than standard well-known multi-modal tasks
such as Visual Question Answering (VQA) (Gao et al., 2015;
Xu & Saenko, 2016; Ren et al., 2015; Ma et al., 2016), Vi-
sual Dialog (Das et al., 2017; 2019), or Image Captioning
(Vinyals et al., 2015; Yan et al., 2016; Karpathy & Li, 2015).
The VQG task was first introduced by Yang et al. (2015) in
their Neural Self Talk model: the goal is to gain knowledge
about an image by iteratively generating questions (VQG)
and answering them (VQA). The authors tackle the task
with a simple RNN conditioned on the image, following
Image Captioning works such as Karpathy & Li (2015).
Suitable data for the VQG task can come from standard
image datasets on which questions have been manually
annotated, such as V QGCOCO, V QGFlickr, V QGBing
(Mostafazadeh et al., 2016) , each consisting of 5000 images
with 5 questions per image. Alternatively, VQG samples
can be derived from Visual Question Answering datasets,
such as V QA1.0 (Antol et al., 2015), by “reversing” them
(taking images as inputs and questions as outputs).
A variety of approaches have been proposed. Mostafazadeh
et al. (2016) use a standard Gated Recurrent Neural Net-
work, i.e. a CNN encoder followed by a GRU decoder to
generate questions. Zhang et al. (2017) aim at generating,
for a given image, multiple visually grounded questions of
varying types (what, when, where, etc.); similarly, Jain et al.
(2017) generate diverse questions using Variational Autoen-
coders. In Li et al. (2018), VQG is jointly tackled along
its dual task (VQA), just as Yang et al. (2015). In (Patro
et al., 2018; Patro & Namboodiri, 2019), the image (pro-
cessed by a CNN) and the caption (processed by a LSTM)
are combined in a mixture module, followed by a LSTM
decoder to generate the question, leading to state-of-the-art
results on the VQG task on V QA1.0 data. More recently,
Patro et al. (2020) incorporate multiple cues – place informa-
tion obtained from PlaceCNN (Zhou et al., 2018a), caption,
tags – and combine them within a deep Bayesian framework
where the contribution of each cue is weighted to predict
a question, obtaining the current state-of-the-art results on
V QGCOCO.
3. Model
In VQG, the objective is to generate a relevant question from
an image and/or its caption. The caption Xtxt is composed
of M tokens txt1, ..., txtM ; these tokens can be words or
subwords (smaller than word) units depending on the tok-
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<latexit sha1_base64="aAI0C/NXm0+lrF9Pp3PEG2rm0Zo=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwVZK60GXRjQsXFewDapFkOq1D82IyEUJx5w+41Q8T/0D/wjtjCmoRnZDkzLnn 3Jl7r58EIlWO81qyFhaXllfKq5W19Y3Nrer2TieNM8l4m8VBLHu+l/JARLythAp4L5HcC/2Ad/3JmY5377hMRRxdqTzhg9AbR2IkmKeI6iaBl4tofFOtOXXHLHseuAWooVituPqCawwRgyFDCI4IinAADyk9fbhwkBA3wJQ4SUiYOMc9KuTNSMVJ4RE7oe+Ydv2CjWivc6bGzeiUgF5JThsH5IlJJwnr02wTz0xmzf6We2py6rvl9PeLXCGxCrfE/uWbKf/r07UojHBiahBUU2IYXR0rsmSm K/rm9peqFGVIiNN4SHFJmBnnrM+28aSmdt1bz8TfjFKzes8KbYZ3fUsasPtznPOg06i7R/XGZaPWPC1GXcYe9nFI8zxGE+dooW2qfMQTnq0LS1q5Nf2UWqXCs4tvy3r4AD48kjc=</latexit>
in<latexit sha1_base64="w1ptrG/G4TcVn6DPPOXiPWBB/c8=">AAACxXicjVHLSsNAFD2Nr1pfVZdugkVwVZK60GXRhS6r2AfUIsl0WofmxWRSKEX8Abf6a+If6F94Z0xBLaITkpw5954z c+/1k0CkynFeC9bC4tLySnG1tLa+sblV3t5ppXEmGW+yOIhlx/dSHoiIN5VQAe8kknuhH/C2PzrT8faYy1TE0bWaJLwXesNIDATzFFFXIrotV5yqY5Y9D9wcVJCvRlx+wQ36iMGQIQRHBEU4gIeUni5cOEiI62FKnCQkTJzjHiXSZpTFKcMjdkTfIe26ORvRXnumRs3olIBeSUobB6SJKU8S1qfZJp4ZZ83+5j01nvpuE/r7uVdIrMIdsX/pZpn/1elaFAY4MTUIqikxjK6O5S6Z6Yq+uf2l KkUOCXEa9ykuCTOjnPXZNprU1K5765n4m8nUrN6zPDfDu74lDdj9Oc550KpV3aNq7bJWqZ/moy5iD/s4pHkeo44LNNAk7wEe8YRn69wKLWWNP1OtQq7ZxbdlPXwAc6KP6A==</latexit> the<latexit sha1_base64="jYoLt6QPhHG3nv6mzFBYEGFV39c=">AAACxnicjVHLTsJAFD3UF+ILdemmkZi4Ii0udEl0wxKjgAkS0w4DTOgr06mGEBN/wK1+mvEP9C+8M5ZEJUanaXvm3HvO zL3XTwKRKsd5LVgLi0vLK8XV0tr6xuZWeXunncaZZLzF4iCWV76X8kBEvKWECvhVIrkX+gHv+OMzHe/ccpmKOLpUk4T3Qm8YiYFgniLqQo34TbniVB2z7Hng5qCCfDXj8guu0UcMhgwhOCIowgE8pPR04cJBQlwPU+IkIWHiHPcokTajLE4ZHrFj+g5p183ZiPbaMzVqRqcE9EpS2jggTUx5krA+zTbxzDhr9jfvqfHUd5vQ38+9QmIVRsT+pZtl/lena1EY4MTUIKimxDC6Opa7ZKYr+ub2 l6oUOSTEadynuCTMjHLWZ9toUlO77q1n4m8mU7N6z/LcDO/6ljRg9+c450G7VnWPqrXzWqV+mo+6iD3s45DmeYw6GmiiRd5DPOIJz1bDiqzMuvtMtQq5ZhfflvXwAZYakFw=</latexit> yard
<latexit sha1_base64="82eZ8huNUNAb9QaGOQQgIhtdKRU=">AAACx3icjVHLTsJAFD3UF+ILdemmkZi4Ii0udEl0oztMBEyQmOkwQENfmU6JhLjwB9zqnxn/QP/CO2NJVGJ0mrZnzr3nzNx7vSTwU+U4rwVrYXFpeaW4Wlpb39jcKm/vtNI4k1w0eRzE8tpjqQj8SDSVrwJxnUjBQi8QbW90puPtsZCpH0dXapKIbsgGkd/3OVOamjDZuy1XnKpjlj0P3BxUkK9GXH7BDXqIwZEhhEAE RTgAQ0pPBy4cJMR1MSVOEvJNXOAeJdJmlCUogxE7ou+Adp2cjWivPVOj5nRKQK8kpY0D0sSUJwnr02wTz4yzZn/znhpPfbcJ/b3cKyRWYUjsX7pZ5n91uhaFPk5MDT7VlBhGV8dzl8x0Rd/c/lKVIoeEOI17FJeEuVHO+mwbTWpq171lJv5mMjWr9zzPzfCub0kDdn+Ocx60alX3qFq7rFXqp/moi9jDPg5pnseo4xwNNMl7iEc84dm6sGJrbN19plqFXLOLb8t6+ADE3JDV</latexit>
What
<latexit sha1_base64="O2N/zMv3rrapqIik8Cey3V6QkRU=">AAACx3icjVHLTsJAFD3UF+ILdemmk Zi4Ii0udEl0oztMBEyQmLYM0NB2mumUSIgLf8Ct/pnxD/QvvDMOiUqMTtP2zLn3nJl7r59GYSYd57VgLSwuLa8UV0tr6xubW+XtnVbGcxGwZsAjLq59L2NRmLCmDGXErlPBvNiPWNsfnal4e8xEFvLkSk5S1o29QRL 2w8CTimoPPXlbrjhVRy97HrgGVGBWg5dfcIMeOALkiMGQQBKO4CGjpwMXDlLiupgSJwiFOs5wjxJpc8pilOERO6LvgHYdwya0V56ZVgd0SkSvIKWNA9JwyhOE1Wm2jufaWbG/eU+1p7rbhP6+8YqJlRgS+5dulvlf napFoo8TXUNINaWaUdUFxiXXXVE3t79UJckhJU7hHsUF4UArZ322tSbTtaveejr+pjMVq/aByc3xrm5JA3Z/jnMetGpV96hau6xV6qdm1EXsYR+HNM9j1HGOBprkPcQjnvBsXVjcGlt3n6lWwWh28W1ZDx+B85C5< /latexit>
is
<latexit sha1_base64="Wd5EE/rHiH/3jg6zMqCSOH25VCU=">AAACxXicjVHLSsNAFD2Nr1pfVZdug kVwVZK60GXRhS6r2AfUIkk6rUPzIjMplCL+gFv9NfEP9C+8M05BLaITkpw5954zc+/105AL6TivBWthcWl5pbhaWlvf2Nwqb++0RJJnAWsGSZhkHd8TLOQxa0ouQ9ZJM+ZFfsja/uhMxdtjlgmexNdykrJe5A1jPuC BJ4m64uK2XHGqjl72PHANqMCsRlJ+wQ36SBAgRwSGGJJwCA+Cni5cOEiJ62FKXEaI6zjDPUqkzSmLUYZH7Ii+Q9p1DRvTXnkKrQ7olJDejJQ2DkiTUF5GWJ1m63iunRX7m/dUe6q7TejvG6+IWIk7Yv/SzTL/q1O1 SAxwomvgVFOqGVVdYFxy3RV1c/tLVZIcUuIU7lM8Ixxo5azPttYIXbvqrafjbzpTsWofmNwc7+qWNGD35zjnQatWdY+qtctapX5qRl3EHvZxSPM8Rh0XaKBJ3gM84gnP1rkVWdIaf6ZaBaPZxbdlPXwAf4KP7Q==< /latexit>
the
<latexit sha1_base64="jYoLt6QPhHG3nv6mzFBYEGFV39c=">AAACxnicjVHLTsJAFD3UF+ILdemmk Zi4Ii0udEl0wxKjgAkS0w4DTOgr06mGEBN/wK1+mvEP9C+8M5ZEJUanaXvm3HvOzL3XTwKRKsd5LVgLi0vLK8XV0tr6xuZWeXunncaZZLzF4iCWV76X8kBEvKWECvhVIrkX+gHv+OMzHe/ccpmKOLpUk4T3Qm8YiYF gniLqQo34TbniVB2z7Hng5qCCfDXj8guu0UcMhgwhOCIowgE8pPR04cJBQlwPU+IkIWHiHPcokTajLE4ZHrFj+g5p183ZiPbaMzVqRqcE9EpS2jggTUx5krA+zTbxzDhr9jfvqfHUd5vQ38+9QmIVRsT+pZtl/len a1EY4MTUIKimxDC6Opa7ZKYr+ub2l6oUOSTEadynuCTMjHLWZ9toUlO77q1n4m8mU7N6z/LcDO/6ljRg9+c450G7VnWPqrXzWqV+mo+6iD3s45DmeYw6GmiiRd5DPOIJz1bDiqzMuvtMtQq5ZhfflvXwAZYakFw=< /latexit>
dog
<latexit sha1_base64="NVOeAXldbjhMKYSKfMBSGqaVlgk=">AAACxnicjVHLSsNAFD2Nr1pfVZdug kVwVZK60GXRTZcV7QNqkSSdxtA0EyYTpRTBH3Crnyb+gf6Fd8YpqEV0QpIz595zZu69fhpHmXSc14K1sLi0vFJcLa2tb2xulbd32hnPRcBaAY+56PpexuIoYS0ZyZh1U8G8sR+zjj86U/HOLRNZxJNLOUlZf+yFSTS MAk8SdTHg4XW54lQdvex54BpQgVlNXn7BFQbgCJBjDIYEknAMDxk9PbhwkBLXx5Q4QSjScYZ7lEibUxajDI/YEX1D2vUMm9BeeWZaHdApMb2ClDYOSMMpTxBWp9k6nmtnxf7mPdWe6m4T+vvGa0ysxA2xf+lmmf/V qVokhjjRNURUU6oZVV1gXHLdFXVz+0tVkhxS4hQeUFwQDrRy1mdbazJdu+qtp+NvOlOxah+Y3Bzv6pY0YPfnOOdBu1Z1j6q181qlfmpGXcQe9nFI8zxGHQ000SLvEI94wrPVsBIrt+4+U62C0ezi27IePgCFYZBV< /latexit>
biting
<latexit sha1_base64="byHRKJLNi8f1qe311mD3hlfmTRQ=">AAACyXicjVHLTsMwEJyGVymvAkcuE RUSpyopBzhWcEHiUiT6kEqFEtctpmkSHAdRKk78AFf4McQfwF+wNqkEVAgcJRnP7oy9u34ciEQ5zmvOmpmdm1/ILxaWlldW14rrG40kSiXjdRYFkWz5XsIDEfK6EirgrVhyb+gHvOkPjnS8ecNlIqLwTI1i3hl6/VD 0BPMUUQ1fKBH2L4olp+yYZU8DNwMlZKsWFV9wji4iMKQYgiOEIhzAQ0JPGy4cxMR1MCZOEhImznGPAmlTyuKU4RE7oG+fdu2MDWmvPROjZnRKQK8kpY0d0kSUJwnr02wTT42zZn/zHhtPfbcR/f3Ma0iswiWxf+km mf/V6VoUejgwNQiqKTaMro5lLqnpir65/aUqRQ4xcRp3KS4JM6Oc9Nk2msTUrnvrmfibydSs3rMsN8W7viUN2P05zmnQqJTdvXLltFKqHmajzmML29ilee6jimPUUCfvKzziCc/WiXVt3Vp3n6lWLtNs4tuyHj4A+ vORtg==</latexit>
[CLS]
<latexit sha1_base64="ON1uQr9nGKjBKmkS1vGVH0cXV9I=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVZK60GWxGxEXFU1bqEWS6bQOzYtkopTixh9wq18m/oH+hXfGFNQiOiHJmXPvOTP3Xi/2RSot67VgzM0vLC4Vl0srq2vrG+XNrVYaZQnjDov8 KOl4bsp9EXJHCunzTpxwN/B83vZGDRVv3/IkFVF4Kccx7wXuMBQDwVxJlNNtnF30rssVq2rpZc4COwcV5KsZlV9whT4iMGQIwBFCEvbhIqWnCxsWYuJ6mBCXEBI6znGPEmkzyuKU4RI7ou+Qdt2cDWmvPFOtZnSKT29CShN7pIkoLyGsTjN1PNPOiv3Ne6I91d3G9Pdyr4BYiRti/9JNM/+rU7VIDHCkaxBUU6wZVR3LXTLdFXVz80tVkhxi4hTuUzwhzLRy2mdTa1Jdu+qtq+NvOlOxas/y3Azv6pY0YPvnOGdBq1a1D6q181qlfpyPuogd7GKf5nmIOk7QhEPeAo94wrNxasTGnTH+TDUKuWYb35bx8AG245DJ</late xit>
[SEP]
<latexit sha1_base64="+5I9ggHuOtZmaa1UMz3IjTdwtnM=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVZK60GVRBHFV0bSFWiSZTutgmoTJRCnFjT/gVr9M/AP9C++MKahFdEKSM+fec2buvUESilQ5zmvBmpmdm18oLpaWlldW18rrG800ziTjHovD WLYDP+WhiLinhAp5O5HcHwYhbwU3RzreuuUyFXF0oUYJ7w79QST6gvmKKK9zftzoXpUrTtUxy54Gbg4qyFcjLr/gEj3EYMgwBEcERTiEj5SeDlw4SIjrYkycJCRMnOMeJdJmlMUpwyf2hr4D2nVyNqK99kyNmtEpIb2SlDZ2SBNTniSsT7NNPDPOmv3Ne2w89d1G9A9yryGxCtfE/qWbZP5Xp2tR6OPA1CCopsQwujqWu2SmK/rm9peqFDkkxGnco7gkzIxy0mfbaFJTu+6tb+JvJlOzes/y3Azv+pY0YPfnOKdBs1Z196q1s1qlfpiPuogtbGOX5rmPOk7QgEfeAo94wrN1aiXWnTX6TLUKuWYT35b18AHFQpDP</late xit>
(textual tokens)
<latexit sha1_base64="vsJF5w/kqKmmhRwYxhOPgMTpwWY=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkWom5LWhS6LblxWsA+o UpJ0WofmRTIpltKduPUH3OoviX+gf+GdcQpqEZ2Q5My595yZe68b+zwVtv2aMxYWl5ZX8quFtfWNzS1ze6eZRlnisYYX+VHSdp2U+TxkDcGFz9pxwpzA9VnLHZ7JeGvEkpRH4aUYx+w6cAYh73PPEUR1TbMk2K3IHN8S0ZCF6WHXLNplWy1rHlQ0KEKvemS+4Ao9RPCQ IQBDCEHYh4OUng4qsBETd40JcQkhruIMUxRIm1EWowyH2CF9B7TraDakvfRMldqjU3x6E1JaOCBNRHkJYXmapeKZcpbsb94T5SnvNqa/q70CYgVuiP1LN8v8r07WItDHiaqBU02xYmR1nnbJVFfkza0vVQlyiImTuEfxhLCnlLM+W0qTqtplbx0Vf1OZkpV7T+dmeJe 3pAFXfo5zHjSr5cpRuXpRLdZO9ajz2MM+SjTPY9Rwjjoa5D3CI57wbLSMqXFn3H+mGjmt2cW3ZTx8AKN5ldo=</latexit>
Caption
<latexit sha1_base64="oDxjOaHsYpoyif19CzMXKJ1FDQU=">AAACynicjVHLTsMwEJyGVymvAkcuERUSpyopBzhW9MKBQ5Ho Q4IKOalbrKZJ5DhIVcWNH+AKH4b4A/gL1saVgAqBo9jj2Z21xxukkciU570WnIXFpeWV4mppbX1jc6u8vdPOklyGvBUmUSK7Act4JGLeUkJFvJtKzsZBxDvBqKHjnTsuM5HEl2qS8t6YDWMxECFTRHUaLNXrTbniVT0z3HngW1CBHc2k/IJr9JEgRI4xOGIowhEYMvqu 4MNDSlwPU+IkIWHiHPcokTanLE4ZjNgRzUPaXVk2pr2umRl1SKdE9EtSujggTUJ5krA+zTXx3FTW7G+1p6amvtuE1sDWGhOrcEvsX7pZ5n912ovCACfGgyBPqWG0u9BWyc2r6Ju7X1wpqpASp3Gf4pJwaJSzd3aNJjPe9dsyE38zmZrV+9Dm5njXt6QG+z/bOQ/atap /VK1d1Cr1U9vqIvawj0Pq5zHqOEMTLePyEU94ds4d6Uyc6WeqU7CaXXwbzsMH4taSEQ==</latexit>
Objects
<latexit sha1_base64="IXDdYbVH7QvV9U5wIE2Xjf8FWKk=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwVZK60GXRjQvBCvYB tUgyndaxeTGZCKW48wfc6oeJf6B/4Z0xBbWITkhy5txz7sy9108CkSrHeS1Yc/MLi0vF5dLK6tr6Rnlzq5XGmWS8yeIglh3fS3kgIt5UQgW8k0juhX7A2/7oRMfbd1ymIo4u1TjhvdAbRmIgmKeIap/7t5yp9LpccaqOWfYscHNQQb4acfkFV+gjBkOGEBwRFOEAHlJ6 unDhICGuhwlxkpAwcY57lMibkYqTwiN2RN8h7bo5G9Fe50yNm9EpAb2SnDb2yBOTThLWp9kmnpnMmv0t98Tk1Hcb09/Pc4XEKtwQ+5dvqvyvT9eiMMCRqUFQTYlhdHUsz5KZruib21+qUpQhIU7jPsUlYWac0z7bxpOa2nVvPRN/M0rN6j3LtRne9S1pwO7Pcc6CVq3 qHlRrF7VK/TgfdRE72MU+zfMQdZyigaap8hFPeLbOLGmNrcmn1Crknm18W9bDB9lXkg0=</latexit>
(visual tokens)
<latexit sha1_base64="KDjmIBrWaQj6pVyZD8oYc+rMyqQ=">AAAC1HicjVHLSsNAFD2Nr1ofjbp0EyxC3ZS0LnRZdOOygn1A lZKk0zo0LzKTQqmuxK0/4Fa/SfwD/QvvjCmoRXRCkjPnnnNn7r1u7HMhbfs1ZywsLi2v5FcLa+sbm0Vza7slojTxWNOL/CjpuI5gPg9ZU3Lps06cMCdwfdZ2R6cq3h6zRPAovJCTmF0FzjDkA+45kqieWSyPuUgd35LRiIXioGeW7IqtlzUPqhkoIVuNyHzBJfqI4CFF AIYQkrAPB4KeLqqwERN3hSlxCSGu4wy3KJA3JRUjhUPsiL5D2nUzNqS9yim026NTfHoTclrYJ09EuoSwOs3S8VRnVuxvuac6p7rbhP5ulisgVuKa2L98M+V/faoWiQGOdQ2caoo1o6rzsiyp7oq6ufWlKkkZYuIU7lM8Iexp56zPlvYIXbvqraPjb1qpWLX3Mm2Kd3V LGnD15zjnQatWqR5Waue1Uv0kG3Ueu9hDmeZ5hDrO0EBTz/wRT3g2WsaNcWfcf0qNXObZwbdlPHwAZe2VXQ==</latexit>
Decoder
<latexit sha1_base64="QFgt9bQO9umdlBIArS9Rf3O1XEU= ">AAACynicjVHLSsNAFD2Nr/quunQTLIKrktSFLou6cOGign1ALZJMp3VomgmTiVCKO3/ArX6Y+Af6F94ZU1CL6IQkZ849587c e8MkEqn2vNeCMze/sLhUXF5ZXVvf2CxtbTdTmSnGG0xGUrXDIOWRiHlDCx3xdqJ4MAoj3gqHpybeuuMqFTK+0uOEd0fBIBZ9wQ JNVOuMM9nj6qZU9iqeXe4s8HNQRr7qsvSCa/QgwZBhBI4YmnCEACk9HfjwkBDXxYQ4RUjYOMc9VsibkYqTIiB2SN8B7To5G9Pe5 Eytm9EpEb2KnC72ySNJpwib01wbz2xmw/6We2JzmruN6R/muUbEatwS+5dvqvyvz9Si0cexrUFQTYllTHUsz5LZrpibu1+q0pQ hIc7gHsUVYWad0z671pPa2k1vAxt/s0rDmj3LtRnezS1pwP7Pcc6CZrXiH1aql9Vy7SQfdRG72MMBzfMINZyjjoat8hFPeHYuH OWMncmn1Cnknh18W87DB6mZkfk=</latexit>
Encoder layers
<latexit sha1_base64="7UTBrB9u+Uzt3Zr3BVSqAYg8ohk= ">AAAC0XicjVHLSsNAFD2Nr1pfVZdugkVwVZK60GVRBJcV7QNqlWQ6raF5MZkIoQji1h9wqz8l/oH+hXfGFNQiOiHJmXPPOTN3 xo19L5GW9VowZmbn5heKi6Wl5ZXVtfL6RiuJUsF4k0V+JDquk3DfC3lTetLnnVhwJ3B93nZHR6revuEi8aLwXGYx7wXOMPQGHn MkUZfHIYv6XJi+k5HoqlyxqpYe5jSwc1BBPhpR+QUX6CMCQ4oAHCEkYR8OEnq6sGEhJq6HMXGCkKfrHLcokTclFSeFQ+yIvkOad XM2pLnKTLSb0So+vYKcJnbIE5FOEFarmbqe6mTF/pY91plqbxn93TwrIFbimti/fBPlf32qF4kBDnQPHvUUa0Z1x/KUVJ+K2rn 5pStJCTFxCvepLggz7Zycs6k9ie5dna2j629aqVg1Z7k2xbvaJV2w/fM6p0GrVrX3qrXTWqV+mF91EVvYxi7d5z7qOEEDTcoWe MQTno0zIzPujPtPqVHIPZv4NoyHD0cJlPk=</latexit>
?
<latexit sha1_base64="bR/oF/WrtHKjm9oczPN67116sPA=">AAACxHicjVHLS sNAFD2Nr1pfVZdugkVwVZK60J1FQVy2YB9QiyTTaR06eZBMhFL0B9zqt4l/oH/hnTEFtYhOSHLm3HvOzL3Xj6VIleO8FqyFxaXlleJqaW19Y3OrvL3TTqMsYbzFIhklX d9LuRQhbymhJO/GCfcCX/KOPz7X8c4dT1IRhVdqEvN+4I1CMRTMU0Q1T2/KFafqmGXPAzcHFeSrEZVfcI0BIjBkCMARQhGW8JDS04MLBzFxfUyJSwgJE+e4R4m0GWVxyv CIHdN3RLtezoa0156pUTM6RdKbkNLGAWkiyksI69NsE8+Ms2Z/854aT323Cf393CsgVuGW2L90s8z/6nQtCkOcmBoE1RQbRlfHcpfMdEXf3P5SlSKHmDiNBxRPCDOjnPX ZNprU1K5765n4m8nUrN6zPDfDu74lDdj9Oc550K5V3aNqrVmr1M/yURexh30c0jyPUcclGmgZ70c84dm6sKSVWtlnqlXINbv4tqyHD+Rbj0Y=</latexit>
Textual embedding
<latexit sha1_base64="1QDE1BJtZK3o2oKp6n7Nxy+I98w=">AAAC1nicjVHLSsNAFD2Nr1pfqS7dBIvgqiR1ocuiG5cV+oJaJI9pHZoXyUQtRXfi 1h9wq58k/oH+hXfGFNQiOiHJmXPvOTP3Xif2eSpM87Wgzc0vLC4Vl0srq2vrG3p5s51GWeKylhv5UdJ17JT5PGQtwYXPunHC7MDxWccZHct455IlKY/CphjHrB/Yw5APuGsLos71cpNdi8z2DRY4zPN4ODzXK2bVVMuYBVYOKshXI9JfcAYPEVxkCMAQQhD2YSOlpwcLJmLi+pgQlxDiKs5wgxJpM8pilGETO6L vkHa9nA1pLz1TpXbpFJ/ehJQGdkkTUV5CWJ5mqHimnCX7m/dEecq7jenv5F4BsQIXxP6lm2b+VydrERjgUNXAqaZYMbI6N3fJVFfkzY0vVQlyiImT2KN4QthVymmfDaVJVe2yt7aKv6lMycq9m+dmeJe3pAFbP8c5C9q1qrVfrZ3WKvWjfNRFbGMHezTPA9RxggZa5H2FRzzhWetqt9qddv+ZqhVyzRa+Le3hAz 6hln4=</latexit>
Visual embedding
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Figure 1. Model overview. Captions are encoded via BERT em-
beddings, while visual embeddings (blue) are obtained via a linear
layer, used to project image representations to the embedding layer
dimensions.
enization strategy used. As BERT uses subword tokeniza-
tion, throughout this paper we will refer to subwords as our
tokenization units.
The proposed model is illustrated in Figure 1. In 3.1, we de-
tail how images are incorporated in the Transformer frame-
work. In 3.2, we present BERT-gen, a novel approach to use
BERT for text generation.
3.1. Representing an Image as Text
In this work, we treat textual and visual inputs similarly,
by considering both as sequences. Since an image is not a
priori sequential, we consider the imageXimg as a sequence
of object regions img1, ..., imgN , as described below.
The images are first processed as in Tan & Bansal (2019):
a Faster-RCNN (Ren et al., 2017), pre-trained on Visual
Genome (Krishna et al., 2017), detects the N = 36 most
salient regions (those likely to include an object) per image.
The weights of the Faster-RCNN are fixed during training,
as we use the precomputed representations made publicly
available1 by Anderson et al. (2018). Each image is thus
represented by a sequence of N = 36 semantic embeddings
f1, ...fN (one for each object region) of dimension 2048,
1https://github.com/peteanderson80/bottom-
up-attention
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along with the corresponding bounding box coordinates
b1, ...bN of dimension 4. With this approach, the BERT
attention can be computed at the level of objects or salient
image regions; had we represented images with traditional
CNN features, the attention would instead correspond to a
uniform grid of image regions without particular semantics,
as noted in Anderson et al. (2018). To build an object
embedding oj encoding both the object region semantics
and its location in the image, we concatenate fj and bj
(j ∈ [1, N ]). Hence, an image is seen as a sequence of
N = 36 visual representations (each corresponding to an
object region) o1, ..., oN . Object region representations oi
are ordered by the relevance of the object detected, and
the model has access to their relative location in the image
through the vectors bi.
To investigate whether our BERT-based model can transfer
knowledge beyond language, we consider image features
as simple visual tokens that can be presented to the model
analogously to textual token embeddings. In order to make
the oj vectors (of dimension 2048 + 4 = 2052) comparable
to BERT embeddings (of dimension 768), we use a simple
linear cross-modal projection layerW of dimensions 2052×
768. The N object regions detected in an image, are thus
represented as Ximg = (W.o1, ...,W.oN ). Once mapped
into the BERT embedding space with W , the image is seen
by the rest of the model as a sequence of units with no
explicit indication if it is a text or an image embedding.
3.2. BERT-gen: Text Generation with BERT
We cast the VQG task as a classic sequence-to-sequence
(Sutskever et al., 2014) modeling framework:
PΘ,W (Y |X) =
T∏
t=1
PΘ,W (yt|X, y<t) (1)
where the input X = Xtxt in caption-only mode, X =
Ximg in image-only mode, and X = Ximg ⊕ Xtxt in a
multi-modal setup; Y = y1, ..., yT is the question composed
of T tokens. Θ are the parameters of the BERT model;2 W
represents the weights of the linear layer used for projecting
visual input to the BERT embedding layer.
As mentioned earlier, BERT is a Transformer (Vaswani
et al., 2017) encoder pre-trained using the Masked Lan-
guage Model (MLM) objective: tokens within the text are
replaced with a [MASK] special token, and the model is
trained to predict them. Since BERT was not trained with
an unidirectional objective, its usage for text generation is
not straightforward.
To generate text, Liu & Lapata (2019) propose to stack a
Transformer decoder, symmetric to BERT. However, the au-
2We use the smaller architecture released, BERT-base (12
layers), pre-trained on English cased text.
thors report training difficulties since the stacked decoder is
not pre-trained, and propose a specific training regime, with
the side-effect of doubling the number of parameters. Dong
et al. (2019) opt for an intermediate step of self-supervised
training, introducing a unidirectional loss. As detailed be-
low, we propose a relatively simpler, yet effective, method
to use BERT out-of-the-box for text generation.
Decoder We simply use the original BERT decoder as
is, initially trained to generate the tokens masked during
its pre-training phase. It consists in a feed-forward layer,
followed by normalization, transposition of the embedding
layer, and a softmax over the vocabulary.
Next Token Prediction At inference time, to generate the
first token of the question y1, we concatenate [MASK] to
the input tokens X , then encode X ⊕ [MASK] with the
BERT encoder, and feed the output of the encoder to the
decoder; y1 is the output of the decoder for the [MASK]
token. Subsequently, given y1, we concatenate it to the input
tokens and encode X ⊕ y1 ⊕ [MASK] to predict the next
token y2. This procedure is repeated until the generation of
a special token [EOS] signaling the end of the sentence.
Attention Trick As we iteratively concatenate the gener-
ated tokens, the BERT bi-directional self-attention mecha-
nism would impact, at every new token, the representations
of the previous tokens. To counter that, we use a left-to-
right attention mask, similar to the one employed in the
original Transformer decoder (Vaswani et al., 2017). For
the input tokens in X , we apply such mask to all the target
tokens Y that were concatenated to X , so that input tokens
can only attend to the other input tokens. Conversely, for
target tokens yt, we put an attention mask on all tokens y>t,
allowing target tokens yt to attend only to the input tokens
and the already generated target tokens.
This novel method allows to use pre-trained encoders for
text generation. In this work, we initialize our model with
the parameters from BERT-base. Nonetheless, the methodol-
ogy can be applied to any pre-trained Transformer encoders
such as RoBERTa (Liu et al., 2019), or Ernie (Sun et al.,
2019b).
Modality-specific setups The proposed model can be
used in either mono- or multi- modal setups. This is ac-
complished by activating or deactivating specific modules.
4. Experimental Protocol
Our main objective is to measure whether the textual knowl-
edge encoded in pre-trained BERT can be beneficial in a
cross-modal task. Thus, we define the three following ex-
perimental setups, which we refer to as Step 1, 2, and 3:
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1. Caption only Deactivating the Visual embedding mod-
ule (see Figure 1), the model has only access to textual input,
i.e. the caption. The model is initialized with the BERT
weights and trained according to Equation 1.
2. Image only Conversely, deactivating the Textual em-
bedding module (see Figure 1), the model has only access
to the input image, not the caption. To indicate the position
t of imgt in the sequence, we sum the BERT positional
embedding of t to the visual representation of imgt, just as
we would do for a text token txtt. The model is initialized
with the weights learned during step 1. All BERT-gen Θ
weights are frozen, and only the linear layer W is learnable.
Hence, if the model is able to learn to generate contextual-
ized questions w.r.t. the image, it shows that a simple linear
layer is enough to bridge the two modalities.
3. Image + Caption The full model is given access to
both image and caption inputs. In this setup, we separate
the two different inputs by a special BERT token [SEP].
Thus, the input sequence for the model takes the form of
[CLS], img1, ..., imgN ,[SEP], txt1, ..., txtM . In step 1,
only BERT-gen Θ parameters are learned, as no image input
was given. In step 2, W is trained while keeping Θ frozen.
Finally then, in step 3, we fine-tune the model using both
image and text inputs: the model is initialized with the pa-
rameters Θ learned during step 1 and the W learned during
step 2, and we unfreeze all parameters.
Ablations Additionally, we report results obtained with:
Image only (unfreeze), where the BERT-gen parameters Θ
are not frozen; and Image+Caption (from scratch) where
the model is learned without the intermediate steps 1 and 2:
the BERT-gen parameters Θ are initialized with the weights
from pre-trained BERT while W is randomly initialized.
4.1. Datasets
We conduct our experiments using two established datasets
for Visual Question Generation:
V QGCOCO Introduced by Mostafazadeh et al. (2016), it
contains 2500 training images, 1250 validation images and
1250 test images from MS COCO (Lin et al., 2014); each
image has 5 corresponding questions and 5 ground-truth
captions.3
V QA The Visual Question Answering (Antol et al., 2015)
dataset can be used to derive VQG data (Li et al., 2018). The
task is reversed: instead of answering the question based on
the image (VQA), models are called to generate a relevant
question given the image (VQG). Also based on MS COCO,
3Publicly available at https://www.microsoft.com/
en-us/download/details.aspx?id=53670
it contains 82783 training images, 40504 validation images
and 81434 testing images. In V QA1.0,4 each image has 3
associated questions. Since the test set of MS COCO does
not contain ground-truth captions, we generated artificial
captions for it using NeuralTalk2 (Karpathy & Li, 2015):
for fair comparison, we used exactly the same model5 as
Patro & Namboodiri (2019) (MDN-Joint).
4.2. Baselines
We compare the proposed model to the following:
Sample (Yang et al., 2015) Questions are generated by a
RNN conditioned on the image: at each generation step, the
distribution over the vocabulary is computed and used to
sample the next generated word. This baseline enables to
generate diverse questions over the same image, as the word
selection process is non-deterministic.
Max (Yang et al., 2015) Using the above model, select-
ing words with maximum probability from the computed
distribution.
MDN-Joint (Patro & Namboodiri, 2019) State-of-the-art
model on V QA1.0, based on joint usage of caption and
image information.
MC-SBN (Patro et al., 2020) State-of-the-art on
V QGCOCO. The model jointly leverages on multiple cues
(the image, place information, caption, tags) to generate
questions.
4.3. Metrics
We report the following metrics for all experiments, consis-
tently with previous works:
BLEU (Papineni et al., 2002) A precision-oriented metric,
originally proposed to evaluate machine translation. It is
based on the counts of overlapping n-grams between the
generated sequences and the human references.
ROUGE (Lin, 2004) The recall-oriented counterpart to
BLEU metrics, again based on n-gram overlaps.
METEOR (Banerjee & Lavie, 2005) The harmonic mean
between precision and recall w.r.t. unigrams. As opposed
to the other metrics, it also accounts for stemming and
synonymy matching.
4Publicly available at https://visualqa.org/vqa_
v1_download.html
5Publicly available at https://github.com/
karpathy/neuraltalk2
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BLEU1 BLEU2 BLEU3 BLEU4 ROUGE-L METEOR CIDEr
Sample 38.8 - - - 34.2 12.7 13.3
Max 59.4 - - - 49.3 17.8 33.1
MDN-Joint 65.1 - - - 52.0 22.7 33.1
Caption only Step 1 75.41 56.49 43.26 32.28 66.18 26.51 43.56
Image only Step 2 (freeze) 73.62 53.54 39.37 27.44 64.34 24.36 29.58
Image only Step 2 (unfreeze) 73.97 55.07 42.20 31.76 65.70 26.36 41.43
Image + Caption Step 3 75.59 56.88 43.96 33.35 66.71 26.76 44.99
Image + Caption Step 3 (from scratch) 75.84 56.42 43.53 32.85 66.30 25.92 38.81
Table 1. Quantitative VQG results on V QA1.0. We report results from previous works in the upper block, and those obtained by our
proposed models in the bottom block.
CIDEr (Vedantam et al., 2015) Originally designed for
Image Captioning, it uses human consensus among the mul-
tiple references, favoring rare words and penalizing frequent
words. This feature is particularly relevant for our task, as
the automatically generated questions often follow similar
patterns such as “What is the [...] ?”. Indeed, we verify ex-
perimentally (cf Table 1 and Table 2) that the CIDEr metric
is the most discriminant in our quantitative results.
4.4. Implementation details
All models are implemented in PyText (Aly et al., 2018).
For all our experiments we used a single NVIDIA RTX
2080 Ti GPU, a batch size of 128 and 5 epochs. We used
the Adam optimizer with the recommended parameters for
BERT: learning rate is set at 2e−5 with a warmup of 0.1.
The most computationally expensive experiment is the step
3 described above: for this model, completion of one epoch
demands 30 seconds and 2 minutes for V QGCOCO and
V QA datasets, respectively. Metrics were computed using
the Python package released by Du et al. (2017).6
5. Results
In Table 1, we report quantitative results for the VQG task
on V QA1.0. The Caption only model already shows strong
improvements for all metrics over state-of-the-art models.
For this text-only model, the impressive performance can
mostly be attributed to BERT, demonstrating once again the
benefits obtained using pre-trained language models. In our
second step (Image only), the BERT Θ parameters are frozen
and only those of the cross-modal projection matrix W are
learned. Despite using a simple linear layer, the model is
found to perform well, generating relevant questions given
only visual inputs.
This suggests that the conceptual representations encoded in
pre-trained language models such as BERT can effectively
6https://github.com/xinyadu/nqg/tree/
master/qgevalcap
be used beyond text. Further, we report an additional Image
only experiment, this time unfreezing the BERT parameters
Θ – see Step 2 (unfreeze) in Table 1. As could be expected,
since the model is allowed more flexibility, the performance
is found to further improve.
Finally, in our third step (Image + Caption), we obtain the
highest scores, for all metrics. This indicates that the model
is able to effectively leverage the combination of textual
and visual inputs. Indeed, complementary information from
both modalities can be exploited by the self-attention mech-
anism, making visual and textual tokens interact to generate
the output sequences. Again, we additionally report the
results obtained bypassing the intermediate steps 1 and 2:
for the model denoted as Step 3 (from scratch) (last row
of Table 1), Θ parameters are initialized with the original
weights from pre-trained BERT, while the W matrix is ran-
domly initialized. Under this experimental condition, we
observe lower performances, a finding that consolidates the
importance of the multi-step training procedure we adopted.
In Table 2, we report quantitative VQG results on
V QGCOCO. These are globally consistent with the ones
above for V QA1.0. However, we observe two main differ-
ences. First, a bigger relative improvement over the state-of-
the-art. As the efficacy of pre-trained models is boosted in
small-data scenarios (Radford et al., 2018), this difference
can be explained by the smaller size of V QGCOCO. Second,
we note that the Caption only model globally outperforms all
other models, especially on the discriminant CIDEr metric.
This can be explained by the fact that, in V QGCOCO, the
captions are human-written (whereas they are automatically
generated for V QA1.0) and, thus, of higher quality; more-
over, the smaller size of the dataset could play a role hinder-
ing the ability to adapt to the visual modality. Nonetheless,
the strong performances obtained for Step 2 compared to
the baselines highlight the effectiveness of our method to
learn a cross-modal projection even with a relatively small
number of training images.
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BLEU1 BLEU2 BLEU3 BLEU4 ROUGE-L METEOR CIDEr
MDN-Joint 36.0 24.9 16.8 10.4 41.8 23.4 50.7
MC-SBN 40.7 - - - - 22.6 -
Caption only Step 1 74.58 54.94 43.33 34.36 64.09 29.76 77.70
Image only Step 2 (freeze) 69.57 49.93 38.23 29.54 61.01 27.03 57.38
Image only Step 2 (unfreeze) 74.34 55.26 43.47 34.41 64.63 29.17 72.18
Image + Caption Step 3 70.96 50.83 39.20 30.29 61.87 27.65 62.77
Image + Caption Step 3 (from scratch) 64.18 42.88 30.19 20.14 56.99 23.32 30.99
Human Performance 86 - - - - 60 -
Table 2. Quantitative VQG results on V QGCOCO . We report results from previous works in the upper block, and those obtained by the
our proposed models in the middle block. Human Performance is taken from Mostafazadeh et al. (2016).
Read. Caption Rel. Image Rel.
Caption only 4.9 4.72* 4.25*
Image only 4.77 3.87 4.32*
Image + Caption 4.89 4.06* 4.69*
Human 4.83 3.64 4.9
Table 3. Human evaluation results for three criterions: readability,
caption relevance and image relevance. Two-tailed t-test results
are reported in comparison to ”Human” (*: p < 0.05).
Human Evaluation To get more in-depth understanding
of our models, we report human assessment results in Ta-
ble 3. We randomly sampled 50 images from the test set
of V QA1.0. Each image is paired with its caption, the
human-written question used as ground-truth, and the out-
put for our three models: Caption only, Image only and
Image+Caption. We asked 3 human annotators to assess the
quality of each question using a Likert scale ranging from 1
to 5, for the following criteria: readability, measuring how
well-written the question is; caption relevance, how relevant
the question is w.r.t. to the caption; and, image relevance,
how relevant the question is toward the image. For caption
and image relevance, the annotators were presented with
only the caption and only the image, respectively.
We observe that all evaluated models produce well-written
sentences, as readability does not significantly differ com-
pared to human’s questions. Unsurprisingly, the Caption
only model shows a higher score for caption relevance,
while the relatively lower image relevance score can be ex-
plained by the automatically generated and thus imperfect
captions in the V QA1.0 dataset. Comparatively, the Im-
age only model obtains lower caption relevance and higher
image relevance scores; this indicates that the cross modal
projection is sufficient to bridge modalities, allowing BERT
to generate relevant questions toward the image. Finally, the
Image + Caption model obtains the best image relevance
among our models, consistently the quantitative results re-
ported in Tables 1 and 2.
6. Model Discussion
What does the model look at? To interpret the behav-
ior of attention-based models, it is useful to look at which
tokens are given higher attention (Clark et al., 2019). In
Figure 2, we present two images A and B, along with their
captions and the three generated questions corresponding to
our three experimental setups (Caption only, Image only and
Image + Caption). For this analysis, we average the atten-
tion vectors of all the heads in the last layer, and highlight
the textual and visual tokens most attended by the models.
For both images, the Caption only model attends to salient
words in the caption. The Image only model remains at least
as much relevant: on image A, it generates a question about
a table (with an unclear attention). Interestingly, for image
B, the Image only model corrects a mistake from step 1:
it is a woman holding an umbrella rather than a man, and
the attention is indeed focused on the woman in the image.
Finally, the Image + Caption model is able to generate fitting
questions about the image, with relatively little relevance
to the caption: for image A, Image + Caption the model
generates “What time is it?” while paying attention to the
clock; for image B, Image + Caption generates “What
is the color of the umbrella ?”, focusing the attention on
the umbrella. The captions of either samples include no
mentions of clocks or umbrellas, further indicating effective
alignment between visual and textual representations.
Cross-modal alignment We carry out an additional ex-
periment to analyze the text/vision alignment for each model.
Figure 3 shows the cross-modal similarity Xsim for differ-
ent model scenarios, computed at each BERT-base layer
from 1 to 12. We define the cross-modal similarity Xsim as
the cosine similarity between the vector representations of
both modalities. These vectors are the two continuous space
representations from a model when given as input either
i) an image, or ii) its corresponding caption. We represent
these captions and images vectors with the special BERT
token [CLS], following previous works (Reif et al., 2019)
where [CLS] is used to represent the entire sequence.
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<latexit sha1_base64="hxrBqC3bAe/thy6eP4z9sqR4MtQ=">AAAC5Xi cjVHLSsNAFD2Nr1pfVZduBovgqqR1oTuLblxWsA+opUzSaTs0TUIyEUpx686duPUH3OqviH+gf+GdMQW1iE5Icu6595yZO9cJPRkr237NWHPzC4tL2eXcy ura+kZ+c6seB0nkipobeEHUdHgsPOmLmpLKE80wEnzkeKLhDE91vnElolgG/oUah6I94n1f9qTLFVGdPGsMuGIyZmogmLFjQc8EipMHO+7kC3bRNovNglI KCkhXNci/4BJdBHCRYAQBH4qwB46YnhZKsBES18aEuIiQNHmBa+RIm1CVoApO7JC+fYpaKetTrD1jo3ZpF4/eiJQMe6QJqC4irHdjJp8YZ83+5j0xnvpsY /o7qdeIWIUBsX/pppX/1eleFHo4Mj1I6ik0jO7OTV0Scyv65OxLV4ocQuI07lI+Iuwa5fSemdHEpnd9t9zk30ylZnXsprUJ3vUpacCln+OcBfVysXRQLJ +XC5WTdNRZ7GAX+zTPQ1Rwhipq5H2DRzzh2epbt9addf9ZamVSzTa+LevhA2icm3s=</latexit>
What time is it ?
<latexit sha1_base64="TEdUtdWI7ndRQeqZIvPyuI+xSdE=">AAAC1ni cjVHLSsNAFD2Nr1pfqS7dDBbBVUnrQncW3bisYB+gpSTptB2aF8lEKUV34tYfcKufJP6B/oV3xhTUIjohyZlz7zkz914n8kQiLes1Z8zNLywu5ZcLK6tr6 xtmcbOZhGns8oYbemHcduyEeyLgDSmkx9tRzG3f8XjLGZ2oeOuKx4kIg3M5jnjHtweB6AvXlkR1zWJraEsmhc+ZSJiQ7KhrlqyypRebBZUMlJCtemi+4BI 9hHCRwgdHAEnYg42EngtUYCEiroMJcTEhoeMcNyiQNqUsThk2sSP6Dmh3kbEB7ZVnotUuneLRG5OSYZc0IeXFhNVpTMdT7azY37wn2lPdbUx/J/PyiZUYE vuXbpr5X52qRaKPQ12DoJoizajq3Mwl1V1RN2dfqpLkEBGncI/iMWFXK6d9ZlqT6NpVb20df9OZilV7N8tN8a5uSQOu/BznLGhWy5X9cvWsWqodZ6POYx s72KN5HqCGU9TRIO9rPOIJz0bbuDXujPvPVCOXabbwbRkPHwwGlZM=</latexit>
(1)
<latexit sha1_base64 ="zpFPrD+sD2VwDak7YYcWSuRL4ns=">AAACxni cjVHLSsNAFD2Nr1pfVZdugkWom5KpYNtd0U2XFe0 DapFkOq3BvEgmSimCP+BWP038A/0L74wp6KLohC Rnzr3nzNx7nchzE2lZ7zljaXlldS2/XtjY3NreK e7udZMwjbno8NAL475jJ8JzA9GRrvREP4qF7Tue6 Dl35yreuxdx4obBlZxGYujbk8Adu9yWRF2W2fFN sWRVLMtijJkKsNqpRaDRqFdZ3WQqRKuEbLXD4hu uMUIIjhQ+BAJIwh5sJPQMwGAhIm6IGXExIVfHBR 5RIG1KWYIybGLv6Duh3SBjA9orz0SrOZ3i0RuT0s QRaULKiwmr00wdT7WzYhd5z7SnutuU/k7m5RMrc UvsX7p55n91qhaJMeq6BpdqijSjquOZS6q7om5u /qhKkkNEnMIjiseEuVbO+2xqTaJrV721dfxDZyp W7XmWm+JT3ZIGPJ+iuRh0qxV2UqleVEvNs2zUeRz gEGWaZw1NtNBGh7wneMYLXo2WERip8fCdauQyzT 5+LePpC0r6j9M=</latexit>
(2)
<latexit sha1_base64 ="YlTrcSY39GmkY+9Z60iHE1Bx0kw=">AAACxni cjVLLTsJAFD3UF+ILdemmkZjgpmkLguyIblhilEe CxLRlxIa+0k41hJj4A27104x/oH/hnbEkuiA6Td s7555zZu7csSPPTbiuv+eUpeWV1bX8emFjc2t7p 7i7103CNHZYxwm9MO7bVsI8N2Ad7nKP9aOYWb7ts Z49ORf53j2LEzcMrvg0YkPfGgfuretYnKDLsnl8 UyzpmlExKtUTVdcajUatXqdANys1s6oami5HCdl oh8U3XGOEEA5S+GAIwCn2YCGhZwADOiLChpgRFl PkyjzDIwqkTYnFiGEROqHvmGaDDA1oLjwTqXZoFY /emJQqjkgTEi+mWKymynwqnQW6yHsmPcXepvS3M y+fUI47Qv/SzZn/1YlaOG5xKmtwqaZIIqI6J3NJ 5amInas/quLkEBEm4hHlY4odqZyfsyo1iaxdnK0 l8x+SKVAxdzJuik+xS2rwvIvq4qBr0iXQzAuz1Dz LWp3HAQ5Rpn7W0UQLbXTIe4xnvOBVaSmBkioP31 Qll2n28WsoT1+MxY/v</latexit>
(3)
<latexit sha1_base64 ="2ZiJu6Ys2TTr1lGjyaXVpgi8VOI=">AAACxni cjVHLTsJAFD3UF+ILdemmkZjgpmkLAdwR3bDEKI8 EiWnLgA19pZ1qCDHxB9zqpxn/QP/CO2NJdEF0mr Z3zj3nzNx77chzE67r7zllZXVtfSO/Wdja3tndK +4fdJMwjR3WcUIvjPu2lTDPDViHu9xj/Shmlm97r GdPL0S+d8/ixA2Daz6L2NC3JoE7dh2LE3RVrpze Fku6dtaomdWaqmu6XjdMQwRmvVqpqgYhYpWQrXZ YfMMNRgjhIIUPhgCcYg8WEnoGMKAjImyIOWExRa 7MMzyiQNqUWIwYFqFT+k5oN8jQgPbCM5Fqh07x6I 1JqeKENCHxYorFaarMp9JZoMu859JT3G1Gfzvz8 gnluCP0L92C+V+dqIVjjIaswaWaIomI6pzMJZVd ETdXf1TFySEiTMQjyscUO1K56LMqNYmsXfTWkvk PyRSo2DsZN8WnuCUNeDFFdXnQNTWjopmXZql5no0 6jyMco0zzrKOJFtrokPcEz3jBq9JSAiVVHr6pSi 7THOLXUp6+AG0lj+E=</latexit>
What is the woman holding ?
<latexit sha1_base64="jc8eVGdkKdvkdr8HB85NOiWQrHI=">AAAC4HicjVG7TsMwFD0Nr1JeBUYWiwqJqUrLABsVLIxFohQJqspJ3dZqEkeJA0KIgY0NsfI DrPA1iD+Av+DaBImHEDhKcnzuPce+93pxIFPtus8FZ2x8YnKqOF2amZ2bXygvLh2mKkt80fJVoJIjj6cikJFoaakDcRQngodeINreaNfE26ciSaWKDvR5LDohH0SyL32uieqWV9pDrplMmR4KdqZCHrGhCnoyGrDtbrniVl272E9Qy0EF+Wqq8hNO0IOCjwwhBCJowgE4UnqOUYOLmLgOLohLCEkbF7hEibQZZQnK4MSO6Dug3XHOR rQ3nqlV+3RKQG9CSoY10ijKSwib05iNZ9bZsL95X1hPc7dz+nu5V0isxpDYv3Qfmf/VmVo0+tiyNUiqKbaMqc7PXTLbFXNz9qkqTQ4xcQb3KJ4Q9q3yo8/MalJbu+ktt/EXm2lYs/fz3Ayv5pY04Nr3cf4Eh/VqbaNa369XGjv5qItYwSrWaZ6baGAPTbTI+wr3eMCj4znXzo1z+57qFHLNMr4s5+4NAMqZ0w==</latexit>
What is the color of the umbrella ?
<latexit sha1_base64="0G+WQ1m295R/Iecfjhaz5qd7izg=">AAAC6HicjVHLSgMxFD2O7/qqunQTLIKrMq0L3Sm6cVnBtkIVyYypjc08yGQEET/AnTtx6w+ 41S8R/0D/wps4glpEM8zMveeec5KbG6RKZsb3X4a84ZHRsfGJydLU9MzsXHl+oZUluQ5FM0xUog8CngklY9E00ihxkGrBo0CJdtDfsfX2udCZTOJ9c5GKo4ifxrIrQ24IOi5X2j1umMyY6Qnm7FjSdUkeBVooxdkmsfyq7xYbDGpFUEGxGkn5GYc4QYIQOSIIxDAUK3Bk9HRQg4+UsCNcEqYpkq4ucIUSaXNiCWJwQvv0PaWsU6Ax5 dYzc+qQdlH0alIyrJAmIZ6m2O7GXD13zhb9zfvSedqzXdA/KLwiQg16hP6l+2T+V2d7Mehiw/UgqafUIba7sHDJ3a3Yk7MvXRlySAmz8QnVNcWhU37eM3OazPVu75a7+qtjWtTmYcHN8WZPSQOu/RznYNCqV2tr1fpevbK1XYx6AktYxirNcx1b2EUDTfK+xgMe8eSdeTferXf3QfWGCs0ivi3v/h0UApzl</latexit>
A group of people standing on a street
<latexit sha1_base64="4kfnLkbQW15ESAsDI6OZ3ZF3ISs=">AAAC63icjVHLSsQwFD3W93vUpZvgoLgaOuNClz42LkdwRkFF0k5 mDLZNSFNBxD9w507c+gNu9T/EP9C/8CZW8IFoSttzz73nJDc30onMbRg+9wX9A4NDwyOjY+MTk1PTlZnZdq4KE4tWrBJl9iOei0RmomWlTcS+NoKnUSL2otMtl987EyaXKtu151ocpbyXya6MuSXquLK0wXpGFZqpLtNC6USw3PKsI7MeUxnjFBkh7HGlGtZCv9hPUC9BFeVq qsoTDtGBQowCKQQyWMIJOHJ6DlBHCE3cES6IM4SkzwtcYoy0BVUJquDEntK3R9FByWYUO8/cq2PaJaHXkJJhkTSK6gxhtxvz+cI7O/Y37wvv6c52Tv+o9EqJtTgh9i/dR+V/da4Xiy7WfA+SetKecd3FpUvhb8WdnH3qypKDJs7hDuUN4dgrP+6ZeU3ue3d3y33+xVc61sVxW Vvg1Z2SBlz/Ps6foN2o1VdqjZ1GdX2zHPUI5rGAZZrnKtaxjSZa5H2FezzgMUiD6+AmuH0vDfpKzRy+rODuDTTcnn8=</latexit>
What is the man holding ?
<latexit sha1_base64="htgB2XcRrDg/iNrd9mbEuErByzs=">AAAC3nicjVHLSsNAFD3GV31HXYmbwSK4Kmld6M6iG5cVbCtU0Uk6NoN5kUyEUsSdO3HrD7j VzxH/QP/CO2MEtYhOSHLm3HvOzL3XTQKZKcd5GbFGx8YnJktT0zOzc/ML9uJSK4vz1BNNLw7i9MjlmQhkJJpKqkAcJangoRuItnuxp+PtS5FmMo4OVT8RJyHvRfJcelwRdWqvtH2umMyY8gULecT8OOjKqMd2Tu2yU3HMYsOgWoAyitWI7Wcco4sYHnKEEIigCAfgyOjpoAoHCXEnGBCXEpImLnCFadLmlCUogxN7Qd8e7ToFG9Fee 2ZG7dEpAb0pKRnWSRNTXkpYn8ZMPDfOmv3Ne2A89d369HcLr5BYBZ/Yv3Sfmf/V6VoUzrFtapBUU2IYXZ1XuOSmK/rm7EtVihwS4jTuUjwl7BnlZ5+Z0WSmdt1bbuKvJlOzeu8VuTne9C1pwNWf4xwGrVqlulmpHdTK9d1i1CWsYg0bNM8t1LGPBprkfY0HPOLJOrNurFvr7iPVGik0y/i2rPt3ffaY2Q==</latexit>
A
<latexit sha1_base64="mLmYijzive7S9Rk8S POi9nF+l8E=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVZIq6LIqiMsWbCvUIsl0WkMnDzIToRT9A bf6beIf6F94Z0xBLaITkpw5954zc+/1ExFI5TivBWtufmFxqbhcWlldW98ob261ZZyljLdYLOL0yvc kF0HEWypQgl8lKfdCX/COPzrT8c4dT2UQR5dqnPBe6A2jYBAwTxHVPLkpV5yqY5Y9C9wcVJCvRlx+ wTX6iMGQIQRHBEVYwIOkpwsXDhLiepgQlxIKTJzjHiXSZpTFKcMjdkTfIe26ORvRXntKo2Z0iqA3Ja WNPdLElJcS1qfZJp4ZZ83+5j0xnvpuY/r7uVdIrMItsX/pppn/1elaFAY4NjUEVFNiGF0dy10y0xV9 c/tLVYocEuI07lM8JcyMctpn22ikqV331jPxN5OpWb1neW6Gd31LGrD7c5yzoF2rugfVWvOwUj/NR1 3EDnaxT/M8Qh0XaKBlvB/xhGfr3BKWtLLPVKuQa7bxbVkPH+m7j0o=</latexit> B
<latexit sha1_base64="zrv9NTLkKI8BKMsdYhNKGPKk+zY=">AAACxHicjVHLSsNAFD2Nr/quun QTLIKrklRBl6WCuGzBPqAWSdJpHZoXmYlQiv6AW/028Q/0L7wzTkEtohOSnDn3njNz7/XTkAvpOK8Fa2FxaXmluLq2vrG5tV3a2W2LJM8C1gqSMMm6vidYyGPWklyGrJtmzIv8kHX88bmKd+5YJngSX8lJyv qRN4r5kAeeJKpZvymVnYqjlz0PXAPKMKuRlF5wjQESBMgRgSGGJBzCg6CnBxcOUuL6mBKXEeI6znCPNdLmlMUowyN2TN8R7XqGjWmvPIVWB3RKSG9GShuHpEkoLyOsTrN1PNfOiv3Ne6o91d0m9PeNV0Ssx C2xf+lmmf/VqVokhjjTNXCqKdWMqi4wLrnuirq5/aUqSQ4pcQoPKJ4RDrRy1mdba4SuXfXW0/E3nalYtQ9Mbo53dUsasPtznPOgXa24x5Vq86Rcq5tRF7GPAxzRPE9RwyUaaGnvRzzh2bqwQktY+WeqVTCa PXxb1sMH7BuPSw==</latexit>
A room with a desk and a laptop
<latexit sha1_base64="NCc5Xs f97cROliJ+Pl7NlKdsZVo=">AAAC5HicjVG7TsMwFD2E97vAyIBFhc RUpWWAscDCCBKFSoAqJ3XBahJHjgNCiJGNDbHyA6zwLYg/gL/g2qQSU CFwlOT43HuOfe8N0khmxvdfB7zBoeGR0bHxicmp6ZnZ0tz8QaZyHYp GqCKlmwHPRCQT0TDSRKKZasHjIBKHQXfbxg/Phc6kSvbNZSpOYn6ayI 4MuSGqVVraZFqpmF1Ic8Y4a4usy3jSJhjx1Ki0VSr7Fd8t1g+qBSijW Luq9IJjtKEQIkcMgQSGcASOjJ4jVOEjJe4EV8RpQtLFBa4xQdqcsgR lcGK79D2l3VHBJrS3nplTh3RKRK8mJcMKaRTlacL2NObiuXO27G/eV8 7T3u2S/kHhFRNrcEbsX7pe5n91thaDDjZcDZJqSh1jqwsLl9x1xd6c fanKkENKnMVtimvCoVP2+sycJnO1295yF39zmZa1+7DIzfFub0kDrv4 cZz84qFWqa5XaXq1c3ypGPYZFLGOV5rmOOnawiwZ53+ART3j2Ot6td +fdf6Z6A4VmAd+W9/ABiAubKg==</latexit>
(1)
<latexit sha1_base64="zpFPrD+sD2VwDak7YYcWSuRL4ns=">AAACxnicjVHLSsNAFD2Nr1pfVZd ugkWom5KpYNtd0U2XFe0DapFkOq3BvEgmSimCP+BWP038A/0L74wp6KLohCRnzr3nzNx7nchzE2lZ7zljaXlldS2/XtjY3NreKe7udZMwjbno8NAL475jJ8JzA9GRrvREP4qF7Tue6Dl35yreuxdx4obBlZxG Yujbk8Adu9yWRF2W2fFNsWRVLMtijJkKsNqpRaDRqFdZ3WQqRKuEbLXD4huuMUIIjhQ+BAJIwh5sJPQMwGAhIm6IGXExIVfHBR5RIG1KWYIybGLv6Duh3SBjA9orz0SrOZ3i0RuT0sQRaULKiwmr00wdT7WzY hd5z7SnutuU/k7m5RMrcUvsX7p55n91qhaJMeq6BpdqijSjquOZS6q7om5u/qhKkkNEnMIjiseEuVbO+2xqTaJrV721dfxDZypW7XmWm+JT3ZIGPJ+iuRh0qxV2UqleVEvNs2zUeRzgEGWaZw1NtNBGh7wneM YLXo2WERip8fCdauQyzT5+LePpC0r6j9M=</latexit>
(2)
<latexit sha1_base64="YlTrcSY39GmkY+9Z60iHE1Bx0kw=">AAACxnicjVLLTsJAFD3UF+ILdem mkZjgpmkLguyIblhilEeCxLRlxIa+0k41hJj4A27104x/oH/hnbEkuiA6Tds7555zZu7csSPPTbiuv+eUpeWV1bX8emFjc2t7p7i7103CNHZYxwm9MO7bVsI8N2Ad7nKP9aOYWb7tsZ49ORf53j2LEzcMrvg0 YkPfGgfuretYnKDLsnl8UyzpmlExKtUTVdcajUatXqdANys1s6oami5HCdloh8U3XGOEEA5S+GAIwCn2YCGhZwADOiLChpgRFlPkyjzDIwqkTYnFiGEROqHvmGaDDA1oLjwTqXZoFY/emJQqjkgTEi+mWKymy nwqnQW6yHsmPcXepvS3My+fUI47Qv/SzZn/1YlaOG5xKmtwqaZIIqI6J3NJ5amInas/quLkEBEm4hHlY4odqZyfsyo1iaxdnK0l8x+SKVAxdzJuik+xS2rwvIvq4qBr0iXQzAuz1DzLWp3HAQ5Rpn7W0UQLbX TIe4xnvOBVaSmBkioP31Qll2n28WsoT1+MxY/v</latexit>
(3)
<latexit sha1_base64="2ZiJu6Ys2TTr1lGjyaXVpgi8VOI=">AAACxnicjVHLTsJAFD3UF+ILdem mkZjgpmkLAdwR3bDEKI8EiWnLgA19pZ1qCDHxB9zqpxn/QP/CO2NJdEF0mrZ3zj3nzNx77chzE67r7zllZXVtfSO/Wdja3tndK+4fdJMwjR3WcUIvjPu2lTDPDViHu9xj/Shmlm97rGdPL0S+d8/ixA2Daz6L 2NC3JoE7dh2LE3RVrpzeFku6dtaomdWaqmu6XjdMQwRmvVqpqgYhYpWQrXZYfMMNRgjhIIUPhgCcYg8WEnoGMKAjImyIOWExRa7MMzyiQNqUWIwYFqFT+k5oN8jQgPbCM5Fqh07x6I1JqeKENCHxYorFaarMp 9JZoMu859JT3G1Gfzvz8gnluCP0L92C+V+dqIVjjIaswaWaIomI6pzMJZVdETdXf1TFySEiTMQjyscUO1K56LMqNYmsXfTWkvkPyRSo2DsZN8WnuCUNeDFFdXnQNTWjopmXZql5no06jyMco0zzrKOJFtrokP cEz3jBq9JSAiVVHr6pSi7THOLXUp6+AG0lj+E=</latexit>
Figure 2. Qualitative Analysis. We show the outputs of the three steps of our model, using two samples from the V QA1.0 test set.
1) Caption only; 2) Image only; 3) Image + Caption. Words and object regions with maximum attention are underlined and marked,
respectively. Color intensity is proportional to attention.
0.0
<latexit sha1_base64 ="b8d6qYIlHhPf1ebx5cc36wfEF/M=">AAACxni cjVHLSgMxFD0dX7W+qi7dDBbBVZmpgi6LbrqsaB+ gRWbStIbOi0xGKUXwB9zqp4l/oH/hTZyCWkQzTH Jy7j0nubl+EohUOc5rwZqbX1hcKi6XVlbX1jfKm 1vtNM4k4y0WB7Hs+l7KAxHxlhIq4N1Eci/0A97x R6c63rnlMhVxdKHGCe+F3jASA8E8RdS5U3WuyxW azbBngZuDCvLRjMsvuEIfMRgyhOCIoAgH8JDSdwk XDhLiepgQJwkJE+e4R4m0GWVxyvCIHdE8pN1lzk a0156pUTM6JaBfktLGHmliypOE9Wm2iWfGWbO/e U+Mp77bmFY/9wqJVbgh9i/dNPO/Ol2LwgDHpgZB NSWG0dWx3CUzr6Jvbn+pSpFDQpzGfYpLwswop+9 sG01qatdv65n4m8nUrN6zPDfDu74lNdj92c5Z0K5 V3YNq7eywUj/JW13EDnaxT/08Qh0NNNEi7yEe8Y Rnq2FFVmbdfaZahVyzjW/DevgA7LqPqw==</lat exit>
0.1
<latexit sha1_base64 ="hTKyTuldk8jaUT2022IIzIZ2wqk=">AAACxni cjVHLSsNAFD2Nr1pfVZdugkVwFZIq6LLopsuK9gF aJJlO69A0CZOJUorgD7jVTxP/QP/CO2MKahGdkO TMufecmXtvkIQiVa77WrDm5hcWl4rLpZXVtfWN8 uZWK40zyXiTxWEsO4Gf8lBEvKmECnknkdwfBSFv B8NTHW/fcpmKOLpQ44R3R/4gEn3BfEXUuet41+W K67hm2bPAy0EF+WrE5RdcoYcYDBlG4IigCIfwkdJ zCQ8uEuK6mBAnCQkT57hHibQZZXHK8Ikd0ndAu8 ucjWivPVOjZnRKSK8kpY090sSUJwnr02wTz4yzZ n/znhhPfbcx/YPca0Sswg2xf+mmmf/V6VoU+jg2 NQiqKTGMro7lLpnpir65/aUqRQ4JcRr3KC4JM6O c9tk2mtTUrnvrm/ibydSs3rM8N8O7viUN2Ps5zln QqjregVM9O6zUTvJRF7GDXezTPI9QQx0NNMl7gE c84dmqW5GVWXefqVYh12zj27IePgDvGo+s</lat exit>
0.2
<latexit sha1_base64 ="QyomEsqFL9c4oeDDLbdw4OoU3pg=">AAACxni cjVHLSsNAFD2Nr1pfVZdugkVwFZIq6LLopsuK9gF aJJlO69A0CZOJUorgD7jVTxP/QP/CO2MKahGdkO TMufecmXtvkIQiVa77WrDm5hcWl4rLpZXVtfWN8 uZWK40zyXiTxWEsO4Gf8lBEvKmECnknkdwfBSFv B8NTHW/fcpmKOLpQ44R3R/4gEn3BfEXUuetUr8s V13HNsmeBl4MK8tWIyy+4Qg8xGDKMwBFBEQ7hI6X nEh5cJMR1MSFOEhImznGPEmkzyuKU4RM7pO+Adp c5G9Fee6ZGzeiUkF5JSht7pIkpTxLWp9kmnhlnz f7mPTGe+m5j+ge514hYhRti/9JNM/+r07Uo9HFs ahBUU2IYXR3LXTLTFX1z+0tVihwS4jTuUVwSZkY 57bNtNKmpXffWN/E3k6lZvWd5boZ3fUsasPdznLO gVXW8A6d6dlipneSjLmIHu9ineR6hhjoaaJL3AI 94wrNVtyIrs+4+U61CrtnGt2U9fADxeo+t</lat exit>
0.3
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Figure 3. Cross-modal similarity Xsim between images in
V QGCOCO and corresponding captions at each BERT encoding
layer. Captions and images are embedded here using the [CLS]
special token.
The reported values correspond to the average cross-modal
similarity calculated for all the examples of V QGCOCO
test set. In addition to the setups described in Section 4
(Caption-only, Image-only and Image + Caption), we also
report Xsim for Random Transformer, a BERT architecture
with random weights. As expected, its Xsim is close to
zero.
All the other models are based on BERT. As suggested by
Tenney et al. (2019), the first layers in BERT tend to encode
lower-level language information. This might explain why
the models show similar Xsim scores up to the 9th layer,
and diverge afterwards: the weights for those layers remain
very similar between our fine-tuned models.
For the last layer (l = 12), we observe that Caption only <
Image only < Image + Caption. The Caption only model
has never seen images during training, and therefore is not
able to encode semantic information given only images as
input. Still, its reported Xsim > 0 can be attributed to the
fact that, when fine-tuned on VQG during Step 1, BERT-
gen encodes task-specific information in the [CLS] token
embedding (e.g. a question ends with a “?” and often begins
with “What/Where/Who”). Image only > Caption only can
be explained by the learning of the cross-modal projection
W . However, since BERT is not fine-tuned, the model learns
a “contortion” allowing it to align text and vision. Finally,
Image + Caption > Image only can be attributed to BERT
fine-tuning, contributing to an increase in the observed gap,
and its emergence in earlier layers.
7. Conclusion and Perspectives
We investigated whether the abstractions encoded in a
pre-trained BERT model can generalize beyond text. We
proposed BERT-gen, a novel methodology that allows to
directly generate text from out-of-the-box pre-trained en-
coders, either in mono- or multi- modal setups. Moreover,
we applied BERT-gen to Visual Question Generation, ob-
taining state-of-the-art results on two established datasets.
We showed how a simple linear projection is sufficient to
effectively align visual and textual representations.
In future works, we plan to extend BERT-gen to other modal-
ities, such as audio or video, exploring the potential inter-
actions that can emerge in scenarios where more than two
modalities are present.
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