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Despite the fact that quantum mechanical principles do not allow the establishment of an exact
quantum analogue of the classical transition state theory (TST), the development of a quantum TST
(QTST) with a proper dynamical justification, while recovering the TST in the classical limit, has
been a long standing theoretical challenge in chemical physics. One of the most recent efforts of this
kind was put forth by Hele and Althorpe (HA) [ J. Chem. Phys. 138, 084108 (2013)], which can be
specified for any cyclically invariant dividing surface defined in the space of the imaginary time path
integral. The present work revisits the issue of the non-uniqueness of QTST and provides a detailed
theoretical analysis of HA-QTST for a general class of such path integral dividing surfaces. While
we confirm that HA-QTST reproduces the result based on the ring polymer molecular dynamics
(RPMD) rate theory for dividing surfaces containing only a quadratic form of low frequency Fourier
modes, we find that it produces different results for those containing higher frequency imaginary
time paths which accommodate greater quantum fluctuations. This result confirms the assessment
made in our previous work [J. Chem. Phys. 144, 084110 (2016)] that HA-QTST does not provide
a derivation of RPMD-TST in general, and points to a new ambiguity of HA-QTST with respect
to its justification for general cyclically invariant dividing surfaces defined in the space of imaginary
time path integrals. Our analysis also offers new insights into similar path integral based QTST
approaches.
I. INTRODUCTION
Certain concepts in classical mechanics cannot be car-
ried over to the quantum regime no matter how useful
they may be. Transition state theory (TST)1,2 in its
rigorous definition2–6 is tied to such concepts of classi-
cal mechanics, namely, the definability of deterministic
trajectories in the phase space. Therefore, no exact ana-
logue of the classical TST can be found in the quantum
regime.6,7 Nonetheless, attempts to develop a quantum
TST (QTST) have remained an ongoing and challenging
theoretical subject. This is because there is a signifi-
cant benefit in calculating a rate constant without car-
rying out any actual real time quantum dynamics calcu-
lation. The insight available from a quantum correction
factor for the TST also serves as an important motiva-
tion. However, a major conceptual issue to be settled
in developing a QTST is that distinct starting points of
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the rate formulation,7–16 which all lead to the same TST
rate expression in the classical limit, can produce differ-
ent results in the genuine quantum regime. In fact, this
non-uniqueness of QTST is not unexpected. It rather re-
flects the fundamental principles of quantum mechanics,
and should be recognized as an intrinsic quantum fea-
ture. In this sense, it is imperative to understand clearly
the assumptions and approximations involved in a given
QTST because such an understanding offers a correct as-
sessment of the implications and utility of that particular
QTST.
In a recent work,17 we analyzed a new kind of QTST
formulated by Hele and Althorpe (HA).18 Our analysis
offered a context for this theory within the general con-
sensus on the QTST, as described above, by clarifying
key assumptions implicit in HA-QTST. First, we pointed
out that the starting expression of HA-QTST18,19 was
missing a clear physical origin tied to response or scatter-
ing theories, unlike those introduced by Yamamoto8 and
by Miller and coworkers.9 Second, we analyzed17 an ap-
parent approximation HA employed for the evaluation of
their flux-side correlation function,18 and have also pro-
vided an alternative and exact evaluation. The resulting
form based on our evaluation suggested that HA-QTST
2and ring polymer molecular dynamics (RPMD) TST20,21
are different in general.
An important issue that was not discussed in detail in
our work17 was the concept of a general dividing surface
defined in the imaginary time path integral space, which
was introduced as a new means to optimize RPMD-TST
by Richardson and Althorpe22 and had also previously
been considered by others15,23 in the context of improv-
ing the path integral QTST (PI-QTST).12 It is important
to first note that the introduction of such a dividing sur-
face is a departure from the original formulation of the
RPMD rate theory by Craig and Manolopoulos20,21 be-
cause not every dividing surface in the imaginary time
path integral space can be expressed as a ring polymer
average of classical ones, namely, an equal weight lin-
ear combination of classical dividing surfaces over all the
beads of the ring polymer. For this reason, our previ-
ous analysis17 was limited to the centroid dividing sur-
face, an obvious ring polymer averaged quantity. For
this latter case, we have confirmed that HA-QTST repro-
duces the PI-QTST rate expression above the crossover
temperature,12 to which the RPMD-TST expression pro-
posed a number of years later was also shown to be
equivalent.21 We note that this outcome is not an exact
derivation of PI-QTST or RPMD-TST because neither of
these formulations of QTST are exact except in certain
limits. In a more recent article,24 HA provided further
analysis of the general expression obtained in our work,17
and presented a result that seems to suggest again the
equivalence between HA-QTST and RPMD-TST22 for
general dividing surfaces. However, as will be shown
here, this is not always true.
Before presenting our new analysis addressing the is-
sue of general path integral dividing surfaces, we want to
stress that our assessment17 of HA-QTST as being one
of many non-unique versions of QTST remains intact.
In particular, our assessment of the assumption implicit
in employing the t = 0+ limit of a specially constructed
flux-side time correlation function, namely, one that ne-
glects a certain part of the Feynman diagram and thus
in effect assumes that certain operators can commute,
requires no further clarification. Without such an as-
sumption, and without any coarse-graining in time, the
exact t = 0+ limit of the flux-side correlation function
will always vanish in the quantum limit.25,26 With this
issue clarified, we will here focus our attention mostly
on the subject of general path integral dividing surfaces.
These general dividing surfaces arise from the specially
constructed time correlation function within the approx-
imation of HA-QTST.
An important condition underlying the analysis by HA
in their recent work24 is that the dividing surface is a
smooth function of imaginary time, an important as-
sumption that should not be overlooked. We will show
here that this analysis does not hold true for more gen-
eral and yet cyclically invariant dividing surfaces in the
imaginary time path integral space. This result confirms
our previous conclusion that HA-QTST18 is not an exact
derivation of RPMD-TST20–22 in general because an ex-
act quantum mechanical identity should be independent
of the nature of the dividing surface.
This paper is organized as follows. Section II provides
a brief overview of HA-QTST and our recent analysis,
and summarizes its relationship to RPMD-TST. Section
III provides a detailed evaluation of our final expression
for HA-QTST for two types of cyclically invariant paths,
and demonstrates our central point that HA-QTST does
not lead to RPMD-TST for general cyclic paths. Section
IV provides concluding remarks.
II. SUMMARY OF HA-QTST AND ITS
RELATIONSHIP WITH RPMD-TST
The formulation of HA-QTST,18 for the case where the
population function is the step function Θ(x) and assum-
ing one dimensional reaction coordinate, starts from the
following generalized Kubo-transformed side-side corre-
lation function (GKSCF):
C˜ss(t) =
∫
dq
∫
dη
∫
dz ρ(q,η)G(q,η, z; t)
×Θ((f(q)− d)Θ (f(z)− d) , (1)
where f(q) represents the dividing surface30 defined in
the space of imaginary time path integral, and
ρ(q,η) =
P∏
k=1
〈q
k
− ηk
2
|e−βHˆ/P |q
k+1
+
η
k+1
2
〉 , (2)
with β = 1/(kBT ), and
G(q,η, z; t) =
P∏
k=1
〈q
k
+
ηk
2
|eitHˆ/~|zk〉
×〈zk|e−itHˆ/~|qk − ηk
2
〉 . (3)
As mentioned in the Introduction and in our previous
work,17 the quantum dynamical meaning of Eq. (1) is
not clear as it is not derived from, e.g., any response
theory. The primary motivation provided by HA18 for
using this time correlation function is that the t = 0+
limit of its time derivative is nonzero and positive, al-
though the value of the exact time correlation function
at time t = 0 is zero.17 The purely mathematical basis
for the classical-like singularity in the correlation func-
tion that imparts its nonzero value at t → 0+ is easy to
understand, but its physical meaning is much less clear
in the context of quantum mechanics. HA then utilized
this singular behavior of the time derivative of GKSCF
to define the following rate expression:18
kHAZa = − d
dt
C˜ss(t)
∣∣∣∣
t=0+
, (4)
3and evaluated this by employing a short time approx-
imation for real time propagators, e±itHˆ/~, within the
definition of G(q,η, z; t), Eq. (3). In this procedure, a
natural classical-like variable defined as
pk = m(zk − qk)/t , (5)
emerges and plays an important role in the derivation of
the final rate expression by HA.18 However, on the other
hand, we have shown17 through partial integration that
Eq. (4) can be expressed as
kHAZa =
1
(2pi~)P
∫
dq
∫
dη
∫
dpρ(q,η)
× exp(ip · η/~)Θ (p · ∇f(q)) δ(f(q)− d)
×
P∑
k=1
∂f(q)
∂qk
1
2m
(p˜k,+ + p˜k,−) , (6)
where p˜k,+ and p˜k,− are average imaginary time momenta
defined as follows:
p¯k,+ =
〈qk−1 − ηk−1/2|e−βHˆ/P pˆ|qk + ηk/2〉
〈qk−1 − ηk−1/2|e−βHˆ/P |qk + ηk/2〉
, (7)
p¯k,− =
〈qk − ηk/2|pˆe−βHˆ/P |qk+1 + ηk+1/2〉
〈qk − ηk/2|e−βHˆ/P |qk + ηk/2〉
. (8)
No approximation has been made in deriving Eq. (6).
When evaluated up to only the leading order of β/P ,
p¯k,+ ≈ imP
~β
(
qk−1 − qk − ηk−1
2
− ηk
2
)
, (9)
p¯k,− ≈ imP
~β
(
qk − qk+1 − ηk
2
− ηk+1
2
)
. (10)
Equation (6) is in contrast with the expression derived
by HA,18 which amounts to replacing the imaginary time
momenta p˜k,+ and p˜k,− with pk defined by Eq. (5). As
noted in our earlier work,17 this is clearly an approxima-
tion.
In our earlier work,17 we then showed that Eq. (6) can
be evaluated further employing a normal mode transfor-
mation used by HA.18 To this end, it is convenient to
introduce17,18 the following functions:
Tk(q) =
1√
BP (q)
∂f(q)
∂qk
, (11)
BP (q) =
P∑
k=1
(
∂f(q)
∂qk
)2
, (12)
η˜0(q) =
P∑
k=1
ηkTk(q) . (13)
Then, employing Eqs. (9)-(10), and performing integra-
tions over all the modes of η and p perpendicular to the
vector formed by Tk’s, we have obtained the following
expression:17
kHAZa =
P
2pi~β
∫
dq
∫
dη˜
0
(q)ρ(q,η0)δ(f(q) − d)
×
P∑
k=1
∂f(q)
∂qk
Tk−1(q) + 2Tk(q) + Tk+1(q)
4
, (14)
where (η0)k = η˜0(q)Tk(q) and ρ(q,η0) can be approxi-
mated as
ρ(q,η0) ≈ ρ(q, 0) exp
{
− mP
2β~2
η˜20(q) − gP (q)
η˜0(q)
~
}
.(15)
In the above expression, ρ(q, 0) is the conventional imag-
inary time path integral representation of the diagonal
position element of the canonical density operator de-
fined as
ρ(q, 0) =
(
mP
2piβ~2
)P/2 P∏
k=1
e−ǫV (qk)−
m
2ǫ~2
(qk−qk+1)
2
,
(16)
with the cyclic boundary condition q
P+1
= q1, and
g
P
(q) =
mP
2β~
P∑
k=1
(qk+1 − qk)Tk(q) . (17)
In their recent work,24 HA argued that Eq. (14) be-
comes equivalent, in the limit of P →∞, to the following
version of the RPMD-TST expression:22
kRPZa =
(
P
2pimβ
)1/2 ∫
dq
√
BP (q)ρ(q, 0)δ(f(q)−d) ,
(18)
where BP (q) is the normalization factor defined by Eq.
(12) and, through Eq. (11), can also be expressed as
√
BP (q) =
P∑
k=1
∂f(q)
∂qk
Tk(q) . (19)
In order for Eqs. (14) and (18) to be equivalent in
the limit of P → ∞, as claimed by HA,24 contributions
of Tk+1(q) − Tk(q) and gP (q) in the former should be-
come negligible compared to others in that limit. To be
more precise, the two become equivalent if the following
conditions are satisfied:
lim
P→∞
(Tk+1(q) − Tk(q))
√
P = 0 , (20)
lim
P→∞
g
P
(q)/
√
P = 0 . (21)
For the type of smooth dividing surfaces assumed by
HA,18,24 the above conditions are satisfied. However, in
the following section, we show that the analysis does not
hold true for more general cyclically invariant dividing
surfaces in the imaginary time path integral space.
4III. DEPENDENCE OF HA-QTST ON
DIVIDING SURFACE
Because of the cyclic invariance of the summation in
Eq. (17), g
P
(q) can also be expressed as follows.
g
P
(q) =
mP
2β~
P∑
k=1
qk (Tk−1(q) − Tk(q))
=
mP
2β~
1√
BP (q)
P∑
k=1
qk
(
∂f(q)
∂qk−1
− ∂f(q)
∂qk
)
,(22)
where Eq. (11) has been used in the second equality. The
main argument made by HA24 is that Tk+1(q)−Tk(q) =
O(P−1) and that limP→∞ gP (q) = 0, for which Eqs. (20)
and (21) are satisfied and Eq. (14) reduces to Eq. (18)
after Gaussian integration over η˜0(q). However, such an
agreement is true only for a certain simple class of di-
viding surfaces in which the contribution of the quantum
kinetic energy is vanishingly small, and hence so are the
quantum path fluctuations. For general cyclically invari-
ant dividing surfaces, this is not true. This can be shown
by demonstrating results for two specific examples of the
dividing surface as described below.
A. Dividing surface containing a quadratic form in
the Fourier modes of the imaginary time path
Generalizing the dividing surfaces introduced by Al-
thorpe and coworkers,18,22 we here consider a class of
cyclically invariant dividing surfaces defined as
f(q) =
cosφ
P
P∑
j=1
qj +
√
2 sinφ
P
Ln(q) , (23)
where φ is a real phase factor that can be determined or
optimized separately, n is a nonnegative integer less than
or equal to P , and
Ln(q) =

 P∑
j=1
P∑
j′=1
ei2πn(j−j
′)/P qjqj′


1/2
. (24)
The above function corresponds to the norm of the nth
Fourier mode of the cyclic imaginary time path. It is
worthwhile to note here that there can be additional re-
striction for φ in order for f(q) to be a genuine dividing
surface in the path integral space. An obvious condition
is that cosφ cannot be zero or close to it because the in-
formation on the average position of ring polymers gets
lost in such case. With this issue clarified and under the
assumption that a physically appropriate choice of φ can
be made, below we examine whether the conditions of
Eqs. (20) and (21) are indeed satisfied for any choice of
n.
First, taking derivative of Eq. (23) with respect to qk,
we find that
∂f(q)
∂qk
=
cosφ
P
+
√
2 sinφ
PLn(q)
N∑
j=1
cos
(
2pin(k − j)
P
)
qj .(25)
Using the above expression in Eq. (12), we also fine that
BP (q) =
1
P
. (26)
Therefore, based on the definitions of Eqs. (11) and (17),
and after employing standard trigonometric manipula-
tion, we obtain the following general expressions:
Tk−1(q) − Tk(q)
=
√
2
P
sinφ
Ln(q)

sin(
2pin
P
)
P∑
j=1
sin
(
2pin(k − j)
P
)
qj
−2 sin2(pin
P
)
P∑
j=1
cos
(
2pin(k − j)
P
)
qj

 , (27)
g
P
(q) = −m sinφ
β~
√
2P sin2(
pin
P
)Ln(q) . (28)
Employing the fact that Ln(q) = O(P ), from Eq. (27),
we identify the following three types of scaling behavior
depending on the value of n:
Tk−1(q) − Tk(q) =


O(P−1/2) , for n = O(P )
O(P−1) , for n = O(P 1/2)
O(P−3/2) , for n = O(1)
(29)
Similarly, from Eq. (28), we find the following three types
of scaling behavior:
g
P
(q) =


O(P 3/2) , for n = O(P )
O(P 1/2) , for n = O(P 1/2)
O(P−1/2) , for n = O(1)
(30)
The results shown in Eqs. (29) and (30) confirm that
the conclusion24 by HA is true only for n = O(1). In
fact, this limitation was noted briefly in the Appendix A
of Ref. 24, but has not been stated anywhere else. For
the case of n = O(P 1/2), the term involving g
P
(q) does
not vanish but remains finite. Therefore, the difference
between HA-QTST and RPMD-TST can be accounted
for by a finite factor. For n = O(P ), both the terms
involving Tk−1(q) − Tk(q) and gP (q) cause HA-QTST
to be different from RPMD-TST. In fact, in this case, it
is not clear whether HA-QTST results in a finite value.
Neglecting these cases amount to projecting the imagi-
nary time path integral space onto the subspace where
the quantum kinetic energy is not fully accounted for,
which it seems cannot be overlooked in any QTST that
aspires to more fully incorporate quantum effects.
50 1 2 3 4 5 6 7 8
Log10(P)
-8
-7
-6
-5
-4
-3
-2
-1
0
Lo
g 1
0|T
1(q
)−
T 2
(q)
|
n=1
n=P1/2
n=P/4
FIG. 1: Dependences of the absolute value of Eq. (40) with
k = 2 and α = 0 on the number of discretization P in Log-Log
scale for three specific examples of n = 1, P 1/2, and P/4.
As an example, let us consider the case where P is even
and n = P/2. Equation (25) in this case becomes
∂f(q)
∂qk
=
cosφ
P
− (−1)k
√
2 sinφ
2P
(Q1 −Q2)√
(Q1 −Q2)2
, (31)
where Q1 =
∑P/2
j=1 q2j−1 and Q2 =
∑P/2
j=1 q2j . Using the
above expression in Eq. (12), we also find that
BP (q) =
P∑
k=1
(
∂f
∂qk
)2
=
1
P
(
cos2 φ+
1
2
sin2 φ
)
. (32)
Using the above expression in Eq. (11), we can calculate
that
|Tk+1(q) − Tk(q)| = 1√
2P
| sinφ|
(cos2 φ+ sin2 φ/2)1/2
. (33)
In addition, from Eq. (22), we also find that
g
P
(q) = − m
2β~
√
P sinφ
(cos2 φ+ sin2 φ/2)
|Q2 −Q1| = O(P 3/2) .(34)
The above two expressions, Eqs. (33) and (34), serve
as explicit demonstration of the scaling behavior of Eqs.
(29) and (30) for n = P/2 and thus prove that both
conditions of Eqs. (20) and (21) are indeed violated.
As an alternative and more general example, let us
consider a specific realization of the cyclic path q along
which f(q) remains constant as follows:
qj = q0 +
√
2An sin(
2pinj
P
+ α) , (35)
where q0, An, and α are fixed parameters. For this choice,
it can be shown that
f(q) = q0 cosφ+An sinφ , (36)
Ln(q) =
AnP√
2
, (37)
∂f(q)
∂qk
=
cosφ
P
+
√
2 sinφ
P
sin(
2pink
P
+ α) . (38)
Inserting Eq. (37) into Eq. (28), we find that
g
P
(q) = −m sinφ
β~
An sin
2(
pin
P
)P 3/2 , (39)
which clearly follows the scaling behavior of Eq. (30).
Equation (27) for this cyclic path can also be calculated
and simplifies to
Tk−1(q) − Tk(q) = 2
√
2√
P
{
sin(
2pin
P
) cos(
2pink
P
+ α)
− sin2(pin
P
) sin(
2pink
P
+ α)
}
. (40)
The above expression follows the scaling behavior shown
in Eq. (29). Figure 1 shows this behavior more clearly
for k = 2 and for three specific choices of n = 1,
√
P , and
P/4 assuming α = 0.
Ultimately, what contributes to the difference between
HA-QTST and RPMD-TST is the difference of the sum-
mation in Eq. (14) and that in Eq. (18). This can also
be calculated explicitly as follows:
1
4
P∑
k=1
∂f(q)
∂qk
{(Tk−1(q) − Tk(q)) + (Tk+1(q)− Tk(q))}
=
1√
P
sin2(
pin
P
)
{
3 cos2(
pin
P
)− 1
}
. (41)
The above expression shows that the actual difference
between the two sums decreases further for n = O(1) and
n = O(P 1/2) due to some cancellation, but the scaling
behavior predicted from Eq. (29) remains the same for
n = O(P ).
B. Dividing surface containing a quadratic form
defined in terms of the imaginary time path
coordinates
We here consider another kind of cyclically invariant
dividing surface defined as
f(q) =
cosφ
P
P∑
j=1
qj +
sinφ
R(n)
Dn(q) , (42)
6where
Dn(q) =

 P∑
j=1
(qj − qj+n)2


1/2
. (43)
Because of the cyclic boundary condition for qj , this func-
tion is invariant with respect to cyclic permutation. In
Eq. (42), R(n) is an appropriate normalization factor
that makes Dn(q)/R(n) an order of unity. For example,
for n = 1, R(1) = O(1). For n ∼ P/2, R(n) = O(√P ).
For the dividing surface defined above,
∂f(q)
∂qk
=
cosφ
P
+
sinφ
R(n)Dn(q)
(2qk− qk+n− qk−n) , (44)
and it can be shown that
BP (q) =
cos2 φ
P
+
sin2 φ
R(n)2Dn(q)2
P∑
k=1
(2qk − qk+n − qk−n)2 , (45)
Tk−1(q)− Tk(q) = sinφ
R(n)
√
BP (q)Dn(q)
{
2(qk−1 − qk)
−(qk−1+n − qk+n)− (qk−1−n − qk−n)
}
, (46)
g
P
(q) =
mP sinφ
2β~R(n)
√
BP (q)Dn(q)
P∑
k=1
qk
{
2(qk−1 − qk)
−(qk−1+n − qk+n)− (qk−1−n − qk−n)
}
. (47)
For the case where n = 1, D1(q) = O(1) and R(1) =
O(1). Therefore, assuming that qj−1−qj = O(P−1/2) for
j = k, k−n, and k+n, we obtain the following estimates.
BP (q) = O(1) , (48)
Tk−1(q)− Tk(q) = O(P−1/2) , (49)
gP (q) = O(P
3/2) (50)
This is similar to the case of n = O(P ) for the dividing
surface in the previous subsection, for which HA-QTST
may not be well defined.
On the other hand, for n ∼ P/2, Dn(q) = O(P 1/2)
and R(n) = O(P 1/2). As a result,
BP (q) = O(P
−1) , (51)
Tk−1(q)− Tk(q) = O(P−1) , (52)
gP (q) = O(P ) . (53)
The behavior shown above is a mixture of those for
n = O(P ) and n = O(P 1/2) for the dividing surface
in the previous subsection, and also renders HA-QTST
ill-defined.
The analysis in this subsection thus demonstrates that,
for the case where the dividing surface function mixes
different Fourier modes of the imaginary time path in
a nonlinear manner, the assumption of the analysis by
HA24 does not hold true in general. As a result, our exact
evaluation17 of HA-QTST18 expression becomes different
from the RPMD-TST expression.22
IV. CONCLUDING REMARKS
In this work, we have presented a new and detailed
analysis of the effect of general cyclic imaginary time
path integral dividing surfaces on the corresponding re-
sult of HA-QTST.18 What is believed to make HA-QTST
unique is the fact that it is defined for an arbitrary form
of cyclically invariant dividing surface constructed in the
space of the imaginary time path integral. However, HA-
QTST in its present form does not offer any independent
and self-consistent prescription of the best choice out of
the infinite number of dividing surface possibilities avail-
able, and its implementation practice has been confined
to the dividing surfaces of the type in Eq. (23) with n = 1
followed by a limited variational optimization. This is
different from the instanton theory,10,11 which provides
a definition of the dividing surface as the saddle point
within the semiclassical approximation for the imagi-
nary time action and can also be connected to the PI-
QTST.15,27 Although HA-QTST has been shown to work
well for the kind of dividing surface given by Eq. (23)
with n = 1, and it becomes equivalent to RPMD-TST
for n = O(1), the analysis presented in this work clarifies
that different outcomes are expected for more general di-
viding surfaces. Along with our previous work,17 which
was focused more on the underlying quantum mechanical
expressions and approximations inherent in HA-QTST,
the present work again emphasizes the major challenges
in developing a unique and well defined QTST while uti-
lizing the full quantum free energy expression defined in
the imaginary time path integral space.
Regardless of our analyses presented here and in a re-
cent work,17 one can justifiably argue that HA-QTST18
or RPMD-TST21 for a smooth dividing surface defined in
the imaginary time path integral space is useful in prac-
tice. However, one should not misinterpret this degree of
usefulness as a quantum mechanical validation of some
key assumptions and approximations behind HA-QTST
and RPMD-TST.
We conclude this work by offering a few additional in-
sights into RPMD-TST and HA-QTST. First, it is rela-
tively easy to understand RPMD-TST.21 As is clear from
Eq. (18), RPMD-TST for a general dividing surface is
the relative thermal weight for the dividing surface multi-
plied by the average “classical” flux across it. Therefore,
this can be seen as an extension of the PI-QTST above
the crossover temperature12 for a general dividing sur-
face defined in the imaginary time path integral space.
The fact that this limit is obtained from the RPMD rate
7theory20,21 is the result of the principles governing classi-
cal mechanics and does not have a quantum mechanical
origin.
The implications inherent in HA-QTST18 are more
subtle as its starting point, GKSCF, already takes both
classical and ensemble concepts and encodes them into
the theory. Unlike ring polymer averages defined in the
RPMD rate theory, which can be considered as ensem-
ble averages of actual physical observables, the GKSCF
defines a function of imaginary time paths (a dividing
surface in the path integral space) as the argument of
the population measurement. Can this kind of popula-
tion be measured? Such a measurement requires mea-
suring positions for the quantum canonical ensemble and
then giving a weight only when a nonlinear (in general)
function constructed from the measured positions meets
the criterion of the population. This is not in general an
ensemble average of a physical measurement but rather
a subset of the ensemble of measured values that are
selected and weighted in certain way. Even if such a
measurement were possible, assuming a time correlation
of such a quantity exists implies that it does not dis-
turb the initial quantum state, which is why its time
derivative has a finite t = 0+ limit. Thus, GKSCF is
different from the original exact Kubo-transformed time
correlation function28,29 which represents a well-defined
response of a quantum ensemble following a physical per-
turbation.
The fact that HA-QTST reduces to RPMD-TST for
only smooth dividing surfaces, but may not be well de-
fined for general cyclic dividing surfaces in the path in-
tegral space as demonstrated in this work, also reveals
an additional feature of the theory. This result means
that HA-QTST becomes equivalent to RPMD-TST only
when the effect of operator ordering along the dividing
surface of the imaginary time path integral becomes van-
ishingly small. In practice, confining the dividing sur-
face to smooth functions ensures that it remains close
to the instanton trajectory below the crossover tempera-
ture, which may be sufficient. Interestingly, HA-QTST,
in its practice of using a smooth dividing surface, may
be viewed as a heuristic approximation that interpolates
the PI-QTST above the crossover temperature12 and the
instanton theory below the crossover temperature,10 but
without a change in the pre-exponential factor (a change
that can be argued to be “needed”15). Alternatively,
HA-QTST might be considered to be a semi-analytical
approximation for a numerical approach developed some
years ago that proposes23 to calculate the exact saddle
point of the action in the full imaginary time path inte-
gral space.15
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