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We consider and study an algorithm for a new class of complementarity 
problems of finding u such that 
u 2 0. Tu+A(u)>O, (u, Tu+A(u))=O, 
where T is a continuous mapping and A is a diagonally nonlinear mapping from [w” 
into itself. Furthermore, it is proved that the approximate solution obtained by the 
iterative scheme converges to the exact solution. Special cases are also discussed. 
(’ 1987 Academic Press, Inc. 
1. INTRODUCTION 
Variational inequality theory besides being elegant, exciting and rich, 
also provides us a unified and natural framework to study a large class of 
linear and nonlinear problems arising in mathematical and engineering 
sciences. Equally important is the area of operations research known as 
complementarity theory, which has received much attention during the last 
twenty years. It has been shown by Karamardian [ 11, that if the convex 
set involved in a variational inequality problem and complementarity 
problem is a convex cone, then both problems are equivalent. In fact, 
variational inequality problems are more general than the complementarity 
problems, and incluce them as special cases. 
Recently various extensions and generalizations of the variational 
inequality and complementarity problems have been introduced and 
analyzed. An important and useful generalization of the variational 
inequality problems is the mildly nonlinear variational inequality problem 
introduced and studied by Noor [2,3]. On the other hand, the com- 
plementarity problem has also been extended by Karamardian [l] and 
Dolcetta [4] to the generalized complementarity problem and the quasi 
(implict) complementarity problem. For related work and applications, see 
Ahn [S], Crank [6], Mangasarian [7], and Noor [S]. 
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Inspired and motivated by the recent research work going on in these 
fields, we introduce and study a new class of complementarity problems. 
which is called mildly nonlinear complementarity problem. This problem 
includes linear and nonlinear complementarity problems as special cases. 
Using the variational inequality approach, we propose and analyze an 
iterative scheme for obtaining the approximate solution of the new com- 
plementarity problem. Our results are an extension and improvements of 
the previously known results. 
In Section 2, after reviewing some basic notations and facts, we 
introduce the mildly nonlinear complementarity problem and discuss 
several special cases. Main results are discussed and derived in Section 3. 
2. FORMULATION AND BASIC RESULTS 
We denote the inner product and norm on [w” by ( ., . ) and I/. I/, respec- 
tively. Let K be a closed convex set in [w”. 
Given a continuous mapping T from a convex set K in [w” into Iw”, we 
consider the problem of finding u E K such that 
(Tu+A(u), vu)30 for all v E K, (2.1) 
where A is nonlinear transformation. Inequality (2.1) is known as mildly 
nonlinear variational inequality, which was introduced and studied by 
Noor [2, 33 in order to study the mildly nonlinear constraint partial dif- 
ferential equations. Note that if A(u)=0 (or A(u) is independent of the 
solution u, that is A(u) =f’(say)), then inequality (2.1) is called variational 
inequality problem of finding u E K such that 
(Tu,u-u)>O for all v E K, (2.2) 
considered by Lions and Stampacchia [9]. 
If K= [w”, then the problem of finding u E Iw” satisfying (2.1) is equivalent 
to finding u E Iw” such that 
(Tu+A(u),v)=O for all v E Iw”. 
which is known as the weak formulation of mildly nonlinear boundary 
value problems studied by many authors including Noor [lo], Douglas 
[ 111, Greenspan and Parter [12]. Related to the mildly nonlinear 
variational inequality problem, we introduce and study a new class of com- 
plementarity problem. For a given continuous mapping T from Iw” into 
itself, we consider the problem of finding u such that 
uao, Tu+A(u)>O, (u,Tu+A(u))=O, (2.3) 
NONLINEARCOMPLEMENTARITYPROBLEM 457 
where A is a nonlinear transformation from R” into itself. The problem 
(2.3) is known as the mildly nonlinear complementarity problem. If 
K* = {U E IR”, (u, u) > 0 for all u E K}, is the polar cone of the convex cone 
K; then the generalized mildly nonlinear complementarity problem is to 
find u E K such that 
Tu+/l(u)~K* and (Tu + A(u), u) = 0, (2.4) 
For the mathematical and physical formulations of such problems, see 
Noot [ 131. We note that the mildly nonlinear complementarity problem 
(2.3) is a special case of the mildly nonlinear complementarity problem 
(2.4). Furthermore, if the nonlinear transformation A is identically zero or 
constant, (i.e., A(u) = 0 or A(u) = q, say), then problems (2.3) and (2.4) are 
equivalent to finding u such that 
u20, TubO, (u, Tu)=O, (2.5) 
and 
UEK, T(u)E K*, (u, Tu)=O (2.6) 
which are known as complemenarity problem and generalized complemen- 
tarity problem, respectively, studied by Cottle [14], Fang [15], Aganagic 
[16], Karamardian [l], Noor [8], and many others. 
We also need the following results, the first one is a generalization of a 
result of Karamardian [ 1 ] and Cottle [ 141. 
LEMMA 2.1. If K is a convex cone in R”, then u E K is a solution of (2.1) 
if and only if u E K satisfies (2.4). 
Proof: Its proof is similar to that of Lemma 3.1 of Karamardian [ 11. 
LEMMA 2.2 [17]. u E K satisfies (2.1) if and only if u E K satisfies the 
relation 
u=P,[u-h(Tu+A(u))], (2.7) 
for some 6 > 0, where P, is a projection of [w” into K. 
It is obvious that Lemma 2.1 implies the equivalence of mildly nonlinear 
variational inequality and mildly nonlinear complementarity problems, 
whereas Lemma 2.2 together with Lemma 2.1 shows that the mildly non- 
linear complementarity problem (2.3) can be transformed to a fixed point 
problem of solving 
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where 
u = P,[u - (5( Tu + A(u))]. (2.7a) 
Based on these observations, we now propose the following algorithm 
for obtaining the approximate solution of the problem (2.4). 
ALGORITHM 2.1. For any given q, E K, compute 
u ,,+,=PKIU,-6(Tu,+A(u,,))l, (2.8) 
for some constant 6 > 0. 
3. CONVERGENCE ANALYSIS 
In order to prove the covergence properties of the suggested Algorithm 
2.1, we need the following concepts. 
DEFINITIONS 3.1. An operator T: K + R” is called: 
that (i) ’ 
oercive (positive &finite), if there exists a constant c( > 0 such 
(Tu, u) 3 c( Ilull* for all u E K. (3.1) 
(ii) bounded (continuous), if there exists a constant fl>G such that 
(Tu, VI G P 114 Ilull for all U, u E K. (3.2) 
(iii) Lipschtiz continuous, if there exists a constant :’ > 0 such that 
IITu- Tull d? Ilu-vll for all u, 1: E K. (3.3) 
We now study those conditions under which the approximate solution 
obtained by the iterative scheme (2.8) converges to the exact solution of the 
generalized mildly nonlinear complementarity problem (2.4). 
THEOREM 3.2. Let T be a coercive continuous mapping and A be a 
Lipschitz continuous nonlinear operator. If u and u, + , are the solutions of 
(2.4) and (2.8), respectively, and y <a, where y is the Lipschitz constant of 
the nonlinear operator A and CI is the coercivity constant of T, then 
U,+l --+U strongly in R”, 
,forO<6<2(cr-y)/(~*-~*)andy6<1,where~isdefi:nedby(3.2)andKis 
a convex cone in R”. 
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Proof: By Lemmas 2.1 and 2.2, we know that u E K satisfying (2.4) is 
also a solution of (2.7). Thus from (2.7) and (2.8) we obtain 
IIU n+l -4 = IIPKCu,-6(Tu,+A(u,))l -PKCU-&Tu+A(u))lII 
< IIU, - u- 6( Tu, - Tu) - 6(A(u,) - A(u))11 
d II&-u-&Tu,- ru)ll+6 IIA(u,)-A(u)ll. 
Now by the coercivity and continuity of T, we have 
/Iu,,-u-b(Tu,- Tu)(l’<(l -2~t6+/?%~) lju,-uI12. 
Thus using the above inequality and Lipschitz continuity of the nonlinear 
operator A, we obtain 
llu n+I-UII=e II%--II, 
where 6= [(Jl +f1262-2a6)+y6] < 1 for O<S<2(~-y)/(fl~-y’), and 
y6< 1. 
Since f3 < 1, so the fixed point problem (2.7a) has a unique solution u 
and consequently the Picard iterates u,+ , converges to the solution u of 
(2.4) which is the required result. 
Remark. If the nonlinear transformation A is independent of u, that is 
A(u) E 0, then it implies that the Lipschitz constant y is zero. Thus our 
Algorithm 2.1 is exactly the same as considered by Fang [ 151 and 
Noor [S]. 
In this paper, we have only shown the possibility that iterative algorithm 
such as Algorithm 2.1 can solve the mildly nonlinear complementarity 
problem of the type (2.4). Development and improvement of an implemen- 
table algorithm of this class of problems deserve further research efforts. 
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