Abstract. First we modify the basic (binary) context-tree weighting method such that the past symbols x 1?D ; x 2?D ; ; x 0 are not needed by the encoder and the decoder. Then we describe how to make the context tree depth D in nite, which results in optimal redundancy behavior for all tree sources, while the number of records in the context tree is not larger than 2T ? 1. Here T is the length of the source sequence. For this extended context-tree weighting algorithm we show that with probability one the compression ratio is not larger than the source entropy for source sequence length T ! 1 for stationary and ergodic sources.
Introduction
The context-tree weighting method, rst presented at the San Antonio ISIT 7] , appears to be an e cient implementation for weighting (mixing) the coding distributions (universal over the parameters) corresponding to all tree models in class C D , i.e. the set of all tree models S whose maximum depth does not exceed D. A tree model is determined by a proper and complete set S of su xes. Together these su xes form a tree that is grown in negative t (i.e. time) direction. Each semi-in nite sequence x t?3 x t?2 x t?1 has a unique su x in S, i.e. it passes through a unique leaf in the corresponding model tree. We restrict ourselves here to binary sources. Then this su x (leaf) determines the probability that x t , i.e. the next symbol generated by the (binary) source, is a 1.
The analysis of the context-tree weighting method turns out to be very straightforward (see 8] ). It shows that the performance is as good as we can possibly hope, not only asymptotically but also for nite sequence lengths. Here we will propose two extensions to the basic context-tree weighting method and derive an interesting consequence of these extensions. We will use the notation of 8]. Codewords are assumed to be binary, logarithms have base 2, and information quantities are expressed in bits. 2. Coding without knowledge of past symbols x 1?D ; x 2?D ; , and x 0 2.1. A simple adaptation of the basic context-tree weighting method. In its basic form (described in 8]), where we assumed that the actual tree model S 2 C D , the context-tree weighting method needs, for processing the symbol x t , for t = 1; 2; ; T , the context x t?1 t?D = x t?D x t?D+1 x t?1 for this symbol. Here D is the depth of the context tree. This implies that for processing x 1 the encoder and decoder must have access to , and x 0 may not be available at all to encoder and decoder. The straightforward way to circumvent this problem is to start processing only after a full context is available to both, i.e. to start processing with x D+1 . The encoder then sends the rst context x 1 x 2 x D to the decoder in an uncoded way. This requires D binary code digits.
To study coding methods that do not assume availability of the past symbols 
Observe that the number of uncoded symbols S (x T 1 ) in the source sequence x T 1 depends on both the su x set S and the source sequence , and x 0 . In other words the starting redundancy is again not more than S (x T 1 ). We demonstrate this by modifying the basic context-tree weighting method. The starting point of this modi cation is that the encoder and decoder assign to all the unknown past symbols x D?1 ; x D?2 ; ; and x 0 , the value ". The value " is the indeterminate symbol value. Because of the alphabet extension we must change the binary context tree T D into a ternary context treeT D . A node in this tree corresponds to a string of symbols from the alphabet f0; "; 1g. To each node s in the ternary context tree, there corresponds a countã s (x t 1 j" D ) that denotes the number of zeros that occur in x t 1 De nition 1. To each node s 2T D , we assign a weighted probability which is de ned as 
The corresponding coding distribution is de ned as P c (x t 1 ),P w (x t 1 j" D ), for all x t 1 2 f0; 1g t ; t = 0; 1; ; T :
(7) Just like before, we can prove that this coding distribution satis es (6) in 8], i.e. that it is a probability distribution. Moreover it is sequentially updatable. And again the computational and storage complexity needed to update this distribution is not larger than linear in T . Before we continue with deriving an upper bound on the redundancy of this modi ed context-tree weighting method, we give an example. The last term in (10), the coding redundancy term, is upper bounded by 2. For the middle term, the parameter plus starting redundancy term, we use the bound given by (5): 
What remains to be investigated is the rst term, the model redundancy term. We can lower boundP c (x T 1 ) in terms similar to the terms that form P 0 c (x T 1 jS) in (1) 
Combining these inequalities, starting in the leaves of S and working towards the root of the context tree we see that we loose 1 bit in each internal node s of S and leaf s 2 S not at depth D, which adds up to ? D (S) in total. In addition to this we get an increase of 1 bit in internal nodes s of S that occur as a pre x of the source sequence x T 1 . Such a one bit increase corresponds to a missing context or in other words to an uncoded symbol. These additional costs add up to S (x T 1 ). We get as lower bound for the coding probabilitỹ
Combining this with (1), as in (25) bit. This is completely identical to the basic context-tree weighting result. In both the known and the unknown model situation, the loss of not having access to the past symbols ; and x 0 , i.e. the starting redundancy, is never more than S (x T 1 ). Although the context treeT D is in principle ternary, it is possible to show thatP c (x T 1 ) is a weighting over coding distributions P 0 c (x T 1 jS) for all binary tree models S 2 C D . This is shown in appendix A. The tail corresponds to the missing part of the context. If a node s has a tail, the product of the weighted probabilities of the children 0s and 1s of this node should be multiplied by 1=2.
Infinite-depth context-tree weighting
In the previous section we have dealt with a rst unpleasant property of the basic context-tree weighting method, the fact that the past symbols were needed by the encoder and the decoder. A second shortcoming of the basic method is that the depth D of the context tree T D is assumed to be nite. Only for models that t into this nite-depth context tree, the weighting method achieves desirable redundancy bounds. The second result in this paper concerns a generalization of the basic context-tree weighting method to the situation where the context-tree depth is not bounded. In this case we can still achieve a storage complexity (number of stored records) which does not increase faster than linear in the sequence length T .
The rst observation that leads to this result is that after having processed the source sequence x t 1 , we have seen t semi-in nite contexts ""x 1 x 2 x ?1 , one for each = 1; t if we assume an in nite-depth context tree. It is important to note that all these contexts di er from each other.
In gure 2 we have depicted all these contexts up to the last "-edge for x t 1 = 110100. We can observe the contexts " (for x 1 ), "1, "11, "110, "1101, and "11010 (for x 6 ). Note that as in the previous section we assume that x ?1 x 0 = "". Instead of labeling the edges that connect the nodes with values from the alphabet f0; "; 1g we label them with the time-index of the symbol in the last context that went through this edge. E.g. the last context "11010 was formed by symbols x 0 x 1 x 2 x 3 x 4 x 5 and therefore the indices 012345 are found along the path representing this last context. The context corresponding to symbol x 4 was "110. Therefore after having processed symbol x 4 , the edges corresponding to context "110 were labeled with 0123. While processing the symbol x 6 with context "11010, the last two labels on this path were updated again and changed from 23 into 45. Note that a straightforward implementation of the structure that we have just described would yield a number of nodes that grows quadratically in T .
A second observation is however that all unique nodes that correspond to the same context are equivalent and can be replaced by a single record (see gure 3). A node s is said to be unique if s occurs only once as a context in ""x 1 x 2 x t . E.g. for source sequence 110100 the nodes , "11010, 11010, 1010, 010, are all unique and correspond to the same context ( "11010). They all can be replaced by a single record (we call this a leaf-record). We can label this record with the node closest to the root among the equivalent nodes. Furthermore this record should contain a pointer to the position in the source sequence where the segment corresponding to the equivalent nodes occurs. This segment is formed by the unique edges in the context. The pointer contains the index of the most recent (closest to the root) edge in the segment. This pointer is (may be) needed for later updates. Implication of all this is that also the source sequence x 1 x 2 x t must be stored. E.g. 010 was the unique node closest to the root resulting from context "11010. The corresponding segment with the unique edges is "110 = x 0 x 1 x 2 x 3 . The rst edge in this segment is x 3 . The pointer therefore should have value 3. See gure 3.
The third observation is that also non-unique nodes that share the same set of contexts are equivalent and can be replaced by a single record (called internal, see gure 3). E.g. the nodes 0 and 10 both share context "110 (for x 4 ) and context "11010 (for x 6 ) and are therefore equivalent and can be replaced by one record. Again we label this record with the node closest to the root (in gure 3 this is node 0) and again this record should contain a pointer to the most recent edge in the corresponding source segment. This segment is formed by the edges through which only all contexts in the mentioned set pass. In the gure the segment corresponding to contexts "110 and "11010 is formed by the edges 1 and 0 labeled with x 4 and x 5 . The most recent edge in the segment is x 5 . The pointer is therefore 5. Also the length of the corresponding segment should be stored now (two edges, x 4 and x 5 in the gure, length is therefore 2).
In addition to the pointer to the most recent edge (symbol) of the corresponding source segment, the length of that segment, and theã andb counts, an internal record contains pointers to its 0-, "-, and 1-child-records. Two of these pointers are non-nil so an internal node has two or three children. Updating the tree with a new context always creates a new leaf-record. Therefore, after having processed the entire sequence x T 1 , the total number of produced leaf-records will be T while the number of internal records is at most T ?1. This results in a storage complexity (< 2T ? 1 records) which grows not faster than linear in the source sequence length T . Note that also the sequence itself should be stored but this is also linear in T . It should be mentioned here that the described implementation of the context tree strongly relates to the DAWG concept proposed by Blumer et al. 1]. Apart from maintaining the context-tree structure, the countsã s andb s (note that now s 2T 1 ), the estimated probabilies P e (ã s ;b s ), and the weighted probabilitiesP w;1 should be updated. In accordance to (6) , taking D = 1, we can now de ne the weighted distribution and the resulting coding distribution.
De nition 2. To each node s 2T 1 , we assign a weighted probability which is de ned as 
The corresponding coding distribution is de ned as P c (x t 1 ),P w;1 (x t 1 j" 1 ), for all x t 1 2 f0; 1g t ; t = 0; 1; ; T :
(17) First note that equivalent nodes all have the same counts and therefore the same estimated probability. Note also that since the estimated probabilities of the equivalent nodes in a leaf-record would all be equal to 1=2, the weighted probability of all these nodes is also 1=2. In an internal record the situation is slightly more complicated. Although the estimated probabilities are equal for all equivalent nodes, this does not hold for the weighted probabilities of these nodes. They are however easy to calculate and only the weighted probability corresponding to the node closest to the root is actually needed (by its parent). E.g. for the equivalent nodes 10 and 0 in the gure 3 the weighted probabilities arẽ 4. Achieving entropy for arbitrary stationary ergodic sources Now that we can use the context-tree weighting algorithm for arbitrary-depth tree sources and without having access to the past symbols x ?1 x 0 , we can show that this method achieves entropy for arbitrary binary stationary and ergodic sources. 
if we use the coding method and distribution (17) presented in the previous section. Proof. We start this proof with the statement we may conclude that for all binary stationary and ergodic sources the codeword-length L(x T 1 ) divided by the sequence length T is, with probability one, not larger than the entropy H 1 (X) of the source.
Some remarks
Coding schemes for the class of stationary sources were probably rst studied by Shtarkov and Babkin 5]. They showed, using a combinatorial approach, that over this class the average codewordlength converges to the source entropy.
We have shown here that the extended version of the context-tree weighting algorithm achieves entropy for all binary stationary and ergodic sources in the sense that with probability one the compression ratio (i.e. the number of code symbols L(x T 1 ) divided by the sequence length T ) is not larger than the source entropy H 1 (X) for T ! 1. A similar result was proved for the Ziv-Lempel incremental parsing procedure (tree algorithm) presented in 10].
Moreover Ziv and Lempel showed that for any nite-state code the achievable compression ratio for an individual in nite length sequence is lower bounded by the limit of the empirical normalized block entropy H(x 1 ; x 2 ; ; x d )=d of this sequence for d ! 1 (see 10], Theorem 3). The extended context-tree weighting algorithm achieves a compression ratio which is upper bounded by the limit of the empirical conditional entropy H(x d+1 jx 1 ; x 2 ; ; x d ) for d ! 1 of the individual in nite length source sequence. Both the empirical normalized block entropy and the empirical conditional entropy have the same limit so the method presented here is optimal in this sense. This also holds for the Ziv-Lempel incremental parsing method (see 10], Theorem 2).
The storage complexity of the method that we have described in this manuscript turned out to be not larger than linear in the source sequence length T . It should be mentioned that the storage complexity of the Ziv-Lempel incremental parsing algorithm is smaller, and behaves roughly like T = log(T ). For the computational complexity the comparison is similar. The Ziv-Lempel method visits a new node in the dictionary tree for each processed source symbol, while for the context-tree weighting method it is necessary to go from the root of the context tree to a leaf for each processed symbol. Wyner and Ziv 9]) showed that log(t) divided by the number of nodes that are visited in the context tree for processing x t converges in probability to H 1 (X). Stronger results appear in Ornstein and Weiss 3] and Szpankowski 6] .
Although it is possible to extend the context-tree weighting method to the non-binary case, we emphasize that here only coding for binary sources is considered. Figure 4 . Binary model f00; 10; 1g and ternary model f00; 0"0; ""0; 1"0; 10; "; 1g.
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The comments of a reviewer and the associate editor Meir Feder resulted in improvements of the present paper. Thanks. Appendix A. Weighting over the binary tree models We will show here that, although the context treeT D is in principle ternary,P c (x T 1 ) is a weighting over coding distributions P 0 c (x T 1 jS) for all binary tree models S 2 C D . To see this, rst consider e.g. a binary tree model S = f00; 10; 1g (see gure 4). A ternary tree model that co-exists with this binary model S is e.g.S = f00; 0"0; ""0; 1"0; 10; "; 1g. 
Note that there is only one (underlying) binary model S that ternary modelS can co-exist with. The weights of all ternary modelsS 2C D that have underlying model S (i.e. models S ! S) sum up to 2 ?? D (S) . Furthermore observe that Q s2S^s6 2S P e (ã s ;b s ) = 2 ? S (x T 1 ) since the nodes s in this product must accommodate the S (x T 1 ) missing contexts. Finally (1) is used to obtain the last equality. Equation (32) can be used to give an alternative proof of (15). To see this note that P c (x T 1 ) 2 ?? D (S) P 0 c (x T 1 jS).
