Renal dysfunction, which is associated with bad clinical outcomes, is one of the most common complications of heart failure (HF). Timely prediction of renal dysfunction can help medical staffs intervene early to avoid catastrophic consequences. In this paper, we proposed a multi-task deep and wide neural network (MT-DWNN) for predicting fatal complications during hospitalization. The algorithm was tested on a dataset collected from Chinese PLA General Hospital, which contains 35,101 hospitalizations with HF diagnosis during the last 18 years, and 2,478 hospitalizations with a diagnosis of renal dysfunction. For the renal dysfunction task, the AUC of the proposed method is 0.9393, which is a significant improvement (p < 0.01) compared to that of conventional methods, while that of single task deep neural networks is 0.9370, that of random forest is 0.9360, and that of logistic regression is 0.9233. The experimental results show that the proposed MT-DWNN model achieves better prediction performance on renal dysfunction in HF patients than conventional models.
I. INTRODUCTION
Heart failure (HF), also known as chronic heart failure (CHF), is a clinical syndrome caused by ventricular dysfunction. Heart failure is a serious manifestation or late stage of various heart diseases. Generally, heart failure would result in insufficient cardiac ejection. Heart failure is a disease with high mortality rate and high medical costs. According to the guidelines of European Society of Cardiology (ESC), there are about 26 million adults living with heart failure worldwide. The 5-year survival rate of HF is even worse than that of several kinds of cancer [1] , [2] . HF was responsible The associate editor coordinating the review of this manuscript and approving it for publication was Wenbing Zhao .
for an estimated health expenditure of around $31 billion in the United States, which is equivalent to more than 10% of the total health expenditure for cardiovascular diseases [3] .
As mentioned above, the immediate symptom of heart failure is insufficient blood ejection from the heart. Insufficient blood supply can cause diseases in other organs, such as kidney. Many previous researches have reached the same conclusion that renal dysfunction has a great adverse impact the prognosis of patients with HF [4] , [5] . Bibbins-Domingo et al. showed that renal insufficiency was a major predictor of mortality among women with HF [6] . Forman et al. found that worsening renal function occurs frequently among hospitalized HF patients and is associated with significantly worse outcomes [7] . Hillege concluded that impaired renal function is independently associated with heightened risk for death, cardiovascular death, and hospitalization for heart failure in patients with chronic HF with both preserved as well as reduced left ventricular ejection fraction [8] . Damman et al. found that worsening renal function predicts substantially higher rates of mortality and hospitalization in patients with HF [9] . Tobias et al. showed that worsening renal function was common in patients with acute decompensated heart failure and was linked to significantly worse outcomes. However, the clinical parameters failed to adequately predict its occurrence [10] . Cole et al. found that worsening renal function in heart failure is the result of a complex, multifactorial process [11] .
These studies have found that worsening renal function is significantly associated with adverse outcomes in patients with heart failure. Take our dataset as an example: patients with renal dysfunction suffer higher risk of mortality. The hospital mortality rate of HF patients with renal dysfunction is 22.72%, compared to that of all the HF patient being 6.30%. Timely prediction of the renal dysfunction can help medical staff intervene early to avoid catastrophic consequences.
The remainder of this paper is organized as follows. Section II reviews related work on this topic.Section III introduces the dataset and the proposed model in detail. Section IV presents the experimental results on the dataset, comparison results of different neural networks and conventional machine learning models. Section V discusses the experimental results. Finally, Section VI gives conclusions and discusses future work.
II. RELATED WORKS A. HEART FAILURE OUTCOMES PREDICTION
In the past few decades, many works have been dedicated to outcomes prediction of HF patients using machine learning (ML) algorithms. Guidi et al. presented a clinical decision support system (CDSS) for the analysis of heart failure (HF) patients, providing various outputs such as an HF severity evaluation, HF-type prediction, as well as a management interface that compares different patients' follow-ups. Compared to neural network (NN), support vector machine, fuzzy rules, and classification and regression tree, random forest obtained the best performance [12] . Masetic and Subasi compared many ML algorithms (decision tree, k-nearest neighbor, support vector machine, artificial neural networks, and random forest) on the task of detecting HF from ECG, and RF gives the best performance [13] . Rahimi [17] . Researchers also gave some other comprehensive surveys, which focus on applying machine learning to all aspects of the management of heart failure [2] , [18] . However, most of these works focused on mortality or readmission prediction, with few focusing on complications of heart failure. Wosiak et al. proposed a multilabel classification technique for comorbidities identification, which is a general model for all kinds of diseases [19] . Xiang et al. proposed a multi-task framework that can jointly predict the risk of multiple related diseases, and the method was tested on patients with Congestive Heart Failure and Chronic Obstructive Pulmonary Disease [20] .
B. DEEP LEARNING AND ITS APPLICATION IN HEALTHCARE
Deep learning (DL) is one of the most advanced machine learning models. In recent years, DL outperforms traditional machine learning methods with a significant margin in image recognition, speech recognition and natural language processing [21] . DL is also applied to solve many problems in healthcare [22] - [26] . Miotto et al. proposed an unsupervised representation of patient from the EHRs (Electronic Health Records), named Deep Patient, which is a three-layer stacked denoising autoencoders [27] . Cheng et al. represented the EHRs for every patient as a temporal matrix with time on one dimension and event on the other dimension. Then they built a four-layer convolutional neural network model to extract phenotypes and perform chronic diseases prediction [28] . Choi et al. used recurrent neural network models for early detection of heart failure onset [29] . Reference [22] and [30] for more works on applying DL to EHR data analysis.
In this paper, inspired by the wide & deep networks [31] , we propose a novel deep and wide neural network, and apply it to predict renal dysfunction in HF patients with EHR data. The main contributions of the paper include:
• Applying deep learning to predict complication of HF patients.
• Proposing a novel deep and wide neural network architecture.
• Adding auxiliary task to improve the prediction performance.
• Validating the proposed model on a real world dataset.
III. MATERIALS AND METHODS
The immediate symptom of HF is insufficient blood ejection from the heart, which is prone to complications. Some serious complications, such as renal dysfunction are fatal. Timely prediction of the fatal complications can enable early intervention to avoid catastrophic consequences. Few works have been done on this topic. In this paper, we proposed a multi-task deep neural networks with novel architecture to improve prediction performance for renal dysfunction with electronic health records (EHRs). We also compared the proposed model with conventional machine learning methods.
A. DATASET AND PREPROCESSING
The dataset was extracted from Chinese PLA General Hospital (PLAGH), which contained Electronic Health VOLUME 7, 2019 Records (EHR) data from January 2001 to August 2018. Based on the Hospital Information System (HIS) of PLAGH, which contained electronically available data from multiple institutional information systems contributing to the EHR, including demographic information, claims-based diagnosis and procedure information, laboratory values, and medication lists for all the patients hospitalized in PLGAH, a HF database was established. In the present study, patients were eligible for inclusion if they were: aged 18 years and above with a clinical diagnosis of HF according to the 2016 ESC guidelines for the diagnosis and treatment of acute and chronic heart failure [1] . Patients were excluded if they decided to terminate in-hospital treatment, or were discharged/transferred to another short-term hospital or hospice. The final dataset included 35,101 records of 25,514 patients, including 15,694 males and 9,820 females. The average age of patients is 62.6(±16.1) years old. Among the 35,101 hospitalizations, 2,478 hospitalizations have a diagnosis of renal dysfunction, which are the positive samples for the renal dysfunction task. In addition, 2,211 patients died during hospitalization, resulting in the inhospital mortality rate of 6.30%.
The study complies with the Declaration of Helsinki and has been approved by the Ethics Committee of the Chinese People's Liberation Army General Hospital.
A total of 89 features were adopted for prediction, including 4 basic indicators (gender, age, height, weight), 74 laboratory indicators (from blood gas, blood general form, carbohydrates and related substances, enzymes and other related substances, general urine test, lipids and their related substances, low molecular nitrogen compounds, pigments and related substances, protein and gelatin reaction and the electrolyte), 11 indicators from examination reports (Electrocardiogram (ECG) reports, Echocardiography reports ect., each indicates whether a patient has a certain type of symptoms, e.g., atrial fibrillation).
Each hospitalization is represented by 89 features extracted and preprocessed by the following steps:
• First measurement extraction. The aim of this step is to predict renal dysfunction at the very beginning of hospitalization, so only the first value of each item is used. If there are multiple duplicate values, the first one is selected. Some examinations in the outpatient clinic before hospitalization are taken into consideration if the gap between examination and hospitalization is less than 7 days. For example, single hospitalization may include 6 blood test results in total, but only the first result is taken. If there is a blood test three days prior to the hospitalization, we would take that one, instead of the first one during hospitalization.
• Handling missing value. For the missing features, a value of 0 was given to get the best performance after comparing several commonly used methods.
• Normalization. All the features are normalized by
where x ij is the value of the ith feature of the jth sample, x i is the vector composed by ith feature of all the samples,x i is the mean value of x i , std(x i ) is the standard deviation of x i .
B. DWNN
In this paper, we present a novel architecture for deep neural networks named deep and wide neural networks (DWNN). Like other deep neural networks, DWNN is an end-to-end deep neural network model. Figure 1 presents the architecture of the whole Multi-task DWNN. The main improvement of DWNN focuses on the shared layer in the figure. The features extracted from EHR are fed into the DWNN as the input. As shown in the figure, the architecture is different from the conventional DNN. Similar to the conventional DNN, there are 4 hidden layers (labeled as hl,h2,h3,h4) in the DWNN.
The main difference is that all the neurons in the input layer and all the hidden layers are concatenated in the wide layer. The wide layer is the input of the subsequent fully connected layers. The fully connected layers and output layer is similar to the conventional DNN. As shown in Figure 1 , compared to conventional DNN, we add a wide layer containing all the information in the input layer and all the hidden layers. Through the wide layer, direct connections (shortcuts) between all the hidden layers and fully connected layers are built (marked in orange in Figure 1 ). Such direct connections shorten the distance between the output layer and all the intermediate layers. Take h2 for example, without the shortcuts, the only pathway from h2 to output is h2-h3-h4-full-output, which takes 4 steps. Shortcuts lead to 2 shortened pathways from h2 to output: one is h2-full-output; the other is h2-h3-full-output, which take 2 and 3 steps, respectively. The shortcuts tend to alleviate the vanishinggradient problem, strengthen information propagation in both feed forward and back propagation procedure of the whole neural network.
In the training phase, the shortcuts could enhance the gradient back propagation. In the test phase, the wide layer contains information of all the forward layers with different depths (input, h1, h2, h3, h4). That is why the architecture adjustment is capable of improving the performance of conventional DNN.
C. MULTITASK NEURAL NETWORKS
With a focus on the prediction of renal dysfunction, this paper is aimed at the main task of predicting the occurrence of renal dysfunction during hospitalization. Although the prediction of only one complication is included, prediction of mortality and intubation have been adopted as auxiliary tasks (AT) to improve the performance, as they are the most commonly used outcomes of HF patient in hospitals.
The architecture of multi-task networks is shown in Figure 1 . The input layer and all the hidden layers are shared layers, while the output layer is a specific layer for different tasks.
For multi-task neural networks, the whole network is trained simultaneously. As we know, the training procedure is supervised learning, so multi-task training leads to more supervision, which leads to more general representation of the data. Generally speaking, multi-task mechanism results in better performance and improves generalization ability.
D. MULTITASK DWNN AND ITS IMPLEMENTATION DETAILS
In this paper, to build a model for renal dysfunction prediction, the DWNN was modified for multi-task learning.
The input layer, hidden layers, the wide layer, and the fully connected layer of DWNN are all shared layers. Specifically, the input layer includes 89 neurons, each corresponding to 1 feature. The 4 hidden layers are with dense connections, and each layer includes 512 neurons. Each hidden layer is composed of dense connections, batch normalization, 'relu' activation, and dropouts. The dropout rate was set to 0.65. In the wide layer, the input layer and all the hidden layers are concatenated together and fed into the fully connected layers. The fully connected layer including 1024 neurons with the dropout rate of 0.65, but the activation is changed to 'sigmoid'.
The output layer of DWNN is changed to 3 independent softmax layers, corresponding to one main prediction task: renal dysfunction, and 2 auxiliary tasks: morality and intubation. For example, for the renal dysfunction task, the result should be positive if the patient was diagnosed with renal dysfunction during hospitalization. Conversely, the result should be negative if the patient was not diagnosed with renal dysfunction during the hospitalization. The codes of building the neural networks are available at https://github.com/yzjba/dwnn.
The network is trained using Adam, an efficient stochastic gradient-based optimizer [32] . The batch size is set to 1024.
IV. RESULTS

A. MEASUREMENTS
To measure the performance of the proposed method for complications prediction, sensitivity (Sen), specificity (Spec), Detection Rate (DR), False Alarm Rate (FAR) and accuracy (Acc) are calculated, which are defined as:
in which TP (True Positive) is the number of positive samples that are recognized as positive; FN (False Negative) is the number of positive samples that are recognized as negative; TN (True Negative) is the number of negative samples that are recognized as negative; FP (False Positive) is the number of negative samples that are recognized as positive. In general, a good detection method will minimize the FAR while maximize all the other 4 performance metrics.
B. REFERENCE MODELS
For comparison, we also tested Logistic Regression (LR), Random Forest (RF), Multi-task DNN (MT-DNN), and Single task DWNN (ST-DWNN) on the same dataset. LR is the most commonly used statistical analysis model in medical community. RF is one of the most commonly used machine learning models. MT-DNN is adopted as reference model to show the effectiveness of the proposed DWNN architecture. ST-DWNN is adopted as reference model to show the effectiveness of multi-task learning.
In the MT-DNN, the wide layer and the direct connections are removed. The input layer, hidden layers, fully connected layer, and output layer are the same as MT-DWNN. The hidden layer h4 is directly connected to the first fully connected layer. The output tasks are renal dysfunction and auxiliary task prediction, respectively.
In the ST-DWNN, the input layer, hidden layers, wide layer, and fully connected layer are the same as MT-DWNN. No auxiliary task was added. The only task is renal dysfunction prediction. used as testing set (13,997 admissions) . All the parameters were determined by 3-fold cross-validation on training dataset. And the performance was tested on testing dataset.
All the experiments were run on a desktop with 4-core Intel(R) Core(TM) processor of 3.20 GHz, 8GB RAM. Training on 21,104 samples took 148.95s. Testing on 13,997 samples took 2.14s.
There are two important parameters in MT-DWNN. The first one is width (number of neurons per hidden layer) of the hidden layers and the second one is dropout rate.Differdent values have been tried for the two parameters.
A quantitative measurement of detection model is Area Under Curve (AUC), which is defined as ratio of area under the Receiver Operating Characteristic (ROC) curve. Generally, the larger the AUC is, the better performance the detector gets. Figure 2 lists the AUCs of MT-DWNN with different width, where dropout rate is fixed to 0.65. As shown in the table, DenseDNN with 512 neurons per hidden layer perform the best. The median AUC is 0.9455. Figure 3 lists AUCs of MT-DWNN with different dropout rates, with width being fixed to 512. It can be found that MT-DWNN with a dropout rate of 0.65 gives the highest AUC of 0.9457. In the following tests, 512 is selected as the width, and 0.65 is selected as the dropout rate. 
D. MT-DWNN VS ST-DWNN
To show the effectiveness of multi-task learning, we compare MT-DWNN with single task networks (ST-DWNN).
ROC curves of MT-DWNN, ST-DWNN for renal dysfunction prediction are given in Figure 4 . To facilitate the comparison, only the top-left part (the most important part) of the ROCs was shown. For each curve, with the increasing false alarm rate, the detect rate of the detectors rises up. It is found that, for most cases, the ROC curve of MT-DWNN is higher than that of the ST-DWNN, with a significant margin. As shown in Figure 4 , the AUC of MT-DWNN is 0.9393 while the AUC of ST-DWNN is 0.9370. Repeated statistics of AUC shows that there is a significant difference between the groups of MT-DWNN and ST-DWNN (p<0.001, shown in Table 1 ).
According to the ROC curves and their AUCs, we concluded that, for the renal dysfunction prediction, the multi-task learning improves the performance significantly. Multi-task learning mechanism is very helpful for the complication prediction task.
E. MT-DWNN VS MT-DNN
To show the effectiveness of the DWNN architecture, we compared MT-DWNN with MT-DNN. As mentioned above, MT-DNN is a commonly used multi-task deep neural network.
ROC curves of MT-DWNN, and MT-DNN for renal dysfunction prediction are given in Figure 5 . It is found that, for most cases, the ROC curve of MT-DWNN is higher than that of MT-DNN with a significant margin. The AUC of MT-DWNN for renal dysfunction prediction is 0.9393, while the AUC of MT-DNN is 0.9343. Repeated statistics of AUC shows that there is a significant difference between the groups of MT-DWNN and MT-DNN (p<0.001, shown in Table 1 ). According to the ROC curves and their AUCs, we conclude that, for renal prediction, the DWNN architecture improves the performance. Adding direct connections improves the complication prediction performance.
F. MT-DWNN VS CONVENTIONAL METHODS
To further show the effectiveness of the MT-DWNN architecture, we compared MT-DWNN with two conventional machine learning methods, LR and RF. Both are the most commonly used machine learning models in the medical community.
ROC curves of MT-DWNN, LR, and RF for renal dysfunction prediction are given in Figure 6 . We find that, the ROC curve of MT-DWNN is always higher than that of LR and RF. The AUC of MT-DWNN for renal dysfunction prediction is 0.9393, the AUC of RF is 0.9360, while the AUC of LR is 0.9233. Repeated statistics of AUC shows that there was a significant difference between the groups of MT-DWNN and LR, and that of MT-DWNN and RF (p<0.001, shown in Table 1 ).
According to the ROC curves and their AUCs, we concluded that, for renal dysfunction prediction, the MT-DWNN architecture improves the performance significantly than conventional machine learning methods. The proposed model improves the complication prediction performance. The Spec, Sen, and AUCs of all the models for renal dysfunction prediction are listed in Table 1 . 5 specificity values are selected as reference, which are 0.95, 0.90,0.85, 0.80, and 0.75. We can figure out that the proposed MT-DWNN achieves the largest sensitivity on 3 specificities and ST-DWNN and RF get 1 largest specificity. The AUC of MT-DWNN is 0.9393, which is larger than that of all the other models. The comparison shows that the proposed MT-DWNN is capable of predicting renal dysfunction in heart failure patients more effectively.
G. AUXILIARY TASK ANALYSIS
To check the contributions of the auxiliary tasks, we train the DWNN with different auxiliary tasks. The AUCs of different models are listed in Table 2 . As shown in the table, the following conclusions can be reached:
Models with auxiliary tasks perform better than model without auxiliary tasks. The AUCs of DWNN with any kind and number outperform that of DWNN without auxiliary task significantly (p < 0.01 or p < 0.01).
Compared to the results of model with one auxiliary task, we find that the model with mortality as auxiliary task performs similar to the model with intubation as auxiliary task. Through checking the relationship between the main task and both ATs, it is found 22.72% patients with renal dysfunction died in hospital, and 17.55% received intubation treatment. The correlation between renal dysfunction and mortality is similar to that between renal dysfunction and intubation.
Model with both auxiliary tasks obtians the best performance, which is significantly better than DWNN without AT (p < 0.05), but not significant compared to DWNN with one AT (p > 0.05). Generally, model with more auxiliary tasks means more information is fed into the training procedure, hance resulting in better performance.
V. DISCUSSIONS
As shown in Figure 4 , MT-DWNN outperforms ST-DWNN, the single-task baseline, on the prediction task. From Table 1 , we can also figure out that, multi-task models, regardless of the type (mortality or intubation) and number (one or two) of auxiliary tasks, outperform ST-DWNN. Furthermore, auxiliary task selection is important for multi-task learning. The auxiliary task more relevant to the main task tends to get improved performance than the auxiliary task less relevant to the main task. Multi-task neural networks are a natural fit for complication risk prediction [20] , [33] . Auxiliary tasks would be helpful even though the main aim is single task prediction. Herein, the training procedure of MT-DWNN takes all the information from all the 3 tasks (renal dysfunction, mortality, and intubation) into consideration, which leads to improved performance and better generalization ability. Figure 5 and Table 1 showed that MT-DWNN achieved improved prediction performance compared to MT-DNN, thus proving the benefits of the DWNN architecture. The proposed DWNN jointly learns from information across all the layers. The shortcuts across the hidden and wide layers strengthen information propagation in both feed forward and back propagation procedures of the whole neural network, making the training and predicting procedure more effective.
In summary, it is found that the multi-task learning mechanism and the DWNN network architecture improve the performance for renal dysfunction prediction. But the improvement is limited. The main disadvantage is that, the architecture cannot capture the dynamically changing trend of the items in EHR. Further work would include readjusting the architecture of DWNN and changing the data representation for hospitalizations to capture the changing trend of items in EHR.
VI. CONCLUSION
In this paper, we proposed a multi-task deep and wide neural network to predict renal dysfunction in HF patients. It provides a basis for clinicians to timely individualize the risk of the renal function worsening in patients with HF so as to intervene early to avoid catastrophic consequences. The main task is to predict the occurrence of renal dysfunction during hospitalization. The model was tested on a dataset containing 25,514 heart failure patients during January 2001 to August 2018. The experimental results show that the proposed MT-DWNN model achieves better prediction performance than conventional models. By analyzing the results, it is found that the multi-task learning mechanism and the DWNN network architecture improve the performance for renal dysfunction prediction. Moreover, it is also found that the auxiliary task tends to obtain improved performance if it is more relevant to the main task. Future work will include incorporating more information in EHR into our framework and improving the architecture of the DNN, aiming to further improve the prediction performance.
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