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Abstract
In this paper, we consider the planar two-center problem: Given a set S of n points in the
plane, the goal is to find two smallest congruent disks whose union contains all points of S. We
present an O(n log n)-time algorithm for the planar two-center problem. This matches the best
known lower bound of Ω(n log n) as well as improving the previously best known algorithms
which takes O(n log2 n) time.
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1 Introduction
In this paper, we present an optimal algorithm for finding two smallest congruent disks whose union
contains all input points. This problem is a special case of the k-center problem. Given a set S of n
points in the plane, the planar k-center problem asks for k smallest congruent disks whose union
contains S. The k-center problem is NP-hard if k is given as a part of the input. The best known
algorithm for the k-center problem takes nO(
√
k) time [16]. For the special case that k = 1, the
1-center problem can be solved in O(n) time for any fixed dimension [20].
Lots of researchers have considered the planar 2-center problem after an optimal algorithm
for the 1-center problem was presented. The first published result on the two-center problem was
presented in 1991 by Hershberger and Suri [1], but they considered the decision version only. Agarwal
and Sharir [3] presented an O(n2 log8 n)-time algorithm for the two-center problem by using the
parametric search technique introduced by Meggido [19]. Later, the running time was improved
several times [11, 17, 18]. A major breakthrough was achieved by Sharir [23] by presenting an
O(n log9 n)-time algorithm for the two-center problem, which is the first subquadratic-time algorithm
for this problem. Later, it was improved by Eppstein [12] and by Chan [6] in 1999. Since then, no
progress has been made for over two decades until Wang presented an O(n log2 n)-time algorithm [25].
Prior to our work, this is the best known algorithm for the two-center problem. Eppstein [12] showed
that any deterministic algorithm requires Ω(n log n) time in the algebraic model of computation,
and thus a natural open problem raised by this result is to close the gap between the O(n log2 n)
upper bound and the Ω(n log n) lower bound.
Lots of variants of the two-center problem also have been considered [4, 2, 5, 9, 14, 21, 22, 26]. In
the case that the centers of disks are restricted to lie on input points, the two-center problem can be
solved in O(n4/3 log5 n) time [4]. In the case that there are ` outliers which are allowed to lie outside
of the disks, the problem can be solved in O(n`7 log3 n) expected time. In addition to them, the
case that there are obstacles in the plane [14, 21, 22], the case that input points are paired [5, 26],
and the case that points are moving [9] also have been studied.
Preliminaries. Let S be a set of n points in the plane. To make the description easier, we assume
the general position assumption that no four points of S lie on the same circle. Let D∗1 and D∗2
denote two smallest congruent disks whose union contains S. Let c∗1 and c∗2 be the centers of D∗1 and
D∗2, respectively, and let r∗ be the radius of D∗1 (and D∗2). We call (D∗1, D∗2) an (optimal) two-disk
of S, and (c∗1, c∗2) an (optimal) two-center of S.
The circular hull is a generalization of the convex hull. For a value r > 0, the r-circular hull of a
point set Q is defined as the intersection of all disks of radius r containing Q. For a fixed r, once
the points of Q are sorted along the x-axis, the r-circular hull can be computed in linear time [25].
We use αr(Q) (or simply α(Q) if it is understood in the context) to denote the r-circular hull of a
point set Q. See Figure 2(a). For a point set Q, we use ∂Q to denote the boundary of Q. For two
points p and q in the plane, we use pq to denote the line segment connecting p and q, and we use
|pq| to denote the Euclidean distance between p and q.
To improve the readability, we defer some of the proofs to the appendices.
1.1 Techniques Used in Previous Algorithms
We briefly introduce techniques used in the previous algorithms as we also use them.
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Figure 1: (a) Illustration for the distant case. If the angle θ between the line containing the two centers and
the x-axis is at most pi/180, we can find two vertical lines `1 and `2 such that c∗1 lies to the left of `1, p1 and
p2 lies between `1 and `2, and c∗2 lies to the right of `2. (b) Illustration for the nearby case. We can find a set
of points in the plane one of which is contained in the intersection between D∗1 and D∗2 .
Parametric search. All deterministic algorithms for the two-center problem mentioned above
use a parametric search technique, which was proposed by Megiddo [19] and improved by Cole [8].
Given parallel and sequential decision algorithms for an optimization problem, the parametric search
transforms them into an O(TsTp logP +PTp)-time algorithm for computing the optimal solution [19],
where Ts and Tp are the running times of the sequential and parallel decision algorithms, respectively,
and P is the number of processors used in the parallel decision algorithm. Cole [8] presented an
improved parametric search technique that achieves running time of O(Ts(Tp + log n) + PTp) if the
parallel decision algorithm satisfies the bounded fan-in/fan-out property. However, if the parallel
decision algorithm uses sorting, then Cole’s parametric search uses the AKS sorting network which
involves an enormous constant. The O(n log2 n)-time algorithm for the two-center problem [12, 25]
uses sorting in the parallel decision algorithm, and thus the running time has a enormous constant.
Separate cases. A key idea to obtain a near-linear time algorithm in [23] is to break the problem
into two cases with respect to the distance between the two centers: r∗ ≤ |c∗1c∗2| or r∗ > |c∗1c∗2|. We
call the first case the distant case, and the second one the nearby case. See Figure 1. The algorithm
computes an optimal two-center assuming it belongs to the distant case, and then does this again
assuming it belongs to the nearby case. Then the algorithm returns the one with smaller radius.
An advantage of considering two cases separately is the following. For the distant case, one can
find a constant number of lines one of which separates c∗1 and D∗2 \D∗1. Let `1 be such a line. See
Figure 1(a). Then the set S1 of the points of S contained in a halfplane bounded by `1 is contained
in D∗1. Moreover, a point of S1 lies on the boundary of D∗1. Using this property, for a fixed r, one
can move a disk D1 of radius r along the boundary of the r-circular hull of S1, and check if the
points of S not contained in D1 can be contained in a disk of radius of r. In this way, one can design
a near-linear time decision algorithm for the distant case. For the nearby case, one can find a point
o contained in D∗1 ∩D∗2. Then S is separated into two parts with respect to o, one contained in D∗1
and one contained in D∗2. See Figure 1(b). Using this, one can sort the points in S around o, and
use a technique similar to a monotone matrix search to obtain a near-linear time decision algorithm.
Prior to our work, the best known algorithm for the distant case due to Eppstein [12] takes
O(n log2 n) time, and the best known algorithm for the nearby case due to Wang [25] takes
O(n log n log logn) time.1 Therefore, the running time of the overall algorithm is O(n log2 n).
1Very recently, Choi and Ahn [7] claimed that they improved the running time of Wang’s algorithm for the nearby
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Preprocessing for a decision algorithm. Recall that Cole’s parametric search transforms
sequential and parallel decision algorithms into an O(Ts(Tp + log n) + PTp)-time algorithm for the
optimization problem. Since the running time contains Ts log n as a term, we need a linear-time
sequential decision algorithm to obtain an O(n log n)-time algorithm for the two-center problem if
we use Cole’s parametric search. However, Eppstein [12] showed that any deterministic decision
algorithm for the two-center problem takes Ω(n log n) time.
A key observation by Wang [25] for resolving this difficulty is that the Ω(n log n) lower bound
for the decision problem comes from sorting the input points in a specific order not depending on
the radius. More specifically, the decision algorithm by Sharir [23] maintains the circular hull of
a point set Q which changes dynamically under insertions and deletions. Wang [25] observed that
points of S are inserted to Q in clockwise order around the origin, and points of S are deleted from
Q in counterclockwise order around the origin. That is, the order of insertions (and deletions) does
not depend on the input radius. Using this, he showed that the circular hull can be maintained in
O(1) amortized time per update in this case, which leads to a linear-time decision algorithm for the
nearby case. By combining this with his new parallel decision algorithm, he obtained an algorithm
for the nearby case running in O(n log n log log n) time.
1.2 Our Result
In this paper, we present an O(n log n)-time algorithm for the two-center problem, which closes a
long-standing open problem. Our improvement is two-fold: a linear-time decision algorithm for the
distant case, and parallel decision algorithms for the distant and nearby cases running in O(log n)
parallel steps using O(n) processors.
Sequential decision algorithm: Separate subcases for the distant case. We present a
linear-time decision algorithm for the distant case with O(n log n)-time preprocessing. The decision
algorithm by Eppstein [12] for the distant case maintains the circular hull of a point set which
changes dynamically under insertions and deletions. However, differently from the nearby case, the
sequence of insertions (and deletions) depends on the input radius in the distant case, and thus the
circular hull maintenance algorithm by Wang [25] cannot be used for this case.
We achieve a linear-time algorithm for the distant case by considering two subcases for the
distant case separately. For the distant case, we find two sets S1 and S2 such that Si ⊂ D∗i and a
point of Si lies on the boundary of D∗i for i = 1, 2 by slightly modifying the algorithm by Sharir [23].
Let si be a point of Si lying on the boundary of D∗i . We consider two subcases with respect to the
antipodal points xi of si on ∂D∗i : the case that x1 ∈ D∗2 and x2 ∈ D∗1, and the case that x1 /∈ D∗2 or
x2 /∈ D∗1. For illustration, see Figure 3(b–c).
For Subcase 1, we find a point contained in D∗1 ∩D∗2 in O(n log n) time. Since the linear-time
decision algorithm by Wang [25] works if a point contained in D∗1 ∩ D∗2 is given, we can use his
linear-time decision algorithm for Subcase 1. For Subcase 2, we reduce the problem to the problem
of maintaining circular hulls of a point set changing dynamically under insertions such that points of
S are inserted to the set in counterclockwise order around a specific point not depending on the
radius. Therefore, after sorting the points of S in clockwise order around the point, we can decide if
the input radius is at most r∗ in linear time.
case to O(n logn) time. Their manuscript consists two parts: the first part (Section 3.1 of [7]) is a weaker version
of Section 3 of this submission, and the second part (Sections 3.2 and 3.3 of [7]) is similar to Section 5.2 of this
submission. We would like to mention that we use Section 3 not only for the nearby case but also for the distant case.
3
Parallel algorithms: Combinatorial structures of circular hulls. We present parallel de-
cision algorithms for the distant and nearby cases running in O(log n) parallel steps using O(n)
processors. Both algorithms are based on the following observation: given a sequence S of points
sorted in clockwise order around the origin, the combinatorial structures of the r∗-circular hulls
of S[i] for all integers i with 1 ≤ i ≤ n can be computed in O(n log n) time without computing r∗
explicitly, where S[i] denotes the sequence consisting of the first i points of S. Here, we represent
the combinatorial structures of the r∗-circular hulls as persistent search trees [10] so that we can
access the combinatorial structure of each circular hull in O(log n) time.
Using this algorithm, we parallelize our sequential algorithm for the distant case, and we improve
the running time of the parallel decision algorithm by Wang [25] for the nearby case. These parallel
decision algorithms together with the sequential decision algorithms lead to an O(n log n)-time
algorithm for the two-center problem due to Cole’s parametric search technique. The parallel
decision algorithm by Epstein [12] for the distant case has the same time complexity as ours.
However, the parallelization of his algorithm involves sorting, and thus Coles’ parametric search uses
AKS sorting networks. Our parallelization involves only independent binary searches, which is also a
merit of our algorithm.
2 Decision Algorithm for the Distant Case
In this section, we present a linear-time algorithm for checking if a given value r is at most r∗. If
r ≥ r∗, we also return two disks of radius r containing all points of S. Without loss of generality,
we assume that c∗1 lies to the left of c∗2. Imagine that we rotate the coordinate axes by pi/180 for
j = 0, 1, . . . , 360 so that the two centers are almost horizontal in one of the orientations. More
precisely, in one of the orientations, we have cos(θ) > 0.99, where θ > 0 denotes the angle between
the x-axis and the line containing the two centers. See Figure 1(a). Since the number of orientations
is O(1), we may assume cos(θ) > 0.99.
Sharir [23] gave a simplified version of the following lemma, but the following lemma can also be
proved similarly to the simplified version.
Lemma 1 ([23]). If an optimal two-center belongs to the distant case, we can find a set of O(1)
pairs of vertical lines containing a pair (`1, `2) in O(n log n) time such that all points of S lying to
the left of `1 (and the right of `2) are contained in D∗1 (and D∗2), and a point of S lying to the left of
`1 (and the right of `2) lies on the boundary of D∗1 (and D∗2).
Due to Lemma 1, we may assume that we have two vertical lines `1 and `2 satisfying the property
mentioned above. Let S1 be the set of points of S lying to the left of `1, and let S2 be the set of
points of S lying to the right of `2. Note that for any radius r ≥ r∗, there are two congruent disks
D1 and D2 of radius r such that Di contains Si, and the boundary of Di contains a point of Si for
i = 1, 2. We call a pair of such disks a feasible two-disk of radius r. In this case, Di is tangent to the
r-circular hull α(Si) of Si for i = 1, 2. We use si to denote a point of Si lying on the boundary of Di.
Difficulty in improving the algorithm by Eppstein [12]. The O(n log n)-time decision algo-
rithm by Eppstein works as follows. Imagine that we move a disk D along the boundary of α(S1) so
that D contains S1, and D is tangent to α(S1). As D moves, the boundary of D crosses each point
of S at most twice. The algorithm sorts the points in S with respect to these crossings. That is, it
keeps track of the points of S not contained in D as D moves along the boundary of α(S1). Then it
suffices to check if the r-circular hull of the points of S not contained in D exists, which can be done
in O(n log n) in total using the algorithm by Suri and Hershberger [15].
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Figure 2: (a) The r-circular hull of a set of points is the intersection of all disks of radius r containing the
set. (b) The r-coverage of a set of points is the union of all disks of radius r containing the set. Here, D2r(v)
denotes the disk of radius 2r centered at v.
A difficulty in improving this algorithm lies in the fact that the sorted list of points of S that
Eppstein’s algorithm computes depends on the radius r. This does not happen in the nearby case.
In the nearby case, Wang’s linear-time decision algorithm also maintains the r-circular hull of a
point set dynamically changing under insertions and deletions, but in this case, the sequence of
insertions (and the sequence of deletions) does not depend on the input radius r. Once the points
are sorted in advance, the decision problem can be solved in linear time [25]. However, in the distant
case, it seems nontrivial to avoid sorting for each execution of a decision algorithm.
We resolve this issue by breaking the distant case into two subcases. For the first subcase, we
can find a point o such that, for any value r, there is a feasible two-disk (D1, D2) of radius r with
o ∈ D1 ∩D2. In this case, we can apply Wang’s linear-time algorithm for the nearby case because it
works if such a point is given as mentioned in [25]. For the second subcase, we can solve the decision
problem in linear time if the points of S are sorted in a specific order which does not depend on r.
3 Figures
3.1 Two Subcases for the Distant Case
For a point set Q and a radius r, we call the union of all disks of radius r containing Q the r-coverage
of Q. See Figure 2(b). Note that no point lying outside of the r-coverage of Si is contained in Di for
any feasible two-disk (D1, D2). We use CRi(r) to denote the r-coverage of Si for i = 1, 2. If it is
understood in the context, we use CRi instead of CRi(r). The r-coverage has the following properties.
A proof of the following lemma can be found in Section A.2 in the appendices.
Lemma 2. For a point set Q in the plane and a radius r, the following hold:
1. ∂CRr(Q) consists of circular arcs of radius r and radius 2r. Moreover, circular arcs of radius
r and radius 2r alternate on the boundary of CR(Q).
2. CRr(Q) is convex.
3. CRr(Q) can be computed in time linear in its complexity if αr(Q) is given.
If the union of CR1(r) and CR2(r) does not contain S, a feasible two-disk of radius r does not
exist. Thus we can decide if r ≥ r∗ immediately. Thus, we consider the case that the union of CR1
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Figure 3: (a) The disk D is a contact disk, and x is the contact point of D. The antipodal point of x on D
is s, which is contained in S1. (b) Subcase 1. Both x1 and x2 are contained in the intersection of D∗1 and D∗2 .
(c) Subcase 2. The point x1 is not contained in D∗2 .
and CR2 contains S. Clearly, D1 contains all points of S contained in CR1 \CR2, and D2 contains all
points of S contained in CR2 \ CR1. Therefore, it suffices to determine, for each point of S contained
in CR1 ∩CR2, which disk covers the point. We call the intersection between CR1 and CR2 the mutual
coverage (of S1 and S2).
For a feasible two-disk (D1, D2), note that Di is tangent to CRi and contains Si for i = 1, 2. We
call a disk D of radius r which is tangent to CRi and contains Si a contact disk. In this case, the
intersection between ∂D and ∂CRi contains a vertex of CRi. We call such a vertex the contact point
of D. If there are more than one such vertices, we choose an arbitrary one. See Figure 3(a). The
antipodal point of the contact point of D on ∂D is contained in Si.
Two subcases. Consider a feasible two-disk (D1, D2) of radius r belonging to the distant case. It
belongs to one of the following two cases. For illustration, see Figure 3(b–c).
1. The contact point of D1 (and D2) is contained in D2 (and D1).
2. The contact point of D1 (or D2) is not contained in D2 (or D1).
3.2 Computing a Feasible Two-Disk for Subcase 1
In this subsection, we present a linear-time decision algorithm for Subcase 1 with O(n log n)-
preprocessing time. To do this, we find a point o in O(n log n) time with o ∈ D∗1 ∩D∗2. Here, o is
not necessarily contained in S. By definition, the contact point of D∗1 is contained in D∗2, and the
contact point of D∗2 is contained in D∗1, and thus the intersection between D∗1 and D∗2 is not empty.
For any radius r ≥ r∗, there is a feasible two-disk (D1, D2) of radius r with o ∈ D1 ∩D2. Then we
can apply the linear-time decision algorithm for the nearby case by Wang [25] to Subcase 1.
Definition of o. Let (v1, v2) be a bichromatic farthest pair of S1 and S2, that is, (v1, v2) =
arg max{|ab| | (a, b) ∈ S1 × S2}. Let o is the midpoint of v1 and v2, and δ be the distance between o
and v1 (or v2). We can compute (v1, v2) and o in O(n log n) time using the algorithm in [24]. Note
that the disks of radius δ centered at v1 and centered at v2 touch each other at a single point, which
is o.
Our goal is show that o is contained in both D∗1 and D∗2. Here, we show that o is contained in
D∗1 only. It can be shown that D∗2 contains o analogously. Let c∗i be the center of D
∗
i , xi be the
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contact point of D∗i , and si be the antipodal point of xi on ∂D
∗
i for i = 1, 2. Recall that vi and si
are contained in Si ∩D∗i .
Lemma 3. The distance between v2 and c∗1 is at most
√
2δ2 + r∗2.
Proof. Recall that x1s1 is a diameter of D∗1. We first observe that |v2x1| ≤ 2r∗. Since (D∗1, D∗2)
belongs to Subcase 1, the contact point x1 of D∗1 and v2 is contained in D∗2, and |x1v2| ≤ 2r∗. Also,
we have |v2s1| ≤ 2δ because 2δ is the distance of a bichromatic farthest pair between S1 and S2, and
(v1, v2) ∈ S1 × S2. For any two points a and b in the plane, we use −→ab to denote the vector whose
tail is a and whose head is b. Then we have the following equalities:
‖−−→v2c∗1 −
−−→
x1c
∗
1‖ =
√
‖−−→v2c∗1‖2 + ‖
−−→
x1c
∗
1‖2 − 2
−−→
v2c
∗
1 ·
−−→
x1c
∗
1
‖−−→v2c∗1 +
−−→
x1c
∗
1‖ =
√
‖−−→v2c∗1‖2 + ‖
−−→
x1c
∗
1‖2 + 2
−−→
v2c
∗
1 ·
−−→
x1c
∗
1
‖−−→v2c∗1 −
−−→
x1c
∗
1‖2 + ‖
−−→
v2c
∗
1 +
−−→
x1c
∗
1‖2 = 2‖
−−→
v2c
∗
1‖2 + 2‖
−−→
x1c
∗
1‖2
= 2‖−−→v2c∗1‖2 + 2r∗2
At the beginning of this proof, we have shown that ‖−−→v2c∗1 −
−−→
x1c
∗
1‖ = ‖−−→v2x1‖ ≤ 2r∗, and
‖−−→v2c∗1 +
−−→
x1c
∗
1‖ = ‖
−−→
v2c
∗
1 +
−−→
c∗1s1‖ = ‖−−→v2s1‖ ≤ 2δ. Therefore, we have
‖−−→v2c∗1‖ ≤
√
2δ2 + r∗2,
and the lemma holds.
Since D∗1 contains v1, and |v2c∗1| is at most
√
2δ2 + r∗2 by the lemma stated above, the following
lemma implies that D∗1 contains o.
Lemma 4. Let D be a disk of radius r∗ containing v1 with |v2c| ≤
√
2δ2 + r∗2, where c is the center
of D. Then D contains o.
Proof. We have the following equalities:
‖−→v1c‖2 + ‖−→v2c‖2 = ‖−→v1o+−→oc‖2 + ‖−→v2o+−→oc‖2
= ‖−→v1o+−→oc‖2 + ‖ − −→v1o+−→oc‖2
= 2‖−→oc‖2 + 2‖−→v1o‖2
= 2‖−→oc‖2 + 2δ2
The first equality holds because −→v1c = −→v1o + −→oc and −→v2c = −→v2o + −→oc. The second equality holds
because o is the midpoint of v1 and v2. The last equality holds because δ is the distance between v1
and o by definition.
Moreover, notice that ‖−→v1c‖ ≤ r∗ since D contains v1, and ‖−→v2c‖ ≤
√
2δ2 + r∗2 by definition.
Therefore,
2||−→oc||2 ≤ r∗2 + (2δ2 + r∗2)− 2δ2 = 2r∗2,
and thus D contains o.
Therefore, the following lemma holds.
Lemma 5. We can compute a feasible two-disk belonging to Subcase 1 in linear time, if it exists,
after O(n log n)-time preprocessing.
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Figure 4: (a) We assume that ∂CR1∩D2 and the contact point of D1 lie in clockwise order along ∂CR1∩CR2.
Then all points of S lying below ` in the mutual coverage are contained in D1. (b) If a point s of S contained in
the mutual coverage lying below ` is contained in D2, then D2 contains s and x1, which makes a contradiction.
(c) D1 contains all points of S contained in the grey region.
3.3 Computing a Feasible Two-Disk for Subcase 2
In this subsection, we present a linear-time algorithm for computing a feasible two-disk of radius r
belonging to Subcase 2 after O(n log n)-time preprocessing.
Preprocessing. We sort the points in S in a specific order as follows. We choose an arbitrary
point of S1 and denote it by o1. Also, we choose an arbitrary point of S2 and denote it by o2. We
sort the points of S in counterclockwise order around o1, and sort the points of S in counterclockwise
order around o2. The two sorted lists can be computed in O(n log n) time, and they will be used in
the decision algorithm.
Specific feasible two-disk. Among all feasible two-disks of radius r, we specify one of them
which will be returned by our algorithm. Let (D1, D2) be a feasible two-disk belongs to Subcase 2.
Either the contact point of D1 is not contained in D2, or the contact point of D2 is not contained in
D1. Without loss of generality, assume that the contact point of D1 is not contained in D2. Also, we
consider the case that ∂CR1∩D2 and the contact point of D1 lie in clockwise order along ∂CR1∩CR2
only. See Figure 3(c). The other cases can be handled analogously. Among all feasible two-disks
satisfying properties mentioned above, let (D1, D2) be the one which minimizes the length of the
part of ∂CR1 ∩ CR2 lying between the contact point of D1 and the clockwise endpoint of ∂CR1 ∩D2.
Let c1 be the center of D1, and x1 be the contact point of D1.
A key observation for obtaining a linear-time decision algorithm is the following: the mutual
coverage of S1 and S2 is partitioned into two parts with respect to the line ` through o1 and x1
such that the points contained in one part of the mutual coverage are contained in D1. A proof
can be found in Section A.3. Notice that it is possible that a point of S contained in the other
part of the mutual coverage is contained in D1 \D2. See Figure 4(a). Let Sr = {s1, . . . , st} be the
sequence of the points of S contained in the mutual coverage sorted around o1 in counterclockwise
order with an integer t ≤ n. See Figure 4(c). Let k be the largest index such that D1 contains
{s1, . . . , sk}. The following lemma implies that no disk of radius r contains all points of S in
{s1, . . . , sk+1} ∪ (CR1 \ CR2).
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Lemma 6. The boundary of D1 contains two points of S contained in h−, where h− is the closed
halfplane lying below the line h containing x1 and c1. Moreover, D1 is a unique disk of radius r
containing all points of S in {s1, . . . , sk} ∪ (CR1 \ CR2) and containing two points on ∂D1 ∩ h−.
To check if there is a feasible two-disk belonging to Subcase 2, we first compute the index k, and
then compute a unique disk D1 of radius r containing all points of S in {s1, . . . , sk} ∪ (CR1 \ CR2)
and containing two points on ∂D1 ∩ h−. Then there is a feasible two-disk belonging to Subcase 2 if
and only if the minimum enclosing disk of the points of S lying outside of D1 has radius at most r.
The minimum enclosing disk of a set of points can be found in linear time [20].
Linear-time decision algorithm for computing D1. In the preprocessing phase, we have
computed the sequence S of the points of S sorted around o1 in counterclockwise order. Using this,
we compute a subsequence Sr of S consisting of the points of S contained in the mutual coverage in
O(n) time. Let Sr = 〈s1, s2, . . . , st〉 with t ≤ n.
We compute the largest index k such that a disk of radius r contains all points of S contained in
{s1, . . . , sk} ∪ (CR1 \ CR2) in linear time. One can do this by maintaining the circular hull of a point
set Q, which is initially set to CR1 \ CR2, dynamically changing under the insertion of points Sr in
order. However, we are not aware of a linear-time algorithm for maintaining the circular hull in this
case. Here, notice that we cannot Wang’s linear-time algorithm for maintaining the circular hull.
This is because Wang’s algorithm works only if, for a new point p inserted to the point set, the line
containing o1p separates p and the current circular hull. In our case, this property does not hold
because of the points of S contained in CR1 \ CR2.
To resolve this, we perform a binary search on [1, t] to compute the largest index k such that the
circular hull of points contained in {s1, . . . , sk} ∪ (CR1 \ CR2) exists without computing the circular
hulls of {s1, . . . , si} ∪ (CR1 \ CR2) for all indices i. The details can be found in Section A.5.
Lemma 7. We compute the largest index k such that a disk of radius r contains all points of S
contained in {s1, . . . , sk} ∪ (CR1 \ CR2) in linear time.
Now we compute the unique disk D1 of radius r containing all points of S in {s1, . . . , sk}∪ (CR1 \
CR2) and containing two points of S on ∂D1 ∩ h−. Let Q be the set of points of S contained in
{s1, . . . , sk} ∪ (CR1 \ CR2). Clearly, D1 is tangent to α(Q) and contains in α(Q). By Lemma 1, S1
and Q \ S1 are separated by a vertical line. Hence, α(Q) has exactly two circular arcs connecting S1
and Q \ S1. Moreover, the boundary of D1 contains the circular arc such that its clockwise endpoint
is contained in S1 and its counterclockwise endpoint is contained in Q \ S1 by Lemma 6. There is a
feasible two-disk belonging to Subcase 2 if and only if the minimum enclosing disk of the points of S
lying outside of D1 has radius at most r. We can check this in linear time, and therefore, we can
check if there is a feasible two-disk belonging to Subcase 2 in linear time in total.
Lemma 8. After O(n log n)-time processing, for any value r > 0, we can check if there is a feasible
two-disk of radius r in O(n) time.
4 Sketch of an Algorithm for Computing an Optimal Two-Disk
For any value r, we can decide if r ≥ r∗ in linear time due to the decision algorithm in Section 2
for the distant case and the decision algorithm in [25] for the nearby case. In this section, we give
a sketch of an algorithm for computing an optimal two-disk of S in O(n log n) time. As we did
for designing the linear-time decision algorithm, we consider Subcases 1 and 2 of the distant case,
and the nearby case separately with respect to an optimal two-disk (D∗1, D∗2). For each of them, we
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design a parallel decision algorithm running in O(log n) parallel steps using O(n) processors. This
leads to an O(n log n)-time algorithm for computing (D∗1, D∗2).
For Subcase 2, the sequential decision algorithm in Section 3.3 consists of three phases. The first
phase is to partition S into three sets, each contained in CR1 \ CR2, CR1 ∩ CR2, CR2 \ CR1. The
second phase is to maintain the circular hull of a point set changing dynamically under insertions.
The third phase is to compute a unique disk D1 containing a subset of S obtained from the second
phase and containing two of them on the boundary of D1. The first and third phases can be easily
parallelized, but the second phase seems inherently sequential. Thus we are required to design a new
parallel decision algorithm for the second phase.
For Subcase 1 and the nearby case, the sequential algorithm by Wang [25] seems inherently
sequential. This is because the sequential algorithm traverses a matrix along a monotone path
sequentially, and it maintains the circular hull of a set Q of points changing dynamically under
insertions and deletions. Chan [6] and Wang [25] resolved the first issue by subdividing the matrix into
smaller submatrices and considering them separately. They resolved the second issue by splitting the
sequence of updates into smaller subsequences and considering them separately in the preprocessing
phase. Then their parallel algorithms compute the circular hull of Q at any moment by merging the
circular hulls constructed for smaller subsequences. The O(log logn) factor in the number of parallel
steps of the algorithm by Wang [25] come from both parts. However, as we will see in Section 7, the
first part can be improved similarly to the second part.
In summary, the nontrivial part in designing parallel decision algorithms for the distant and
nearby cases is to maintain the circular hull of a point set Q changing dynamically under insertions
and deletions. Moreover, points are inserted to Q in counterclockwise order around a specific point,
say o, and points are deleted from Q in clockwise order around o. Thus we first describe how to
handle this nontrivial part in Section 5, and then present parallel decision algorithms for the distant
case in Section 6 and for the nearby case in Section 7.
5 Combinatorial Structure of Circular Hulls
Consider a sequence Q = 〈q1, . . . , qn〉 of points in the plane sorted in counterclockwise order around
a specific point, say o. For two integers i and j with 1 ≤ i < j ≤ n, let Q[i, j] = 〈qi, . . . , qj〉 denote
the subsequence of Q consisting of points lying between qi and qj . Also, we use Q[i, j), Q(i, j], and
Q(i, j) to denote Q[i, j − 1], Q[i− 1, j], and Q[i− 1, j − 1], respectively.
In this section, we show how to compute the combinatorial structures of αr∗(Q[1, i]) for all
indices i in O(n log n) time in total without computing r∗ explicitly. The combinatorial structure
of a circular hull is defined as a binary search tree of the vertices of the circular hull sorted in
clockwise order along the boundary of the circular hull. We represent the combinatorial structures
of αr∗(Q[1, i]) for all indices i using the persistent binary search tree [10] so that we can access the
circular hull for any index i quickly. Notice that we do not know r∗ yet, but we can check in linear
time if a given value r > 0 is at most r∗.
To do this, we subdivide Q into O(n/ log9 n) subsequences Q1, Q2, . . . , Qt such that each subse-
quence consists of O(log9 n) consecutive points in Q. For k ∈ [1, t], let ik be the index of the last
point of Qk. See Figure 5(a). In the following, we use α(Q) to denote αr∗(Q) for a point set Q. The
following lemma is given by Cole [8], which is a special case of Cole’s parametric search technique.
Lemma 9 ([8]). Suppose that a problem can be solved by P independent binary searches, each
on a set of m items, but each comparison takes Ts time. Then we can solve the problem in
O(Ts(logP + logm) + P (logP + logm)) time.
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Figure 5: (a) The integer ik is the index of the last point of Qk. (b) The disk containing x, y and a point
p ∈ Q on its boundary contains all points of Q if its center is contained in the Voronoi cell Cell(p) of FVD(Q).
(c) There are three cells Cell(p1), Cell(p2) and Cell(p3) incident to v by the general position assumption. The
ray ~ri starting from v going in the opposite direction of pi is contained in Cell(pi) for i = 1, 2, 3. Moreover,
there are at most three intersection points between ` and the rays.
Wang [25] presented a data structure so that, for any index i, the combinatorial structures of the
r∗-circular hull of Q[1, i] can be computed in O(log n log logn) parallel steps using O(n) processors.
In this section, we improve the number of parallel steps by a factor of O(log log n).
Key idea for the improvement. A key idea for the improvement is to compute the circular hulls
in three sequential steps so that each step can be done in O(log n) parallel steps with O(n) processors.
More specifically, in the first step, we compute the combinatorial structure of α(Qk) for each k ∈ [1, t].
Since the sets Qk are pairwise disjoint, we can deal with each index k independently. Moreover, the
size of Qk is O(log9 n), and thus we can compute the combinatorial structures efficiently. Wang [25]
showed that this can be done in O(n log n) time. We describe his algorithm for computing α(Qk)
for all k ∈ [1, t] in Section B.
In the second step, we compute the combinatorial structures of α(Q[1, ik]) for each k ∈ [1, t].
One might think that this part is inherently sequential because the sets Q[1, ik] are not pairwise
disjoint. However, we can handle each index k independently because each Qk contains at most two
points incident to new circular arcs not appearing on any α(Qk′) for k′ ∈ [1, t]. We can find the
points of Qk incident to new circular arcs by considering each index k independently. Then using
them, we can compute the other endpoints of the new circular arcs. This is the most nontrivial
part of the algorithm in this section. In the third step, we compute the combinatorial structures of
α(Q[1, i]) for all indices i ∈ [1, n]. This step is similar to the second step.
5.1 Combinatorial Structures of α(Q[1, ik]) for each k ∈ [1, t]
We have the combinatorial structures of α(Qk) for all indices k ∈ [1, t] due to Section B. In this
section, we compute the combinatorial structures of α(Q[1, ik]) for all k in O(n log n) time in total.
We compute the common tangents between α(Qk) and α(Q[1, ik−1]) independently for each index
k ∈ [1, t]. Notice that we do not have α(Q[1, ik−1]) yet, and thus we compute the common tangents
without using α(Q[1, ik−1]) explicitly.
We show how to compute the tangent γ whose clockwise endpoint lies on α(Q[1, ik−1]) only. The
other tangent can be handled analogously. Let q` and qr be the endpoints of γ such that q` lies
on the boundary of α(Qk) and qr lies on the boundary of α(Q[1, ik−1]). It suffices to compute q`
and qr. Here, there are two cases that γ does not exist: α(Q[1, ik−1]) contains α(Q[1, ik]) or α(Qk)
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Figure 6: (a) If no disk containing Q[1, ik] contains
_
pq on its boundary, then there are two points x ∈ ∂D \D′
and x′ ∈ ∂D′ \D. Moreover, x or x′ is contained in Q[1, ik−1]. Therefore, at most one of p and q lies on β`.
(b) All vertices of β` and βr, q`, qr, and o` are contained in the boundary of the convex hull of Q[1, ik]. (c) If
_
pq does not appear on α(Q[1, ik]) and ∂Dq contains a point x of Q[1, ik] other than q, then q, p and q` lie on
β in counterclockwise order.
contains α(Q[1, ik−1]). The first case can be detected while we compute q` and the second case can
be detected while we compute qr.
Outline. We perform a binary search on the circular arcs on α(Qk) to compute q`. For each step
of the binary search, we check if a circular arc of α(Qk) appears on α(Q[1, ik]). We can check this
without using α(Q[1, ik]) due to the following lemma. For this, we use the farthest-point Voronoi
diagram and the central decomposition of a tree. Details can be found in Section A.6.
Lemma 10. With O(n log n)-time preprocessing, for any index k ∈ [1, t] and any two points p and
q in Qk, we can compute the minimum enclosing disk D of Q[1, ik−1] ∪ {p, q} containing p and q on
its boundary in O(log2 n) time. Moreover, we can compute the point of Q[1, ik−1] lying on ∂D in
O(log2 n) time.
In this way, we can compute all q` for all indices k ∈ [1, t] by applying t independent binary
searches. Here, a tricky part comes from the fact that α(Qk) is a closed curve. Given two circular
arcs such that one of them appears on α(Q[1, ik]), we can easily decide which part of α(Q[1, ik])
with respect to the two circular arcs contains q`. However, a careful analysis is required in the case
that two circular arcs do not appear on α(Q[1, ik]).
We can compute qr similarly, but a difference is that we perform a binary search on the vertices
of the convex hull of Q[1, ik−1]. For each step of the binary search, we check if α(Q[1, ik]) contains
a circular arc connecting q` and a given vertex of the convex hull. We can check this similarly to
Lemma 10. In the following, we show how to compute q` and qr in more detail.
Search space. Let β` be the part of the boundary of the convex hull of Q[1, ik] whose vertices
are contained in Qk. Similarly, let βr be the part of the boundary of the convex hull of Q[1, ik]
whose vertices are contained in Q[1, ik−1]. See Figure 6(b). Note that q` is contained in β`, and qr
is contained in βr. To compute β` and βr for all indices k ∈ [1, t], we compute the convex hull of
Q incrementally in O(n log n) time and represent the convex hull as a balanced binary search tree.
While incrementally updating the convex hull, we record the changes on the balanced binary search
tree representing the convex hull using persistent data structures [10] in O(n log n) time in total.
Then we can access the convex hull of Q[1, it] for any index k ∈ [1, t] in O(log n) time. Also, for any
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index k ∈ [1, t], we can obtain β` and βr represented as binary search trees of height O(log n) in
O(log n) time.
Computing q`. Let Γ be the part of the boundary of α(Qk) whose vertices are contained in β`.
We compute q` by performing a binary search on Γ. We use
_
pq to denote a circular arc whose
counterclockwise endpoint is p and whose clockwise endpoint is q without specifying the radius. For
each step of the binary search, we are given a circular arc _pq of α(Qk), and we check if q` comes
before _pq along Γ from the clockwise endpoint of Γ. Let o` be the clockwise endpoint of Γ.
Lemma 11. An enclosing disk of Q[1, ik] containing
_
pq exists for any circular arc
_
pq of α(Qk).
Let D be the minimum enclosing disk of Q[1, ik] containing
_
pq. Also, let ∂Dp be the intersection
between the boundary of D and the halfplane bounded by the perpendicular bisector of pq and
containing p. Similarly, let ∂Dq be the intersection between the boundary of D and the halfplane
bounded by the perpendicular bisector of pq and containing q. Due to the following lemma, we can
check if q` comes before
_
pq along Γ from o` in O(log2 n) time.
Lemma 12. The following statements hold for any circular arc
_
pq of α(Qk).
(a) If
_
pq appears on α(Q[1, ik]), then q` comes before p from o` on Γ.
(b) If
_
pq does not appear on α(Q[1, ik]) and ∂Dp contains a point of Q[1, ik] other than p, then q`
comes after q from o` on Γ.
(c) If
_
pq does not appear on α(Q[1, ik]) and ∂Dq contains a point of Q[1, ik] other than q, then q`
comes before p from o` on Γ. For illustration, see Figure 6(c).
By Lemma 11, the circular arc _pq belongs to one of the three cases considered in Lemma 12. To
find the case where _pq belongs, we first compute the minimum enclosing disk D of Q[1, ik] containing
_
pq and the point of Q[1, ik] contained in ∂D in O(log2 n) time using Lemma 10. Then we can decide
where _pq belongs, and thus we can decide if q` lies before p or after q from o` on Γ. We can complete
the binary search in O(log3 n) time excluding the time for comparisons.
We do this independently for each index k ∈ [1, t]. The running time of this procedure excluding
the time for comparisons is O(t log3 n) = o(n). For comparisons, observe that the binary search for
each k is independent to the others, and thus, we can use Cole’s parametric search in Lemma 9. The
total number of binary searches is t = O(n/ log9 n), and each binary search is done on O(log9 n)
items. Also, each comparison can be done in O(n) time. Therefore, we can do all comparisons in
O(n log n) time, and thus we can compute q` for all indices k ∈ [1, t] in O(n log n) time in total.
Computing qr. Using q`, we compute qr for all indices k ∈ [1, t] as follows. We perform a binary
search on the vertices of βr. Here, a vertex of βr does not necessarily appear on the boundary of
α(Q[1, ik−1]). Let or be the counterclockwise endpoint of βr. For each step of the binary search, we
are given a vertex v of βr, and we decide if qr comes before v from or on βr. To do this, we observe
that the largest enclosing disk of Q[1, ik] containing
_
q`v has radius at most r∗ if and only if qr comes
before v from or on βr. We can compute the largest enclosing disk of βr containing
_
q`v in O(log2 n)
time by Corollary 25. Each binary step takes O(log2 n) time (excluding the time for comparison)
and does a single comparison, and thus the binary search takes O(log3 n) time (excluding the time
for comparisons) and O(log n) comparisons.
As we did for computing q`, we do this for all indices k ∈ [1, t]. The binary search for each index
is independent to the others, and thus, we can use Cole’s parametric search in Lemma 9. The time
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for applying the binary searches excluding the time for comparisons is O(t · log3 n) = o(n). The
total number of binary searches is t = O(n/ log9 n), and each binary search is done on O(n) items.
Therefore, the total time for comparisons is O(n log n) by Lemma 9, and we can compute qr for all
indices in O(n log n) time in total.
Combinatorial Structures of α(Q[1, ik]). We have computed two common tangents between
α(Qk) and α(Q[1, ik]), if they exist. However, it is possible that they do not exist. In this case,
α(Qk) contains α(Q[1, ik]), or α(Q[1, ik]) contains α(Qk). To check this, we consider two points q¯r
and q¯′r returned by the procedure for computing qr, one for the common tangent whose clockwise
endpoint lies on α([1, ik−1]) and one for the common tangent whose counterclockwise endpoint lies
on α([1, ik−1]). If q¯′r lies between q¯r and or, then no vertex of βr appears on α(Q[1, ik]). Hence,
α(Qk) contains α(Q[1, ik]). Similarly, we can check if α(Q[1, ik−1]) contains α(Q[1, ik]]).
Now we assume that the common tangents between α(Q[1, ik−1]) and α(Qk) exist. While we
compute the two common tangents, we obtained an interval (r1, r2] containing r∗ such that for
any value r ∈ (r1, r2], the combinatorial structures of α(Q[1, ik]) remains the same for any index
k ∈ [1, k]. Therefore, by computing the combinatorial structures of αr2(Q[1, ik]), we can compute
the combinatorial structures of α(Q[1, ik]). This takes O(n log n) time using persistent binary search
trees [10].
5.2 Combinatorial Structures of α(Q[1, i]) for all i.
Now we compute the combinatorial structures of α(Q[1, i]) for all i ∈ [1, n]. To do this, we observe
that Q[1, i] is the union of Q[1, ik] and Q(ik, i], where k is the index with ik < i ≤ ik+1. We already
have the combinatorial structure of the r∗-circular hull of Q[1, ik] for every k ∈ [1, t]. We show how
to compute the r∗-circular hulls of Q(ik, i] for all indices i ∈ [1, n].
Similarly to Lemma 10, we can construct a data structure on each Qk in O(|Qk| log |Qk|) time so
that given any two points p and q, and any integer j ∈ [1, log9 n], the minimum enclosing disk of the
first j points of Qk containing p and q on the boundary of the disk in O((log logn)2) time. We can
construct the data structure for all Qk in O(n log n) time in total. For each index i, we first compute
the combinatorial structure of α(Q(ik, i]), where k is the index with ik < i ≤ ik+1. To do this, it
suffices to compute the common tangents between {qi} and α(Q(ik, i)). As we did in Section 5.1, we
can compute the common tangents by performing a binary search on the boundary of the convex
hull of Q(ik, i). Each step of the binary search can be done in O((log log n)2) time and involves one
comparison. The number of steps of a binary search is O(log logn). Since the number of indices
i is n, we apply n independent binary searches, each on a set of log9 n items. Thus the time for
applying n binary searches excluding the comparisons is O(n(log logn)3) = o(n log n). By Lemma 9,
we can compute all common tangents in O(n log n) time in total (including the comparisons), and
thus we can compute the combinatorial structure of α(ik, i] for all i and k, using the persistent data
structures.
Then we merge the two circular hulls of Q[1, ik] and Q(ik, i] using the following lemma. Note
that since the two point sets are separated by a line, and thus we can merge the two circular hulls
by computing the common tangents between them.
Lemma 13 ([25, Lemma 2]). Given two disjoint circular hulls αL and αR represented as binary
search trees of height h, the common tangents between αL and αR can be computed in O(h) time.
Since we have the circular hulls represented as balanced binary search trees, we can compute their
tangents in O(log n) time using a single processor (for a fixed r). We do this for all integers i ∈ [1, n],
and thus we can do this in O(log n) parallel steps using n processors. Using Cole’s parametric
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search, we can compute all tangents for r∗ in O(n log n) time in total. Therefore, we can compute
the combinatorial structures of αr∗(Q[1, i]) for all indices i ∈ [1, n] in O(n log n) time using the
persistent data structures.
6 Optimization Algorithm for the Distant Case
Eppstein [12] presented a parallel decision algorithm for the distant case running in O(log n) parallel
steps using O(n) processors. By applying Cole’s parametric search technique [8] together with the
parallel decision algorithm and our linear-time decision algorithm, we can compute an optimal
two-disk in O(n log n) time. However, since his parallel decision algorithm uses sorting, Cole’s
parametric search in this case involves a large constant in the time complexity because of the AKS
sorting network.
In this section, we present a parallel decision algorithm for the distant case running in O(log n)
parallel steps using O(n) processors which does not use sorting networks. The overall structure of
the algorithm is similar to the structure of our sequential decision algorithm. It consists of three
phases, and all of them can be done in O(n log n) time. In the following, we use CR1 and CR2 to
denote CR1(r∗) and CR2(r∗). Also, we use α(Q) to denote αr∗(Q) for a point set Q.
Two subcases. Recall that we break the distant case into two subcases. For Subcase 1, we showed
that there is a point o contained in D∗1 and D∗2, and we can compute o in O(n log n) time. In
Section 7, we show that an optimal disk belonging to the nearby case can be found in O(n log n)
time, and this algorithm indeed works if we have a point o contained in D∗1 and D∗2. Therefore, we
can use the algorithm in Section 7 in this case.
For Subcase 2, we have already chosen two points o1 and o2 from S1 and S2, respectively, and we
have sorted the points in S in clockwise order around o1 (and o2). To make the description easier,
we assume that the contact point of D∗1 is not contained in D∗2. Also, we assume further that the
contact point of D∗1 comes after (∂CR1) ∩D∗2 on ∂CR1 ∩ CR2 in clockwise direction. The other cases
can be handled analogously.
Outline for Subcase 2. In the first phase, we partition S into three subsets contained in CR1\CR2,
CR1 ∩ CR2, and CR2 \ CR1, respectively, in O(n log n) time in total without computing r∗ explicitly.
Let Sr∗ = {s1, s2, . . . , st} be the sequence of points contained in CR1∩CR2 sorted in counterclockwise
order around o1.
In the second phase, we compute the largest index k such that the r∗-circular hull of the set
of points of S contained in {s1, . . . , sk} ∪ (CR1 \ CR2) exists. The sequential decision algorithm
described in Section 3.3 first computes the circular hulls of three sets dynamically changing under
insertions. We can compute the combinatorial structure of the r∗-circular hull of each dynamically
changing set in O(n log n) time in total due to the algorithm in Section 5. Then the sequential
decision algorithm uses a binary search to compute k. Differently from the sequential algorithm, we
construct a data structure in O(n log n) time so that we can access the combinatorial structures of
the r∗-circular hull of the union of the three dynamically changing sets at any moment in O(log n)
time using the approach in Section 5.1. We can compute the index k and the r∗-circular hull of the
set of points of S contained in {s1, . . . , sk} ∪ (CR1 \ CR2). Let γ is the circular arc such that its
clockwise endpoint is contained in S\S1 and the counterclockwise endpoint is contained in S1. Then
D∗1 contains γ on its boundary.
In the third phase, we compute all points of S contained in the disk of radius r∗ containing γ
without computing r∗ explicitly. Then we compute the minimum enclosing disk of the points of S
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contained in the disk and the minimum enclosing disk of the other points, we return the maximum of
them. Also, we return the pair consisting of the two minimum enclosing disks. Since we simulate the
behaviour of the decision algorithm in Section 3.2 on r∗, the radius and the pair of disks obtained
by this algorithm is r∗ and an optimal two-disk, respectively.
Since we simply use the algorithm in Section 5 in the second phase, we describe the first and
third phases only in the following.
6.1 Phase 1: Partition S into Three Subsets with respect to CR1 and CR2
We first compute the combinatorial structures of αr∗(S1) and αr∗(S2) in O(n log n) time in total
using the algorithm in Section 3.1. Then we observe that for any point z in the plane, z is contained
in CR1 if and only if the minimum enclosing disk of S1 ∪ {z} has radius at most r∗. To use
this property, we first compute the farthest-point Voronoi diagram of the vertices of αr∗(S1) in
O(n log n) time, and for each point s ∈ S, we find its farthest neighbor fs in α(S1) in O(log n)
time and we compute the minimum enclosing disk Ds of s, fs and two incident vertices with fs
on α(S1) in constant time. We do this for all points in S in O(n log n) time, and compute the set
R = {|sfs|/2 | s ∈ S} ∪ {the radius of Ds | s ∈ S}. By the property mentioned above, CR1(r) ∩ S
coincides with CR1(r∗)∩ S for the largest value r of R at most r∗. We perform a binary search on R
to find the largest value of R at most r∗. For each step of the binary search, we check if a value is at
most r∗ in O(n) time using the linear-time decision algorithm. In this way, we can find the largest
value r of R at most r∗ in O(n log n) time, and compute CR1 ∩ S = CR1(r) ∩ S in O(n log n) time
without computing CR1 explicitly. Similarly, we can find the set of points of S contained in CR2 in
O(n log n) time. By combining them, we can partition S into three subsets with respect to CR1 and
CR2.
6.2 Phase 3: Compute all points of S contained in the disk of containing γ
Recall that γ is a circular arc such that its counterclockwise endpoint, say p, is contained in Qω
and its clockwise endpoint, say q, is contained in Qω\S1. Without computing r∗ explicitly, we
compute all points of S contained in the disk D of radius r∗ containing γ on its boundary. To do
this, for each point s ∈ S ∩ CR1, we find the minimum radius rs of the circle Cs containing s and
p, q. Note that s is contained in D if and only if r∗ ≥ rs and γ is contained in the boundary Cs. Let
R′ = {rs | p, q, and s are in clockwise order.}.
As we did in Phase 1, we perform a binary search on R′ to find the largest value r′ in R′ at most
r∗ in O(n log n) time. Then we find all points of S contained in the disk D′ of radius r′ containing γ
on its boundary in O(n log n) time, and we can compute the radius of the minimum enclosing disk
of the points of S contained in D′, and the radius of the minimum enclosing disk of the points of S
not contained in D′ in O(n) time. Clearly, D′ contains all points of S contained in D. Therefore,
the radius returned by our algorithm is r∗.
Therefore, we have the following lemma.
Lemma 14. We can compute a two-center in O(n log n) time if it belongs to the distant case.
7 Optimization Algorithm for the Nearby Case
Wang [25] presented an O(n)-time decision algorithm in the case that the optimal solution belongs
to the nearby case. However, this decision algorithm does not lead to an optimal algorithm for
computing an optimal two-center because it seems inherently sequential. Instead, Wang presented a
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Figure 7: (a) For the optimal two disks (D∗1 , D∗2) and a point o ∈ D∗1 ∩D∗2 , there exists a pair of rays from o
which partitions the point set into two parts, one contained in D∗1 and one contained in D∗2 . (b) The x-axis
partitions S into S+ and S−. The point set S+ is sorted in counterclockwise order, and S− is sorted in
clockwise order.
parallel decision algorithm for the nearby case running in O(log n log logn) parallel steps using O(n)
processors with O(n log n)-time preprocessing. We improve his algorithm to run in O(log n) parallel
steps using O(n) processors after O(n log n)-time preprocessing. By combining our parallel decision
algorithm and Wang’s sequential decision algorithm, we can obtain an O(n log n)-time algorithm for
the nearby case.
Our algorithm is similar to Wang’s algorithm: we replace a part of Wang’s algorithm with the
algorithm in Section 5, and then modify his algorithm slightly. In the nearby case, we can find a
constant number of points in O(n log n) time one of which is contained in both D∗1 and D∗2. Let
o be a point contained in D∗1 and D∗2. Then there exists a pair of rays starting from o and going
towards the intersection points between ∂D∗1 and ∂D∗2. The x-axis or y-axis separates the two rays.
See Figure 7(a). We consider the case that the x-axis separates the two rays only. The other case
can be handled analogously.
Let S+ denote the sequence of points of S lying above the x-axis sorted in counterclockwise
order. Similarly, let S− denote the sequence of points of S lying below the x-axis sorted in clockwise
order. For two indices i and i′, let S+[i, i′] denote the subsequence of S+ lying between the ith point
and the i′th point of S+. Similarly, let S−[j, j′] denote the subsequence of S+ lying between the jth
point and the j′th point of S− for two indices j and j′. Also, for an integer i and j, let S[i, j] be the
union of S+[1, i] and S−[1, j]. See Figure 7(b).
Since we assume that the x-axis separates the two rays starting from o and going towards the
intersection points between the boundaries of D∗1 and D∗2, there is an index pair (i, j) such that
the minimum enclosing disk of S[i, j] has radius at most r∗, and the minimum enclosing disk of
S \ S[i, j] has radius at most r∗. Our goal is to find such an index pair. For this purpose, we define
two n× n matrices A and B such that A[i, j] is the radius of the minimum enclosing disk of S[i, j],
and B[i, j] is the radius of the minimum enclosing disk of S \ (S[i, j]) for 1 ≤ i, j ≤ n. Clearly,
r∗ = mini,j max{A[i, j], B[i, j]}.
7.1 Data Structure for Computing αr(S[i, j])
In the preprocessing step, we compute the combinatorial structures of αr∗(S+[1, i]) for all i ∈ [1, n]
represented as a persistent binary search tree so that given an index i, we can access in O(log n) time
the combinatorial structure of αr∗(S+[1, i]) represented as a binary search tree of height O(log n).
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Also, we do this for S−. They can be computed in O(n log n) time in total using the algorithm in
Section 5. The algorithm in Section 5 also returns an interval (r1, r2] containing r∗ such that, for
each i, the combinatorial structure of αr(S+[1, i]) (and αr(S−[1, i])) remains the same for all values
r ∈ (r1, r2].
For a fixed r ∈ (r1, r2] and two indices i and j, we can access the combinatorial structures of
αr(S
+[1, i]) and αr(S−[1, j]) in O(log n) time. Note that S[i, j] is the union of S+[1, i] and S−[1, j].
Therefore, we can compute αr(S[i, j]) in O(log n) time using a single processor by computing the
common tangents between the two circular hulls using Lemma 13. Therefore, we have the following
lemma.
Lemma 15. With O(n log n)-time processing, for any two integers i and j and a value r ∈ (r1, r2],
we can access the r-circular hull of S[i, j] represented as a binary search tree of height O(log n),
if it exists, in O(log n) time using a single processor, where (r1, r2] is the interval returned by the
preprocessing which contains r∗.
Corollary 16. With O(n log n)-time processing, for any two integers i and j, and a value r ∈ (r1, r2],
we can determine if A[i, j] (or B[i, j]) is at most r∗ in O(log n) time using a single processor, where
(r1, r2] is the interval returned by the preprocessing which contains r∗.
The following lemmas are given by Wang [25] and Chan [6].
Lemma 17 ([25, Lemma 3]). We can process S in O(n log n) time so that given any two integers i
and i′ with |i− i′| = O(log9 n), we can access the r-circular hull of S+[i, i′] (and S−[i, i′]) represented
as a binary search tree of height O(log log n), if it exists, in O((log log n)2) time using a single
processor.
Lemma 18 ([6]). We can process S in O(n log n) time so that given any two integers i and j, we
can compute A[i, j] (or B[i, j]) in O(log6 n) time.
7.2 Parallel Decision Algorithm
Let (r1, r2] be the interval returned by the preprocessing phase, which contains r∗. Given a value r,
we present a parallel algorithm for checking if r ≥ r∗. If r is not contained in (r1, r2], we can check if
r ≥ r∗ immediately. Thus we assume that r ∈ (r1, r2] in the following. To check if r ≥ r∗ efficiently,
we find the largest index j(i) for each integer j such that A[i(j), j] ≤ r. Recall that r ≥ r∗ if and
only if there is an index pair (i, j) such that A[i, j] ≤ r and B[i, j] ≤ r. Hence, r ≥ r∗ if and only if
there is an index j such that B[i(j), j] ≤ r. We check if B[i(j), j] is at most r using Corollary 16 in
O(log n) time for each index j. Therefore, once we compute i(j) for all indices j, we can check if
r ≥ r∗ in O(log n) parallel steps using O(n) processors.
To find the largest index j(i) for each integer j with A[i(j), j] ≤ r, we use the following
properties: Each row and column of A are monotonically increasing while each row and column of B
are monotonically decreasing. Therefore, i(j) decreases as j increases. See Figure 8(a).
Finding O(n log9 n) smaller squares. Imagine that we partition the square [1, n] × [1, n] into
smaller squares of side length log9 n so that we have O((n/ log9 n)2) smaller squares. Among them,
we find a set W of O(n/ log9 n) smaller squares such that for any integer j ∈ [1, n], the point (i(j), j)
is contained in one of the squares inW . To do this, for each integer k ∈ [1, n/ log9 n], we compute the
largest index i(jk) with A[i(jk), jk] ≤ r, where jk = k log9 n. We can do this by performing a binary
search on [1, n] in O(log7 n) time for each index k using Lemma 18, and thus we can do this for all
integers k ∈ [1, n/ log9 n] in o(n log n) time. Let k be the square in the partition of [1, n]× [1, n]
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Figure 8: (a) The square k (and ′k) contains (i(jk), jk) on its lower side (and its upper side). The largest
index i(j) with A[i(j), j] ≤ r monotonically decreases as j increases. (b) For any jk ≤ j < jk+1, the square
containing (i(j), j) lies between k and ′k+1.
containing (i(jk), jk) on its lower side. Similarly, let ′k be the square containing (i(jk), jk) on its
upper side. See Figure 8.
We use the following observation: For any index j with jk ≤ j < jk+1, the square containing
(i(j), j) lies between k and ′k+1 by monotonicity. Let W be the set of all squares lying between
k and ′k+1 for all integers k. The number of the squares in W is O(n/ log9 n). Let  = I × J be
any square in W . It suffices to compute the largest index iI(j) ∈ I for all integers j ∈ J such that
A[iI(j), j] is at most r. Once this is done for all squares, we can find i(j) for all indices j ∈ [1, n].
Handling each square. We present an algorithm for handling each square  = I × J which runs
in O(log n) parallel steps with O(log9 n) processors. To compute iI(j) for each index j ∈ J , we
perform a binary search on I. Since the size of I is O(log9 n), the number of steps is O(log log n).
For each step of the binary search, we check if A[i, j] ≤ r.
To check if A[i, j] ≤ r, it suffices to compute the r-circular hulls of S+[iH , i], S[iH , jL] and
S−[jL, j], and compute the common tangents of every pair of the circular hulls, where I = [iL, iH ]
and J = [jL, jH ]. This is because A[i, j] is the radius of the minimum enclosing disk of S[i, j], and
S[i, j] is the union of S+[iH , i], S[iH , jL] and S−[jL, j].
Handling each square: preprocessing. As the preprocessing step for , we first compute the
r-circular hull of S[iH , jL] in O(log n) time with a single processor using Lemma 15, and then we
have the circular hull represented as a binary search tree of height O(log n). Also, we compute the
circular hulls of S+[iH , i] for all i ∈ I, and enumerate its circular arcs in O(log9 n) time. Note that
the total number of circular arcs is O(log9 n) because the size of I is O(log9 n). For each arc, we
compute the common tangents between the arc and the circular hull of S[iL, jH ] in O(log n) time
using a single processor. Also, we do this for the circular arcs of the circular hulls S−[jL, j] for all
j ∈ J . The preprocessing step runs in O(log n) parallel steps using O(log9 n) processors.
Handling each square: each step in the binary search. Now we are given two indices i
and j with i ∈ I and j ∈ J . We check if A[i, j] is at most r in O((log logn)2) time using a single
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processor as follows. By Lemma 17, we can compute the circular hull of S+[iH , i] and S−[jL, j] in
O((log log n)2) time using a single processor. The circular hulls are represented as binary search
trees of height O(log log n).
We merge the three circular hulls by computing the common tangents of each pair of the circular
hulls. The common tangents between the circular hulls of S+[iH , i] and S−[jL, j] can be computed
in O(log log n) time since the size of the circular hulls is O(log n). Then we show how to compute
the common tangent between S+[iH , i] and S[iH , jL]. The other pair can be handled analogously.
We perform a binary search on the circular arcs of the circular hull of S+[iH , i]. For each circular arc,
we have already computed the common tangents between the arc and the circular hull of S[iH , jL].
Thus we can check if it appears on the circular hull of S[i, jL] in constant time. Since the number of
steps is O(log log n), and each step can be done in constant time, we can complete the binary search
in O(log logn) time. Therefore, we check if A[i, j] is at most r in O((log logn)2) time in total using
a single processor.
Running time. The parallel decision algorithm runs in O(log n) parallel steps using O(n) proces-
sors. More specifically, we can handle each square in O((log log n)3) parallel steps using O(log9 n)
processors after preprocessing the square in O(log n) parallel steps with O(log9 n) processors. We
can handle the squares independently, and the number of squares is O(n/ log9 n). Therefore, we can
check if a given value r is at most r∗ in O(log n) parallel steps using O(n) processors.
We use Cole’s parametric search technique to compute the optimal value r∗ in O(TsTp logP+PTp)
time by simulating the parallel decision algorithm on r∗ using the sequential decision algorithm to
resolve comparison with r∗, Ts and Tp are the running times of the sequential and parallel decision
algorithms, respectively, and P is the number of processors used in the parallel decision algorithm.
By applying Cole’s parametric search technique, we can compute an optimal two-center in O(n log n)
time if it belongs to the nearby case.
Lemma 19. We can compute a two-center in O(n log n) time if it belongs to the nearby case.
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A Missing Proofs
A.1 Proof of Lemma 1
Proof. The distance between the two centers is at least r∗ in the distant case. We first consider the
case that the distance is at least 5r∗. For two points in the plane, we call the difference of their
x-coordinates their x-difference. For any two points of S contained in D∗1 (and D∗2), their x-difference
is at most 2r∗. And for any two points of S not contained in the same disk, their x-difference is at
least 2.95r∗ since the distance between the two centers is at least 5r∗. Using this property, we can
find a line such that D∗1 lies on the left side of the line and D∗2 lies on the right side of the line. To
do this, we sort the points in S with respect to their x-coordinates, and find the two consecutive
points, say s and s′, that have the maximum x-difference. Then we choose any vertical line lying
between s and s′. Clearly, this line satisfies the desired property.
Now we consider the other case, that is, the distance between the two centers is between r∗ and
5r∗. In this case, the x-difference of the leftmost and rightmost points of S is at most 7r∗. We
choose p1 and p2 as follows. If D∗1 and D∗2 intersect, let p1 and p2 be the intersection points of ∂D∗1
and ∂D∗2 such that p1 lies on left side of p2. Otherwise, let p1 is the rightmost point of D∗1 and p2
is the leftmost point of D∗2. Recall that the x-difference of the two centers is at least 0.99r∗, and
the x-difference of the leftmost and rightmost points of S is at most 7r∗. Hence, the x-difference
between pi and ci is at least 0.4r∗ for i = 1, 2. We can choose a set of O(1) vertical lines ` such that
the leftmost (and rightmost) line passes through the leftmost (and rightmost) point of S and the
distance between two adjacent lines is at most 0.3r∗. There exist a pair (`1, `2) of the lines in the
set such that `i separates ci and pi for i = 1, 2. Therefore, (`1, `2) satisfies the desired property.
A.2 Properties of the r-Coverage
Lemma 20. For a point set Q in the plane and a radius r, the boundary of CR(Q) consists of
circular arcs of radius r and radius 2r. Moreover, circular arcs of radius r and radius 2r alternate
on the boundary of CR(Q).
Proof. The r-coverage is the union of all disks of radius r which are tangent to αr(Q) and contains
Q. For any point p on the boundary of the r-coverage, we say a point x on ∂αr(Q) defines p if a
disk of radius r tangent to αr(Q) at x containing Q contains p on its boundary.
Every point x on the boundary of αr(Q) defines a point p on the boundary of the r-coverage of
Q, and the distance between x and p is exactly 2r. To see this, consider a disk D of radius r tangent
to αr(Q) at x containing Q. We show that the antipodal point of x on ∂D lies on the boundary
of the r-coverage. Assume to the contrary that the antipodal point x′ of x on ∂D is contained in
the interior of the r-coverage. Then there is another disk D′ of radius r tangent to αr(Q) which
contain both x and x′. Only one disk of radius r contains two points whose distance is exactly 2r.
This contradicts that x′ is the antipodal point of x on a circle of radius r. Therefore, x′ lies on the
boundary of the r-coverage, and |xx′| is exactly 2r.
We show that circular arcs of radius r and radius 2r alternate on the boundary of the r-coverage
of Q. Consider the set γ of points on the boundary of the r-coverage defined by a vertex, say x, of
αr(Q). In this case, the distance between x and any point in γ is exactly 2r. Therefore, γ is a part
of the circle of radius 2r centered at x. Then we consider the set γ of points on the boundary of the
r-coverage defined by a point on a circular arc γ′ of αr(Q). Note that there is exactly one disk D of
radius r tangent to αr(Q) at a point of γ′. Therefore, a point of γ is the antipodal point of a point
of γ′ on ∂D, and thus γ is a circular arc contained in the boundary of D.
Lemma 21. For a point set Q in the plane and a radius r, the r-coverage of Q is convex.
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Proof. For any point p on the boundary of the r-coverage of Q, we claim that a sufficiently small
neighbourhood N(p) of p on the boundary of CR(Q) is contained in a closed halfplane bounded by a
line tangent to CR(Q) at p. This implies that the r-coverage of Q is convex.
To prove the claim, we first consider a point p on the boundary of CR(Q) which is not a vertex
of CR. In this case, N(p) is a circular arc, and thus it is contained in the halfplane bounded by the
line tangent to CR(Q) at p. Now we consider a vertex p of the r-coverage. By Corollary 2, it is
incident to a circular arc of radius 2r and a circular arc of radius r. Moreover, p and the centers of
the two circular arcs incident to p are collinear. Hence, a line tangent to the circular arc of radius
2r at p is also tangent to the circular arc of radius r. Similarly, a line tangent to the circular arc
of radius r at p is also tangent to the circular arc of radius 2r. Therefore, both circular arcs are
contained in the halfplane bounded by a line tangent to CR(Q) at p, and the claim holds.
Lemma 22. Let Q be a point set and r be a radius. Given the r-circular hull of Q, we can compute
the r-coverage of Q in time linear in the complexity of the r-circular hull.
Proof. The proof of Lemma 2 implies that the order of the centers of the circular arcs of radius 2r
of the r-coverage is the same as the order of the vertices of αr(Q). Also, the circular arc of radius r
lying between two circular arcs γ and γ′ of radius 2r on the boundary of the r-coverage is a part of
the circle containing the circular arc of αr(Q) lying between the two vertices of αr(Q) defining γ
and γ′. Therefore, by traversing the circular arcs of αr(Q) once, we can compute the r-coverage of
Q in time linear in the complexity of αr(Q) (and the r-coverage).
A.3 Proof of the Observation in Section 2.3
Lemma 23. The mutual coverage of S1 and S2 is partitioned into two parts with respect to the line
` through o1 and x1 such that the points contained in one part of the mutual coverage are contained
in D1.
Proof. If the lemma holds, the points contained in the mutual coverage lying below ` are contained
in D1 by the assumption that ∂CR1 ∩D2 and the contact point of D1 lie in clockwise order along
∂CR1 ∩ CR2. To prove the lemma, we assume to the contrary that a point s of S contained in the
part of the mutual coverage lying below ` is not contained in D1. Then s and the center of D2 lie
on the opposite sides of `, and thus ∂D2 intersects ` at exactly two points. Now we consider the
r-circular hull α of the the intersection between ∂D2 and `. Since s lies in the part of α lying below
`, at least one intersection point between ∂D2 and ` is not contained in D1. See Figure 4(b). Since
∂CR1 ∩D2 and the contact point of D1 lie in clockwise order along ∂CR1 ∩ CR2, if no intersection
point is contained in D1 (i.e. the two intersection points are contained in CR2\CR1), then the part
of α lying below ` is contained in CR2\CR1, which contradicts that s is contained in the mutual
coverage. Hence, exactly one of the two intersection points is contained in D1. Furthermore, the
other intersection point is contained in CR2\CR1, and x1 lies between the two intersection points
along `. Therefore, x1 is contained in α, and thus contained in D2. This contradicts that the contact
point x1 of D1 is not contained in D2.
A.4 Proof of Lemma 6
Proof. The antipodal point of x1 on ∂D1 is a point of S by definition. Thus, the antipodal point
of x1 is a point in S lying on ∂D1 ∩ h−. Now we show that there is another point of S lying on
∂D1 ∩ h−. Suppose that no point of S other than the antipodal point of x1 lies on ∂D1 ∩ h−. In
this case, we can slightly move D1 in a way that the contact point of D1 gets closer to p1 and the
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boundary of D1 does not cross any point in S. This contradicts that (D1, D2) is a feasible two-disk
that minimizes the distance between x1 and ∂CR1 ∩ ∂D2, and thus two points of S lie on ∂D1 ∩ h−.
Now we show that D1 is a unique disk of radius r containing all points of S in {s1, . . . , sk}∪(CR1\
CR2) and containing two points on ∂D1 ∩ h−, where k is the largest index with {s1, . . . , sk} ⊂ D1.
To see this, assume to the contrary there are two disks D and D′ satisfying the conditions. We let
h−(D) be the closed halfplanes lying below the line containing the contact point of D and the center
of D. Let s and s˜ be two points of S lying on ∂D ∩ h−(D), and s′ and s˜′ be two points of S lying on
∂D ∩ h−(D′). Since s, s˜, s′, s˜′ are contained in {s1, . . . , sk} ∪ (CR1 \ CR2), all of them are contained
in both D and D′. Since D contains s and s˜ on its boundary, and s′ and s˜′ in its interior. Therefore,
D′ does not contain either s or s˜, which is a contradiction. Therefore, the claim holds.
A.5 Proof of Lemma 7
Proof. We can compute the largest index k such that a disk of radius r contains all points of S
contained in {s1, . . . , sk}∪(CR1\CR2) as follows. Imagine that we partition {s1, . . . , sk}∪(CR1\CR2)
into three subsets: S1, and two sets separated by the line containing osk. Note that S1 and S \ S1
are separated by a vertical line by Lemma 1. Therefore, once we have the circular hull of each of the
three subsets, we can check if the circular hull of their union exists.
Let A = {a1, . . . , aτ} be the sequence of points of S \ S1 contained in CR1 sorted in counter-
clockwise order. Also, let A[i] = {a1, . . . , ai} for an index i ∈ [1, τ ], and B[i] denotes the sequence of
points of S \S1 contained in CR1 \CR2 lying above the line containing oai sorted in counterclockwise
order. In the following, we compute the largest index ω such that the circular hull of S1∪A[ω]∪B[ω]
exists. Then we can obtain the index k since k is the largest index such that sk is contained in
S1 ∪ A[ω] ∪ B[ω].
Before performing a binary search, we compute the circular hull of S1, the circular hulls of A[i],
and the circular hulls of B[i] for all indices i ∈ [1, τ ]. We can compute them in linear time in total
using the linear-time circular hull maintenance algorithm by Wang [25].
Then we perform a binary search on [1, τ ] to find ω as follows. For each step of the binary search,
we check if the circular hull of S1 ∪ A[i] ∪ B[i] exists for a given index i ∈ [1, τ ]. Notice that A[i]
and B[i] are separated by a line, and S1 and A[i] ∪ B[i] are separated by a line. Therefore, we can
check if the circular hull of the union of the sets exists in O(log n) time using Lemma 13. Since the
number of steps is O(log n), we can complete the binary search in O(log2 n) time, and thus the total
running time for computing ω is O(n).
A.6 Proof of Lemma 10
We use the farthest-point Voronoi diagram. The farthest-point Voronoi diagram of a point set Q is a
subdivision of the plane into Voronoi cells such that any point in the same Voronoi cell has the same
farthest neighbor in Q. We use FVD(Q) to denote the farthest-point Voronoi diagram of Q. The
following lemma is used for proving Lemma 10.
Lemma 24. After O(|Q| log |Q|)-time preprocessing, for any two points x and y, we can compute
the minimum enclosing disk of Q ∪ {x, y} containing x and y on its boundary in O(log |Q|) time, if
it exists.
Proof. Let D be the minimum enclosing disk of Q∪{x, y} containing x and y on its boundary. Since
x and y lie on the boundary of D, the center of D lies on the bisector of x and y. See Figure 5(b).
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Either (x, y) is an antipodal pair of D or there is another point p in Q lying on the boundary of D.
Note that p is the farthest point from the center of D among all points in Q. As a preprocessing, we
compute FVD(Q) in O(|Q| log |Q|) time. Then given two points x and y, we want to find the point
c on their bisector to minimize max{|xc|, |pc|}, where p is the farthest neighbor of c in Q. Note
that max{|xc|, |pc|} decreases and then increases as c moves along the bisector of x and y from the
midpoint of x and y.
We compute the minimum enclosing disk by traversing a centroid decomposition of FVD(Q) along
a path. Note that FVD(Q) forms a tree. A centroid decomposition of a tree T is a tree Td defined
recursively as follows. A node v of T is called a centroid if the removal of v partitions T into subtrees,
each with at most n/2 nodes. The root of Td corresponds to a centroid of T . The children of the
root of Td is the root of the centroid decompositions of the subtrees in the graph obtained from T
by removing the centroid. A centroid decomposition of a tree can be constructed in linear time [13].
Given a centroid decomposition of FVD(Q), we can find the minimum enclosing disk of Q∪{x, y}
in O(log |Q|) time for any two points x and y in the plane as follows. Given two points x and y, we
traverse the centroid decomposition Td of FVD(S) to along a path from the root towards the leaf
node whose corresponding vertex of FVD is incident to the Voronoi cell containing the center of
the minimum enclosing disk. Suppose that we reach a node of Td corresponding to a vertex v of
FVD. Let ` be the bisector of x and y. Consider three Voronoi cells incident to v. For each Voronoi
cell incident to v, consider the ray starting from v going in the opposite direction of the site of the
Voronoi cell, say p. See Figure 5(c). Note that the ray is contained in Cell(p). We have three rays
starting from v, and they subdivide the plane into three cones. Moreover, they subdivide FVD(S)
into three subtress. Our goal is to find the cone containing c.
Consider the intersection points between ` and the boundary of each cone. There are at most
three intersection points. For each intersection point c′, we compute max{|xc′|, |pc′|} and check if
max{|xc′|, |pc′|} increases in a sufficiently small neighbourhood of p on `. Using them, we can find
the cone containing c in constant time. Thus it suffices to consider the part of FVD contained in
this cone. One of the children of the current node in the centroid tree corresponds to the part of
FVD contained in the cone. We move to the child, and do this again until we reach a leaf node.
Clearly, the leaf node of Td corresponds to a vertex v of FVD incident to the Voronoi cell containing
c. Since v is incident to three Voronoi cells by the general position assumption, we can compute the
disk Ds containing s, x and y on its boundary in constant time for each site s whose Voronoi cell
is incident to v. By checking if s is the farthest neighbor of the center of Ds, we can check if Ds
contains all points of Q in O(log |Q|) time. In this way, we obtain at most three disks containing Q
and containing x and y on its boundary. Among them, the disk with smallest radius is the minimum
enclosing disk of Q containing x and y on its boundary.
Since the number of nodes in Td visited by our algorithm is O(log n), which is the height of Td,
we can compute the minimum enclosing disk of Q containing x and y in O(log |Q|) time in total, if
it exists.
Now we are ready to prove Lemma 10.
Proof. We build a complete binary search tree T on the integers in [1, t] such that each integer
corresponds to a leaf node of T . For each index k ∈ [1, t], we store Qk to the leaf node corresponding
to k. Also, for each internal node v of T , we store the data structure described in Lemma 24 on the
union Q(v) of the point sets stored in the leaves of the subtree rooted at v. We can construct T and
FVD(Q(·))’s in O(n log n) time in total using a linear-time algorithm for computing the farthest-point
Voronoi diagram of the vertices of a convex polygon. Then the data structure on each FVD(Q(·))
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can be constructed in time linear in the complexity of FVD(Q(·)). Thus the overall preprocessing
time is O(n log n).
Now we are given an index k ∈ [1, t] and two points p and q in Qk. Notice that Q[1, ik] is
the union of Q(v)’s for O(log n) nodes of T . For each node v storing Q(v), we find the minimum
enclosing disk D(v) of Q(v) ∪ {p, q} containing p and q on its boundary in O(log n) time using
Lemma 24. Since we have O(log n) nodes, we can find all minimum enclosing disks in O(log2 n) time
in total. Observe that the largest minimum enclosing disk among them is the minimum enclosing
disk of Q[1, ik−1]∪{p, q} containing p and q on its boundary. We can find the largest disk in O(log n)
time. In this way, given k, p and q, we can compute the minimum enclosing disk of Q[1, ik−1]∪{p, q}
containing p and q on its boundary in O(log2 n) time in total.
Similarly, we can show that the following corollary holds.
Corollary 25. With O(n log n)-time preprocessing, for any integer ` ∈ [1, n] and any two points
p and q, we can compute the largest enclosing disk of the first ` points of Q containing
_
pq on its
boundary in O(log2 n) time.
A.7 Proof of Lemma 11
Proof. If p and q are adjacent on β`, then all the points of Q[1, ik] lie on the same side of the line
through pq. Hence, there exists an enclosing disk of Q[1, ik] ∪ {p, q} containing _pq always exists.
Thus we consider the case that p and q are not adjacent on β`. Assume to the contrary an enclosing
disk of Q[1, ik] ∪ {p, q} containing _pq does not exist. Let D (and D′) be the minimum enclosing disk
of the points of Q[1, ik] lying below (and above) the line containing pq. See Figure 6(a). Since an
enclosing disk of Q[1, ik] ∪ {p, q} containing _pq does not exist, a point xi ∈ Q[1, ik] other than p
and q lies on the boundary Di for i = 1, 2. Notice that x1 and x2 lie on the opposite sides of the
line containing pq, and x1 or x2 is contained in Q[1, ik−1]. Therefore, a point on the clockwise path
from p to q on β` is contained in the interior of the convex hull of {p, q, x1, x2}, which contradicts
that β` is contained in the boundary of the convex hull of Q[1, ik]. Hence, an enclosing disk of
Q[1, ik] ∪ {p, q} containing _pq always exists.
A.8 Proof of Lemma 12
Proof. The first claim holds because the vertices of Γ are consecutive in α(Q[1, ik]), and its clockwise
endpoint is q`. For the second claim, consider the case that a point of Q[1, ik] is contained on ∂Dq.
This happens only when the radius of D is larger than r∗. In this case, any disk D′ such that ∂D′
contains at least two points on Γ lying between p and the clockwise endpoint of Γ has radius larger
than r∗. Therefore, a disk of radius r∗ containing all points of Q[1, ik] contains the points of Γ lying
between p and the clockwise endpoint of Γ in its interior. Therefore, q` and q lie on Γ in clockwise
order. The third claim can be proved analogously.
B Combinatorial Structure of α(Qk) for each k ∈ [1, t]
We first find an interval (r1, r2] containing r∗ such that for each k, the combinatorial structure of
αr(Qk) remains the same for any r ∈ (r1, r2], and then compute the combinatorial structures of
α(Qk) for all indices k ∈ [1, t]. For a point p = (a, b) in the plane, we use h(p) to denote the halfspace
obtained from the standard lifting map, that is, h(p) = {(x, y, z) ∈ R3 | z ≤ −2ax−2by+a2+b2}. For
a point setQ in the plane, we useH(Q) to denote the intersection of the halfspaces h(·) for all points in
Q. Note that the radius of the minimum enclosing disk of Q is min{
√
x2 + y2 + z | (x, y, z) ∈ H(Q)}.
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To compute the combinatorial structure of α(Qk), we first computeH(Qk) for each index k ∈ [1, t].
Since the total complexity of Qk’s for all indices k ∈ [1, t] is n, we can compute H(Qk) in O(n log n)
time in total for all indices k ∈ [1, t]. Also, the total combinatorial complexity of H(Qk)’s is O(n).
Let
W = {
√
x2 + y2 + z | a vertex (x, y, z) of H(Qk) for an integer k ∈ [1, t]}.
We can compute W in O(n log n) time, and the size of W is O(n). Consider an interval (r1, r2]
whose endpoints are consecutive values in W . For any value r ∈ (r1, r2], Chan [6] showed that the
combinatorial structure of αr(Qk) remains the same for each index k ∈ [1, t]. Therefore, to compute
the combinatorial structure of α(Qk), it suffices to find the smallest interval (r1, r2] containing r∗
with r1, r2 ∈W . We can find this interval by performing a binary search on W . Each step of the
binary search can be done in O(n) time since we can check in linear time if a given radius is at
most r∗. Since there are O(log n) steps and each step takes O(n) time, we can find the interval
(r1, r2] in O(n log n) time in total. Since αr2(Qk) has the same combinatorial structure as α(Qk) for
each index k ∈ [1, t], we compute the combinatorial structures of α(Qk) for all indices k ∈ [1, t] in
O(n log n) time in total.
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