We present a new method for studying tracers in gravitational systems where higher moments of the line-of-sight velocity distribution are introduced via Virial equations rather than the Jeans equations. Unlike the fourth order Jeans equations, the fourth order Virial equations can simply be added to the standard 2nd order Jeans equation without introducing a new anisotropy parameter β . We introduce two new global shape parameters ζ A and ζ B which replace the kurtosis as a more statistically robust measure of the shape of the line of sight velocity distribution. We show that in the case of stars in dwarf spheroidal galaxies these new parameters can significantly reduce the range of density profiles that are otherwise consistent with the observed stellar kinematics (a problem sometimes known as the β degeneracy). Specifically, we find that ζ A focuses tightly on a subset of solutions where cusped density profiles are degenerate with more concentrated cored dark matter halos. If the number density of stars ν(r) is fixed, then introducing ζ B can further reduce the space of solutions by constraining the outer slope of the DM density profile. Assuming a Plummer profile for ν(r) we recover the surprising result that the dark matter in Sculptor may be cuspy after all, in contrast to the conclusions of other approaches.
INTRODUCTION
The ΛCDM paradigm suggests that structure formation should be hierarchical and that each galactic dark matter halo such as the Milky Way should have around it a family of increasingly smaller sub halos, the larger of which retain some baryons and become dwarf spheroidal galaxies. These smaller halos have relatively shallow gravitational potentials and therefore retain few baryons, making their mass to light ratio very large compared to more massive halos. This makes them excellent laboratories for studying dark matter.
Understanding the density profile of dwarf spheroidal galaxies can put constraints on the self annihilation of dark matter (Bergstrom et al. 1998) or the possibility of dark matter self-interaction (Spergel & Steinhardt 2000) . It can also give us information about the way in which baryonic feedback can change the shape of dark matter potentials (Governato et al. 2012) . There have been claims over the years that there are fewer dwarf spheroidals observed orbiting the Milky Way than we expect in the ΛCDM model (Bullock 2010; Boylan-Kolchin et al. 2011) . The reason for this maybe due to a lack of understanding of baryonic efthomas.d.richardson@kcl.ac.uk † malcolm.fairbairn@kcl.ac.uk fects upon dark matter halos or something more fundamental. Recently it has been suggested again that alternatives to ΛCDM may be a better fit to the data, in particular because dwarf spheroidal density profiles do not seem to be cuspy as predicted in cold dark matter models but more cored (Walker & Loeb 2014) . It is therefore critical to try and understand the shape and depth of the gravitational potential in dwarf spheroidal galaxies as the results have a strong bearing on many fundamental questions.
The traditional way of obtaining the gravitational potential is to fit the variance of the line of sight (LOS) velocity dispersion of stars to candidate potentials using the 2nd order moments of the Collisionless Boltzmann Equation, also known as the Jeans equation. Unfortunately this method has degeneracies as different stellar velocity anisotropies β(r) imply different gravitational potentials and since we cannot measure β we cannot ultimately know what the gravitational potential is (Wolf et al. 2010) .
Because of recent improvements in data sets for dwarf spheroidals there has recently been a number of new dynamical methods that supersede the standard Jeans analysis. Metallicity information for stars in dwarf spheroidals can separate them into distinct stellar sub-components (Battaglia et al. 2006; Amorisco & Evans 2012a) . By using the Jeans equation to simultaneously fit two stellar sub-populations to the same potential, Battaglia et al. (2008) were able to break the β degeneracy to some extent in Sculptor and found that rising anisotropy models and cored density profiles were favoured. Subsequent studies with the Projected Virial Theorem (Amorisco et al. 2012; and β-independent mass estimators (Walker & Penarrubia 2011) were able to exclude cuspy density profiles in Fornax and Sculptor with a high statistical significance. Use of the Projected Virial Theorem on multiple tracer populations of globular clusters has also recently been applied to nearby elliptical galaxies (Agnello et al. 2014) . The simplicity of these analytic methods coupled with claims (Laporte et al. 2013 ) that they can be successful on simulations of triaxial halos (though see Kowalczyk et al. (2013) for a challenge of this result) gives compelling evidence for cored profiles in dwarf spheroidals.
In spite of this, a lack of independent evidence from alternative single-component approaches to support these claims has left the cusp/core debate open. Strigari et al. (2010) maintain that DM halos from the Aquarius simulation can provide an acceptable single-component fit to the photometric and kinematic data in Milky Way dwarf spheroidals. Other single-component analyses with Bayesian hierarchical modelling (Martinez 2013) and Schwarzschild orbit-based modelling Jardel & Gebhardt 2013) find no strong evidence for universal cusps or cores when considering the Milky Way's dwarf spheroidals as a whole. In contrast to these sophisticated techniques our approach is to try and find the simplest analytic method possible that can break the β degeneracy with a single tracer component and without a loss of generality.
By fitting to the kurtosis of LOS velocity data in addition to the velocity dispersion, there is an extra constraint that can distinguish between different fits to the standard Jeans equation. Joint fits to the dispersion and kurtosis with second and fourth order Jeans equations (Merrifield & Kent 1990 ) have been conducted on galaxy clusters ( Lokas & Mamon 2003) , dwarf spheroidals ( Lokas et al. 2005 ) and recently giant elliptical galaxies (Napolitano et al. 2014 ). State-of-the-art observations of Milky Way dwarf spheroidal galaxies Helmi et al. 2006 ) now offer LOS velocities and projected radii for thousands of tracer stars. As data sets continue to expand, the inclusion of higher velocity moments is not only possible but also useful, especially if deviations from Gaussianity are statistically significant (as they are in Sculptor (Amorisco & Evans 2012b) ). Previous work (Richardson & Fairbairn 2013) demonstrated that in general analogues to the Jeans equations for fourth moments of the velocity distribution (Merrifield & Kent 1990 ) cannot be solved with the anisotropy parameter β and gravitational potential alone. For a unique solution we must introduce a new parameter, β , that characterises the relative shape (i.e. relative kurtosis as opposed to relative dispersion) of the radial and tangential velocity distributions. Efforts to break the classical degeneracy with β are therefore compromised by a new degeneracy of solutions for different choices of β .
In this work we consider a simpler solution that is not compromised in this way. Higher order analogues of the Projected Virial Theorem 2Kz + Wz = 0 have been derived (Merrifield & Kent 1990; Kent 1990 ) that give global constraints on velocity moments by effectively integrating the spherical Jeans equations over all radii. While this results in a loss of spatial information it can be used instead of the Jeans equations to find out what density profiles are compatible with the LOS velocity data. Interestingly, fourth moment analogues to the Projected Virial Theorem do not depend on the relative shape of the radial and tangential velocity distributions β (a fourth moment quantity) but only the relative widths β (a second moment quantity) and the gravitational potential Φ. As such the potential terms for 4th order projected Virial theorem estimators can be evaluated with the same parameter set as the 2nd order Jeans equation without introducing new parameters such as β . In essence, the fourth order Virial equations give us two extra constraints on the LOS data for free and without loss of generality. It has been shown that this result extends to nth order (Kent 1990 ) such that n Virial equations for v 2n z are independent of the nth order anisotropy parameter βn (see Richardson & Fairbairn (2013) for definition) and depend only on parameters βj with j < n.
In this work we will investigate the use of higher order analogues of the Projected Virial Theorem in conjunction with conventional Jeans analyses to try and break the classic degeneracy problem. In §2 we will introduce two new shape parameters ζA and ζB which are constructed from the fourth order Projected Virial Theorems and which replace the kurtosis as a measure of the shape of the LOS velocity distribution that can be estimated from the data. We test the statistical properties of these Virial shape parameters with simulated data and show that these new measures seem to be more robust to systematics than the kurtosis in radial bins.
In §3, we will perform an illustrative analysis on Sculptor with constant β to highlight the key properties of the Virial shape parameters and to gain an intuition for how they can break the β degeneracy. Finally, we do a generalised analysis in §4 with non-constant β to see which density profiles are consistent with the Jeans equation and both fourth order Projected Virial Theorems.
VIRIAL SHAPE PARAMETERS
In this section we provide formulae for the dynamics in our analysis. We state fourth order Projected Virial Theorems first derived in Merrifield & Kent (1990) that will replace the fourth order Jeans equations as conditions on the fourth moments of the LOS velocity distribution from the Collisionless Boltzmann equation. Whereas the fourth order Jeans equations describe the fourth moments locally as a function of radius, the Virial equations describe global averages. Using the Virial equations we define new shape parameters ζ that are global analogues to the kurtosis of the LOS velocity distribution. To replace the sample kurtosis in radial bins we define simple estimators of the ζ parameters (which we denote ζ) that can be calculated trivially from discrete LOS velocity data. The statistical properties of these estimators are discussed at the end of the section.
Projected Virial Theorem at second and fourth order
Under the assumptions of spherical symmetry (Merrifield & Kent 1990 ) and a constant mass-luminosity ratio Υ the Projected Virial Theorem 2Kz +Wz = 0 yields the following relation,
where r is the (3D) physical radius of each star from the centre of the galaxy, ν(r) is the (3D) number density of stars, R and Σ(R) are projections of r and ν onto the plane perpendicular to the line-of-sight and Φ is the total gravitational potential. We denote the 2nth moment of the radial velocity distribution (functions of r) by v 2n r
. The z axis is chosen in the line-of-sight direction so that v 2n z are moments of the line-of-sight velocity distribution (as a function of R). The kinetic or pressure term on the LHS of Eq. 1 is dependent only on observable quantities and describes the global average of the LOS velocity dispersion weighted by the surface luminosity. For a set of N LOS velocity measurements {vz} spanning the entire radial extent of a galaxy, the kinetic term (after normalising by the total number of stars) can be estimated by simply taking the mean of all squared velocities v 2 z . There are several useful features of the Projected Virial Theorem, a couple of which we will mention here:-Firstly, as we already mentioned in the introduction, the Projected Virial Theorem indicates that the global energetics of the system are dependent only on the potential. The global luminosity weighted average of the LOS dispersion present in the kinetic term Kz is therefore independent of the velocity anisotropy β. All solutions to the Jeans equation automatically satisfy the Projected Virial Theorem so they are not two independent constraints. Rather, the Projected Virial Theorem gives us the information from the Jeans equation that is independent of β.
It has been shown (Wolf et al. 2010 ) that the Jeans equation only gives tight constraints on a dwarf spheroidal galaxy's total mass at the radius where the logarithmic slope of the stellar density profile d ln ν(r)/d ln r is -3, a point which often coincides with the half-light radius. At all other radii, the true mass is masked to some extent by the degeneracy with β. The Projected Virial Theorem is sufficient to extract the same information.
Systems with radially biased orbits have larger LOS velocity dispersions at the galactic centre where the LOS velocity component is aligned with the radial velocity component. Similarly at large radii the LOS velocity maps primarily on to the tangential velocity component which is suppressed in radially biased systems. The Projected Virial Theorem tells us that the luminosity weighted average of the LOS dispersion is independent of anisotropy. The dip in the LOS dispersion at large radii must therefore precisely compensate for the increased LOS dispersion at the centre of the galaxy. The Projected Virial Theorem forces the crossing point between the two regimes to be near to the half-light radius so that the luminosity weighted average is preserved.
A second nice feature of the Projected Virial Theorem is that luminosity weighted averages automatically prioritise the richest part of the data set. For this reason it is less affected by sparse data at the galactic centre or at large radii that may bias the inference of a Jeans equation analysis when there isn't suitable flexibility in the anisotropy and density parametrisation.
In summary, the second order Projected Virial Theorem is often almost as useful as a full second order Jeans equation analysis.
There are two fourth order analogues of the Projected Virial Theorem,
where, as at 2nd order, the 'pressure' terms on the LHS of Eqs. 2 and 3 depend only on observable quantities Σ(R), vz and R. As mentioned in the introduction, the right hand sides of these equations contain no additional parameters to those used in a 2nd order Jeans Analysis. Just as one may think of the Projected Virial Theorem at 2nd order yielding the information contained in the 2nd order Jeans analysis which is independent of β, the 4th order Projected Virial Theorem isolates information from the two fourth order Jeans equations that is independent of the anisotropy at fourth order β . The fact that Virial equations describe global averages of the velocity moments and require no radial binning of the data is even more useful at fourth order where larger sample sizes are needed for good statistics.
Definition and Physical Properties
In a fourth order Jeans analysis it is common practice (e.g Lokas et al. (2005) ) to normalise the fourth moment by the LOS dispersion squared to get the kurtosis. An advantage of using the kurtosis rather than the fourth moment is that there is no longer a dependence on the scale of the velocity dispersion which isolates information on the shape of the LOS velocity distribution and ensures the same information does not count twice in any likelihood fits.
We are therefore motivated to normalise the Virial equations and to find shape parameters that are analogous to the kurtosis. While the Jeans equations describe the kurtosis at each radius the Virial equations describes global quantities. In what follows, it will be useful to define the following notation for the weighted average for various quantities:-
which represents the normalised global average of some quantity X(R) weighted by the expected number of stars at each projected radius R.
Firstly it is convenient to renormalise the Virial equations by the total number of stars
so that the kinetic term on the LHS of the Virial equations is equivalent to simply taking the global mean of v gives us the Virial shape parameters,
The variable ζA broadly translates to the luminosityweighted average of the LOS velocity kurtosis, i.e a value of ζA < 3 indicates that on average the LOS velocity distribution is more flat topped than a Gaussian distribution in the most luminous regions of the galaxy. From Eqs. 6 and 7 we see that by normalising the fourth moment with the LOS dispersion squared we effectively eliminate any global scaling of the system's total mass. If the density of dark matter dominates the mass density of the stars (as in most dwarf spheroidal galaxies) then this makes the ζ variables independent of the dark matter scaling density. These two parameters ζA and ζB have several interesting properties, including two key properties pertinent to this work:-(i) In the case where the anisotropy parameter β is constant at all radii, for a fixed tracer density ν(r) and dark matter density ρ dm (r) numerical tests show that ζA(β) is a monotonically increasing function of β while ζB(β) is a monotonically decreasing function of β. We can illustrate this with a simple argument. We note that increasing β will inflate the radial velocity dispersion v r then it is clear that ζA will increase with β and ζB will decrease. If we recall that ζA may be interpreted as the luminosity weighted average of the LOS kurtosis, this result is consistent with the observation (Dejonghe 1987; Gerhard 1993; Lokas et al. 2005 ) that systems with tangential biased orbits (β < 0) have declining kurtosis profiles and that conversely systems with radially biased orbits (β > 0) have rising kurtosis profiles.
(ii) Secondly, for fixed anisotropy β, both ζ parameters increase for more concentrated stellar populations. Specifically we find that the ζ parameters increase if the scale radius of the stellar population r is made smaller relative to the scale radius rs of the DM halo. Dark matter halos with shallow, cored central density slopes have larger ζA than cusped profiles. As expected the difference between cored and cusped profiles is amplified if there is a high fraction of stars below the dark matter scale radius where the density profiles are most different.
Statistical Properties
Next we examine the statistical properties of the ζ parameters to see how well they can be recovered from a limited sample of stellar positions and LOS velocities. From the LHS 
of Eqs. 6 and 7 simple estimators for the ζ parameters are,
that can be read directly from the full set of Ns LOS velocities and projected radii in either simulated or real data. Ultimately, we want to add the measured values of ζ to the LOS dispersion measurements in a joint likelihood analysis.
To do this we must first estimate the variance and bias of the ζ error distribution with numerical tests. The Gaia challenge (Walker & Penarrubia (2013) ) test suite consists of simulated data from spherical models of dwarf spheroidals that have self-consistent distribution functions spanning a variety of tracer densities ν(r), anisotropy parameters β(r) and dark matter density profiles ρ(r). A grid of model parameters for the 32 unique models is shown in Table. 1 and we refer the reader to Walker & Penarrubia (2011) for a plot of the LOS dispersion profiles. For each model we can use the model parameters in Table 1 to calculate the 'true' value of the Virial shape parameters ζ which will enable us to compute the bias ζ − ζ.
A large database of over 10 5 simulated stars is provided for each of the 32 models from which we can randomly draw many galaxy sized samples. Because we are ultimately interested in looking at Sculptor, we fix the total number of stars in each sample to be the same as in the Sculptor data-set Ns = 1350. For each model in the Gaia challenge test suite we can calculate error distributions for ζ by 1) drawing many Monte-Carlo samplings of Ns = 1350 stars from the full set of 10 5 , 2) calculating ζ for each galaxy sized sample and 3) making a histogram of the resulting list of ζ measurements. The Gaia challenge test suite also provides simulations of systematics such as experimental velocity errors, binary stars and Milky Way interlopers that the user is free to turn off or on. By introducing the systematics one at a time we . Numerical probability distributions of the estimator ζ A were calculated from Monte-Carlo samplings of all 32 Gaia challenge models described in Table 1 . Central data points and error bars show the median value and the boundaries enclosing the central 67% of each distribution. The abscissa of each point is the 'true' value of ζ A corresponding to the model parameters in Table 1 and Eq. 6. The red line therefore shows the prediction for the estimator ζ A if it is unbiased. The dashed black line shows a fit to the bias with a simple power law curve. can see what impact they have on the bias. A detailed discussion of how various systematics affect the bias and how they are modelled is provided in the appendix.
For all 32 Gaia challenge models, Figs. 1 and 2 show the net contribution from all three sources of bias that we consider in our final analysis:-experimental errors, binary motion for a fraction f b = 0.6 of stars and the interloper removal scheme.
In Fig. 1 we see that when the true value ζA is large then the net bias pushes the estimator ζA back towards the Gaussian value of 3. This is what we might expect given a convolution with experimental errors that are approximately Gaussian distributed. Surprisingly, despite the binary velocity distribution bearing no resemblance to the Gaussian distribution (see appendix) we found that binary stars also pushed the bias downwards. The asymmetric error bars on the right hand side of Fig. 1 also show that when ζA >> 3 the ζA distributions become increasingly skewed and less well approximated by a Gaussian fit. At ζA = 3 we see that the bias vanishes and that the error bars are symmetric. In other words, we can naively say that if the intrinsic LOS velocity distribution at all radii is approximately Gaussian then ζA is not significantly biased. By choosing normalised shape parameters rather than the fourth moments the bias from Gaussian experimental error distributions naturally cancels out because the convolution of two Gaussians is still Gaussian in shape.
Despite the fact that the 32 Models described in Table  1 cover a diverse range of parameters both the bias and the variance of the ζA distributions correlate strongly with ζA. For this reason we approximate the bias and variance of the ζA distribution in Sculptor by taking the observed value of ζA and interpolating the bias and variance curves shown in Fig. 1 for the Gaia challenge models.
Our numerical tests show that there is a much larger (model to model) scatter in the bias and variance of ζB. In other words, the error in ζB that we measure is more sensitive to the anisotropy and density profile. While we found that ζA is not strongly biased by the interloper removal scheme, the additional R 2 weighting in ζB makes it much more sensitive to removing stars at large radii that are deemed likely to be Milky Way contaminants. We found that the interloper removal algorithm dominates the bias in ζB and in the appendix we discuss how this gives rise to the more complicated bias curve that we observe in Fig. 2 .
For both ζ parameters, the best fit lines and the error on the recovery of ζi from the actual value of ζi is obtained by using the Metropolis-Hastings algorithm to perform many fits to the data with a function of the form ζi = aζ b i + c. In this way we obtain a list of a, b & c which gives rise to a cumulative distribution function in ζ for each value of ζ.
ILLUSTRATIVE ANALYSIS (FITS WITH CONSTANT β)
In this section we perform a standard Jeans analysis fitting to velocity dispersion data only. We will then check to see which regions of parameter space favoured by the standard Jeans analysis are also compatible with the measured value of ζ in order to investigate how the new parameter constrains the fit. We will use rich data from the dwarf spheroidal galaxy Sculptor as there is evidence for a kurtosis which is different from Gaussian at a statistically significant level. We therefore hope that this will make it a good object to see the power of higher order techniques. For the time being will restrict our fit to consider only solutions of the Jeans equations with constant velocity anisotropy β, a fixed Plummer profile for the stars and simple two parameter density profiles so that we can see more clearly how ζ can distinguish between different solutions. Later sections will go on to consider the more realistic situation of generalised non-constant beta and will add the ζ parameters to the likelihood func-tion in the initial fit rather than as a filter applied after the initial 2nd order Jeans analysis.
Sculptor: Photometry and Kinematics
The Sculptor data set that is used throughout this work comprises of the RA-Dec coordinates and heliocentric rest frame velocities from the Magellan survey published in . We adopt a distance to Sculptor of d = 79kpc and central coordinates of αC = 01 h 00 m 09 s and δC = −33 o 42.5 from Mateo (1998) to estimate the projected radius R 2 = x 2 + y 2 (recall that we choose z as the LOS direction) of each star from its RA-Dec coordinates. To subtract the component along the LOS of the dwarf spheroidal's bulk velocity relative to the Sun we transformed all of the velocities into the dwarf spheroidal rest frame as described in Walker et al. (2008) and removed the mild velocity gradients. As we will discuss in the appendix, this procedure had no significant effect on our results. Finally we removed stars with a probability of membership less than 0.95 according to the interloper removal procedure described in that accompanies the kinematic data set. We discuss the reasons for this choice in the appendix and compare our results with those obtained with other interloper removal schemes.
Throughout this work we the fix the tracer density to be the best fitting (Irwin & Hatzidimitriou 1995) Plummer profile (with r = 260pc and ν0 normalised to a give a total luminosity of Ltot = 1.4 × 10 6 L ). In our benchmark model we choose a mass-luminosity ratio of Υ = 1M /L (as in (Strigari et al. 2010; ) for the stellar population and split the velocity data equally into N b = 26 radial bins when calculating the LOS dispersions. We tested each of these assumptions and the implications of our choices are discussed at length in §4.
Consistency Check for the Standard 2nd
Order Jeans Analysis
In a typical Jeans analysis we are presented with a data set d = {Ri, vz,i} of projected radii Ri and LOS velocity measurements vz,i. The velocity data are then split into N b radial bins such that there are a set of N b dispersion (i.e variance) measurements S2,j and N b bin radii Rj. The tracer density ν(r), anisotropy β(r) and DM density profile are all parametrized and form a parameter space P . For any individual set of parameters p ∈ P , the Jeans equation (Binney & Tremaine 2008) ,
is used to calculate v 2 r (p) which may then be used in turn to calculate the LOS velocity dispersion v 2 z (p) via (Binney & Tremaine 2008) 
Under the assumption that the variance measurements S2,j are Gaussian distributed then the likelihood function (see e.g Martinez (2013) ),
can be used to derive the posterior distributions P(p|d) of each parameter with Bayesian inference methods such as Monte-Carlo Markov Chains or nested sampling algorithms.
is the bias on the mean of the S2,j distribution from the addition of experimental errors and binary stars that artificially inflate the LOS velocity dispersion. We use bootstrap sampling of the Gaia challenge data to estimate the bias and the variance Var[S2,j] of the S2,j error distribution. To generate samples from the posterior distributions P(p|d) we use the nested sampling code MultiNest (Feroz et al. 2009 ).
As discussed previously, the parameter space P that is used to find the LOS dispersion v 2 z from the Jeans equation is sufficient to calculate the ζ variables via the RHS of Eqs. 6 and 7. For each parameter set p in the posterior sample that fits the LOS velocity dispersion we can calculate the ζ parameters and compare them to the estimators ζ from the data. This gives us a free consistency check between the width and the shape of the LOS velocity distribution that can be used to break the mass-anisotropy degeneracy.
Results for Sculptor with constant β
In Fig. 3 we perform the consistency check on the Sculptor data set. In this illustrative example we fix the anisotropy to be constant as a function of radius. These assumptions will be relaxed later. In the upper panel we study a cored Burkert density profile which takes the following form
where rs and ρ0 are the two free parameters of the model, the scale radius and the characteristic density. We compare it with the cusped NFW profile in the bottom panel, the NFW profile has the following form
We varied rs, ρ0 and the constant anisotropy parameter β in order to find the best χ 2 fits to the LOS dispersion data in a standard 2nd order Jeans analysis. Vertical blue stripes in Fig. 3 show the values of β for which the p-value falls to 0.167 and 0.05.
Let's now introduce the ζ variables for the Sculptor data. Using Eqs. 8 and 9 we found ζA = 3.43 and ζB = 3.69. Green likelihood regions in Fig. 3 show the 1 and 2 sigma confidence regions for ζ that are discussed in §2.3. We reemphasise that these regions are derived purely from the data and therefore remain fixed in both panels. The large observed value of ζA ∼ 3.5 indicates that Sculptor has a more peaked LOS velocity distribution than a Gaussian ζA = 3 which is consistent with an analysis Amorisco & Evans (2012b) made of the same data set with Gauss-Hermite moments.
Red squares in Fig. 3 show the regions where the observed value of ζ is consistent with the anisotropy β derived Figure 3. Virial Theorem consistency check. Blue regions (vertical stripes) show the 67% and 95% for the best χ 2 probability for each value of the velocity anisotropy parameter β in a Jeans Equation fit to the LOS velocity dispersion of Sculptor. Green regions (horizontal stripes) are estimates of the 1 and 2 sigma likelihood contours for ζ A given the measurement of ζ A = 3.43 from the Sculptor velocity set and the bias and error bars from the best fitting interpolation of the Gaia challenge mock data. Black lines show ζ(β) as derived from Eqs. 6 and 7 with a Plummer profile and self-gravity with Υ = 1.
from fits to the LOS velocity dispersion. For 2-parameter Burkert and NFW density profiles the remaining degrees of freedom are the scale density ρs and scale radius rs. By design, the ζ variables are normalised to remove the dependence on the scale density if the stellar self-gravity is negligible. We found that in the case where the tracer massluminosity ratio Υ = 1 then ζ is almost completely insensitive to the scale density. Even if this wan't the case, if the scale radius is fixed then the Projected Virial Theorem places tight constraints on the scale density (which we use to adopt ρ0 in the figure). The scale radius of the dark matter halo is therefore effectively the only remaining degree of freedom in Fig. 3 . Black lines show ζA and ζB for different choices of the dark matter scale radius. For a model to be consistent with the Sculptor data set, the black lines must pass through the red squares.
The most striking feature of the figure is that ζA curves for the NFW density profiles only pass through the 2 sigma region when the NFW scale radius is large with rs ∼ 2.5kpc being almost ten times larger than the half-light radius of the stellar population. Halos with smaller scale radii have velocity distributions that are too flat-topped to describe the Sculptor velocity data. Interestingly, find that the energetics of two stellar sub populations in Sculptor are fit excellently by cored DM halos and can only approach 1 a 2σ level of agreement in a shared NFW profile if the scale radius is large.
From Fig. 4 we see that NFW fits with large scale radii of rs > 2.5kpc (Log 10 rs > 3.4pc) begin to incur a significant χ 2 penalty when fitting to the LOS dispersion data if β is held constant. As we discuss in the appendix, fits to the dispersion alone are sensitive to the choice of binning and selecting fewer radial bins reduces the tension with large scale radii.
By contrast, Burkert models with much smaller scale radii rs ∼ 0.6kpc are perfectly consistent with the peaked velocity distribution implied by ζ > 3 and can simultaneously fit both ζ parameters. These scale radii are consistent with a scaling relation for cored dark matter halos in spiral galaxies (see figure 2 of Salucci et al. (2012) ).
We note however that this best fitting solution isn't a good fit to the LOS dispersion data. In Fig. 4 we see that Burkert fits to the dispersion in our Jeans analysis prefer lower scale radii (Log rs ∼ 2.5pc). The best fitting value to the ζ parameters, Log10rs ∼ 2.8, sits relatively high on the χ 2 curve. The statistical significance of this is discussed later in the generalised analysis. 
General Points on Interpreting the ζ Parameters
Our aim in this section is to use the results above to illustrate more general comments on how the properties of the ζ parameters outlined in §2.2 can help to distinguish between different DM density profiles. In Fig. 3 we can confirm visually that (i) for a fixed density profile (black curve) increasing β will increase the ratio ζA/ζB, (ii) more concentrated DM halos (lower rs) have lower values of both ζ parameters and (iii) if β and rs is fixed then cored DM density profiles have larger values of both ζ parameters than cusped ones. From the blue regions in Fig. 3 we see that the best fitting NFW profiles have a greater degree of tangential anisotropy than the Burkert profiles. To fit the same flattish LOS dispersion profile, the cusped NFW model (with a larger gravitational potential at the galactic centre) must have anisotropy that is tuned to reduce the LOS velocity dispersion in these regions relative to the cored Burkert profile. This is achieved by decreasing the anisotropy parameter β for the NFW profile so that in central regions, where the LOS velocity is dominated by the radial velocity component, the LOS velocity dispersion is suppressed. The same result is illustrated in the left panel of fig. 1 in Wolf et al. (2010) where the authors show that the best fitting radially anisotropic models β > 0 have small interior masses relative to the tangentially anisotropic ones.
As cusped profiles will often have more tangential anisotropy than cored fits to the same dispersion data we see that only property (ii) listed above can be used to boost ζA relative to cored profiles. In other words, cusped fits to ζA data will often have larger scale radii than cored fits as we see in Fig. 4 . We confirm this in analyses with generalised anisotropy in later sections. Because the velocity distribution in Sculptor is more peaked than Gaussian this difference in scale radii must be particularly large to match ζA > 3. The degeneracy in ζA between the inner slope and the scale radius can then be broken by ζB and in Fig. 3 we see that the cusped model with a large scale radius cannot simultaneously fit both ζ parameters.
To summarise, in this section we have considered the overly simplified situation where the velocity anisotropy parameter β = constant since in this case there is a one-to-one mapping between velocity anisotropy and the ζ parameters.
Within this idealised setting we demonstrated the power of ζA and ζB in distinguishing between cuspy and cored profiles since cuspy models give rise to values of ζA that are incompatible with the data.
In the next section we will examine what happens when we apply the ζ parameters to the more realistic situation where β is a function of radius.
REALISTIC ANALYSIS (FITS WITH GENERALISED β)
We now outline a more realistic approach to evaluate which density profiles the Sculptor data set is most consistent with. Throughout this section the assumption of constant β is relaxed and without strong prior intuition for the anisotropy parameter β(r) we use (Baes & van Hese 2007) ,
which describes a generic radial profile that increases/decreases monotonically between asymptotic values β0 at r = 0 and β∞ at r = ∞ about a scale radius r β . In this section, we will also widen the range of density profiles we consider by employing Burkert (13), NFW (14) and more general α, β, γ (sometimes known as Zhao) density profiles which take the form ρ(r) = ρ0 
This density profile has five free parameters since the inner slope γ, the outer slope β and the rate (in r) of transition between the two α can be varied. We will consider cases where one or more of α, β, γ are fixed and also the case when all three are free to vary (of course the NFW model is itself a particular choice of α, β, γ profile). We perform a conventional Jeans equation analysis of Sculptor's LOS velocity data for a generic space P of parameters for the anisotropy β(r) and dark matter density ρ(r).
We do this with and without the fits for the value of ζA and ζB for the same set of parameters P . When we do include one or both of the ζ parameters in our MultiNest runs we multiply the likelihood function for the dispersion data (Eq. 12) by the likelihood functions P( ζ|ζ) that we obtained from the analysis of the Gaia challenge data outlined in §2.2.
Due to the mass-anisotropy degeneracy, the standard Jeans analysis will often have a likelihood surface that isn't sharply peaked which makes the choice of priors important. Since we are not really certain of the priors on the various parameters coming from astrophysics we use the likelihood to determine which models better fit the data rather than the posterior distributions.
To evaluate the goodness of fit we therefore use a pseudo-χ 2 statistic,
which is exactly equivalent to the conventional χ 2 statistic if the likelihood L is a normalised Gaussian and peaked at Lmax. We found that P( ζA|ζA) is Gaussian to a good approximation but that P( ζB|ζB) is mildly skewed. To assess the statistical significance of the fit we use the χ 2 distribution to weight the degrees of freedom and give an approximate p-value.
Results with fixed profiles and a generalised velocity anisotropy
In this section we perform a model comparison between different 2-parameter density models (in particular, NFW, Burkert and two other profiles obtained by fixing the α, β, γ parameters in Eq. 16) and allowing freedom in the scale density ρ0 and the scale radius rs.
Results with fixed Plummer profile
In this section we again fix the tracer density of stars ν(r) to the simple 1-parameter Plummer profile that was used in §3. Our justification for this choice is that by fitting different surface brightness profiles Σ(R), Helmi et al. (2006) (and see the thesis of Giuseppina Battaglia) found that for a single component of stars, Plummer models are a better fit to star counts than King, exponential and Sersic density profiles (though multiple component models provide considerably better fits than any single component model). Adopting the widely used Plummer profile also provides a useful comparison with other studies in the literature. The main result of this work is set out in Fig. 5 . In the left panel of this figure, we see the LOS velocity dispersion fits for NFW and Burkert profiles. It is clear to see that with 26 radial bins, one can obtain excellent fits with both NFW and Burkert, a perfect example of the typical β degeneracy problem in Jeans analyses. On inspection of the blue NFW points we note that despite the increased density of points below Log 10 rs = 3.2kpc, the goodness of fit is not significantly worse at larger radii. This may suggest that the posterior distribution for rs is driven by priors rather than the likelihood function and should be treated with caution. As discussed above, we adopt the p-value approach of Strigari et al. (2010) .
Things instantly become much more interesting when we include fits to ζA which we have done in the central panel, fitting it in combination with the LOS dispersion for NFW, Burkert and (α, β, γ) profiles corresponding to (α, β, γ) = (3, 3, 0) i.e. a cored profile with an NFW-like outer density slope and (3, 2, 0), a cored profile with an outer density that falls like r −2 , so a cored isothermal sphere. For each different parametrisation of the density, ζA focuses sharply on one particular value of the scale radius rs as can be seen in the central panel of Fig.5 . We can see from Fig. 3 that only a small range of rs values give curves that pass through the red square. The strength of ζ is that it uses the entire data set of over 1000 stars which makes the green regions very narrow. This is particularly striking and interesting but it doesn't turn out on its own to be particularly useful in determining which functional form is the best fit as all four density profiles give rise to a comparable best χ 2 (since we have fixed the values of α, β and γ by hand for now, all four density parametrisations have the same number of degrees of freedom). In fact, what we see is the degeneracy between the shape of the density profile and the scale radius that is discussed in §3.4 where the cuspy NFW model has a significantly larger scale radius than the cored models. We found that this result was robust to the choice of tracer density profile ν(r).
However when we also include the fit to ζB we find we are able to identify differences in the best values of χ 2 for the four profile shapes. In complete contrast to the results of §3 we see in the far right panel that the NFW profile is now a better fit than the Burkert profile, while the alternative (3,3,0) profile is an even worse fit. The cored isothermal sphere is actually a similarly good fit to NFW but experience from N-body simulations suggests an outer profile dropping as slowly as r −2 would be difficult to understand in the context of current ideas about structure formation. Clearly, in the case where the tracer density is fixed then ζB (with its extra R 2 position-weighting) helps to distinguish between the DM models with different outer density slopes.
To see how statistically significant the results are we converted the χ 2 values to p-values with a χ 2 distribution. The number of degrees of freedom is the number of dispersion bins + 2 (for both ζ measurements) -the number of free parameters (3 anisotropy + 2 density) -1 = 22. In Fig.  6 we see that if the total number density of stars follows a Plummer profile, then the Burkert model can be excluded with a probability of almost 0.9 and the (3,3,0) model can be excluded with a probability of more than 0.95.
For a comparison with results from studies of multiple stellar sub-populations we plot in Fig. 7 the mass slope Γ measured in Walker & Penarrubia (2011) against the bestfitting parameters for each density model. As discussed in that paper, the data point excludes NFW models to a high significance. Due to the relatively small scale radius of the cored (3,2,0) model we see that the isothermal outer density slope pulls the mass slope below the WP11 data point but remains consistent at a 1σ level. The cored (3,3,0) model with an NFW-like outer density slope is in excellent agreement with the WP11 study but as discussed previously it is ruled out in the analysis.
In §3 we saw that when β =constant NFW profiles are apparently at odds with ζA and ζB. We subsequently saw that this is completely overturned when we increase the Figure 5 . χ 2 values for the fits obtained as described in the text. In the panel on the left we only consider NFW and Burkert profiles and do not include fits to ζ A or ζ B but only the LOS velocity dispersion (26 radial bins). In the central panel, we also fit to ζ A while in the panel on the right we fit to velocity dispersion, ζ A and ζ B . In the panel in the centre and on the right we also consider density profiles coming from equation 16 with (α, β, γ) = (3, 3, 0) i.e. a highly cored profile with an NFW-like outer slope and (3, 2, 0), a cored profile embedded within an isothermal sphere. Figure 6 . To show the statistical significance of the model comparison the χ 2 points in the right panel of Fig. 5 were converted to p-values. We show the exclusion probability 1 − p which gives the fraction of the χ 2 distribution which is lower than the observed value of χ 2 . flexibility in β. To see why this might be the case we plot the anisotropy profile for the best fits to the dispersion and ζ parameters for the NFW with non-constant β in Fig. 8 . All models with constant anisotropy are excluded by the ζ parameters and we see that anisotropy profiles that rise towards positive values at large radii are consistent with the LOS dispersion data. With more radial orbits at large radii the NFW models can now match the peaked velocity distributions with large values of ζA. Interestingly, rising anisotropy profiles are sometimes seen (e.g Wojtak et al. (2008) ) for the DM particles in CDM simulations. Rising anisotropy profiles are however in stark contrast with results from an interesting orbit-based study of Sculptor ) which finds that the best NFW fits have tangential anisotropy.
To understand where this discrepancy might occur we refer the reader to fig. 7 of measured in bins 4-6 is above 3 in luminous regions so that one can reasonably expect ζA > 3. As discussed previously, NFW models with negative β are not able to describe such a high value of ζA and we see that the best fitting solution in the figure misses each of these bins. Instead, the best fit to the kurtosis is driven by the final radial bin which receives the least weight from ζA. The cause of discrepancy can therefore be attributed to the relative weighting of ζA to the most luminous regions of the galaxy which forces the fit to match the peaked distributions at around 300pc with more radial anisotropy. The restricted range of scale radii for NFW models also allows us to test predictions for the concentration c∆ of DM halos in CDM simulations. Macciò et al. (2007) 
For completeness, the concentration can then be related to the scale density ρ0 via,
where ∆ = 98 is the density contrast that is used in Macciò et al. (2007) which we omit from the subscript in c∆ for brevity. While such a test can only really be qualitative due to the uncertainties associated with computational simulations, it is interesting to note that the small range of NFW profiles picked out by the ζ parameters are in good agreement with predictions for the concentration parameters for this size of halo (see Fig. 9 ).
Increased self-gravity and alternative tracer density profiles
Here we discuss the sensitivity of the results presented above to the mass-luminosity ratio of the stars and the choice of the stellar density profile ν(r) that has hitherto been fixed to a cored Plummer profile. We tested the effect of increasing the constant massluminosity ratio of the stars from our benchmark model of Υ = 1M /L to Υ = 3.5M /L . This caused a slight increase in the best fitting scale radius for each model but made no impact on which models provided the best fit to the data. Again, it is interesting that to note the similarity with who find that increased self-gravity of the stars requires larger DM scale radii to fit multiple populations in Sculptor with the Projected Virial Theorem.
We then experimented with different shapes for the tracer density profile within the framework of the Zhao parametrisation,
Adjusting the inner slope had little bearing on the final results which perhaps reflects the fact that both ζ parameters place little weight on stars at the centre of the galaxy. We found that though increasing the inner slope of the density profile gave rise to increased anisotropy at the centre (i.e β0 is larger) which increases ζA, the luminosity weighting also shifts towards the centre which causes ζA to fall and cancels this effect to some extent. Changing the outer density slope had little impact on ζA but are marked impact on ζB which is more sensitive to data at large radii. Increasing the outer density slope tended to increase ζB. Crucially, boosting ζB relative to ζA is needed to increase the quality of fit for Burkert and cored DM density profiles with outer slopes steeper than an isothermal sphere. Strigari et al. (2010) found that a Zhao density profile for the stellar population ν(r) with steeper inner and outer density slopes (specifically with (α , β , γ ) = (3, 5.5, 0.5) replacing the Plummer values (α , β , γ ) = (2, 5, 0)) can also provide an acceptable χ 2 fit to the photometry in Sculptor provided in Battaglia et al. (2008) . We repeated the analysis presented in Fig. 5 with this new model for ν(r) which we call SFW10. In Fig. 10 we see that even a small increase of ∆β = 0.5 has a profound impact on the constraints from ζB. As discussed above, the Burkert and (3,3,0) models can now produce larger values of ζB/ζA to match the observation of ζB/ ζA that is observed without tuning the anisotropy parameter to values that yield poor fits to the dispersion data. We also see that scale radii favoured by ζA for NFW fits are now too small to fit ζB. As such, NFW fits with the SFW10 stellar density profile have a significantly worse χ 2 than the cored models.
It is interesting to note from fig. 13 in Amorisco & Evans (2012b) that the data set used in this work appears to have a more concentrated population of tracers than data from Figure 10 . We repeated the analysis presented in the right hand panel of Fig. 5 with an SFW10 tracer density profile (see the text for details) that has steeper values of the inner and outer slopes than the Plummer profile which is used in the rest of this work. Battaglia et al. (2008) . For this reason we decided to perform our own fit to the star count of probable members in our sample to see how much variation we found in the outer density slope β . Due to the spatial sampling bias of selecting red giant candidates for spectroscopic measurements (see §2.3 in Walker & Penarrubia (2011) ) these fits should only serve as a rough guide for the true shape of ν(r). In Fig. 11 we see that that whilst Plummer-like outer slopes (β ∼ 5) and inner slopes (γ = 0) provide the best fits to the star counts, steeper outer slopes with β = 5.5 remain acceptable. For this reason we believe that if the parameters in ν(r) are free to vary and the star count fit is added to the likelihood function then the analysis would not be able to discriminate between Burkert and NFW models as it could in the previous section when ν(r) was fixed. The steepness of transition between the outer and inner slopes α that we observe between the inner and outer density slopes in Fig.  11 is larger than the Plummer profile (α = 2) which could reflect the fact that two stellar sub-populations are being modelled as one. We found that altering α made a much less significant impact on the analysis than β .
In summary, we find that a general description of ν(r) as well as of β(r) and (effectively) β (r) is crucial in a fourth order Jeans or Virial analysis. Having approached the complete generality of spherical orbit-based modelling with our analytic approach we find a similar result to Breddels & Figure 11 . We fit the number of stars at each projected radius to predictions from models with a generalised Zhao profile (Eq. 21) for the number density of stars ν(r). For each model we used the Abel inversion to calculate the surface density Σ(R) from ν(r) numerically. Displayed are points returned by MultiNest for the shape parameters of ν(r). Here χ 2 is a pseudo-chi squared goodness-of-fit statistic given by Eq. 17 and the 'pseudo' refers to the fact that for a small number count the Poisson distributions used in the likelihood function do not resemble a Gaussian distribution. We split the stars into 27 radial bins spanning 50pc so with four fitting parameters there are 23 degrees of freedom. ; the fourth moments are not able to completely break the mass-anisotropy degeneracy but leave a space of solutions with cored density profiles degenerate with less concentrated cusped ones. Most of the power in constraining the scale radius of the DM halo comes from ζA which is much more robust to the choice of the tracer density profile than ζB.
Results with Plummer profile, generalised density profiles and generalised velocity anisotropy
Finally we perform fits which exploit the full freedom of the Zhao (α, β, γ) profiles to understand the results of the last section and to see if the new results we obtain are consistent with what we discovered in the previous section. We vary α, Figure 12 . Results of fitting the LOS velocity dispersion, ζ A and ζ B with a generalised velocity anisotropy and generalised (α, β, γ) density profile. Here β refers to the outer density slope and should not be confused with the velocity anisotropy parameter. The points plotted are all within the 90% compatible region (i.e a p-value of greater than 0.1). It can be seen that the fits favour either a cored isothermal sphere (γ = 0, β ∼ 2) or cuspy profiles (γ ∼ 1) with a range of steeper outer slopes (γ ∼ 1.2, β > 2.5) including the NFW model with β = 3.
β and γ and see which values give us the best combined fit to the LOS velocity dispersion, ζA and ζB. As in the previous section we assume that the stars follow a Plummer density profile. We saw in the previous section that both NFW profiles and cored isothermal spheres, i.e. (α, β, γ) = (3, 2, 0) profiles, gave the best fit to the data with the lowest χ 2 for the cored isothermal spheres slightly beating the lowest χ 2 for the NFW profiles, although not by much. At the same time, cored profiles with steeper outer density slopes like Burkert and (3,3,0) profiles appeared to be disfavoured. In Fig. 12 we see the results of the analysis.
The fits seem to favour either a cored isothermal sphere (γ = 0, β ∼ 2) or a (really quite) cuspy profile with a relatively steep inner and outer slope (γ ∼ 1.2, β > 2.5). Cored profiles with γ ∼ 0 and NFW-like outer slopes seem to be very much disfavoured, a result which seems to be at odds with the results other analyses in the literature (though a recent study of Sculptor with Schwarzschild modelling (Breddels & Helmi 2013) indicates that there is slightly (though not significantly) less Bayesian evidence for cored models with β = 3 than for NFW fits and less still for cored models with β = 4). Again we stress that these results depend strongly on the assumed form of the tracer density profile but it is interesting to note that a large range of outer density slopes are compatible with cusped models whilst only r −2 slopes are accepted for cored models.
Spherical symmetry and dynamic equilibrium
The two fundamental assumptions that underpin the analysis in this work (and indeed any spherical Jeans/Schwarzschild method based on the Collisionless Boltzmann Equation) are that (i) the distribution function of the tracers f (r, v) and gravitational potential Φ(r) are spherically symmetric and (ii) the tracer population has reached equilibrium and ∂tf = 0.
N-body simulations of dwarf galaxies orbiting the MW indicate that the average effect of tidal stripping (over all projected angles) is to inflate the LOS dispersion at large radii (Read et al. 2006) . This can lead (Klimentowski et al. 2007 ) to an observer overestimating the halo mass (and in particular the scale radius) and/or underestimating the anisotropy parameter β.
The final radial bins in our sample (with 26 bins) show that though the LOS dispersion rises in the interior of the galaxy it begins to decline at R = 1kpc which suggests that tidal stripping may not be significant below this radius.
Be that as it may, if the tidal tails are oriented along the LOS to to dwarf spheroidal galaxies then it has been argued (Klimentowski et al. 2009 ) that tidal effects can dramatically alter the kinematics. Accurate proper motion measurements for Sculptor from the Gaia satellite will provide more information about the orbit of Sculptor and the feasibility of this scenario. As noted in , current astrometric measurements of Sculptor's proper motion with the HST (Piatek et al. 2006) indicate that Sculptor has not passed the pericentre of its orbit for 1Gyr and that a pericentric distance of 69kpc makes it unlikely that tidal effects will ever be strong enough to make a significant impact.
Evidence for mild asphericity in Sculptor is irrefutable with an observed ellipticity of e ∼ 0.3 in the stellar surface profile. Though one might expect that the dark matter halo is more spherical than the embedded tracer population one must also factor in the unknown LOS elongation. This arguably presents the greatest challenge to modelling the dynamics of dwarf spheroidal galaxies. The problem can be approached in two ways (i) develop increasingly sophisticated modelling techniques to fit highly accurate simulations of triaxial halos and (ii) use simple analytic methods to gain a deeper intuitive understanding of dynamics in spherical systems and look for observational signatures that are robust to the deviations from sphericity or guide the modelling of aspherical systems.
Some success for the latter approach comes from the surprising finding that the mass-slope method of Walker & Penarrubia (2011) may be robust when applied to triaxial halos (Laporte et al. 2013 ). With such simple analytic methods, the authors found that to some extent the bias from asphericity effectively cancels. These results are disputed in Kowalczyk et al. (2013) however, who find that there is a significant bias on mass slope estimates that depends on the unknown angle between the longest axis of the stellar component and the line-of-sight. were also able to show that their results obtained with the Projected Virial Theorem are insensitive to an axisymmetric flattening of the stellar population and dark matter halo.
Unfortunately, the method presented here also depends on the assumption that the velocity ellipsoid is spherical. This introduces an additional bias to the anisotropy parameter as discussed in Wojtak et al. (2013) for tracers in cluster sized halos. Replacing the Jeans equations with the Virial equations enables us to include information on the shape of the LOS velocity distribution without reference to β , the anisotropy between the shape of the radial and tangen-tial distributions. This is a positive step towards modelling higher moments of the LOS velocity distributions in a way that is robust to the spherical assumption.
CONCLUSIONS
In this work we have discussed the use of higher order Virial equations rather than higher order Jeans equations to try and break the degeneracies associated with the traditional Jeans analysis. The main advantage of this approach is that the fourth order Virial equations add constraints to the fourth moment of the velocity distribution without adding new fitting parameters to the standard Jeans analysis that can compromise efforts to break the β degeneracy. We used the fourth order Virial equations to derive two new parameters ζA and ζB which replace the kurtosis as a measure of the shape of the LOS velocity distribution. Each solution to the 2nd order Jeans equation could then be checked for consistency with shape information from the data with simple estimators ζ. In contrast to the kurtosis, these global estimators sum over all stars in the data set which removes the issue of binning and maximises the statistical precision of the fourth order moments.
In a simplified analysis with a constant velocity anisotropy parameter, we have shown that it is clear how the ζ parameters reduce the space of solutions when they are added to a standard Jeans equation fit. We found that velocity anisotropy primarily affects the ratio ζA/ζB and that both ζ parameters are highly sensitive to the scale radius of the DM halo. For fixed anisotropy and DM scale radius, cored DM profiles have higher values of both ζ parameters than cusped halos which suggests that they have more peaked velocity distributions on average.
When we generalise the velocity anisotropy parameter to allow it to be a function of radius, we see that again the ζ parameters focus in on particular solutions, most strikingly, for a given parametrisation, ζA focuses in on a particular value of the scale radius but does not favour any particular density profile shape relative to any other (cored or cusped). There is a degeneracy between cored profiles and cusped profiles with larger scale radii.
Including ζB in the analyses can break this degeneracy to some extent and places strong constraints on the outer slope of the dark matter density profile in particular. In the case where ν(r) was fixed to a Plummer profile we found that the ζ measurements for Sculptor could rule out cored profiles that are common in the literature such as the Burkert profile that fits low surface brightness spiral galaxies (Gentile et al. 2004; Salucci et al. 2012) or cored profiles with NFW-like outer slopes (α, β, γ) = (3, 3, 0) and suggest a smaller mass slope than is predicted with multiple stellar populations in Walker & Penarrubia (2011) . However, whilst ζA is relatively robust to the choice of number density for the stars ν, the extra R 2 position-weighting in ζB makes it highly sensitive to the outer slope. When we increased the outer slope of ν(r) to β = 5.5 we found that both Burkert and (3,3,0) models could be made consistent with ζ. A fit to the star counts with a general form for ν(r) showed that whilst Plummer models are preferred, there is enough freedom to allow a steeper outer slope.
In short, we find that when one considers (i) a single tracer component, (ii) all possible fits to the tracer density ν(r) and (iii) complete freedom for the anisotropy parameter β(r) to vary within the limits of its parameterisation and without assuming anything whatsoever about the fourth order shape anisotropy parameter β (r), then the fourth moments alone are not often able to solve the cusp/core degeneracy. The fourth order Virial equations isolate information from the fourth order Jeans equation that is independent of β and we therefore believe that a fourth order Jeans analysis that satisfies the criteria listed above would not provide significantly more information 2 . This was also the conclusion presented in with orbit-based modelling and interestingly they also find that the remaining set of degenerate solutions has less concentrated cusped halos and more concentrated cored ones. We believe that our simple analytic method brings this result into sharp focus.
Our results contrast with conclusions presented in previous work that found density profiles with extended cores to be favoured in a fourth order Jeans analysis of Sculptor. To understand this discrepancy we first note that the Einasto density profile chosen for the dark matter in that work does not allow an independent description of the inner and outer density slopes. With ν(r) fixed to a Plummer profile it is conceivable that the tight constraints placed on the outer slope of the density profile by the fourth order Jeans equations (which implicitly include ζB) were responsible for the discriminating power of the analysis. This highlights the importance of considering highly generalised or non-parametric profiles for the tracer density and anisotropy parameters. The Virial equations presented in this work are valid for any physical choice of ν(r) and β(r) and remove the need to parameterise β (r).
Though the fourth moments do not specify a single density profile, they can be used to make very tight predictions for the velocity anisotropy and concentration of density profiles with fixed shape parameters. In fact, given that the ζ parameters place such tight constraints on NFW models it is remarkable that both the concentration and anisotropy parameter is in reasonable agreement with expectations from ΛCDM simulations. The tight constraints on the concentration our powered primarily by ζA alone which is relatively robust to the choice of the tracer density profile. Interestingly, the results presented in and Amorisco et al. (2012) suggest that whilst cored density profiles provide the best fit, NFW profiles with sufficiently large scale radii (and in the case of Sculptor lower mass-luminosity ratios for the stars than Υ = 8) may also fit the energetics of multiple stellar sub-populations in Fornax and Sculptor implied by the Projected Virial Theorem. The authors argue however, that the necessary scale radii for NFW fits imply DM halos that are not concentrated enough to match predictions from ΛCDM simulations. In contrast to those studies and in line with , we find sufficient scatter in the mass-concentration relation to accommodate NFW models in our analysis. It would be interesting to see whether this holds for other dwarf spheroidal galaxies and the ζ parameters can provide a stern test for the concept of a universal density profile (see e.g Collins et al. (2013) and Jardel & Gebhardt (2013) for other recent challenges).
Studies with multiple populations continue to provide the strongest constraints on the inner slope of DM density profiles. With the new and simpler method introduced in this paper it is much more feasible to introduce fourth moments for each individual population. With two separate strong predictions for the DM scale radius from two separate ζA measurements, the fourth moments could provide a powerful complement to the usual multiple population mass estimators.
A better understanding of the density profiles in dwarf spheroidal galaxies, or indeed any galaxies, is extremely valuable as it can help to understand the effect of baryons upon dark matter profiles. For any given density model, the dramatic improvement afforded by the ζ parameters in recovering the scale radius could be extremely useful for calculating the magnitude of the astrophysical J-factor and therefore obtaining constraints on the self annihilation of dark matter. The fact that the method gives much tighter constraints on the underlying radial functions of β may potentially yield information about structure formation history.
Two important challenges to this work that could become a problem are the validity of assuming spherical symmetry and dynamic equilibrium for Sculptor. We feel that by reducing the higher moment analysis to its simplest and most robust form to date we have made a positive step towards testing these assumptions.
Finally, we emphasise that our discussion of the new Virial shape parameters has no bearing on the scale of the system and can be readily applied to any spherical system of tracers in a gravitational potential. Whenever the standard Jeans equation is applied, the Virial shape parameters offer two new extra constraints on the system for free without introducing any new parameters.
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In this section we discuss how numerous potential sources of systematic error can affect the observed values of the LOS dispersion and ζ parameters. Where possible we use the Gaia Challenge test suite to estimate these systematics numerically and simulations including effects such as binary motion, experimental velocity errors, perspective rotation and probability of membership are all generously provided by Matthew Walker and Jorge Peñarrubia. As the true ζ parameters and LOS dispersion are known for each model in the test suite we can estimate the total bias ζ − ζ and fit to it as shown in Figs. 1 and 2. As discussed in the text, experimental errors can be understood by performing a convolution of the intrinsic velocity distribution with a Gaussian error distribution. The more complicated contribution of other systematics to the bias is outlined in greater detail below.
A1 Binary stars
Binary fractions for Sculptor have been estimated in the literature (Queloz et al. 1995) at around f b ∼ 0.2 − 0.5%. Very recently, (Minor 2013 ) performed a study on the variability of repeat velocity measurements in the Sculptor data set ) that we consider in this work. In the study, a likelihood analysis was performed to assess to what extent the variability of repeat velocity measurements can be attributed to experimental velocity errors or to binarity. The findings suggest that Sculptor possesses a relatively large binary fraction of f b = 0.59 that is similar to the binary fraction that is found in metal poor Milky Way field star populations (Minor 2013 ). This fraction is based upon the assumption that the mean log period of binary stars in dwarf spheroidals is similar to that in MW field stars. A smaller mean log period would suggest a smaller binary fraction. Without a detailed knowledge of how e.g star formation affects binary fractions in dSphs relative to the field, Figure A1 . Line-of-sight velocity distributions for the binary motion (blue dashed), intrinsic motion (green dotted) and observed motion (red solid). Here we assume that the intrinsic velocity distribution is Gaussian with a dispersion of 5kms −1 . This is then convolved with the binary LOS velocity distribution (see text for details) to give the LOS velocity distribution that would be observed if 100% of stars are binary stars.
we cannot be sure that this (or indeed the converse scenario) is the case. Nevertheless, in accordance with Minor (2013) we adopt a binary fraction of f b = 0.6 in our analysis.
Numerous studies (e.g Olszewski et al. (1996) ) have shown that a significant fraction of binary stars can artificially inflate the observed LOS velocity dispersion. Though the relatively large intrinsic LOS velocity dispersion in Sculptor reduces the impact of binary stars, the ζ variables depend on the fourth moment of the LOS velocity distribution and it has been argued (De Rijcke & Dejonghe 2002) that the LOS kurtosis is particularly sensitive to binary motion. To study the effects of binary motion on the ζ estimates we adopt LOS velocities from the Gaia challenge test suite that follow the prescription in McConnachie & Côté (2010) . The resulting velocity distribution for binary motion along the line-of-sight is shown as a blue dashed curve in Fig. A1 . We note that there is additional weight in the shoulders of the distribution relative to the distribution presented in fig.  4 of De Rijcke & Dejonghe (2002) . The origin of this discrepancy requires a more detailed study but is not too surprising given the very different methodologies presented in the two papers. Different choices for parameters of the binary system (such as the mass ratio of the primary and secondary stars) could also contribute to any differences.
Despite the odd shape of the binary velocity distribution (blue dashed curve in Fig. A1) we found that the sample kurtosis is close to the Gaussian value of 3. Remarkably, we found that a convolution of the Gaussian intrinsic distribution with the binary distribution had a negligible impact on the shape of the observed velocity distribution but just gave a small boost to the LOS dispersion. In Fig. A1 we see that even an intrinsic LOS velocity distribution (green dotted curve) with a small dispersion (approximately half that in Sculptor) has an almost identical shape to the observed velocity distribution (red solid curve). Moreover, we found that contrary to the results presented in De Rijcke & De-jonghe (2002) , intrinsic velocity distributions more peaked than Gaussian were flattened when binary velocities were added. For these peaked models (ζA > 3) the binary stars act like the Gaussian experimental velocity errors to create the negative bias ( ζA − ζA < 0) that we see on the RHS of Fig. 1 .
A2 Milky Way interlopers
Another key issue when using higher moments of the velocity distribution is that Milky Way contaminants with large LOS velocities will impact strongly on the tails of the velocity distribution and inflate the measured kurtosis. For this reason most interloper removal schemes conservatively remove all LOS velocities that are more than 3σ from the mean velocity of the dwarf spheroidal galaxy. Whilst this is a robust way to ensure that the LOS velocity dispersion is not artificially inflated by outliers, the removal of member stars in the tails of the distribution can severely bias the measured kurtosis. As we have shown in §2.2, velocity distributions that are more peaked than Gaussian are generic predictions for models with cored dark matter density profiles, deeply embedded tracer populations or radial (β > 0) anisotropy. We therefore chose to use probabilities from the method described in that uses velocity, position and (crucially) metallicity, to assess the likelihood of membership for each star, rather than the arguably more robust 3σ cutoff.
One benefit of using the luminosity weighted average is that the kurtosis-like variable ζA naturally weights the stars in the inner regions that are most likely to be members of the dwarf spheroidal. Unfortunately ζB is sensitive to cutoffs in both the LOS velocity and the projected radius R which together form the dominant source of bias that we observe in Fig. 2 . For models in the Gaia challenge test suite with low values of ζB we see a positive bias ( ζB − ζB > 0) whilst for ζB > 5 we see that the bias becomes negative. This can be understood by considering that models with low ζB naively have flatter velocity distributions and are thus principally affected by the cutoff in the projected radius R which from Eq. 9 increases ζB. As ζB increases, cutting off the longer tails of the velocity distribution becomes the dominant effect which decreases ζB by reducing v 4 z faster than v 2 z . This source of negative bias is also present for ζA and adds to the negative bias from binary motions and experimental errors that we see in Fig. 1 .
We tested to see how much imposing a 3σ cutoff (after removing stars with membership probability less than 0.95) would affect the results. After iteratively removing stars with velocities greater than 3σ we found that as expected the kurtosis-like estimator fell from ζA = 3.43 to ζA = 3.21 (with a corresponding change in ζB from 3.69 to 3.83). The fact that ζA remains significantly (given the small errors in ζA) above the Gaussian value of 3 after removing the tails of the distribution suggests that it is the shoulders of the distribution and the more pronounced central peak that are driving the positive non-Gaussianity. This has been confirmed in a study (Amorisco & Evans 2012b) of Sculptor with Gauss-Hermite moments that are less susceptible to the tails of the velocity distribution. For both the data set used in this work ) and an independent survey (Battaglia et al. 2008 ) the authors find that the Gauss Hermite moment h4 is positive at all radii and maximally so in the most luminous regions. We therefore believe that the 3σ cutoff is not appropriate for use on the Sculptor data set and that, qualitatively, the results presented here are robust to the choice of interloper removal scheme.
A3 Rotation
To assess the impact of rotation on our results we calculated the estimator ζA before and after removing the mild gradients of -5.5 km s −1 deg −1 in the direction θPA = 21 deg as prescribed in Walker et al. (2008) . We found no significant difference with ∆ ζA ∼ 0.03. Again, because rotation primarily affects stars at large projected radii, the luminosity weighted average in ζA makes it less sensitive to intrinsic rotation than the Jeans equations. More surprisingly, we found that ζB was not significantly affected either.
There is still debate in the literature about the systemic proper motion of Sculptor and various astrometric measurements give conflicting results. If the systemic proper motion observed with the HST (Piatek et al. 2006 ) is accurate then the observed velocity gradients cannot be attributed to the dwarfs systemic motion (Walker et al. 2008 ) but suggest intrinsic rotation. Evidence for intrinsic rotation is found in another study of Sculptor's kinematics (Battaglia et al. 2008) .
We transformed the heliocentric velocities to the dwarf rest frame by assuming the alternative proper motion measurements from the HST. We found that ζA was not significantly affected but that ζB was increased from 3.69 to 3.80 which is consistent with intrinsic rotation boosting the velocity measurements in the highly weighted outer regions.
APPENDIX B: CHOICE OF RADIAL BINS AND COMPARISON WITH OTHER SCULPTOR DATA SETS
In our benchmark model we split the stars equally amongst 26 radial bins to maximise the radial coverage of the dispersion profile whilst preserving a sample of size of N > 50 stars in each bin. Other studies in the literature employ fewer radial bins so for a direct comparison we repeated our analysis with 12 radial bins.
In Fig. B1 we see that a choice of 12 radial bins does not detect a slight decline that is observed in the LOS dispersion at around R = 1kpc. Consequently, we see that a better fit can be achieved to NFW halos with very large scale radii (and therefore lower concentrations) that produce rising LOS dispersion profiles. We also note that an alternative data set for Sculptor from the VLT/FLAMES survey (Battaglia et al. 2008 ) has a LOS dispersion that rises out to a greater radius R than the data set that we consider in this work (see fig. 14 in Amorisco & Evans (2012b) for a direct comparison). We would therefore expect results from the alternative data set to bear a closer resemblance to the results obtained with 12 radial bins.
Whilst, the choice of binning had an impact on the dispersion-only analysis (e.g. in the constant β analysis it improves the χ 2 for scale radii above rs = 1kpc in NFW r dm =10kpc Figure B1 . LOS dispersion data for binning schemes with the stars split equally into 26 (upper panel) and 12 (lower panel) radial bins. We show fits with NFW profiles to demonstrate that more extended and diffuse halos (rs = 10kpc) have a rising dispersion profile that fits the LOS dispersion data better when the number of bins is limited to (N bins = 12).
4), the ζ parameters place tight enough constraints to override these differences in the joint analysis. In Fig. B2 we see that the relative fit between different models is largely unchanged. Figure B2 . We repeated the analysis presented in the right hand panel of Fig. 5 with 12 radial bins for the LOS dispersion data (bottom panel) rather than 26 radial bins (upper panel) which is used in the rest of this work.
