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ABSTRACT 
Nodal Load Estimation for Electric Power Distribution Systems  
Jie Wan 
Karen N. Miu, Ph.D. 
Up-to-date nodal load information is required to accurately represent customers in 
electric power distribution systems. In addition, many operating, control and planning 
studies in power distribution systems directly depend on nodal load information. Thus, 
considering the load driven nature of power systems and the interdependence of loads 
and system states (voltage magnitudes and phase angles), this thesis defines and studies 
nodal load estimation in power distribution systems with limited synchronized 
measurements.  
This thesis presents a constrained, nonlinear optimization problem formulation that (i) 
treats loads as varying parameters, (ii) incorporates real-time measurements and (iii) 
includes practical guidelines issued by operating and loading constraints. Locally 
convergent algorithms are designed for power distribution networks of different structure. 
For radial networks, sensitivity-based network decomposition methods are presented. For 
general structure networks, two weighted least squares (WLS) approaches are designed. 
Extensive simulation results on a 20-bus unbalanced, radial test system and an actual 
394-bus unbalanced distribution network with radial or meshed structures are obtained. 
Finally, the meter placement problem in power distribution systems is investigated for 
enhanced load estimation. A heuristic incremental method is presented with promising 
results.  
 
 
1 
 CHAPTER 1.   INTRODUCTION 
As the direct link to end customers, electric power distribution systems must meet 
customer load demands at all times in a safe and efficient way. Therefore, load 
information is an essential part of power distribution system analysis. Specifically, up-to-
date nodal load information is required to accurately represent customers and for many 
operation, control and planning of power distribution systems.   
Historically, online monitoring of power distribution systems has focused on select 
points, such as at the substations, some feeder transformers and key customer loads. In 
general, individual load information was obtained from monthly meter readings. More 
recently, in some terrestrial electric utilities, the number of  Feeder Terminal Units 
(FTUs) and Automated Meter Reading (AMR) systems has increased. Thus, loads can be 
estimated using available measurements. 
This thesis addresses load estimation in distribution power systems that will provide 
static real and reactive load estimates for each node in the system given synchronized 
measurements. For systems without AMR, it is clear that the number of measurements is 
limited. For systems with AMR, the economic justifications and technical necessity of 
polling meters from all individual loads to obtain a load estimate is not clear.  Therefore, 
in this work, study is performed to show that inherent capability of load estimation with 
limited measurements, which provides economic and/or technical justification, exists 
using described methodologies. 
2 
1.1  MOTIVATION 
In order to improve efficiency and reliability of the power distribution system, 
Distribution Management System (DMS) applications have been adopted to monitor and 
control the distribution system. As shown in Figure 1.1, DMS functions, such as service 
restoration, capacitor placement and control, demand side management and remote meter 
reading, not only bring utilities big economic benefits by lowering the cost of operation 
through the high degree of automation but also improve customer satisfaction by 
increasing power quality [40, 41]. In [40], eight case studies showed that a direct benefit 
of $260,000 over a 30 month period, January 1985 to June 1987, has been achieved 
because of the application of DMS functions on a system with three substations and 
eleven feeders on the Athens Utilities Boards in Athens, Tennessee. 
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Figure 1.1: Overview of Load Estimation in Power Distribution Systems 
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Among the data required for DMS applications, such as load data, switch status and 
control device status/settings [1], load data is the most important and essential. The 
performance of DMS applications highly depends on the quality of load data. Accurate 
load data may also help detect errors in switch status and control device settings. 
Requirements for load data vary depending on the DMS application. For example, 
demand side management, such as load control and real-time nodal pricing, need detailed 
real-time nodal load data. Also, for service restoration, to insure network safety under the 
new configuration, load transfer options must be evaluated using accurate load data 
concerning both individual and/or lumped loads to be transferred. If real and reactive 
nodal load estimates can be provided, then the estimates can be processed to meet the 
different requirements of DMS applications.  
Since a typical power distribution system is inherently unbalanced, loads in distribution 
systems are three-phase, two-phase or single phase and non-uniformly distributed along 
feeders and laterals in an unbalanced manner. Historical modeling and forecasting of 
balanced, per-phase loads cannot reflect the unbalanced nature of loads in power 
distribution systems. Thus, in this thesis, detailed distribution load data means individual 
real and reactive loads for each node (a phase of a bus). 
Detailed load modeling greatly increases the number of parameters to be estimated in 
power distribution systems. In contrast to the large number of loads to be estimated, there 
are a very limited number of direct measurements in power distribution systems. In 
practice, direct measurements are only available at distribution substations, transformers 
and some important loads. Even though the installation of Remote Terminal Units 
4 
(RTUs), FTUs and AMR systems may provide more direct measurements, economical 
and technical constraints may restrict the widespread installation of measurement devices 
and polling of these devices in many utilities.  
From an economical point of view, the cost of directly obtaining load data for individual 
loads is significant. If a system does not already contain AMR, then the cost/benefit 
analysis of implementation and operation of an AMR system must be studied. However, 
even if a system already has AMR, operating/service costs exist as long as load data is 
required. Specifically, the polling of meters for data may be expensive and from a 
technical point of view, the bandwidth of the communication networks may make it 
difficult to obtain a large amount of synchronized measurements.  
Hence, load estimation in power distribution systems is challenging as it must estimate a 
large number of loads with limited synchronized measurements. There is a need for 
proper problem formulations and solution algorithms for load estimation to support DMS 
applications. Correspondingly, the following issues should be considered in load 
estimation for power distribution systems: 
• The load-driven nature of power distribution system: there is no need to maintain 
system voltages if no loads are connected 
• The interdependence between system states and loads 
• Three-phase modeling 
• Operating and loading constraints 
• On-line measurements 
5 
1.2  OBJECTIVES 
The objectives of this work are 
• to establish a generic mathematical formulation for the load estimation problem in 
unbalanced power distribution systems, which considers the load driven nature of 
power systems and the interdependence of loads and system states (bus voltages 
and phase angles).  
• to design efficient and effective algorithms for load estimation by considering 
different structures of distribution networks  
• to investigate the meter placement problem with respect to load estimation in 
power distribution systems with both economic and technical concerns. 
The work in this thesis addresses these objectives by making the following contributions. 
1.3  CONTRIBUTIONS 
This thesis contributes to the area of load estimation in power distribution systems as 
follows:  
• presents a constrained, nonlinear optimization problem formulation that treats 
loads as varying parameters by considering the load-driven nature of power 
distribution systems and incorporating available real-time measurements, system 
operating constraints and loading constraints 
• designs and develops sensitivity-based network decomposition methods for radial 
networks  
• designs and develops two Weighted Least Squares (WLS) methods for general 
structure networks: 
6 
- the WLS load parameter method 
- the WLS constrained Distribution State Estimation (DSE) based method 
• introduces performance metrics for evaluating load estimates   
• formulates and designs a meter placement method for enhanced load estimation in 
power distribution systems 
1.4  ORGANIZATION OF THESIS 
The framework of this thesis is shown in Figure 1.2 as follows: 
 
LE  Techniques
Radial
Networks
General
Networks
LE Problem
Formulation
Convergence
Analysis
Meter Placement
for LE
Load Estimation
(LE)
 
Figure 1.2: The Framework of the Thesis 
 
The background of load estimation in power distribution systems is discussed in Chapter 
2. It includes the overview of available data used for load estimation in power 
distribution systems, previous works, a distribution network branch model and some 
component models selected for use in the subsequent chapters of this thesis. 
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In Chapter 3, considering the load-driven nature of power systems, the load estimation 
problem is formulated as a constrained, nonlinear ( pl ) optimization problem where both 
loads and system states are treated as estimated variables. Power flow constraints, voltage 
magnitude constraints and loading constraints are considered. System observability with 
limited measurements is discussed.  Four performance metrics are also introduced to 
quantify load estimation error in addition to measurement residuals.  
Considering that power distribution systems are typically operated in a radial manner, 
sensitivity-based network decomposition methods are designed for radial networks in 
Chapter 4.  The methods are based on measurement sensitivity and network 
decomposition. Specifically, the measurement sensitivity with respect to load changes in 
radial networks is studied. Analytical properties of measurement Jacobians are identified 
and exploited to design and justify the sensitivity-based network decomposition methods. 
Extensive simulation results on a 20-bus, unbalanced, radial test system and an actual 
394-bus, unbalanced, radial distribution network are shown and discussed.  Local 
convergence of the algorithm is also discussed in this chapter. 
Since power distribution systems are also operating with a small number of loops to 
improve their reliability, two WLS based methods are introduced for general structure 
networks (radial or meshed) in Chapter 5. The first is a WLS load parameter method, 
which solves the 2l  formulation using sequential unconstrained minimization techniques 
and estimates loads and system states simultaneously. To exploit existing DSE programs, 
a constrained DSE based method is also introduced. It estimates loads and system states 
sequentially. Simulation results on an actual 394-bus, unbalanced, radial/weakly-meshed 
8 
power distribution network under different initial load levels and different measurement 
schemes are shown and discussed. Local convergence of the WLS load parameter method 
is investigated and convergence conditions are also established. 
Load estimation results are affected by different measurement schemes. In order to 
design a metering scheme that satisfies specific requirements such as cost, load 
estimation accuracy, reliability and bad data processing, the meter placement problem for 
load estimation in power distribution systems is discussed in Chapter 6. A heuristic 
incremental method is introduced to select a set of meters that satisfy accuracy and 
reliability requirements with a minimal cost. 
Finally, Chapter 7 summarizes this work, highlights the contributions made, and outlines 
some possible areas of future research to extend this work.  
9 
 CHAPTER 2.   OVERVIEW OF LOAD ESTIMATION IN POWER 
DISTRIBUTION  SYSTEMS 
This chapter presents an overview of load estimation in power distribution systems. 
Available information for load estimation, such as customer information, historical data, 
load forecasts, load profiles and real-time measurements, are described first. Then, the 
existing load estimation approaches are reviewed. Finally, a distribution branch network 
model and some component models introduced by Chen and Dillon in [18] and 
Zimmerman in [19] are briefly reviewed. This modeling is selected for use in the 
subsequent chapters of the thesis.    
2.1 AVAILABLE INFORMATION FOR LOAD ESTIMATION 
As illustrated in Figure 1.1, the information normally available for load estimation in 
power distribution systems includes the customer information (type, location, etc.) and 
historical data (billing data, monthly power consumption in kwh, etc.). Knowledge about 
the types of customers is very important for load forecasting and load estimation. 
Customers are frequently categorized into groups/classes with common consumption 
characteristics with different timescales (annual, monthly, weekly or hourly), such as the 
amount of average power demands and the peak time in a day and a year. Loads can be 
classified according to the types of customer, their end-use devices and their power 
consumption behavior. One typical classification of loads is as follows: 
• Residential 
- Small/Low  
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- Medium 
- Large/High 
• Commercial 
- Small/Low  
- Medium 
- Large/High 
• Industrial 
- Small/Low  
- Medium 
- Large/High 
 
 
 
Figure 2.1: Daily Load Curves for Commercial and Residential Loads Based on Data 
  from ERCOT   
 
For customer classes with similar load patterns, standard load curves, which are diagrams 
of loads as a function of time, can be obtained from the monitoring of individual 
customer demands within a specific interval through load research studies. The standard 
load curve can provide initial load estimates. For example, two daily load curves are 
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shown in Figure 2.1. One is for a commercial load and the other is for a residential load. 
The data is obtained from The Electric Reliability Council of Texas, Inc 
(www.ercot.com). 
Short-term load forecasting programs, which generate load forecasts normally at the 5-
minute, 15-minute and hourly basis, have been widely used in order to plan the efficient, 
economical and safe operation of power distribution systems. In practice, it is not easy to 
carry out the short-term load forecasting rigorously because it is affected by many factors 
such as weather conditions, daily, weekly and seasonally periodicity, etc. However, it can 
provide rough estimates of the loads. 
Also, load profiles have been used to estimate loads. For example, Regional Economic 
Research, Inc (www.rer.com) provides a load profile modeling system which generates 
estimates of hourly (or sub hourly) load profiles typically for residential and commercial 
segments [37]. The estimated load profiles are used in the retail settlements process to 
convert monthly usage into estimates of hourly usage for customers who are not metered 
on an interval basis. Different approaches based on load aggregation [39], Independent 
Component Analysis (ICA) [42] and Neural-Fuzzy models [43] have been presented to 
determine load profiles. 
In power distribution systems, normally, there are meters installed at every substation.  
These meters may provide minimum, average and maximum values of voltage, power, 
current, etc. over a range of time. The metering is performed typically every 15 minutes, 
30 minutes or 1 hour depending on importance of locations. The output of each feeder 
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may also be monitored. There may be hourly measurements for large and/or important 
customers.  
As Distribution Automation (DA) technology is applied in power distribution systems, 
more load information is obtained. Many utilities use AMR systems to offer data or meter 
related services, such as web-based interval and power quality data, with a fee. Data for 
important loads may be available through customer meters. However, small customer 
loads are usually not monitored. With installation of RTUs in distribution substations and 
lines, distribution Supervisory Control and Data Acquisition (SCADA) systems can 
provide analog measurements and status information on a real-time basis to support 
operational needs. In Alabama Power Co., status values are scanned every 6-second and 
analog values are scanned every 12 second [36]. In addition, SCADA systems may 
acquire data from circuit breakers, switches, load tap changes, transformers, capacitor 
banks, line reclosers, sectionalizers, and voltage regulators. All the information may be 
used for load estimation. 
2.2 REVIEW OF PREVIOUS WORK 
Because of limited availability of online data, earlier methods have used Rural 
Electrification Administration (REA) tables to estimate loads where demand tables for 
voltage drop calculation in rural power distribution systems are used. Also, loads may be 
simply estimated based on historic data or operator’s experience. Monthly peak load 
readings, transformer peak load analysis [5] and existing diversified load curves [6] are 
used to allocate load to individual line sections.  Diversity of load groups and coincidence 
of peak loads will affect load allocation. These methods are more suitable for peak load 
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estimation.  With the help of online measurements, different approaches have been 
proposed to provide up-to-date load estimation. These methods are briefly reviewed next. 
2.2.1 DSE BASED METHODS 
DSE based methods estimate loads using state estimates obtained from state estimators. 
The idea using DSE techniques for distribution load estimation was mentioned by Baran 
et al.[7] as a by-product of DSE. Wang et al. [8] proposed a two-step method, which 
combines load allocation and DSE techniques. In the first step, loads were allocated 
according to billing data and typical load curves. In the second step, the rough load 
estimates obtained from the first step were used as load pseudo-measurements. Then 
WLS state estimation was performed with on-line measurements and load pseudo-
measurements. Real and reactive loads were computed based on state estimates. This 
method assumed that the network was balanced, and single phase analysis was used. 
Operating and loading constraints were not considered. 
2.2.2 STATISTICAL LOAD MODELING TECHNIQUES 
In [10, 11], Ghosh et al. proposed a statistical load modeling technique to express the 
variation of active power demand in radial networks. This model allowed for a measure 
of uncertainty in load estimations and was used for probabilistic distribution state 
estimation in radial networks. The method was based on class-specific daily load curves 
that model the behavior of loads as a function of season, day-of-week, hour, and 
temperature. Statistical approaches were used to obtain class-specific daily load curves 
with their means and variations. The mean of a load estimate at a specific time was 
computed based on the mean of the corresponding load model factor (the values in the 
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daily load curve) at the time and the average daily customer demand (monthly kwh/days 
in the billing cycle). Since class-specific daily load curves are integral to this statistical 
modeling, the performance of this method significantly depend upon the time of the day, 
the size of the network, the number of the customer groups and the locations of each 
group of loads. Also, single phase modeling was used and no operating and loading 
constraints were considered.                                                                                                                          
2.2.3 FUZZY SET BASED METHODS 
Fuzzy set based methods model system uncertainty, inexactness and random nature of 
customer demands through fuzzy set theory. In [21], Nazarko et al. applied a fuzzy 
regression model to express the correlation between a substation peak active load and 
supplied customer active loads in radial networks.  
Operator experience and expert knowledge were used by Kuo et al. in [22]. Linguistic 
descriptions for the size of loads, such as “very small”, “small”, “medium”, “large” and 
“very large”, were represented to be fuzzy variables. The load current at a branching 
point was scaled down from the available feeder current based on the ratio of the sum of 
the rated transformer capacities of the branching point to the sum of the rated capacities 
of transformers supplied from the feeder. The load current at a bus was estimated as a 
fuzzy variable described by the membership function. In the above two methods, single 
phase modeling was used in radial distribution systems. System voltages, operating and 
loading constraints were not considered.  
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In [16], Falcao et al. proposed a load estimation methodology for active demand 
estimation in radial networks. Neural network and fuzzy set techniques were applied to 
generate standard load curves for classes of customers based on their monthly energy 
consumption and a large set of data of load curves obtained from measurements. First, a 
Kohonen network was used to generate significant clusters of customers from 
measurements by considering the following attributes: customer type, geographical 
location, season, day of the week and average monthly kWh consumption. Then, based 
on these customer attributes, fuzzy techniques were applied to assign individual 
customers to a particular cluster. The load curve for each customer was obtained by 
calibrating the corresponding cluster curve to match the monthly energy consumption of 
this particular customer. The range of uncertainty of the load curve was also determined. 
This load curve provided a rough estimate of the load. To match the actual real-time 
measurements at initial feeder points, a linear programming estimator was proposed to 
refine the load estimates. Loading constraints were incorporated in the linear program 
estimator. But system voltages and operating constraints were not considered. Actual real 
power loss was neglected in this estimator.     
2.2.4 OTHER METHODS 
A Bayesian linear model method for load estimation in radial networks was presented by 
Villalba et al. in [23]. Bayesian estimator was used to estimate normalized load curves.  
Artificial neural networks in the Koper model were used for short-term load forecasting 
and provide some useful information for load estimation.  
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A Weighted Least Absolute Value (WLAV) estimation method was introduced to 
decrease the effect of gross errors in measurements by Irving et al. in [9]. Active power 
flows in each branch of a network were defined as the state variables of the load 
estimation problem. Measurement functions were expressed in terms of the defined state 
variables (active power flows). Reactive power, power factor, power loss and voltage 
information were simply included in measurement equations through some constant 
coefficients. Loading and operating constraints were not considered.  
2.2.5 COMMENTS 
The approaches discussed above can be categorized into two groups by problem 
formulations.  In the first group of approaches, load estimation is formulated as a post-
processing procedure of state estimation. The DSE based methods fall into this category. 
Considering the fact that loads decide system states, the methodology which treats load 
estimation as a by-product of DSE may not provide satisfied results for load estimation.  
In the second group of approaches, power flows or customer demands are defined as the 
estimated variables of the load estimation problem. The loads (power flow/customer 
demand) are estimated directly. These methods separate loads from system states, which 
simplifies the interdependence between system states and loads. Statistical load modeling 
methods, the Bayesian linear model method, fuzzy set based methods and the WLAV 
estimation method fall into this category.  
Moreover, none of the above methods formally considered operating and loading 
constraints, such as power flow equations and thermal limits of 
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conductors/cables/switches. These constraints have to be satisfied all the time and may 
provide very useful information for load estimation. Considering that power distribution 
systems are typically operated in a radial manner, most of previous methods were 
designed for radial networks or exploited radial structure. However, no method 
rigorously studied the effects of the radial structure on the problem and took advantage of 
them.  
Hence, appropriate problem formulation and solution algorithms are needed to deal with 
the issues mentioned above and lead to the goals described in Chapter 1. Before problem 
formulations and solution algorithms are introduced, we now discuss the specific power 
distribution models to be used in this work. 
2.3 OVERVIEW OF POWER DISTRIBUTION SYSTEMS 
Electric power systems include power generation, transmission systems and power 
distribution systems. As an important part of electric power systems, power distribution 
systems have different characteristics from transmission systems. They are characterized 
as  
• Radial/weakly meshed structures 
• Unbalanced networks/loads: one, two and three-phase laterals/loads 
• High resistance/reactance (R/X) ratio of the lines 
• Shunt capacitor banks and distribution transformers 
• Low voltage levels compared with those of transmission systems  
• Distributed generators (DGs) 
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Because of the inherent unbalanced nature of the power distribution system, each bus 
may be three-phase, two-phase or single-phase. Loads can be three-phase in a grounded 
wye or an ungrounded delta connection, two-phase grounded or single-phase grounded. 
The unbalanced nature of power distribution systems requires special three-phase 
component and system models. Some typical three-phase models, which consider 
modeling accuracy, computational effectiveness and efficiency, have been widely 
introduced by Chen and Dillon [18], Zimmerman [19], and Kersting [20].  These models 
are briefly reviewed next.  
In this section, to simplify mathematical expression, it is assumed that three phases (3φ ) 
exist at each bus and there are loads at each phase. In a real system, if only one or two 
phases exist at a bus or there is no load at some phase, the dimension of the mathematical 
notation can be adjusted appropriately. 
2.3.1 NETWORK BRANCH MODEL 
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Figure 2.2: The Generic One-line Network Branch Diagram Adopted from [19] 
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The power distribution system can be described as a group of buses which are 
interconnected through distribution lines, transformers and switches. Each bus may 
connect with loads, shunt capacitor banks, DGs/cogenerators, etc. A generic one-line 
network branch diagram is shown in Figure 2.2. The dot-lines connecting loads, shunt 
capacitors and co-generators with the ground indicate that they may be connected in an 
ungrounded delta configuration.  
3
kV ∈^  represents the complex bus voltage at bus k . Depending on whether there is a 
reference to ground, the network is classified as grounded sections and ungrounded 
sections: grounded sections have a reference to ground; ungrounded sections do not. If 
bus k  is in a grounded section, [ ]a b c Tk k k kV V V V=  consists of the phase-to-neutral 
voltages; if bus k  is in an ungrounded section, [ ]ab bc ca Tk k k kV V V V=  is composed of 
line-to-line voltages.  
3Ta b c
k k k kI I I I = ∈  ^  represents the complex current flow on the branch from bus 
1k −  to bus k   at the end of bus 1k − .  ' ' ' ' 3Ta b ck k k kI I I I = ∈  ^  represents the complex 
current flow on the branch from bus 1k −  to bus k  at the end of bus k . The direction of 
'
kI  is defined from bus k  to bus 1k − .  
Based on Ohm’s Law and Kirchoff’s Current Law (KCL), the following relation can be 
established for each branch of the network: 
11 12
1 1
' 21 22
k k kbr k k
k k kk k
I V VY Y
Y
I V VY Y
− −      = =             
                                     (2. 1) 
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where the branch matrix 6 6brY ×∈^  changes depending on the components between two 
buses, which could correspond to distribution lines, transformers or switches.  
Applying KCL at bus k , 
'
1
k
k Gk Lk Ck k j
j Br
I I I I I I+
∈
= + + − − ∑     (2. 2) 
where   
kBr   the set of all branches connected to bus k  except the branches 
associated with kI  and 1kI + ;  
3
GkI ∈^  the currents injected from the cogenerator/DGs at bus k  
3
LkI ∈^  the currents injected from the loads at bus k ; 
3
CkI ∈^  the currents injected from the shunt capacitors at bus k   
2.3.2 STATIC LOAD MODELS 
Static load models used in power distribution systems are constant ZIP models where 
loads are modeled as constant impedance (Z) loads, constant current (I) loads, constant 
power (PQ) loads or any linear combination of the above three.  
Three-phase loads can be connected in a grounded wye configuration or an ungrounded 
delta configuration as shown in Table 2.1 where   
3
LkS ∈^  the complex power injected from the loads at bus k ;      
3
Lky ∈^  the load admittance at bus k . 
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Table 2.1: Three-phase Load Configuration 
 Grounded Wye Connected Load Ungrounded Delta Connected Load 
Configuration 
a
LkI
a
LkS
c
LkI
c
LkS
b
LkI
b
LkS
c
Lky
a
Lky
ground
a
kV
b
kV
c
kV
b
Lky
 
ab
Lky
bc
Lky
bc
LkI
bc
LkS
ab
LkS
ab
LkI
ca
LkS
ca
LkI
ca
Lky
c
LkI
a
LkI bLkI
a
kV
b
kV
c
kV
 
LkS  
Ta b c
Lk Lk Lk LkS S S S =    
Ta b c
Lk Lk Lk LkS S S S =    
Lky  
Ta b c
Lk Lk Lk Lky y y y =    
Tab bc ca
Lk Lk Lk Lky y y y =    
LkI  
Ta b c
Lk Lk Lk LkI I I I =    
Tab bc ca
Lk Lk Lk LkI I I I =    
 
 
Loads are typically given as complex power injection at the nominal voltage. Hence, 
conversion is needed to change the nominal power injection to a specific load model. The 
details for a three-phase load are described in  Table 2.2 where the following notation is 
used:  
superscript a   the value at phase a;  
superscript pq  the value across phase p  and q ;   
superscript nom   the nominal value;  
.-, ./  the element-wise division;  
.×     the element-wise multiplication;  
i      the constant values;  
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Table 2.2: Load Conversion from Nominal Power Consumption 
Load Models 
Load Connection nomkV  
nom
LkS  
Constant Z 
Lky  
Constant I 
LkI  
Constant PQ 
LkS  
Grounded Wye 
,
,
,
a nom
k
b nom
k
c nom
k
V
V
V
     
 
,
,
,
a nom
Lk
b nom
Lk
c nom
Lk
S
S
S
     
 
Ungrounded Delta 
,
,
,
ab nom
k
bc nom
k
ca nom
k
V
V
V
     
 
,
,
,
ab nom
Lk
bc nom
Lk
ca nom
Lk
S
S
S
     
 
*
2. | |
nom
Lk
nom
k
S
V
 −  
 .
nom
Lk
nom
k
S
V
 nomLkS  
 
 
 
Table 2.3: Load Admittance Matrices 
Load Admittance Vector  
Lky  Load 
Connection 
 
Network 
Sections kV  
Admittance Matrix 
LkY  Const  
Z 
Const 
I 
Const 
PQ 
G
ro
un
de
d 
W
ye
 
Grounded 
0 0
0 0
0 0
a
Lk
b
Lk
c
Lk
y
y
y
       
Lky  .
Lk
k
I
V
 
*
2.| |
Lk
k
S
V
 −  
 
Grounded† 
a
k
b
k
c
k
V
V
V
     
  
ca ab ab ca
Lk Lk Lk Lk
ab ab bc bc
Lk Lk Lk Lk
ca bc bc ca
Lk Lk Lk Lk
y y y y
y y y y
y y y y
 + − − − + −  − − + 
 
Lky  .
Lk
k
I
UV
 
*
2.| |
Lk
k
S
UV
 −  
 
U
ng
ro
un
de
d 
D
el
ta
 
Ungrounded 
ab
k
bc
k
ca
k
V
V
V
     
 
ca ab ca
Lk Lk Lk
ab bc
Lk Lk
y y y
y y
 + − 
 Lky  .
Lk
k
I
V
 
*
2.| |
Lk
k
S
V
 −  
 
† where 
1 1 0
0 1 1
1 0 1
U
−  = −  − 
  
 
 
 
Also, 3 3LkY
×∈^  for grounded sections and 3 3LkY ×∈^  for ungrounded sections, the load 
admittance matrix at bus k , is shown in Table 2.3. For constant current loads and 
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constant power loads, the equivalent admittances for each element are used. The 
calculation of load admittance, current and power injection vectors for three load models 
are summarized in Table 2.4.  
 
 
Table 2.4:  Calculation of Load Admittance, Current Injection and Power Injection 
Load Models 
Admittance 
Lky  
Injected Current 
LkI  
Injected Power 
LkS  
Constant Z Lky  .Lk ky V− ×  * 2. | |Lk ky V− ×  
Constant I . Lk
k
I
V
 −  
 LkI  
*.k LkV I×  
Constant PQ 
*
2. | |
Lk
k
S
V
 −  
 
*
*.
Lk
k
S
V
 LkS  
 
 
2.3.3 OTHER COMPONENT MODELS 
The standard π  model is normally used to model the distribution line segment between 
two buses. The line charging effects are modeled by two shunt arms, each represented by 
a charging admittance matrix. 
Three-phase transformer banks are installed in the distribution substation to transform the 
voltages from transmission sub-transmission levels to distribution feeder levels, or 
installed on the feeder to transform the voltage for the customer loads. Referring to (2.1), 
the admittance matrix of the transformer entering bus k  is  
pp ps
br k k
k sp ss
k k
Y Y
Y
Y Y
 =     
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Due to the existence of four-wire grounded wye feeder and three-wire delta feeder, 
transformer connections are involved in different combinations of ground wye, 
ungrounded wye and delta. Detailed three-phase models derived by Zimmerman [19] are 
used in this work. 
Shunt capacitors in power distribution systems are typically used to provide reactive 
power compensation and help in voltage regulation. They may be treated as constant 
capacitance devices and modeled as constant impedance (susceptance).  
DGs and Cogenerators in power distribution systems may be controlled to produce real 
power with a constant power factor or at a constant terminal voltage. Consequently, they 
may be modeled as constant PQ load with positive real power injection or PV buses 
depending on their control strategies.  
Switches can be modeled as zero-impedance components or distribution lines. For a zero-
impedance switch branch between bus 1k −  and bus k , 1k kV V− =  and 'k kI I= − .  
2.3.4 BACKWARD/FORWARD SWEEP POWER FLOW PROCEDURES FOR 
RADIAL NETWORKS 
The radial structure implies that there is only one path between any two buses in the 
network. The backward/forward sweep algorithm exploits this feature and updates 
voltage, currents and power flows along the paths from the source to the end buses. It 
consists of two basic steps, backward sweep and forward sweep. These two steps are 
repeated until convergence is achieved.  
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Considering one branch of a distribution network shown in Figure 2.2, the backward 
branch update equation based on power flow can be expressed as:  
21 1 ' * 22
1 ( ) [( . / ) ( ) ]k k k k k kV Y S V Y V
−
− = −     (2. 3) 
11 12 *
1 1*.( )k k k k k kS V Y V Y V− −= +      (2. 4) 
where the pseudo-inverse is taken if 21kY  is not invertible.  
Similarly, the forward branch update equation can be expressed as:     
12 1 * 11
1 1( ) [( . / ) ]k k k k k kV Y S V Y V
−
− −= −     (2. 5) 
' 21 22 *
1*.( )k k k k k kS V Y V Y V−= +      (2. 6) 
where the pseudo-inverse is taken if 12kY  is not invertible 
The backward sweep sums current/power flow with/without voltage updates using the 
boundary condition of zero current and power flow out of the end buses; the forward 
sweep computes voltage drops with/without current/power flow updates based on the 
boundary condition of the specific source voltage. 
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CHAPTER 3.  LOAD ESTIMATION PROBLEM FORMULATION 
In this chapter, a constrained, nonlinear optimization formulation is presented for nodal 
load estimation with limited measurements in unbalanced power distribution systems. 
Nodal load estimates are defined as real and reactive power injected by the loads 
connected to each node (a phase of a bus). In this formulation, considering the load-
driven nature of power systems, i.e., loads decide system states, loads are treated as 
varying parameters. This is similar to the viewpoint of generalized state estimation [8]. In 
addition, system states are also included as estimated variables to reflect the 
interdependence of loads and system states (voltage magnitudes and phase angles) as 
opposed to only estimating loads alone in [9,16,21].   
Loads are estimated to fit real-time direct measurements because up-to-date information 
comes from real-time direct measurements which are normally more accurate than other 
available data such as historical data and billing data. In practice, load estimates are 
subject to the electrical and operating constraints because power distribution systems are 
operated to satisfy customers’ demands under physical equipment limitation and the law 
of physics. Some practical constraints on the loads may also be considered. The details 
are presented next. 
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3.1  NOTATIONS 
For the simplicity of mathematical expression, some notations used before have been 
redefined in this chapter. The notation used in this chapter is described in this section for 
clarity as follows:1 
n∈\  the number of buses in the distribution system excluding the 
substation bus 
3nV ∈^  the complex voltage vector of all buses (3φ ) 
3
kV ∈^  the complex voltage vector of bus k  ( 3φ ) 
6nλ∈\  the load parameter vector (3φ ) 
6
kλ ∈\  The load parameter sub-vector of bus k  (3φ ) 
6n
LS ∈\  the load vector of all buses (3φ ) 
6
LkS ∈\  the load sub-vector of bus k  (3φ ) 
3
LkP ∈\  the active load sub-vector of bus k  ( 3φ ) 
3
LkQ ∈\  the reactive load sub-vector of bus k  (3φ ) 
3
jkI ∈^  the complex branch current from bus j  to bus k   at the sending end 
superscript true  the true value  
superscript 0  the initial value 
superscript est  the estimated value 
                                                 
1  To simplify mathematical notation, it is assumed that three phases ( 3φ ) exist at each bus and there are 
loads at each phase. In a real system, if only one or two phases exist at a bus or there is no load at some 
phase, the following notation is still valid by setting the corresponding elements to zero. 
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m∈\  the number of real-time nodal measurements where 6m n  
mz∈\  the real-time nodal measurement vector 
W  the weight matrix associated with the real-time measurements 
3.2  LOAD ESTIMATE MODEL 
Load estimates are defined as active and reactive power injected by customer loads at 
each node in the system regardless of the load type. The power injected by customer 
loads at the nodes is a function of node voltages when the load is modeled as constant 
impedance or constant current loads. Since both power injected from the loads at each 
load and system voltages are estimated in the problem, constant impedance and constant 
current loads can be handled by converting the injected power into the corresponding 
load impedance or the load current using estimated voltages as discussed in Chapter 2. 
Load estimation starts from an initial load value, 0LS . Two load parameters are assigned 
for each node: one is for the active power and the other is for the reactive power. Then, 
load estimates are represented as a multiple of the initial load value through load 
parameters and the estimation of loads is equivalently accomplished by estimating load 
parameters. This work applies for unbalanced, multi-phasing networks, thus it treats each 
existing phase separately. However, if a three-phase load is regarded or is required to be 
balanced, the six load parameters for the three-phase load may be reduced to two.  
The estimated real and reactive powers injected from the loads at each node are denoted 
to be:  
0 0.*estL L LS S Sλ= +                                                      (3. 1)                         
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In (3.1), load estimates are represented as the initial load levels plus some perturbation.  
The perturbation depends on initial load levels and is expressed as a multiple of initial 
load levels. This model bounds the search space around the initial load levels by 
considering practical constraints on loads. But it cannot provide estimates for the loads 
whose initial load levels are set to be exactly zero. This shortcoming can be corrected by 
setting the initial load levels as very small nonzero values instead of zero.   
If there exist constant impedance or constant current loads at bus k , 0LkS  and 
est
LkS  are 
equivalent power injections under 0kV  and 
est
kV , respectively. Loads are estimated based 
on real-time measurements that are discussed next. 
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3.3  MEASUREMENT FUNCTIONS 
The relationship between real-time measurements, system states and load estimates can 
be stated by the following measurement equation: 
( , )z h V vλ= +       (3. 2) 
where ( , ) mh V λ ∈\  is the real-time measurement function vector, mv∈\  is the random 
measurement error vector. 
The measurements available in power distribution systems normally include voltage 
magnitudes, current magnitudes, branch real and reactive power flows and real and 
reactive power injection measurements. With the help of clock synchronization using 
Global Positioning System (GPS) satellites, voltage phase angles can also be measured at 
important locations. Based on the types of measurements, the individual measurement 
function can be represented as follows: 
• Voltage magnitude and/or phase angle measurement at phase p  of bus k : 
| | ( , )p pk VV h V λ=       (3. 3) 
( , )p pk h Vθθ λ=       (3. 4) 
• Current magnitude measurement from bus i  to bus k  over phase p : 
| | ( , )
( )
p p
ik I
c
pj j j
ik i k
j a
I h V
y V V
λ
=
=
= −∑       (3. 5) 
where jiV  is the bus voltage at bus i  over phase j  and 
pj
iky  is the corresponding 
element of the branch admittance matrix. 
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• Real and reactive power flow measurement from bus i  to bus k over phase p : 
*( , ) ( , ) ( )p p p p pik P Q k ikS h V jh V V Iλ λ= + =      (3. 6) 
• Power injection measurement at bus k  over phase p : 
       
, , ,
*
( , ) ( , )
( ( ))
k
p p p
ik inj P inj Q inj
c
p pj j j
k ik k i
i A j a
S h V jh V
V y V V
λ λ
∈ =
= +
= −∑∑                                               (3. 7) 
where kA  is the set containing the buses adjacent to bus k . 
Based on the load estimate model and measurement functions, the constrained, nonlinear 
optimization formulation is presented in next section. 
3.4  PROBLEM FORMULATION 
3.4.1 OBJECTIVE FUNCTION  
Loads are estimated to best fit the real-time measurement model represented by (3.2) 
because real-time measurements provide up-to-date information on the system and they 
are normally much more accurate than initial load level. The goodness of fit is measured 
by the pl  norm of weighted measurement residuals, the difference between the calculated 
values and the measured values, as follows: 
,
( , ) ( ( , ))
pV
Min J V W z h Vλ λ λ= −     (3. 8) 
where the weighting matrix, W , is determined by the accuracy of corresponding 
measurements. Given statistical properties of the real-time measurement errors, p  may 
be chosen from 1 to ∞  where 1,2,p = ∞  are often used. 
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The l∞  formulation corresponds to the min-max problem, which is difficult to solve 
because of the non-differentiable objective function. The least squares formulation ( 2l ) 
has mostly been used because it provides a differentiable objective function. It will 
provide the same result as the maximum likelihood method if measurement noise is 
distributed normally. The 1l  formulation has shown to be an attractive alternative to 2l  
because it is robust to a small number of isolated large measurement errors. However, for 
large systems, it is normally more complex because of the computational efforts and the 
existence of the leverage points. Leverage measurements/points stand for some 
measurements that have large influence on the estimation that may cause the unwanted 
bad data to be selected as good data [25]. Leverage measurements may include flow 
measurements in low impedance branches, injection measurements at nodes adjacent to a 
large number of branches.  
3.4.2 CONSTRAINTS 
3.4.2.1 POWER FLOW CONSTRAINTS 
The KCL and Kirchoff’s Voltage Law (KVL) expressed by three-phase power flow 
equations in power systems must be satisfied. With the assumption that the network 
topology and network parameters excluding loads are known, the three-phase power flow 
equation for a distribution system with n  buses excluding the substation bus is 
represented as follows:  
( , ) 0f V λ =      (3. 9) 
where 6( , ) nf V λ ∈\ . 
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3.4.2.2 OPERATING CONSTRAINTS  
Operating constraints, such as the thermal limitations of conductors and cables and the 
limitation of protective devices settings, are normally described in terms of current rating 
and feeder/transformer maximum capability. These are normally called current 
magnitude constraints 
min max( ) ( ( , )) ( )jk jk jkMag I Mag I V Mag Iλ≤ ≤         for each branch    (3. 10) 
and feeder capacity constraints    
( )22 2 max( , ) ( , )i i iP V Q V Sλ λ+ ≤                                 for all i F∈         (3. 11) 
where jkI  represents the current flow through the branch from bus j  to bus k  at the end 
of bus j ; ( )jkMag I  represents the signed magnitude of jkI . i iP jQ+  is the power fed to 
feeder i ; maxiS  is the feeder’s maximum capacity; F is the set of all feeders. If the 
feeder’s capacity is more than that of its supplying transformer, maxiS  is the capacity of its 
supplying transformer.  
In (3.10), current magnitudes, ( ( , ))jkMag I V λ , are positive if power is transferred from 
bus j  to bus k ; negative otherwise. min( ) 0jkMag I ≤  represents the minimum current 
magnitude allowed from bus j  to bus k  at the end of bus j , i.e., min( )jkMag I−  is the 
maximum absolute value of current allowed from bus k  and bus j  at the end of bus j ; 
max( )jkMag I  stands for the maximum current magnitude allowed from bus j  to bus k  at 
the end of bus j . These two limits are used to handle the case when the maximum 
currents allowed in the two directions are different, i.e., min( )jkMag I− ≠ max( )jkMag I .  
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For short time durations, power distribution systems are sometimes allowed to be 
operated over the capacity ratings of feeders/transformers. It is possible to obtain a steady 
state solution that does not satisfy feeder capacity constraints for normal capacity ratings 
and yet the system still is in operation. For such a circumstance, the feeder capacity limits 
can be increased to their maximum allowed emergency limits. 
3.4.2.3 VOLTAGE MAGNITUDE CONSTRAINTS 
To meet the service quality requirements, utilities will take actions to maintain voltage 
magnitudes within the required ranges in a normal condition. The limitation in voltage 
magnitudes can be used as constraints for load estimation to narrow the search region and 
expressed as follows: 
min max( , )k k kV V V Vλ≤ ≤    for each bus k  (3. 12) 
3.4.2.4 LOADING CONSTRAINTS 
In addition, the range of load variations may be available based on historical data, 
operator experience or load types. This information can be translated to further reduce the 
search region of load estimates. The information may be given in terms of real and 
reactive power as follows: 
min max
Lk Lk LkS S S≤ ≤    for each bus k   (3. 13) 
which can be converted to constraints on load parameters through (3.1). Hence, loading 
constraints are represented in terms of λ  as follows: 
min max
k k kλ λ λ≤ ≤    for each bus k   (3. 14) 
35 
3.4.3 MATHEMATICAL FORMULATION 
In summary, the unbalanced load estimation problem is now formulated. Two types of 
variables are included: (i) conventional system states (bus voltage magnitudes and phase 
angles); (ii) the parameters associated with loads of the system. The formulation is stated 
as follows: 
,
( , ) ( ( , ))
pV
Min J V W z h Vλ λ λ= −     (3. 15) 
subject to: 
(i) ( , ) 0f V λ =  
(ii) min max( ) ( ( , )) ( )jk jk jkMag I Mag I V Mag Iλ≤ ≤  for the branch between bus j  
and bus k  
(iii) ( )max2 2 2( , ) ( , )i i iP V Q V Sλ λ+ ≤  for all i F∈  
(iv) min max( , )k k kV V V Vλ≤ ≤  for each bus k   
(v) min maxk k kλ λ λ≤ ≤  for each bus k  
where  
• (i) represents the three-phase power flow equations 
• (ii) and (iii) respectively represent current flow limits and feeder power flow 
limits where F is the set of all feeders,  
• (iv) represents voltage magnitude constraints 
• (v) represent practical loading constraints 
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In this formulation, the number of variables is nearly doubled because both loads and 
system voltages are treated as unknown. With limited real-time measurements available 
for load estimation, the number of measurements is much less than the number of 
unknowns and the observability of the system is of concern and discussed next. 
3.5  SYSTEM OBSERVABILITY 
The load estimation problem can be considered as an inverse problem with respect to the 
power flow problem. Because of economic and technical restriction, there are only 
limited real-time measurements available for the estimation of the large number of loads 
in distribution systems, which could make the system unobservable.  When the inverse 
problem is solved under these conditions, the solution may be non-unique even with the 
constraints mentioned above. Moreover, non-unique solutions could be significantly 
affected by inaccurate measurements.  
In order to maintain system observability, two aspects can be considered. The first is to 
add more measurements. Pseudo-measurements can be used if actual measurements are 
not available. The second is to find additional objective functions to reduce the solution 
uncertainty. A convenient way to find additional objective functions is to introduce some 
characteristic measures for the solution by considering the following aspects [38]:  
• Non-uniqueness of the solution must be handled formally. It is not good to guess 
which of possible solutions should be taken   
•  It is important to be able to exploit prior information 
• If data contain reliable online information, this information should be exploited.  
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Three load estimation algorithms that apply the above aspects are presented in Chapter 4 
and 5.  
3.6  PERFORMANCE METRICS 
The traditional performance metrics for an estimation problem are objective functions, 
which are measurement residuals in this formulation.  Measurement residuals provide 
aggregated information on load estimation errors. However, when only limited real-time 
measurements are available, there may be more than one solution that provides the same 
objective function value. Hence, the goodness of the solution cannot be differentiated by 
the corresponding objective function value alone.  
With this in mind, additional metrics besides measurement residuals are introduced. 
Moreover, different distribution automation and control functions have different load 
accuracy requirements. For example, direct load control and real-time nodal pricing 
require good up-to-date individual load estimates; whereas, service restoration needs 
accurate aggregated load information. Therefore, these additional performance metrics 
should be able to evaluate the solution from the viewpoints of both individual loads and 
system loads.  
Specifically, four additional performance indices are introduced to quantify load 
estimation errors. Two focus on individual loads:  
1.  Maximum Individual Relative Load Error (MIRLErr): 
(%) max(| | . / | |) 100est true trueLk Lk LkkMIRLErr S S S= − ×    (3. 16)    
2. Maximum Individual Absolute Load Error (MIALErr): 
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max(| |)est trueLk LkkMIALErr S S= −      (3. 17) 
and two focus on system total loads: 
3. System Relative Load Error (SRLErr): 
( )
1 1
(%) ( | |). /( | |) 100
n nest true true
Lk Lk Lk
k k
SRLErr S S S
= =
= − ×∑ ∑    (3. 18) 
4. System Total Load Error (STLErr): 
1
( )
n est true
Lk Lk
k
STLE S S
=
= −∑       (3. 19) 
All these four indices are computed over existing phases of each load bus. Hence, they 
have the length of up to 6. These indices will be used to evaluate the performance of the 
load estimation algorithms presented in Chapter 4 and Chapter 5.  
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 CHAPTER 4.  RADIAL NETWORK ALGORITHM 
Power distribution systems are typically operated in a radial manner, which means that 
there is a unique path between any two buses in the network. This distinguishing feature 
can be exploited to provide efficient methods for radial networks. For radial networks, 
they are defined by the radial power flow backward/forward update equations expressed 
in (2.3) to (2.6).  
Since loads are treated as unknowns and are estimated to match measurements in the load 
problem formulation of this work, the sensitivity of measurements with respect to loads is 
first studied. The measurement sensitivity analysis is extended from the branch Jacobian 
analysis of radial networks introduced in [19].  
Based on special numerical properties of measurement Jacobians, the generic problem 
formulation presented in Chapter 3 is specified with the infinite norm, a min-max 
formulation to take advantage of the decentralized architecture of radial networks.  Then, 
sensitivity-based network decomposition zonal methods, which decompose the network 
into several sub-networks/zones at measurement locations and estimate loads separately 
at each individual zone, are presented for radial networks. Local convergences of the 
zonal methods are also discussed in this chapter.  
Finally, the zonal methods are tested on a 20-bus unbalanced, radial test system and an 
actual 394-bus unbalanced, radial distribution network. Effects of different measurement 
type, noisy measurements are investigated. This chapter progresses as follows: 
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• First, measurement sensitivity analysis based on branch Jacobians for radial 
networks is studied. 
• The min-max problem formulation, network decomposition, solution algorithm 
and convergence analysis are addressed.  
• Simulation results on a 20-bus unbalanced, radial test system and an actual 394-
bus unbalanced, radial distribution network are discussed. 
 
4.1  SENSITIVITY ANALYSIS 
The measurement sensitivity with respect to λ  is of interest since loads are estimated 
based on measurements. As seen from (3.3) to (3.7), λ  is implicitly included in the 
measurement functions through (3.1). Hence, the partial derivative of the ith  
measurement, ( , )ih V λ , with respect to the load parameter vector at bus k , kλ , can be 
computed by using the chain rule as follows: 
( , ) ( , )i i Lk
k Lk k
Lk
ik
k
h V h V SV
V S
S
λ λ
λ λ
γ λ
∂ ∂ ∂∂=∂ ∂ ∂ ∂
∂= ∂
     (4. 1) 
where ikγ  represents the sensitivity matrix of measurements at the incoming branch of 
bus i  with respect to the loads at bus k , LkS . From (3.1), 
0/ ( )Lk k LkS diag Sλ∂ ∂ =  is a 
constant matrix. Hence, the properties of ikγ  are of interest in the following discussion. 
Let i i iS P jQ= +   and 3iI ∈^  represent the complex branch power and current flow into 
bus i  at the sending end of the branch, respectively. According to the types of the 
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available measurements, the characteristics of /i LkV S∂ ∂ , /i LkS S∂ ∂  and /i LkI S∂ ∂  are of 
interest. The notations such as /i LkV S∂ ∂  are defined as follows: 
| |
| | | |
| |
i i
k ki
i ik
k k
VV
V VV
V
θ θ
θ
θ
∂ ∂  ∂ ∂∂  = ∂ ∂∂   ∂ ∂ 
      (4. 2) 
i i
k ki
i ik
k k
P P
P QS
Q QS
P Q
∂ ∂  ∂ ∂∂  = ∂ ∂∂   ∂ ∂ 
       (4. 3) 
| | | |
i i
Lk Lki
i iLk
Lk Lk
P QV
V VS
P Q
θ θ∂ ∂  ∂ ∂∂  = ∂ ∂∂   ∂ ∂ 
       (4. 4) 
i i
Lk Lki
i iLk
Lk Lk
P P
P QS
Q QS
P Q
∂ ∂  ∂ ∂∂  = ∂ ∂∂   ∂ ∂ 
      (4. 5) 
 
| | | |
i iI I
Lk Lki
Lk i i
Lk Lk
P QI
S I I
P Q
θ θ∂ ∂  ∂ ∂∂  =  ∂ ∂ ∂ ∂ ∂  
      (4. 6) 
where  
3
iθ ∈\  the phase angle vector of iV ;  
3| |iV ∈\  the magnitude vector of iV ; 
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3
Iiθ ∈\  the phase angle vector of iI  
3| |iI ∈\  the magnitude vector of iI . 
The sub-matrices in (4.2) to (4.6) are of size 3 3×  across three phases.    
Branch Jacobian analysis used in [19] is exploited to investigate these sensitivity factors 
and summarized in next section.  
4.1.1 BRANCH JACOBIAN 
The backward branch update equations based on power flow for one branch of a 
distribution network are expressed in (2.3) and (2.4). Let 
1
k
k
k
V
x
S +
 =    , (2.3) and (2.4) can 
be expressed by the following equation in the compact form through (2. 2): 
1 ( )k k kx h x− =       (4. 7) 
Similarly, the forward branch update equations (2.5) and (2.6) can be expressed in the 
compact form: 
1( )k k kx e x −=       (4. 8) 
Therefore, the backward branch Jacobian kH  and the forward branch Jacobian kE ,  
which corresponds with  (4.7) and (4.8) respectively, can be expressed as follows:  
1 1
11
1
k k
k kk
k
k kk
k k
V V
V SxH
S Sx
V S
− −
+−
+
∂ ∂  ∂ ∂∂  = = ∂ ∂∂   ∂ ∂ 
     (4. 9) 
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1
1 11
1
k k
k kk
k
k kk
k k
V V
V SxE
S Sx
V S
−
+ +−
−
∂ ∂  ∂ ∂∂  = = ∂ ∂∂   ∂ ∂ 
     (4. 10) 
 
Under the assumption that line impedances, line charging admittances, power injections 
of loads, shunt capacitors, and co-generators/DGs are small with respect to voltage 
magnitudes when expressed in per unit, the properties of kH  are summarized in Table 
4.1 as follows. The details are shown in the Appendix, Section A.1. 
 
Table 4.1: Summary of the Properties of the Backward Branch Jacobian† 
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† p and q  stand for phase a, b and c 
 
 
The results in Table 4.1 shows that diagonal elements are close to one and off-diagonal 
elements are close to zero in the backward branch Jacobian, kH . Hence, kH  can be 
approximated as an identity matrix of size up to 12×12 as follows:  
0
0k
I
H
I
 ≈          (4. 11) 
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where I  is an identity matrix of size up to 6 6×  depending on the number of the existing 
phases at bus 1k −  and bus k  and 0 is the zero matrix of appropriate size. These results 
imply that small changes in kV  and 1kS +  will result in almost identical small changes in 
1kV −  and kS , respectively.  
Similar results are also obtained for the forward branch Jacobian, kE , as follows: 
0
0k
I
E
I
 ≈          (4. 12) 
Based on the results on branch Jacobians, the properties of the measurement Jacobians 
with respect to loads are studied next. 
4.1.2 MEASUREMENT SENSITIVITY FACTOR 
Without loss of generality, consider 1 /i LkV S−∂ ∂ , /i LkS S∂ ∂  and /i LkI S∂ ∂ . Bus i   is on 
lateral kl  and bus k  is on lateral il . For simplicity, it is assumed that bus k  is 
downstream of bus i . The relationship between the locations of measurement bus i  and 
load bus k  can be classified into four cases shown in Figure 4.1. Each case is discussed 
in detail next. 
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Figure 4.1: Illustration of Locations of Measurements and Load Buses in Case1 to Case 4 
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Case 1: il  and kl  are the same lateral  
Applying the chain rule, it follows that 
1
1 2 1
1 1
1
0
0
i i
k k
i i k
i i
k k
V V
V S I
H H H
S S I
V S
−
+ + −
+ +
−
∂ ∂  ∂ ∂    = ⋅ ⋅ ⋅ ≈  ∂ ∂    ∂ ∂ 
"    (4. 13) 
From (4. 13), it is obtained that    
0i
k
V
S
∂ ≈∂    
1i
k
S I
S
+∂ ≈∂     (4. 14) 
again, where I is an identity matrix whose size is up to 6 6×  and 0 is a zero matrix. 
As shown in (A.35) to (A.53), 'k kS S I∂ ∂ ≈ −  and 'k LkS S I∂ ∂ = . Therefore,  
'
' 0 ( ) 0
i i k k
Lk k k Lk
V V S S I I
S S S S
∂ ∂ ∂ ∂= ≈ ⋅ − ⋅ =∂ ∂ ∂ ∂     (4. 15) 
'
1 1
' ( )
i i k k
Lk k k Lk
S S S S I I I I
S S S S
+ +∂ ∂ ∂ ∂= ≈ ⋅ − ⋅ = −∂ ∂ ∂ ∂    (4. 16) 
 
The backward branch equation can also be represented in terms of 1kV −  and kI . Applying 
the similar reasoning as above, it is followed that  
1i
Lk
I I
I
+∂ ≈ −∂        (4. 17) 
where *[ . / ]CLk Lk kI S V=  where CLk Lk LkS P jQ= +  is the complex load current injection at 
bus k . Applying the chain rule, it is obtained that  
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1 1
3 3
3 3
0 ( 1. / | |)
0
0 (1./ | |)
0
C
Lki i Lk
Lk Lk Lk
C
Lk
diag SI I I I
S I S I
diag S
I
+ +
×
×
 −∂ ∂ ∂= ≈ − ⋅  ∂ ∂ ∂  
 =  − 
   (4. 18) 
under the assumption that 1kV ≈  p.u where 3 3I ×  is an 3 3×  identity matrix and 
(1. / | |)CLkdiag S  is the 3 3×  diagonal matrix whose diagonal elements are 1. / | |CLkS . 
Hence, three phases are assumed at both bus k  and bus i .  
Case 2: kl  is supplied through il  and bus i  is on the path between bus k  and the 
substation 
The path between bus i  and bus k  includes two segments: one is from bus i  to bus j  on 
lateral il  and the other is from bus j  to bus k  on lateral kl . Applying the chain rule 
along this path, it is obtained that 
1 1
1
1 1
1 1
1
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. . . . .  
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         ≈                   
   
" "
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  (4. 19) 
where /j tS S I∂ ∂ ≈  based on (2.2).  Hence, similar to Case 1,  
0i
Lk
V
S
∂ ≈∂  
i
Lk
S I
S
∂ ≈ −∂  
1
3 3
0 (1. / | |)
0
C
Lki
Lk
diag SI
S I
+
×
 ∂ ≈  ∂ − 
  (4. 20) 
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Case 3: Lateral kl  is supplied through lateral il . But bus i  is not on the path between 
bus k  and the substation 
The path from bus i  to bus k  includes two laterals. First go backward from bus i  to bus 
1j −  along lateral il  and then go forward to bus k  along lateral kl . Since both bus i  and 
bus k  are downstream of the branching bus 1j − , the currents flowing into bus j  and bus 
t   from bus 1j −   are independent of each other. Hence, the relationship between the two 
laterals is determined by the voltage at bus 1j − . Therefore the sensitivity of the 
measurements can be derived as follows: 
[ ]
11 1 1
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1 1 1 1
1 1
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∂ ∂ ∂     ∂  ∂ ∂ ∂ ∂   = ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅  ∂ ∂ ∂  ∂ ∂    ∂ ∂ ∂    
         ≈ ⋅                  
   
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 (4. 21) 
 
Hence, 
0i
Lk
V
S
∂ ≈∂   
1 0i
Lk
S
S
+∂ ≈∂   
1 0i
Lk
I
S
+∂ ≈∂   (4. 22) 
Case 4: Lateral kl  and il  are supplied through lateral jl   
Similar as in Case 3, different laterals on the path are linked by the voltages at the 
branching buses, i.e.,  tV  and jV . The sensitivity can be computed as follows:  
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Lk
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S
+∂ ≈∂   (4. 24) 
 
Comments: 
• In the above cases, the path only includes up to three laterals. If more laterals are 
involved, the same results can be derived by considering the linkage at each 
branching bus. 
• In case 1 and case 2, it is assumed that bus k  is downstream of bus i . If bus k  is 
upstream of bus i , the direction of the path is reversed and the above analysis can 
be modified by exchanging iH ’s with iE ’s in the equations. The same results can 
be derived. 
Hence, The properties of measurement Jacobians in radial networks are summarized in  
Table 4.2. 
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Table 4.2: Summary of the Properties of Measurement Jacobians in Radial Networks 
 i
Lk
V
S
∂
∂  
1i
Lk
S
S
+∂
∂  
1i
Lk
I
S
+∂
∂  
Case 1&2:  
Bus k  is on the path from bus i  to the substation or downstream of 
bus i  
0≈  I≈ −  
3 3
0 (1. / | |)
0
C
Lkdiag S
I ×
  − 
 
Case 3&4: 
Bus k  is neither on the path from bus i  to the substation  
nor downstream of bus i  
0≈  0≈  0≈  
 
These results show that 
• ikγ ≈ -I (identity matrix) when ( , )ih V λ  is a power flow measurement function 
and bus k  is on the path from bus i  to the substation or downstream of bus i . 
• The sensitivity of current magnitude measurements with respect to active loads is 
close to one  when bus k  is on the path from bus i  to the substation or 
downstream of bus i . 
• ikγ ≈ 0 (zero matrix) when bus k  is neither on the path from bus i  to the 
substation nor downstream of bus i  or when ( , )ih V λ  is a voltage 
magnitude/phase measurement function. 
4.1.3 PRACTICAL IMPLICATIONS 
The sensitivity analysis results in the previous section indicate that  
• Voltage magnitude measurement residuals are not sensitive to load changes. 
• Power/current flow measurement residuals mostly depend on load changes of 
buses on the path to the substation and downstream of the measurement bus. 
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These observations imply that the radial network can be decomposed at measurement 
locations (sensing nodes) each of which has at least power/current flow measurements 
and has its own processing capability in order to avoid the inherent bottle-necks caused 
by central processing facilities and reduce the number of communication links. Locally 
obtained results can be communicated to other sensing nodes for further processing to 
meet the global results. As there is no central processing facility, this architecture has 
many desirable properties, such as robustness to measurement/sensing failures, and 
flexibility regardless of the addition or loss of one or more measurement/sensing nodes. 
The sensitivity analysis also shows that power/current flow measurements provide more 
information in load estimation than voltage magnitude measurements because voltage 
magnitude measurement residuals are not sensitive to load changes. In addition, since the 
sensitivity matrix associated with each bus is diagonally dominant, an approximate 
Jacobian can be formed by neglecting off-diagonal elements of each block to release the 
computational burden. Algorithms that exploit these properties are introduced. 
4.2  PROBLEM FORMULATION 
As discussed in Section 4.1.3, analytical observations on measurement sensitivity with 
respect to loads in radial networks suggest decomposing the whole network into sub-
networks/zones at measurement locations/sensing nodes to take advantage of 
decentralized techniques in large radial networks. In a decentralized architecture, the 
suitable goal is to minimize the maximum measurement residual at each zone. Hence, the 
general problem formulation (3.15) is applied with p = ∞  as follows: 
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,
( , ) ( ( , ))
V
Min J V W z h Vλ λ λ ∞= −      (4. 25) 
Subject to: 
(i) ( , ) 0f V λ =  
(ii) min max( ) ( ( , )) ( )jk jk jkMag I Mag I V Mag Iλ≤ ≤  for each branch jk  
(iii) ( )max2 2 2( , ) ( , )i i iP V Q V Sλ λ+ ≤  for all i F∈  
(iv) min max( , )k k kV V V Vλ≤ ≤  for each bus k   
(v) min maxk k kλ λ λ≤ ≤  for each bus k . 
4.3  SOLUTION ALGORITHM 
Sensitivity-based network decomposition methods for radial networks are introduced 
here. They start with an initial load level/forecast and the percent accuracy of the initial 
load level/forecast. Measurement locations define zones/sub-networks of the system and 
measurements are treated as boundary constraints. The objective function in (4.25) is 
minimized by spreading real-time measurement residuals to each load in the 
corresponding zone. The algorithm is based on the following assumptions: 
• The accuracy of measurements is much greater than the accuracy of the initial 
load level; 
• All real-time measurement errors are independent. Hence, the weighting matrix W  
in (4.25) is a diagonal matrix. 
 
In this method, loads at each zone are adjusted separately to meet the boundary 
constraints. Since the currents and powers out of the end buses are zero, the end buses of 
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the network are also boundary buses with zero power flow/current measurements. For 
each zone, the boundary bus close to the substation is called the starting bus of the zone 
and the boundary buses far from the substation are called the end buses of the zone. 
Details regarding how to classify zones are described next.  
4.3.1 THE CLASSIFICATION OF ZONES 
Two types of zones, General Radial Structure Zones (GRS Zones) and Single 
Feeder/Lateral Zones (SFL Zones) can be identified in radial networks: 
• General Radial Structure Zones (GRS Zones) include the buses and branches of the 
system between several measurement devices and/or end buses of feeders/laterals, as 
seen in Figure 4.2. 
 
 
bus jn-1
Loads
Measurements
bus jn
 bus  i
bus j1
bus j2
Zgen
 
Figure 4.2: General Radial Structure Zone: genZ  
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• Single Feeder/Lateral Zones (SFL Zones) represent sub-networks that contain no 
branching lateral and are identified as the buses and branches between two 
measurement devices ( midZ ) or between one measurement device and the end bus of 
the feeder/lateral ( endZ ), which are shown in Figure 4.3. 
 
bus jbus  i bus  j-1Zmid Zend
Send=0
Iend=0
 
 
Figure 4.3: Single Feeder/Lateral Zone: mi dZ  and endZ  
 
4.3.2 BASIC STEPS OF THE ZONAL ALGORITHM 
With zones identified through measurement locations, the radial power flow 
backward/forward sweep procedure described in Chapter 2 are employed with voltages 
and power flow are updated during both backward sweeps and forward sweeps.  
The load estimation procedure for one zone is briefly described in Table 4.3 where 
Power/current flow measurement residuals are evaluated by comparing the measurement 
values with the calculated values during backward/forward sweeps. The updates in the 
loads of each zone are computed by using corresponding power/current flow 
measurement residuals. Details are given in next section.  
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Table 4.3: The Load Estimation Procedure for One Zone of Radial Networks 
Step 1 Choose the initial load estimates. Initialize branch power flows. 
Step 2 
Perform a VS forward sweep and compute the power/current flow measurement 
residuals at the end buses of the zone.  
Update the loads. 
Step 3 
Perform a VS backward sweep and compute the power/current flow 
measurement residuals at the starting bus of the zone.  
Update the loads. 
Step 4 
Check for convergence: are measurement residuals or load updates within some 
tolerance?  
• Yes => Stop. 
• No => Go back to Step2. 
 
During the backward/forward sweeps in Step 2 and Step 3,  
• if measurements are available, power flows and voltages are fixed at measurement 
values  
• current measurements are converted into equivalent power flow measurements 
based on the power factors at measurement locations. For example, if the 
magnitude of the current into bus i  from bus 1i −  at the sending end is measured 
and called  | |measiI , the equivalent measurements of power flow into bus i  from 
bus 1i −  at the sending end, ,meas eqviP  and ,meas eqviQ , can be found as follows: 
, , 1
2 2
| | .* | | .*( ).
calc meas calc calc
meas eqv meas eqv i i i i
i i
calc calc
i i
V I P jQP jQ
P Q
− ++ =
+
  (4. 26) 
where 1| |
calc
iV − , 
calc
iP  and 
calc
iQ  are the calculated voltage magnitude and power 
flow during the sweep, respectively. Equation (4.26) essentially scales calculated 
power flows to fit current magnitude measurements. 
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• constraint checking occurs after each load update step. If any violation exists, 
reduce the step size of the load updates until all constraints are satisfied.  
 
The key part of the above procedure is to find the load updates at Step 2 and Step 3 of 
each iteration. The details are described next.  
4.3.3 DETAILS OF THE LOAD ESTIMATION UPDATE 
Without loss of generality, assume that bus i  is the measurement bus and the power flow 
measurements or equivalent measurements into bus i  are available. Also, assume that 
this branch is three-phase and grounded. For other cases, appropriate sizes will be 
assigned to the above variables. 
At the j th iteration, load estimates at bus k  are updated by:  
( 1) ( ) ( )j jest est j
Lk Lk LkS S S
+ = + ∆      (4. 27)   
where the load update or the load error of bus k , ( ) 6jLkS∆ ∈\ , depends on  
(i) the power flow measurement residual at bus i , ( ) 6jir ∈\ ; 
(ii) the measurement sensitivity factor, ( ) 6 6jjkγ ×∈\ ; 
(iii) the percent accuracy range of the initial load level or the load forecasts at bus k , 
0 0 0 0 0 00 , , , , , , 6[ ]P a P b P c Q a Q b P c Tk k k k k k kβ β β β β β β= ∈\ , assumed to be given. 
 
The percent accuracy range of the initial load level may be obtained from the operator’s 
confidence in initial load levels/forecasts or directly from a load forecasting program 
[26]. In [16], the load curves for classes of customers are generated with the range of 
uncertainty, which can be used to find the initial load guess and its percent accuracy 
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range. For example, if 0LkS , the initial levels or forecasts for the real and reactive loads at 
three phases of bus k  are believed to be within 5%, then its percent accuracy is 0kβ =[0.05 
0.05 0.05 0.05 0.05 0.05] T . If the accuracy is not available, the loading constraints may 
be used, i.e, 0 min max, , ,{| |,| |}P a P a P ak k kmaxβ λ λ= .  
Based on the implicit function theorem, ( )V ϕ λ=  can be found from the three-phase 
power flow equations ( , ) 0f V λ =  if the power flow Jacobian is nonsingular with loading 
and operating constraints. Since V  cannot be expressed explicitly in terms of λ , the 
function can be found implicitly by solving ( , ) 0f V λ =  for V  at each iteration with 
given λ . Moreover, the function can be expressed in terms of LS  through (3.1). 
Therefore, all the functions in the following discussion are expressed in terms of LS .  
Without loss of generality, in zone Z , assume that there are n  load buses and m  pairs of 
real and reactive power flow measurements where 2 6m n<  due to limited real-time 
measurements. The loads in zone Z  is represented as 6nLZS ∈\ . Since inequality 
constraints are considered after each load update step at Step 2 and Step 3, the problem of 
finding load updates can be reformulated in terms of LS  by incorporating the equality 
constraints as follows: 
( ) ( ( )
Lz
Lz z z LzS
Min J S W z h S ∞= −     (4. 28) 
where  
6n
LzS ∈\  the load in zone Z ; 
2( ) mz Lzh S ∈\  the power/current flow measurement functions in zone Z ; 
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zZ     the corresponding measurement value. 
 
For simplicity, assume that all measurements have the same accuracy and measurement 
errors are independent. Hence, W  in (4.28) can be removed in the analysis. 
The system of nonlinear equations  
( )z Lz zh S z=       (4. 29)                         
is underdetermined. Therefore, under the assumption that there are no redundant 
measurements, there exist more than one solution to (4.29) and the minimum objective 
value should be zero.  A solution to (4.29) is the optimal solution to (4.28). There exist 
different algorithms to find a solution to the underdetermined system like (4.29). Two 
algorithms are discussed next. The first one is heuristic and does not necessarily find a 
minimum 2-norm solution; the second falls into the minimum 2-norm solution category.   
4.3.3.1 A PRELIMINARY METHOD FOR LOAD UPDATES 
It is straightforward to compute load updates by scaling real-time measurement residuals 
based on the maximum contribution of each load to real-time measurement residuals. The 
details are discussed next.  
(a) Compute Measurement Residuals, ( )jir  
( ) ( ) ( )( , )j j ji i ir z h V λ= −     (4. 30) 
where iz  and 
( ) ( )( , )j jih V λ  are the corresponding measurement value and measurement 
function value evaluated at ( )jV  and ( )jλ , respectively. 
59 
(b) Spread Measurement Residuals 
After computing the measurement residual, a portion of the total measurement residual is 
assigned to each load. Applying a Taylor series approximation with multiple variables, 
measurement ( )jir  can be expressed as follows: 
( ) ( ) ( ) ( )
Z Z
j j j j
i ik Lk ik
k C k C
r S rγ
∈ ∈
≈ ∆ =∑ ∑      (4. 31) 
where ZC  is the set of buses in zone Z ; 
( )j
ikr  is the portion of 
( )j
ir  we attribute to the load 
error of bus k .  
From the practical information on the accuracy range of initial load levels, it is expected 
that LkS∆  could be as large as 0 0.*k LkSβ  at the beginning. Thus, ( )jikr  can be related to the 
assumed percent accuracy of the estimated loads and can be assigned as follows: 
( ) ( ) ( )
( )
( ) ( ) ( )( )
( .* ).*
( .* )
0
Zi
j j j
j ik k Lk
i Zij j jj
it t Ltik
t C
Zi
Sr k C
Sr
k C
γ β
γ β
∈
 ∈=  ∉
∑    (4. 32) 
where ZiC  is the set of buses on the path from bus i  to the substation and downstream of 
bus i  in zone Z , because ( ) 0jikγ ≈  if bus k  is neither on the path from bus i  to the 
substation  nor downstream of bus i .   
(c) Compute Load Updates 
• Single Feeder/Lateral Zones:  
( ) ( ) 1 ( )( )j j jLk ik ikS rγ −∆ =      (4. 33) 
If  ( )jikγ  is not square, the pseudo-inverse is taken. 
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• General Radial Structure zones:  
During backward sweeps, Step 3, (4.33) is used. During forward sweeps, Step 2, 
for each end bus, ( )ijkγ  is computed using (4.32). ( )jLkS∆  is solved from the 
following equations in the least squares sense: 
( ) ( ) ( )j j j
ik Lk ikS rγ ∆ =     for  Zi E∈  and ( ) 0jikr ≠  (4.34)     
where ZE  includes all the end buses of zone Z.  
(d) Update kλ  and kβ  
In each zone, the update in kλ  is: 
( ) 0 0
( )
0
. / 0
0 0
j
j Lk Lk Lk
k
Lk
S S S
S
λ ∆ ≠∆ =  =
     (4. 35)           
( ) ( 1) ( )j j j
k k kλ λ λ−= + ∆        (4. 36)                         
If ( )jkλ  is beyond its limits, fix it on the nearest bound and update ( )jkλ∆  and ( )jLkS∆  
accordingly.  
The percent accuracy of the load at bus k  is also updated as follows: 
( ) ( ) ( )j j j
k k kβ β λ= + ∆       (4.37)    
This preliminary method is straightforward and conceptually simple. As seen from (4.32), 
it is expected to work well when 0kβ  matches actual accuracy information of the initial 
load estimation. Also, percent accuracy of the initial load level will affect the load 
estimation directly.  
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4.3.3.2 A MODIFIED METHOD FOR LOAD UPDATES 
Considering the discussion in Section 3.5, another method using a criterion function to 
formally handle non-uniqueness of the solution is introduced. A criterion function using 
some a priori information on accuracy of initial load levels is chosen to differentiate non-
unique solutions in a quantitative way as follows: 
21/ 2 0
2
1( ) ( )
2Lz Lz Lz
E S B S S−= −     (4. 38) 
where 6 61( , , )
n n
nB diag B B
×= ∈" \  and kB = 0 6 6(| .* |)k Lkdiag Sβ ×∈\ . 
The reasons of choosing (4.38) as the measure functions are to  
• make load updates proportional to a priori information on the accuracy of initial 
load values  
• update loads smoothly and avoid large sudden changes in loads  
Now, load updates are found to minimize (4.38) subject to ( )z Lz zh S z= . This update 
problem is transformed into an unconstrained minimum problem through a Lagrange 
function as follows: 
Min ( , ) ( ) ( ( ) )TLz Lz z Lz zL S E S h S zµ µ= + −     (4. 39) 
where 2mµ∈\  are Lagrange multipliers. The necessary condition for a solution of (4. 39) 
is 
1 0( , ) ( ) 0
Lz
T
S Lz Lz LzL S B S S Hµ µ−∇ = − + =     (4. 40) 
( , ) ( ) 0Lz z Lz zL S h S zµ µ∇ = − =      (4. 41) 
where 2 6m nH ×∈\  is the measurement Jacobian with respect to LzS .  
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Equation (4.40) and (4.41) can be solved iteratively by Newton’s Method. At j th 
iteration,  
( ) ( ) ( ) 1 ( ) 01 ( ) ( )
( ) ( ) ( )
( )
0 ( )
TT j j j jj j
Lz Lz Lz
j j j
z Lz
S H B S SB M H
H z h S
µ
µ
−−     ∆ − − −+      =     ∆ −       
#
"""" # " "" """""""""
#
  (4. 42) 
where ( ) 6 6j n nM ×∈\  is the Hessian matrix of ( ( ) )z LZ zh S Zµ −  with respect to LzS  at 
( ) ( ),j jLkSµ .  
From the measurement sensitivity analysis in Section 4.1.2, it is observed that small load 
changes result in very small changes in the measurement Jacobian. Hence, the elements 
of ( )jM  are very small and can be neglected in (4.42). By doing this, (4.42) becomes  
( ) ( ) ( ) 1 ( ) 01 ( )
( ) ( ) ( )
( )
0 ( )
TT j j j jj
Lz Lz Lz
j j j
z Lz
S H B S SB H
H z h S
µ
µ
−−     ∆ − − −     =     ∆ −       
#
" # " " """"""
#
  (4. 43) 
 
Apply ( 1) ( ) ( )j j jµ µ µ+ = + ∆  and solve (4.43) for  
( ) ( ) ( ) ( ) 1 ( )
( ) ( ) ( ) 1 ( ) 0 ( )
( ) [ ( )]
[ ( ) ]( )
T Tj j j j j
Lz z z Lz
T Tj j j j j
Lz Lz
S BH H BH z h S
I BH H BH H S S
−
−
∆ = −
+ − −    (4. 44) 
 
As seen from (4.44), the update procedure stops when ( )( )jz z Lzz h S=  and 
0 ( ) ( ) ( ) ( ) 1 ( )( ( ) )T Tj j j j jLz LzS S null I BH H BH H
−− ∈ − . 
Accordingly, load update equations are modified as follows: 
• Single Feeder/Lateral Zones:  
Equation (4.33) is replaced by (4.44) and rewritten as  
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, ,
( ) ( ) ( ) 1 ( ) 0 ( )
0 ( )
( ) [ ( )]
Z i Z i
T Tj j j j j
Lk k ik it k it i it Lt Lt
t C t C
i
Lk Lk
S B B r S S
S S
γ γ γ γ−
∈ ∈
∆ = − −
+ −
∑ ∑
  for ,Z ik C∈  (4. 45) 
• General Radial Structure zones:  
The load updates are computed through (4.44).  
 
It can be shown that the modified method converges to a stationary point. The details are 
explained next. 
4.3.3.3 THE LOCAL CONVERGENCE OF THE MODIFIED ZONAL METHOD 
Applying 
LkSx µ
 =    ,       
equation (4.40) and (4.41) are expressed as  
( ) ( ) 1 ( ) 0
( )
( )
( ) 0
( )
Tj j j
Lz Lz
j
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H B S S
F x
h S z
µ − + − = = −  
"""""""""    (4. 46) 
and equation (4.43) is expressed as  
' ( ) ( ) ( ) ( )( ) ( )j j j jF x x F x R∆ = − +    (4. 47)  
where 
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0
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   ∆  =    ∆   
#
"" #" ""
#
. 
Hence, the modified zonal method belongs to the class of inexact Newton methods. To 
prove the local convergence of the modified zonal method, it is sufficient to show that the 
ratio of the residual ( )jR  to ( )( )jF x is bounded by a nonnegative forcing sequence { ( )iη } 
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which is uniformly less than one, i.e.,  
( )
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F x
η≤ <        
Specially, if it can be shown that 
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,    (4. 48) 
then the modified zonal method is locally convergent.  
The 2-norm is chosen in (4.48) without loss of generality. Given a matrix m nA ×∈\ , the 
2-norm has the following properties:  
• 12A σ=  
• 2
0
2
rx
Ax
Min
x
σ
≠
=  where min( , )r m n=  
where ( )i Aσ  is the i th largest singular value of A . 
Two cases are considered: 
(i) ( ) 0jLkS∆ = .  
(ii) ( ) 0jLkS∆ ≠ .  
The first case is trivial since ( ) 0jr = . Let us look at the second case. Since no redundant 
measurements are available, ( )jH  is of row full rank, i.e., rank ( )( ) 2jH m=  and 
( )
2 ( ) 0
j
m Hσ > . 
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 Applying the two properties of the 2-norm stated above,   
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Hence, ( ) 1jη <  if ( ) ( )1 2( ) ( )j jmM Hσ σ<  which holds based on the following assumptions 
• all voltage magnitudes are close to 1 p.u. 
• all network parameters are much less than 1 p.u. 
because ( )jM  is close to zero under these assumptions. 
Hence, there exists ( ){ }jη  such that 
( )
( )
( )
1
( )
j
j
j
r
F x
η≤ <       
The above procedure only includes equality constraints. Therefore, it is concluded that 
the modified zonal method is locally convergent if no inequality constraints are active 
during the iterations.  
When any inequality constraint become active during the load updating procedure, a 
proper strategy can be designed to adjust the stepsize of load updates so that new load 
estimates are in the feasible region.   
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4.3.4 EXTENSION OF THE PROPOSED ALGORITHM 
Strictly speaking, the decomposition of the radial network requires that branch real and 
reactive power flow measurements ( P  and Q ), voltage magnitude and phase angle 
measurements ( | |V and θ ) across all existing phases of each measurement location exist. 
In practice, the following situations may exist in the system: 
(i) not all measurement buses have all four types of measurements,  
(ii) some measurements are inaccurate,  
(iii) there are no measurements at some existing phases 
(iv) the combination of (i), (ii) and (iii) 
 
When any of these situations happens, the system cannot be decomposed or partitioned 
into independent sub-problems that can be optimized separately. The decomposition of 
the system at all measurement locations could lead to inaccurate results. However, the 
system can still be decomposed where accurate P , Q , | |V  and θ  measurements exist 
across all phases and zones may contain additional measurements inside. In the worst 
case, if no measurement bus satisfies all these measurement requirements, the entire 
system can be considered as a special GRS zone where measurements are not only on the 
boundaries.  
To handle these cases, the algorithm is modified as follows:  
• Measurement residuals should be computed at the measurement buses within 
zones as well as on the boundaries, excluding | |V  and θ  measurements.  
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• For the preliminary method, ( )jLkS∆  should be computed by solving (4.49) in the 
least squares sense.  
( ) ( ) ( )j j j
ik Lk ikS rγ ∆ =         for  Zi C∈  and ( ) 0jikr ≠   (4. 49) 
 where ZC  includes all the measurement buses in zone Z.  
• For the modified method, all measurements within the zone are included in (4.44). 
 
Note, since voltage measurements are not sensitive to load changes, the system can still 
be decomposed by the measurement buses with only P  and Q  measurements over all 
existing phases. This is substantiated by the simulation results shown in next section. 
4.4  SIMULATION RESULTS 
The proposed zonal algorithm with the preliminary load update method and the modified 
load update method is tested on two radial distribution systems. For test purposes, a set of 
nominal loads are regarded as the true loads and the three-phase power flow solution 
using constant power load models is obtained. The subsequent voltages, power flows, etc. 
are treated as accurate measurements of the network. Initial load levels are obtained by 
perturbing the true loads within ± 5% uniformly or randomly.  
As discussed in Chapter 3, different distribution automation and control functions have 
different needs for load data. Hence, performance will be evaluated not only by the 
objective function values, but also by comparing load estimates with the true loads from 
the viewpoints of both individual loads and system loads. Specifically, four performance 
indices expressed in 3.16 to 3.19 are used to quantify error. All indices are computed over 
existing phases of each load bus.  
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The following sections progress as follows: 
• first,  the two test systems are introduced.  
• then, initial load levels and measurement schemes (measurement locations and 
types) used in the tests are described. 
• finally, 10 cases considering effects of different initial load levels, assumed 
percent accuracy of initial load levels, different measurement types/locations, 
perfect/noisy measurements and network decomposition are studied. 
The details are described next. 
4.4.1 TEST SYSTEMS  
The two test systems used for simulation:  
4.4.1.1 THE 20-BUS SYSTEM 
A 12.47kV, unbalanced and radial distribution network is shown in Figure 4.4. It contains:   
• Seven loads: balanced, unbalanced, grounded (1φ  and 3φ ) shown in Table 4.4 
• A total load of 2.42MW and 1.12Mvar 
• 5 laterals/sub-laterals 
• 2 step-down transformers 
• 6 normally closed (NC) switches 
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Figure 4.4: A One-line Diagram of the 20-bus Test System with Illustration of Six Zones 
 
4.4.1.2 THE 394-BUS SYSTEM 
An actual 394-bus, 1123-node (bus and phase), unbalanced, radial distribution network is 
shown in Figure 4.5. It contains:  
• 199 loads: balanced, unbalanced, grounded and ungrounded (1φ , 2φ  and 3φ ) 
• A total nominal load of 28.2MW and 14.9MVar 
• 104 laterals/sub-laterals 
• 8 step-down transformers 
• 44 normally closed (NC) switches 
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Figure 4.5: A One-line Diagram of the 394-bus Test System (Modified from [28]) 
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4.4.2 TEST SETUPS 
Different initial load levels, assumed percent accuracy of initial load levels, different 
measurement types/locations, perfect/noisy measurements are used during the simulation. 
They are introduced next. 
4.4.2.1 INITIAL LOAD LEVELS 
The zonal methods start with an initial load level. During the tests, three initial load 
levels are obtained by perturbing the true loads within ± 5% uniformly or randomly as 
follows: 
L1: uniformly perturb the true loads by +5%. 
L2: randomly perturb the true loads within +5% 
L3: randomly perturb the true loads within +/-5% 
Since loads are estimated using prior percent accuracy information of initial load levels, 
the zonal method is expected to yield good results when prior accuracy information of 
initial load levels matches the actual percent accuracy. L1 represents this scenario and is 
used to test the expected performance of the zonal algorithm. L2 represent the scenario 
where initial load levels are biased. If the initial load levels are obtained from a load 
forecasting program, the bias in load forecasts could be caused by errors in inputs such as 
temperatures. L3 represents generic scenarios where the initial load levels have random 
errors with respect to the true loads.  
For the 20-bus test system, the true loads are listed in Table 4.4 and the maximum 
percent and actual error between the three different initial load levels and the true loads 
over three phases are shown in Table 4.5. The maximum percent error is defined as the 
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percent error with the maximum absolute value. The four error indices of the three 
different initial loads in the 20-bus and 394-bus systems are also shown in Table 4.6 and 
Table 4.7, respectively. 
 
Table 4.4: The True Loads over Three Phases in the 20-bus Test System 
Phase A Phase B Phase C Bus 
# 
P (kW) Q (kVAr) P (kW) Q (kVAr) P (kW) Q (kVAr) 
5 48.87 14.12 48.87 14.12 48.87 14.12 
8 15.33 4.47 15.33 4.47 15.33 4.46 
9 71.63 21.16 71.63 21.16 71.34 21.17 
11 207.60 61.20 207.60 61.20 207.60 61.20 
12 25.17 7.20 25.17 7.20 25.17 7.20 
14 273.33 200.00 273.33 200.00 273.33 200.00 
15 34.60 17.57 24.90 13.47 2.60 3.37 
17 130.40 37.14 0 0 0 0 
20 101 40 101 40 101 40 
 
 
 
Table 4.5: The Maximum Percent and Actual Error between the Initial Load Levels and 
        the True Loads over Three Phases in the 20-bus System 
L1: Uniform +5% L2: Random within +5% L3: Random within +/-5% 
Err 
(%) 
Err 
(kW, kVAr) 
Err 
(%) 
Err 
(kW, kVAr) 
Err 
(%) 
Err 
(kW, kVAr) 
Bus 
# 
P Q P Q P Q P Q P Q P Q 
5 5 5 2.444 0.706 1.42 1.42 0.6933 0.2003 -0.555 -0.555 -0.2712 -0.0784 
8 5 5 0.767 0.2235 3.95 3.95 0.6060 0.1767 2.92 2.92 0.4476 0.1305 
9 5 5 3.582 1.0585 2.85 2.85 2.0428 0.6038 1.41 1.41 1.0100 0.2985 
11 5 5 10.38 3.06 4.90 4.90 10.1756 2.9997 4.22 4.22 8.7607 2.5826 
12 5 5 1.259 0.36 3.56 3.56 0.8959 0.2563 2.38 2.38 0.5990 0.1714 
14 5 5 13.667 10 -0.54 -0.54 -1.4654 -1.0722 -3.235 -3.235 -8.8423 -6.4700 
15 5 5 1.73 0.8785 1.13 1.13 0.3924 0.1993 -0.945 -0.945 -0.3270 -0.1660 
17 5 5 6.52 1.857 5.00 5.00 6.5200 1.8570 4.355 4.355 5.6789 1.6174 
20 5 5 5.05 2 4.87 4.87 4.9137 1.9460 4.17 4.17 4.2117 1.6680 
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Table 4.6: The Error Indices between the Initial Load Levels and the True Loads over 
         There Phases in the 20-bus System 
†
MIRLErr 
†
MIALErr 
 
% Bus# % Bus# 
†
SRLErr 
% 
†
SALErr 
(kVA) 
Pa 5.00 9 13.6667 14 5.00 45.3967 
Pb 5.00 9 13.6667 14 5.00 38.3917 
Pc 5.00 9 13.6667 14 5.00 37.2622 
Qa 5.00 5 10.0000 14 5.00 20.1430 
Qb 5.00 5 10.0000 14 5.00 18.0810 
L1: 
Uniform 
+5% 
Qc 5.00 9 10.0000 14 5.00 17.5760 
Pa 5.00 17 10.1756 11 3.05 24.7745 
Pb 4.90 11 10.1756 11 2.74 18.1445 
Pc 4.90 11 10.1756 11 2.79 17.8833 
Qa 5.00 17 2.9997 11 2.31 7.1666 
Qb 4.90 11 2.9997 11 2.05 5.2631 
L2: 
Random 
+5% 
 
Qc 4.90 11 2.9997 11 2.07 5.1484 
Pa 4.35 17 8.8423 14 3.32 11.2675 
Pb 4.22 11 8.8423 14 3.17 5.6802 
Pc 4.22 11 8.8423 14 3.24 5.8869 
Qa 4.36 17 6.4700 14 3.27 -0.2461 
Qb 4.22 11 6.4700 14 3.19 -1.8248 
L3: 
Random 
+/-5% 
 
Qc 4.22 11 6.4700 14 3.25 -1.7295 
† MIRLErr: Maximum Individual Relative Load Error 
   MIALErr:  Maximum Individual Absolute Load Error 
   SRLErr:     System Relative Load Error 
   SALErr:     System Absolute Load Error 
 
Table 4.7: The Error Indices between the Initial Load Levels and the True Loads over 
There Phases in the 394-bus System 
MIRLErr MIALErr 
 
% Bus# % Bus# 
SRLErr 
% 
SALErr 
(kVA) 
Pa 5.00 168 45.0000 362 5.00 500.2737 
Pb 5.00 177 45.0000 362 5.00 501.2812 
Pc 5.00 177 45.0000 362 5.00 520.8507 
Qa 5.00 064 20.0000 362 5.00 255.9063 
Qb 5.00 217 25.5000 362 5.00 262.8438 
L1: 
Uniform 
+5% 
Qc 5.00 217 26.1500 362 5.00 283.3003 
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Table 4.7 (continued) 
Pa 5.00 41 24.4909 362 2.04 199.1173 
Pb 4.69 359 24.4909 362 2.22 218.6523 
Pc 4.90 323 24.4909 362 2.19 219.6860 
Qa 5.00 41 10.8848 362 2.02 99.6184 
Qb 4.69 359 13.8782 362 2.23 113.3798 
L2: 
Random 
within +5% 
 
Qc 4.90 323 14.2319 362 2.19 118.6319 
Pa 3.67 181 8.8947 075 1.23 -5.6748 
Pb 3.67 181 7.5681 362 1.22 17.8051 
Pc 3.67 181 8.1181 026 1.24 9.2894 
Qa 3.67 181 6.1176 181 1.26 -5.6488 
Qb 3.67 181 6.1176 181 1.25 7.7777 
L3: 
Random 
within +/-5% 
 
Qc 3.67 181 6.3912 026 1.25 3.9976 
 
 
4.4.2.2 ASSUMED PERCENT ACCURACY OF INTIAL LOAD LEVELS 
Loads are estimated by using kβ , assumed percent accuracy of initial load levels. To test 
the effect of kβ  on results, two assumed accuracies of initial load levels are used where 
B1 is used for both the 20-bus network and the 394-bus network and B2 is used for the 
20-bus network only: 
B1: all initial load levels are with 5% accuracy. kβ  = [0.05 0.05 0.05 0.05 0.05 
0.05] T  for all load buses. 
B2: initial load levels for bus 8 are within 10% accuracy and initial load levels for 
other buses are within 5% accuracy. That is, kβ  =[0.05 0.05 0.05 0.05 0.05 
0.05] T  for k ≠ 8. 8β  = [0.1 0.1 0.1 0.1 0.1 0.1] T . 
 
When percent accuracies of the initial load levels align with the actual load errors, it is 
called a proper assignment of kβ .  For example, B1 is a proper assignment of kβ  for L1. 
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Proper assignment is unlikely in practice but will allow the expected behavior of the 
method to be tested. 
4.4.2.3 MEASUREMENT SCHEMES 
Since it is not easy to obtain actual measurements from utilities, the measurements used 
during the simulation are generated by doing the following:  
• obtain the three-phase power flow solution using constant power load models 
with the true load.  
• Then the subsequent calculated voltages, power flows, etc. at measurement 
locations are treated as perfect/accurate measurements.  
• Noisy measurements are generated by adding a gaussian noise to perfect 
measurements at the range of ± 1%. Measurement errors are assumed to be 
independent.  
Measurement schemes are specified by measurement locations and measurement types at 
each location. Different locations and different measurement types are considered as 
follows: 
(a) Measurement Locations 
In power distribution networks, monitoring equipments are normally installed at 
transformers, switches, feeders and some key laterals. Hence, the following three 
measurement location options are used during the tests:  
LAT:  measurements at the branching bus of each lateral  
XFMR:  measurements at the first bus of every feeder/lateral right after the in-
service transformers  
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SW_NC:  measurements at the to-bus of every NC switch  
 
The number of measurement locations corresponding to the above three location options 
is shown in Table 4.8.  
 
Table 4.8: The Number of Measurement Locations of Three Measurement Location 
           Options 
# of measurement locations 
 
LAT XFMR SW_NC 
The 20-bus system 5 4 6 
The 394-bus system  96 14 45 
 
 
(b) Measurement Types 
The following six measurement type options are used during testing 
M1: accurate  P , Q , | |V  and θ  measurements at each measurement location  
M2: noisy P , Q , | |V  and θ  measurements at each measurement location 
M3: accurate P , Q  and | |V  measurements at each measurement location 
M4: noisy P , Q  and | |V  measurements at each measurement location 
M5: accurate P  and Q , measurements at each measurement location 
M6: noisy P  and Q , measurements at each measurement location 
where real and reactive power flow ( ,P Q ), voltage magnitude ( | |V ) and phase angle 
(θ ) measurements are assumed to be available over all existing phases at measurement 
locations if exist. 
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4.4.3 CASE STUDIES 
The zonal methods are tested on both the 20-bus network and the 394-bus network by 
using initial load levels, assumed percent accuracy of initial load levels and measurement 
schemes stated above. The results for 10 different cases are now shown considering 
• Performances with different initial load levels 
• Comparison of the preliminary zonal method and the modified zonal method 
• The effects of kβ  and the approximate sensitivity matrix 
• The effects of measurement types/locations 
• The effects of network decomposition 
The algorithm stops when the maximum load change is less than 710−  p.u. or the iteration 
number is over 50.  
4.4.3.1 RESULTS WITH DIFFERENT INITIAL LOAD LEVELS 
To evaluate the performance of the zonal methods with different initial load levels, the 
following three cases are considered for both the 20-bus network and the 394-bus 
network: 
Case 1.a: L1, B1, SW_NC and M1 
Case 1.b: L2, B1, SW_NC and M1  
Case 1.c: L3, B1, SW_NC and M1 
 
With SW_NC, the 20-bus network is divided into 6 zones (1 GRS, 5 SFL) as indicated in 
Figure 4.4. The 394-bus network is divided into 45 Zones (32 GRS, 13 SFL). Both the 
preliminary load update method and the modified load update method are tested. First, 
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the results on the 20-bus systems are summarized in Table 4.9 and Table 4.10. The initial 
load errors and load estimation errors in kVA using the modified method are illustrated in 
Figure 4.6 to Figure 4.8.  
  
Table 4.9: Individual Load Estimation Errors Using the Preliminary Method with M1,B1, 
                 SW_NC and Different Initial Load Levels in the 20-bus Test System (6 Zones: 
     1 GRS,  5 SFL)  
Case 1.a:  
L1 (Uniform +5%) 
Case 1.b:  
L2 (Random within +5%) 
Case 1.c:  
L3 (Random within +/-5%) 
# of Iteration: 3 # of Iteration: 3 # of Iteration: 3 
Max. Meas. Residual in p.u. 
-5.28079e-008-8.30516e-008i 
Max. Meas Residual in p.u. 
2.03563e-007+          0i 
Max. Meas. Residual in p.u. 
2.83921e-007+          0i 
Err (%) Err  (kW, kVAr) Err (%) Err (kW, kVAr) Err (%) Err (kW, kVAr) 
Bus 
# 
P Q P Q P Q P Q P Q P Q 
5 0.00 0.00 0.00 0.00 -0.68 -0.58 
-
0.3320 
-
0.0814 
-
0.95 -0.80 
-
0.4630 
-
0.1136 
8 0.00 0.00 0.00 0.00 0.88 0.88 0.1350 0.0395 1.22 1.23 0.1876 0.0549 
9 0.00 0.00 0.00 0.00 -0.19 -0.18 
-
0.1348 
-
0.0391 
-
0.26 -0.26 
-
0.1874 
-
0.0545 
11 0.00 0.0001 0.0001 0.0001 0.00 0.0001 0.0001 0.0001 0.00 0.0001 0.0000 0.0000 
12 0.00 0.00 0.00 0.00 1.70 1.83 0.4288 0.1320 2.38 2.56 0.5986 0.1843 
14 0.00 0.00 0.00 0.00 -0.00 -0.00 
-
0.0002 
-
0.0003 
-
0.00 
-
0.0000 
-
0.0000 
-
0.0000 
15 0.00 0.00 0.00 0.00 -0.96 -0.86 
-
0.2346 
-
0.0984 
-
1.34 -1.21 
-
0.3275 
-
0.1375 
17 0.00 0.00 0.00 0.00 0.00 0.00 0.0000 0.0001 0.00 0 0.0000 0.0001 
20 0.00 0.0001 0.00 0.00 0.00 0.0001 0.0000 0.0000 0.00 0.0001 0.0000 0.0000 
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Table 4.10: Individual Load Estimation Errors Using the Modified Method with M1, B1,  
 SW_NC and Different Initial Load Levels in the 20-bus Test System (6 
 Zones: 1 GRS, 5 SFL)  
Case 1.a : 
 L1( Uniform +5%) 
Case 1.b:  
L2 (Random within +5%) 
Case 1.c:  
L3 (Random within +/-5%) 
# of Iteration: 5 # of Iteration: 3 # of Iteration: 3 
Max. Meas. Residual in p.u. 
-3.02115e-007+-6.57843e-008i 
Max. Meas. Residual in p.u. 
4.66311e-006+2.81603e-006i 
Max. Meas Residual in p.u. 
6.72789e-006+4.01741e-006i 
Err (%) Err (kW, kVAr) Err (%) Err (kW, kVAr) Err (%) Err (kW, kVAr) 
Bus 
# 
P Q P Q P Q P Q P Q P Q 
5 0.00 0.00 0.0000 0.0000 -0.68 -0.58 
-
0.3326 
-
0.0820 -0.95 -0.81 
-
0.4630 
-
0.1138 
8 0.00 0.00 0.0006 0.0001 0.88 0.89 0.1356 0.0396 1.23 1.23 0.1879 0.0549 
9 0.00 0.00 0.0000 0.0000 -0.19 -0.19 
-
0.1354 
-
0.0392 -0.26 -0.26 
-
0.1877 
-
0.0546 
11 0.00 0.00 0.0000 0.0000 0.00 0.00 0.0000 0.0000 0.00 0.00 0.0000 0.0000 
12 0.00 0.00 0.0000 0.0000 1.69 1.82 0.4260 0.1311 2.38 2.56 0.5988 0.1840 
14 0.00 0.00 0.0000 0.0000 -0.00 -0.00 
-
0.0002 
-
0.0003 -0.00 -0.00 
-
0.0000 
-
0.0000 
15 0.11 0.04 0.0076 0.0014 -0.91 -0.83 
-
0.2272 
-
0.0959 -1.33 -1.19 
-
0.3282 
-
0.1366 
17 0.00 0.00 0.0000 0.0001 0.00 0.00 0.0000 0.0001 0.00 0.00 0.0000 0.0001 
20 0.00 0.00 0.0000 0.0000 0.00 0.00 0.0000 0.0000 0.00 0.00 0.0000 0.0000 
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Figure 4.6: Performance of the Modified Method on the 20-bus System in Case 1.a 
Max error in P <7.6W
Max error in Q<1.2W
80 
-2
0
2
4
6
8
10
12
5 8 9 11 12 14 15 17 20
Load Bus #
In
di
vi
du
al
 L
oa
d 
Er
ro
r (
kw
, k
va
r)
LErr in estimated P 
LErr in estimated Q
LErr in initial P
LErr in initial Q
  
Figure 4.7: Performance of the Modified Method on the 20-bus System in Case 1.b 
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Figure 4.8: Performance of the Modified Method on the 20-bus System in Case 1.c 
 
 
 
Remarks: Comparing Table 4.9 and Table 4.10 with Table 4.5, for the 20-bus system 
with total load of 2.42 Mw and 1.12Mvar, 
Max error in P <0.34kW 
Max error in Q<0.14kVAr
Max error in P <0.6kW 
Max error in Q<0.19kVAr
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• In general, load estimates are improved from different initial load levels. As seen 
from Figure 4.6 to Figure 4.8, the diamonds and the squares which represent the 
load estimation errors in KVA are almost on the x axis, which shows that load 
estimation errors in KVA are very small for different initial load levels.    
• With proper assignment of kβ , the load estimation problem changes into a one-
parameter estimation problem. The algorithm can estimate load with error less 
than 0.1 W and 0.1 VAr (Case 1.a) using the preliminary load update method. The 
errors using the modified load update method are slightly bigger but still less than 
7.6W and 1.4 VAr(Case 1.a).  
• For L2 and L3, since kβ  doesn’t match the actual percent accuracy properly, the 
results are not as good as L1. But the algorithm still reduced the maximum load 
errors about 20 times from about 10.2 kW and 3 kVAr to about 0.438 kW and 
0.123 kVAr. The preliminary method and the modified method yield similar 
results. 
• Since the network is separated into individual zones by design, the loads in zones 
with only one load (see bus 11, 14 and 20) are always estimated with almost no 
errors no matter what initial load levels are used. 
4.4.3.2 COMPARISON OF THE PRELIMINARY ZONAL METHOD AND THE 
MODIFIED ZONAL METHOD 
To further investigate the performance of the zonal algorithm using the preliminary 
method and the modified method, Case 1.a to Case 1.c are also tested on the 394-bus 
systems. The results are summarized in Table 4.11 and Table 4.12. 
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Table 4.11: Load Estimation Errors Using the Preliminary Method with M1, B1, SW_NC 
and Different Initial Load Levels in the 394-bus Test System (45 Zones: 32 
GRS, 13 SFL) 
MIRLErr MIALErr 
 
(%) Bus # (KVA) Bus # 
SRLErr 
(%) 
SALErr 
(kVA) 
Iter: # Max. Meas. Residual in p.u. 
Pa 10.53 67 6.4900 40 0.20 20.2001 
Pb 5.00 1040 5.1500 43 0.16 15.5420 
Pc 5.00 1038 3.7850 40 0.12 11.9426 
Qa 7.65 1092 2.8450 40 0.23 11.4242 
Qb 8.43 1264 2.3050 43 0.18 9.5684 
Case 1.a:  
L1 
(Uniform 
+5%) 
Qc 10.53 1062 1.6667 39 0.14 7.7218 
7 -0.00063505-0.000611619i 
Pa 5.13 67 4.1533 75 0.58 8.2467 
Pb 5.53 1182 3.4064 243 0.56 4.9825 
Pc 5.38 1067 5.5025 323 0.61 3.3255 
Qa 5.00 1041 1.8105 75 0.57 5.1846 
Qb 5.31 1078 1.5406 243 0.54 3.7487 
Case1.b: 
L2 
(Random 
Within 
 +5%) 
 
Qc 9.20 1062 2.5198 323 0.57 2.9047 
7 -0.00025788-0.000260243i 
Pa 5.71 85 5.2112 75 0.68 0.0247 
Pb 6.97 1182 4.2609 243 0.66 -1.6544 
Pc 7.78 1067 6.8890 323 0.75 -1.8894 
Qa 5.07 1182 2.2737 75 0.64 0.6504 
Qb 6.51 1078 1.9273 243 0.62 -0.1820 
Case 1.c: 
L3 
(Random 
within 
 +/-5%) 
 
Qc 7.78 1067 3.1544 323 0.68 -0.2974 
6 
5.98688e-
005+3.67147e-
005i 
 
 
 
 
Table 4.12: Load Estimation Errors Using the Modified Method with M1, B1, SW_NC     
and Different Initial Load Levels in the 394-bus (45 Zones: 32 GRS, 13 SFL)  
MIRLErr MIALErr  
(%) Bus # (KVA) Bus # 
SRLErr 
(%) 
SALErr 
(kVA) Iter: # 
Max. Meas. 
Residual in p.u. 
Pa 0.30 67 0.0143 28 0.00 0.0848 
Pb 0.11 237 0.0198 67 0.00 0.0946 
Pc 0.37 67 0.0243 303 0.00 0.0890 
Qa 0.08 67 0.0047 134 0.00 0.0359 
Qb 0.08 67 0.0102 67 0.00 0.0414 
Case 1.a:  
L1 
(Uniform 
+5%) 
Qc 0.22 67 0.0136 303 0.00 0.0463 
18 -1.15456e-006+-6.15739e-007i 
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Table 4.12 (continued) 
Pa 3.94 182 4.0253 1075 0.55 0.0607 
Pb 4.11 1182 3.3683 1243 0.53 0.0090 
Pc 3.44 1182 5.4364 1323 0.60 0.0406 
Qa 4.02 1182 1.8454 1075 0.52 0.2565 
Qb 4.19 1182 1.5913 1243 0.50 0.0862 
Case1.b:  
L2 
(Random 
within 
+5%) 
 
Qc 3.74 1182 2.5603 1323 0.55 0.1199 
7 
3.05868e-
005+2.2928e-
005i 
Pa 5.00 182 5.0541 75 0.68 0.0614 
Pb 5.23 182 4.2245 243 0.66 -0.0007 
Pc 4.39 182 6.8461 323 0.75 0.0408 
Qa 5.09 182 2.3160 75 0.65 0.2563 
Qb 5.31 182 1.9950 243 0.62 0.0748 
Case 1.c:  
L3 
(Random 
Within 
 +/-5%) 
 
Qc 4.74 182 3.2146 323 0.68 0.1082 
6 
3.96225e-
005+2.94359e-
005i 
 
 
Remarks: Compared Table 4.10 and Table 4.11 with Table 4.6,  
• Both methods improve load estimates greatly.  
• When the errors in the initial load levels are uniform (Case 1.a), the preliminary 
method converges faster than the modified method. However, it provides worse 
load estimates than the modified zonal method.  
• For the initial load levels with random errors, both methods show similar 
performance (Case 1.c). 
• For the small system, both methods provide similar load estimates; for the large 
system, the modified method provides better load estimates, especially regarding 
the system total load error.  Also, the modified method yields much smaller real-
time measurement residuals.  
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• Some maximum individual relative load errors is more than 5% because 
given 00.95 1.05true trueLk Lk LkS S S≤ ≤ , it is expected that 0 01 11.05 0.95
est
Lk Lk LkS S S≤ ≤ , 
which lead to 0.905 1.105true est trueLk Lk LkS S S≤ ≤ . 
 
Even though the modified method converges slower than the preliminary method in the 
cases with uniform initial load errors, the modified method yields better results than the 
preliminary methods in most cases. Hence, the following discussion is focused on the 
zonal algorithm with the modified load update method. 
4.4.3.3 EFFECTS OF kβ   
To investigate the effects of assumed accuracies of initial load levels on the results, the 
performance of the modified load zonal method is tested with different assumed 
accuracies of initial load levels on the 20-bus system. The previous three cases, Case 1.a 
to Case 1.c, are repeated by replacing B1, uniform percent accuracy, with B2, uniform 
percent accuracy except for the load at bus 8, as follow:   
Case 2.a: L1, B2, SW_NC and M1  
Case 2.b: L2, B2, SW_NC and M1  
Case 2.c: L3, B2, SW_NC and M1 
The results are displayed in Table 4.13.  
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Table 4.13: Individual Load Estimation Errors Using the Modified Method with M1, B2, 
SW_NC and Different Initial Load Levels in the 20-bus Test System (6 
Zones: 1 GRS, 5 SFL) 
Case 2.a: 
L1 (Uniform +5%) 
Case 2.b: 
L2 (Random within +5%) 
Case 2.c: 
L3 (Random within +/-5%) 
# of Iterations: 5 # of Iterations: 3 # of Iterations: 3 
Max. Meas. Residual in p.u. 
7.15066e-007+8.14659e-007i 
Max. Meas. Residual in p.u. 
4.6631e-006+2.81605e-006i 
Max. Meas. Residual in p.u. 
6.72787e-006+4.01746e-006i 
Err (%) Err (kW, kVAr) Err (%) Err (kW, kVAr) Err (%) Err (kW, kVAr) 
Bus 
# 
P Q P Q P Q P Q P Q P Q 
5 0.00 0.00 0.0000 0.0000 -0.68 -0.58 -0.3326 -0.0820 -0.95 -0.81 -0.4630 -0.1138 
8 -3.49 -3.52 -0.5354 -0.1572 -1.26 -1.27 -0.1930 -0.0566 0.04 0.04 0.0067 0.0019 
9 0.75 0.74 0.5351 0.1566 0.27 0.27 0.1930 0.0567 -0.01 -0.01 -0.0066 -0.0017 
11 0.00 0.00 0.0000 0.0000 0.00 0.00 0.0000 0.0000 0.00 0.00 0.0000 0.0000 
12 0.00 0.00 0.0000 0.0000 1.69 1.82 0.4260 0.1311 2.38 2.56 0.5988 0.1840 
14 0.00 0.00 0.0000 0.0000 -0.00 -0.00 -0.0002 -0.0003 -0.00 -0.00 -0.0000 -0.0000 
15 0.11 0.04 0.0076 0.0014 -0.91 -0.83 -0.2272 -0.0959 -1.33 -1.19 -0.3282 -0.1366 
17 0.00 0.00 0.0000 0.0001 0.00 0.00 0.0000 0.0001 0.00 0.00 0.0000 0.0001 
20 0.00 0.00 0.0000 0.0000 0.00 0.00 0.0000 0.0000 0.00 0.00 0.0000 0.0000 
 
 
Rmarks: Comparing the results from Table 4.10 and Table 4.13, it can be observed that: 
• As expected, the choice of kβ  directly affects the load estimation, especially for 
relatively small loads. As expected, the choice of kβ  does not affect the 
estimation in zones with only one load (see load errors in bus 11, 14 and 20). 
• Since the network is separated into individual zones by design, errors in assumed 
accuracies of load forecasts only affect load estimation in the corresponding zone. 
As seen in Table 4.13, only the estimates for bus 8 and 9 change. 
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4.4.3.4 EFFECTS OF THE APPROXIMATE SENSITIVITY MATRIX  
As discussed in section 4.1.3, the measurement sensitivity sub-matrix associated with 
each bus is diagonally dominant. Therefore, an approximate Jacobian is formed by 
neglecting off-diagonal elements of each block to relieve the computational burden.  In 
this part, Case 1.a to Case 1.c are repeated using the approximate sensitivity matrix. The 
results on the 394-bus systems are shown in Table 4.14 
 
 
Table 4.14: Performance of the Modified Method with M1, SW_NC, B1 and Different 
Load Perturbations Using the Approximate Sensitivity Matrix in the 394-Bus 
System (45 Zones: 32 GRS and 13 SFL) 
MIRLErr MIALErr  
(%) Bus # (KVA) Bus # 
SRLErr 
(%) 
SALErr 
(kVA) 
Iter: 
# 
Max. Meas. Residual 
in p.u. 
Pa 0.33 1067 0.0161 1028 0.00 0.0976 
Pb 0.13 1067 0.0257 1067 0.00 0.1087 
Pc 0.43 1067 0.0251 1303 0.00 0.0969 
Qa 0.21 1067 0.0076 1134 0.00 0.0506 
Qb 0.13 1067 0.0166 1067 0.00 0.0635 
Case 1.a:  
L1 
(Uniform 
+5%) 
Qc 0.31 1067 0.0169 1303 0.00 0.0647 
19 -1.20706e-006+-7.65055e-007i 
Pa 3.95 1182 4.0243 1075 0.55 0.0624 
Pb 4.11 1182 3.3732 1243 0.53 0.0099 
Pc 3.45 1182 5.4353 1323 0.60 0.0431 
Qa 4.02 1182 1.8451 1075 0.52 0.2579 
Qb 4.19 1182 1.5956 1243 0.50 0.0902 
Case1.b:   
L2 
(Random 
+5%) 
 
Qc 3.74 1182 2.5593 1323 0.55 0.1270 
7 3.03376e-005+2.27192e-005i 
Pa 5.02 1182 5.0543 1075 0.68 0.0608 
Pb 5.25 1182 4.2221 1243 0.66 -0.0011 
Pc 4.40 1182 6.8477 1323 0.75 0.0404 
Qa 5.11 1182 2.3169 1075 0.65 0.2559 
Qb 5.33 1182 1.9926 1243 0.62 0.0741 
Case 1.c:  
L3 
(Random 
+/-5%) 
 
Qc 4.76 1182 3.2153 1323 0.68 0.1076 
7 3.95588e-005+2.95085e-005i 
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Remarks:  
Comparing Table 4.12 with Table 4.14, it is shown that the results using the approximate 
sensitivity matrix are comparable with those using the exact sensitivity matrix. This 
observation encourages the use of the approximate measurement Jacobian for 
computational advantage.  
4.4.3.5 EFFECTS OF MEASUREMENT TYPES 
To analyze the effects of different measurement types, Case 1.a to Case 1.c are repeated 
by replacing M1 with M3 (accurate P , Q  and | |V  measurements) and M5 ( P  and Q  
measurements) respectively and represented as follows:  
Case 3.a: L1, B1, SW_NC and M3      
Case 3.b: L2, B1, SW_NC and M3      
Case 3.c: L3, B1, SW_NC and M3       
Case 4.a: L1, B1, SW_NC and M5 
Case 4.b: L2, B1, SW_NC and M5 
Case 4.c: L3, B1, SW_NC and M5 
The results on the 20-bus system are shown in Table 4.15 and Table 4.16. With SW_NC, 
the 20-bus network is decomposed into 6 Zones: 1 GRS, 5 SFL. 
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Table 4.15: Individual Load Estimation Errors Using the Modified Method with M3, B1, 
SW_NC and Different Initial Load Levels in the 20-bus Test System  
Case 3.a:  
L1 (Uniform +5%) 
Case 3.b: 
L2(Random within +5%) 
Case 3.c:  
L3(Random within +/-5%) 
# of Iterations: 5 # of Iterations: 3 # of Iterations: 3 
Max. Meas. Residual in p.u. 
-3.02115e-007+-6.57813e-008i 
Max. Meas. Residual in p.u. 
4.66311e-006+2.81603e-006i 
Max. Meas. Residual in p.u. 
6.72789e-006+4.01741e-006i 
Err (%) Err  (kW, kVAr) Err (%) Err  (kW, kVAr) Err (%) Err (kW, kVAr) 
Bus 
# 
P Q P Q P Q P Q P Q P Q 
5 0.00 0.00 0.0000 0.0000 -0.68 -0.58 -0.3326 -0.0820 -0.95 -0.81 -0.4630 -0.1138 
8 0.00 0.00 0.0006 0.0001 0.88 0.89 0.1356 0.0396 1.23 1.23 0.1879 0.0549 
9 0.00 0.00 0.0000 0.0000 -0.19 -0.19 -0.1354 -0.0392 -0.26 -0.26 -0.1877 -0.0546 
11 0.00 0.00 0.0000 0.0000 0.00 0.00 0.0000 0.0000 0.00 0.00 0.0000 0.0000 
12 0.00 0.00 0.0000 0.0000 1.69 1.82 0.4260 0.1311 2.38 2.56 0.5988 0.1840 
14 0.00 0.00 0.0000 0.0000 -0.00 -0.00 -0.0002 -0.0003 -0.00 -0.00 -0.0000 -0.0000 
15 0.11 0.04 0.0076 0.0014 -0.91 -0.83 -0.2272 -0.0959 -1.33 -1.19 -0.3282 -0.1366 
17 0.00 0.00 0.0000 0.0001 0.00 0.00 0.0000 0.0001 0.00 0.00 0.0000 0.0001 
20 0.00 0.00 0.0000 0.0000 0.00 0.00 0.0000 0.0000 0.00 0.00 0.0000 0.0000 
 
Table 4.16: Individual Load Estimation Errors Using the Modified Method with M5, B1, 
SW_NC and Different Initial Load Levels in the 20-bus Test  
Case 4.a: 
 L1( Uniform +5%) 
Case 4.b:  
L2(Random within +5%) 
Case 4.c:  
L3( Random within +/-5%) 
# of Iterations:  5 # of Iterations: 3 # of Iterations: 3 
Max. Meas. Residual in p.u. 
-2.99006e-007+-4.41473e-008i 
Max. Meas. Residual in p.u. 
3.9168e-008+3.34756e-008i 
Max. Meas. Residual in p.u. 
3.18104e-008+5.00265e-008i 
Err  (%) Err (kW, kVAr) Err (%) Err (kW, kVAr) Err (%) Err  (kW, kVAr) 
Bus 
# 
P Q P Q P Q P Q P Q P Q 
5 0.00 0.00 0.0000 0.0000 -0.68 -0.58 -0.3326 -0.0820 -0.95 -0.81 -0.4630 -0.1139 
8 0.00 0.00 0.0006 0.0001 0.88 0.89 0.1356 0.0396 1.23 1.23 0.1879 0.0549 
9 0.00 0.00 0.0000 0.0000 -0.19 -0.19 -0.1354 -0.0392 -0.26 -0.26 -0.1877 -0.0546 
11 0.00 0.00 0.0000 0.0000 0.00 0.00 0.0000 0.0000 0.00 0.00 0.0000 0.0000 
12 0.00 0.00 0.0000 0.0000 1.69 1.82 0.4260 0.1311 2.38 2.55 0.5988 0.1840 
14 0.00 0.00 0.0000 0.0000 -0.00 -0.00 -0.0002 -0.0003 -0.00 -0.00 -0.0000 -0.0000 
15 0.11 0.03 0.0075 0.0010 -0.91 -0.83 -0.2272 -0.0959 -1.33 -1.19 -0.3282 -0.1366 
17 0.00 0.00 0.0000 0.0001 0.00 0.00 0.0000 0.0001 0.00 0.00 0.0000 0.0001 
20 0.00 0.00 0.0000 0.0000 0.00 0.00 0.0000 0.0000 0.00 0.00 0.0000 0.0000 
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Remarks:  Comparing the results from Table 4.15 and Table 4.16 with the results from 
Table 4.10, it can be observed that: 
• The results with fewer measurement types, Case 3.a to Case 3.c and Case 4.a to 
Case 4.c, are almost the same as in Case 1.a to Case 1.c.  
• This substantiates that decomposing the network can still work well when | |V  
and/or θ  measurement are not available. 
4.4.3.6 EFFECTS OF NOISY MEASUREMENTS 
To investigate the effects of noisy measurements, Case 1.a to Case 1.c are repeated by 
replacing M1 with M2 (noisy P , Q , | |V  and θ  measurements) and M6 (noisy P  and 
Q  measurements) respectively and represented as follows:  
Case 5.a: L1, B1, SW_NC and M2 (Noisy P , Q , | |V  and θ  Measurements)  
Case 5.b: L2, B1, SW_NC and M2  
Case 5.c: L3, B1, SW_NC and M2  
Case 6.a: L1, B1, SW_NC and M6 (noisy P  and Q  Measurements) 
Case 6.b: L2, B1, SW_NC and M6 
Case 6.c: L3, B1, SW_NC and M6 
The results on the 20-bus system are summarized in Table 4.17 and Table 4.18. With 
SW_NC, the 20-bus network is decomposed into 6 Zones (1 GRS, 5 SFL). 
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Table 4.17: Individual Load Estimation Errors Using the Modified Method with M2, B1, 
SW_NC and Different Initial Load Levels in the 20-bus Test System  
Case 5.a: 
L1 (Uniform +5%) 
Case 5.b: 
L2 ( Random within +5%) 
Case 5.c: 
L3 ( Random within +/-5%) 
# of Iterations: 3 # of Iterations: 3 # of Iterations:3 
Max. Meas. Residual in p.u. 
0+  0.0138451i 
Max. Meas. Residual in p.u. 
0+  0.0138451i 
Max. Meas. Residual in p.u. 
0+  0.0138451i 
Err (%) Err (kW, kVAr) Err (%) Err (kW, kVAr) Err (%) Err (kW, kVAr) 
Bus 
# 
P Q P Q P Q P Q P Q P Q 
5 0.00 0.00 0.0000 0.0000 -3.41 -3.41 -1.6669 -0.4816 -3.76 -5.13 -1.8357 -0.7247 
8 -0.00 0.00 -0.0000 0.0000 -0.34 -0.32 -0.0516 -0.0144 0.01 0.02 0.0009 0.0008 
9 0.00 0.00 0.0000 0.0000 -1.40 -1.38 -0.9985 -0.2922 -1.47 -1.45 -1.0500 -0.3070 
11 0.60 0.60 1.2362 0.3644 0.60 0.60 1.2362 0.3644 0.60 0.60 1.2362 0.3644 
12 0.00 0.00 0.0000 0.0000 -1.37 -1.37 -0.3453 -0.0988 -0.92 -2.34 -0.2313 -0.1681 
14 0.16 0.16 0.4470 0.3268 0.16 0.16 0.4469 0.3267 0.16 0.16 0.4469 0.3267 
15 0.00 -0.00 0.0000 -0.0000 -3.68 -3.68 -1.1590 -0.6469 -4.02 -5.45 -1.2596 -0.7254 
17 0.36 0.37 0.4735 0.1358 0.36 0.37 0.4735 0.1358 0.36 0.37 0.4735 0.1358 
20 0.00 -0.00 0.0000 -0.0000 -0.07 -0.07 -0.0689 -0.0273 -0.07 -0.07 -0.0689 -0.0273 
 
Table 4.18: Individual Load Estimation Errors Using the Modified Method with M6, B1, 
SW_NC and Different Initial Load Levels in the 20-bus Test System 
Case 6.a 
L1: Uniform +5% 
Case 6.b 
L2: Random within +5% 
Case 6.c 
L3: Random within +/-5% 
# of Iterations: 3 # of Iterations: 3 # of Iterations: 3  
Max. Meas. Residual in p.u. 
-9.02036e-005-4.24296e-005i 
Max. Meas. Residual in p.u. 
-2.01076e-006-1.18805e-005i 
Max. Meas. Residual in p.u. 
3.33974e-008+5.25042e-008i 
Err (%) Err (kW, kVAr) Err (%) Err (kW, kVAr) Err (%) Err (kW, kVAr) 
Bus 
# 
P Q P Q P Q P Q P Q P Q 
5 0.00 0.00 0.0000 0.0000 -3.41 -3.41 -1.6669 -0.4816 -3.76 -5.21 -1.8371 -0.7350 
8 -0.00 0.00 -0.0000 0.0000 -0.34 -0.34 -0.0521 -0.0152 -0.00 0.00 -0.0004 0.0001 
9 0.00 0.00 0.0000 0.0000 -1.40 -1.40 -1.0010 -0.2956 -1.47 -1.47 -1.0525 -0.3105 
11 0.60 0.60 1.2362 0.3644 0.60 0.60 1.2362 0.3644 0.60 0.60 1.2362 0.3644 
12 0.00 0.00 0.0000 0.0000 -1.37 -1.37 -0.3453 -0.0988 -0.92 -2.41 -0.2321 -0.1735 
14 0.16 0.16 0.4472 0.3271 0.16 0.16 0.4471 0.3270 0.16 0.16 0.4471 0.3270 
15 0.00 -0.00 0.0000 -0.0000 -3.68 -3.68 -1.1591 -0.6469 -4.03 -5.52 -1.2601 -0.7339 
17 0.36 0.36 0.4732 0.1347 0.36 0.36 0.4732 0.1347 0.36 0.36 0.4732 0.1347 
20 0.00 -0.00 0.0000 -0.0000 -0.07 -0.07 -0.0689 -0.0273 -0.07 -0.07 -0.0689 -0.0273 
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Remarks:  
• Measurement noise detriments the load estimates. However, the errors in the 
measurements are much less than those in the initial load levels/forecasts. Thus in 
Case5.a and Case 6.a, the algorithm still can reduce maximum load errors from 
5% (13.7 kW, 10 kVAr) to 0.60% (1.23 kW, 0.36 kVAr).  
• In Case 5.b, Case 5.c, Case 6.b and Case 6.c), kβ  does not provide the correct 
information on accuracies of load forecasts, and errors in both kβ  and 
measurements affect the estimates. However, large loads such as the loads at bus 
11, bus 14 and bus 20 are still estimated well, within 0.60%.  
• The algorithm yields similar results with noisy P , Q , | |V  and θ  measurements 
and noisy P  and Q  measurements since load updates are found based on 
residuals in P  and Q  measurements. 
 
4.4.3.7 EFFECTS OF THE DECOMPOSITION  
As discussed in Section 4.3.4, the decomposition of the network formally requires 
accurate P , Q , | |V  and θ  measurements at the decomposing locations. The effect of 
the decomposition when required measurement type and accuracy are not available is 
now studied. Case 5.a to 5.c and Case 4.a to Case 4.c are repeated without decomposing 
the network and represented as follows:  
Case 7.a: L1, B1, SW_NC and M2 without decomposing the network 
Case 7.b: L2, B1, SW_NC and M2 without decomposing the network 
Case 7.c: L3, B1, SW_NC and M2 without decomposing the network 
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Case 8.a: L1, B1, SW_NC and M5 without decomposing the network 
Case 8.b: L2, B1, SW_NC and M5 without decomposing the network 
Case 8.c: L3, B1, SW_NC and M5 without decomposing the network 
The results with iteration numbers are shown in Table 4.19 and Table 4.20.  
 
Table 4.19: Individual Load Estimation Errors Using the Modified Method with M2 
(Noisy P , Q , |V  and θ  Measurements), B1, SW_NC and Different Initial 
Load Levels in the 20-bus Test System without Decomposing the Network 
Case 7.a:  
 L1 (Uniform +5%)  
Case 7.b: 
 L2  (Random within +5% ) 
Case 7.c: 
 L3 (Random within +/-5%)  
# of Iterations: 22 # of Iterations: 22 # of Iterations: 22 
Err (%) Err (kW, kVAr) Err (%) Err (kW, kVAr) Err (%) Err (kW, kVAr) 
Bus 
# 
P Q P Q P Q P Q P Q P Q 
5 -0.53 -0.53 -0.2572 -0.0743 -2.83 -3.92 -1.3813 -0.5534 -3.11 -5.21 -1.5211 -0.7360 
8 -0.53 -0.53 -0.0807 -0.0235 0.04 -0.27 0.0067 -0.0119 0.40 0.37 0.0608 0.0167 
9 -0.53 -0.53 -0.3770 -0.1114 -1.05 -1.32 -0.7467 -0.2800 -1.10 -1.17 -0.7827 -0.2476 
11 -0.20 -0.34 -0.4251 -0.2087 0.07 0.07 0.1419 0.0451 0.06 0.08 0.1322 0.0460 
12 -0.53 -0.53 -0.1325 -0.0379 -0.78 -1.89 -0.1951 -0.1362 0.52 -2.42 0.1307 -0.1742 
14 0.38 0.28 1.0508 0.5571 0.54 0.53 1.4831 1.0692 0.54 0.54 1.4871 1.0784 
15 -0.53 -0.53 -0.1821 -0.0925 -3.10 -4.19 -0.8587 -0.6382 -3.49 -5.42 -0.9540 -0.6823 
17 -0.01 -0.11 -0.0101 -0.0419 0.15 0.14 0.1911 0.0518 0.15 0.14 0.1935 0.0534 
20 0.18 0.07 0.1783 0.0288 0.33 0.32 0.3334 0.1290 0.33 0.33 0.3347 0.1307 
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Table 4.20: Individual Load Estimation Errors Using the Modified Method with M5 
(Accurate P  and Q  Measurements), B1, SW_NC and Different Initial Load 
Levels in the 20-bus Test System without Decomposing the Network 
Case 8.a:  
 L1 (Uniform +5%) 
Case 8.b: 
 L2 (Random within +5%) 
Case 8.c: 
 L3 (Random within +/-5%) 
# of Iterations: 44 # of Iterations: 35 # of Iterations: 30  
Err (%) Err (kW, kVAr) Err (%) Err (kW, kVAr) Err (%) Err (kW, kVAr) 
Bus 
# 
P Q P Q P Q P Q P Q P Q 
5 0.04 0.19 0.0199 0.0271 -0.63 -0.42 -0.3093 -0.0598 -0.93 -0.78 -0.4555 -0.1095 
8 -0.04 -0.09 -0.0059 -0.0040 0.86 0.85 0.1324 0.0381 1.24 1.25 0.1898 0.0560 
9 -0.04 -0.09 -0.0277 -0.0190 -0.22 -0.25 -0.1590 -0.0519 -0.26 -0.25 -0.1868 -0.0537 
11 0.01 0.01 0.0193 0.0089 0.01 0.00 0.0108 0.0030 -0.01 -0.01 -0.0160 -0.0068 
12 0.04 0.19 0.0102 0.0138 1.72 1.88 0.4342 0.1356 2.38 2.55 0.5986 0.1837 
14 -0.01 -0.02 -0.0152 -0.0318 -0.01 -0.01 -0.0172 -0.0257 -0.00 -0.00 -0.0056 -0.0050 
15 0.04 0.18 0.0061 0.0095 -0.91 -0.72 -0.2274 -0.0901 -1.32 -1.18 -0.3275 -0.1389 
17 -0.00 -0.01 -0.0037 -0.0025 -0.00 -0.01 -0.0043 -0.0022 -0.00 0.00 -0.0000 0.0004 
20 -0.01 -0.02 -0.0053 -0.0061 -0.01 -0.01 -0.0061 -0.0049 -0.00 -0.00 -0.0020 -0.0010 
 
Remarks:   
Compared with the Table 4.16 and Table 4.17 and, Table 4.19 and Table 4.20 indicate 
that  
• As expected, since all measurements are considered simultaneously, the algorithm 
without decomposition converges slowly. Case 8.a and Case 7.c converge after 44 
and 42 iterations, respectively. 
• Without decomposition, smaller maximum percent errors in load estimates are 
achieved, but actual load errors may be worse for the large loads (i.e. larger actual 
error). Because all measurements are considered simultaneously, the effects of 
measurements with different accuracy are neutralized. Compared to Case 7.b to 
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Case 7.c and Case 8.b to Case 8.c, the accuracy of estimation for large loads is 
sacrificed to improve estimation of small loads. 
 
It is noted that smaller actual load error is more significant than smaller percent error for 
the possible following reasons: since load estimation results are envisioned to be used in 
distribution automation functions, knowing the actual load demand is more important to 
minimize, for example, the amount of load transferring required in reconfiguration 
schemes, etc. Thus, decomposing the network still results in more desirable load 
estimates than treating the whole network as a whole even without the required 
measurements.  
4.4.3.8 EFFECTS OF METER PLACEMENT 
To test the effects of meter locations on load estimates, the modified method is tested 
with different measurement locations. The following cases are considered:  
Case 9.a: L3, B1, LAT and M1 
Case 9.b: L3, B1, XFMR and M1 
Case 10.a: L3, B1, LAT and M6 
Case 10.b: L3, B1, XFMR and M6 
With LAT, the 394-bus system is divided into 96 zones (89 GRS, 7 SFL); with XFMR, 
the 394-bus network is divided into 14 Zones (11 GRS, 3 SFL). The results are shown in 
Table 4.21 and Table 4.22. 
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Table 4.21: Performance of the Modified Zonal Method under M1, L3, B1 and Different 
Measurement Locations in the 394-bus System  
MIRLErr MIALErr  
(%) Bus # (KVA) Bus # 
SRLErr 
(%) 
SALErr 
(kVA) Iter # 
Max. Meas. Residual 
 in p.u. 
Pa 4.27 182 8.8947 1075 0.66 -15.8207 
Pb 3.51 241 3.4299 1181 0.60 -3.5908 
Pc 3.61 90 6.5064 1323 0.74 -5.0313 
Qa 4.71 182 3.9728 1075 0.68 -8.3423 
Qb 3.96 182 2.4918 1181 0.61 -1.5481 
Case 9.a:  
LAT 
(96 Zones: 
89 GRS, 7 
SFL) 
Qc 3.85 182 3.0991 1323 0.72 -3.7314 
6 
0.000267158 
+0.000119937i 
Pa 3.63 41 8.8593 75 1.07 -0.2092 
Pb 3.79 289 6.8176 222 1.04 -0.0327 
Pc 3.67 87 7.7463 87 1.02 -0.0919 
Qa 3.68 41 4.8299 181 1.09 -0.3369 
Qb 3.75 289 5.2479 181 1.03 -0.0572 
Case 9.b:  
XFMR 
(14 Zones:  
11 GRS, 3 
SFL) 
Qc 3.66 87 5.0742 181 0.99 0.0276 
6 -6.36976e-006+-5.97262e-006i 
 
 
Table 4.22: Performance of the Modified Zonal Method under M6, L3, B1 and Different 
Measurement Locations in the 394-bus System  
MIRLErr MIALErr  
(%) Bus # (KVA) Bus # 
SRLErr 
(%) 
SALErr 
(kVA) Iter # 
Max. Meas. Residual 
 in p.u. 
Pa 8.70 359 8.8947 1075 1.26 -6.0523 
Pb  8.70 359 7.6340 1193  1.20 5.7851 
Pc  8.70 359 7.4281 1064  1.30  9.7411 
Qa  8.70 359 3.9728 1075  1.28  -1.5549 
Qb  8.70 359 3.6832 1193  1.14  3.2960 
Case 10.a:  
LAT  
 (96 Zones: 
89 GRS, 7 
SFL) 
Qc  8.70 359 3.8519 1013  1.22  4.7342 
50 0.00127871+  0.0008865i 
Pa 4.00 41 7.4841 1075 1.12 11.3157 
Pb  3.84 289 8.2858 1222  1.07 12.1090 
Pc  3.46 197 6.9402 1087  1.09 11.4148 
Qa  4.06 41 4.0932 1181  1.12 3.9945 
Qb  3.79 289 4.5344 1181 1.07 5.0483 
Case 10.b  
XMFR 
(14 Zones:  
11 GRS,  3 
SFL) 
Qc  3.64 197 4.3655 1181 1.05 4.5945 
6 -0.00226823+-0.00157037i 
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Remarks:  
Comparing the results in Table 4.21 and Table 4.22 with previous results with SW_NC, it 
is observed that  
• System total load error is greatly decreased because of the availability of 
measurements at the substation.  
• It is not always true that more meters yield better results. Both locations and the 
number of measurements affect the results. As shown in Table 4.21, load 
estimates using XFMR (14 locations) have less MIRLErr and SALErr than the 
estimates using LAT (96 locations). 
• This suggests the study of meter placement for load estimation. 
 
4.4.4 COMMENTS 
Extensive simulation results were obtained to evaluate the performance of the presented 
zonal algorithm. The effects of the assumed percent accuracy of initial load levels, 
different measurement types, noisy measurements, different measurement locations and 
decomposing the network are investigated. As expected, it is observed that 
decomposition, even with different measurement availability and noisy measurements, 
consistently estimated loads well especially large loads. Whereas, estimating loads 
without decomposing the network had smaller maximum relative errors, but worse 
estimates in terms of actual load error. Thus, zonal load estimation techniques are 
promising for radial network. The investigation on the effect of different meter location 
also indicates the importance of meter placement for load estimation, which will be 
studied in Chapter 6.  
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 CHAPTER 5.   GENERAL NETWORK ALGORITHM 
This chapter addresses load estimation methods for unbalanced power distribution 
networks with general structures, radial or looped. Considering the interdependence of 
loads and system voltages, both loads and system voltages are estimated using real-time 
measurements. Two methods are presented. First, the WLS load parameter method 
estimates loads and system voltages simultaneously based on (3.15) with a 2-norm. Then, 
a constrained Distribution State Estimation (DSE) based method is presented to estimate 
voltages and loads sequentially. 
In the WLS load parameter method, sequential unconstrained minimization techniques in 
[14, 15] are applied to solve the nonlinear, constrained 2l  optimization problem. An 
exterior penalty method is used to transform the constrained nonlinear optimization 
problem into an unconstrained one. The unconstrained local minimum is then solved by 
the Newton-Raphson method.  Unfortunately, the observability of the system cannot be 
guaranteed because of the limited number of real-time measurements. Hence, two 
practical aspects, the accuracy of initial load levels and load class information are 
exploited to alter the original problem to an observable one and to define search 
directions for the load parameters. The local convergence of the WLS load parameter 
method is also discussed and the convergence conditions are established. 
The constrained DSE based method considers the well-known application of distribution 
state estimation (DSE) and formalizes the use of existing DSE solvers towards the 
application of load estimation. Operating and loading constraints are incorporated to 
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avoid spurious load estimates.  The constrained DSE based method estimates voltages 
first and then calculates loads during a post-processing procedure. This procedure 
continues until convergence is achieved.  
These two methods are extensively tested on an actual 394-bus, unbalanced, 
radial/meshed power distribution network. Simulation results are discussed. The details 
are shown next starting with the WLS load parameter method.  
5.1  THE WLS LOAD PARAMETER METHOD 
5.1.1 CONSTRAINED 2l  FORMULATION 
For a system with n  nodes excluding the substation nodes and m  real-time 
measurements, the general formulation (3.15) is applied with 2l  as follows: 
2,
( , ) ( ( , ))
V
Min J V W z h Vλ λ λ= −     (5. 1)  
Subject to: 
(i) ( , ) 0f V λ =  
(ii) min max( ) ( ( , )) ( )jk jk jkMag I Mag I V Mag Iλ≤ ≤  for each branch jk  
(iii) ( )max2 2 2( , ) ( , )i i iP V Q V Sλ λ+ ≤  for all i F∈  
(iv) min max( , )k k kV V V Vλ≤ ≤  for each node k  
(v) min maxk k kλ λ λ≤ ≤  for each node k  
where  
mz∈\   the measurement vector; 
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( , ) mh V λ ∈\  the real measurement function vector; 
2nV ∈\   the node voltage vector; 
2nλ ∈\   the parameter vector of real and reactive nodal loads; 
m mW ×∈\  the weight matrix for the measurements; 
(i) represents three-phase power flow equations; 
(ii), (iii) and (iv) represent practical load, current flow and voltage magnitude limits, 
respectively ; 
(v) represents feeder power flow limits where F  is the set of all feeders. 
Here, k  represents a node. Hence, 2
TP Q
k k kλ λ λ = ∈  \  corresponds to the real and 
reactive loads at node k , [ ] 2TLk Lk LkS P Q= ∈\  
5.1.2 SEQUENTIAL UNCONSTRAINED MINIMIZATION TECHNIQUE 
Sequential unconstrained minimization techniques (SUMT) are adopted to solve (5.1). 
(5.1) is transformed into an unconstrained optimization problem using exterior penalty 
methods. New terms are added in the objective function penalizing infeasibility as 
follows: 
2 2 2
02 2 2,
( , ) ( ( , )) ( , ) max(0, ( , ))f dVMin L V W z h V f V d Vλ λ λ π λ π λ= − + +  (5. 2) 
where 0 ( , ) 0d V λ ≤  are the inequality constraints (ii) to (v) in (5.1); fπ  and dπ , are 
positive, scalar, penalty coefficients for the equality and inequality constraints, 
respectively. Here, squared penalty functions are chosen in (5.2) to maintain 
differentiability.  
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In SUMT, the penalty coefficients, fπ  and dπ , are initially relatively small and increase 
with each search of the local minimum of the unconstrained minimization problem (5.2). 
For each value of fπ  and dπ , (5.2) is solved beginning with the optimum of the 
preceding search. If the result of (5.2) is feasible to (5.1), stop with an optimum; 
otherwise, continue until the optimum of (5.1) is sufficiently close to be feasible. In this 
procedure, it is important to find the unconstrained local minimum, which is discussed 
next.  
5.1.3 SOLVING FOR THE UNCONSTRAINED LOCAL MINIMUM 
For given fπ  and gπ , the local minimum of (5.2) is solved by considering the first order 
necessary condition  
( , )
( ( , ))
( , ) 0( , ) ( , )
T
T
f
d
L V
W W z h V
V J f VL V d V
λ λπ λλ π λλ
∂   − − ∂  = = ∂     ∂ 
    (5. 3) 
where  
( , )d V λ , a subset of 0 ( , )d V λ , consists of the violated inequality constraints under 
the current V  and λ ;  
dn  is the number of inequality constraints in ( , )d V λ ;  
(2 ) 4
/ /
/ /
/ /
d
V n m n n
V
V
H H h V h
J F F f V f
d V dD D
λ
λ
λ
λλλ
+ + ×∂ ∂ ∂ ∂   = = ∂ ∂ ∂ ∂ ∈     ∂ ∂ ∂ ∂   
\ ; 
2m n
VH
×∈\ , 2m nHλ ×∈\ , 2 2n nVF ×∈\ , 2 2n nFλ ×∈\ , 2dn nVD ×∈\  and 2dn nDλ ×∈\ . 
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Equation (5.3) can be solved iteratively by the Newton-Raphson method. For the ith 
iteration, 
( ) ( )
( )1 1( ) ( ) ( ) ( ) ( ) ( ) ( )
( )
( ) ( )
( , )
( , )
( , )
i i
iT Ti i i i i i i
i
i i
z h VVJ R J J R f V
d V
λ
λλ λ
− −  − ∆  = − ∆    − 
   (5. 4) 
where 1( ) ( ) ( )2 2( , , )d d
i T i i
f n n d n nR diag W W I Iπ π− × ×= . 
5.1.4 OBSERVABILITY ISSUES 
The uniqueness of the solution of (5. 4) requires ( )iJ  has full column rank. However, 
with limited real-time measurements ( 2m n ) and with the introduction of λ , full rank 
of the gain matrix 
( ) 1( ) ( )iTi iJ R J
−
 cannot be guaranteed. To overcome this difficulty, two 
practical aspects are considered: 
• the accuracy of the initial load level 0LS  is within a known percent range, β .  
• loads are classified based on customer types such as industrial loads, light or 
heavy commercial loads, residential loads etc.  
The effects of integrating these two aspects are explained as follows. 
First, as discussed in Chapter 4, percent accuracy range of the initial load level may be 
obtained from the operator’s confidence in initial load guess or directly from a load 
forecasting program. It is noted that several different customers may be connected at one 
node. Each customer load has its own percent accuracy range. For example, if the initial 
level for the jth  load at node k , 0 0 0 2, , ,[   ]
T
Lk j Lk j Lk jS P Q= ∈\ , are believed to be within 
5%, then its percent accuracy is , , ,[   ]
P Q T
k j k j k jβ β β= =[0.05 0.05] T . If the accuracy is not 
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available, the loading constraints may be used, for example, min max, {| |,| |}
P P P
k j k kmaxβ λ λ= . 
Second, since loads of the same type have similar behaviors which are represented as 
similar load profiles or load curves, it is expected that loads of the same type be closely 
correlated. Initial load errors in the same class are assumed to be proportional to their 
accuracies and initial load levels. Thus, a scalar load class variable, α , is introduced. The 
load parameters for node k  are expressed in terms of β , the initial load itself and α  as 
follows:  
0 0
, ,
1
( .* . / )
tP
k
Q l k j Lk j Lk
k j
S Sλ α βλ =
  =   ∑     (5. 5) 
where  
lα  is a scalar assigned to load class l ; 
0
,Lk jS  belongs to class l ;  
0 0
,
1
t
Lk Lk j
j
S S
=
= ∑  is the lumped initial load at node k ; 
1t ≥  is the number of loads connected at node k . 
For each node which has loads, equation (5.5) is added as a set of pseudo-measurements 
for (5. 1) with a lower weight, wα , a positive scalar. 
Equation (5. 5) essentially reduces the number of estimated load parameters from the 
number of loads to the number of load classes. Therefore, to maintain observability, the 
number of real-time measurements must be equal to or more than the number of load 
classes. 
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5.1.5 THE EXTENDED NORMAL EQUATION 
The normal equation (5. 4) can be extended to include 1[ ] clcl
nT
nα α α= ∈" \  where 
cln  is the number of load classes in the system as follows:  
( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
i iT Ti i i i i
i i ia a a a a
x rJ W J J W Bα α λ
   ∆ =   ∆ −       (5. 6) 
where 
( )
( )
( )
i
i
i
Vx λ
 ∆∆ =  ∆  ; 
1[ ] clcl
nT
nα α α= ∈" \ , cln  is the number of load classes in the system;  
( ) ( )
( ) ( ) ( )
( ) ( )
( , )
( , )
( , )
i i
i i i
i i
z h V
r f V
d V
λ
λ
λ
 − = −  − 
; 
1,1 1,
2
, ,
cl
cl
cl cl
n
n n
n n n n
b b
B
b b
×
  = ∈  
"
% \  with the submatrix 0 0, , ,.* . /
kl
k l k j Lk j Lk
j L
b S Sβ
∈
= ∑  and klL  is 
the index set of loads at node k  that belong to class l . ,k lb =0 (zero vector) if no 
loads at node k  belong to class l ; 
1( )( )
2 2
0
0
ii
a
n n
RW w Iα
−
×
 =     and aw , a positive scalar, is the weight associated with (5.5); 
( )
( ) 0
i
i
a
x
J
J
K B
 =  − 
 
[ ] 2 42 20 n nx n nk kK IV λ ××
∂ ∂ = = ∈ ∂ ∂  \ where ( , , ) 0k V λ α =  represents (5.5); 
Correspondingly, the update equation for the extended normal equation becomes  
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( 1) ( ) ( )
( 1) ( ) ( )
( 1) ( ) ( )
i i i
i i i
i i i
V V V
λ λ λ
α α α
+
+
+
     ∆     = + ∆     ∆     
      (5. 7) 
 
It can be shown that the full rank of the extended gain matrix is guaranteed by choosing 
( ) 1ifπ >  if the power flow Jacobian is nonsingular and the loads at each node belong to 
only one class. The details are shown in Section 5.2.  
5.1.6 GENERAL PROCEDURES OF THE WLS LOAD PARAMETER METHOD 
The general sequential unconstrained penalty technique in [14, 15] is now tailored to 
solve the load estimation problem. The procedure is stated as follows:   
Step 1. Set parameters/weights and initialize all variables: 
• (0)fπ , (0) 0d jw wαπ >   
• (0)V =1, (0)λ =0 and ( 0 )α =0  
• 1i =  
where 0 and 1 represent vectors of all zeros and ones, respectively.  
Step 2. Check inequality constraints. If necessary, change the penalty functions. 
Find the unconstrained minimum ( ) ( ) ( ) ( )* * * *
Ti i i ix V λ α =    by solving (5.6) 
iteratively until the updates in ( )ix  is less than some positive tolerance 1ε  or 
the maximum iteration number is exceeded. 
Step 3. Terminate when the penalty functions, ( )* 2( )
if x  and ( )0 * 2max(0, ( ))
id x , 
are less than some positive tolerance 2ε  or the maximum iteration number 
is exceeded; otherwise, 1i i= +  and go back to Step 2. 
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In the procedure, increasing penalty coefficient sequences ( ) ( ){ , }i if dπ π  are generated using 
an escalation factor, µ , a positive scalar, as follows: 
( 1) ( )i i
f fπ µπ+ =             ( 1) ( )i id dπ µπ+ =     
5.1.7  THE LOCAL CONVERGENCE OF THE WLS LOAD PARAMETER 
METHOD 
The local minimum of the transformed unconstrained minimization problem (5.2) is 
solved through the Newton-Raphson method using (5.6). Based on local convergence of 
Newton-Raphson methods, it is sufficient to prove that Step 2 of the WLS load parameter 
method converges quadratically if (1) the gain matrix in (5.6) is non-singular and (2) its 
elements satisfy a Lipschitz condition. It can be proven that these two conditions are 
satisfied with some limitations in (i) power flow Jacobian, (ii) load classification and (iii) 
penalty coefficients associated with equality constraints.  The proof is given in detail 
next. 
A. THE GAIN MATRIX IS NON-SINGULAR  
Theorem 1: The gain matrix in the extended normal equation (5.6) is non-singular if the 
following conditions are satisfied: 
Cond1:  the power flow Jacobian is nonsingular 
Cond2:  the load of each node only belongs to one class 
Cond3: 1fπ >  
Proof: 
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Based on Cond2, each row of the matrix B  is a scalar multiplication of the l th canonical 
row vector of dimension cln  if its corresponding load is of class l . Hence, B  is of 
column full rank and cl cln nTB B R ×∈  is positive definite. 
Also, (5.6) can be expressed as follows: 
1 1( ) ( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( )
0 0 000
[0 ] 0
T Ti i i i i
i i
T T i T i i
J R J J RC Cx r
B B B B Bα α λ
− −      +         ∆         =      ∆ − −         
# #
""""""""" # "" "" """ # "" """
# #
   (5.8) 
where 12 2( ( ) )
T T
n nC w I B B B Bα
−
×= − . 
Let G represent the gain matrix in (5.8) and  1( ) ( ) ( )1
0 0
0
Ti i iG J R J C
−  = +    . Note, G has 
full rank if 1G  has full rank. The full rank of 1G  is demonstrated by first showing (1) that 
C  is positive semi-definite, which indicates 1G  is also positive semi-definite. Then it 
must be shown (2) that 1G  is positive definite. The details are given step by step as 
follows: 
(a) C  is positive semi-definite if Cond2 holds. 
Since TB B is symmetric and positive definite, there exists a unique lower triangular 
matrix L  and a unique diagonal matrix 1( , , )lcnD diag d d= " with positive diagonal 
elements such that T TB B LDL= . 2 , 0nx x∀ ∈ ≠\ , 
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1
2 1 1
2
22 1/ 2
2 2
2 21/ 2
22
( ( ) )
( )
( )
(1 )
T T T T T
T T T
T T
T
x Cx w x x x B B B B x
w x x BL D L B x
w x x BL D
w BL D x
α
α
α
α
−
− − −
− −
− −
= −
= −
= −
≥ −
    (5. 9) 
 
Based on the definition of matrix norms, m nA ×∀ ∈\ , let ( )Eig A , a vector, denote the 
eigenvalues of A  and ( )Aσ , a vector, denote the singular values of A , then 
2
max( ( )) max( ( ))TA A Eig A Aσ= = .     
 
Hence, 
1/ 2 1/ 2 1 1/ 2
2
max[ ( )]
max[ ( )]
1
T T TBL D Eig D L B BL D
Eig I
− − − − − −=
=
=
    
 
Based on (5.9), it is concluded that C is positive semi-definite because 0 0Tx Cx x≥ ∀ ≠ . 
(b) 1G  is positive-definite if three conditions hold. 
First, 1G  is positive semi-define because both 
1( ) ( ) ( )Ti i iJ R J
−
 and 0 00 C
     are positive 
semi-definite. For the simplicity of the proof, instead of considering the constraints in λ  
in the active inequality functions ( , )g V λ , λ  is checked after each update and is 
truncated to the corresponding bound if any violation exists. Thus, ( , )h V λ  and ( , )d V λ  
108 
are explicit functions of only V .  This makes Hλ  and Dλ  zero matrices. 
1( ) ( ) ( )
11 12
12 22
T T T T
Ti i i V g V V V V f V V f
T T
f V f
T
D D H WH F F F FJ R J F F F F
T T
T T
λ
λ λ λ
π π π
π π
−  + +=   
 =   
   
where VF  is the traditional power flow Jacobian, which is nonsingular based on Cond1. 
Since each load parameter corresponds with one power flow function, there is exactly one 
nonzero element at each row and each column of Fλ . Therefore, Fλ  is also nonsingular. 
Hence, TV VF F  and 
TF Fλ λ  are positive definite. So is 22T  given positive fπ .  
For 11T , we shall apply Weyl’s Monotonicity Theorem that is stated as follows in [29]: 
Weyl’s Monotonicity Theorem: Let ,m n m nA B× ×∈ ∈\ \  be Hermitian matrices,  then  
( ) ( ) ( )j j nEig A B Eig A Eig B
↓ ↓ ↓+ ≥ +  for all j  
where ( )jEig A
↓  denotes the jth largest eigenvalue of  a  matrix A and ↓ respresents the 
decreasing order. 
 
This means that the sum of a positive definite matrix and a positive semi-definite matrix 
is positive definite.  Hence, 11T  is positive definite; so is 22T C+ . 
Next we claim that 1G is nonsingular, i.e.,  
11 12
1
12 22
0 0T
T Tx x xG y y yT T C
      = = ⇒ =      +          (5. 10) 
 
The left side of (5.10) can be manipulated as follows: 
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1
22 12( )
Ty T C T x−= − +        (5. 11) 
1
11 12 22 12( ( ) ) 0
TT T T C T x−− + =       (5. 12) 
1
11 12 22 12
1
11 12 12
1 1
11
2 1 1
11
2 1 1
( )
( )
[ ( ) ]
( )
[ ( ) ]
T
T T
f
T T T T
V f f f V
T T
f V f V
T T T T
V V V g V f V f V
T T T C T
T T F F C T
T F F F I F CF F F F
T F I F CF F
H WH D D F I I F CF F
λ λ
λ λ λ λ λ λ
λ λ
λ λ
π
π π π
π π
π π π
−
−
− − −
− − −
− − −
− +
= − +
= − +
= − +
= + + − +
  (5. 13) 
As seen in (5.13), 111 12 22 12( )
TT T T C T−− +  is positive definite if 1 1( )Tf I I F CFλ λπ − − −− +  is 
positive definite because the rest terms are positive semi-definite. 
Let 1TE I F CFλ λ
− −= + , which has the following properties: 
• E  is positive definite  
• ( ) 1Eig E ≥   for all  j  
•  1( ) 1. / ( ) 1Eig E Eig E− = ≤ , i.e, 1( ) 1Eig E−− ≥ −  
Hence, if 1fπ > , reapply Weyl’s Monotonicity Theorem 
1 1( ) ( ) 1 0j f f n fEig I E Eig Eπ π π↓ − ↓ −− ≥ + − ≥ − >       
That is, 1 1( )Tf I I F CFλ λπ − − −− +  is positive definite and so is 111 12 22 12( ) TT T T C T−− + . Hence, 
(5.10) holds, i.e., 1G  is positive definite. 
From (1) and (2), it is concluded that G  is non-singular. 
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B. G  SATISFIES A LIPSCHITZ CONDITION. 
( )G x y l x y− ≤ −        
Proof: 
Based on the norm inequalities,  
,
( )
(| |)iji j
G x y G x y
c Max g x y
l x y
− ≤ −
≤ −
≤ −
      
where c  are positive constant; ijg  is the element of G  at i th row and j th column. 
Hence, G  is Lipschitz continuous at x in the neighborhood D with constant 
,
max(| |)iji jl c g= .  
5.2  A CONSTRAINED WLS DSE BASED METHOD 
In contrast with the WLS load parameter method which estimates voltages and loads 
simultaneously, this section presents a load estimation method which estimates voltages 
and loads sequentially using a constrained DSE. Voltage magnitudes and phase angles 
are first estimated through a constrained WLS DSE that incorporates operating 
constraints. Then, load estimates are calculated based on the estimated voltages such that 
the power flow equations and loading constraints are satisfied. The procedure continues 
until convergence is achieved, i.e., no improvement in loads and/or voltages can be 
obtained. The details are now presented starting with the introduction of a constrained 
WLS DSE. 
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5.2.1 THE CONSTRAINED WLS DSE 
The WLS DSE is based on the measurement model: 
( )z h V v= +       (5. 14) 
where z  is the measurement value vector; ( )h V  is the measurement function vector; v  is 
the measurement error vector. 
This model differs from (5.1) as loads are modeled as functions of V  using the power 
flow equations. With limited real-time measurements, load estimates are treated as 
pseudo-measurements in order to maintain system observability. For zero injection buses, 
zero injections are either regarded as equality constraints or simply treated as accurate 
pseudo-measurements that have higher weights than real-time measurements. The latter 
is chosen in this work. Therefore, the measurement function ( )h V  includes (i) real-time 
measurement functions, (ii) load pseudo-measurement functions and (iii) zero injection 
pseudo-measurements.   
The constrained WLS DSE problem is formulated as follows: 
2
min ( ) ( ( ))
V
J V W z h V= −      (5. 15)   
Subject to: 
(i) min max( ) ( ( )) ( )jk jk jkMag I Mag I V Mag I≤ ≤  for each branch jk ;  
(ii) ( )max2 2 2( ) ( )i i iP V Q V S+ ≤  for all i F∈ ; 
(iii) min max| | | |k k kV V V≤ ≤  for each node k ;  
(iv) min max( )k k kVλ λ λ≤ ≤  for each node k . 
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where 2( ) m nh V +∈\ ; (i) to (iv) correspond to descriptions in Section 3.4.3 except that 
they are expressed in terms of V . 
Equation (5.15) can also be solved using a sequential unconstrained penalty technique by 
specifically transforming into:  
2 2
02 2
( ) ( ( )) max(0, ( ))dVMin L V W z h V d Vπ= − +    (5. 16) 
where 0 ( ) 0d V ≤  represents the inequality constraints (ii)-(v) in (5.15) under V ; dπ  is the 
penalty coefficient corresponding to active inequality constraints. 
The local minimum of (5.16) can be obtained iteratively by computing the correction at 
each iteration: 
( )1 1( ) ( ) ( ) 1 ( ) ( ) ( )
( )
( )[ ] ( )
iT Ti i i i i i
i
z h VJ R J V J R d V
− −−  −∆ =  −     (5. 17) 
( 1) ( ) ( )k k kV V V+ = + ∆        (5. 18) 
where  
( ) ( )
( 2 ) 2( )
( ) ( )
( ) /
( ) /
d
i i
m n n ni
i i
h V VJ d V V
+ + × ∂ ∂= ∈ ∂ ∂  \ ; 
1( ) ( )( , )
d d
i T i
d n nR diag W W Iπ− ×= ; 
( )d V , a subset of  0 ( )d V , consists of the active inequality constraints whose 
dimension is dn . 
5.2.2 CALCULATING LOAD ESTIMATES 
Based on voltage estimates obtained from the constrained DSE, load estimates are 
calculated as real and reactive power delivered into each node from the voltage estimates 
through the power flow equation: 
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1
1
| || | [ cos( ) sin( )]
| || | [ sin( ) cos( )]
n
est est
Li i j ij i j ij i j Gi
j
n
est est
Li i j ij i j ij i j Gi
j
P V V g b P
Q V V g b Q
θ θ θ θ
θ θ θ θ
=
=
= − + − −
= − − − −
∑
∑   (5. 19) 
where GiP  and GiQ  are real and reactive power injected from the Cogenerators/DGs at 
node i  into the network; ij ijg jb+  is the equivalent admittance between node i  and node 
j . 
5.2.3 GENERAL STEPS  
The general steps of the constrained DSE based method are summarized as follows: 
Step 1. Take initial load levels as load estimates; 
Step 2. Obtain system state estimates: bus voltage magnitudes and angles by 
performing the constrained WLS DSE as stated in Section 5.2.1 with load 
estimates at current iteration as pseudo-measurements. (5.17) is solved 
iteratively until the updates in ( )iV  is less than some positive tolerance 1ε  or 
the maximum iteration number is exceeded.  
Step 3. Load estimates are calculated using estimated states; 
Step 4. Check for convergence. If changes in load estimates are within some 
tolerance 2ε  or the maximum iteration number is exceeded, then stop; else 
go to Step 2.  
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5.3  SIMULATION RESULTS 
To test the performance of the two load estimation methods presented in this chapter, the 
WLS load parameter method and the constrained WLS DSE based method are tested on 
an actual 394-bus, unbalanced, radial/meshed distribution system under different initial 
load levels, different measurement types and locations and perfect/noisy measurements.  
For test purposes, a set of nominal loads are regarded as the true loads and the three-
phase power flow solution using constant power load models is obtained. The subsequent 
voltages, power flows, etc. are treated as accurate measurements of the network. Initial 
load levels are obtained by perturbing the true loads within ± 5% uniformly or randomly. 
Performance of the algorithms will be evaluated not only by the objective function values, 
but also by four performance indices expressed in 3.16 to 3.19. All indices are computed 
over existing phases of each load bus. The details are described in the following sections 
starting with the introduction of the two test systems. The following sections progress as 
follows: 
• first, the 394-bus, unbalanced, radial/meshed distribution system are introduced.  
• then, initial load levels and measurement schemes (measurement locations and 
types) used in the tests are described. 
• finally, 15 cases covering both the radial network and the meshed network and 
considering effects of different initial load levels, noisy measurements, different 
measurement locations/ types are studied. 
The details are described next. 
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5.3.1 TEST SYSTEMS 
To test the performance of the two WLS methods, both radial and looped test networks 
are needed. The 394-bus, 1123 node (bus and phase), unbalanced distribution network in 
Chapter 4 is used to test the two WLS methods and shown in Figure 5.1. This 394-bus 
network is originally radial. To generate a looped network, three tie switches in the 
network are closed. The details are as follows: 
5.3.1.1 THE RADIAL NETWORK 
The 394-bus, 1123 node (bus and phase), and unbalanced distribution network in Chapter 
4 is originally radial as shown in Figure 5.1. It contains: 
• 199 loads: balanced, unbalanced, grounded and ungrounded (1φ , 2φ  and 3φ ) 
• A total nominal load of 28.2MW and 14.9MVar 
• 104 laterals/sub-laterals 
• 8 step-down transformers 
• 44 normally closed (NC) switches 
5.3.1.2 THE MESHED NETWORK 
Based on the radial network shown in Figure 5.1, the meshed network with 3 loops is 
created by closing three tie switches between bus 91 and 185, bus 126 and 205, bus 292 
and 23. 
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5.3.2 TEST SETUPS 
Initial load levels, measurement locations and measurement types used in the various 
tests are described in detail next. 
5.3.2.1 INITIAL LOAD LEVELS 
Three initial load levels used in Chapter 4 are taken in the test as follows: 
L1: uniformly perturb the true loads by +5%. 
L2: randomly perturb the true loads within 5% 
L3: randomly perturb the true loads within +/-5% 
The error indices of the different initial loads in the 394-bus test systems are shown in 
Table 4.6. 
5.3.2.2 MEASUREMENT SCHEMES 
Measurement schemes are defined by measurement locations and measurement types. 
The measurements locations/types used in the test are as follows: 
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Figure 5.1: A One-line Diagram of the 394-bus Test System  
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(a) Measurement Locations 
Three measurement location options used in Chapter 4 are adopted here as follows:  
LAT:   measurements at the branching bus of each lateral (96 locations)  
XFMR: measurements at the first bus of every feeder/lateral right after the in-
service transformers (14 locations) 
SW_NC:  measurements at the to-bus of every NC switch (45 locations) 
 
Here, the laterals are defined based on the radial network. For the meshed network, the 
same measurement locations are used. The number of measurement locations is shown in 
Table 4.7. 
(b) Measurement Types 
Assume that real and reactive power flow ( ,P Q ), voltage magnitude ( | |V ), and current 
magnitude ( I ) measurements may be available over all existing phases at measurement 
locations. Then, the following six measurement type options are used during the tests: 
M1: accurate P , Q  and | |V  measurements at each measurement location 
M2: noisy P , Q  and | |V  measurements at each measurement location 
M3: accurate P , Q  and | |V , measurements at each measurement location 
M4: noisy P , Q , measurements at each measurement location 
M5: accurate | |I  measurements at each measurement location 
M6: noisy | |I  measurements at each measurement location 
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5.3.2.3 PARAMETER SETTINGS 
Since both the load parameter method and the constrained DSE based method using 
SUMT, some common parameter settings for these two methods are listed below: 
• all loads are within 95% to 105% of their true values 
• penalty factor terms, (0) (0) 5f dπ π= =  and µ =5 
• the stopping tolerance of finding the unconstrained minimum: 71 10ε −=  p.u.  
• the stopping tolerance of the sequential optimization procedure: 62 10ε −=  p.u. 
Now, specific parameter settings for each method are discussed. 
(a) The WLS Load Parameter Method  
For test purposes, loads in the system are categorized into 3 classes based on their sizes 
because detailed class information was not available. If detailed class information is 
available, it can be easily incorporated. The classes are as follows: 
• Class 1: 0 to 5.5 (excluding 5.5) kVA (150 nodal loads) 
• Class 2: 5.5 to 47.5 (excluding 47.5) kVA (191 nodal loads) 
• Class 3: 47.5 to 1000(excluding 1000)  kVA (181 nodal loads) 
Also, , [0.05  0.05]
T
k jβ =  for all loads; 1jw =  for all real-time measurements; wα =0.2 
for class pseudo-measurements represented by (5.5).  
(b) The Constrained WLS DSE Based Method  
The weights for real-time measurements, zero-injections and load pseudo-measurements 
are 1, 5 and 0.2 respectively. It is assumed that load errors are uncorrelated, i.e., the 
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weight sub-matrix corresponding to load pseudo-measurements is diagonal.    
5.3.3 CASE STUDIES 
The two proposed methods were tested on both the radial network and the meshed 
network by using initial load levels and measurement schemes stated above. 16 different 
cases are now shown, starting with the radial system, and then covering the meshed 
network and considering  
• Performances with different initial load levels using accurate measurements 
• The effects of noisy measurements 
• The effects of kβ  and the approximate sensitivity matrix 
• The effects of measurement types/locations 
• Comparison of the results for the radial network and the meshed network 
 
The iteration number of each case is shown in the form of “a-b” where “a” represents the 
iteration number of the sequential unconstrained minimization procedure and “b” 
represents the maximum iteration number of solving for the unconstrained minimum. 
That is, the total iteration number is up to a*b.  
5.3.3.1 RADIAL NETWORK 
(a) Performances with Different Initial Load Levels Using Accurate Measurements 
The WLS Load Estimation Method and the constrained DSE based method are tested 
using accurate  P , Q  and | |V  measurements starting with different initial load levels. 
Three cases, Case 1 to Case 3 are considered and the results are shown in Table 5.1 to 
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Table 5.3. 
Case 1: L1, M1 and SW_NC: uniform load perturbation and accurate P , Q  and | |V  
measurements (see Table 5.1)  
Case 2: L2, M1 and SW_NC: positive random load perturbation and accurate P , Q  and 
| |V  measurements (see Table 5.2) 
Case 3: L3, M1 and SW_NC: random load perturbation and accurate P , Q  and | |V  
measurements (see Table 5.3) 
 
 
Table 5.1: Load Estimation Errors with L1, M1 and SW_NC in the Radial 394-bus Test 
System (Case 1) 
MIRLErr MIALErr 
 
(%) Bus # (KVA) Bus # 
SRLErr 
(%) 
SALErr 
(kVA) 
Iter # 
(a-b) 
Objective 
Function 
(p.u) 
Pa 0.00 94 0.0000 45 0.00 0.0000 
Pb 0.00 52 0.0000 243 0.00 -0.0000 
Pc 0.00 94 0.0000 323 0.00 -0.0000 
Qa 0.00 94 0.0000 39 0.00 0.0000 
Qb 0.00 52 0.0000 243 0.00 -0.0000 
The Load 
Para. 
Method 
Qc 0.00 94 0.0000 161 0.00 -0.0000 
2-7 6.60225e-019 
Pa 5.00 85 26.0323 362 2.59 172.4798 
Pb 5.00 85 26.0206 362 2.61 159.4385 
Pc 5.00 85 25.8048 362 2.52 162.6373 
Qa 5.00 68 10.8085 362 2.57 83.9448 
Qb 5.00 85 13.7918 362 2.51 79.8093 
The 
Constrained 
DSE Method 
Qc 5.00 85 14.1274 362 2.44 84.8981 
3-5 1.32465e-007 
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Table 5.2: Load Estimation Errors with L2, M1 and SW_NC in the Radial 394-bus Test 
System (Case 2) 
MIRLErr MIALErr 
 
(%) Bus # (KVA) Bus # 
SRLErr 
(%) 
SALErr 
(kVA) 
Iter # 
(a-b) 
Objective 
Function 
(p.u) 
Pa 3.54 41 5.2424 75 0.76 -6.9869 
Pb 3.35 359 3.4344 181 0.73 1.6085 
Pc 3.35 359 4.6870 87 0.79 0.5407 
Qa 3.54 41 3.4344 181 0.78 -4.4311 
Qb 3.35 359 3.4344 181 0.75 0.4940 
The Load 
Para. 
Method 
Qc 3.35 359 3.4344 181 0.79 -0.6657 
2-7 4.03008e-008  
Pa 5.00 301 15.1386 362 1.34 74.1689 
Pb 5.00 301 15.1323 362 1.45 72.5384 
Pc 5.00 223 15.0075 362 1.39 73.2017 
Qa 5.00 94 6.2826 362 1.30 34.0597 
Qb 5.00 142 8.0278 362 1.38 35.2762 
The 
Constrained 
DSE Method 
Qc 5.00 67 8.2231 362 1.33 36.3927 
3-7 
4.38856e-008 
 
 
 
Table 5.3: Load Estimation Errors with L3, M1 and SW_NC in the Radial 394-bus Test 
System (Case 3) 
MIRLErr MIALErr 
 
(%) Bus # (KVA) Bus # 
SRLErr 
(%) 
SALErr 
(kVA) 
Iter # 
(a-b) 
Objective 
Function 
(p.u) 
Pa 5.00 328 10.7237 75 1.53 -16.3798 
Pb 4.88 264 7.0241 181 1.48 1.5070 
Pc 4.88 264 9.5709 87 1.58 -2.2781 
Qa 5.00 130 7.0241 181 1.58 -10.1597 
Qb 4.88 130 7.0241 181 1.52 0.1571 
The Load 
Para. 
Method 
Qc 4.88 130 7.0241 181 1.58 -2.9602 
2-5 1.69029e-007 
Pa 5.00 139 8.5397 75 1.07 -3.2788 
Pb 5.00 264 5.6315 243 1.00 6.1245 
Pc 5.00 264 7.2816 87 1.02 3.5035 
Qa 5.00 139 4.8563 181 1.07 -4.3440 
Qb 5.00 139 4.8535 181 0.98 0.7281 
The 
Constrained 
DSE Method 
Qc 5.00 139 4.8407 181 1.03 0.5306 
3-5 8.89113e-009 
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Remarks: Compared with Table 4.6, Table 5.1 to Table 5.3 show that with accurate 
measurements, 
• both methods improve the initial load level estimates.  
• for the WLS load parameter method: 
- with proper assignment of ,k jβ , the load estimation problem becomes a one 
parameter problem. Loads were estimated with almost no error as seen in 
Case 1. 
- since class information (5.5) is used as additional pseudo-measurements, the 
choice of ,k jβ  will affect the estimation even with perfect measurements.  
• since (5.5) dictates the monotonic association of initial errors for the same type of 
loads and the DSE model assumes uncorrelated errors in load pseudo-
measurements, the load parameter method yields much better results for L1 and 
L2 (monotonic errors) and the constrained DSE based method works better for 
L3. 
(b) Effects of Noisy Measurements 
To test the effects of noisy measurements, the two methods are tested with noisy P , Q  
and | |V  measurements starting with different initial levels. Two cases are considered: 
Case 4: L2, M2 and SW_NC: positive random load perturbation and noisy P , Q  and 
| |V  measurements (see Table 5.4) 
Case 5: L3, M2 and SW_NC: random load perturbation and noisy P , Q  and | |V  
measurements (see Table 5.5) 
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Table 5.4: Load Estimation Errors with L2, M2 and SW_NC in the Radial 394-bus Test 
System (Case 4) 
MIRLErr MIALErr 
 
(%) Bus # (KVA) 
Bus 
# 
SRLErr 
(%) 
SALErr 
(kVA) 
Iter # 
(a-b) 
Objective 
Function 
(p.u) 
Pa 5.00 311 6.6500 75 1.31 -12.1859 
Pb 5.00 311 6.8316 77 1.58 -38.3885 
Pc 5.00 311 10.5400 87 1.66 -35.5824 
Qa 5.00 105 4.1300 181 1.37 -6.6650 
Qb 5.00 311 4.1300 181 1.59 -18.9974 
The Load Para. Method 
Qc 5.00 105 5.7259 161 1.66 -20.8154 
4-7 2.85142e-005 
Pa 5.00 311 14.2550 64 2.54 64.7400 
Pb 5.00 311 15.6029 64 2.71 72.9666 
Pc 5.00 311 14.6475 64 2.63 56.7739 
Qa 5.00 105 20.0000 362 4.04 -7.4016 
Qb 5.00 67 25.5000 362 4.16 -22.3477 
The Constrained DSE 
Method 
Qc 5.00 105 26.1500 362 4.04 -20.4345 
3-10 0.000901 
 
 
Table 5.5: Load Estimation Errors with L3, M2 and SW_NC in the Radial 394-bus Test 
System (Case 5) 
MIRLErr MIALErr 
 
(%) Bus # (KVA) 
Bus 
# 
SRLErr 
(%) 
SALErr 
(kVA) 
Iter # 
(a-b) 
Objective 
Function 
(p.u) 
Pa 5.00 156 12.0036 75 1.80 -37.5047 
Pb 5.00 156 7.9637 77 1.96 -51.9323 
Pc 5.00 156 10.5400 87 2.05 -52.5428 
Qa 5.00 156 7.6527 181 1.87 -21.2165 
Qb 5.00 156 7.6527 181 1.98 -26.9479 
The Load Para. Method 
Qc 5.00 156 7.6527 181 2.06 -30.9602 
4-7 2.89923e-005 
Pa 5.00 201 12.3592 362 2.48 -10.6044 
Pb 5.00 201 12.6335 362 2.60 6.1835 
Pc 5.00 201 12.5631 362 2.56 -13.3117 
Qa 5.00 139 20.0000 362 4.15 -28.2689 
Qb 5.00 139 25.5000 362 4.25 -37.6852 
The Constrained DSE 
Method 
Qc 5.00 139 26.1500 362 4.09 -38.6793 
3-6 7.08912e-005 
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Remarks: Comparing the results with the initial load errors shown in Table 4.6, it is 
observed that when the measurements are noisy,  
• both methods still work well for positive random load perturbation as seen in 
Case 4. 
• however, they cannot improve load estimate if starting with an initial load level 
with random errors with respect to the true load as seen in Case 5. This is because 
random load errors are masked by the measurement noise. 
• As expected, the load parameter method provides smaller maximum individual 
error and system relative error because relative errors in large loads and small 
loads of the same class are linked by the class variable; whereas, the constrained 
DSE based method yields smaller system total load error.  
 
(c) Effects of Measurement Types 
To investigate the effects of different measurement types on load estimates, the two 
methods are tested with accurate/noisy P  and Q  measurements and accurate/noisy 
accurate | |I  measurements, respectively.   Six cases, Case 6 to Case 11, are tested and 
the results are shown in Table 5.6 to Table 5.11 as follows: 
 Case 6: L2, M3 and SW_NC: Positive random load perturbation and accurate P  and Q  
measurements (see Table 5.6) 
Case 7: L1 M5 and SW_NC: uniform random load perturbation and accurate | |I  
measurements (see Table 5.7) 
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Case 8: L2 M5 and SW_NC: positive random load perturbation and accurate | |I  
measurements (see Table 5.8) 
Case 9: L2, M4 and SW_NC: positive random load perturbation and noisy P  and Q  
measurements (see Table 5.9) 
Case 10: L2, M6 and SW_NC: positive random load perturbation and noisy | |I  
measurements (see Table 5.10) 
Case 11: L3, M6 and SW_NC: random load perturbation and noisy | |I  measurements 
(see Table 5.11) 
 
Table 5.6: Load Estimation Errors with L2, M3 and SW_NC in the Radial 394-bus Test 
System (Case 6) 
MIRLErr MIALErr 
 
(%) Bus # (KVA) 
Bus 
# 
SRLErr 
(%) 
SALErr 
(kVA) 
Iter # 
(a-b) 
Objective 
Function 
(p.u) 
Pa 3.66 1041 5.2528 1075 0.77 -5.9653 
Pb 3.47 1359 3.4396 1181 0.75 1.4244 
Pc 3.47 1359 4.8701 1087 0.81 0.5963 
Qa 3.66 1041 3.4396 1181 0.80 -3.8893 
Qb 3.47 1359 3.4396 1181 0.77 0.4534 
The Load Para. Method 
Qc 3.47 1359 3.4396 1181 0.81 -0.6560 
2-7 2.92721e-008 
Pa 5.00 301 15.3240 1362 1.35 74.6250 
Pb 5.00 1301 15.3095 1362 1.46 73.1182 
Pc 5.00 1223 15.2757 1362 1.41 75.1879 
Qa 5.00 1094 6.6878 1362 1.31 35.0305 
Qb 5.00 1142 8.5668 1362 1.38 36.4101 
The Constrained DSE 
Method 
Qc 5.00 1301 8.7824 1362 1.36 39.0738 
3-7 2.90366e-008 
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Table 5.7: Load Estimation Errors with L1, M5 and SW_NC in the Radial 394-bus Test 
System (Case 7) 
MIRLErr MIALErr 
 
(%) Bus # (KVA) 
Bus 
# 
SRLErr 
(%) 
SALErr 
(kVA) 
Iter # 
(a-b) 
Objective 
Function 
(p.u) 
Pa 0.00 1141 0.0000 1045 0.00 0.0000 
Pb 0.00 1043 0.0000 1243 0.00 -0.0000 
Pc 0.00 1141 0.0000 1323 0.00 -0.0000 
Qa 0.00 1141 0.0000 1039 0.00 0.0000 
Qb 0.00 1043 0.0000 1243 0.00 -0.0000 
The Load Para. Method 
Qc 0.00 1141 0.0000 1161 0.00 -0.0000 
2-8 1.37787e-017 
Pa 5.00 85 27.7415 362 2.78 208.4116 
Pb 5.00 1085 28.3328 1362 2.82 209.8151 
Pc 5.00 1085 28.5934 1362 2.82 232.8694 
Qa 5.00 1068 9.9616 1362 2.53 35.8715 
Qb 5.00 1085 13.6703 1362 2.59 14.9177 
The Constrained DSE 
Method 
Qc 5.00 1085 14.2350 1362 2.63 16.0387 
25-
25 
1.46153e-
008 
 
 
 
Table 5.8: Load Estimation Errors with L2, M5 and SW_NC in the Radial 394-bus Test 
System (Case 8) 
MIRLErr MIALErr 
 
(%) Bus # (KVA) 
Bus 
# 
SRLErr 
(%) 
SALErr 
(kVA) 
Iter # 
(a-b) 
Objective 
Function 
(p.u) 
Pa 3.53 41 5.2396 1075 0.76 -7.0525 
Pb 3.35 359 3.4331 1181 0.74 0.2930 
Pc 3.35 359 4.8692 1087 0.79 -0.7824 
Qa 3.53 41 3.4331 1181 0.78 -4.4782 
Qb 3.35 359 3.4331 1181 0.75 -0.1591 
The Load Para. Method 
Qc 3.35 359 3.4331 1181 0.80 -1.3762 
2-25 3.09183e-008 
Pa 5.00 301 16.1343 362 1.43 96.9713 
Pb 5.00 301 16.5071 362 1.55 105.3578 
Pc 5.00 223 16.6323 362 1.54 118.3730 
Qa 5.00 147 5.7561 362 1.46 1.6291 
Qb 5.00 115 7.8582 362 1.72 -11.8945 
The Constrained DSE 
Method 
Qc 5.00 147 8.1829 362 1.69 -15.4115 
25-
25 
5.05951e-
009 
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Table 5.9: Load Estimation Errors with L2, M4 and SW_NC in the Radial 394-bus Test 
System (Case 9) 
MIRLErr MIALErr 
 
(%) Bus # (KVA) 
Bus 
# 
SRLErr 
(%) 
SALErr 
(kVA) 
Iter # 
(a-b) 
Objective 
Function 
(p.u) 
Pa 2.20 1041 4.5059 1075 0.62 -2.2749 
Pb 2.02 1359 3.2317 1362 0.61 11.1471 
Pc 2.02 1359 3.8806 1323 0.62 7.7563 
Qa 2.20 1041 3.0668 1181 0.63 -2.3663 
Qb 2.02 1359 3.0668 1181 0.62 5.1012 
The Load Para. Method 
Qc 2.02 1359 3.0668 1181 0.63 3.5847 
2-7 5.92921e-007 
Pa 5.00 105 15.9794 362 1.51 72.2574 
Pb 5.00 105 15.9644 362 1.61 72.3826 
Pc 5.00 223 15.9354 362 1.62 76.3026 
Qa 5.00 301 7.0048 362 1.43 36.7533 
Qb 5.00 223 8.9422 362 1.52 37.7906 
The Constrained DSE 
Method 
Qc 5.00 105 9.1656 362 1.54 41.4932 
3-7 7.35153e-008 
 
 
 
Table 5.10: Load Estimation Errors with L2, M6 and SW_NC in the Radial 394-bus Test 
System (Case 10) 
MIRLErr MIALErr 
 
(%) Bus # (KVA) 
Bus 
# 
SRLErr 
(%) 
SALErr 
(kVA) 
Iter # 
(a-b) 
Objective 
Function 
(p.u) 
Pa 1.72 181 4.3429 362 0.61 2.2667 
Pb 1.72 181 4.3429 362 0.62 16.3096 
Pc 1.98 323 4.3429 362 0.62 12.0189 
Qa 1.72 181 2.8661 181 0.62 -0.2069 
Qb 1.72 181 2.8661 181 0.62   7.6817 
The Load Para. Method 
Qc 1.98 323 3.3515 26 0.63 6.0526 
3-25 3.63341e-006 
Pa 5.00 105 16.6127 362 1.57 86.1889 
Pb 5.00 105 16.7995 362 1.67 92.1688 
Pc 5.00 223 16.9624 362 1.71 104.3116 
Qa 5.00 147 6.2639 362 1.55 14.7714 
Qb 5.00 142 8.4561 362 1.73 6.9862 
The Constrained DSE 
Method 
Qc 5.00 147 8.7621 362 1.78 4.3816 
3-25 1.00472e-008 
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Table 5.11: Load Estimation Errors with L3, M6 and SW_NC in the Radial 394-bus Test 
System (Case 11) 
MIRLErr MIALErr 
 
(%) Bus # (KVA) 
Bus 
# 
SRLErr 
(%) 
SALErr 
(kVA) 
Iter # 
(a-b) 
Objective 
Function 
(p.u) 
Pa 5.00 41 9.6025 75 1.33 -5.6521 
Pb 4.98 359 6.4683 181 1.29 16.1722 
Pc 4.98 359 8.2891 87 1.34 10.7406 
Qa 5.00 41 6.4683 181 1.37 -5.1854 
Qb 4.98 359 6.4683 181 1.33 7.2819 
The Load Para. Method 
Qc 4.98 359 6.4683 181 1.35 4.3640 
3-25 7.29361e-007 
Pa 5.00 139 8.6748 75 1.27 -16.8599 
Pb 5.00 264 6.0580 243 1.23 -9.3869 
Pc 5.00 264 7.5952 87 1.27 -5.8384 
Qa 5.00 139 4.6456 181 1.35 2.5364 
Qb 5.00 156 4.1845 181 1.30 5.2541 
The Constrained DSE 
Method 
Qc 5.00 156 4.1423 181 1.35 5.4427 
3-25 4.78517e-009 
 
 
Remarks: with different measurement types, 
• | |I  measurements yield similar results as P  and Q  measurements, but have 
slower convergences. 
• both methods performed worse under | |V  measurement noises than under | |I , P  
and Q  measurement noises. 
• this suggests| |I , P  and Q  measurements are more suitable for load estimation.  
• the load parameter method is more sensitive to | |V  measurement noises than the 
DSE based method.  
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(d) Effects of Measurement Locations 
Since a measurement scheme depends on both measurement types and measurement 
location, different measurement locations are also tested to further investigate the effect 
of the measurement scheme on load estimation. Two cases, Case 12 and Case 13, with 
LAT (measurements at the branching bus of each lateral: 96 locations) and XFMR 
(measurements at the first bus of every feeder/lateral after the in-service transformers: 13 
locations) are considered respectively:    
Case 12: L2, M1 and LAT: random load perturbation, accurate P , Q  and | |V  
measurements and LAT (96 locations). The results are shown in Table 5.12. 
 
 
Table 5.12: Load Estimation Errors with L2, M1 and LAT in the Radial 394-bus Test 
System (Case 12) 
MIRLErr MIALErr 
 
(%) Bus # (KVA) 
Bus 
# 
SRLErr 
(%) 
SALErr 
(kVA) 
Iter # 
(a-b) 
Objective 
Function 
(p.u) 
Pa 3.26 41 5.1983 75 0.72 -8.9041 
Pb 3.07 359 3.4127 181 0.69 2.1081 
Pc 3.07 359 4.3061 87 0.73 0.4874 
Qa 3.26 41 3.4127 181 0.75 -5.4623 
Qb 3.07 359 3.4127 181 0.71 0.6361 
The Load Para. Method 
Qc 3.07 359 3.4127 181 0.73 -0.6424 
2-6 5.82109e-008 
Pa 5.00 142 13.9441 362 1.30 68.2598 
Pb 5.00 223 13.9478 362 1.39 65.4907 
Pc 5.00 223 13.7334 362 1.34 63.9137 
Qa 5.00 94 5.5071 362 1.26 30.5243 
Qb 5.00 142 7.1570 362 1.32 32.5158 
The Constrained DSE 
Method 
Qc 5.00 364 7.3244 362 1.29 32.2282 
3-6 4.1929e-008 
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Case 13:  L2, M1 and XFMR: random load perturbation, accurate P , Q  and | |V  
measurements and XFMR (13 locations) .See Table 5.13. 
 
 
 
Table 5.13: Load Estimation Errors with L2, M1 and XFMR in the Radial 394-bus Test 
System (Case 13) 
MIRLErr MIALErr 
 
(%) Bus # (KVA) 
Bus 
# 
SRLErr 
(%) 
SALErr 
(kVA) 
Iter # 
(a-b) 
Objective 
Function 
(p.u) 
Pa 3.79 41 5.3606 75 0.79 -7.2581 
Pb 3.60 359 3.4935 181 0.76 2.2995 
Pc 3.60 359 4.6169 87 0.82 1.6675 
Qa 3.79 41 3.4935 181 0.82 -4.4902 
Qb 3.60 359 3.4935 181 0.78 0.8726 
The Load Para. Method 
Qc 3.60 359 3.4935 181 0.82 -0.1230 
2-7 9.44359e-009 
Pa 5.00 115 21.8507 362 1.75 94.9870 
Pb 5.00 301 21.8412 362 1.84 90.4672 
Pc 5.00 223 21.8320 362 1.79 95.2916 
Qa 5.00 94 9.6072 362 1.73 45.6933 
Qb 5.00 142 12.4153 362 1.84 44.3786 
The Constrained DSE 
Method 
Qc 5.00 301 12.7434 362 1.81 46.9730 
3-6 7.62993e-009 
 
 
 
Remarks: Comparing Table 5.2 with Table 5.12 and Table 5.13, it is observed that with 
more meters installed in the systems, 
• the WLS load parameter method provides load estimates with slightly smaller 
MIRLErr, MIALErr and SRLErr. However, SALErr of load estimates increases. 
• The four errors of the load estimates obtained from the constrained DSE based 
method decreased. 
132 
• The results of the WLS load parameter method is not as sensitive as those of the 
DSE based method to the number and locations of measurements, which may 
indicate a preference toward the WLS load parameter method when limited 
measurements are available.  
  
5.3.3.2 THE MESHED NETWORK 
The same tests on the radial network are repeated for the meshed network. Some results 
are shown below. 
Case 14: L2, M1 and SW_NC: positive random load perturbation and accurate P , Q  
and | |V  measurements (see Table 5.14) 
 
Table 5.14: Load Estimation Errors with L2, M1 and SW_NC in the Meshed 394-bus 
Test System (Case 14) 
MIRLErr MIALErr 
 
(%) Bus # (KVA) 
Bus 
# 
SRLErr 
(%) 
SALErr 
(kVA) 
Iter # 
(a-b) 
Objective 
Function 
(p.u) 
Pa 3.72 41 5.2659 75 0.78 -5.6397 
Pb 3.53 359 3.4462 181  0.76 2.3337 
Pc 3.53 359 4.7921 87  0.81 1.6106 
Qa 3.72 41 3.4462 181  0.81 -3.7025 
Qb 3.53 359 3.4462 181  0.77 0.9221 
The Load Para. Method 
Qc 3.53 359 3.4462 181  0.81 -0.1214 
 
 
 
2-7 
 
 
 
4.00931e-
008 
Pa 5.00 301 15.1453 362 1.39 63.7653 
Pb 5.00 301 15.1413 362 1.49 61.3466 
Pc 5.00 223 15.0098 362 1.43 63.8330 
Qa 5.00 301 6.3021 362 1.34 30.8876 
Qb 5.00 142 8.0412 362 1.39 32.2123 
The Constrained DSE 
Method 
Qc 5.00 167 8.2305 362 1.35 33.5356 
 
 
 
3-7 
 
 
 
3.96263e-
008 
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Case 15: L2, M2 and SW_NC: positive random load perturbation and noisy P , Q   and 
| |V  measurements (see Table 5.15) 
 
 
Table 5.15: Load Estimation Errors with L2, M2 and SW_NC in the Meshed 394-bus 
Test System (Case 15) 
MIRLErr MIALErr 
 
(%) Bus # (KVA) 
Bus 
# 
SRLErr 
(%) 
SALErr 
(kVA) 
Iter # 
(a-b) 
Objective 
Function 
(p.u) 
Pa 5.00 311 6.3936 75 1.29 -4.0725 
Pb 5.00 311 12.2600 243 1.82 -56.7243 
Pc 5.00 311 10.7200 323 1.87 -49.9957 
Qa 5.00 105 4.0042 181 1.35  -2.8253 
Qb 5.00 311 5.4100 243 1.81 -27.5288 
The Load Para. Method 
Qc 5.00 105 8.6500 161 1.86 -28.5563 
 
 
 
4-7 
 
 
 
2.62465e-
005 
Pa 5.00 311 14.2550 64 2.60 46.1111 
Pb 5.00 311 15.2408 64  2.75  47.4276 
Pc 5.00 311 14.6778 64  2.61  30.8928 
Qa 5.00 264 20.0000 362  4.04 -14.9815 
Qb 5.00 67 25.5000 362  4.25 -30.5692 
The Constrained DSE 
Method 
Qc 5.00 67 26.1500 362  4.13 -33.9660 
 
 
 
3-7 
 
 
 
8.85762e-
005  
 
 
 
Case 16: L2, M1 and XFMR: positive random load perturbation, accurate P , Q   and 
| |V  measurements at the first bus of the lateral after in-service transformers (see Table 
5.16) 
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Table 5.16: Load Estimation Errors with L2, M1 and XFMR in the Meshed 394-bus Test 
System (Case 16) 
MIRLErr MIALErr 
 
(%) Bus # (KVA) 
Bus 
# 
SRLErr 
(%) 
SALErr 
(kVA) 
Iter # 
(a-b) 
Objective 
Function 
(p.u) 
Pa 4.04 41 5.4164 75 0.82 6.0259 
Pb 3.85 359 3.5213 1181 0.80 0.4566 
Pc 3.85 359  5.1022 1087 0.87 0.3159 
Qa 4.04 41 3.5213 1181 0.85  -3.8213 
Qb 3.85 359 3.5213 1181 0.82  0.0421 
The Load Para. Method 
Qc 3.85 359 3.5213 1181 0.87  -0.9011 
 
 
 
4-7 
 
 
 
2.62465e-
005 
Pa 5.00 301 21.8618 362 1.99 115.4036 
Pb 5.00 1301 21.8531 362 2.04 112.3142 
Pc 5.00 1223 21.8422 362 1.98 118.6299 
Qa 5.00 1094 9.6162 362 1.97  58.3439 
Qb 5.00 1301 12.4245 362 2.02  57.3074 
The Constrained DSE 
Method 
Qc 5.00 1301 12.7517 362 1.99  62.3938 
 
 
 
3-7 
 
 
 
8.85762e-
005  
 
 
 
Remarks: on the meshed network, 
• both methods work well and perform similarly as on the radial network. 
• performance similarities are expected in these cases as the measurement Jacobians 
of the radial and weakly meshed systems only differ slightly. 
 
5.3.4 COMMENTS 
Effects of initial load levels, different measurement types, noisy measurements and 
different measurement locations were discussed. From the observed results, the following 
general comments on the two load estimation methods are made:  
• It was observed that all methods consistently improved initial load estimates, even 
with different measurement availability and noisy measurements.  
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• It was also suggested that | |I , P  and Q  measurements were more suitable for 
load estimation than | |V  measurements.  
• Both methods improve not only individual load estimates but also system total 
load estimates. The improvements of both methods exhibiting towards individual 
load estimates can be critical to direct load control and service restoration 
schemes, while the improvements in total system loading estimates may have 
significant economic impact. For example, the load parameter method decreases 
the total system load error by about 630kW across 3 phases in Case 6. For nodal 
pricing, at six cents per kWh this represents a saving of about $0.33 million per 
year.  
• In WLS DSE models, correlated load errors may be handled by replacing the 
diagonal weight matrix with a non-diagonal one. However, statistical analysis on 
the degree of correlation for load errors is still needed. 
• As seen from (5.16), it is equivalent to regard the active constraints as new 
measurements with increasing weights. Hence, WLS DSE programs can be 
adopted by modifying the measurement sets and weights to incorporate active 
inequality constraints. 
• It is observed that measurement locations affect the results. Thus, the meter 
placement problem for load estimation is investigated in next chapter. 
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 CHAPTER 6.  METER PLACEMENT FOR LOAD ESTIMATION 
This chapter addresses the meter placement problem with respect to load estimation in 
power distribution systems. Installation of digital multi-channel instruments makes 
possible a new and more accurate approach to monitor the system. But economical and 
technical constraints may restrict the widespread installation of measurement devices and 
polling of these devices from all individual loads. Hence, an immediate question is where 
measurement devices should be installed and/or where meter data should be polled to 
obtain accurate load estimates.  
The main goal of the meter placement problem for load estimation is to decide the 
number, the type and the location of meters so that the measurement cost is minimized 
with the fulfillment of load estimation requirements: 
• Accuracy requirements:  the measurements obtained from the metering scheme 
will yield load estimates with desired accuracy.  
• Reliability requirements: the load estimation accuracy requirements can be 
satisfied under the loss of measurements.  
• Bad data processing requirements: gross measurement errors can be detected. 
 
Mathematically, the meter placement problem for load estimation can be formulated as a 
nonlinear 0-1 integer programming problem. General global optimization techniques such 
as branch and bound, simulated annealing and evolutionary algorithms are usually 
computationally intensive, especially for large systems. Heuristic algorithms with 
suitable search methods are normally adopted for local optimum or heuristic optimum.  
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One of the objectives of this work is to present a problem formulation for the meter 
placement problem with respect to load estimation in power distribution systems 
considering accuracy and reliability requirements for a given network configuration. The 
meter placement problem is separated into two sequential sub-problems: the basic meter 
placement problem and the advanced meter placement problem. The basic meter 
placement problem aims to find the meter placement scheme which will provide the 
desired accuracy with the minimum cost. The advanced meter placement problem will 
modify the meter placement scheme obtained from the basic meter placement problem so 
that the load estimation accuracy requirement is satisfied under the loss of any 
measurement. A heuristic incremental meter placement method is developed. The 
modified zonal load estimation method presented in Chapter 4 is used for load estimation. 
The methodology can be generalized to other load estimation methods.   
6.1  METER PLACEMENT RESERCH 
6.1.1 METER PLACEMENT FOR STATE ESTIMATION 
Most studies in meter placement address state estimation. Due to the large size of the 
network and the conflicting requirements between measurement cost and state estimation 
(SE) performance, most existing methods are heuristic.   
Celi et al. [31] suggested a method which provided incremental enhancement of existing 
measurement by adding measurement to satisfying SE accuracy requirement.  SE 
accuracy was expressed in terms of SE error variance, which was obtained from the 
covariance matrix of state estimates [44]. Clements et al. [45] discussed the meter 
placement problem based on topological observability analysis. Monticelli et al. [46] 
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proposed a meter placement algorithm to restore observabilily of an unobservable 
network.  In [33], the meter placement for maintaining the system observability under 
loss of lines or measurements was considered. In [34], a meter placement method was 
presented to improve feeder voltage calculation with real-time measurements.  
A comprehensive three-stage method was proposed by Baran et al [32] to incorporate 
cost, accuracy, reliability and bad data processing requirements one by one. In the first 
stage, the basic measurement scheme was determined to satisfy the accuracy 
requirements with minimum cost. In the second stage, the minimal additional 
measurements were decided to maintain SE reliability under loss of any RTU. In the third 
stage, the minimal additional measurements were determined to satisfy bad data 
processing requirements.   
It has been observed that the meters are normally installed at automatic switches. Hence, 
in [35], some practical guidelines for choosing switch location were considered while 
identifying candidate locations for meter placement. The following practical guidelines 
were considered to reduce candidate locations as follows: 
• physical space is required for installing meters/switches in underground systems 
• the location of switches depends on the length of the feeder in overhead systems, 
• switches are normally installed close to large and /or important loads 
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6.1.2 METER PLACEMENT FOR LOAD ESTIMATION 
Compared with meter placement for state estimation, a more limited amount of works 
have been done for load estimation. Liu et al. [30] proposed a heuristic two-stage meter 
placement method for load estimation. At the first stage, load estimation starts from 
initial loads with uniform percent errors. Meters are added until the desired accuracy is 
achieved. At the second stage, initial loads with random errors are used to test if load 
estimation accuracy is satisfied using the meter scheme decided at the first stage. If the 
desired accuracy is not met, the first stage is repeated with higher accuracy requirements.  
The main disadvantage of this method is its high dependence on the load estimation 
method it employs. If the load estimation method can estimate loads very well for an 
initial load with uniform load errors, for example, the zonal methods shown in Chapter 4, 
no information can be provided at the first stage for finding a meter placement that will 
pass the test at the second stage. In [32], it is suggested that the proposed comprehensive 
meter placement method for state estimation can be extended for load estimation by 
defining accuracy requirements in terms of load estimates. This idea is adopted in this 
work.  
6.2  PROBLEM STATEMENT 
In this work, the main goal of meter placement for load estimation is to find a metering 
scheme with minimum cost so that load estimation accuracy requirements and reliability 
requirements are satisfied. This problem is separated into two sequential sub-problems: 
the basic meter placement problem and the advanced meter placement problem. The 
basic meter placement problem aims to find the meter placement scheme which will 
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provide the desired accuracy with the minimum cost. The advanced meter placement 
problem will enhance the meter placement scheme obtained from the basic meter 
placement problem so that the load estimation accuracy requirement is satisfied under the 
loss of any measurements.  
Simulation results in Chapter 4 and 5 indicate that real and reactive branch power flow 
measurements are required for effective and robust load estimation. Voltage (magnitude 
and phase angle) measurements are helpful for better results if they are available and 
accurate enough. In practice, the meters have to be installed with Mini-RTUs or FTUs for 
communication. The cost of a measurement scheme mainly depends on the number of 
Mini-RTUs or FTUs because their costs are much higher than the cost of a single meter. 
Therefore, the meter placement problem is simplified to find the measurement points, i.e., 
the location of the Mini-RTUs/FTUs, under the assumption that real and reactive branch 
power flow and voltage magnitude measurements are taken at all existing phases of the 
measurement bus. 
In this problem, measurement location i  means that real and reactive power flow 
measurements are available at the sending ending of the incoming branch of bus i  and 
voltage magnitude measurement is available at bus i . Since there are normally direct 
measurements at substations and real and reactive power flow measurements out of the 
substation are required in the zonal methods, the substation is a default measurement 
location in the meter placement scheme. Real and reactive power flow measurements out 
of the substation are available. The details are discussed next starting with the basic meter 
placement problem.  
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6.2.1 THE BASIC METER PLACEMENT PROBLEM 
The basic meter placement problem aims to decide locations where meters need to be 
installed and/or be polled to satisfy load estimation accuracy requirements with the 
minimum cost. It can be formulated as follows: 
 ( ) i ix i Loc
MinC x c x
∈
= ∑       (6. 1) 
subject to 
 ( )estLAcc S ε≤         
where  
Loc  is the measurement location candidate set; 
ic  is the cost of installing meters and/or polling meters at measurement location 
candidate i ; 
ix  is the discrete variable associated with the measurement location candidate i . 
ix =1 if the location candidate i  is selected as a measurement point, i.e. installing 
meters and/or polling meters at the location candidate i ; otherwise ix =0; 
( )estLAcc S  is the positive scalar function indicating the accuracy of load estimation 
with a given metering scheme.  
 
In (6.1), the candidate location set, Loc , is decided as follows:  
• For installing new meters, physical space and location limits for installing 
measurement devices are considered. Practical guidelines stated in [35] can be 
followed to decide the candidate location set.  
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• For polling meters, Loc  includes all metered locations.  
6.2.2 THE ADVANCED METER PLACEMENT PROBLEM  
The metering scheme obtained in the basic meter placement problem satisfies accuracy 
requirements of load estimation. But it is not guaranteed that load estimation accuracy is 
satisfied at all time because of the loss of measurements. Considering that the probability 
of the loss of many measurements at the same time are very low and all the 
measurements have to be transferred through Mini-RTUs/FTUs, reliability of a metering 
scheme with respect to load estimation is defined as the ability of a metering scheme to 
keep the desired load estimation accuracy under the loss of any Mini-RTU/FTU. Next, a 
heuristic incremental method is developed to address the basic meter placement problem 
and the advance meter placement problem.  
6.3  SOLUTION ALGORITHM 
The optimal solution of a combinatorial optimization problem requires an exhaustive 
search over all possible metering schemes, which is computationally inefficient for a 
large system. Thus, a heuristic method is developed with the assumption that all 
measurement location candidates have the same costs and all the measurements have the 
same accuracy. This assumption simplifies minimum metering cost to minimum number 
of measurement locations. The minimum number of measurement locations is obtained in 
a greedy way as follows: each time adding one measurement location which provides the 
highest load estimation accuracy. The modified zonal method presented in Chapter 4 is 
employed to obtain the load estimation accuracy. The details are described next. 
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6.3.1 LOAD ESTIMATION ACCURACY 
Because of the large size difference in the loads, it is very difficult to specify the required 
accuracy level by using absolute load error. Thus, to avoid large individual relative load 
estimation error, the maximum standard deviation of individual relative load error 
(IRLErr) is used to quantify load estimation accuracy in the meter placement procedure, 
that is,  
    ( ) ( ( ( )))est estL LAcc S Max std IRLErr S=      
where  
6( ) (| | . / | |) 100%est est true true nL L L LIRLErr S S S S= − × ∈\ ; 
( )std x , standard deviations of a random variable vector x , an element-wise 
function which return a vector; 
()Max , a scalar, the maximum value over a vector.  
 
6.3.2 THE BASIC METER PLACEMENT PROCEDURE 
Starting with measurements at the three phases of the substation, measurements are 
sequentially added to improve the load estimation accuracy (decrease the standard 
deviation of IRLErr). It is assumed that the meters are added across all existing phases of 
the bus location. Also, the addition of the measure location introduces new zones. The 
procedure can be summarized in Table 6.1 where _B Mset  represents the basic 
measurement locations chosen for the metering scheme; Cset  represents the 
measurement location candidates. 
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Table 6.1: The Basic Meter Placement Procedure 
Step 1 _B Mset ={substation} and \ _Cset Loc B Mset= † 
Step 2 Compute the standard deviation of individual relative load error with _B Mset . 
Step 3 
Are load estimation accuracy requirements satisfied? 
Yes =>go to Step 5. 
No => if Cset  is empty, go to Step 5; else choose the additional 
measurement location i   from Cset  based on the standard deviation 
of individual relative load errors  
Step 4 _ _ { }B Mset B Mset i= ∪ , \{ }Cset Cset i=  and go back to Step 2 
Step 5 Stop and return _B Mset  
† \A B  means the complement of set B in set A 
 
In Step 3, the additional measurement location i  is selected from Cset  in a greedy way, 
i.e., maximum improvement in load estimation accuracy is obtained with the 
measurements at location i .   
It have been observed that the load estimation methods presented in Chapter 4 and 
Chapter 5 can sustain measurement loss as long as there are measurements at the 
substation for radial networks and the number of remaining measurements are more than 
the number of the load classes for general structure networks. But the load estimation 
accuracy may suffer a little. Hence an advanced meter placement procedure is considered 
to enhance the basic metering scheme.  
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6.3.3 THE ADVANCED METER PLACEMENT PROCEDURE 
Based on the basic meter placement scheme, the reliability requirement is checked 
assuming the loss of any measurement location from the basic meter placement scheme. 
If the load estimation accuracy doesn’t satisfied the requirements, additional 
measurement locations are selected using the same procedure stated in Section 6.3.2. The 
procedure stops when either the accuracy requirement is satisfied or no more location 
candidate can be chosen. The procedure is summarized in Table 6.2 where _Adv Mset  
represents the measurement locations selected for the advanced metering scheme. 
 
 
Table 6.2: The Advanced Meter Placement Procedure 
Step 1 _Adv Mset = _B Mset  and \ _Cset Loc B Mset= † 
Step 2 
For each _t B Mset∈ ,  
• compute the standard deviation of individual relative load error 
with _ \{ }Adv Mset t  
• if load estimation accuracy requirements is not satisfied,  
- Go to Step 3 if Cset =∅  
- choose the additional measurement location i   from Cset  based on 
the standard deviation of individual relative load errors 
- _ _ { }Adv Mset Adv Mset i= ∪ , \{ }Cset Cset i=  
Step 3 Stop and return  _Adv Mset  
† \A B  means the complement of set B in set A 
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6.4  SIMULATION RESULTS 
The proposed meter placement method is tested on the 20-bus radial distribution system 
introduced in Chapter 4. The one-line diagram of the 20-bus test system is shown in 
Figure 6.1. The standard deviation of load estimation is computed through Monte Carlo 
simulation. Two cases, which represent the applications of the meter placement method 
to power distribution system planning and maintenance respectively, are studied. The 
details are discussed next.  
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Figure 6.1: A One-line Diagram of the 20-bus Test System  
 
 
6.4.1 TEST SETUPS 
Because of difficulty to obtain actual data, measurements and the true load are generated 
for test purposes in the same way as in Chapter 4. The modified zonal method is 
employed to provide load estimates. For a given metering scheme, the standard deviation 
of IRLErr of the load estimates obtained from the modified zonal method can be 
calculated through Monte Carlo simulation as follows:  
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Step 1. Generate initial load levels by perturbing the true load with random noise.  
Step 2. Obtain load estimates from the modified zonal method starting with the 
initial load levels generated in Step 1. 
Step 3. Go back to Step 1 until N runs have been performed. 
Step 4. Compute the standard deviation of IRLErr  
The following setups are used in the test: 
• In Step 1 of the Monte Carlo simulation, the noise is generated by pseudo-random 
generator and has a normal distribution between -5% and +5% of the true value of 
the corresponding loads. For simplicity, the loads at each phase of a bus have the 
same percent perturbation.  
• Monte Carlo simulation are performed with N=1000.  
• The load accuracy requirement is that ε =1.7%.  
With the above setups, two cases are discussed in detail next. 
6.4.2 CASE STUDIES 
Two cases are tested. In Case 1, the meter placement procedure starts with no 
measurements in the system except at the substation. This represents an application to 
power distribution system planning. In Case 2, the meter placement procedure starts from 
a specific existing measurement scheme. This represents its application in power 
distribution system maintenance and updating.  
Case 1: Meter placement starting with no measurements in the system except at the 
substation. The results of the basic meter placement procedure are illustrated in 
Table 6.3.  
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Table 6.3: The Basic Meter Placement Results on the 20-bus System with N=1000 and 
ε =1.7% for Case 1 
# of Iter. Maximum Standard Deviation of IRLErr (%) 
Selected Measurement Locations 
(Bus Number) 
1 1.77 substation 
2 1.74 substation,  14 
3 1.68 substation, 10, 14 
 
 
 
Remark:  
• Even starting with the maximum standard deviation of individual relative load 
error as low as 1.77%, the proposed meter placement method can still decrease it 
to 1.68%. After 3 iterations, 2 more measurement locations are selected in the 
basic meter placement scheme. 
• Since the modified zonal method is not sensitive to the number of measurements, 
which substantiates the advantage of the modified method when a limited number 
of measurements are available, the numerical improvement in accuracy is small. 
But small numerical percent improvement will imply large amount of power in 
kVA, especially for large systems. 
• The meters are placed so as to separate large loads, e.g., the loads at bus 12 and 
bus 14, and small loads into different zones. This is expected since the load 
estimation accuracy of small loads is affected by errors in large loads in a zone, 
i.e., small loads are normally estimated by the modified zonal load estimation 
with larger individual relative errors than large loads in a zone.  If the sizes of the 
loads in a zone are close, large IRLErr can be avoided. 
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Table 6.4: The Advanced Meter Placement Results on the 20-bus System with N=1000 
and ε =1.7% for Case 1 
The Lost 
Measurement 
Location 
(Bus Number) 
Maximum Standard 
Deviation of IRLErr with 
Loss of One Measurement 
Location 
(%) 
The Added 
Measurement Location 
(Bus Number) 
Maximum Standard 
Deviation of IRLErr 
with the Added 
Location 
(%) 
10 1.74 11 1.68 
14 1.76 13 1.68 
 
 
 
Based on the basic meter placement scheme obtained before, the advanced meter 
placement procedure is performed. As shown in Table 6.4, two more measurement 
locations, bus 10 and bus 13, are added to maintain the load estimation accuracy. The 
advanced meter placement scheme is substation, bus 10, bus 11, bus 13 and bus 14.   
Case 2: Meter placement from an existing measurement scheme 
The meter placement procedure starts with measurements at the substation, bus 3 and bus 
5. The results of the basic meter placement procedure are illustrated in Table 6.5. 
 
Table 6.5: The Basic Meter Placement Results on the 20-bus System with N=1000 and      
ε =1.8% for Case 2 
# of Iter. Maixmum Standard Deviation of IRLErr(%) 
Selected Measurement Locations 
(Bus Number) 
1 1.89 substation, 3, 5 
2 1.78 substation, 3, 5, 15 
 
 
 
 
150 
With the initial measurement scheme, i.e., the measurement at bus 3, bus 5 and the 
substation, the means and the standard deviations of the individual relative load error of 
each load are summarized in Table 6.6. 
 
Table 6.6: Mean and Standard Deviations of the Individual Relative Load Errors of Each 
Load in the 20-bus System with Measurements at Substation, Bus 3 and Bus 5 
(Case 2 with Existing Measurement Locations) 
Bus # 5 8 9 11 12 14 15 17 20 
Mean (%) -0.0778 0.0739 0.0264 0.0375 -0.0011 -0.0256 0.0289 0.0289 -0.0007 
Std (%) 1.7806 1.7665 1.5262 1.2317 1.6146 0.9468 1.8894 1.8894 1.1269 
 
 
 
Table 6.7: Mean and Standard Deviations of the Individual Relative Load Errors of Each 
Load in the 20-bus System with Measurements at Substation, Bus 3, Bus 5 
and Bus 15 (Case 2 with Resulting Measurement Locations) 
Bus # 5 8 9 11 12 14 15 17 20 
Mean (%) -0.0778  0.0739 0.0264 0.0375 0.0011 -0.0256 0.0011 0.0001 0.0000 
Std (%) 1.7806 1.7665 1.5262 1.2317 1.6146 0.9468 1.6280 0.4318 0.0001 
 
 
 
As seen from Table 6.6, the relative load errors of the loads at bus 15 and bus 17 have the 
largest standard deviations. By adding bus 15 into the measurement location set, the loads 
at bus 15 and bus 17 are separated from the load at bus 20 into a different zone. The 
maximum standard deviation decreased to 1.78% as shown in Table 6.7. 
6.4.3 PERFORMANCE 
The performance of the proposed method in terms of solution quality is evaluated with 
the results obtained from an exhaustive search, which checks all the possible subsets of 
the location candidates to solve (6.1). For Case 1, the results with the measurements at k-
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subsets of the location candidates excluding the substation (k is up to 3) and 1.7%ε =  are 
summarized in Table 6.8 as follows: 
 
Table 6.8: The Exhaustive Search Results with Up to 3 Combination of the Location 
Candidates (Case 1: N=1000 and 1.7%ε = ) 
k Maximum Standard Deviation of IRLErr(%) 
Corresponding  Measurement 
Locations (Bus Number) 
0 1.77        substation 
1 1.74 
• substation,  13 
• substation,  14 
2 1.68 
• substation,  10, 13 
• substation,  10, 14 
• substation,  11, 13 
• substation,  11, 14 
3 1.68 
• substation,  6, 9, 13 
• substation,  6, 9, 14 
• substation,  7, 9, 13 
• substation,  7, 9, 14 
• substation,  8, 9, 13 
• substation,  8, 9, 14 
• substation,  10, 11, 13 
• substation,  10, 11, 14 
• substation,  10, 13, 14 
• substation,  10, 13, 16 
• substation,  10, 13, 17 
• substation,  10, 13, 18 
• substation,  10, 14, 16 
• substation,  10, 14, 17 
• substation,  10, 14, 18 
• substation,  11, 13, 14 
• substation,  11, 13, 16 
• substation,  11, 13, 17 
• substation,  11, 14, 16 
• substation,  11, 14, 17 
• substation,  11, 14, 18 
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As seen from Table 6.8, the minimum number of locations needed for the required load 
estimation accuracy is 3 corresponding with k=2, i.e., the substation and 2 additional 
measurement locations. There are four possible solutions by the exhaustive search. As 
shown in Table 6.3, the proposed method finds one of them, a global non-interior 
solution. Also, the proposed method found the solution faster than the worst-case 
scenario exhaustive search, approximately 4 times faster for the 20-bus systems. Since 
the number of k-subsets of the location candidates will increase dramatically as the 
number of location candidates increases, the proposed method will be much faster than 
the exhaustive search for large systems.  
6.4.4 COMMENTS 
The test results show that the meter placement method is promising in its applications for 
both distribution planning and maintenance. Rigorous tests on large systems are needed 
and will be included in future work. In the test, the maximum standard deviation of 
individual absolute load estimation error is chosen as the accuracy index. The other error 
indices could also be used if the desired accuracy level can be specified. The proposed 
meter placement procedure can still be used. Moreover, even though the proposed meter 
placement method is based on the modified zonal method for radial networks, it can be 
extended for other load estimation methods for general structure networks. 
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 CHAPTER 7.  CONCLUSIONS 
The objective of this thesis was to study load estimation for power distribution systems 
by considering (i) the load driven nature of power distribution systems, (ii) the 
interdependence of loads and system states, (iii) available real-time measurements and 
(iv) practical guidelines issued by operating and loading constraints. Toward this 
objective, the following contributions have been made in this thesis.  
7.1  CONCLUSIONS AND CONTRIBUTIONS 
First, comprehensive problem formulations are presented. Specially, the following were 
provided: 
• a constrained, nonlinear optimization problem formulation that treats loads as 
varying parameters and incorporating available real-time measurements, system 
operating constraints and loading constraints  
• Four error indices used to evaluate load estimation from both system and 
individual points of view 
  
To solve this problem, locally convergent load estimation algorithms considering the 
different structures of distribution networks were designed and developed. The following 
work has been presented: 
• For radial networks: 
- measurement sensitivity analysis with respect to load changes and analytical 
properties of measurement Jacobians 
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- two sensitivity-based network decomposition methods, the preliminary zonal 
method and the modified zonal method, which were designed and justified by 
exploiting analytical properties of measurement Jacobians  
- local convergence analysis of the modified zonal method 
- extensive simulation results on a 20-bus, unbalanced, radial test system and an 
actual 394-bus, unbalanced, radial distribution network 
• For general structure networks:  
- the WLS load parameter method which estimates loads and system states 
simultaneously using 
  an exterior penalty method 
 load class information and practical knowledge about the percent 
accuracy of initial load levels 
- local convergence analysis of the WLS load parameter method  
- the constrained WLS DSE based method which estimates loads and system 
states sequentially and can adopt existing DSE programs for load estimation 
studies  
- extensive simulation results on a 20-bus, unbalanced, radial test system and an 
actual 394-bus, unbalanced, radial/meshed distribution network 
 
Finally, the meter placement problem with respect to load estimation in power 
distribution systems was investigated. The following work has been presented:  
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• the meter placement problem formulation, which is separated into two sequential 
sub-problems: the basic meter placement problem for accuracy requirements and 
the advanced meter placement problem for reliability requirements  
• a heuristic incremental meter placement method that adds meter sequentially 
• preliminary results on a 20-bus, unbalanced, radial test system 
 
7.2  EXTENSIONS AND FUTURE WORK 
The load estimation algorithms presented in this work can be applied in many areas such 
as load control and real-time pricing where accurate up-to-date nodal load information is 
required. The analytical results of measurement sensitivity analysis and the 
decomposition techniques used in the zonal methods for radial networks can also be 
extended to study appropriate decentralized control strategies for large-scale systems.   
Load estimation for power distribution systems is very challenging. This work hopes to 
encourage further analytical and practical studies in the area of load estimation in realistic 
power distribution systems.  The algorithms presented in this work are robust in the sense 
that they still work well with loss of a small part of measurements. But large 
measurements errors will affect the results significantly. Hence, bad data detection and 
processing could be incorporated. One possible way is to develop a weighted least 
absolute values (WLAV) estimator to improve the performance with gross measurement 
errors. This work may also be extended to detect significant network topology changes by 
evaluating load estimation results.  
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In this work, shunt capacitors are treated as constant impedances as stated in section 
2.3.3. The statuses of switchable capacitor banks are needed and may be obtained from 
distribution SCADA systems. Considering the existence of errors in the status 
information, the proposed method can be extended to estimate switchable capacitor 
banks. First, to fit nicely in the existing load estimate model, switchable capacitor banks 
can be modeled as constant reactive power loads. Then a discrete parameter can be 
assigned to each switchable capacitor bank since switchable capacitor banks are operated 
in a discrete manner. Both loads and switchable capacitor banks can be estimated by 
solving a mixed integer optimization problem. 
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APPENDIX A.  BRANCH JACOBIAN 
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To analyze the structure of the branch Jacobian, (4.2) can be represented in the 
rectangular form. Without loss of generality, the backward update equations for phase a 
are dictated in terms of rkV , 
i
kV , 
'
kP  and 
'
kQ  in (A.1)~(A.4) as follows: 
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The related partial derivative can be found as follows: 
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Also, equation (2.2) can be written in terms of power, i.e., 
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where the kC  is the set of all branched connected to bus k  except the branch assoiated 
with kS .   
From (A.53), it is obtained that  
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Under the assumption that the line impedance, line charging admittance, power injection 
of load, shunt capacitor, and co-generators are small with respect to voltage magnitudes 
when expressed in per unit, i.e., r , x , 'r  , ' 1x   p.u., the above equations can be 
summarized as follows: 
 
Table A.1: Summary of the Properties of the Branch Jacobian 
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where p stands for phase a, b and c. 
 
 
This indicates that small change in kV  and 1+kS  will result in almost identical small 
change in 1−kV  and kS . Therefore, the following approximation on branch Jacobian 
matrix can be obtained: 
0
0k
I
H
I
 ≈            (A. 58) 
where I  is an identity matrix whose size is up to 6 6×  depending the number of the 
existing phases at bus 1k −  and k .  
Following the above reasoning, the same conclusion can be drawn for the forward update 
equations:  
171 
0
0k
I
E
I
 ≈            (A. 59) 
A.2  POLAR COORDINATES 
If bus voltages are represented in polar coordinates, the above results still hold and can be 
derived as follows: 
Based on that  
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Apply the chain rule,  
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Apply the same reasoning,  
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