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We consider a two dimensional quantum Hamiltonian separable in Cartesian co-
ordinates and allowing a fifth-order integral of motion. We impose the superinte-
grablity condition and find all doubly exotic superintegrable potentials(i.e potentials
V (x, y) = V1(x)+V2(y) where neither V1(x) nor V2(y) satisfy a linear ODE) allowing
the existence of such an integral. All of these potentials are found to have the Painleve´
property. Most of them are expressed in terms of known Painleve´ transcendents or
elliptic functions but some may represent new higher order Painleve´ transcendents.
a)abouamali@dms.umontreal.ca
b)wintern@crm.umontreal.ca
1
I. Introduction
We consider a quantum superintegrable Hamiltonian system in two-dimensional space E2
with two integrals of motion (in addition to the Hamiltonian), namely
H = p21 + p22 + V (x, y), p1 = −i~
∂
∂x
, p2 = −i~ ∂
∂y
, (1)
Y = p21 − p22 + g(x, y), (2)
X =
1
2
[N
2
]∑
l=0
N−2l∑
j=0
{fj,2l(x, y), pj1pN−2l−j2 }. (3)
Above the notation is {A,B} = AB +BA and in this article we take N = 5. The functions
V (x, y), g(x, y) and fj,2l(x, y) are to be determined from the conditions
[H, X ] = 0, [H, Y ] = 0. (4)
The existence of the second order integral Y implies that the system is integrable and
separable in Cartesian coordinates. This imposes severe restrictions on the potential V (x, y)
and the function g(x, y), namely1
V (x, y) = V1(x) + V2(y), (5)
g(x, y) = V1(x)− V2(y). (6)
The operatorsX and Y do not commute but generate a non-Abelian polynomial algebra.The
Hamiltonian system (1),(2),(3) is superintegrable, since it has more integrals of motion(n =
3) than degrees of freedom(n = 2). For precise definitions, properties of superintegrable
systems and reasons why they are of physical and mathematical interest, see the review
article2.
In writing the integral X in (3) we use the general formalism introduced in Ref. 3 for N -th
order quantum integrals in E2.
The concept of “exotic superintegrable systems” was introduced and studied in several recent
articles4–11. These are superintegrable systems with H as in (1), X as in (3) separating in
Cartesian or polar coordinates. They are “exotic” because of an additional requirement,
namely that the potential V (x, y) should not be the solution of any linear differential equation.
For potentials of the form (5) this implies that V1(x), V2(y) or possibly both V1(x) and V2(y)
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satisfy only nonlinear ODEs. It was observed in Ref. 4, 5, 8, and 10 that for N = 3 and
N = 4 all of these nonlinear equations have the Painleve´ property. This means that their
solutions have no movable singularities other than poles12–17.
The results forN = 3 andN = 4 suggest the following conjecture: superintegrable potentials
in quantum mechanics that allow the separation of variables in the Schro¨dinger equation in
Cartesian or polar coordinates in E2 satisfy ODEs that have the Painleve´ property.
The purpose of the present article is to verify this “Painleve´ conjecture” for N = 5. In the
process we observed that for N = 5 the potential can be “doubly exotic”. By this we mean
that both V1(x) and V2(y) satisfy nonlinear equations with the Painleve´ property. This was
also the case4,5 for N = 3, not however for N = 4, where either V1(x) or V2(y) had to satisfy
a linear equation. In this article we concentrate on doubly exotic potentials. “Singly exotic”
ones are left for a future study.
The structure of the article is the following. In section 2 we derive the determining equations
governing the existence and form of the N = 5 integral X of eq.(3). The expression for the
commutator [H, X ] is a 6-th order operator of the form
[H, X ] =
∑
0≤i+j≤6
Mi,j(x, y)∂
i
x1
∂jx2 = 0. (7)
All coefficients Mi,j must vanish. Some of the obtained determining equations depend ex-
plicitly on the Planck constant ~. The classical determining equations are obtained for
~ → 0. We obtain a linear PDE as the compatibility condition for the V (x, y). For exotic
potentials this equation must be satisfied identically. In Section 3 we restrict to separable
potentials of the form (5) and obtain linear ODEs for V1(x) and V2(y). In Section 4 we
restrict further, namely to doubly exotic potentials and obtain an expression for the general
integral of motion X in terms of the potentials V1(x) and V2(y) and of some constants to be
specified later. In section 5 we solve the nonlinear ODEs for the potentials V1(x) and V2(y).
The results are summed up and analyzed in Section 6. Section 7 is devoted to conclusions
and future outlook.
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II. Conditions for the existence of a fifth order integral in quantum
mechanics
Setting Mi,j(x, y) = 0, we find a set of 28 differential equations, 12 of which are con-
sequences of the other 16. More specifically, it is sufficient to set Mi,j(x, y) = 0 with
i + j = 2k, k = 0, 1, 2, 3, in order to satisfy (7) . Alternatively, we can use Theorem 2 in
Ref. 3 which gives directly the determining equations for the coefficients fj,2l in (3). The
first seven equations are given by setting Mi,j = 0 with i+ j = 6. This gives the well known
Killing-equations :
∂fj−1,0
∂x
+
∂fj,0
∂y
= 0, 0 ≤ j ≤ 6, (8)
with f−1,0 = f6,0 = 0. Equations (8) are the conditions for the highest order terms of X to
commute with the free Hamiltonian H0 = p21 + p22. They can be solved directly to give:
fj,0 =
5−j∑
n=0
j∑
m=0
(
5− n−m
j −m
)
A5−n−m,m,nx
5−j−n(−y)j−m. (9)
That is:
f50 = A050 − yA140 + y2A230 − y3A320 + y4A410 − y5A500, (10)
f40 = A041 − yA131 + xA140 + y2A221 − 2xyA230 − y3A311 + 3xy2A320 + y4A401
−4xy3A410 + 5xy4A500, (11)
f30 = A032 − yA122 + xA131 + y2A212 − 2xyA221 + x2A230 − y3A302 + 3xy2A311
−3x2yA320 − 4xy3A401 + 6x2y2A410 − 10x2y3A500, (12)
f20 = A023 − yA113 + xA122 + y2A203 − 2xyA212 + x2A221 + 3xy2A302 − 3x2yA311
+x3A320 + 6x
2y2A401 − 4x3yA410 + 10x3y2A500, (13)
f10 = A014 − yA104 + xA113 − 2xyA203 + x2A212 − 3x2yA302 + x3A311 − 4x3yA401
+x4A410 − 5x4yA500, (14)
f00 = A005 + xA104 + x
2A203 + x
3A302 + x
4A401 + x
5A500. (15)
where Aijk are constants.
Remark 1 At this point, the specific form of the functions fj,0 allows us to rewrite the
4
integral (3) in a different symmetrized form, namely:
X =1
2
5∑
m=0
5−m∑
n=0
A5−m−n,m,n
{
L5−m−n3 , p
m
1 p
n
2
}
+ 1
2
2∑
l=1
5−2l∑
j=0
{gj,2l, pj1p5−2l−j2 },
L = xp2 − yp1. (16)
The form in (16) introduced in Ref. 3 for arbitrary N was the starting point in previous
articles (for 2 6 N 6 4)5,6,10,18. It is important to notice that this choice of symmetrization
affects the form of the functions fj,2l with j 6= 0 in the original form of the integral. Thus,
the functions gj,2l with j 6= 0 must satisfy a different, though equivalent, set of differential
equations in order to satisfy the commutation relation (7). Despite the fact that separable
third and fourth order superintegrable systems have been studied using a form analogous to
(16), we will continue here assuming that the integral has the form in (3) (with N = 5) in
order to use and verify the general results obtained in Ref. 3.
The next five independent determining equations are given by setting Mi,j(x, y) = 0 with
i+ j = 4. After some simplifications, these are (we use the notation fj,k
(n,m) := ∂nx∂
m
y fj,k):
f02
(0,1) =
5
2
f00Vy +
1
2
f10Vx + ~
2
(−3
2
A311 + 6yA401 − 6xA410 + 30xyA500
)
, (17)
f12
(0,1) + f02
(1,0) =2f10Vy + f20Vx + ~
2 (3A302 − 3A320 + 12xA401 + 12yA410
+ 30x2A500 − 30y2A500
)
, (18)
f22
(0,1) + f12
(1,0) =
3
2
f20Vy +
3
2
f30Vx, (19)
f32
(0,1) + f22
(1,0) =f30Vy + 2f40Vx + ~
2 (3A302 − 3A320 + 12xA401 + 12yA410
+ 30x2A500 − 30y2A500
)
, (20)
f32
(1,0) =
1
2
f40Vy +
5
2
f50Vx + ~
2
(
3
2
A311 − 6yA401 + 6xA410 − 30xyA500
)
. (21)
Eq.(17)- (21) are linear PDEs for fa,2 and V since fj,0 (j = 0, 1, ...5) are known from (9).
We shall use their compatibility to obtain a linear partial differential equation satisfied by
the potential V (x, y). Next, setting Mi,j(x, y) = 0, with i + j = 2, gives us three more
determining equations. After some simplifications using (17)-(21), these are
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(f04)
(0,1) =
3
2
f02Vy +
1
2
f12Vx + ~
2
[(
5
8
f00 − 1
8
f40
)
Vyyy +
(
15
4
f00 − 1
4
f40 + f10
+
1
4
f30
(1,0)
)
Vyy +
(
7
4
f10
(0,1) +
1
4
f30
(0,1) − 5
4
f50
(0,1) − 5
2
f00
(1,0)
+
1
2
f20
(1,0) +
1
2
f40
(1,0)
)
Vxy +
(
5
8
f10 +
1
4
f30 − 5
8
f50
)
Vxyy
+
(
1
2
f20
(0,1) +
1
2
f40
(0,1) − 1
2
f10
(1,0)
)
Vxx +
(−15
8
f00
(0,2) − 1
8
f40
(0,2)
− 1
2
f10
(1,1) +
1
4
f30
(1,1) − 5
4
f00
(2,0) − 3
8
f20
(2,0)
)
Vy +
(−3
8
f10
(0,2)
− 5
8
f50
(0,2) − 1
4
f20
(1,1) +
1
2
f40
(1,1) − 1
4
f10
(2,0) − 3
8
f30
(2,0)
)
Vx
+
(−5
4
f00 +
1
8
f20 +
1
2
f40
)
Vxxy +
(
−1
4
f10 − 1
8
f30
)
Vxxx
]
, (22)
f14
(0,1) + f04
(1,0) =f12Vy + f22Vx + ~
2
[(
5
4
f00 +
1
4
f20 +
1
4
f40
)
Vxyy +
(
1
4
f10 +
1
4
f30
+
5
4
f50
)
Vxxy +
(
f10
(0,1) +
5
4
f00
(1,0) +
3
4
f20
(1,0) +
1
4
f40
(1,0)
)
Vyy
+
(
1
4
f10
(0,1) +
3
4
f30
(0,1) +
5
4
f50
(0,1) + f40
(1,0)
)
Vxx +
(
5
4
f00
(0,1)
+
5
4
f20
(0,1) +
1
4
f40
(0,1) +
1
4
f10
(1,0) +
5
4
f30
(1,0) +
5
4
f50
(1,0)
)
Vxy
+
(
−f10(0,2) + 5
4
f00
(1,1) − 3
4
f20
(1,1) +
1
4
f40
(1,1) − 1
2
f30
(2,0)
)
Vy
+
(
−1
2
f20
(0,2) +
1
4
f10
(1,1) − 3
4
f30
(1,1) +
5
4
f50
(1,1) − f40(2,0)
)
Vx
]
, (23)
f14
(1,0) =
1
2
f22Vy +
3
2
f32Vx + ~
2
[(
−1
8
f20 − 1
4
f40
)
Vyyy +
(
−1
2
f40
(0,1)
+
1
2
f10
(1,0) +
1
2
f30
(1,0)
)
Vyy +
(
1
2
f10
(0,1) +
1
2
f30
(0,1) − 5
2
f50
(0,1)
− 5
4
f00
(1,0) +
1
4
f20
(1,0) +
7
4
f40
(1,0)
)
Vxy +
(
1
2
f10 +
1
8
f30 − 5
4
f50
)
Vxyy
+
(
1
4
f20
(0,1) + f40
(0,1) − 1
4
f10
(1,0) +
15
4
f50
(1,0)
)
Vxx +
(−3
8
f20
(0,2)
− 1
4
f40
(0,2) +
1
2
f10
(1,1) − 1
4
f30
(1,1) − 5
8
f00
(2,0) − 3
8
f40
(2,0)
)
Vy
+
(−3
8
f30
(0,2) − 5
4
f50
(0,2) +
1
4
f20
(1,1) − 1
2
f40
(1,1) − 1
8
f10
(2,0)
− 15
8
f50
(2,0)
)
Vx +
(−5
8
f00 +
1
4
f20 +
5
8
f40
)
Vxxy +
(
−1
8
f10 +
5
8
f50
)
Vxxx.
]
.
(24)
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The compatibility of these equations can be used to obtain a nonlinear partial differential
equation satisfied by the potential V (x, y) and the undetermined coefficients fj,2.
Finally, setting M0,0(x, y) = 0 gives us the last determining equation relating all functions
fi,j and the potential. After some simplifications using (17)-(21), this equation reads
0 =2f04Vy + 2f14Vx + ~
2
[
−1
2
f02Vyyy − 1
2
f12Vxyy + Vy
(−3
2
f02
(0,2) − f12(1,1) − 1
2
f22
(2,0)
)
+ Vx
(
−1
2
f12
(0,2) − f22(1,1) − 3
2
f32
(2,0)
)
− 1
2
f22Vxxy − 1
2
f32Vxxx
]
+ ~4
[(
1
8
f00
− 1
8
f40
)
Vyyyyy +
(
−1
8
f10 +
1
8
f50
)
Vxxxxx +
(
1
8
f10 +
1
4
f30 − 5
8
f50
)
Vxyyyy
+
(−5
8
f00 +
1
4
f20 +
1
8
f40
)
Vxxxxy +
(
−1
4
f20 +
1
2
f40
)
Vxxyyy +
(
1
2
f10 − 1
4
f30
)
Vxxxyy
+
(
−1
2
f40
(0,1) +
1
4
f30
(1,0)
)
Vyyyy +
(
1
4
f20
(0,1) − 1
2
f10
(1,0)
)
Vxxxx +
(
3
4
f30
(0,1)
− 5
2
f50
(0,1) − 3
4
f20
(1,0) +
1
2
f40
(1,0)
)
Vxyyy +
(
1
2
f10
(0,1) − 3
4
f30
(0,1) − 5
2
f00
(1,0)
+
3
4
f20
(1,0)
)
Vxxxy +
(−3
4
f20
(0,1) +
3
2
f40
(0,1) +
3
2
f10
(1,0) − 3
4
f30
(1,0)
)
Vxxyy
+
(
5
4
f00
(0,2) − 3
4
f40
(0,2) +
1
2
f10
(1,1) +
3
4
f30
(1,1) − 1
4
f20
(2,0)
)
Vyyy +
(
−1
4
f30
(0,2)
+
3
4
f20
(1,1) +
1
2
f40
(1,1) − 3
4
f10
(2,0) +
5
4
f50
(2,0)
)
Vxxx +
(
3
4
f10
(0,2) +
3
4
f30
(0,2)
− 15
4
f50
(0,2) − 3
4
f20
(1,1) +
3
2
f40
(1,1) +
3
2
f10
(2,0)
)
Vxyy +
(
3
2
f40
(0,2) +
3
2
f10
(1,1)
− 3
4
f30
(1,1) − 15
4
f00
(2,0) +
3
4
f20
(2,0) +
3
4
f40
(2,0)
)
Vxxy +
(
1
2
f40
(0,3) − 3
4
f30
(1,2)
+
3
4
f20
(2,1) − 1
2
f10
(3,0)
)
Vxx +
(
−1
2
f40
(0,3) +
3
4
f30
(1,2) − 3
4
f20
(2,1) +
1
2
f10
(3,0)
)
Vyy
+
(
1
4
f30
(0,3) − 5
2
f50
(0,3) − 3
4
f20
(1,2) +
3
2
f40
(1,2) +
3
2
f10
(2,1) − 3
4
f30
(2,1)
− 5
2
f00
(3,0)(x, y) +
1
4
f20
(3,0)
)
Vxy +
(
5
8
f00
(0,4) − 1
8
f40
(0,4) +
1
2
f10
(1,3) +
1
4
f30
(1,3)
+
1
2
f10
(3,1) +
1
4
f30
(3,1) − 5
8
f00
(4,0) +
1
8
f40
(4,0)
)
Vy +
(
1
8
f10
(0,4) − 5
8
f50
(0,4) +
1
4
f20
(1,3)
+
1
2
f40
(1,3) +
1
4
f20
(3,1) +
1
2
f40
(3,1) − 1
8
f10
(4,0) +
5
8
f50
(4,0)
)
Vx
]
. (25)
Remark 2 In their original form, equations (22)-(25) were polynomials of degree six in ~.
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However, the terms proportional to ~6 vanished because of the polynomial form (9) of the
functions fj,0.
As noted above, equations (17)-(21) must be compatible, that is:
∂xxxx(f02
(0,1))−∂xxxy(f12(0,1) + f02(1,0)) + ∂xxyy(f22(0,1) + f12(1,0)) (26)
−∂xyyy(f32(0,1) + f22(1,0)) + ∂yyyy(f32(1,0)) = 0.
Substituting the expressions of fj,2 in (26), we obtain a fifth-order linear PDE for the po-
tential V (x, y), namely
1
2
f40Vyyyyy +
1
2
f10Vxxxxx +
(
−f30 + 5
2
f50
)
Vxyyyy +
(
5
2
f00 − f20
)
Vxxxxy +
(3
2
f20
− 2f40
)
Vxxyyy +
(
−2f10 + 3
2
f30
)
Vxxxyy +
(
2f40
(0,1) − f30(1,0)
)
Vyyyy +
(−f20(0,1)
+ 2f10
(1,0)
)
Vxxxx +
(−3f30(0,1) + 10f50(0,1) + 3f20(1,0) − 2f40(1,0))Vxyyy + (−2f10(0,1)
+ 3f30
(0,1) + 10f00
(1,0) − 3f20(1,0)
)
Vxxxy +
(
3f40
(0,2) − 3f30(1,1) + 3
2
f20
(2,0)
)
Vyyy
+
(
3
2
f30
(0,2) − 3f20(1,1) + 3f10(2,0)
)
Vxxx +
(
− 3f30(0,2) + 15f50(0,2) + 6f20(1,1)
− 6f40(1,1) − 6f10(2,0) + 3
2
f30
(2,0)
)
Vxyy +
(
3
2
f20
(0,2) − 6f40(0,2) − 6f10(1,1) + 6f30(1,1)
+ 15f00
(2,0) − 3f20(2,0)
)
Vxxy +
(
3f20
(0,1) − 6f40(0,1) − 6f10(1,0) + 3f30(1,0)
)
Vxxyy
+
(
2f40
(0,3) − 3f30(1,2) + 3f20(2,1) − 2f10(3,0)
)
Vyy +
(−2f40(0,3) + 3f30(1,2) − 3f20(2,1)
+ 2f10
(3,0)
)
Vxx +
(−f30(0,3) + 10f50(0,3) + 3f20(1,2) − 6f40(1,2) − 6f10(2,1) + 3f30(2,1)
+ 10f00
(3,0) − f20(3,0)
)
Vxy +
(
1
2
f40
(0,4) − f30(1,3) + 3
2
f20
(2,2) − 2f10(3,1) + 5
2
f00
(4,0)
)
Vy
+
(
5
2
f50
(0,4) − 2f40(1,3) + 3
2
f30
(2,2) − f20(3,1) + 1
2
f10
(4,0)
)
Vx = 0. (27)
Note that equation (27) does not depend on ~ and is thus valid both in classical and quantum
mechanics. Indeed, this is true for an arbitrary Nth-order integral of motion3 with N ≥ 2.
Using (22)-(24) and their compatibility condition
∂xx(f04
(0,1))− ∂xy(f14(0,1) + f04(1,0)) + ∂yy(f14(1,0)) = 0, (28)
we find a fifth-order nonlinear PDE for V (x, y) and fj2 (j = 0, ..., 3) which does depend
on ~. Equations (22)-(24) involve 5 unknown functions of 2 variables namely V (x, y) and
8
fa2(x, y), a = 0, 1, 2, 3. These equations are compatible under condition (28). This condition,
given expliciitly in Appendix A, is nonlinear and at this stage we do not use it. We list it
in this article because it will be useful in any study of 5th order integrability
We now pass over to the question of superintegrability. Thus we can assume that we have
two further second order integrals H1 and H2 in (29) and that V (x, y) separates as in (5).
The linear and nonlinear compatibility conditions are used (see e.g. (55) below) after the
variables are separated.
III. Potentials separable in Cartesian coordinates
Equations (17)-(25) together with (8) assure the integrablity of the system, with two integrals
of motion (1) and (3). In general, it is difficult to solve the PDEs we encountered previously.
However, by assuming that the potential in the Hamiltonian (1) has the form (5), we can
greatly simplify the determining equations. In addition, this assumption gives a sufficient
condition for the system to be maximally superintegrable, for we have now three integrals
of motion, namely
H1 = p21 + V1(x), H2 = p22 + V2(y), X =
1
2
2∑
l=0
5−2l∑
j=0
{fj,2l, pj1p5−2l−j2 }. (29)
Substituting (5) and the polynomial functions fj,0 into the linear compatibility (27), we
obtain
(720A410 − 3600yA500)V ′1(x) + (240A311 − 960yA401 + 960xA410 − 4800xyA500) V ′′1 (x)
+
(
60A212 − 180yA302 + 180xA311 − 720xyA401 + 360x2A410 − 1800x2yA500
)
V1
(3)(x)
+
(
12A113 − 24yA203 + 24xA212 − 72xyA302 + 36x2A311 − 144x2yA401 + 48x3A410
− 240x3yA500
)
V1
(4)(x) +
(
2A014 − 2yA104 + 2xA113 − 4xyA203 + 2x2A212 − 6x2yA302
+ 2x3A311 − 8x3yA401 + 2x4A410 − 10x4yA500
)
V1
(5)(x) + (720A401 + 3600xA500)V
′
2(y)
+ (−240A311 + 960yA401 − 960xA410 + 4800xyA500)V ′′2 (y) + (60A221 − 180yA311
+ 180xA320 + 360y
2A401 − 720xyA410 + 1800xy2A500
)
V2
(3)(y) + (−12A131 + 24yA221
− 24xA230 − 36y2A311 + 72xyA320 + 48y3A401 − 144xy2A410 + 240xy3A500
)
V2
(4)(y)
+
(
2A041 − 2yA131 + 2xA140 + 2y2A221 − 4xyA230 − 2y3A311 + 6xy2A320 + 2y4A401
− 8xy3A410 + 10xy4A500
)
V2
(5)(y) = 0. (30)
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Equation (30) amounts to a system of ODEs since they involve two functions of one variable
each and the coefficients depend on the powers xayb. We differentiate (30) twice with
respect to x and collect the terms involving the same powers of y. The resulting equation
is a polynomial of degree one in y with coefficients that are functions of x. As each of these
two coefficients must vanish, we obtain two linear seventh order ODEs for V1(x), namely
3360A410V1
(3)(x) + (672A311 + 2688xA410) V1
(4)(x) + (112A212 + 336xA311
+ 672x2A410
)
V1
(5)(x) +
(
16A113 + 32xA212 + 48x
2A311 + 64x
3A410
)
V1
(6)(x)
+
(
2A014 + 2xA113 + 2x
2A212 + 2x
3A311 + 2x
4A410
)
V1
(7)(x) = 0, (31a)
− 16800A500V1(3)(x)− (2688A401 + 13440xA500)V1(4)(x) + (−336A302 − 1344xA401
− 3360x2A500
)
V1
(5)(x) +
(−32A203 − 96xA302 − 192x2A401 − 320x3A500)V1(6)(x)
+
(−2A104 − 4xA203 − 6x2A302 − 8x3A401 − 10x4A500) V1(7)(x) = 0. (31b)
Similarly, differentiating (30) twice with respect to y and collecting the terms involving the
same powers of x, we obtain two seventh order ODEs for V2(y), namely
3360A401V2
(3)(y) + (−672A311 + 2688yA401)V2(4)(y) + (112A221 − 336yA311
+ 672y2A401
)
V2
(5)(y) +
(−16A131 + 32yA221 − 48y2A311 + 64y3A401)V2(6)(y)
+
(
2A041 − 2yA131 + 2y2A221 − 2y3A311 + 2y4A401
)
V2
(7)(y) = 0, (32a)
16800A500V2
(3)(y) + (−2688A410 + 13440yA500) V2(4)(y) + (336A320 − 1344yA410
+ 3360y2A500
)
V2
(5)(y) +
(−32A230 + 96yA320 − 192y2A410 + 320y3A500)V2(6)(y)
+
(
2A140 − 4yA230 + 6y2A320 − 8y3A410 + 10y4A500
)
V2
(7)(y) = 0. (32b)
IV. Doubly exotic superintegrable potentials
In this study, our task is to find and classify all doubly exotic potentials separating in
Cartesian coordinates, that is all separable potentials that do not satisfy any linear ODE.
Consequently, we will request that all linear ODEs satisfied by V1(x) or V2(y) must vanish
trivially (i.e their coefficients must be set to 0 ). Thus, all four linear equations (31a)-(32b)
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must be trivially satisfied, that is
A500 = A401 = A410 = A311 = A302 = A212 = A203 = A113 = A104 = A014 = 0, (33)
A500 = A401 = A410 = A311 = A320 = A221 = A230 = A131 = A140 = A041 = 0, (34)
for (31a),(31b) and (32a),(32b) respectively.
With these constraints, the integral of motion X reads
X =
1
2
({
p51, A050
}
+
{
p31p
2
2, A032 − yA122
}
+
{
p21p
3
2, A023 + xA122
}
+
{
p52, A005
}
+
{
p31, f32
}
+
{
p2p
2
1, f22
}
+
{
p22p1, f12
}
+
{
p32, f02
}
+ {p1, f1,4}+ {p2, f04}
)
, (35)
and the determining equations (17)-(25) take a much simpler form. For fj2 we obtain
f02
(0,1) =
5
2
A005V
′
2(y), (36)
f12
(0,1) + f02
(1,0) =(A023 + xA122) V
′
1(x), (37)
f22
(0,1) + f12
(1,0) =
3
2
(A032 − yA122) V ′1(x) +
3
2
(A023 + xA122) V
′
2(y), (38)
f32
(0,1) + f22
(1,0) =(A032 − yA122) V ′2(y), (39)
f32
(1,0) =
5
2
A050V
′
1(x). (40)
For fj4 the determining equations reduce to
f04
(0,1) =
1
2
f12V
′
1(x) +
3
2
f02V
′
2(y)
+
~
2
8
(
5A005V2
(3)(y)− (A032 − yA122)V1(3)(x)
)
, (41)
f14
(0,1) + f04
(1,0) =f22V
′
1(x) + f12V
′
2(y) +
3~2A122
4
(−V ′′1 (x) + V ′′2 (y)) , (42)
f14
(1,0) =
1
2
f22V
′
2(y) +
3
2
f32V
′
1(x)
+
~
2
8
(
5A050V1
(3)(x)− (A023 + xA122)V2(3)(y)
)
, (43)
0 =2f14V
′
1(x) + 2f04V
′
2(y)−
~
2
2
(
f32V1
(3)(x) + f02V2
(3)(y) + 3V ′2(y)f02
(0,2)
+ V ′1(x)f12
(0,2) + 2V ′2(y)f12
(1,1) + 2V ′1(x)f22
(1,1) + V ′2(y)f22
(2,0)
+ 3V ′1(x)f32
(2,0)
)
+
~
4
8
(
A050V1
(5)(x) + A005V2
(5)(y)
)
. (44)
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If we integrate directly (36)-(38) and (40), we find
f02 = α1(x) +
5
2
A005V2(y), (45)
f12 = α2(x) + y (A023V
′
1(x) + xA122V
′
1(x)− α′1(x)) , (46)
f22 = α3(x) +
3
2
A023V2(y) +
3
2
xA122V2(y) +
3
2
yA032V
′
1(x)−
5
4
y2A122V
′
1(x)− yα′2(x)
−1
2
y2A023V
′′
1 (x)−
1
2
xy2A122V
′′
1 (x) +
1
2
y2α′′1(x), (47)
f32 = α4(y) +
5
2
A050V1(x), (48)
where αi(x), i = 1, 2, 3 and α4(y) are four unknown functions.
When we substitute (45)-(48) into (39), we find
− 3A122V2(y) + 2A032V ′2(y)− 2yA122V ′2(y)− 2α′3(x)− 2α′4(y)− 3yA032V ′′1 (x) +
7
2
y2A122V
′′
1 (x)
+ 2yα′′2(x) + y
2A023V1
(3)(x) + xy2A122V1
(3)(x)− y2α1(3)(x) = 0. (49)
We differentiate (49) twice with respect to y and once with respect to x. When we integrate
the resulting equation, we obtain
α1(x) = C1 + xC2 + x
2C3 + x
3C4 +
1
2
W1(x)A122 + A023W1(x)
′ + xA122W1(x)
′, (50)
where Ci are arbitrary constants of integration and W1(x),W2(y) are two auxiliary functions
verifying
W ′1(x) = V1(x), W
′
2(y) = V2(y). (51)
Proceeding in this way for the other mixed derivatives of (49), we find
α2(x) = C5 + xC6 + x
2C7 +
3
2
A032V1(x), (52a)
α3(x) = C8 + xC9, (52b)
α4(y) = C10 − y3C4 + y2C7 − yC9 − 1
2
W2(y)A122 + (A032 − yA122)W ′2(y). (52c)
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Thus the coefficients fj2 are known in terms ofW1(x),W2(y) and the constants C1, C2, ..., C10.
Next, we integrate (41) and (43) in order to determine fj4 (j = 0, 1) :
f04 =
15
8
A005W2(y)
′2 +W ′2(y)
(
3C1
2
+
3xC2
2
+
3x2C3
2
+
3x3C4
2
+
(
3
2
A023 +
3
2
xA122
)
W ′1(x)
+
3
4
A122W1(x)
)
+ β1(x) +
(
−1
4
y2C2 − 1
2
xy2C3 − 3
4
x2y2C4 +
yC5
2
+
1
2
xyC6
+
1
2
x2yC7
)
W ′′1 (x) +
(
3
4
yA032 − 3
8
y2A122
)
W1(x)
′W ′′1 (x) +
5
8
~
2A005W
(3)
2 (y)
+
(
−1
8
~
2yA032 +
1
16
~
2y2A122
)
W
(4)
1 (x), (53)
f14 =
15
8
A050W
′
1(x)
2 +W ′1(x)
(−3y3C4
2
+
3y2C7
2
− 3yC9
2
+
3C10
2
+
(
3
2
A032 − 3
2
yA122
)
W ′2(y)
− 3
4
A122W2(y)
)
+ β2(y) +
(
1
2
xy2C3 +
3
4
x2y2C4 − 1
2
xyC6 − 1
2
x2yC7 +
xC8
2
+ +
x2C9
4
)
W ′′2 (y) +
(
3
4
xA023 +
3
8
x2A122
)
W ′2(y)W
′′
2 (y) +
5
8
~
2A050W
(3)
1 (x)
+
(
−1
8
~
2xA023 − 1
16
~
2x2A122
)
W2
(4)(y), (54)
where β1(x) and β2(y) are two unknown functions. They must be determined by substituting
f04 and f14 into the remaining determining equation (42).
The nonlinear compatibility (28) of (41)-(43) gives
(−18yC4 + 6C7) V ′1(x) + (6C3 + 18xC4) V ′2(y) + (−4yC3 − 12xyC4 + 2C6 + 4xC7) V ′′1 (x)
+ (4yC3 + 12xyC4 − 2C6 − 4xC7)V ′′2 (y) +
(
9
4
A032 − 9
4
yA122
)
V ′1(x)V
′′
1 (x) +
(
9
4
A023
+
9
4
xA122
)
V ′2(y)V
′′
2 (y) +
(
−1
2
(yC2)− xyC3 − 3
2
x2yC4 +
C5
2
+
xC6
2
+
x2C7
2
)
V1
(3)(x)
+
(
y2C3
2
+
3
2
xy2C4 − yC6
2
− xyC7 + C8
2
+
xC9
2
)
V2
(3)(y) +
(
3
4
A032 − 3
4
yA122
)
V1(x)V1
(3)(x)
+
(
3
4
A023 +
3
4
xA122
)
V2(y)V2
(3)(y) +
(
−1
8
~
2A032 +
1
8
~
2yA122
)
V1
(5)(x)
+
(
−1
8
~
2A023 − 1
8
~
2xA122
)
V2
(5)(y) = 0. (55)
As in (30), we differentiate (55) twice with respect to x and collect the terms involving the
same powers of y. The resulting equation gives us two nonlinear ODEs for V1(x) that can
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be integrated and we obtain two fourth order ODEs:
Kˆ1 + xKˆ2 + x
2Kˆ3 =3C7V1(x) +
3
2
C6V
′
1(x) +
1
2
xC6V
′′
1 (x) + 3xC7V
′
1(x) +
3
4
A032V
′
1(x)
2
+
1
2
C5V
′′
1 (x) +
1
2
x2C7V
′′
1 (x) +
3
4
A032V1(x)V
′′
1 (x)−
1
8
~
2A032V1
(4)(x),
(56)
K1 + xK2 + x
2K3 =− 9C4V1(x)− 9xC4V ′1(x)− 3C3V ′1(x)−
3
4
A122V
′
1(x)
2 − 1
2
C2V
′′
1 (x)
− xC3V ′′1 (x)−
3
2
x2C4V
′′
1 (x)−
3
4
A122V1(x)V
′′
1 (x) +
1
8
~
2A122V1
(4)(x),
(57)
where Ki and Kˆi are arbitrary constants of integration.
Similarly, we obtain two nonlinear ODEs for V2(y):
Dˆ1 + yDˆ2 + y
2Dˆ3 =3C3V2(y) + 3yC3V
′
2(y)−
3
2
C6V
′
2(y) +
3
4
A023V
′
2(y)
2 +
1
2
y2C3V
′′
2 (y)
− 1
2
yC6V
′′
2 (y) +
1
2
C8V
′′
2 (y) +
3
4
A023V2(y)V
′′
2 (y)−
1
8
~
2A023V2
(4)(y),
(58)
D1 + yD2 + y
2D3 =9C4V2(y) + 9yC4V
′
2(y)− 3C7V ′2(y) +
3
4
A122V
′
2(y)
2 +
3
2
y2C4V
′′
2 (y)
− yC7V ′′2 (y) +
1
2
C9V
′′
2 (y) +
3
4
A122V2(y)V
′′
2 (y)−
1
8
~
2A122V2
(4)(y), (59)
where Di and Dˆi are arbitrary integration constants.
Using (56)-(59) and the expressions of fj2 and fj4 already found, equation (42) reads(−3
2
C9V1(x)− C8V ′1(x)− xC9V ′1(x) + β ′1(x) +
3
4
h2A122V
′′
1 (x)
)
+
(
3
2
C2V2(y)− C5V ′2(y)
+ C2yV
′
2(y) + β
′
2(y)−
3
4
h2A122V
′′
2 (y)
)
+
1
2
x2y2 (D3 +K3) +
1
2
x2y
(
D2 + 2Kˆ3
)
+
1
2
xy2
(
K2 + 2Dˆ3
)
+ xy
(
Dˆ2 + Kˆ2
)
+ xDˆ1 + yKˆ1 +
x2D1
2
+
y2K1
2
= 0. (60)
By differentiating this equation three times with respect to x, we can integrate the result-
ing equation to obtain an expression for β1(x) in terms of the function W1(x). A similar
calculation gives β2(y) in terms of W2(y):
β1(x) = +
1
2
W1(x)C9 + C11 + xC12 + x
2C13 + x
3C14 + C8W
′
1(x) + xC9W
′
1(x)−
3
4
~
2A122W
′′
1 (x),
(61a)
β2(y) =− 1
2
W2(y)C2 + C15 + yC16 + y
2C17 + y
3C18 − yC2W ′2(y) + C5W ′2(y) +
3
4
~
2A122W
′′
2 (y),
(61b)
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where Ci are arbitrary constants of integration.
With β1(x) and β2(y) given by (61a) and (61b), equation (60) is now a second order poly-
nomial in x and y, since the functions V1(x) and V2(y) have all been canceled out. Setting
its coefficients to zero, we find
D3 =−K3, D2 = −2Kˆ3, D1 = −6C14, K2 = −2Dˆ3, Dˆ2 = −Kˆ2, Dˆ1 = −2C13, K1 = −6C18,
Kˆ1 = −2C17, C16 = −C12. (62)
We have now solved (with (56)-(59) satisfied) the system (36)-(43). Substituting the expres-
sions of fj2 and fj4 into the last equation (44), we obtain
0 =
1
8
~
4A050W1
(6)(x)− 5
4
h2A050W
′
1(x)W1
(4)(x)− 5
2
~
2A050W
′′
1 (x)W1
(3)(x)
+
15
4
A050W
′
1(x)
2W ′′1 (x) +
1
8
~
4A005W2
(6)(y)− 5
4
~
2A005W
′
2(y)W2
(4)(y)
− 5
2
~
2A005W
′′
2 (y)W2
(3)(y) +
15
4
A005W
′
2(y)
2W ′′2 (y) +W
′′
1 (x)
(−6~2yC4 + 2~2C7 − 2yC12
+ 2C15 + 2y
2C17 + 2y
3C18 − 2yC2W ′2(y) + 2C5W ′2(y) + yC5W ′′2 (y)−
1
2
y2C2W
′′
2 (y)
)
+W ′′2 (y)
(
6~2xC4 + 2~
2C3 + 2xC12 + 2C11 + 2x
2C13 + 2x
3C14 + 2xC9W
′
1(x) + 2C8W
′
1(x)
+ xC8W
′′
1 (x) +
1
2
x2C9W
′′
1 (x)
)
+W ′2(y)W
′′
2 (y)
(
3x3C4 + 3C1 + 3xC2 + 3x
2C3 + 3A023W
′
1(x)
+ 3xA122W
′
1(x) +
3
2
xA023W
′′
1 (x) +
3
4
x2A122W
′′
1 (x)
)
+W ′1(x)W
′′
1 (x)
(−3y3C4 + 3C10
− 3yC9 + 3y2C7 + 3A032W ′2(y)− 3yA122W ′2(y) +
3
2
yA032W
′′
2 (y)−
3
4
y2A122W
′′
2 (y)
)
+W1(x)
(
C9W
′′
2 (y) +
3
2
A122W
′
2(y)W
′′
2 (y)−
1
4
~
2A122W2
(4)(y)
)
+W2(y) (−C2W ′′1 (x)
− 3
2
A122W
′
1(x)W
′′
1 (x) +
1
4
~
2A122W1
(4)(x)
)
+W1
(4)(x)
(
1
2
~
2y3C4 − 1
2
~
2y2C7 +
1
2
~
2yC9
− ~
2C10
2
− 1
2
h2A032W
′
2(y) +
1
2
~
2yA122W
′
2(y)−
1
4
~
2yA032W
′′
2 (y) +
1
8
~
2y2A122W
′′
2 (y)
)
+W2
(4)(y)
(
−1
2
~
2x3C4 − 1
2
~
2x2C3 − 1
2
~
2xC2 − ~
2C1
2
− 1
2
~
2A023W
′
1(x)−
1
2
~
2xA122W
′
1(x)
− 1
4
~
2xA023W
′′
1 (x)−
1
8
~
2x2A122W
′′
1 (x)
)
. (63)
We can now write the integral in (35) in terms of the constants Ci, Aijk and the functions
W1(x) and W2(y). Its general but by no means final form is
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X =A122
(
−1
2
{
p31p
2
2, y
}
+
3
4
{
p21p2, xW
′
2(y)
}− 1
2
W2(y)p
3
1 − yW ′2(y)p31
− 3
8
{p1,W2(y)W ′1(x)} −
3
4
{p1, yW ′1(x)W ′2(y)}+
3
4
h2W ′′2 (y)p1 +
3
16
{
p1, x
2W ′2(y)W
′′
2 (y)
}
− 1
32
~
2
{
p1, x
2W2
(4)(y)
}
+
1
2
{
p21p
3
2, x
}− 3
4
{
p1p
2
2, yW
′
1(x)
}
+
1
2
W1(x)p
3
2 + xW
′
1(x)p
3
2
+
3
8
{p2,W1(x)W ′2(y)}+
3
4
{p2, xW ′1(x)W ′2(y)} −
3
4
~
2W ′′1 (x)p2 −
3
16
{
p2, y
2W ′1(x)W
′′
1 (x)
}
+
1
32
h2
{
p2, y
2W1
(4)(x)
})
+ A032
(
p31p
2
2 +
3
4
{
p1p
2
2,W
′
1(x)
}
+W ′2(y)p
3
1 +
3
4
{p1,W ′1(x)W ′2(y)}
+
3
8
{p2, yW ′1(x)W ′′1 (x)} −
1
16
~
2
{
p2, yW1
(4)(x)
})
+ A023
(
p21p
3
2 +
3
4
{
p21p2,W
′
2(y)
}
+W ′1(x)p
3
2 +
3
4
{p2,W ′1(x)W ′2(y)}
+
3
8
{p1, xW ′2(y)W ′′2 (y)} −
1
16
~
2
{
p1, xW2
(4)(y)
})
+ A050
(
p51 +
5
4
{
p31,W
′
1(x)
}
+
15
16
{
p1,W
′
1(x)
2
}
+
5
16
~
2
{
p1,W1
(3)(x)
})
+ A005
(
p52 +
5
4
{
p32,W
′
2(y)
}
+
15
16
{
p2,W
′
2(y)
2
}
+
5
16
~
2
{
p2,W2
(3)(y)
})
+ C1
(
p32 +
3
4
{p2,W ′2(y)}
)
+ C2
(
xp32 −
1
2
{
p1p
2
2, y
}− 1
2
W2(y)p1 − yW ′2(y)p1
+
3
4
{p2, xW ′2(y)} −
1
8
{
p2, y
2W ′′1 (x)
})
+ C3
(
1
2
{
p21p2, y
2
}− {p1p22, xy}+ x2p32
+
3
4
{
p2, x
2W ′2(y)
}− 1
4
{
p2, xy
2W ′′1 (x)
}
+
1
4
{
p1, xy
2W ′′2 (y)
})
+ C4
(−y3p31
+
3
2
{
p21p2, xy
2
}− 3
2
{
p1p
2
2, x
2y
}
+
1
2
x3p32 −
3
4
{
p1, y
3W ′1(x)
}
+
3
4
{
p2, x
3W ′2(y)
}
− 3
8
{
p2, x
2y2W ′′1 (x)
}
+
3
8
{
p1, x
2y2W ′′2 (y)
})
+ C5
(
p1p
2
2 + p1W
′
2(y) +
1
4
{p2, yW ′′1 (x)}
)
+ C6
(
−1
2
{
p21p2, y
}
+
1
2
{
p1p
2
2, x
}
+
1
4
{p2, xyW ′′1 (x)} −
1
4
{p1, xyW ′′2 (y)}
)
+ C7
(
1
2
{
p1p
2
2, x
2
}− {p21p2, xy}+ y2p31 + 34
{
p1, y
2W ′1(x)
}
+
1
4
{
p2, x
2yW ′′1 (x)
}
− 1
4
{
p1, x
2yW ′′2 (y)
})
+ C8
(
p21p2 + p2W
′
1(x) +
1
4
{p1, xW ′′2 (y)}
)
+ C9
(
−yp31 +
1
2
{
p21p2, x
}
+
1
2
W1(x)p2 + xW
′
1(x)p2 −
3
4
{p1, yW ′1(x)}+
1
8
{
p1, x
2W ′′2 (y)
})
+ C10
(
p31 +
3
4
{p1,W ′1(x)}
)
+ C11p2 + C12 (−yp1 + xp2) + x2C13p2 + x3C14p2 + C15p1 + y2C17p1 + y3C18p1. (64)
Further constraints on the coefficients Aijk and Ci will be obtained below. We still have
to solve eq. (56),...,(59) for V1(x) and V2(y) and assure compatibility with (63). This will
be done in Section 5. The procedure will depend very much on the constants Aijk and
16
Ca in the integral (64). Notice that each Aijk that remains free (i.e is not contained in
the potential) provides an integral of order 5. The constants C1, ...C10 provide third order
integrals, C11, ...C18 first order ones. We shall see that none of the order 1 integrals survive.
Some third order ones do, but are already known from earlier work4,5,10.
V. Calculation of the doubly exotic potentials
A. A122 6= 0, A032 = 0, A023 = 0.
If A122 6= 0 in the integral (35), we can assume that A023 = A032 = 0 since we can
get rid of these terms by two appropriate translations along x and y without affecting the
separability of V (x, y). In this case, the two ODEs (56) and (58) are no longer nonlinear
and must be satisfied identically. Setting their coefficients to zero and using (62), we find
C6 = 0,
C7 = C5 = C17 = Kˆ1 = Kˆ2 = Kˆ3 = 0,
C3 = C8 = C13 = Dˆ1 = Dˆ2 = Dˆ3 = 0,
D2 = K2 = C17 = C13 = 0. (65)
In view of (62) and (65), the remaining two nonlinear ODEs (57) ans (59) for V1(x) and
V2(y) reduce to
6C18 − x2K3 − 9C4V1(x)− 9xC4V ′1(x)−
3
4
A122V
′
1(x)
2 − 1
2
C2V
′′
1 (x)−
3
2
x2C4V
′′
1 (x)
−3
4
A122V1(x)V
′′
1 (x) +
1
8
~
2A122V1
(4)(x) = 0, (66)
6C14 + y
2K3 + 9C4V2(y) + 9yC4V
′
2(y) +
3
4
A122V
′
2(y)
2 +
3
2
y2C4V
′′
2 (y) +
1
2
C9V
′′
2 (y)
+
3
4
A122V2(y)V
′′
2 (y)−
1
8
~
2A122V2
(4)(y) = 0. (67)
At this point, equations (66) and (67) do not have the Painleve´ property, for they do not
pass the Painleve´ test19. Using the functions W1(x) and W2(y), we see that equations (66)
and (67) admit two first integrals, namely
17
6xC18 − x
3K3
3
− 3C4W1(x)− 6xC4W ′1(x)−
1
2
C2W
′′
1 (x)−
3
2
x2C4W
′′
1 (x)
−3
4
A122W
′
1(x)W
′′
1 (x) +
1
8
~
2A122W1
(4)(x)− C19 = 0, (68)
6yC14 +
y3K3
3
+ 3C4W2(y) + 6yC4W
′
2(y) +
3
2
y2C4W
′′
2 (y) +
1
2
C9W
′′
2 (y)
+
3
4
A122W
′
2(y)W
′′
2 (y)−
1
8
~
2A122W2
(4)(y)− C20 = 0, (69)
where C19 and C20 are two integration constants. Next, the following combination
∂
∂y
∂F
∂x
−
(
x2V ′′1 (x) + 6xV
′
1(x) + 6V1(x)
)
E2−
(
y2V ′′2 (y) + 6yV
′
2(y) + 6V2(y)
)
E1
−
(
4C9
A122
+
12y2C4
A122
)
E1−
(
12x2C4
A122
+
4C2,
A122
)
E2 = 0, (70)
where F , E1 and E2 correspond to (63), (66) and (67) respectively, gives a linear equation
in V1(x) and V2(y), namely
− 24C2C14
A122
− 72x
2C4C14
A122
− 72y
2C4C18
A122
− 24C9C18
A122
− 4y
2C2K3
A122
+
4x2C9K3
A122
+
(
−36C14
− 6y2K3 + 108y
2C24
A122
+
36C4C9
A122
)
V1(x) +
(
−36C18 + 6x2K3 − 36C2C4
A122
− 108x
2C24
A122
)
V2(y)
+
(
−36xC14 − 6xy2K3 + 108xy
2C24
A122
+
36xC4C9
A122
)
V ′1(x) +
(
−36yC18 + 6x2yK3 − 36yC2C4
A122
− 108x
2yC24
A122
)
V ′2(y) +
(
−6~2C4 − 2C12 − 6x2C14 + 6y2C18 − x2y2K3 + 6y
2C2C4
A122
+
18x2y2C24
A122
+
2C2C9
A122
+
6x2C4C9
A122
)
V ′′1 (x) +
(
6~2C4 + 2C12 + 6x
2C14 − 6y2C18 + x2y2K3
− 6y
2C2C4
A122
− 18x
2y2C24
A122
− 2C2C9
A122
− 6x
2C4C9
A122
)
V ′′2 (y) = 0. (71)
We use the derivatives of this equation to obtain linear ODEs for V1(x) and V2(y). Setting
their coefficients to zero, we obtain further contraints on the constants, namely
K3 =
18C24
A122
, C18 = −C2C4
A122
, C14 =
C4C9
A122
, C12 =
C2C9 − 3~2C4A122
A122
. (72)
With the relations (72) verified, we find that the two ODEs (66) and (67) do pass the
Painleve´ test. Indeed, we will see later that these two equations have the Painleve´ property.
Next, we take the following combination:
F − x2W ′′1 (x)E4 − y2W ′′2 (y)E3− 4xW ′1(x)E4 − 4yW ′2(y)E3 = 0, (73)
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where F , E3 and E4 correspond to (63), (68) and (69) respectively. After a straightforward
calculation, we obtain (after simplification using again (68) and (69) )
4xC2C20
A122
+
4x3C4C20
A122
+ 4xC20W
′
1(x) + 2C20W1(x) + 2C15W
′′
1 (x) + x
2C20W
′′
1 (x)
+ 3C10W
′
1(x)W
′′
1 (x) +
15
4
A050W1(x)
′2W ′′1 (x)−
5
2
~
2A050W
′
1(x)W1
(3)(x)− 1
2
~
2C10W1
(4)(x)
− 5
4
~
2A050W
′
1(x)W1
(4)(x) +
1
8
~
4A050W1
(6)(x) +
4y3C4C19
A122
+
4yC9C19
A122
+ 4yC19W
′
2(y)
+ 2C19W2(y) + 2C11W
′′
2 (y) + y
2C19W
′′
2 (y) + 3C1W
′
2(y)W
′′
2 (y) +
15
4
A005W
′
2(y)
2W ′′2 (y)
− 5
2
~
2A005W
′′
2 (y)W
′′′
2 (y)−
1
2
~
2C1W2
(4)(y)− 5
4
~
2A005W
′
2(y)W2
(4)(y) +
1
8
~
4A005W2
(6)(y) = 0.
(74)
Terms depending on x and those depending on y can be separated. We set the x dependent
terms equal to a constant −κ and the y dependent ones equal to +κ. Thus the function
W1(x) must satisfy the equation
4C4C20x
3
A122
+
4C2C20x
A122
+
1
8
~
4A050W1
(6)(x)− 5
4
~
2A050W1
(4)(x)W ′1(x)
− 5
2
~
2A050W1
(3)(x)W ′′1 (x) +
15
4
A050W
′
1(x)
2W ′′1 (x)−
1
2
C10~
2W1
(4)(x) + C20x
2W ′′1 (x)
+ 3C10W
′
1(x)W
′′
1 (x) + 4C20xW
′
1(x) + 2C15W
′′
1 (x) + 2C20W1(x) = −κ, (75)
where κ is a constant. It must also satisfy (68) with (72) taken into account:
− 6C
2
4x
3
A122
− 6C2C4x
A122
+
1
8
~
2A122W1
(4)(x)− 3
4
A122W
′
1(x)W
′′
1 (x)−
3
2
C4x
2W ′′1 (x)− 6C4xW ′1(x)
− 1
2
C2W
′′
1 (x)− 3C4W1(x)− C19 = 0. (76)
A similar system must hold for V2(y), namely
4C4C19y
3
A122
+
4C9C19y
A122
+
1
8
~
4A005W2
(6)(y)− 5
4
~
2A005W2
(4)(y)W ′2(y)
− 5
2
~
2A005W2
(3)(y)W ′′2 (y) +
15
4
A005W
′
2(y)
2W ′′2 (y)−
1
2
C1~
2W2
(4)(y) + C19y
2W ′′2 (y)
+ 3C1W
′
2(y)W
′′
2 (y) + 4C19yW
′
2(y) + 2C11W
′′
2 (y) + 2C19W2(y) = κ, (77)
6C24y
3
A122
+
6C4C9y
A122
− 1
8
~
2A122W2
(4)(y) +
3
4
A122W
′
2(y)W
′′
2 (y) +
3
2
C4y
2W ′′2 (y) + 6C4yW
′
2(y)
+
1
2
C9W
′′
2 (y) + 3C4W2(y)− C20 = 0. (78)
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We will solve these ODEs by distinguishing two sub-cases. We restrict ourselves to the ODEs
satisfied by V1(x), for each solution satisfying (75) and (76) can be converted to a solution
of the equations (77) and (78) by the following correspondence between the constants Ci
and Ai,j,k:
(
V1(x), A122, A050, C10, C2, C4, C15, C19, C20, κ
)
↓ (79)(
V2(y),−A122, A005, C1,−C9,−C4, C11, C20, C19,−κ
)
1. Case A-1: A050 = 0
In this case, the two ODEs that we need to solve are
−6C
2
4x
3
A122
− 6C2C4x
A122
+
1
8
h2A122W1
(4)(x)− 3
4
A122W
′
1(x)W
′′
1 (x)−
3
2
C4x
2W ′′1 (x)− 6C4xW ′1(x)
−1
2
C2W
′′
1 (x)− 3C4W1(x)− C19 = 0,
(80)
4C4C20x
3
A122
+
4C2C20x
A122
− 1
2
C10~
2W1
(4)(x) + C20x
2W ′′1 (x) + 3C10W
′
1(x)W
′′
1 (x) + 4C20xW
′
1(x)
+2C15W
′′
1 (x) + 2C20W1(x) + κ = 0.
(81)
Taking a linear combination of (80) and (81), we obtain a linear ODE for W1(x), namely
κ− 24xC2C4C10
A2122
− 24x
3C24C10
A2122
− 4C10C19
A122
+
4xC2C20
A122
+
4x3C4C20
A122
+
(
2C20 − 12C4C10
A122
)
W1(x) +
(
4xC20 − 24xC4C10
A122
)
W ′1(x)
+
(
2C15 + x
2C20 − 2C2C10
A122
− 6x
2C4C10
A122
)
W ′′1 (x) = 0. (82)
As usual the linear ODE (82) must be satisfied identically and we must impose the following
constraints
C20 =
6C4C10
A122
, C15 =
C2C10
A122
, κ =
4C10C19
A122
. (83)
The two nonlinear equations are now compatible, so we only need to solve (80). We again
distinguish 2 subcases.
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a. C4 = 0
If C4 = 0, eq.(80) can be integrated once:
1
8
~
2A122W1
(3)(x)− 3
8
A122W
′
1(x)
2 − 1
2
C2W
′
1(x)− C19x+K = 0, (84)
whereK is an integration constant. SettingW ′1(x) = V1(x) = 2h
2U1(x)− 2C23A122 , this equation
is transformed to
U ′′1 (x) = 6U1(x)
2 +
4C19
~4A122
x−
(
2C22
3h4A2122
+
4K
~4A122
)
. (85)
The solution of (85) is given by
U1(x) = P1(x,B1, B2), (86)
where B1 =
4C19
~4A122
, B2 = −
(
2C2
2
3~4A2
122
+ 4K
~4A122
)
and P1(x,B1, B2) satisfies the Painleve´-I
equation
P ′′1 (x,B1, B2) = 6P1(x,B1, B2)
2 +B1x+B2. (87)
The potential reads
V1(x) = 2~
2P1(x,B1, B2)− 2C2
3A122
. (88)
Note that if B1 = 0, the solution of (87) corresponds to the elliptic function of Weierstrass
℘(x−x0, g1, g2), with g1 = −2B1 and x0, g2 are two arbitrary constants of integration. Oth-
erwise, it is given by the first Painleve´ transcendent function (B1 can be scaled to B1 = 1
and we can set B2 = 0 by a translation).
b. C4 6= 0
When C4 6= 0, we differentiate (80) once and set
V1(x) = 2~
2U1(x)− 2C4x
2
A122
− 2C2
3A122
. (89)
Then U1(x) must satisfy the following fourth order nonlinear equation of the polynomial
type
U1
(4)(x) = 12U ′1(x)
2 + 12U1(x)U
′′
1 (x) + αU
′
1(x) + 2αU1(x)−
α2x2
6
, (90)
where α = 24C4
~2A122
6= 0. This ODE is well known, it has the Painleve´ property and was derived
from the point of view of Painleve´ classification by Cosgrove in Ref. 16 ( Eqs. (2.87) with
β = 0). It can also be obtained by a nonclassical reduction of the Boussinesq equation20
21
and the Kadomtsev-Petviashvili equation21.
We multiply (90) by the factor x and integrate once to give a member of Chazy Class XIII15.
It can be integrated again to give the second order second degree equation (19.7) in Ref. 17.
Its solution15 may be written in terms of the fourth Painleve´ transcendent function, namely
U1(x) =
1
2
α1P
′
4(x, α)−
1
2
αP4(x, α)
2 − 1
2
αxP4(x, α)− 1
6
(
1
2
αx2 +K1 − α1
)
, (91)
where α1 = ±
√−α and P4(x, α) = P4(x, α,K1, K2) satisfies the Painleve´-IV equation
P4(x, α)
′′ =
(P4(x, α)
′) 2
2P4(x, α)
− 3
2
αP4(x, α)
3 − 2αxP4(x, α)2 − (1
2
αx2 +K1)P4(x, α) +
K2
P4(x, α)
,
(92)
with K1 and K2 two integration constants. The potential V1(x) reads
V1(x) =
h2
12
(−3x2α− 4K1 + 4α1 − 12xαP4(x)− 12αP4(x)2 + 12α1P ′4(x))− 2C23A122 . (93)
2. Case A-2: A050 6= 0
In this case we have to set C4 = 0 in order to solve the system (75)-(76). Indeed, if
C4 6= 0, V1(x) is given by (93). Therefore, by a straightforward but long calculation using
Mathematica, we can use the second order Painleve´ equation (92) to convert the derivative
of (75) into a first-order ODE for the fourth Painleve´ transcendent function of the form
x2C4P4(x, α)
2P ′4(x, α) = F (P4(x, α), P
′
4(x, α)), (94)
where F is rational in P4(x, α) and P
′
4(x, α). But this is impossible since P4(x, α) does not
satisfy any first order ODE (in other words (75) and (76) are incompatible for C4 6= 0).
We set C4 = 0 and use (84) and its derivatives to remove all the nonlinear terms from (75).
The linear ODE obtained reads
4C2C20
A122
+ 6C20V1(x) +
(
6xC20 − 3
4
B1~
2A050
)
V ′1(x)
+
(
2C15 + x
2C20 − 1
4
B2~
2A050 − 1
4
B1~
2xA050 +
2C22A050
A2122
− 2C2C10
A122
)
V ′′1 (x) = 0. (95)
Therefore, we must impose the following relations
κ = C20 = C19 = 0, C15 = −C
2
2A050
A2122
+
C2C10
A122
− KA050
A122
, (96)
and the solution in this case is again given by (88) with B1 = 0.
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B. A122 = 0.
We shall now repeat a similar analysis as in the previous case. When A122 = 0, equations
(57) and (59) become linear in V1(x) and V2(y), so we must set
C4 = 0,
K1 = K2 = K3 = Dˆ3 = C3 = C2 = 0,
D1 = D2 = D3 = Kˆ3 = C7 = C9 = 0. (97)
The remaining two nonlinear ODEs (56) and (58) read (after using (62))
2C17 − xKˆ2 + 3
2
C6V
′
1(x) +
3
4
A032V
′
1(x)
2 +
1
2
C5V
′′
1 (x) +
1
2
xC6V
′′
1 (x) +
3
4
A032V1(x)V
′′
1 (x)
−1
8
~
2A032V1
(4)(x) = 0,
(98)
2C13 + yKˆ2 − 3
2
C6V
′
2(y) +
3
4
A023V
′
2(y)
2 − 1
2
yC6V
′′
2 (y) +
1
2
C8V
′′
2 (y) +
3
4
A023V2(y)V
′′
2 (y)
−1
8
~
2A023V2
(4)(y) = 0.
(99)
Unlike the case where A122 did not vanish, these two equations can be integrated without
any use of the auxiliary functions W1(x) and W2(y):
2xC17 − 1
2
x2Kˆ2 + C6V1(x) +
1
2
C5V
′
1(x) +
1
2
xC6V
′
1(x) +
3
4
A032V1(x)V
′
1(x)
−1
8
~
2A032V1
(3)(x)− C21 = 0, (100)
2yC13 +
1
2
y2Kˆ2 − C6V2(y)− 1
2
yC6V
′
2(y) +
1
2
C8V
′
2(y) +
3
4
A023V2(y)V
′
2(y)
−1
8
~
2A023V2
(3)(y)− C22 = 0, (101)
where C21 and C22 are integration constants. Next, we use the combination
∂
∂y
∂F
∂x
− 2xV ′′1 (x)Eˆ2− 6V ′1(x)Eˆ2 − 2yV ′′2 (y)Eˆ1− 6V ′2(y)Eˆ1 = 0, (102)
where F ,Eˆ1 and Eˆ2 correspond to (63), (98) and (99) respectively to obtain the following
linear equation
(−12C13V ′1(x)− 4xC13V ′′1 (x)− 2C12V ′′1 (x))− 12C17V ′2(y)− 4yC17V ′′2 (y) + 2C12V ′′2 (y)
+ x
(
6Kˆ2V
′
2(y) + 4C13V
′′
2 (y) + 2yKˆ2V
′′
2 (y)
)
− y
(
6Kˆ2V
′
1(x)− 4C17V ′′1 (x) + 2xKˆ2V ′′1 (x)
)
= 0.
(103)
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We use the derivatives of (103) to obtain linear ODEs for V1(x) and V2(y). Setting their
coefficients to zero, we obtain
Kˆ2 = C17 = C12 = C13 = 0. (104)
We use again the combination
F − 2xV ′1(x)Eˆ3− 4V1(x)Eˆ3− 2yV ′2(y)Eˆ4− 4V2(y)Eˆ4 = 0, (105)
where F ,Eˆ1 and Eˆ2 correspond to (63), (100) and (101) to obtain the following separable
equation (in this case we can express F in terms of V1(x) and V2(y))
4C22V1(x) + 2C15V
′
1(x) + 2xC22V
′
1(x) + 3C10V1(x)V
′
1(x) +
15
4
A050V1(x)
2V ′1(x)
− 5
2
~
2A050V
′
1(x)V
′′
1 (x)−
1
2
~
2C10V1
(3)(x)− 5
4
~
2A050V1(x)V1
(3)(x) +
1
8
~
4A050V1
(5)(x)
+ 4C21V2(y) + 2C11V
′
2(y) + 2yC21V
′
2(y) + 3C1V2(y)V
′
2(y) +
15
4
A005V2(y)
2V ′2(y)
− 5
2
~
2A005V
′
2(y)V
′′
2 (y)−
1
2
~
2C1V2
(3)(y)− 5
4
~
2A005V2(y)V2
(3)(y) +
1
8
~
4A005V2
(5)(y) = 0.
(106)
Thus, V1(x) must satisfy the system
4C22V1(x) + 2C15V
′
1(x) + 2xC22V
′
1(x) + 3C10V1(x)V
′
1(x) +
15
4
A050V1(x)
2V ′1(x)
− 5
2
~
2A050V
′
1(x)V
′′
1 (x)−
1
2
~
2C10V1
(3)(x)− 5
4
~
2A050V1(x)V1
(3)(x) +
1
8
~
4A050V1
(5)(x) = κ,
(107)
− C21 + C6V1(x) + 1
2
C5V
′
1(x) +
1
2
xC6V
′
1(x) +
3
4
A032V1(x)V
′
1(x)−
1
8
~
2A032V1
(3)(x) = 0.
(108)
Eq. (107) is obtained by taking the derivative ∂
∂x
of (106), (108) is a consequence of (100).
Similarly, V2(y) must satisfy
4C21V2(y) + 2C11V
′
2(y) + 2yC21V
′
2(y) + 3C1V2(y)V
′
2(y) +
15
4
A005V2(y)
2V ′2(y)
− 5
2
~
2A005V
′
2(y)V
′′
2 (y)−
1
2
~
2C1V2
(3)(y)− 5
4
~
2A005V2(y)V2
(3)(y) +
1
8
~
4A005V2
(5)(y) = −κ,
(109)
− C22 − C6V2(y) + 1
2
C8V
′
2(y)−
1
2
yC6V
′
2(y) +
3
4
A023V2(y)V
′
2(y)−
1
8
~
2A023V2
(3)(y) = 0.
(110)
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We shall again restrict ourselves to the solutions of (107) and (108). To obtain the corre-
sponding solutions of V2(y), we set(
V1(x), A050, C5, C6, C10, C15, C21, C22, κ
)
↓ (111)(
V2(y), A005, C8,−C6, C1, C11, C22, C21,−κ
)
1. Case B-1: A050 = 0, A032 6= 0
Since A032 6= 0, we use equation (108) to eliminate the nonlinear terms from (107). The
constraints on the resulting linear equation guarantee the compatibility of the system and
we only need to solve (108). Indeed, we obtain
C22 =
C6C10
A032
, C15 =
C5C10
A032
, κ =
4C10C21
A032
. (112)
If we set
V1(x) = 2~
2U1(x)− 2C6x
3A032
− 2C5
3A032
, (113)
the function U1(x) must satisfy
U1
(3)(x) = 12U1(x)U
′
1(x)−
β2x
6
+ βU1(x) + µ, (114)
where β = 4C6
~2A032
and µ = − 8C5C6
3~4A2
032
− 4C21
~4A032
.
Equation (114) appears in Ref. 15 (eq.Chazy-XIII.b) as a member of the Chazy equations
in the third-order polynomial class. It has the Painleve´ property and can be obtained by
each of the three group-invariant reductions of the KdV equation. When β 6= 0, its solution
is given by
U1(x) =
1
2
(
ǫ1P
′
2(x, β) + P2(x, β)
2
)
+
1
12
(βx+ γ) , (115)
where ǫ1 = ±1 and P2(x, β) = P2(x, β, γ, δ) satisfies the Painleve´-II equation
P ′′2 (x, β) = 2P2(x, β)
3 + (βx+ γ)P2(x, β) + δ, (116)
where δ is a constant of integration and γ := −6µ/β.
In this case, V1(x) reads
V1(x) = − 2C5
3A032
+ ~2
(
P2(x, β)
2 + ǫ1P
′
2(x, β)−
µ
β
)
. (117)
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If β = 0, U1(x) is given by
U1(x) = P1(x, µ,K), (118)
K being an integration constant.
2. Case B-2: A050 6= 0, A032 = 0
In this case, the linearity of equation (108) implies C5 = C6 = C21 = 0. Consequently,
V1(x) must only satisfy (107) which, by setting V1(x) = 2~
2U1(x)− 2C105A050 , we transform to
U1
(5)(x) = 20U1(x)U1
(3)(x)+40U ′1(x)U
′′
1 (x)−120U1(x)2U ′1(x)+(λx+α)U ′1(x)+2λU1(x)+ω,
(119)
where
λ = − 16C22
~4A050
, α =
24C210
5~4A2050
− 16C15
~4A050
, ω =
32C10C22
5~6A2050
+
4κ
~6A050
. (120)
This equation passes the Painleve´ test and appears in the list of fifth-order Painleve´ type
equations of polynomial class in Ref. 16 as the equation Fif-III. We do not know the general
solution of this ODE, but we shall see that it admits a special solution in terms of the first
Painleve´ transcendent.
If λ = 0, equation (119) admits the first integral,
U1
(4)(x) = 20U1(x)U
′′
1 (x) + 10U
′
1(x)
2 − 40U1(x)3 + xω + αU1(x) + γ. (121)
This equation has the Painleve´ property and appears also in the list of fourth-order Painleve´
type equations of polynomial class in Ref. 16. If ω 6= 0, we do not know any exact solutions
of this equation either. It is possible that, in this case, it defines a new transcendent, that is
it has no elementary solution expressible in terms of known transcendents (including the six
Painleve´ transcendents). The case ω = 0 can be solved in terms of hyperelliptic functions.
We refer the reader to Ref. 16 for the details. If we set α = γ = 0 in (121), we find the
special case obtained in Ref. 22.
When λ 6= 0, equation (119) admits the first integral
2HH ′′ − (H ′)2 − (8U1(x) + 4ω/λ)H2 + K˜ = 0, (122)
where H is the auxiliary variable
H := U ′′1 (x)− 6U1(x)2 + 4(ω/λ)U1(x) +
1
4
(λx+ α)− 4(ω/λ)2. (123)
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When K˜ = 0, a particular solution can be obtained by setting H = 0. Therefore, this
solution may be written in terms of the first Painleve´ transcendent, namely
U1(x) = P1(x,B1, B2)− 1
3
(ω/λ), (124)
where B1 = −λ4 and B2 = −α4 + 103 (ω/λ). The potential V1(x) reads
V1(x) = 2~
2P1(x,B1, B2)− 2~
2
3
(ω/λ)− 2C10
5A050
. (125)
3. Case B-3: A050 6= 0, A032 6= 0
In this case, if we assume that C6 6= 0, we can substitute V1(x) given in (117) into (107)
and then reduce the order of the resulting equation using (116) and its derivatives. We
obtain a first order ODE for P2(x) of the form
x2C6P2(x, β)P
′
2(x, β) = F (P
′
2(x, β), P2(x, β)), (126)
where P2(x) is the second Painleve´ transcendent and F is polynomial in P2(x) and P
′
2(x).
Since this is impossible, we must set C6 = 0. Consequently, we integrate (108) to
C23 − xC21 + 1
2
C5V1(x) +
3
8
A032V1(x)
2 − 1
8
h2A032V
′′
1 (x) = 0. (127)
We use this equation to reduce the order of (107) and obtain the linear ODE,
− κ+ 4C10C21
A032
− 4C5C21A050
A2032
+
(
4C22 +
4C21A050
A032
)
V1(x)
+
(
2C15 + 2xC22 − 2C5C10
A032
+
2C25A050
A2032
+
2xC21A050
A032
− 2C23A050
A032
)
V ′1(x) = 0. (128)
As usual, we must set
C22 = −C21A050
A032
, C15 =
C5C10
A032
− C
2
5A050
A2032
+
C23A050
A032
, κ =
4C10C21
A032
− 4C5C21A050
A2032
. (129)
V1(x) is then given by
V1(x) = 2~
2P1(x,B1, B2)− 2C5
3A032
, (130)
where B1 = − 4C21~4A032 and B2 = − 1~4A032 (
2C2
5
3A032
− 4C23).
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4. Case B-4: A050 = 0, A032 = 0
From equation (108), we must set
C5 = C6 = 0, (131)
and the only ODE that we need to solve reads
4C22V1(x) + 2C15V
′
1(x) + 2xC22V
′
1(x) + 3C10V1(x)V
′
1(x)−
1
2
~
2C10V1
(3)(x) = κ. (132)
If C10=0, (132) is linear and we must have C15 = C22 = κ = 0.
For C10 6= 0, we set
V1(x) = 2~
2U1(x)− 2C22x+ 2C15
3C10
, (133)
and U1(x) must satisfy
U1
(3)(x) = 12U1(x)U
′
1(x)−
β2x
6
+ βU1(x) + µ, (134)
where
β =
4C22
~2C10
, µ = − κ
~4C10
− 8C15C22
3~4C210
. (135)
This case is similar to the case B-1 and the solution is given by (115).
VI. Summary of the results
In Section 5 the results are ordered by the form of the integral of motion (64) and we
specified all the constants in the integral and in the potentials V1(x) and V2(y). We found
all exotic potentials V1(x) and by symmetry (see e.g. (79)) also V2(y). Certain potentials
V = V1(x) + V2(y) appeared more than once with different integrals of motion. In this
section we will order the results according to the form of the potentials and for each of
the 9 classes of potentials list all integrals. In each class we have the integrals H1 and H2
of (29) and at least one integral of order 5 and hence of the form X of eq. (64). The
question of their algebraic independence was not yet discussed. In classical mechanics at
most 3 such integrals in E2 can be functionally independent (in En the number is 2n−1). In
quantum mechanics no such theorems are available. We can however make use of the results
of Burchnall-Chaundy theory concerning commutative ordinary differential operators23,24.
A relevant result is:
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Theorem 1 (Burchnall-Chaundy) Consider two operators
X1 = ∂
n
x +
n−2∑
i=0
ui(x)∂
i
x, X2 = ∂
m
x +
m−2∑
i=0
vi(x)∂
i
x. (136)
Then [X1, X2] = 0 implies that there exists a nonzero polynomial P such that P (X1, X2) = 0.
In other words, X1 and X2 are not polynomially independent.
In our case the role of X1 in (136) is played by H1 = −∂2x + V1(x) (or H2) and X2 by one of
the operators commuting with H found in section 5.
Let us run through all potentials found above: they are candidates for being superintegrable.
Q1 :
V1(x) = 2~
2℘(x, g1, g2), V2(y) = 2~
2℘(y, gˆ1, gˆ2). (137)
X122 = −1
2
{
p31p
2
2, y
}
+
3
4
{
p21p2, xW
′
2(y)
}− 1
2
W2(y)p
3
1 − yW ′2(y)p31 −
3
8
{p1,W2(y)W ′1(x)}
− 3
4
{p1, yW ′1(x)W ′2(y)}+
3
4
~
2p1W
′′
2 (y) +
3
16
{
p1, x
2W ′2(y)W
′′
2 (y)
}
− 1
32
~
2
{
p1, x
2W2
(4)(y)
}
+
1
2
{
p21p
3
2, x
}− 3
4
{
p1p
2
2, yW
′
1(x)
}
+
1
2
W1(x)p
3
2 + xW
′
1(x)p
3
2
+
3
8
{p2,W1(x)W ′2(y)}+
3
4
{p2, xW ′1(x)W ′2(y)} −
3
4
~
2W ′′1 (x)p2
− 3
16
{
p2, y
2W ′1(x)W
′′
1 (x)
}
+
1
32
~
2
{
p2, y
2W1
(4)(x)
}
,
X032 =
(
p22 +W
′
2(y)
)(
p31 +
3
4
{p1,W ′1(x)}
)
= H2XA,
X023 =
(
p21 +W
′
1(x)
)(
p32 +
3
4
{p2,W ′2(y)}
)
= H1XB,
X050 =p
5
1 +
5
4
{
p31,W
′
1(x)
}
+
15
16
{
p1,W
′
1(x)
2
}
+
5
16
~
2
{
p1,W1
(3)(x)
}− g1~2
16
, (138)
X005 =p
5
2 +
5
4
{
p32,W
′
2(y)
}
+
15
16
{
p2,W
′
2(y)
2
}
+
5
16
~
2
{
p2,W2
(3)(y)
}− 1
16
gˆ1~
2,
XA =p
3
1 +
3
4
{p1,W ′1(x)} ,
XB =p
3
2 +
3
4
{p2,W ′2(y)} .
We have 7 linearly independent operators commuting with H, given in (138). By Theorem
1 we see that XA and X050 are polynomially related with H1, XB and X005 with H2. The
integrals X032 and X023 are simply products of lower order integrals.
The 3 polynomially independent integrals are H1, H2 and X122 so the system Q1 involving
two Weierstrass elliptic functions is superintegrable.
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Remark 3 the notations used here and below are that e.g X005 corresponds to setting A005 =
1, all other Aijk = 0 except those that are proportional to A005. Lower order integrals are
listed separately (e.g. XA).
Q2 :
V1(x) =~
2
(
α1P
′
4(x, α)− xαP4(x, α)− αP4(x, α)2 −
αx2
4
)
,
V2(y) =~
2
(
α1P
′
4(y, α)− yαP4(y, α)− αP4(y, α)2 −
αy2
4
)
. (139)
where α1 = ±
√
α 6= 0 and P4(x, α) = P4(x, α,K1, K2), P4(y, α) = P4(y, α, Kˆ1, Kˆ2) are the
fourth Painleve´ transcendents given by (92).
X122 = −1
2
{
p31p
2
2, y
}
+
3
4
{
p21p2, xW
′
2(y)
}− 1
2
W2(y)p
3
1 − yW ′2(y)p31 −
3
8
{p1,W2(y)W ′1(x)}
− 3
4
{p1, yW ′1(x)W ′2(y)}+
3
4
~
2p1W
′′
2 (y) +
3
16
{
p1, x
2W ′2(y)W
′′
2 (y)
}
− 1
32
~
2
{
p1, x
2W2
(4)(y)
}
+
1
2
{
p21p
3
2, x
}− 3
4
{
p1p
2
2, yW
′
1(x)
}
+
1
2
W1(x)p
3
2 + xW
′
1(x)p
3
2
+
3
8
{p2,W1(x)W ′2(y)}+
3
4
{p2, xW ′1(x)W ′2(y)} −
3
4
~
2W ′′1 (x)p2
− 3
16
{
p2, y
2W ′1(x)W
′′
1 (x)
}
+
1
32
~
2
{
p2, y
2W1
(4)(x)
}
+
1
24
α~2
(
−y3p31 +
3
2
{
p21p2, xy
2
}− 3
4
{
p1, y
3W ′1(x)
}
+
3
8
{
p1, x
2y2W ′′2 (y)
}
+ 3~2yp1 + x
3p32 −
3
2
{
p1p
2
2, x
2y
}
+
3
4
{
p2, x
3W ′2(y)
}− 3
8
{
p2, x
2y2W ′′1 (x)
}− 3~2xp2
)
+
1
2
~
2
(
Kˆ1 − α1
)(
−yp31 +
1
2
{
p21p2, x
}
+
1
2
W1(x)p2 + xW
′
1(x)p2 −
3
4
{p1, yW ′1(x)}
+
1
8
{
p1, x
2W ′′2 (y)
}
+
1
2
~
2yp1 (K1 − α1) + 1
24
x3αh2p2
)
− 1
2
~
2 (K1 − α1)
(
xp32 −
1
2
{
p1p
2
2, y
}− 1
2
W2(y)p1 − yW ′2(y)p1 +
3
4
{p2, xW ′2(y)}
− 1
8
{
p2, y
2W ′′1 (x)
}− 1
2
~
2xp2
(
Kˆ1 − α1
)
+
1
24
y3α~2p1
)
. (140)
There is just one higher order integral X122. It is algebraically independent of H1 and H2.
Thus the system Q2 with two functions P4 functions is superintegrable. The coefficients
α 6= 0 and can be scaled to α = −1 to obtain the standard form of P4 equation. However
the value of α is physically significant. The potential V (x, y) = V1(x) + V2(y) includes a
harmonic oscillator term −1
4
α(x2 + y2) and hence allows a discrete spectrum (for α < 0).
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Q3 :
V1(x) = 2~
2U1(x), V2(y) = ℘(y, gˆ1, gˆ2). (141)
where U1(x) is given by (121):
U1
(4)(x) =20U1(x)U
′′
1 (x) + 10U
′
1(x)
2 − 40U1(x)3 + αU1(x) + γ.
This equation is a candidate for providing new transcendents16. The linearly independent
integrals are
X023 =
(
p21 + V1(x)
)(
p32 +
3
4
{p2, V2(y)}
)
= H1XB,
X050 = p
5
1 +
5
4
{
p31, V1(x)
}
+
15
16
{
p1, V1(x)
2
}
+
5
16
h2 {p1, V ′′1 (x)} −
1
16
h4αp1 ,
X005 = p
5
2 +
5
4
{
p32, V2(y)
}
+
15
16
{
p2, V2(y)
2
}
+
5
16
~
2 {p2, V ′′2 (y)} −
1
16
~
2gˆ1p2 ,
XB = p
3
2 +
3
4
{p2, V2(y)} .
This case is not superintegrable. By Theorem 1 X050 and H1 are polynomially related, as
are XB and X005 with H2. Furthermore, X023 is a product of XB and H1.
Q4 :
V1(x) : arbitrary, V1(y) = 2~
2℘(y, gˆ1, gˆ2). (142)
X023 =
(
p21 + V1(x)
)(
p32 +
3
4
{p2, V2(y)}
)
,
X005 = p
5
2 +
5
4
{
p32, V2(y)
}
+
15
16
{
p2, V2(y)
2
}
+
5
16
~
2 {p2, V ′′2 (y)} −
1
16
~
4gˆ1p2 ,
XB = p
3
2 +
3
4
{p2, V2(y)} .
This case is “suspect” from the beginning since V1(x) is arbitrary. It is indeed not super-
integrable in view of Theorem 1. Specifically XB, X005 are algebraically dependent on H2
and X023 is the product of H1 and XB.
The remaining systems Q5, ..., Q9 are all superintegable and each allows just one fifth order
integral. However, none of them is confining (no bound states).
Q5 :
V1(x) = 2~
2U1(x), V2(y) = 2~
2P1
(
y, Bˆ1, Bˆ2
)
, Bˆ1 6= 0 (143)
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where U1(x) satisfies (See eq.(119))
U1
(5)(x) =20U1(x)U1
(3)(x) + 40U ′1(x)U
′′
1 (x)− 120U1(x)2U ′1(x) + (α + xλ)U ′1(x)
+ 2λU1(x) + ω, λ 6= 0.
Cosgrove showed16 that this ODE has the Painleve´ property and may define a new tran-
scendent, not reducible to one of the classical ones.
X023 = p
2
1p
3
2 +
3
4
{
p21p2, V2(y)
}
+ V1(x)p
3
2 +
3
4
{p2, V1(x)V2(y)}+ 3
8
{p1, xV2(y)V ′2(y)}
− 1
16
~
2
{
p1, xV2
(3)(y)
}
+
4Bˆ1
λ
(
p51 +
5
4
{
p31, V1(x)
}
+
15
16
{
p1, V1(x)
2
}
+
5
16
~
2 {p1, V ′′1 (x)}
− 1
16
~
4αp1
)
+
~
2ω
λ
(
p32 +
3
4
{p2, V2(y)}
)
.
Q6 :
V1(x) =~
2
(
P2(x, β)
2 + ǫ1P
′
2(x, β)
)
, ǫ1 = ±1
V2(y) =~
2
(
P2(y, βˆ)
2 + ǫ2P
′
2(y, βˆ)
)
, ǫ2 = ±1 (144)
with β 6= 0, βˆ 6= 0 and P2(x, β) = P2(x, β, µ, δ) , P2(y, βˆ) = P2(y, βˆ, µˆ, δˆ) are given by (116).
X032 = p
3
1p
2
2 +
3
4
{
p1p
2
2, V1(x)
}
+ V2(y)p
3
1 +
3
4
{p1, V1(x)V2(y)}+ 3
8
{p2, yV1(x)V ′1(x)}
− 1
16
~
2
{
p2, yV1
(3)(x)
}
+
1
8
β~2
{
p1p
2
2, x
}− 1
16
β~2 {p1, xyV ′2(y)} −
3~2µ
2β
(
p1p
2
2 + p1V2(y)
+
1
4
{p2, yV ′1(x)}
)
− β
βˆ
[
p21p
3
2 +
3
4
{
p21p2, V2(y)
}
+ V1(x)p
3
2 +
3
4
{p2, V1(x)V2(y)}
+
3
8
{p1, xV2(y)V ′2(y)} −
1
16
~
2
{
p1, xV2
(3)(y)
}
+
1
8
βˆ~2
{
p21p2, y
}− 1
16
βˆ~2 {p2, xyV ′1(x)}
− 3~
2µˆ
2βˆ
(
p21p2 + p2V1(x) +
1
4
{p1, xV ′2(y)}
)]
.
Q7 :
V1(x) =~
2
(
P2(x, β, µ, δ)
2 + ǫ1P
′
2(x, β, µ, δ)
)
, β 6= 0, ǫ1 = ±1
V2(y) =2~
2P1(y, Bˆ1, Bˆ2), B1 6= 0. (145)
X023 = p
2
1p
3
2 +
3
4
{
p21p2, V2(y)
}
+ V1(x)p
3
2 +
3
4
{p2, V1(x)V2(y)}+ 3
8
{p1, xV2(y)V ′2(y)}
− 1
16
~
2
{
p1, xV2
(3)(y)
}− ~2Bˆ1
β
(
p31 +
3
4
{p1, V1(x)} − 3~
2µ
2β
p1
)
.
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Q8 :
V1(x) = 2~
2U1(x), V2(y) = 2~
2U2(y), (146)
where
U1
(4)(x) =20U1(x)U
′′
1 (x) + 10U
′
1(x)
2 − 40U1(x)3 + αU1(x) + ωx+ γ, ω 6= 0
U2
(4)(y) =20U2(y)U
′′
2 (y) + 10U
′
2(y)
2 − 40U2(y)3 + αˆU2(y) + ωˆy + γˆ, ωˆ 6= 0.
X050 = p
5
1 +
5
4
{
p31, V1(x)
}
+
15
16
{
p1, V1(x)
2
}
+
5
16
~
2 {p1, V ′′1 (x)} −
1
16
~
4αp1
+
ω
ωˆ
(
p52 +
5
4
{
p32, V2(y)
}
+
15
16
{
p2, V2(y)
2
}
+
5
16
~
2 {p2, V ′′2 (y)} −
1
16
~
4αˆp2
)
.
Q9 :
V1(x) = 2~
2P1(x,B1, B2) V2(y) = 2~
2U2(y), B1 6= 0 (147)
where U2(y) satisfies
U2
(4)(y) = 20U2(y)U
′′
2 (y) + 10U
′
2(y)
2 − 40U2(y)3 + αˆU2(y) + ωˆy + γˆ.
X005 = p
5
2 +
5
4
{
p32, V2(y)
}
+
15
16
{
p2, V2(y)
2
}
+
5
16
~
2 {p2, V ′′2 (y)} −
1
16
~
4αˆp2
+
ωˆ~2
4B1
(
p31 +
3
4
{p1, V1(x)}
)
.
VII. Conclusion and future outlook
We have found all doubly exotic quantum superintegrable potentials that, in addition to
the Hamiltonian, allow one second and at least one fifth-order integral of motion and are
separable in Cartesian coordinates. All of these potentials are found as solutions of equa-
tions having the Painleve´ property. In most cases, they are expressed in terms of known
transcendental functions including the six Painleve´ transcendents. These results support
the conjecture which states that all superintegrable potentials that do not satisfy any linear
equation satisfy nonlinear equations having the Painleve´ property.
The main result of this paper is that we have determined that among the doubly exotic sys-
tems Q1, ..., Q9 of section 6, all except Q3 and Q4 are superintegrable. The most interesting
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one is Q2 that is the only one that is confining, i.e. sufficiently attractive to allow bound
states. In this case we plan to use the polynomial algebra of the integrals of motion gener-
ated by H1, H2 and X122 to calculate the energy spectrum and the wave functions8,25,26. We
also plan to construct all “singly exotic” potentials (e.g. when only V1(x) is exotic and V2(y)
is a solution of a linear equation), specially those that are also confining. The final aim of
this program is to prove the conjecture that all exotic separable superintegrable potentials
have the Painleve´ property (for arbitrary order N of the additional integral).
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A. Nonlinear compatibility condition for equations (22)-(24)
1
2
f12Vxxx +
(
3
2
f02 − f22
)
Vxxy +
(
−f12 + 3
2
f32
)
Vxyy +
1
2
f22Vyyy +
(−f22(0,1) + f12(1,0)) Vxx
+
(−f12(0,1) + 3f32(0,1) + 3f02(1,0) − f22(1,0))Vxy + (f22(0,1) − f12(1,0))Vyy
+
(
3
2
f32
(0,2) − f22(1,1) + 1
2
f12
(2,0)
)
Vx +
(
1
2
f22
(0,2) − f12(1,1) + 3
2
f02
(2,0)
)
Vy
+ h2
[(
−1
4
f10 − 1
8
f30
)
Vxxxxx +
(−5
4
f00 +
1
8
f20 +
1
2
f40
)
Vxxxxy +
(
1
4
f10 − 5
4
f50
)
Vxxxyy
+
(−5
4
f00 +
1
4
f40
)
Vxxyyy +
(
1
2
f10 +
1
8
f30 − 5
4
f50
)
Vxyyyy +
(
−1
8
f20 − 1
4
f40
)
Vyyyyy
+
(
1
2
f20
(0,1) +
1
2
f40
(0,1) − f10(1,0) − 1
4
f30
(1,0)
)
Vxxxx
+
(
f10
(0,1) − 3
4
f30
(0,1) − 5
2
f50
(0,1) − 5f00(1,0) + 3
4
f20
(1,0) +
1
2
f40
(1,0)
)
Vxxxy
+
(−3
4
f20
(0,1) +
3
2
f40
(0,1) +
3
2
f10
(1,0) − 3
4
f30
(1,0)
)
Vxxyy
+
(
1
2
f10
(0,1) +
3
4
f30
(0,1) − 5f50(0,1) − 5
2
f00
(1,0) − 3
4
f20
(1,0) + f40
(1,0)
)
Vxyyy
+
(
−1
4
f20
(0,1) − f40(0,1) + 1
2
f10
(1,0) +
1
2
f30
(1,0)
)
Vyyyy
+
(−3
4
f10
(0,2) − 3
4
f30
(0,2) − 5
4
f50
(0,2) +
3
4
f20
(1,1) +
1
2
f40
(1,1) − 3
2
f10
(2,0) − 1
2
f30
(2,0)
)
Vxxx
+
(−15
4
f00
(0,2) +
9
4
f40
(0,2) +
3
2
f10
(1,1) − 3
4
f30
(1,1) − 15
2
f00
(2,0) +
3
4
f20
(2,0) +
3
2
f40
(2,0)
)
Vxxy
+
(
3
2
f10
(0,2) +
3
4
f30
(0,2) − 15
2
f50
(0,2) − 3
4
f20
(1,1) +
3
2
f40
(1,1) +
9
4
f10
(2,0) − 15
4
f50
(2,0)
)
Vxyy
+
(
−1
2
f20
(0,2) − 3
2
f40
(0,2) +
1
2
f10
(1,1) +
3
4
f30
(1,1) − 5
4
f00
(2,0) − 3
4
f20
(2,0) − 3
4
f40
(2,0)
)
Vyyy
+
(
3
4
f20
(0,3) + f40
(0,3) − 3
2
f10
(1,2) +
3
2
f40
(2,1) − f10(3,0) − 3
4
f30
(3,0)
)
Vxx
+
(
3
2
f10
(0,3) − 1
4
f30
(0,3) − 5f50(0,3) − 15
2
f00
(1,2) +
3
4
f20
(1,2) +
3
4
f30
(2,1) − 15
2
f50
(2,1) − 5f00(3,0)
+ −1
4
f20
(3,0) +
3
2
f40
(3,0)
)
Vxy +
(−3
4
f20
(0,3) − f40(0,3) + 3
2
f10
(1,2) − 3
2
f40
(2,1) + f10
(3,0)
+
3
4
f30
(3,0)
)
Vyy +
(−3
8
f30
(0,4) − 5
4
f50
(0,4) +
3
4
f20
(1,3) − 1
2
f40
(1,3) − 3
4
f10
(2,2) +
3
4
f30
(2,2)
− 15
4
f50
(2,2) − 1
4
f20
(3,1) +
3
2
f40
(3,1)
)
Vx +
(−3
8
f20
(0,4) − 1
4
f40
(0,4) +
3
2
f10
(1,3) − 1
4
f30
(1,3)
− 15
4
f00
(2,2) +
3
4
f20
(2,2) − 3
4
f40
(2,2) − 1
2
f10
(3,1) +
3
4
f30
(3,1) − 5
4
f00
(4,0) − 3
8
f20
(4,0)
)
Vy
− 1
4
f10
(4,0) − 3
8
f30
(4,0)
]
= 0. (A1)
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