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Abstract 
An edge-coloring of a graph G is called vertex-distinguishinq if forany two distinct vertices the 
multisets of colors assigned to incident edges differ. Let c(G) be the minimum number of colors 
necessary for such a coloring, and let ni denote the number of vertices of degree i in G. A simple 
count shows that c(G)>>-max{n~,Clnlz/2}. We prove that if G is a tree then ciG)~< 
max In1, C2n~!Zl. 
1. Introduction 
The following problem was proposed by Chartrand et al. [4]. Assign positive 
integer weights to the edges of a simple graph G in such a way that weight sums at 
each vertex are distinct. Such an assignment is called irregular and is possible only for 
graphs with no isolated edges and at most one isolated vertex. The problem is to 
determine the minimum, over all irregular assignments of a graph G, of the largest 
weight. This number, called the strength of G and denoted by s(G), has been studied in 
several papers; see [5] for a survey. 
In [1] and [2] a natural variant of the strength problem was identified and studied. 
Let c(G) denote the minimum number of integers required for an irregular assignment 
of a simple graph G. An edge-coloring ofa graph G is called vertex-distinguishing if for 
any two distinct vertices u and v, the multiset of colors assigned to the set of edges 
incident to vertex u differs from the multiset of colors assigned to the set of edges 
incident o vertex v. In [1] it is noted that c(G) represents the minimum number of 
colors required for a vertex-distinguishing (or irregular) edge-coloring of G. Hence 
c(G) is called the irregular coloring number of a graph G. It is also noted in [1] that 
c(G) <~ s(G). 
Let hi(G) equal the number of vertices of degree i in the graph G. If no confusion can 
result this parameter may also simply be denoted as hi. Clearly c(G)>~nl(G). Also, 
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since (P~ 1) equals the number of distinct two-element multisets that may be formed 
using p objects, we must have that ½c(G)(c(G)+ 1)~>nz(G). Thus c(G)> 2x/~2(~- -  ½. 
It is conjectured in [-3] that for a tree T' (on at least three vertices) with no vertices 
of degree 2, s(T')=nl(T' ) .  In [-1] it is noted that, for such a tree, the corresponding 
result c (T ' )= nl(T') can readily be proved. It is the purpose of this note to prove that 
for any tree T on at least three vertices, c(T)<<.max{nl(T),4.62nx/~)2(T)oS}+l. 
A labelling algorithm will be described in Section 2. In Section 3 we prove that the 
algorithm will produce a vertex-distinguishing coloring of a given tree. 
2. The labelling algorithm 
Let T be a tree. For a,b~ V(T) such that degr(a)#2 and degr(b)#2, a suspended 
path of T is a path from a to b such that if c is an internal vertex of the path then 
degr(c)= 2. We will root the tree and label along suspended paths of the tree in the 
direction of the root. The following equality (1) will be useful. If the tree has 
maximum degree m, then Y~i"--1 inl =21E(T)f =21V(T) -  l l=2(n 1 +nz + ... +n , , -  1). 
This implies that 
n1=n3+ 2n4+ 3n5+ ... +(m--2)nm+ 2. (1) 
Root the tree at any degree 1 vertex r. For ve V, let depth(v) equal the number of 
vertices of degree at least 3 internal to the v-r path. An edge is said to be above a large 
vertex if its end vertices have different depths and one end vertex is of degree 2. An 
edge is said to be below a vertex of degree d if its end vertices have the same depth, one 
end vertex has degree d, and the other end vertex has degree 2. The purpose of 
introducing the above definitions is that we will label paths in nonincreasing order of 
depth - from a vertex of maximum depth to the first vertex of lesser depth. Note that 
the edge incident to the root vertex will be the last edge of the tree to be labelled. 
Suspended paths are labelled on a "first most available" basis described below. 
Labelj is available to use with label i if the pair i andj  has not yet been used to label the 
pair of edges incident o a degree 2 vertex. Let ai be a running count of the number of 
labels that are available to use with label i. If we are to use s labels, then initially al = s 
for all i. For each label i, let ui= s -a l .  Thus u~ represents the number of labels used 
with label i to label the pair of edges incident to some vertex of degree 2. 
If an edge of a suspended path is labelled i, use the following procedure to label the 
next edge of the path: first determine which labels j are available to use with label i. 
Then determine which of these are "most available" (have largest a j) and choose the 
first of the most available under the natural ordering of the indices. Finally, decrease 
aj for the chosen label j by 1 or 2 as appropriate. If the edge to be labelled is above 
a large vertex, then aj is decreased by 1 to account for the pair i andj. If both of the end 
vertices of the edge to be labelled are of degree 2, then aj is decreased by 2 to account 
for the use ofj  in a pair with both label i and with the next yet to be determined label. 
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This method ensures that when choosing a label j for an edge, only one parameter, 
namely a j, need be adjusted; the parameter al counting availability for the previous 
edge label i was decreased appropriately when label i was chosen. 
In choosing an edge label below a vertex of degree d ~> 3, labelling by depth implies 
that d -  1 edges incident to the vertex have been labelled. Determine which labels are 
available to complete the d-tuple so that it will be distinct from other already 
completed -tuples. Find the first most available as described above. Since d>~3, 
Eq. (1) implies that s>~nl >rid SO that given d -1  entries, we can always complete 
a d-tuple with some label j so that the completed -tuple is distinct from the other 
completed -tuples. The parameter a t is then decreased by 1 to account for the use of 
label j with the next yet to be determined label. We shall see within the proof that 
follows that if the number of colors is chosen appropriately, then the value of aj (both 
here and in the above paragraph) is such that it remains nonnegative under the 
required reductions by 1 or 2. 
To choose a label for an edge that has end vertices p and q such that degree(p) and 
degree(q) are both greater than 2, note that one end vertex, say vertex p, has greater 
depth. Labelling by depth implies that there are degree(p)-  1edges incident to p that 
are already labelled. As above we may choose a label j that distinguishes the 
degree(pj-tuple of labels from other degree(p) sets of labels on edges incident to 
vertices of degree p. Note that q is incident to at least one other unlabelled edge and 
that we need not consider the degree(q)-tuple in choosingj. The degree(q)-tuple will be 
distinguished from other degree(q)-tuples when we label the last unlabelled edge of 
this tuple. Note also that the parameter aj need not be decreased. 
3. Proof of theorem 
Theorem 1, For any tree T with at least three vertices, c( T) <~ max {nl, 4.62x/n~ 2, 81 + 1. 
The absolute constant 4.62 given above may be replaced by a constant kT which depends 
on T, where 2xf2<kT<4.62.  
Proof. Let T be a tree with at least three vertices. We will prove the more general 
result 
c(T) <~ max {nl, kwh22, 8} + 1, 
where k is a constant depending on T. Let s = [_max {n l, k x/n2, 8}_]. We will show later 
that k must be chosen so that 
s ~> (3k 2 + k x /~ + 64)/(k 2 - 8). 
Let f (x)  = (3x 2 + x ~ 64)/(x 2 -- 8). Now f is a decreasing function on (2 x~,  4.62] 
with f(4.62)< 8. Therefore, depending on the values of n 1 and n2, i.e. depending on the 
tree T, the constant k may be chosen somewhere in the interval (2x~,4.62). 
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First label each edge that has one end of degree 1 except for the edge incident o the 
root, and decrease al by 1 for appropriate labels i. The fact that s>>,nl implies this 
labelling can be done to distinguish degree 1 vertices. We have described above an 
algorithm that labels along suspended paths of T. Henceforth we will label paths in 
nonincreasing order of depth. As previous remarks indicate, it is always possible to 
choose a label for the last unlabelled edge incident o a vertex of degree d, for d/> 3, to 
distinguish the d-tuple from other completed -tuples of labels. Thus to prove that the 
algorithm described oes not prematurely terminate, we need only show that it is 
always possible to choose a label for the "next" edge of a suspended path. To 
accomplish this, we need to show that ai~>2 for all i. We will show that, in fact, 
ai>~(s-4)/2 for all i. Since s~>8, the result follows. 
Call label i bad if ai < (s-4)/2 and almost bad i f(s-4)/2 ~< ai < (s-2)/2. We show that 
there is only one situation in which a label may become almost bad and that no label 
becomes bad. Assume that no label has yet become bad. If the labelling of an edge 
forces some label to become bad or almost bad, then the edge is either (1) the "next" 
edge of a suspended path, or (2) below a vertex of degree/> 3.We consider these cases 
separately. 
Case 1: Suppose an occurrence of a bad or almost bad label occurs when labelling 
an edge which is the "next" edge of some suspended path. One adjacent edge is 
labelled; suppose this label is x. No bad label prior to this time implies a~ ~>(s-4)/2. 
A label becoming bad or almost bad implies that for each label i available to x, 
a~-2<(s-2) /2 .  (If the edge is above a large vertex, then each ai need only be 
decreased by 1. However, if a i - l<(s -2 ) /2 ,  then a i -2<(s -2) /2 . )  This implies 
u~ > (s-2) /2 for at least (s-4)/2 labels i. Thus we have used more than (s 2 -  6s + 8)/8 
pairs of labels to label edges incident to vertices of degree 2. Note that in this 
count we must divide by 2, as a pair ij is counted in both ul and uj. But 
s/> (3k 2 + kx/k 2 + 64)/(k 2 - 8) implies (S  2 - -  6s + 8)/8/> s2/k 2, and s 1> kx/~2 implies 
s2/k 2 ~rl 2 SO that (S2- -6Sq  - 8)/8 ~r/2. This implies there are already more pairs of 
labels on edges incident to vertices of degree 2 than can occur in the tree. This 
contradiction establishes that no label becomes bad or almost bad in this situation. 
Case 2: Suppose a bad or almost bad label occurs at an edge below a vertex of 
degree j >~ 4. Labelling by depth implies j -1  edges incident o this vertex of degree 
j are already labelled. Let p be the number of completed j-tuples of labels which 
contain the given j -1  entries. There are s -p  labels that may complete the given 
j-tuple to distinguish it from other already completed j-tuples of labels. From (1) we 
know that p<nj<~(s-2)/ ( j -2) .  Therefore, j~>4 implies s -p>(s+2) /2 .  If 
a~- 1 < (s -  2)/2 for all s -  p available labels i, then ui > s/2 for each of these labels and 
we have used more than (s 2 + 2s)/8 pairs of labels to label edges incident o vertices of 
degree 2. As above, this is a contradiction which establishes that no label becomes bad 
or almost bad below a vertex of degree />4. 
Therefore, the only place a label may become almost bad is on an edge below 
a vertex of degree 3. Suppose a 3-tuple has two edges already labelled a and b. If the 
triples abcl, abc2 ..... abc~ have already been used to label edges incident o vertices of 
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degree 3, then there are s -q  labels available to label the given edge so that the 3-tuple 
of labels to be completed is distinct from all other already completed 3-tuples of labels 
labell ing edges incident to vertices of degree 3. Call ab a common pair if a and b have 
been used together on at least s/2 of the already completed 3-tuples (i.e. if q >>, s/2). If ab 
is not a common pair, then s -q>s/2  and if ai-1 <(s -2) /2  for each of the s -q  
available labels i, then ul > s/2 for each of these labels i implies we have used more than 
s2/8 pairs of labels to label edges incident to vertices of degree 2. As before, our 
restrictions on s imply this is a contradict ion. This establishes that no label becomes 
almost bad below a vertex of degree 3 unless the edge labels of the two labelled edges 
are a common pair. 
Suppose a label becomes almost bad below a vertex of degree 3 where the labels of 
the two labelled edges incident to the vertex are a common pair ab. Since ah is 
a common pair, then s ~> nl > n3 implies there is no other common pair. Thus if % + 1 is 
the chosen label, then a . . . .  is decreased by 1 so that cq+ 1 may become almost bad, but 
the fact that there is no other common pair implies that this label will not be required 
to complete another 3-tuple, hence will not become bad. 
Thus no label ever becomes bad. By previous remarks, the algorithm will continue 
until the only edge left to be labelled is incident o the root vertex. It may be necessary 
to use a new label for this edge as it is incident to a degree 1 vertex and must receive 
a label that distinguishes the tuple adjacent o the root and also has not yet been used 
on an edge with an end of degree 1. Thus if k is chosen so that Lmax {nl, k,/~n~, 8}J> 
(3k2+kxf~+64) / (k2-8) ,  then we may label the tree with Lmax{nl,kx/~2,8~ + lJ 
labels which establishes the bound c(T)<~max{nl,kx~2, 8} + 1. L~ 
References 
[1] M. Aigner and E. Triesch, Irregular assignments and two problems ~i la Ringel in: Bodendiek and 
Henn, eds., Topics in Combinatorics and Graph Theory, dedicated to G. Ringel (Physica, Heidelberg, 
1990) 29-36, 
[2] M. Aigner, E. Triesch and Z. Tuza, Irregular assignments and vertex-distinguishing ed e-colorings of 
graphs, in: A. Barlotti et al. eds., Combinatorics '90 (Elsevier, Amsterdam, 1992 1-9). 
[3] L. Cammack, R. Schelp and G. Schrag, Irregularity strength of full d-ary trees, Congr. Numer. 81 ( 1991 )
113-120. 
[4] G. Chartrand, M. Jacobson, J. Lehel, O. Oellermann, S. Ruiz and F. Saba, Irregular networks, Congr. 
Numer. 64 (1988) 197-210. 
[5] J. Lehel, Facts and quests on degree irregular assignments in: Y. Alavi et al., eds., Graph Theory, 
Combinatorics, and Applications, Vol. 2 (Wiley-lnterscience, N w York 1991) 765 781. 
