Abstract. This paper demonstrates that scalability and competitive e ciency can be achieved for unstructured grid nite element applications on distributed memory machines, such as the Connection Machine CM-5 system. The e ciency of nite element solvers is analyzed through two applications: an implicit computational aerodynamics application and an explicit solid mechanics application. Scalability of mesh decomposition and data mapping strategies are also discussed. Numerical examples that support the claims for problems with an excess of fourteen million variables are presented.
Introduction
Industrial design using nite element analysis software often requires solving problems involving hundreds of thousands or even several million degrees of freedom. Distributedmemory parallel systems have been shown to be a useful alternative to classical vector supercomputers when solving those large-scale problems because of their potentially greater computing power and their large memory. However, scepticism sometimes arises as how nite element techniques would perform on parallel systems equipped with a large number of processors. We intend to show that the major components of a nite element application can use e ciently such parallel computers, regardless of the number of processors.
An outline of this paper follows. In Sections 2 and 3, we address the structure of data-parallel nite element applications and some of the scalability issues. Section 4 describes the mesh decomposition and data mapping procedures and analyzes their scalability using several unstructured meshes. Section 5 presents the performance of two nite element formulations on several Connection Machine CM-5 system con gurations. Finally, conclusions are drawn in Section 6.
Unstructured grid nite element applications
Implementations of nite element applications for uid dynamics 2, 4, 11] and structural analysis 1, 3, 21] on the Connection Machine systems have shown that the following generic program structure can be used to describe such applications:
1. Decompose the unstructured mesh and map the nodes and the elements to the processors 2. Preprocess the mesh connectivity for gather and scatter operations 3. Loop over the number of time steps:
4. Gather current solution from nodes to elements 5. Calculate element residuals, and possibly element left-hand-side matrices 6. Scatter residuals to the nodes 7. Advance the solution using explicit or implicit iterative schemes
The solution update using an explicit solver involves only daxpy operations, which are embarrassingly parallel. In implicit iterative solvers such as conjugate gradient or GMRES, the solution update phase requires daxpy and dot-product operations, as well as matrix-vector products. The matrix-vector product is performed either in an elementby-element fashion using element left-hand-side matrices 17, 25] or using a matrix-free 2 strategy 12]. In both cases, the matrix-vector product is done through a gather-computescatter cycle similar to Steps 4 through 6 in the above pseudo-code. We can therefore describe a nite element program as being a loop over a certain number of iterations (iterations being either time steps or a combination of time steps and solver iterations) containing a gather-compute-scatter cycle. Based on the above program structure, two data representations are needed: nodes and elements. The relationship between the two is commonly de ned by the element nodes array ien of dimension n el n en . n el is the number of elements in the mesh and n en is the number of element nodes (e.g., n en = 4 for linear tetrahedron elements and n en = 8 for tri-linear brick elements). The array ien is used to perform the gather and scatter operations.
De nition of scalability
The notion of scalability is de ned to be an n-fold increase in performance for the application being run on a distributed-memory computer, when both the number of processors and the size of the problem being solved are increased by a factor of n. Simplisticly, a scalable computing environment (which includes the user application, the computer hardware and the system software) allows the user to solve large problems on a large number of processors in about the same time as small problems in a small number of processors. The word \about" in the previous sentence re ects the in uence of problem size on the numerical properties of the problem, such as the convergence of iterative solvers and the number of time steps required to solve nite element problems. This in uence will appear on some of the simulation examples presented in the following sections.
We measure the problem size in terms of the number of nite elements. Most computations are performed at the mesh element level (Step 5 in the generic program structure of Section 2). Consequently, the number of elements is a good indicator of the total amount of computation required.
It can be easily seen that scalability can be achieved only if all computations proportional to the number of elements are done in parallel. Running any fraction of such computations sequentially will lead to a bottleneck past a certain problem size. However, scalability does not preclude doing a xed amount of computations sequentially. One such example is the solution of the least-squares problem in the GMRES algorithm: the computations for this problem (whose size is only a function of the Krylov space dimension) are performed on the control processor of the CM-5 system 10]. Based on the program structure presented in Section 2 and on the de nitions just given, the scalability of the 3 mesh decomposition and the nite element solver (i.e., the gather-compute-scatter cycle) are analyzed in the following sections.
Mesh decomposition
As mentioned in Section 2, both the elements and the nodes of the unstructured mesh are mapped onto the processors of the parallel system. We have designed a two-step procedure which performs these mappings:
1. First, the mesh is decomposed into element blocks made of adjacent elements. 2. The nodes are then mapped onto the processors using the above mesh partitioning as a criterion for chosing the placement of each node. The objective of these mappings is to achieve as much locality between the nodes and the elements as possible to minimize data transfer between processors. In order to achieve the best computational load-balance possible in the nite element program itself, we constrain the elements and the nodes to be uniformly distributed across the processors, i.e., all processors hold the same number of elements (resp. nodes) except for the last processor, which gets whatever elements (resp. nodes) remain. Both the partitioning and the mapping are done on the parallel system.
The term \processor" used throughout this paper corresponds to a memory unit with independent processing capability. In the context of the CM-5, the term processor denotes a vector unit. We note that, for cache-based architectures, a much ner partitioning based on cache size may yield improved performance. Thus, the term processor should be viewed in the context of the memory architecture. Moreover, four processors are gathered into a so-called processing node on the CM-5. Thus, in a CM-5 system there four times as many processors as processing nodes.
Recursive spectral bisection
The mesh decomposition into element blocks is performed using a Connection Machine Fortran implementation of the recursive spectral bisection (RSB) algorithm 13]. Connection Machine Fortran is a dialect of High Performance Fortran 18] . The RSB algorithm was initially proposed by Pothen et al. 23 ] to obtain separators for sparse matrices. Then, Simon 26] applied it to mesh partitioning and demonstrated that high quality decompositions could be obtained. The RSB algorithm is based on an iterative partitioning process which decomposes the whole mesh into two partitions, each of which in turn is decomposed into two partitions, and so on. The number of steps in this process 4
is therefore log 2 (number of processors). The implementation of the algorithm is done such that all elements of the mesh are treated in parallel. It implies a two-level parallelization; one level on the partitions generated at a given stage of the recursive process and the other on the elements in each partition. One strength of the RSB algorithm is that it requires only topological mesh information. The partitioning quality will therefore not be a ected by regions of highly concentrated or highly distorted elements. In our implementation, we have based the RSB algorithm on the dual mesh connectivity array idual of dimension n el n faces , which de nes the list of elements sharing a face with a given element. n faces is the number of element faces (e.g., n faces = 4 for tetrahedral elements and n faces = 6 for brick elements). This array can be easily generated from the element nodes array ien. The array idual is used to de ne the positive semi-de nite Laplacian matrix L L ij = ?1; if elements i and j share a face; 0; otherwise.
(1)
The reordering of the components of the eigenvector associated with the smallest nonzero eigenvalue provides a reordering of the elements before the bisection is applied. The computation of this eigenvector is performed using a parallel implementation of the Lanczos algorithm. The details of this implementation are presented in 13]. This algorithm is applied to the whole mesh during the rst partitioning step, and to subsequent subdomains until the required number of partitions is obtained. The quality of the partitioning obtained with the RSB algorithm is often measured by counting the number of graph edge cuts. In the case where the RSB algorithm is based on the dual connectivity array, a graph edge is simply an element face shared by two elements. The number of edge cuts is de ned as the number of faces shared by elements of di erent element blocks. It provides a qualitative measure of the amount of data to be exchanged between two partitions (or processors). It should be noted that the RSB algorithm can partition meshes containing several element types. Hendrickson and Leland 5] have de ned a weighted RSB algorithm which can take into account variations in workload between the di erent element types, but the current parallel implementation does not include such a feature. Several remarks can be made regarding the scalability of this algorithm: 1. The two-level parallelization presented above implies that the mesh decomposer performance will remain constant throughout the partitioning process since the parallel 5 system always processes the same number of data, namely the number of elements in the whole mesh. This implies that scalability as de ned in Section 3.1 should be achieved for this implementation of recursive spectral bisection. 2. However, the total partitioning cost is not a sole function of the number of elements per processor. Even if both the number of processors and the problem are scaled by the same factor, the partitioning cost will still increase because the mesh decomposer will require additional partitioning steps (remember that the number of partitioning steps is equal to log 2 (number of processors)). Moreover, the number of Lanczos iterations required to solve the eigenvalue problem to a given tolerance depends strongly on the mesh being partitioned, generally increasing with the problem size, which in turn increases the partitioning time. Nonetheless, the scalability of the RSB implementation alleviates those cost increases by taking advantage of a larger number of processors when the problem size grows. The RSB algorithm has been implemented on the Connection Machine CM-5 system and is part of the Connection Machine Scienti c Software Library 27] . It has been used to partition the following ve tetrahedral meshes on ve CM-5 systems of di erent sizes:
1. A mesh with 109;914 elements around a Falcon Jet airplane (see Figure 1 ) partitioned on a 32-processing node CM-5. 2. A mesh with 266;556 elements around an ONERA M6 wing (see Figures 2 and 3) partitioned on a 64-processing node CM-5. 3. A mesh with 575;986 elements around a generic commercial airplane (see Figure 4) partitioned on a 128-processing node CM-5. 4. A mesh with 1;010;174 elements around an F-18 ghter jet (see Figure 5) partitioned on a 256-processing node CM-5. 5. A mesh with 2;132;448 elements around an ONERA M6 wing partitioned on a 512-processing node CM-5. This is a re ned version of the mesh described in item 2. The number of nodes, number of elements and number of graph edges for each problem are summarized in Table 1 . The number of elements per processor is not constant over those problems, but its variations are relatively small, thus allowing a useful evaluation of the mesh decomposer performance on several CM-5 con gurations. Table 2 presents the partitioning timings, the number of Lanczos iterations required for each problem, and 10 the number of edge cuts generated by the RSB algorithm. Figure 6 shows the scalability of the parallel RSB implementation by giving the partitioning time as a function of the number of partitions for the ve meshes we consider. One can note the reasonable increase in partitioning time despite much larger increases in problem size, number of partitions and Lanczos iterations.
Node renumbering
Once the elements have been reordered to obtain element blocks, the mesh nodes are renumbered using the following procedure:
1. Each element is assigned the element block number to which it belongs. 2. Each element sends the block number to the nodes it is associated with. Nodes receiving the same block number from their neighboring elements are marked as \interior nodes" and their location code is the block number received. The other nodes are marked as \boundary nodes" and they choose their location code arbitrarily from the block numbers they received using the randomization capabilities of the CM-5 data network hardware. 3. Nodes are ranked based on their location code with the constraint of having interior nodes ranked before boundary nodes for the same location code. 4. Nodes are assigned to the processors based on the their location code in the order obtained at Step 3. This strategy forces interior nodes to have a greater probability than boundary nodes of being assigned to the same processor as the elements they are associated with. Note, however, that because of the load-balance constraint that nodes be distributed evenly, as described at the beginning of Section 4, all nodes may not be assigned during this step. 5. Nodes which have not been assigned during Step 4 are distributed among the processors which still have room left in the order obtained at Step 3. This procedure can be easily expressed in CM Fortran (or HPF). Parallelization occurs over the elements for Steps 1 and 2 and over the nodes for Steps 3 through 5. Renumbering the nodes of the meshes described in Section 4.1 takes about 0.3 seconds on the respective CM-5 con gurations considered, which less than 1% of the partitioning time.
Finite element computations
This section presents performance results of two nite element programs: one program for computational aerodynamics and one program for solid mechanics. . A shock-capturing term is added to the variational formulation to eliminate overshoots near discontinuities. The implementation is general enough to accomodate any element type (currently available elements are triangles and quadrilaterals in 2-D and tetrahedra, wedges and bricks in 3-D) and any order of numerical integration. An implicit time-marching scheme is used to solve the nonlinear problems arising from the nite element discretization. Each nonlinear system is linearized using a Newton-type method and each nonsymmetric system of equations is solved using a matrix-free preconditioned GMRES algorithm 12, 24, 25] .
All examples presented in this section involve the computation of steady inviscid ows. We have therefore used a local time-stepping strategy where the time step in each element is a function of a global CFL number. One integration point per element was used. Only one Newton iteration per time step was performed and the GMRES tolerance was set to 0.1. All problems were initialized with a uniform free-stream ow. The nite element program was compiled using the CMF compiler version 2.1 and run on timeshared CM-5 systems running the operating system CMost 7.2. All computations were done in 64-bit arithmetic.
The ve meshes described in Section 4.1 have been used to perform uid ow computations. Flow characteristics, CM-5 system con gurations, number of time steps and CFL number used for each computation are reported in Table 3 . All computations, except the one on the re ned M6 wing mesh (due to a lack of computing time), have been found to be converged to engineering accuracy (3 digits). Monitoring of the aerodynamic forces on the lifting body allowed us to assess convergence of the solution. The mapping strategies presented in Section 4 were used in all cases. The gather and scatter operations were performed using communication primitives provided by the Connection Machine Scienti c Software Library. Fluid ow solutions are presented in 13].
Timings of computation, gather and scatter parts of the program are presented in Table 4 and their performance are given in Table 5 . Several remarks can be made:
1. The time spent doing gather/scatter operations (which involve inter-processing node communication) in this program is about 20% of the total time for all problems, indicating that this application is computation-bound. . Execution rates per processing node for the computational part of the solver and gather/scatter bandwidths per processing node remain fairly constant over all test problems and CM-5 con gurations considered. This is a clear indication of the hardware, system software and nite element solver scalability. 3. The overall execution rate per processor is also almost constant for all examples considered, which leads to the linear scalability plot shown in Figure 7 . One should note that the solver performance is close to 20% of the peak hardware performance, indicating that a computational e ciency comparable to that of similar applications on conventional computers can be achieved.
Number of processing nodes 
Explicit nite element analysis
A full three-dimensional analysis of specimens subject to impact loading is carried out using a transient 3-D nite element program written in CMF 20{22]. An elasticviscoplastic constitutive relation for a porous plastic solid is used to model ductile fracture by the nucleation and subsequent growth of voids to coalescence. Cleavage is modelled in 14 terms of attaining a critical value of the maximum principal normal stress over a speci ed material volume. A convected coordinate Lagrangian formulation is employed and the discretization is based on 20-node brick elements with 2 2 2 Gauss points. The equations of motion are integrated numerically by an explicit integration procedure using a lumped mass matrix. The predictions of the full three dimensional calculations for Charpy V-notch specimens are compared with those of corresponding plane strain analyses. For this problem we use three data representations (compared to two for the aerodynamics analysis). The rst representation maps unassembled nite elements in the mesh onto processors of the architecture. The second representation maps assembled nodal degrees of freedom onto processors. Finally, the third representation maps cleavage grains onto processors. There are two kinds of data interactions. First, there is data interaction between the unassembled nite elements and the assembled nodal degrees of freedom 19] . Next, there is data interaction between the cleavage grains and the unassembled nite elements. These interactions result in communication between the processing nodes. The parallel RSB algorithm, described in Section 4.1, is used to partition the nite element mesh on to the processors. Nodal degrees of freedom that are interior to a partition are mapped to the processor to which the partition is assigned. Boundary nodes must be assigned to one of the partitions among which they are shared, or replicated among the partitions among which they are shared. Only boundary nodes require communication between processing nodes. In our implementation boundary nodes are assigned to the partitions among which they are shared in an arbitrary manner. Cleavage grains that are interior to a partition are mapped to the processor to which the partition is assigned. Boundary cleavage grains are assigned to one of the partitions among which they are shared. This mapping scheme maximizes locality of reference and minimizes the contention for the nite number of communication channels.
The implementation is structured in a way such that the body of the time stepping loop 1. performs a gather operation from the assembled nodal degrees of freedom to the unassembled nite elements, 2. computes the unassembled nodal forces and maximum principal stresses at all quadrature points, 3. scatters the element-wise principal stresses to the cleavage grains to compute the volume average of the maximum principal stress over the grain, 4. gathers the volume average of the maximum principal stress to the group of unassembled nite elements, 15
5. modi es the unassembled nodal forces to account for elements that have cleaved, and nally 6. scatters the unassembled nodal forces to the group of assembled nodal degrees of freedom. After the rst gather operation, all the relevant data are local to a processor. The computation of the unassembled force values, therefore, requires no additional communication. The reader is referred 21] for a detailed description. Table 6 shows the overall performance of the gather-scatter loop as a function of for di erent nite element meshes and the con guration of the computing platform. For the simulations reported here, approximately 5% of the total time is spent in the gather operation and 5% of the total time is spent in the scatter operation, yielding a total communication time percentage of 10%. A specimen geometry is depicted in Figure 8 . A detailed description of the meshes is available in 21].
Conclusions
We have presented a performance analysis of nite element applications. It has been shown that both the data decomposition/data mapping strategies and the actual nite element solvers are able to achieve scalability, therefore taking advantage of an increasing number of processing nodes. Scalability of these applications leads to very high performance on large parallel systems when solving large-scale unstructured mesh problems.
