The problem of finding measures whose orthogonal polynomials are also eigenfunctions of higher-order difference operators have been recently solved by multiplying the classical discrete measures by suitable polynomials. This problem was raised by Richard Askey in 1991. The case of the Hahn family is specially rich due to the number of parameters involved. These suitable polynomials are in the Hahn case generated from a quartet F 1 , F 2 , F 3 and F 4 of finite sets of positive integers. In this paper, we show that the order of the corresponding difference operators can be reduced by assuming certain symmetries on both, the parameters of the Krall-Hahn family and the associated quartet
Introduction
Krall [1] obtained in 1939 a complete classification of the orthogonal polynomials that are also eigenfunctions of a differential operator of order 4. Following his pioneering work, orthogonal polynomials that are also eigenfunctions of higher-order differential operators are usually called Krall polynomials. This terminology can be extended to finite order difference and q-difference operators. Krall polynomials are also called bispectral following the terminology introduced by Duistermaat and Grünbaum [2] (see also [3, 4] ). Krall polynomials received increasing interest after the 1980s, when it was proved that if one takes the Laguerre x α e −x or (1 − x) α (1 + x) β Jacobi weights, assumes that one or two of the parameters α or β are non-negative integers and adds a linear combination of Dirac deltas and their derivatives at the endpoints of the orthogonality interval, the associated orthogonal polynomials are eigenfunctions of higher-order differential operators [3, [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . The Krall problem was also studied for orthogonal polynomials which satisfy q-difference equations (see, for instance, [15] [16] [17] ). In 1991, at the first years of this renewal interest in bispectral orthogonal polynomials, Richard Askey [18, p.418 ] raised the problem of finding orthogonal polynomials that are also eigenfunctions of higher-order difference operators. Askey's question was open until 2012, when one of us [19] found the first examples of measures whose orthogonal polynomials are also eigenfunctions of higher-order difference CONTACT Manuel D. de la Iglesia mdi29@im.unam.mx Instituto de Matemáticas, Universidad Nacional Autónoma de México, Circuito Exterior, C.U. 04510, Ciudad de México, Mexico operators. The recipe given in [19] to construct Krall discrete polynomials is the following: multiply the classical discrete measures by suitable polynomials. All the conjectures in [19] have been proved by the authors in a series of papers (see [20] [21] [22] ). The main tool we have used to prove our results is the D-operator method. D-operator is an abstract concept introduced by one of us in [20] that has proved to be very useful for generating Krall, Krall discrete, and q-Krall families of polynomials (see [20] [21] [22] [23] [24] [25] [26] ).
The hypergeometric representation of classical and classical discrete orthogonal polynomials gives rise to the so-called Askey scheme (see [27, Ch.9] ). There is also an analogous scheme for the basic hypergeometric orthogonal polynomials (see [27, Ch.14] ). One can navigate through both schemes by passing to the limits in the parameters. It has been shown in [28] that one can also navigate through an expanded Askey scheme which includes the different types of Krall polynomials. However this navigation is much more complicated than the usual navigation in the Askey scheme. So it is worthy to study each Krall family even though the corresponding family can be obtained as reductions from other family in the Askey schemes.
One of the most important objects in the D-operator method is certain quasiCasoratian determinant associated to the corresponding Krall family. This determinant has the form
where θ n is the sequence of eigenvalues of the classical discrete family corresponding to its associated second-order difference operator, ξ l x,y are certain rational functions of x and Y l are certain polynomials (ξ l x,y and Y l also depending on each classical discrete family). We display here the Hahn case (see [22] ). We consider higher-order difference operators of the form 
(1.3) Then the orthogonal polynomials with respect to the measure ρ F a,b,N (whenever they exist) are eigenfunctions of a higher-order difference operator of the form (1.2) with r = −s and order
where k i denotes the cardinal of F i .
In the Krall-Hahn case, the functions which appear in the quasi-Casoratian determinant (1.1) are: θ x = x(x +ã +b + 1), the polynomials Y l are dual Hahn polynomials and we have four different types of rational functions
The new parametersã,b andÑ are related to a,b and N by the identitiesã = a + max [22] ). The order (1.4) of the difference operator for which the Krall-Hahn polynomials are eigenfunctions is related to the quasi-Casoratian determinant (1.1) in the following way.
is a rational function and, roughly speaking, we can remove its zeros and poles by using a rational function S, so that
2 ). This polynomial P gives the order of the difference operator.
Once the problem of constructing Krall discrete polynomials has been solved, the mathematical interest turns out to the minimal order of the associated operators. For the case of differential operators, we know since decades that certain symmetries in the weights may reduce the order of the differential operators. For instance, Koekoek and Koekoek [7] found in 2000 a differential operator for the orthogonal polynomials with respect to the weight 6) for which they are eigenfunctions; in the case when α, β ∈ N and M > 0,N > 0 this order is 2α + 2β + 6. There are computational evidences showing that, except for special values of the parameters α and β and the numbers M and N, 2α + 2β + 6 seems to be the minimum order of a differential operator having the orthogonal polynomials with respect to (1.7) as eigenfunctions. However this is not true in general. For instance, when α = β (Gegenbauer polynomials) and M = N, we have that 2α + 2β + 6 = 4α + 6. But Koekoek [6] found a differential operator of order 2α + 4 for which these Gegenbauer type orthogonal polynomials are eigenfunctions. This reduction of the order of the differential operators under symmetries of the weight also appears in the wider context of Jacobi-Sobolev orthogonal polynomials (see [26] . In this paper, we prove that this order can be reduced to
The contents of this paper are as follows. In Section 2, we prove that the symmetry assumptions imply a surprising factorization of the quasi-Casoratian determinant (1.1). In Section 3, using again the D-operator approach, we show that this factorization allows a better choice for the rational function S, in the sense that one can construct from the new S a difference operator of order (1.8) having the Krall-Hahn polynomials as eigenfunctions. Section 4 is devoted to display some examples. In order to work out these examples we have found some explicit solutions for a nice type of difference equations involving the dual Hahn polynomials (see (4.2) ). However, the explicit solution of the more complicated difference equations (4.3) remains as an open problem.
An interesting question related to the result proved in this paper is the characterization of the algebra formed by all difference operators of the form (1.2) for which the KrallHahn polynomials are eigenfunctions (in particular, this would give information about the optimality of the orders (1.4) and (1.8)). This is, however, a major challenge, and only the simplest cases of Krall-Charlier and Krall-Laguerre polynomials have been studied (see [29] and [13] , respectively).
Preliminaries
As mentioned in the Introduction, our results involve certain nice factorization of the quasi-Casoratian determinant (1.1). This determinant is one of the main characters of the D-operator method. So, in this Section we introduce this quasi-Casoratian determinant and prove its factorization.
We will use the following notation. Given a finite set of positive integers
inside a matrix or a determinant denotes the submatrix defined by ⎛
Let U and V be two finite sets of (distinct) non-negative integers. Denote by m 1 the cardinal of U, m 3 the cardinal of V and m
be auxiliary functions and θ x a polynomial in x. The quasi-Casoratian determinant is then defined by
For the Krall-Hahn case, Y u , u ∈ U and Z u , u ∈ V are dual Hahn polynomials, ξ h x,j , h = 1, 3 are certain rational functions (see (3.4) ) and θ x = x(x + a + b + 1) (the eigenvalues of the second-order difference operator for the Hahn polynomials). However, the factorization of does not depend on these particular choices.
The first result we prove is that we can factorize (x) into two determinants of smaller size. Consider the following two determinants associated with (x):
2) Therefore we have the following: (2.2) , for any polynomials Y u , u ∈ U and Z u , u ∈ V. Assume that either
Proof: We make a double set of interchanges of rows and columns. First, we interchange odd columns with even columns. For that we need
changes. Second, we interchange the second block of rows of (x) with the third block of rows. For that we need m 1 (m 1 + m 3 − 1) changes. The parity of the sum is the same as the parity of
2 , which at the same time has the same parity as
2 . Therefore, we can write the determinant (x) as a 2 × 2 block matrix of the form
where |A| = 1 (x) and |B| = 2 (x). Then, using the very well known formula
, since we are assuming that either |A| = 0 or |B| = 0.
Corollary 2.2: If we assume in the previous Proposition that the coefficients
. Applying this to the definition of 2 (x) in (2.2) we obtain the result.
In particular, the condition (2.4) is satisfied for the rational functions ξ h x,j of the Hahn polynomials (see (1.5) ).
Another result that we will need is the relation between the minors of the matrix associated with (x) and the determinant (x) itself. For any matrix A, denote by (A) i,j the minor of A, given by the determinant of the submatrix obtained by removing the i-th row and the j-th column of A. We will abuse the notation and denote ( ) i,j the minor of the matrix associated with the determinant (x) (same for 1 (x) and 2 (x) 
,
Proof: We will only prove the first two identities. The rest are very similar. Using the same procedure as in Proposition 2.1 it is possible to see that
2 )+j 2
It is now enough to use this and (2.3).
Krall-Hahn polynomials
We start with some basic definitions and facts about Hahn polynomials. 
or, in terms of the hypergeometric function, as
Hahn
We also consider the associated function . We proved in [22] that the associated Krall-Hahn orthogonal polynomials (whenever they exist) are eigenfunctions of a higherorder difference operator of the form (1.2) with r = −s and order given by (1.4) .
The goal of this paper is to prove that under some symmetries in the choice of the parameters a, b, and the quartet F, we will have that the associated Krall-Hahn orthogonal polynomials are eigenfunctions of a higher-order difference operator of order less than (1.4). This choice is given by a = b, F 1 = F 2 , and F 3 = F 4 .
Therefore, from now on we will remove the dependence on b in the notation and call and F = (F, G) . To simplify the functions ξ h x,y (1.
We remark that with these choices the four rational functions (1.5) become
and
For convenience, we will write ξ 1 x,j in the following way
Observe that N x,j and D x,j satisfy similar relations as in (2.4), i.e.
Here we are using the convention
We also need to consider the involution I defined by
where f k = max F. We have that k = f k − m + 1, where m denotes the cardinal of I(F). We also have the relation
To our Krall-Hahn family we associate the quasi-Casoratian determinants a,F , 
where R u is the corresponding dual Hahn polynomial.
Given a rational function S we define the rational functions M h , h = 1, . . . , m, by
where
We are interested in rational functions S satisfying the following three hypotheses:
There existM 1 , . . . ,M m , polynomials in x such that (3.10)
There exists a polynomial P S such that (3.11)
Notice that (3.10) implies that M h are also polynomials.
In Lemma 5.2 of [22] a rational function S(x)
is chosen in such a way that the previous hypotheses hold. This S(x) is valid for any values of the parameters a,b,N and any sets of positive integers F 1 , F 2 , F 3 , F 4 , and the order of the associated difference operator is (1.4) . When the symmetries a = b and F 1 = F 2 , F 3 = F 4 are assumed, a better rational function S(x) can be found, in the sense that the associated difference operator has order lower than (1.4). More precisely, we prove that this order is given by (1.8).
Our rational function S has the form
where R is a suitable polynomial (see (3.18) ). Observe that with this choice we can write
Therefore, from Proposition 2.3 it is easy to see that
Hence, the only relevant functions are the first m 1 and the first m 3 after the first 2m 1 functions. If hypotheses (3.9), (3.10) and (3.11) hold, the D-operator method provides a difference operator D S for which the Krall-Hahn polynomials are eigenfunctions (see Theorem 3.1 of [22] ). This difference operator can be explicitly constructed:
where D H is the second-order difference operator for the Hahn polynomials (3.1), P S is defined in (3.11) 
The orthogonal polynomials with respect to the Krall-Hahn weight (3.3) are eigenfunctions of (3.15) . In order to introduce the polynomial R in (3.12) we need the following technical Lemma (which we prove in the appendix). 16) where N x,j , D x,j are given by (3.5) . Let H be the rational function defined by
Lemma 3.1: Let p and q be the polynomials defined by
is a polynomial, where a,F
(x) is defined by (2.2).
We then define the polynomial R as the (monic) solution of the difference equation
We are now ready to establish the main result of this paper.
Theorem 3.2:
With the previous choices of the functions a,F , S and M h , h = 1, . . . , m, the three hypotheses (3.9) , (3.10) and (3.11) hold. Moreover, the order of the associated difference operator D S (3.15) is given by
To prove the Theorem we need to introduce some more tools. First of all, we need the involution that characterizes the subring
. This involution is given by
Clearly we have I a+b (θ x ) = θ x . Hence every polynomial in θ x is invariant under the action of 
We finally need the following two technical Lemmas.
Lemma 3.3:
Let j , j = 1, . . . , m, be rational functions with , at most, simple poles. Assume that
Then M is also a polynomial. If, in addition, we assume that the degree of L x g is at most 2g + deg(L 1 ), then M is a polynomial of degree at most deg(L 1 ).
This Lemma is an update of Lemma 3.4 of [22] , which can not be applied directly to the situation of Krall-Hahn polynomials since the addends in the functions M h (3.8) are not polynomials in general (they may have poles at −(a + b + 1 + j)/2, j ∈ N). We prove it in the appendix. 
23)
where p and q are the polynomials (3.15) and (3.16) , respectively. If
This Lemma is a particular instance of Lemma 5.1 of [22] (see also [25] ).
We are now ready to prove Theorem 3.2. 25) while M 2m 1 +h (x), h = 1, . . . , m 3 , can be written as
Proof of the Theorem 3.2: First we will prove that
(3.26) We will only prove (3.25). The case (3.26) is similar using Proposition 2.3. First observe from the definition of M h (x) in (3.13) the strong dependence on expressions of the form (( a,F (x) ) h,j )/( a,F (x)). Using Proposition 2.3 these expressions only depend on ((
2 (x)). Now using Corollary 2.2 and the property
we see that can group every two consecutive addends of (3.13) into one expression, i.e.
. From (3.18) we get (3.25) . Using (3.5), (3.6), (3.17) and Lemma 3.4, we can write M h as
Now let us prove the three hypotheses (3.9), (3.10) and (3.11) . The first one is trivial from the definition of S(x) in (3.12) since S(x) a,F (x) = σ ((m−1)/2) R(x) and from Lemma 3.1 we know that R(x) is indeed a polynomial. For the second (3.10) it is enough to see
where I is the involution defined by (3.19 ) (see the proof of Lemma 5.2 of [22] ). Using (3.20) , (3.21) , (3.22) and the definition of M h (x) in (3.27), we have
Note that we renamed the index j in the second step and that we interchanged all of the columns in the determinant, thus the corresponding change of sign. Observe also that as a consequence of Lemma 3.3 we have that M h (x) are indeed polynomials. For the third (3.11) it is enough to see (see again the proof of Lemma 5.2 of [22] ) that
First we claim that if R is a polynomial satisfying (3.18), then R is invariant under the action of I 2a−m−1 . If that is true, then it is easy to check that
In particular, for i = −1 and j = 0 we have R(−x − 2a) = R(x + m). Using this and (3.20) then it is straightforward to see that (3.28) holds.
For the claim, assume that (3.18) holds for every x. Applying I 2a−m−1 to this identity and using (3.20) we have
Now from (2.2), (3.6) and (3.17) we have that
and therefore, using (3.20), (3.21) and (3.22), we have
Note that we interchanged all of the columns in the determinant, thus the corresponding change of sign. Using the same identity (3.18) for x = x−1 and subtracting it to (3.29) we get Finally, the order of D S in (3.14) is given by 2 deg P S . This can be proved in a similar way as it was proven in Theorem 6.2 of [22] , now using Lemma 3.3. Observe that
, where P is the polynomial defined by (3.23). There-
On the other hand, from (3.11) we have that 2 deg P S − 1 = deg R + 1 = d + 1. Therefore 2 deg P S = d + 2. Using (3.7) and (3.24) we have after easy computations that that
Examples
(1) Consider the example with F and G given by
Then U = I(F) = {k}, V = I(G) = ∅ and m 1 = 1, m 3 = 0. In [22] , the rational function from which we produce the difference operator is
where P is the polynomial P(x) = R −a,−a,2a+N k
. This gives a difference operator of order 4k+2 (according to Theorem 1.1). Theorem 3.2 provides a better choice for the rational function S. Indeed, the function From Theorem 3.2 we have that the order of the difference operator is 2k 1 + 2k 2 + 2, instead of 4k 1 + 4k 2 + 2 (see Theorem 1.1). Unlike the previous two cases, we have not been able to find the general solution of (4.3) for arbitrary k 1 , k 2 positive integers. Nevertheless, it is possible to compute R(x) for particular values of k 1 and k 2 .
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