Abstract-Understanding the implementation of a certain feature of a system requires identification of the computational units of the system that contribute to this feature. In many cases, the mapping of features to the source code is poorly documented. In this paper, we present a semiautomatic technique that reconstructs the mapping for features that are triggered by the user and exhibit an observable behavior. The mapping is in general not injective; that is, a computational unit may contribute to several features. Our technique allows for the distinction between general and specific computational units with respect to a given set of features. For a set of features, it also identifies jointly and distinctly required computational units. The presented technique combines dynamic and static analyses to rapidly focus on the system's parts that relate to a specific set of features. Dynamic information is gathered based on a set of scenarios invoking the features. Rather than assuming a one-to-one correspondence between features and scenarios as in earlier work, we can now handle scenarios that invoke many features. Furthermore, we show how our method allows incremental exploration of features while preserving the "mental map" the analyst has gained through the analysis.
INTRODUCTION
U NDERSTANDING how a certain feature is implemented is a major problem of program understanding. Before real understanding starts, one has to locate the implementation of the feature in the code. Systems often appear as a large number of modules each containing hundreds of lines of code. It is, in general, not obvious which parts of the source code implement a given feature. Typically, existing documentation is outdated (if it exists at all), the system's original architects are no longer available, or their view is outdated due to changes made by others. So, maintenance introduces incoherent changes which cause the system's overall structure to degrade [1] . Understanding the system in turn becomes harder any time a change is made to it.
One option, when trying to escape this vicious circle, is to completely reverse engineer the system in order to exhaustively identify its components and to assign features to components. We integrated published automatic techniques for component retrieval in an incremental semiautomatic process, in which the results of selected automatic techniques are validated by the user [2] .
However, exhaustive methods are not cost-effective. Fortunately, knowledge of components implementing a specific set of features suffices in many cases. Consequently, a feature-oriented search focusing on the components of interest is needed.
This article describes a process and its supporting techniques to identify those parts of the source code which implement a specific set of related features. The process is automated to a large extent. It combines static and dynamic analyses and uses concept analysis-a mathematical technique to investigate binary relations-to derive correspondences between features and computational units. Concept analysis additionally yields the computational units jointly and distinctly required for a set of features.
An advantage of starting with features is that domain knowledge from the user's perspective may be exploited, which is especially useful for external change requests and error reports expressed in the terminology of a program's problem domain.
Note: The original paper accepted for publication contained two case studies that demonstrate the feasibility of our approach. Due to the strict page limitations of this journal, we had to remove the case studies for the final article. However, for the benefit of the reader, we provide the original version including the case studies and a more complete discussion on the experiences and on related research in [3] .
The remainder of this article is organized as follows: Section 2 gives an overview of our technique and introduces the basic concepts. Section 3 introduces concept analysis. Section 4 describes the process for locating and analyzing features in more detail. The related research in the area is summarized in Section 5.
OVERVIEW
The goal of our technique is to identify the computational units that specifically implement a feature as well as the set of jointly or distinctly required computational units for a set of features. To this end, the technique combines static and dynamic analyses.
This section gives an overview on our technique, describes the relationships among features, scenarios, and computational units (summarized in Fig. 1 ) and explains what kind of dynamic information is used as input to our technique. The section also introduces a simple example that we will use throughout the description of the method in the following sections. The example is inspired by a previous case study [4] in which we analyzed the drawing tool XFIG [5] .
Computational unit. A computational unit is an executable part of a system. Examples for computational units are instructions (like accesses to global variables), basic blocks, routines, classes, compilation units, components, modules, or subsystems. The exact specification of a computational unit is a generic parameter of our method.
Feature. A feature is a realized functional requirement of a system (the term feature is intentionally defined weakly because its exact meaning depends on the specific context). Generally, the term feature also subsumes nonfunctional requirements. In the context of this paper, only functional features are relevant; that is, we consider a feature an observable behavior of the system that can be triggered by the user.
Example. Our fictitious drawing tool FIG (which resembles
XFIG [5] ) allows a user to draw, move, and color different objects, such as rectangles, circles, ellipses, and so forth. From the viewpoint of an analyst who is interested in the implementation of circle operations in FIG, the ability to draw, to move, and to color a circle are three relevant features.
Every computational unit (excluding dead code) contributes to the purpose of the system and thus corresponds to at least one feature-be it a very basic feature, such as the ability of the system to start or terminate. Yet, only few features may actually be of interest to the analyst for her task at hand. In the following, we assume that only a subset of features is relevant. Consequently, only the computational units required for these features are of interest, too. The feature-unit map-as one result of our techniquedescribes which computational units implement a given set of relevant features.
Scenario. Features are abstract descriptions of a system's expected behavior. If a user wants to invoke a feature of a system, he needs to provide the system with adequate input to trigger the feature. For instance, to draw a circle, the user of FIG needs to press a certain button on the control panel for selecting the circle drawing operation, then to position the cursor on the drawing area for specifying the center of the circle, to specify the diameter by moving the mouse, and eventually to press the left mouse button for finalizing the circle. Such sequences of user inputs that trigger actions of a system with observable result [6] are called scenarios.
Our technique requires a set of scenarios that invoke the features the analyst is interested in. A scenario s invokes a feature f if f's result can be observed by the user when the system is used as described by scenario s. A scenario may invoke multiple features and features may be invoked by multiple scenarios. For instance, a scenario for moving a circle requires to draw the circle first, so this scenario also invokes feature "circle drawing." There may be even different scenarios all invoking the same set of features. Each scenario, then, represents an alternative way of invoking the features. For instance, FIG allows a user to push a button or to use a keyboard shortcut to begin a circle drawing operation. A set of scenarios each representing options and choices for the same feature resembles a use case.
Scenarios are used in our technique to gather the computational units for the relevant features through dynamic analysis, similarly to Wilde and Scully's technique [7] . If the system is used as described by the scenario, the execution trace lists the sequence of all performed calls for this scenario. Since our technique aims at only identifying the computational units rather than at the order of the computational units' execution, we need only the execution profile. The execution profile of a given program run is the set of computational units called during the run without information about the order of execution. From the execution profile, we gather the fact that a computational unit has been executed at least once. We ignore the duration of the computational unit's execution because computation time hardly gives hints for feature-specific computational units. Once the specific computational units have been identified through our technique, other techniques, such as static or dynamic slicing [8] , [9] , can be used to obtain the order of execution if required. These techniques can then be applied more goal-oriented by focusing on the most featurespecific computational units yielded by our technique.
Feature-unit map. Our technique derives the feature-unit map through concept analysis, a mathematically sound technique. In our application of concept analysis, concept analysis-simply stated-mutually intersects the execution profiles for all scenarios and all resulting intersections to obtain the specific computational units for a feature and the jointly and distinctly required computational units for a set of features.
Example. FIG allows to draw a circle either by diameter or by radius. The analyst who is interested in the differences of these two circle operations and their differences to other circle operations, such as moving and coloring, will set up the scenarios listed in Fig. 2 . Fig. 3 lists the computational units executed for the scenarios in Fig. 2 . Intersecting the execution profiles shows that setRadius is specific to feature Draw-circleradius, move to Move-circle, and color to Color-circle.
Beyond simply identifying the computational units specifically required for a feature, concept analysis additionally allows detailed relationships between features and computational units to be derived. These relationships identify computational units jointly required by any subset of features and classify computational units as low-level or high-level with respect to the given set of features.
Example. Intersecting the execution profiles in Fig. 3 additionally shows that the computational units jointly required for Draw-circle-diameter, Move-circle, and Colorcircle are draw and setDiameter, where draw is required for all scenarios.
The information gained by concept analysis is used to guide a subsequent static analysis along the static dependency graph in order to narrow the computational units to those that form self-contained and understandable featurespecific computational units. Computational units that are only very basic computational units used as building blocks for other computational units, but not containing any application-specific logic are sorted out. Additional static analyses, like strongly connected component identification, dominance analysis, and program slicing [8] support the search for the units of interest.
For large and complex systems, our approach can be applied incrementally as described in this paper.
Applicability
The retrieval of the feature-unit map is based on dynamic information where all computational units that are executed for a scenario are collected. The scenario describes how to invoke a feature. This section describes the assumptions on features, scenarios, and computational units we make.
Features. Our technique is primarily suited for functional features that may be mapped onto computational units. In particular, nonfunctional features, such as robustness, reliability, or maintainability, do not easily map to computational units.
The technique is suited only for features that can be invoked from outside; internal implementation features, such as the use of a garbage collector, may not necessarily be deterministically and easily triggered from outside.
Scenarios. Scenarios are designed (or selected from existing test cases) to invoke a known set of relevant features; that is, we assume that the analyst knows in advance which features are invoked by a scenario.
Because suitable scenarios are essential to our technique, a domain expert is needed to set up scenarios. In many cases, the domain expert can reuse existing test cases as scenarios to locate features. However, the purpose of test cases is to reveal errors and, hence, test cases tend to be complex and cover many features. Contrarily, scenarios for our feature location technique should be more simple and invoke fewer features to differentiate the computational units more clearly.
In order to explore variations of a feature, the domain expert provides several scenarios, each triggering a feature variation with a different set of input. To obtain effective and efficient coverage, equivalence classes of relevant input data are built. Identifying equivalence classes may require knowledge of internal details of a system.
Computational units. The exact notion of a computational unit is a generic parameter to our technique and depends on the task and system at hand. In principle, there is no limit to the granularity of computational units: One could use basic blocks, routines, classes, modules, or subsystems. Subsystems as computational units are suitable to obtain an overview for very large systems. Considering routines, methods, subprograms, etc., as computational units gives an overview at the global declaration level, whereas classes and modules lie in between the subsystem and global declaration level. Basic blocks as computational units are only adequate for smaller systems or parts of a system where more detail is needed due to the likely information overload to the analyst.
For practical reasons, for our case studies [3] we decided to use routines as the computational unit of choice, where a routine is a function, procedure, subprogram, or method according to the programming language.
Static and dynamic dependencies. The results from concept analysis based on dynamic information are used to guide the analyst in the static analysis, that is, the inspection of the static dependency graph. We use dynamic information only as a guide and not as a definite answer because dynamic information depends upon suitable input data and the test environment in which the scenarios are executed.
The static dependency graph can be extracted from procedural, functional, as well as object-oriented programming languages. Because execution profiles can be recorded for these languages, too, our technique is applicable to all these languages. However, the precision of the static extraction influences the ease of the analyst's inspection of the static dependencies, and static analysis is inherently more difficult for object-oriented languages (and for functional languages with higher-order functions) than for procedural languages.
Static analyses need to make conservative assumptions in the presence of pointers and dynamic binding, which weaken the precision of the dependency graph. Fortunately, research in pointer analysis has made considerable progress. There is a large body of work on pointer analysis for procedural languages [10] , [11] , [12] , [13] , [14] , [15] , [16] , [16] and object-oriented languages [18] , [19] that resolves general pointers, function pointers, and dynamic binding. These techniques vary in precision and costs. Interestingly enough, Milanova and others have recently presented empirical data indicating that less expensive and-theoretically-less precise techniques to resolve function pointers reach the precision of more expensive and-theoretically -more precise techniques [20] due to the common way of using function pointers (as opposed to pointers to stack and heap objects).
FORMAL CONCEPT ANALYSIS
This section presents the necessary background information on formal concept analysis. Readers already familiar with concept analysis can skip to the next section.
Formal concept analysis is a mathematical technique for analyzing binary relations. The mathematical foundation of concept analysis was laid by Birkhoff [21] in 1940. For more detailed information on formal concept analysis, we refer to [22] , where the mathematical foundation is explored.
Concept analysis deals with a relation I O Â A between a set of objects O and a set of attributes A. The tuple C ¼ ðO; A; IÞ is called a formal context. For a set of objects O O, the set of common attributes 'ðOÞ is defined as:
Analogously, the set of common objects (ðAÞ for a set of attributes A A is defined as:
(ðAÞ ¼ fo 2 O j ðo; aÞ 2 I for all a 2 Ag: ð2Þ
A formal context can be represented by a relation table, where the columns hold the objects and the rows hold the attributes. An object o i and attribute a j are in the relation I iff the cell at column i and row j is marked by "Â." As an example, a binary relation between arbitrary objects and attributes is shown in Fig. 4a The set of all concepts of a given formal context forms a partial order via the superconcept-subconcept ordering :
or, dually, with
Note that (3) and (4) The set L of all concepts of a given formal context and the partial order form a complete lattice, called concept lattice:
The infimum (u) of two concepts in this lattice is computed by intersecting their extents as follows:
The infimum describes a set of common attributes of two sets of objects. Similarly, the supremum (t) is determined by intersecting the intents:
The supremum yields the set of common objects, which share all attributes in the intersection of two sets of attributes.
The concept lattice for the formal context in Fig. 4a can be depicted as a directed acyclic graph whose nodes represent the concepts and whose edges denote the superconceptsubconcept relation as shown in Fig. 5a . The most general concept is called the top element and is denoted by >. The most special concept is called the bottom element and is denoted by ?.
The concept lattice can be visualized in a more readable equivalent way by marking only the graph node with an attribute a 2 A whose represented concept is the most general concept that has a in its intent. Analogously, a node will be marked with an object o 2 O iff it represents the most special concept that has o in its extent. The unique element in the concept lattice marked with a is therefore:
The unique element marked with object o is:
We will call a graph representing a concept lattice using this marking strategy a sparse representation of the lattice. The equivalent sparse representation of the lattice in Fig. 5a is shown in Fig. 5b . The content of a node N in this representation can be derived as follows:
. The objects of N are all objects at and below N. . The attributes of N are all attributes at and above N. For instance, the node in Fig. 5b marked with o 1 and a 1 is the concept c 4 ¼ ðfo 1 g; fa 1 ; a 4 ; a 6 ; a 7 gÞ.
For practical reasons, it is sometimes useful to apply only one of (8) or (9) . For example, if we have a large number of attributes but just a small number of objects, we eliminate the redundant appearance of attributes and keep the full list of objects in the concepts.
ANALYSIS PROCESS
Our process to locate features is depicted in Fig. 6 using the IDEF0 notation [23] . It consists of five major activities:
1. Scenario creation: Based on features (either known initially or discovered during incremental analysis), the domain expert creates scenarios. 2. Static dependency-graph extraction: The static dependency graph of the system under analysis is extracted. 3. Dynamic analysis: The system is used according to selected scenarios.
Interpretation of concept lattice:
The data yielded by the dynamic analysis is presented to and interpreted by the analyst. Relevant computational units are identified.
Static dependency analysis:
The analyst searches the system for additional computational units that are relevant to selected features. The different roles of human resources for these activities are (human resources are highlighted in the process diagrams by a UML actor icon):
. The analyst is the person interested in how features map onto source code. She interprets the concept lattice and performs the static analysis. . The domain expert designs the scenarios and lists the invoked features for each scenario. . The user is the person who uses the system according to the selected scenarios. All activities except the static dependency graph extraction (which is done only once) benefit from the knowledge that is gained in previous iterations and can be applied repeatedly until sufficient knowledge about the system has been gained. The order of the activities is specified by the IDEF0 diagram in Fig. 6 : An activity may start once its input is available. The activities are explained in the following sections.
Static Dependency Graph Extraction
The static dependency graph should subsume all types of entities and dependencies present in the dynamic dependency graph: It is unnecessary to extract dynamic information that is not used in the subsequent static analysis. Yet, the static dependency graph may provide additional types of entities and dependencies and also more fine-grained information if a static extraction tool is used that exceeds the capabilities of the available dynamic extraction tool. In this case, the static analysis can leverage less dynamic information but is still conservative. In our case studies, for instance, we extracted many detailed static dependencies among global declarations (routines, global variables, and user-defined types), but the profiler we used let us only extract the dynamic call relationship among routines. This way, we had to analyze static variable accesses that might have never been executed in any of our scenarios.
Scenario Creation
A domain expert is needed for creating the scenarios. Any available information on the system's behavior (e.g., documentation, existing test cases, domain models, etc.) is useful as input to him. Existing test cases may be useful but not necessarily directly applicable because the focus during testing is to cover the code completely and to combine features in many ways. Scenarios in our sense are very distinctive; that is, they should invoke all relevant features but as few other features as possible to ease the mappings from scenarios to features and from features to computational units (often it is unavoidable to invoke features that are not of interest for the task at hand).
The scenarios are documented for future use similarly to test cases. Additionally, the documentation includes the features invoked by the scenarios. If the domain expert also specifies the expected result of the scenario, the scenario may also be used as simple test case.
Dynamic Analysis
The goal of the dynamic analysis is to find out which computational units contribute to a given set of features. Each feature is invoked by at least one of the prepared scenarios.
The process that deals with the dynamic analysis is shown in more detail in Fig. 8 . The inputs to the process are source code and a set of scenarios created by process Step 1 in Fig. 6 . We proceed as follows:
3.1 Compile for recording: The source code is compiled with profiling options or is instrumented to obtain the execution profile.
Scenario execution:
The system is executed by a user according to the scenarios and execution profiles are recorded. If suitable tool support is available, a scenario's execution may be recorded at wish to exclude parts of the execution that are not relevant, such as start-up and shutdown of the system [24] , [25] , [26] . Certain debuggers, for instance, allow to start and end trace recording. Instrumenting the source code so that only relevant parts are recorded is generally not an option because this requires that the feature-unit map is at least partially known already.
An alternative solution is to specify a special "start-end" scenario containing the actions to be filtered out. For instance, in order to mask out initialization and finalization code, the domain expert may prepare a "start-end" scenario in which the system is started and immediately shut down.
Since each scenario is a precise description of the sequence of user inputs that trigger actions of the system, every execution of a scenario yields the same execution profile unless the system is nondeterministic. In case of nondeterminism, one could either unite the profiles of all executions of the same scenario or differentiate each scenario execution. The latter is useful to identify differences due to nondeterminism.
Interpretation of Concept Lattice
In this process step, a concept lattice for the relation table created by process Step 3 is built. The goals of interpreting the resulting concept lattices are:
1. Identification of the relationships between scenarios and computational units (process Steps 4.1-4.3).
2.
Identification of the relationships between scenarios and features and, thus, between features and computational units (process Step 4.4). The following sections describe how to achieve these goals. The basic process of lattice interpretation is depicted in Fig. 9 .
Scenario Selection
A number of execution profiles is selected in order to set up the context. Execution profiles may be recombined to analyze various aspects of a system, where execution profiles and scenarios can be reused.
Example. The analyst of FIG may first be interested in the two different ways to draw a circle. She would therefore select the two scenarios Draw-circle-diameter and Drawcircle-radius. When she understands the differences between these two features, she would investigate other circle operations and additionally select Move-circle and Color-circle.
Concept Analysis
This process embodies a completely automated step that creates a concept lattice from the invocation table.
In order to derive the feature-unit map by means of concept analysis, we have to define the formal context (i.e., the objects, the attributes, and the relation) and to interpret the resulting concept lattice accordingly.
The formal context for applying concept analysis to derive the relationships between scenarios and computational units will be laid down as follows:
. Computational units will be considered objects. . Scenarios will be considered attributes. . A pair (computational unit u, scenario s) is in relation I if u is executed when s is performed. Fig. 7 shows how to map the identifiers used in the general description of concept analysis in Section 3 to the identifiers used in the specific instantiation of concept analysis within our method.
The system is used according to the set of scenarios, one at a time, and the execution profiles are recorded. Each system run yields all executed computational units for a single scenario; that is, one column of the relation table can be filled per system run. Applying all scenarios that have been selected during the process of scenario selection provides the relation table for formal concept analysis.
Example. Fig. 10 shows the concept lattice for the invocation table in Fig. 3 , where all scenarios have been selected.
Basic Interpretation
Concept analysis applied to the formal context described in the last section yields a lattice from which interesting relationships can be derived. These relationships can be fully automatically derived and presented to the analyst. Thus, the analyst has to know how to interpret the derived Fig. 8 . The process for the dynamic analysis in Fig. 6 . Fig. 7 . Translation from the identifiers of Section 3 and the identifiers used from here on, which instantiate formal concept analysis. Fig. 9 . The process for interpretation of the concept lattice in Fig. 6 .
relationships, but does not need to be familiar with the theoretical background of lattices.
The following base relationships can be derived from the sparse representation of the lattice (note the duality):
. A computational unit u is required for all scenarios at and above ðuÞ in the lattice; for instance, setDiameter is required for Draw-circle-diameter, Move-circle, and Color-circle according to Fig. 10 . . A scenario s requires all computational units at and below "ðsÞ in the lattice; for instance, Color-circle requires color, setDiameter, and draw according to Fig. 10 . . A computational unit u is specific to exactly one scenario s if s is the only scenario on all paths from ðuÞ to the top element; for instance, color is specific to Color-circle according to Fig. 10 . . Scenarios to which two computational units u 1 and u 2 jointly contribute can be identified by the supremum ðu 1 Þ t ðu 2 Þ. In the lattice, the supremum is the closest common node toward the top element starting at the nodes to which u 1 and u 2 are attached. All scenarios at and above this common node are those jointly implemented by u 1 and u 2 . For instance, setDiameter and color jointly contribute to Color-circle according to Fig. 10 . . Computational units jointly required for two scenarios s 1 and s 2 are described by the infimum "ðs 1 Þ u "ðs 2 Þ. In the lattice, the infimum is the closest common node toward the bottom element starting at the nodes to which s 1 and s 2 are attached. All computational units at and below this common node are those jointly required for s 1 and s 2 . For instance, setDiameter and draw are jointly required for Move-circle and Color-circle according to Fig. 10 . . Computational units required for all scenarios can be found at the bottom element; for instance, draw is required for all scenarios according to Fig. 10 . . Scenarios that require all computational units can be found at the top element. In Fig. 10 , there is no such scenario. Beyond these relationships between computational units and scenarios, further useful aspects between scenarios on one hand and between computational units on the other hand may be derived:
. If ðu 1 Þ < ðu 2 Þ holds for two computational units u 1 and u 2 , then computational unit u 2 is more specific with respect to the given scenarios than computational unit u 1 because u 1 contributes not just to the features for which u 2 contributes, but also to other features. For instance, color is more specific to Colorcircle than setDiameter and setDiameter is more specific than draw according to Fig. 10 .
is executed, all computational units in the extent of "ðs 1 Þ need also to be executed. For instance, Movecircle and Color-circle are based on Draw-circlediameter according to Fig. 10 . Thus, the lattice also reflects the level of application specificity of computational units. The information described above can be derived by a tool and fed back to the analyst. Inspecting the relationships derived from the concept lattice, a decision may be made to analyze only a subset of the original features in depth due to the additional dependencies that concept analysis reveals. All computational units required for these features (easily derived from the concept lattice) form a starting point for further static analyses to validate the identified computational units and to identify further computational units that were possibly not executed during dynamic analysis because of limitations in the design of the scenarios.
Scenario Feature Mapping
The interpretation of the concept lattice as described above gives insights into the relationship between scenarios S and computational units U. However, the analyst is primarily interested in the relationship between features F and computational units U. This section describes how to identify this relationship in the concept lattice if there is no one-to-one correspondence between scenarios and features.
Because one feature can be invoked by many scenarios and one scenario can invoke several features, there is not always a strict correspondence between features and scenarios. For instance, as discussed above, the scenarios Move-circle and Color-circle of FIG are based on Draw-circlediameter according to Fig. 10 because in order to move or color a shape, one has to draw it first. The scenario for moving or coloring a shape will thus necessarily invoke the feature which draws a shape. Fortunately, there is still a simple way to identify computational units relevant to the actual features in the concept lattice, although an unambiguous identification may require additional discriminating scenarios. The basic idea is to isolate features in the concept lattice through combinations of overlapping scenarios. If a scenario invokes several features, one can formally model a scenario as a set of features s ¼ ff 1 ; f 2 ; . . . ; f m g, where f n 2 F for 1 n m (F is the set of all relevant features). This modeling is simplifying because it abstracts from the exact order and frequency of feature invocations in a scenario. On the other hand, if the order or frequency of feature invocations do count, the scenarios may indeed be considered complex features in their own right. If these scenarios yield different execution profiles, they will appear in different concepts in the lattice and their commonalities and differences are revealed and may be analyzed.
With the domain expert's additional knowledge of which features are invoked by a scenario we can identify the computational units relevant to a certain feature. Let us consider the invocation relation I in Fig. 11 Fig. 11a is shown in Fig. 11b . The feature part of the table is ignored while constructing this lattice.
Computational units specific to feature f 1 can be found in the intersection of the executed computational units of the two scenarios s 1 and s 2 because f 1 is invoked for s 1 and s 2 . The intersection of the computational units executed for s 1 and s 2 can be identified as the extent of the infimum of the concepts associated with s 1 and s 2 : "ðs 1 Þ u "ðs 2 Þ ¼ ðfs 1 ; s 2 g; fu 4 ; u 7 gÞ. Since s 1 and s 2 do not share any other feature, the computational units particularly relevant to f 1 are u 4 and u 7 .
We notice that u 7 is also used in all other scenarios, so that one cannot consider u 7 a specific computational unit for any of f 1 , f 2 , or f 3 . Computational unit u 4 , in contrast, is only used in scenarios executing f 1 . We therefore state the hypothesis that u 4 is specific to f 1 whereas u 7 is not. Because there is no other scenario containing f 1 other than s 1 and s 2 , computational unit u 4 is the only computational unit specific to f 1 .
Note that this is just a hypothesis because other features might be involved to which u 4 is truly specific and that are not explicitly listed in the scenarios. Another explanation could be that, by accident, u 4 is executed both for f 2 (in s 2 ) and f 3 (in s 1 ); then, it appears in both scenarios but nevertheless is not specific to f 1 . However, chances are high that u 4 is specific to f 1 because u 4 is not executed when f 2 and f 3 are jointly invoked in s 3 , which suggests that u 4 at least comes into play only when f 1 interacts with f 2 or f 3 . At any rate, the categorization is hypothetic and needs to be validated by the analyst.
Computational units that are somehow related to but not specific for f 1 are such computational units that are executed for scenarios invoking f 1 among other features. In our example, both s 1 and s 2 invoke f 1 . Computational units in extents of concepts which contain s 1 or s 2 are therefore potentially relevant to f 1 . In our example, u 1 , u 2 , u 5 , and u 6 are potentially relevant in addition to u 4 and u 7 . Computational unit u 3 is only executed for scenario s 3 , which does not contain f 1 .
Altogether, we can identify five categories for computational units with regard to feature f 1 (see Fig. 11c ):
. SPEC: u 4 is specific to f 1 because it is used in all scenarios invoking f 1 but not in other scenarios. . RLVT: u 7 is relevant to f 1 because u 7 is used in all scenarios invoking f 1 ; but it is also more general than u 4 because u 7 is also used in scenarios not invoking f 1 at all. . CSPC: u 1 and u 2 are only executed in scenarios invoking f 1 . They are less specific than u 4 because they are not used in all scenarios that invoke f 1 ; that is, these computational units are only conditionally specific. Whether u 1 and u 2 are more or less specific than u 7 is not decidable based on the concept lattice. On one hand, they are used in all scenarios invoking f 1 and other scenarios, whereas u 7 is also executed in scenarios that do not require f 1 .
On the other hand, u 7 is executed whenever f 1 is required, whereas u 1 and u 2 are not executed in some scenarios that do require f 1 . . SHRD: u 5 and u 6 are executed in scenarios invoking f 1 but they are also executed in scenarios not invoking f 1 ; that is, they are shared with other features. These computational units are presumably less relevant than u 1 and u 2 , which are executed only when f 1 is invoked and also less relevant than u 7 , which is executed in all scenarios invoking f 1 . . IRLVT: u 3 is irrelevant to f 1 because u 3 is only executed in scenarios not containing f 1 . These facts are more obvious in the sparse representation of the lattice. Using this representation, given a feature f, one identifies the concept, c f , for which the following condition holds:
Concept c f is called a feature-specific concept for f. Based on the feature-specific concept, one can categorize the computational units as follows:
. SPEC: All computational units u for which ðuÞ ¼ c holds. . RLVT: All computational units u for which ðuÞ ¼ c Example. The scenario Move-circle in Fig. 2 invokes two features: the ability of FIG to draw a circle by diameter and the ability to move this circle. The scenario Colorcircle also uses the ability to draw a circle; yet, it colors the circle instead of moving it. Hence, the computational units responsible for drawing a circle are attached to the concept in Fig. 10 that represents the intersection of the features invoked by Move-circle and Color-circle. The scenario Draw-circle-diameter would not necessarily have been required to identify the computational units for drawing a circle by diameter: The sparse lattice reveals these computational units as the direct infimum of Movecircle and color-circle even if Draw-circle-diameter is not considered. However, Draw-circle-diameter is useful to separate draw from setDiameter.
As a matter of fact, there could be several concepts for which condition (10) holds when different computational units are executed for the given feature, depending on the scenario contexts in which the feature is embedded. For instance, let us assume we are analyzing FIG's undo capabilities. Three scenarios can be provided to explore this feature:
. Draw a circle: {draw-circle}. . Undo circle drawing: {draw-circle, undo}. . Undo without preceding drawing operation: {undo}. For the overlapping scenarios {draw-circle, undo} and {undo}, we may assume that different computational units will be executed beyond those that are specific to command draw-circle: Quite likely, additional computational units will be executed to handle the erroneous attempt to call undo without previous operation. Consequently, the lattice will contain an own concept for {draw-circle, undo} and another one for {undo}, where the latter is not a subconcept of the former. The infimum of these two scenarios will contain the computational units of the undo operation executed for normal as well as exceptional execution, whereas the concept representing {undo} contains the computational units for error handling.
In case of multiple concepts for which condition (10) holds, we can unite the computational units that are in SPEC with respect to these concepts. If the identified concepts are in a subconcept relation to each other, the superconcept represents a strict extension of the behavior of the feature. If the concepts are incomparable, these concepts represent varying context-dependent behavior of the feature.
If there is no concept for which condition (10) holds, one needs additional scenarios that factor out feature f. For instance, in order to isolate feature f 1 in scenario s 1 ¼ ff 1 ; f 3 g, one can simply add a new scenario s 2 ¼ ff 1 ; f 2 g. The computational units specific to f 1 will be in "ðs 1 Þ u "ðs 2 Þ.
It is not necessary to consider all possible feature combinations in order to isolate features in the lattice. Intersecting all currently available scenarios exactly tells which features are not yet isolated (the intersection could be done by concept analysis applied to the formal context consisting of scenarios and features, where the incidence relation describes which feature is invoked by which scenario). Slightly modified variants of scenarios invoking the feature can be added to isolate the feature specifically.
The addition of new scenarios in order to discriminate features in the lattice will lead us to an incremental construction of the concept lattice described in Section 4.6. Before we come to that, we describe the static dependency analysis.
Static Dependency Analysis
From the concept lattice, we can easily derive all computational units executed for any set of relevant features. However, this gives us only a set of computational units, but it is not clear which of these computational units are truly feature-specific and which of them are rather generalpurpose computational units used as building blocks for other computational units. Given a feature f of interest, this question can be answered as follows:
. As a first approximation, all computational units in the extents of all feature-specific concepts for f jointly contribute to f. . The analyst refines this approximation by adding and removing computational units: By inspecting the static dependency graph and the source code of the computational units, she sorts out irrelevant computational units; she may also add featurerelevant computational units that were not executed due to an incomplete input coverage of the scenarios. The concept lattice is an important guidance for the analyst's inspection of the dependency graph.
Example. For FIG's ability to color a circle, the analyst will need to validate the set of computational units fcolor; setDiameter; drawg according to the concept lattice in Fig. 10 . The lattice shows that the analyst should start with inspecting color because this appears as the most specific computational unit for coloring a circle.
Building the Starting Set
All computational units in the extent of a concept jointly contribute to all features in the intent of the concept, which immediately follows from the definition of a concept. However, there may also be computational units in the extent that contribute to other features as well, so that they are not specific to the given feature. There may be computational units in the extent that do not contain any feature-specific code at all. Thus, computational units in the extent of the concept need to be inspected manually. Because there are no reliable criteria known that automatically distinguish feature-specific code from generalpurpose code, this analysis cannot be automated and human expertise is necessary. However, the concept lattice may narrow the candidates for manual inspection. The concept lattice and the dependency graph can help to decide in which order the computational units are to be inspected such that the effort for manual inspection can be reduced to a minimum. Since we are interested in computational units most specific to a feature f, we start at those computational units u i that are attached to a feature-specific concept of f, that is, for which c f ¼ ðu i Þ holds, where c f is a feature-specific concept for f. If there are no such computational units, we collect all computational units below any of the feature-specific concepts c f of f with minimal distance to c f in the sparse representation. There can be more than one concept c f , so we unite all computational units that are attached to one of these concepts. The subset of computational units identified in this step that is accepted after manual inspection is called the starting set S start ðfÞ.
Example. The starting set for FIG's ability to color a circle, S start ðcolor-circleÞ, is fcolorg.
Inspection of the Static Dependency Graph
Next, we inspect the executable static dependency graph (as one specific subset of the static dependency graph) that contains all transitive control-flow successors and predecessors of computational units in S start ðfÞ. We concentrate on computational units here because they are the active constituents and because they were subject to the dynamic analysis. The executable static dependency graph can be annotated with the features and scenarios for which the computational units were executed. If a computational unit is not annotated with any scenario, the computational unit was not executed. Nonexecutable parts of the system, namely, declarative parts, may be added once all relevant computational units have been identified. A static points-to analysis is needed to resolve dynamic binding and calls via routine pointers if present. The static points-to analysis may take advantage of the knowledge about actually executed computational units yielded by the dynamic analysis. We primarily consider only those computational units u i for which u i 2 extentðc f Þ holds because only those computational units are actually executed when f is invoked according to the dynamic analysis. Hence, we combine static and dynamic information to eliminate conditional static computational units executions in order to reduce the search space. Nevertheless, one should check for the reasons why certain computational units have not been executed.
Any kind of traversal of the executable static dependency graph is possible, but a depth-first search along the controlflow is most suited because a computational unit can only be understood if all its executed computational units are understood. In a breadth-first search, a human would have to cope with continuous context switches. The goal of the inspection is to sort out computational units that do not belong to the feature in a narrow sense because they do not contain feature-specific code.
The executable static dependency graph rather than the concept lattice is traversed for inspection because the lattice does not really reflect the control-flow dependencies: ðu 1 Þ > ðu 2 Þ does not imply that u 1 is a control-flow predecessor of u 2 . However, the concept lattice may still provide useful information for the inspection. In Section 4.4, we made the observation that the lower a concept ðuÞ is in the lattice, the more general computational unit u is because it serves more features-and vice versa. Thus, the concept lattice gives us insight into the level of abstraction of a computational unit and, therefore, contributes to the degree of confidence that a specific computational unit contains feature-specific code.
Example. The analyst would first validate the starting set for FIG's ability to color a circle S start ðcolor-circleÞ ¼ fcolorg.
Then she would inspect the control-flow predecessors and successors of color. Some of them might not be executed, yet a brief check is still necessary to make sure that they are indeed irrelevant. Then, she would continue with setDiameter and eventually inspect draw.
Two additional analyses gather further information useful while navigating on the dependency graph:
. Strongly connected component analysis is used to identify cycles in the dependency graph: If there is one computational unit in a cycle that contains feature-specific code, all computational units of the cycle are related to the feature because of the cyclic dependency. . Dominance analysis is used to identify computational units that are local to other computational units. A computational unit u 1 dominates another computational unit u 2 if every path in the dependency graph from its root to u 2 contains u 1 . In other words, u 2 can only be reached by way of u 1 . If a computational unit u is found to be feature-specific, then all its dominators are also relevant to the feature because they need to be executed in order for u to be executed. If none of a dominator's dominatees contains feature-specific code and the dominator itself is not feature-specific, then the dominator is a clear cutting point as all its dominatees are local to it. Consequently, the dominator and all its dominatees can be omitted while understanding the system. If more than one feature is relevant, one simply unites the starting sets for each feature and then follows the same approach. For more than one feature, the concept lattice identifies computational units jointly and distinctly used by those features.
Once all relevant computational units have been identified, other static (e.g., program slicing) as well as dynamic analyses (e.g., trace recording to obtain the order of execution) can be applied to obtain further information. These analyses can be performed more goal-oriented by leveraging the retrieved feature-unit map.
Incremental Analysis
There are at least two reasons why an incremental consideration of scenarios is desirable. First, one might not get the suite of scenarios sufficiently discriminating the first time. New scenarios become necessary to further differentiate scenarios into features. Second, new scenarios are useful when trying to understand an unfamiliar system incrementally. One starts with a small set of relevant scenarios to locate and understand a fundamental set of features by providing a small and manageable overview lattice. Then, one successively increments the set of considered scenarios to widen the understanding.
Adding scenarios means adding attributes to the formal context; but there are also situations in which objects are added incrementally: in cases where computational units need to be refined. For instance, computational units with low cohesion-that is, computational units with multiple, yet different functions-will "sink" in the concept lattice if they contribute to many features. A routine containing a very large switch statement where only one branch is actually executed for each feature is a typical example. If the analyst encounters such a routine during static analysis, she could lower the level of granularity for computational units specifically for this routine to basic blocks. Basic blocks as computational units disentangle the interleaved code: For the example routine with the large switch statement, the individual switch branches would be more clearly assigned to the respective feature in the concept lattice.
In this section, we describe an incremental consideration of attributes, namely, scenarios. Incremental consideration of objects-that is, refinement of computational units-is analogous.
As soon as one understands the basics of a system, one adds new scenarios for further detailed investigation and exploration of the unknown portions of the system. If one tries to capture all features of a software at once, the resulting lattice may become too large, too detailed, and thus unmanageable. If one starts with a smaller set of scenarios and further increases this set, all accumulated knowledge an analyst gained while working with the smaller lattice has to be preserved. The lattice-the mental map for the analyst's understanding-changes when new scenarios are added. Fortunately, the smaller lattice can be mapped to the larger one (the smaller lattice is the result of a so-called subcontext). Proof. See [22] . t u
Definition. Let
According to this proposition, each extent within the subcontext will show up in the supercontext. This can be made plausible with the relation table: Added rows will never change existing rows, so the maximal rectangles forming concepts will only extend in vertical direction (if scenarios are listed in rows).
This proposition on the invariability of extents of subcontexts that differ only in the set of objects results in a simple mapping of concepts from the subcontext to the supercontext (for a formal proof see [22] ):
ðU; SÞ 7 ! ðU; 'ðUÞÞ:
The mapping is a u-preserving embedding, meaning that the partial order relationship is completely preserved. Consequently, the supercontext is basically a refinement of the subcontext. By this mapping, all concepts of the subcontext can be found in the supercontext.
The supercontext may include new concepts not found in the subcontext. The consequence for the visualization of the supercontext is that the newly introduced concepts can be highlighted easily in the visualized lattice of the supercontext and that concepts in the subcontext can be mapped onto concepts in the superconcept along with possible user annotations. Additionally, an incremental automatic graph layout can be chosen: Only additional nodes and edges may be introduced in the supercontext, nodes and edges of the subcontext are kept. Thus, the position of concepts relatively to each other will be preserved.
Example. Let us assume the analyst of FIG is now interested
whether invoking the feature "circle drawing" twice makes a difference and what the differences between drawing a circle and drawing a dot ("Draw-dot") on one hand, and between moving a circle and undoing a circle move operation ("Move-circle-undo") on the other hand are. The domain expert will design the appropriate scenarios. The resulting invocation table for these and all previous scenarios may be as in Fig. 12a . The lattice for this new supercontext is shown in Fig. 12b . The new scenario Draw-circle-diameter-twice is subsumed by the existing scenario Draw-circle-diameter, showing that using the feature twice does not lead to additional relevant computational units. The new scenario Draw-dot is subsumed by the bottom concept; thus, Draw-dot shares only the computational unit draw with the feature "circle drawing." Both scenarios Draw-circle-diameter-twice and Draw-dot do not change the general structure of the lattice. Only the concept highlighted in Fig. 12b is new. This concept shows the difference between Move-circle and Move-circle-undo, which is the additionally executed computational unit undo.
RELATED RESEARCH
This section discusses research related to our work. We discuss work on several aspects that are of interest. We take a look at papers most closely related to our own approach. Here, we summarize work that concerns feature location and formal concept analysis. In [3] , a broader discussion of related work can be found.
Feature Location
Wilde and Scully [7] and Wilde et al. [27] were pioneers in locating features taking a fully dynamic approach. The goal of their Software Reconnaissance is the support of maintenance programmers when they modify or extend the functionality of a legacy system.
Based on the execution of test cases for a particular feature f, several sets of computational units are identified:
. computational units commonly involved (code executed in all test cases, regardless of f), . computational units potentially involved in f (code executed in at least one test case that invokes f), . computational units indispensably involved in f (code that is executed in all test cases that invoke f, and . computational units uniquely involved in f (code executed exactly in cases where f is invoked) Since the primary goal is the location of starting points for further investigations, Wilde and Scully focus on locating specific computational units rather than all required computational units.
Another approach based on dynamic information is taken by Wong et al. [28] . They analyze execution slices (which correspond to our execution profiles) of test cases implementing a particular functionality. The process is as follows:
1. The invoking input set I (i.e., a set of test cases or-in our terminology-a set of scenarios) is identified that will invoke a feature. 2. The excluding input set E is identified that will not invoke a feature. 3. The program is executed twice using I and E separately. 4. By comparison of the two resulting execution slices, the computational units can be identified that implement the feature.
For deriving all required computational units, the execution slice for the including input set is sufficient. By subtracting all computational units in the execution slice for the excluding input set from those in the execution slice for the invoking input set, only those computational units remain that specifically deal with the feature. This information alone is not sufficient to identify the interface and the constituents of a component in the source code, but those computational units are at least a starting point for a more detailed static analysis. Again, interdependencies between features are not revealed easily.
In [29] , Wong et al. present a way for quantification of features. Metrics are provided to compute the dedication of computational units to features, the concentration of features in computational units, and the disparity between features. This work complements their earlier research and can be used as a refinement for Wilde's technique.
Chen and Rajlich [30] propose a semiautomatic method for feature location, in which the programmer browses the statically derived abstract system dependency graph (ASDG). The ASDG describes detailed dependencies among routines, types, and variables at the level of global declarations. The navigation on the ASDG is computeraided and the programmer takes on all the search for a feature's implementation. The method takes advantage of the programmer's experience with the analyzed software. It is less suited to locate features if programmers without any pre-knowledge do not know where to start the search.
Recently, Wilde and Rajlich compared their approaches [31] . In the presented case study, both techniques were effective in locating features. The Software Reconnaissance showed to be more suited to large infrequently changed programs, whereas Rajlich's method is more effective if further changes are likely and require deep and more complete understanding.
Concept Analysis
Primarily Snelting has recently introduced concept analysis to software engineering. Since then it has been used to evaluate class hierarchies [32] , explore configuration structures of preprocessor statements [33] , [34] , for redocumentation [35] , and to recover components [36] , [37] , [38] , [39] , [40] , [41] , [42] . All of that research utilizes static information derived from source code.
A technique similar to ours is taken by Ball [43] . He describes how to use concept analysis for the dynamic analysis of test sets. The source code is instrumented and profile information is gathered. The results of concept analysis on the data are used to provide an intermediate point between entity-based and path-based coverage criteria.
CONCLUSIONS
The technique presented in this paper identifies computational units specific to a set of related features using execution profiles for different usage scenarios. At first, concept analysis-a mathematically sound technique to analyze binary relations-allows locating the most featurespecific computational units among all executed computational units. Then, a static analysis uses these featurespecific computational units to identify additional featurespecific computational units along the dependency graph. The combination of dynamic and static information reduces the search space drastically.
The value of our technique has been demonstrated by several case studies [3] . In one case study [44] , analyzing two web browsers (NCSA Mosaic and Chimera), we could recover a partial description of the software architecture with respect to a specific set of related features. Commonalities and variabilities between these partial architectures could be recovered quickly. Altogether, we found in two experiments with the two web browsers 16 and 6, respectively, feature-specific routines out of 701 declared routines for NCSA Mosaic and 3 and 24, respectively, out of 928 declared routines for Chimera. Only very few routines needed to be inspected manually.
The second case study was performed on a 1.2 million LOC production system. The experiences we made during that case study showed two problems of our initial approach: the growing complexity of concept lattices for large systems with many features and the need for handling compositions of features. The case study is also described in short in [45] .
In this paper, we extended our technique to solve these problems. We showed how the method allows exploring features incrementally while preserving the "mental map" the analyst has gained through the analysis. The second improvement described in this paper is a detailed look at composing features into more complex scenarios. Rather than assuming a one-to-one correspondence between features and scenarios as in earlier work, we can now handle scenarios that invoke many features.
