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Abstract
Let G = (V, E) be an edge-colored graph. A subgraph H is said to be monochromatic if all the edges of H have the same color,
and multicolored if no two edges of H have the same color. We investigate the complexity of the problems for finding the minimum
number of monochromatic or multicolored subgraphs, such as cliques, cycles, trees and paths, partitioning V (G), depending on
the number of colors used and the maximal number of times a color appears in a coloring. We also present a greedy scheme
that yields a (lnm + 1)-approximation for the problem of finding the minimum number of monochromatic cliques partitioning
V (G) for a K−4 -free graph G, where m is the size of the largest monochromatic clique in G. By a slightly modification of the
approximation algorithm, it can be used for the multicolored case. We show that unless NP ⊆ DTIME(NO(log logN)), for any  ≥ 0
there is no approximation algorithm for finding the minimum number of multicolored trees partitioning V (G) with performance
50/521(1− ) ln |V |.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
For graphs, people often assigned certain weights, labels or colors representing certain types or costs of the
relations between the vertices. In many of these problems, the goal is to find some subgraphs in which a function
of weights, labels or colors of the edges attains some optimum value. Well-known examples are the Minimum
Spanning Tree problem and the Traveling Salesman problem. Other examples are problems in which one is interested
in monochromatic cliques (trees, cycles or paths), i.e., cliques (trees, cycles or paths) in which all edges have the
same color, or multicolored cliques (trees, cycles or paths), i.e., cliques (trees cycles or paths) in which all edges have
different colors.
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Manoussakis et al. [23] presented conditions on the minimum number k of colors sufficient for the existence of
properly edge-colored subgraphs in a k-edge colored complete graphs Kn . The types of subgraphs they studied include
families of internally pairwise vertex-disjoint paths with common endpoints, hamiltonian paths and hamiltonian
cycles, cycles with a given lower bound of their length, spanning trees, stars, and cliques. Erdo˝s et al. [8] showed
that if the edges of a finite complete graph are colored with r colors, then the vertex set of the graph can be covered
by at most cr2 log r vertex-disjoint monochromatic cycles, where c is a constant. The analogue problems have been
extensively studied recently, see Haxell and Kohayakawa [16], Haxell [17], Kaneko et al. [20] and Jin et al. [18]. The
multicolored partition problems and the related problems were studied by Alon [2], Erdo˝s and Tuza [9], Albert et al.
[1], Brualdi and Hollingsworth [6], Kaneko et al. [20]. Broersma et al. [5] gave some basic results on paths and cycles
in general colored graphs.
Most of these colored problems can be viewed as special cases of graph partitions, and one can observe several
variations and interesting aspects as far as the problem of coloring and partition is concerned. Feder et al. [11]
introduced a parameterized family of graph problems which contain some well-known graph partition problems
as special cases. Alon et al. [3] presented several results on edge partitions and vertex partitions of graphs into
graphs with components of bounded size. MacGillivray and Yu [22] studied the (H, C)-partition problem which
is a general graph partition problem containing some well-known graph partition problems as special cases.
Yegnanarayanan [24] considered three coloring parameters of a graph G in connection with the computational
complexity, partitions, algebra, projective plane geometry and analysis. Many graph partition problems with their
corresponding computational complexity [4,7,11,13,15,19] have been well studied.
By a coloring of G we mean a surjective function l : E → {1, 2, . . . , r}. If G is assigned such a coloring,
we say that G is an edge-colored graph. We call l(e) the color of the edge e ∈ E , and use l(H) to denote the
number of different colors in the set {l(e) | e ∈ E(H)} for a subgraph H of G. Let Ei = {e ∈ E(G) | l(e) = i}
for i = 1, 2, . . . , r . We use s(G) to denote the number max{|Ei | | i = 1, 2, . . . , r}. A clique C of G is called a
monochromatic clique if and only if all edges in C have the same color. A clique C of G is called amulticolored-clique
if and only if no two edges in C have the same color. Monochromatic cycles, trees or paths, and multicolored cycles,
trees or paths can be defined similarly. The Minimum Monochromatic Clique Partition problem or the Minimum
Multicolored Clique Partition problem is to find a partition of V (G) into minimum number of monochromatic
cliques or multicolored cliques, respectively. The Minimum Monochromatic Cycle, Tree or Path Partition problem
and the Minimum Multicolored Cycle, Tree or Path Partition problem can be defined similarly. Note that a single
vertex is also regarded as a monochromatic or multicolored clique, cycle, tree or path, which is simply called a
vertex-monochromatic or vertex-multicolored clique, cycle, tree or path, respectively. In this paper, we investigate the
complexity of partitioning the vertex set of an edge-colored graph into the monochromatic or multicolored subgraphs,
such as cliques, cycles, trees or paths, depending on the parameters s(G) and l(G). Let us consider the following
questions first.
1. The MinimumMonochromatic Clique Partition problem or the MinimumMulticolored Clique Partition problem
is equivalent to the edge cover problem which can be solved in polynomial time by graph matching algorithm [13,
21] when s(G) ≤ 2 or l(G) ≤ 2, respectively. Then, we ask what is the complexity of the Minimum Monochromatic
Clique Partition problem or the Minimum Multicolored Clique Partition problem when s(G) = 3 or l(G) = 3,
respectively. Can the problem be solved in polynomial time? Or, is s(G) = 3 or l(G) = 3 the threshold when the
problem becomes NP-complete?
2. The Minimum Monochromatic Cycle Partition or the Minimum Multicolored Cycle Partition of G is the n
number of vertex-monochromatic cycles or vertex-multicolored cycles which are the n vertices of G when s(G) ≤ 2
or l(G) ≤ 2, respectively. Whereas, when G is monochromatic or multicolored, finding Minimum Monochromatic
Cycle Partition or Minimum Multicolored Cycle Partition is somehow equivalent to finding a hamiltonian cycle of
G. It is well known that the Hamiltonian Cycle problem is NP-complete. Then, we ask what is the complexity of
Minimum Monochromatic Cycle Partition problem or the Minimum Multicolored Cycle Partition problem when
s(G) = 3 or l(G) = 3, respectively. Can the problem be solved in polynomial time? Or, is s(G) = 3 or l(G) = 3 the
threshold when the problem becomes NP-complete?
3. At first, with simple observation the situation for the Minimum Monochromatic Path Partition problem or the
Minimum Multicolored Path Partition problem is the same as that for the Minimum Monochromatic Tree Partition
problem or the Minimum Multicolored Tree Partition problem when s(G) = 1 or l(G) = 1, respectively. All of the
problems are equivalent to the edge cover problem and can be solved in polynomial time by graph matching algorithm
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[13,21]. It is easy to see that the situations are also the same for the Minimum Monochromatic Path Partition problem
and the Minimum Monochromatic Tree Partition problem or the Minimum Multicolored Path Partition problem and
the Minimum Multicolored Tree Partition problem when s(G) = 2 or l(G) = 2. However, the situations are different
when s(G) = |E(G)| or l(G) = |E(G)|. In this case, finding the Minimum Monochromatic Path Partition or the
Minimum Multicolored Path Partition of G is somehow equivalent to finding a hamiltonian path of G, and therefore
is NP-complete, whereas, finding the Minimum Monochromatic Tree Partition or the Minimum Multicolored Tree
Partition of G is equivalent to finding a spanning tree of G which can also be solved in polynomial time. Then, it is
interesting for us to consider the complexity of the Minimum Monochromatic Path (Tree) Partition problem or the
Minimum Multicolored Path (Tree) Partition problem when s(G) = 2 or l(G) = 2, respectively.
This paper is organized as follows. In Section 2, we show that the Minimum Monochromatic Clique Partition
problem is NP-complete even if the input graph G is K−4 -free and s(G) = 3. We also present a greedy scheme
that yields a lnm + 1-approximation for the problem by a general color assignment, where m is the size of the largest
monochromatic cliques. In Section 3, we utilize the simple technique introduced in Section 2 to investigate all the other
problems and answer the questions proposed in Section 1 completely. In Section 4, we derive the inapproximability
result for the Minimum Multicolored Tree Partition problem for a general color assignment. In Section 5, we propose
some problems for further study and give concluding remarks on some simple observations of the approximation
factor for the Minimum Multicolored Tree and Path Partition problems.
2. Minimum monochromatic clique partition
In this section, we will use the Exact Cover By 3-Sets(X3C) problem to show that the Minimum Monochromatic
Clique Partition problem is NP-complete even if the graph is K−4 -free and s(G) = 3. This technique can be applied
easily to obtain the complexity of the other problems in the following section. We present a lnm + 1-approximation
algorithm for the problem by a general color assignment, where m is the size of the largest monochromatic clique in
G. First, some additional terminology is needed.
A clique in a graph is a complete subgraph, and a clique of size i is denoted as Ki . Note that if two cliques share
an edge then both cliques are of size at least 3. A graph G is called K−4 -free if it does not contain an induced K
−
4
as a subgraph, where K−4 is obtained by deleting one edge from K4. A vertex x is color-adjacent to a vertex y of a
monochromatic clique C in G if xy is an edge in G with the same color as that of C . Given an edge-colored graph
G = (V, E), the number of monochromatic cliques in a monochromatic clique partition PC is denoted by |PC (G)|.
Next, we give a formal description for the Minimum Monochromatic Clique Partition problem as follows.
Minimum Monochromatic Clique Partition problem
INSTANCE: A graph G = (V, E), a coloring l : E → N, and a positive integer k ≤ n.
QUESTION: Is there a monochromatic clique partition PC of G with |PC (G)| ≤ k ?
According to [13], we know that the following problem is NP-complete.
Exact Cover By 3-Sets(X3C) problem
INSTANCE: A set X with |X | = 3q , and a collection S of 3-element subsets of X .
QUESTION: Does S contain an exact cover for X , i.e., a subcollection S∗ ⊆ S such that every element of X occurs
in exactly one member of S∗ ?
Theorem 2.1. The Minimum Monochromatic Clique Partition problem is NP-complete even if the input graph G is
K−4 -free and s(G) = 3.
Proof. Clearly, the problem is in NP. Guess a set of k cliques of size at most 3 and check in polynomial time that
whether all the cliques in the set are vertex-disjoint monochromatic ones which cover all the vertices of the given
edge-colored graph.
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To complete the proof, we shall reduce the Exact Cover By 3-Sets problem to the Minimum Monochromatic
Clique Partition problem. Let an arbitrary instance of the Exact Cover By 3-Sets problem be given by the set
X = {x1, . . . , x3q} and a collection S = {s1, . . . , sm} of 3-element subsets of X . We construct a K−4 -free graph
G with every color appearing at most 3 times. Start with the collection S = {s1, . . . , sm} and for every 3 vertices xi1,
xi2, xi3 such that si = {xi1, xi2, xi3}, i = 1, . . . ,m, we add a gadget Hi which consists of vertices xi1, xi2, xi3 and 6
new vertices yi1, yi2, yi3, zi1, zi2, zi3 with the following color edges: edge xi1yi1, edge yi1zi1 and edge xi1zi1 labeled
with color li1; edge xi2yi2, edge yi2zi2 and edge xi2zi2 labeled with color li2; edge xi3yi3, edge yi3zi3, and edge xi3zi3
labeled with color li3; edge zi1zi2, edge zi2zi3 and edge zi1zi3 labeled with color li4; edge yi1yi2, edge yi2yi3 and edge
yi1yi3 labeled with color li5. It is easy to check that G is K−4 -free and s(G) = 3, which contains 3q + 6m vertices
and the least possible number of monochromatic cliques partitioning V (G) should be (3q + 6m)/3 = q + 2m since
every monochromatic clique has at most 3 vertices. Clearly the construction can be accomplished in polynomial time.
We will show that there exists a subcollection S∗ ⊆ S with q subsets covering all the elements of X such that every
elements of X occurs in exactly one member of S∗ if and only if there are the least possible q + 2m monochromatic
vertex-disjoint cliques which cover all the vertices of G, i.e., we define the positive integer k to be q + 2m.
(The “if” part) suppose there exists a subcollection S∗ = {s∗1 , . . . , s∗q } which exactly covers all the 3q elements of
X , i.e., s∗i ∩ s∗j = ∅, i 6= j , i, j ∈ [1, q].
For each s∗i = {x∗i1, x∗i2, x∗i3}, i ∈ [1, q]. We choose 3 vertex-disjoint monochromatic cliques: clique z∗i1y∗i1x∗i1,
clique z∗i2y∗i2x∗i2 and clique z∗i3y∗i3x∗i3 to cover the set of 9 vertices of Hi . Then all the vertices of {xi |i = 1, . . . , 3q}
have been covered by these monochromatic cliques. Denote S \ S∗ by S′. Clearly |S′| = m − q. For each s′i in S′,
we choose 2 vertex-disjoint monochromatic cliques: clique z′i1z′i2z′i3 and clique y′i1y′i2y′i3 to cover the left uncovered
vertices of G. Thus we totally obtain 3q + 2(m − q) = 2m + q vertex-disjoint monochromatic cliques which cover
all the 3q + 6m vertices of G.
(The “only if” part) Suppose there are q + 2m vertex-disjoint monochromatic cliques which cover all the vertices
of G. Let C denote the set of all the q + 2m cliques. Then every monochromatic clique in C must exactly consist of
3 vertices since q + 2m is the least possible number of vertex-disjoint monochromatic cliques which can cover all the
3q + 6m vertices of G. Let us make an observation: there are only two kinds of ways for the monochromatic cliques
to exist in each gadget Hi . The first kind of way is to choose clique zi1yi1xi1, clique zi2yi2xi2 and clique zi3yi3xi3;
The second kind of way is to choose clique zi1zi2zi3 and clique yi1yi2yi3. Otherwise, if the monochromatic cliques
are not found in the above two kinds of ways for each Hi , it is easy to verify that there will exist some vertices in
Hi which can not be covered by any 3-vertex monochromatic clique. Further, if the monochromatic cliques are found
in the first kind of way for Hi , i = 1, . . . ,m, the corresponding si will be added into S∗. Since all vertex-disjoint
monochromatic cliques which are found in the first kind of way can cover all the vertices of X , all the elements of X
can be covered by S∗ such that every element of X occurs in exactly one member of S∗. Since the total number of xi
is 3q , the number of si in S∗ must be q . This completes the proof. 
The Maximum Clique problem is to find a clique of the largest size in a graph G. It is a well-known problem that
the maximum clique problem is not only NP-complete but also very difficult to approximate. Hastad [14] proved that
the Maximum Clique problem is hard to approximate within n1− for any  > 0. However, we can find a largest
monochromatic clique in polynomial time when the input graph G is K−4 -free. We give the algorithm as follows:
The algorithm of finding a largest monochromatic clique:
1. Input G and let C := φ;
2. Repeat: start from any edge viv j ∈ E(G),
Let S := φ, S := S ∪ {vi } ∪ {v j };
While there is a vertex vk which is color-adjacent to each vertex of S
Do S := S ∪ {vk};
End While
Let C := C ∪ S, E(G) := E(G)− E(S);
Until no edge in E(G).
3. Return the largest set in C .
Lemma 2.2. The above algorithm can output a largest monochromatic clique for any K−4 -free graph G in polynomial
time.
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Proof. We claim that any two cliques do not share an edge in a K−4 -free graph. Otherwise suppose that clique C1
and clique C2 share an edge e which is incident with vertices i and j . Then, there must exist two vertices a ∈ V (C1)
and b ∈ V (C2) such that the subgraph aibj forms a K−4 -free subgraph, a contradiction and the claim holds. This
implies that every edge just belongs to one clique. The above algorithm starts from any edge e and find all the same
color edges in the monochromatic clique which contains edge e and then delete all the edges in the clique. So the
algorithm will find all the monochromatic cliques after the edge set of G becomes empty. The process takes at most
O(|E ||V |2) = O(|V |4) time. We can easily choose a largest monochromatic clique from the set of monochromatic
cliques found by the algorithm. 
By using the algorithm of finding a largest monochromatic clique, we can present the greedy algorithm to solve
the Minimum Monochromatic Clique Partition problem for a K−4 -free graph G by a general color assignment.
Greedy algorithm for the Minimum Monochromatic Clique Partition problem:
1. Input G and let CP := φ;
2. While the vertex set of G is not empty
C := a largest monochromatic clique found in G;
Delete G by C , i.e., G := G \ C ;
CP := CP ∪ C ;
End While
3. Return the set of monochromatic cliques in CP .
Theorem 2.3. The above algorithm can achieve the performance ratio at most lnm + 1, where m is the size of the
largest monochromatic clique.
Proof. Let G = (V, E) be a K−4 -free graph and m is the size of the largest monochromatic clique in G. Denote by
Ci the set of monochromatic cliques of size i , 1 ≤ i ≤ m, obtained by executing the greedy algorithm. Let ni be the
number of monochromatic cliques in Ci . Let S = ∪mi=1Ci and then |S| =
∑m
i=1 ni , i.e., |S| is the partition number
obtained by the greedy algorithm. Since the number of vertices of all the monochromatic cliques in S is equal to |V |,
we have
mnm + (m − 1)nm−1 + · · · + 2n2 + n1 = |V |. (1)
Denote Sopt as the set of monochromatic cliques which partitions V into minimum number of vertex-disjoint
monochromatic cliques. Let |Sopt | be the partition number of Sopt .
First, we can easily observe that
n1 ≤ |Sopt |. (2)
We have denoted C1 as the set of monochromatic cliques of size 1 in S which are the vertex-monochromatic
cliques. And we have |C1| = n1. From the greedy rule of the algorithm, we know that there does not exist an edge
between any two vertex-monochromatic cliques in G. Hence, any two vertex-monochromatic cliques in C can not lie
in a same monochromatic clique in Sopt which implies n1 ≤ |Sopt |.
Let ∆1 = (|Sopt | − n1)/2, n2 = n2 −∆1 and n′1 = n1 + 2∆1 = |Sopt |. Then, we can get from (1) that
mnm + (m − 1)nm−1 + · · · + 2n2 + n′1 = |V |. (3)










ni + n2 + n′1 = |S1|.
Next, we claim that
2|Sopt | ≥ 2n2 + n1.
We delete Sopt by Cm ∪ · · · ∪ C3 to obtain a new set of monochromatic cliques S′opt . Then the number of
monochromatic cliques in S′opt is at most |Sopt |. It is easily seen that according to the greedy rule of the algorithm,
every monochromatic clique in S′opt has size at most 2. Since |V (Sopt )| = |V |, the number of vertices of all the
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monochromatic cliques in S′opt is |V (Sopt )| −
∑m
i=3 |V (Ci )| = |V | −
∑m
i=3 |V (Ci )| = 2n2 + n1. This implies that
2|Sopt | ≥ 2n2 + n1. So the claim holds.
From Eq. (1), we have
mnm + (m − 1)nm−1 + · · · + 3n3 ≥ |V | − 2|Sopt |.
We, therefore, have 2n2 + n′1 = 2n2 + |Sopt | ≤ 2|Sopt | from (3). This implies
2n2 ≤ |Sopt |. (4)
Let ∆2 = (|Sopt | − 2n2)/3, n3 = n3 −∆2 and n′2 = n2 + 3∆2/2 = |Sopt |/2. We get from (3) that
mnm + (m − 1)nm−1 + · · · + 3n3 + 2n′2 + n′1 = |V |.
Let S2 =∑mi=4 ni + n3 +∑2i=1 n′i . Then since ∆2 ≥ 0 from (4), we get
|S| ≤ |S1| ≤
m∑
i=3
ni + n2 + n′1 + 1/2∆2 =
m∑
i=4




Similarly, we can continue the strategy to prove that i |Sopt | ≥ ini + (i − 1)ni−1 + · · · + n1, i = 3, . . . ,m − 1, and
keep the equality
mnm + (m − 1)nm−1 + · · · + ini + (i − 1)n′i−1 + · · · + n′1 = |V | (5)
where n′j = |Sopt |/j, 1 ≤ j ≤ i − 1.
From (1), we have
mnm + (m − 1)nm−1 + · · · + (i + 1)ni+1 ≥ |V | − i |Sopt |
which yields from (5)
ini ≤ |Sopt |. (6)
Let ∆i = (|Sopt | − ini )/(i + 1), ni+1 = ni+1 −∆i and n′i = ni + (i + 1)∆i/ i = |Sopt |/ i . Then equality
mnm + (m − 1)nm−1 + · · · + (i + 1)ni+1 + in′i + · · · + n′1 = |V | (7)
holds where i = 3, . . . ,m − 1.
Let |Si | =∑mj=i+2 n j + ni+1 +∑ij=1 n′j . Then
|S| ≤ |S1| ≤ · · · ≤ |Si−1| ≤ |Si−1| +∆i/ i = |Si |
since ∆i ≥ 0 from (6) where i = 3, . . . ,m − 1.
Finally, when i = m, we have got the equality from (7)
mnm + (m − 1)n′m−1 + · · · + n′1 = |V | (8)
where n′j = |Sopt |/j , 1 ≤ j ≤ m − 1.
With the obvious fact that m|Sopt | ≥ |V | since every monochromatic clique in Sopt has size at most m, we have
from (8)
mnm = |V | − (m − 1)|Sopt | ≤ m|Sopt | − (m − 1)|Sopt | = |Sopt |.
Then nm ≤ |Sopt |/m. Now let n′m = |Sopt |/m. Since
|S| ≤ |S1| ≤ · · · ≤ |Sm−1| = nm +
m−1∑
j=1







where n′j = |Sopt |/j , 1 ≤ j ≤ m, we have |S| ≤ (
∑m
j=1 1/j)|Sopt | = Hm |Sopt | ≤ (1+ lnm)|Sopt | where Hm is the
m-th harmonic number. This indicates that the partition number of vertex-disjoint monochromatic cliques obtained
from the greedy algorithm is at most 1+ lnm times that of the optimal solution. The theorem holds. 
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By a slight modification of the approximation algorithm, we can solve the Minimum Multicolored Clique Partition
problem for a K−4 -free graph.
3. The complexity of the other problems
Actually, the technique used to prove that Minimum Monochromatic Clique Partition problem is NP-complete
can be easily applied to show the complexity of the Minimum Multicolored Clique, Minimum Monochromatic or
Multicolored Cycle, Tree and Path Partition Problems.
For the Minimum Multicolored Clique Partition problem for the graph G with l(G) = 3, we can set the gadget Hi
to be the same as that in Theorem 2.1 only with different color assignment. We can set the gadget Hi which consists of
vertices xi1, xi2, xi3 and 6 new vertices yi1, yi2, yi3, zi1, zi2, zi3 with the following colored edges: edge xi1yi1 labelled
with color l1, edge yi1zi1 labelled with color l2 and edge xi1zi1 labelled with color l3; edge xi2yi2 labelled with color
l1, edge yi2zi2 labelled with color l2 and edge xi2zi2 labelled with color l3; edge xi3yi3 labelled with color l1, edge
yi3zi3 labelled with color l2, xi3zi3 labelled with color l3; edge zi1zi2 labelled with color l1, edge zi2zi3 labelled with
color l2 and edge zi1zi3 labelled with color l3; edge yi1yi2 labelled with color l1, edge yi2yi3 labelled with color l2 and
edge yi1yi3 labelled with color l3. Then the other process of the proof is similar to that in the proof of Theorem 2.1.
So the Minimum Multicolored Clique Partition problem is NP-complete when there are at most 3 colors even if the
graph is K4-free, while for the graphs with edge-colored by less than 3 colors, it can be solved in polynomial time.
Since clique K3 is just a cycle of 3 vertices, when every color occurs at most 3 times or there are at most 3 colors,
we can use the same proof of the Minimum Monochromatic or Multicolored Clique Partition problem to prove that
the Minimum Monochromatic or Multicolored Cycle Partition problem is NP-complete, respectively.
For the Minimum Monochromatic or Multicolored Tree Partition problem, when every color occurs at most twice
or there are at most 2 colors, we can set the gadget Hi to be similar to that in Theorem 2.1 or the gadget Hi to
be similar to that for proving the complexity of the Minimum Multicolored Clique Partition problem only deleting
the edges of xi1zi1, xi2zi2, xi3zi3, zi1zi3 and yi1yi3. The other process of the proof is similar to that in the proof
of Theorem 2.1. Then the Minimum Monochromatic or Multicolored Tree Partition problem is NP-complete when
s(G) = 2 or l(G) = 2, while in the cases when s(G) = 1 and s(G) = n or l(G) = 1 and l(G) = n, it can be solved
in polynomial time, respectively.
When every color occurs at most twice or there are at most 2 colors, it is easy to see that the situation
for the Minimum Monochromatic or Multicolored Path Partition Problem is identical to that for the Minimum
Monochromatic or Multicolored Tree Partition problem. So both of the problems are also NP-complete while the
Minimum Monochromatic or Multicolored Path Partition Problem can be solved in polynomial time when s(G) = 1
or l(G) = 1, respectively.
To summarize, we have answered the questions proposed in Section 1 completely.
4. Minimum multicolored tree partition
We have shown that the Minimum Multicolored Tree Partition problem is NP-complete even for the graphs with
edge-colored by 2 colors. Next, for a general color assignment on the edges of G, we achieve an inapproximabily
result of this problem. Based on the reduction proof, we can also draw a conclusion that this problem remains to be
NP-complete for bipartite graphs. The results will be shown in the sequel. First we need some additional terminology.
Given a graph G = (V, E), the number of multicolored trees in a multicolored tree partition PT is denoted by
|PT (G)|.
Minimum Multicolored Tree Partition problem
INSTANCE: A graph G = (V, E), a coloring l : E → N, and a positive integer k ≤ n.
QUESTION: Is there a multicolored tree partition PT of G with |PT (G)| ≤ k ?
The Minimum Set Cover problem can be informally stated as follows:
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Minimum Set Cover problem
INSTANCE: A universe U of n elements, a collection of subsets of U , S = {s1, . . . , sm}, a cost function c : S → Q+
and a positive integer k ≤ min{m, n}.
QUESTION: Is there a subcollection C of S with c(C) ≤ k that covers all the elements of U?
Theorem 4.1. Unless NP ⊆ DTIME(NO(log logN)), for any  > 0, there is no approximation algorithm for the
Minimum Multicolored Tree Partition problem with performance 50/521(1− ) ln |V | .
Proof. To present the inapproximability result for the problem, we need to transform any instance of the Minimum
Set Cover problem to an instance of the Minimum Multicolored Tree Partition problem first. We construct an edge-
colored graph G such that there is a covering C ⊆ S of U with no more than k subsets if and only if G contains k + 1
or less vertex-disjoint multicolored trees that cover all the vertices of G.
The graph G is constructed as follows: The set of vertices of G is the union of the sets U = {u1, . . . , un},
U
′ = {u ′1, . . . , u
′
n} and S = {s1, . . . , sn} with one more special vertex v0.
The set of edges of G with colors is defined as follows:
1. ui s j with color li if and only if ui ∈ s j , 1 ≤ i ≤ n, 1 ≤ j ≤ m;
2. v0s j with color l0 j , 1 ≤ j ≤ m;
3. v0u
′
i with color li , 1 ≤ i ≤ n;
Clearly, the construction can be accomplished in polynomial time.
Without loss of generality, suppose the set of {s j |1 ≤ j ≤ k} covers all the elements of U . Then, it is easy to find
k vertex-disjoint multicolored trees with roots s j , 1 ≤ j ≤ k, respectively, which cover all vertices of U . The left
vertices can form a multicolored tree with root v0. So G contains k + 1 or less multicolored trees which cover all
vertices of G.
Conversely, if there is a multicolored tree partition PT of G with k + 1 or less multicolored trees, we can find a
subcollection C of S with k or less number of subsets which cover all elements of U .
First, let us consider such a case that there exists a multicolored tree T which contains at least the vertex v0, some
vertices of U and some vertices of S. In such a case, let us think about the smallest number of multicolored trees
partitioning V (G) which are obtained from PT . Suppose there are tu vertex-multicolored trees of U , denoted by
U− = {un−tu+1, . . . , un}. Without loss of generality, suppose T contains the set of vertices U+ = {u1, . . . , u p} of
U , where p ≤ n − tu , and assume that the left vertices ui , p + 1 ≤ i ≤ n − tu are contained in t multicolored trees
rooted at t vertices in S, where t ≤ m. Then the corresponding vertices u ′i , 1 ≤ i ≤ p, in U
′
cannot be contained in
T and become p vertex-multicolored trees, otherwise T would have some common colors. Clearly, when G has the
smallest number of multicolored trees, the number of vertex-multicolored trees in G is p + tu , i.e., there is no vertex-
multicolored tree formed by a vertex in S. Otherwise, suppose there were some vertex-multicolored trees formed by
the vertices in S, then we can merge them into T and decrease the number of multicolored trees partitioning V (G).
This causes a contradiction to the smallest property. So the smallest number of multicolored trees partitioning V (G)
is 1 + t + p + tu . Since 1 + t + p + tu ≤ 1 + k, we have t + p + tu ≤ k. It is easy to find at most p + tu subsets
of U in S which can cover U+ ∪U−. All elements in U − (U+ ∪U−) can be covered by t subsets of U in S which
correspond to the t multicolored trees rooted at t vertices in S. Hence, we can find t + p + tu , i.e., k or fewer subsets
of U in S which cover all elements of U .
Second, if there does not exist a multicolored tree T which contains the vertex v0, some vertices of U and some
vertices of S together, then in such a case, let us also consider the smallest number of multicolored trees partitioning
V (G) which are obtained from PT . Suppose the number of vertex-multicolored trees ofU is tu , the number of vertex-
multicolored trees of S is ts and the number of multicolored trees composed of both the vertices in S and the vertices
in U is t . It is easy to observe that the number should be at most ts + t + tu + 1, i.e., all vertices of U ′ belong to a
multicolored tree T
′
rooted at v0. While the ts vertex-multicolored trees of S can be merged into T
′
, then the smallest
number is t + tu + 1 ≤ 1 + k, and hence t + tu ≤ k. It is easy to find at most tu subsets of U in S which can cover
the tu elements in U corresponding to the tu vertex-multicolored trees of U . The other elements of U can be covered
by t subsets of U in S corresponding to the t vertices in S which are the t roots of the multicolored trees composed of
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both the vertices in S and the vertices in U . Thus, we can find a subcollection of S with t + tu , i.e., k or less subsets
which can cover all elements of U .
Further, for proving the inapproximability of the Minimum Multicolored Tree problem, we need use a theorem
from [12] as follows: Unless NP ⊆ DTIME (NO(log logN)), for any  > 0, there is no approximation algorithm for the
Minimum Set Cover problem with performance (1− ) ln |U |.
The instances in the proof of the above theorem have a special property which has been indicated in [10]. Let
(U, S) be any instance produced by the reduction in [12] used for the proof of the above theorem. Then, the special
property is |S| ≤ |U |5 , which means that the number of subsets is polynomially bounded by the number of universal
elements. Given an instance I = (U, S) of Minimum Set Cover problem as constructed in [12].
From the construction ofG in the proof, it is easy to see that the number of vertices |V | satisfies |V | = 2|U |+|S|+1.
Since |S| ≤ |U |5, we have |V | ≤ 2|U | + |U |5 + 1. Let L(|U |) = 1/(2/|U |4 + 1+ 1/|U |5), R(|U |) = |U |21/100 and
Y (|U |) = (L(|U |))(R(|U |)) = (1/(2/|U |4 + 1+ 1/|U |5))(|U |21/100). Then, since both L(|U |) = 1/(2/|U |4 + 1+
1/|U |5) and R(|U |) = |U |21/100 monotonically increase in the range of |U | ∈ [2,+ ∝), and Y (2) = L(2)R(2) ≥ 1,
we can conclude that Y (|U |) ≥ 1 for |U | ≥ 2. By adjustment, Y (|U |) = (|U |521/100)/(2|U | + |U |5 + 1), and thus
2|U | + |U |5 + 1 ≤ |U |521/100 for |U | ≥ 2, i.e., |V | ≤ |U |521/100, for |U | ≥ 2.
Assume that for some constant α ≤ 50/521, there was an approximation algorithm g for the Minimum
Multicolored Tree Partition problem on an edge-colored graph of order |V | with the performance α(1 − ) ln |V |.
Let OPTtree denote the optimum value of an instance of the Minimum Multicolored Tree Partition problem, and let
OPTset denote the optimum value of an instance of the Minimum Set Cover problem. We have got that there is a
covering C ⊆ S of U with no more than k subsets if and only if G contains k + 1 or less vertex-disjoint multicolored
trees that cover all the vertices of G, then OPTtree = OPTset + 1.
Since from the set of multicolored trees of any partition PT , if we remove the multicolored tree which contains the
vertex v0, we can obtain a set cover with size no more than |PT | − 1 according to the left |PT | − 1 multicolored trees
from the above argument. Then, when we run g on the graph G constructed in the proof, a solution can be output with
at most α(1 − ) ln |V | ∗ OPTtree multicolored trees, which can be transformed into a solution Tset of set cover of
at most α(1 − ) ln |V | ∗ OPTtree − 1. And since |V | ≤ |U |521/100, we have that α(1 − ) ln |V | ∗ OPTtree ≤
521/100α(1 − ) ln |U | ∗ OPTtree, for |U | ≥ 2. Hence, Tset ≤ 521/100α(1 − ) ln |U | ∗ OPTtree − 1 =
521/100α(1 − ) ln |U | ∗ (OPTset + 1) − 1 ≤ 521/100α(1 − ) ln |U | ∗ (OPTset + OPTset). Moreover, since we
have assumed that α ≤ 50/521, then Tset ≤ (1− ) ln |U | ∗ OPTset. This is a contradiction to the inapproximability
of the Minimum Set Cover problem. Hence, the assumption does not hold. Then, unless NP ⊆ DTIME(NO(log logN)),
for  > 0, there is no approximation algorithm for the minimum multicolored tree partition of a |V |-vertex graph with
its performance of 50/521(1− ) ln |V |. 
Corollary 4.2. The Minimum Multicolored Tree Partition problem remains to be NP-complete for edge-colored
bipartite graphs.
Proof. It follows immediately from the observation that the graph G constructed in the proof of Theorem 4.1 is also
bipartite. 
5. Concluding remarks
In this paper we have studied the complexity of finding a minimum monochromatic or multicolored subgraph such
as clique, cycle, tree or path partition for an edge-colored graph G, especially when the color assignment changes to
a certain threshold. We also derive an inapproximability result for the Minimum Multicolored Tree Partition problem
when the edges of G are assigned by a general colors. If G is assigned a proper coloring, or G is a complete graph Kn
or G is a complete multipartite graph, the complexity of these problems and similar problems in [8,16,17,20] can be
further studied.
We have presented an approximation algorithm of factor lnm + 1 to solve the Minimum Monochromatic or
Multicolored Clique Partition problem for a K−4 -free graph with the largest monochromatic clique or multicolored
clique of size m. Simple observations can result in the following remarks on the approximation factors for the
Minimum Multicolored Tree Partition problem or Minimum Multicolored Path Partition problem. Denote by |SOPT |
the optimal solution and by M and IM a maximummatching and the set of unsaturated vertices, respectively. If we use
k colors to color the edge set of a graph of order n, then the best possible case is that every tree or path in a partition
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contains exactly k+ 1 vertices with k edges of different colors. It follows that n/(k+ 1) ≤ |SOPT | ≤ |M | + |IM | ≤ n.
Thus, the approximation factor is at most nn/(k+1) = k+1. If G has a perfect matching, then n/(k+1) ≤ |SOPT | ≤ n/2,
which means that we can get a better approximation factor n/2n/(k+1) = (k + 1)/2. A similar analysis can be applied to
the Minimum Multicolored Cycle or Clique Partition problem.
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