The theory of halftone printing has attracted the attention of both industry and scientists for decades. The Yule-Nielsen equation has been used for color prediction for more than 50 years now, but apparently the tuning parameter n has only been taken to be larger or equal than one. Our paper shows that the extension to the whole real axis is well defined in a mathematical sense. We fitted models to data from the ceramics tile printing sector (Rotocolor TM and Kerajet TM printing techniques) and found that using a negative n in almost all considered cases resulted in a better fit.
Introduction and Motivation
Both industrial sectors concerned with printing on paper and printing on tiles use halftone printing techniques. A considerable number of color prediction papers deals with the task of finding a model to describe the result when an ink is applied to a paper via halftone technique. In the ceramics sector the goal is the same: an ink pattern is applied via screen, Rotocolor TM cylinders or even an inkjet printer (Kerajet TM ) to a glazed tile. The assumption that the resulting spectral curve of a halftone pattern is a linear combination of the spectral curves of ink and background (paper or glazed tile) is strongly related to the approach Murray-Davies 1 used. In short, the formula for the resulting spectral reflectance, when an ink is printed onto a background with reflectance curve R B (λ), whereby the nominal halftone is h and the effective halftone is f (h), can be expressed as
with R I (λ) denoting the reflectance curve of the ink. For transparent inks the value R I (λ) depends on both ink properties and the background. As the effective halftone might differ from the nominal halftone, a monotonic dot gain transformation function f (h) is used to transform the nominal halftone into the effective halftone to incorporate possible dot gain.
Practical experience showed that this approach was often too imprecise to cope with effects caused by scattering and internal reflections. Approximations for real world data are sometimes not convincing when the Murray-Davies approach is used.
Yule and Nielsen 2 introduced an extension which includes the Murray-Davies formula as a special case with n = 1. Omitting the λ notation hereafter:
Some authors tried to determine the most suitable value of n. Ruckdeschel and Hauser
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concluded that values of n between 1 and 2 can occur in the framework considered by them. Pearson 4 found that a value of n = 1.7 has some optimal properties under certain circumstances. Berns et al. 5 found that optimal Yule-Nielsen factors as large as n = 10 can be observed. The theory of Clapper-Yule 6 also considers internal reflections at the boundary between substrate and air. In recent years several authors have tried to find more and more elaborated physical models to explain observed reflectance curves, mainly in the area of printing on paper. Approaches include the extensions of point spread functions to model light scattering or the use of probabilities to model the internal reflection behavior, 7, 8 variations of the KubelkaMunk theory 9, 10 or extensions of the Yule-Nielsen modified spectral Neugebauer model.
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There are also approaches to use the Yule-Nielsen equation with wavelength-depending factors.
12, 13
We have found that in case of the original Yule-Nielsen equation optimal factors even larger than 10 are not uncommon for tile printing in the ceramics sector. This observation led us to the idea to investigate the limit for n → ∞. Gemeinhardt 14 used also this limit for his approach. While experimenting with the optimal Yule-Nielsen factor, we noticed that often negative factors yield even better approximations. We start with a section about considerations, whether the Yule-Nielsen equation has a physical interpretation and we will outline how we intend to use the Yule-Nielsen equation. In the next section, we will show then that not only the limit of the Yule-Nielsen equation for n → +∞ exists, but furthermore an extension of the Yule-Nielsen factor 'even beyond infinity' is possible. We work with the reciprocal of the original factor, and the extension can then be seen as the transition from the positive axis to negative values. The following section analyses properties of this transition.
The subsequent section treats a practical problem to determine the optimal factor. We performed extensive trials with different tile types to investigate whether the extension to negative values is useful in practice. The positive results of these experiments are given in the final section.
Interpretation of the Yule-Nielsen equation
In this section we start with an investigation, whether it is meaningful to assign a physical interpretation to the involved parameters of the Yule-Nielsen equation, especially if the factor n is negative. not a description of the physical mechanism of halftone imaging, but it is a useful empirical approximation'. Their study indicates that the optimal factor is also influenced by the sharpness of the halftone dot edges and by scattering of light within the ink. In order to apply the Yule-Nielsen equation we need to determine f (h) and the factor n. If n is assumed to be known, a densitometer measurement could be used to estimate f (h). For the general case Wyble and Burns 16 mention different ways to estimate the effective coverage. They prefer a method, where, separately for each considered n, linear regressions are performed in the space of transformed reflectance curves R 1/n , yielding an estimate of f (h) and finally a prediction in the original space of reflectance curves. The best performing n is chosen. Gemeinhardt 14 assumes, although without further explanation, that the limit of the YuleNielsen equation for n → ∞ gives an adequate approximation. Under this assumption he uses an additional densitometer measurement to find an estimator for the involved effective coverage. We believe, as Arney and Yamaguchi, that the Yule-Nielsen equation is well suited if seen as an instrument to fit a mathematical model to given data, but in our approach the numerical accuracy is improved without introducing new parameters. Except for special cases (besides n = 1 Yule and Nielsen mention the case n = 2, which is related to full scattering), n may have not a direct physical meaning, but qualitative statements as "if n is increased then R(h, n) will decrease", assuming R I < R B , can still be made. R(h, n) will decrease for n → +∞ to a limit, which is still larger than R I . For example, as we will see in the following section, in the case of f (h) = 0.5 R(h, n) can never be smaller than the geometric mean
R(h, n) can be decreased even further by allowing negative values of n. Extending the domain of n to the whole axis allows us to produce values R(h, n) arbitrarily near to R I . The Yule-Nielsen effect can be made much larger than before, and when n approaches 0 from the negative axis, we could even model the extreme case that inspite of an effective halftone f (h) < 1 the reflectance curve R I of the applied ink is observed.
We are always assuming that the reflectance curves R I and R B are known and that we have measured m reflectance curves S(h i ), i = 1, . . . , m, with known nominal halftones h i , i = 1, . . . , m. We do not have any additional densitometer measurements. Our goal is to approximate all S(h i ) by functions R(h i , n) using always the same, but so far unknown value of n and possibly different values f (h i ), i = 1, . . . , m:
We minimize the average distance (Euclidean norm) ∆R between observed and fitted reflectance curves and it should be clear that the chosen error function has an influence onto the fitted parameters. In the general case of unknown f (h i ), i = 1, . . . , m and unknown n we could interpret the estimators of f (h i ) as estimators of effective halftones, although we will never need them explicitly in this sense. In addition, the physical definition of effective halftones is difficult, if the thickness of the applied ink layer is not constant, but slowly approaches zero at the border of the printed dots.
Furthermore, if we assume that n is known, the best estimators of f (h i ) will change. For example, if we would like to test the suitability of the Murray-Davies equation (n = 1) then we do not use the estimators of f (h i ) found in the general case, but will calculate new estimators. Therefore, we cannot speak of the effective halftones, but each environment has its own optimal estimators.
Limit of Yule-Nielsen equation
As we will see later, it has computational advantages to use the Yule-Nielsen equation in a slightly different form by replacing n by 1/u:
The original Yule-Nielsen equation is used for 1 ≤ n < +∞, which corresponds to the interval (0, 1] for u.
The limit for u → 0 (for fixed h) can be calculated as in the following lemma, which is in fact a simple extension of the limit Pollack 17 derived in 1955:
If we write this in the form
we see that the limit reflectance curve can be interpreted as being generated by light passing twice a transparent layer with transmittance
whereby the light is reflected once at the background with reflectance curve R B . The interesting part is now that we did not make explicit use of the fact that u approaches 0 from the positive real axis. In terms of the original form of the Yule-Nielsen equation, we could have taken lim n→−∞ as well. The Yule-Nielsen equation behaves identically for very large positive values of n and for negative values with large magnitudes. Figure 1 shows the functions R(h, n) and R * (h, u) for the arbitrarily chosen values of f (h) = 0.3, R I = 0.2 and R B = 0.7 respectively. The upper graph shows the behavior of R(h, n) as a function of n, the bottom graph uses the new notation displaying R * (h, u) as a function of u. In this example the asymptotic function value R(h, n) both for n → +∞ and
It can be shown that lim u→+∞ R * = max(R B , R I ) and lim u→−∞ R * = min(R B , R I ):
The other three possible cases are proven in a similar way. For a given wavelength, every value between R I and R B can be generated by changing u, as R * (h, u) is continuous. The essence of Lemmas 1 and 2 is that it is possible to define the Yule-Nielsen equation for all real values of n. The limit for n → +∞ exists, but furthermore it seems natural to continue 'beyond infinity', which means, in the old notation, to switch to negative infinite values. The new notation using u is, for this purpose, more elegant, as we just progress smoothly from the positive axis through 0 to the negative axis.
Behavior of the Yule-Nielsen equation around u = 0
We investigated further what might happen during the transition of u from the positive to the negative axis. We computed the linear Taylor expansion around u = 0 for a fixed h: Lemma 3 The linear Taylor expansion for R * (h, u) around u = 0 is:
Proof: We need to find the limit of the difference quotient
whereby R * (h, 0) is defined as the limit R
. L'Hopital's Rule tells us to use lim u→0 R * (h, u) instead, assuming that this limit exists. It is not difficult to see that the derivative of R * (h, u) with respect to u exists for u = 0.
Define
then the k-th derivative can be calculated as
Now for u = 0
and therefore
We define
and then it follows
We consider now the following limit
Using (12) and (13) we arrive after some calculations at
After applying L'Hopital's Rule on the second part of (16), we can calculate the desired limit:
Therefore the linear Taylor expansion around u = 0 is
We can see that the expression (u/2)f (h)
2 describes the relative deviation to the limit R * (h, 0) and is mainly influenced by the two factors f (h)[1 − f (h)] and log
. Assume that the f (h) is given and that we have two reflectance curves R I ≤ R B . If we alter u now, then, because of the squared logarithm, mainly those wavelenghts are affected, for which R I << R B . A positive u will lift the resulting reflectance curve in this area, and a negative u will lower it, whereby the areas for which R I is almost as large as R B are not affected to the same extent. In contrast, changing f (h), assuming a small u, will affect more or less the whole range of wavelengths. Figure 2 shows the behavior of R * (h, u) for values of f (h) = 0.52 and u ∈ {−1, 0, 1} and additionally the observed reflectance curve for a nominal halftone of h = 0.4 (R B , R I and R 40 are taken from data set C introduced in the section with the experimental results). Figure 2 shows that allowing a negative u simply extends the function space which can be represented. The variation in the area with high wavelengths (> 600nm) is much lower and each u with −1 ≤ u ≤ 0 might deliver a reasonable fit. For the lower wavelengths, the sensitivity of R * (h, u) with respect to u is much higher. The observed reflectance curve is lower than expected and can only be expressed with u < 0.
Determination of best u without a full coverage measurement
For the experimental results presented in the next section we used the measured reflectance curve for a nominal halftone of 100% as R I , although apparently a full coverage was not achieved. We will show briefly that this property does not hinder the calculation of the best fitting Yule-Nielsen factor u:
Lemma 4 Suppose that the extended Yule-Nielsen equation describes for a certain u the true situation: each reflectance curve R * (h) can be expressed either as
depending on whether u is different from zero or not. If R I can not be measured, but only a spectral curve for a patch with the maximal available nominal halftone h 0 with 0 < f (h 0 ) < 1, we could use R I 0 := R * (h 0 ) instead, and for each h with 0 < h < h 0 we will still get a modified Yule-Nielsen equation using the same u as before:
is still monotonic.
Proof: 1. Suppose first that a u = 0 describes the true situation. If
then
We can solve for R u I :
Substituting in the original equation yields:
Setting g(h) := f (h)/f (h 0 ) completes the proof for the first case. 2. Suppose that u = 0 is optimal. Therefore
and
Substituting yields
As in the first case, setting g(h) := f (h)/f (h 0 ) completes the proof. If we believe that the extended Yule-Nielsen equation is an adequate description of the reality, we will therefore be able to determine the optimal u even if we have not observed the reflectance curve R I itself.
Experimental Results

6.A. Description of Experiments
We have investigated whether the extension of the original Yule-Nielsen factor to infinity and further more to the whole set of real numbers yields any benefit, if the optimal factor for real data is sought.
We will present results for different tile types. For each tile type one printing layer was applied to a uniform glazed tile. We calculated the distance between observed and fitted reflectance curves a) as a Euclidean distance between the curves and b) as the distance in the CIELAB space.
We proceeded in the following way: All used tile types had patterns with different nominal halftones and unprinted areas. For each tile type the reflectance curve R B of an unprinted part of a glazed tile was measured. Additionally we measured the reflectance curves for small patches with given nominal halftones (which were 0.20, 0.40, 0.60, 0.80, 1.00 for data sets A and C, and 0.10, 0.20, . . ., 1.00 for data set B). Each single patch with constant halftone had a dimension of at least 2cm x 2cm. If a nominal halftone appeared several times on a tile, we used the average reflectance curve for all available patches of all tiles produced under the same circumstances. The average reflectance curve of the patches with h = 1.00 was used as R I .
6.B. Data set A
Data set A belongs to a black ink pattern printed on a bright glaze and the used nominal halftones are 0, 0.2, 0.4, 0.6, 0.8, 1. The data can be further split into four groups related to the viscosity of ink (four values of 18s, 20s, 25s and 30s according to the Ford Cup system). The analysis was performed for each of these groups separately. We had the possibility to measure between 3 and 5 tiles for each viscosity both pre and post kiln. The reflectance curve for a given nominal halftone was calculated from all tiles.
We considered the following models:
(cases 3. and 4.), we simultaneously optimized the parameters f (0.2), f (0.4), f (0.6) and f (0.8) and u in order to predict the reflectance curves belonging to the halftones. We used the Nelder-Mead 18 approach implemented in MATLAB with several random starting points and controlled the results by visual inspection of observed and fitted reflectance curves. We tried to minimize the average distance (Euclidean norm) ∆R between observed and fitted reflectance curves. Furthermore, we calculated the mean ∆E ab -distance in the CIELAB space for observed and fitted reflectance curves. The pre kiln results are summarised in Table 1 . Although even the Murray-Davies equation does perform well, as even in the worst case the average ∆E ab is still only 0.35, a negative value of u performs equally well or better in comparison to a large n. If the best parameter is negative, then for our examples (also for data sets B and C) the best positive u was arbitrarily near to 0, and similar, if the best parameter u was positive, the best negative u was very close to 0.
The post kiln results are summarised in Table 2 . They show that using a negative YuleNielsen u yields far better results than a non-negative u. The ∆E ab is always below 0.21, whereas the best non-negative u leads to errors that are near 1 in the worst case. The best values of u are always in the range from −1 to −0.7.
The figures 3, 4 and 5 show the poor fit of reflectance curves for the Murray-Davies equation, the fit for u = 0 and the excellent fit for the best negative u value. The figures are given for the post kiln results of the ink with viscosity=25s.
6.C. Data set B
For the second data set, a Kerajet TM ink jet printer was used. The pattern has different nominal halftones (0.00, 0.10, 0.20, . . . , 1.00). For each run, the pattern was printed with one of the four colors C, M, Y and K. The tiles were inspected only after the kiln. Table 3 summarizes the results. Again the best values (∆R) are achieved when a negative u is used. The ∆E ab values for negative u are at least in the same range or better than the remaining values (remember that the parameters were chosen to minimize ∆R). For comparison, we repeated the optimization for data set B, but this time the task was to minimize ∆E ab . The results in Table 4 show that in three of four cases the best results have been achieved with a negative Yule-Nielsen factor. In case of the black ink, the negative factor yields by far the best result.
6.D. Data set C
The tiles for this data set C had patches with nominal halftones of 0.00, 0.20, 0.40, 0.60, 0.80 and 1.00. The pattern was printed with each of two inks, a red and a blue-green. The tiles were measured after firing. Table 5 gives the results.
Again, negative values yielded the best results. Figure 6 shows the near-perfect fit for the red ink.
Conclusion
We have shown that the Yule-Nielsen equation can provide substantially improved predictions for reflectance curves of printed tile patterns, if it is used with a negative Yule-Nielsen factor. It is computationally easier to work with the reciprocal of the original factor. Even the limit of the Yule-Nielsen equation for n → ∞ often yields a good performance and could be used instead of a finite positive n.
As the domain of the Yule-Nielsen equation has been extended without increasing the complexity of the calculation, it seems to be reasonable to always include the investigation of negative factors.
In future, we plan to relate the fitted parameters (u and the fitted f (h)) to the ink properties as viscosity or density in order to develop a color prediction model integrating the ink properties. 
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