The automatic intelligent acquisition of apple growth information in the long-term provides a promising benefit for growers to plan the application of nutrients and pesticides during apple maturation. The overall goal of this study was to develop an apple growth monitoring system in an orchard based on a deep learning edge detection network for apple size remote estimation throughout the entire growth period. A remote apple growth monitoring hardware system was built with a spherical video camera and two personal computers to regularly acquire apple images. For software, an edge detection network that fused convolutional features (FCF) was proposed to segment the apple images. To filter out irrelevant apples in the images, points on apples to be monitored were manually selected from the images as seed points, and the region growing method was conducted on the extracted edge maps. Then, the horizontal diameters of the apples were calculated. The experimental results showed that the F1 score of the FCF method was 53.1% on the apple test set, and the average run time was 0.075 s per image, which was better than the other five methods in comparison. The growth of the apples was monitored by our system from the date after apple thinning to apple ripening. The mean average absolute error of the apples' horizontal diameters detected by our system was 0.90 mm, and it decreased by 67.9% when compared with the circle fitting-based method (2.8 mm). These results suggest that our system provides an effective and accurate way to monitor the growth of apples on the trees. The proposed method provides a reference for monitoring the growth of other fruits during the growth period, and it can be used to optimize orchard management.
I. INTRODUCTION
Acquiring apple growth information in a timely manner can help growers to prepare fertilizers and pesticides and to better estimate the yields for timely harvests. It could also assist growers in optimizing their orchard management and increasing their profits [1] , [2] . However, factors such as complex natural conditions, uncertain illumination, and the occlusion and clustering of apples, especially the similarity between immature apples and the background, make it The associate editor coordinating the review of this manuscript and approving it for publication was Xiao-Yu Zhang . difficult to detect accurate information about the apples on the trees [3] - [5] .
The horizontal diameter of the fruit could be used to assess the size and the growth of the fruit directly. Spherical fruits were typically round in the images, and the diameters of the fitting circles were always taken as the horizontal diameters of the spherical fruits. For example, Zeng et al. [6] regarded a grape in an image as a circle. After extracting the precise edge of a grape, the diameter of the circle was calculated according to the area of each grape. However, the grapes in the images are not all round; some of the grapes are oval. There were errors when regarding grapes as circles in calculating the VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ horizontal diameters of the grapes. Following the same idea, Li et al. [7] also considered apples in images as circles.
To measure the horizontal diameters of the immature apples in natural scenes, they segmented apple images and extracted the real edges of the apples in the images first. The edges were fitted with circles, and the diameters of the circles were used as the apples' horizontal diameters. Since spherical fruits are not perfectly circular in the images, there were errors using the diameters of the fitting circles as the fruits' horizontal diameters. In addition, the different varieties of the same type of fruit can have slightly different shapes. For example, 'Fuji' apples are usually oblate in the middle and in later stages of growth, whereas 'Red Delicious' apples are typically oval. The diameters of the fitting circles cannot represent the horizontal diameters of the spherical fruits precisely. The extraction of the fruits' horizontal diameters relies upon accurate image segmentation and classification. The methods including chromatic aberration [8] - [11] , K -means [12] , [13] , fuzzy C-means [14] , [15] , K -nearest neighbor [3] , artificial neural networks [12] , [16] , support vector machines [17] , [18] , and deep convolutional neural networks (DCNN) [19] - [21] , have been widely used in fruit image segmentation and classification. Most of the above segmentation methods were based on the color features of the fruit. However, for some types of fruits, such as the 'Fuji' apple, the color varies significantly with the seasons, illumination, and other natural conditions, with the result that the color-based methods were not able to segment the fruit throughout the entire growth process. Compared with colorbased segmentation methods, fully convolutional networks (FCN) [22] remedied the defects of these methods to some extent. The segmentation result of the FCN relied upon an image training set. If the training set was large enough, the FCN was applicable for segmenting fruits of different colors. However, the FCN did not precisely retain the edge details in the images [22] , which means that the image segmentation results were not sufficiently accurate.
The accurate detection of fruit edges is of great significance for fruit image segmentation and classification, cluster fruit detachment, and fruit horizontal diameter acquisition. Traditional edge detection methods use low-level cues such as colors, brightness, textures, and gradients in the images [23] , or other manually designed features based on these cues [24] , [25] . However, the poor accuracy makes it difficult to meet the requirements of the application. With considerable self-learning capability, the DCNN learns the high level features of the images automatically. Researchers have applied the DCNN to edge detection, and a series of deep learning-based methods have been proposed [26] - [32] . Ganin and Lempitsky [33] proposed N4-fields to detect the edges in images, which combined CNN with the nearest neighbor search, and an optimal dataset scale F-score of 0.750 was achieved on the BSDS500 dataset. Shen et al. [34] improved the edge detection accuracy by using the deep features learned from convolutional neural networks. They partitioned contour data into subclasses and fitted each subclass by learning different model parameters. The optimal dataset scale F-score of this method was 0.760 on the BSDS500 dataset. Xie and Tu [35] proposed a holistically nested edge detection method that was based on VGG16 [36] . The features of the last layer in each stage of VGG16 were fused to achieve accurate edge detection. The experimental results showed that the optimal dataset scale F-score of the method were 0.790 and 0.746 on the BSDS500 dataset and the NYUD dataset, respectively. Liu et al. [37] predicted that fusing the features of more layers had more advantages for edge detection. Therefore, improvements had been made on the basis of [35] , and the features of each layer in the each stage of VGG16 were fused. Compared with the method proposed in [35] , the optimal dataset scale F-score of the new method was improved by 1.8% and 1.6% on the BSDS500 and the NYUD dataset, respectively. Wang et al. [38] proposed a unified end-to-end multitask deep object boundary detection network. The network adopted an encoder-decoder structure with a skip connection to automatically learn the multiscale and multilevel features, and the object boundary and occlusion orientation were predicted simultaneously by sharing the convolutional features. The method achieved an optimal dataset scale F-score of 0.555 on the BSDS ownership dataset. The above edge detection methods can all be used to detect the edges of all types of images, and the salient edges of the images can all be extracted. However, because of the complex natural surroundings of the apple trees, the uneven color and illumination on the surfaces of the apples, and the similarities between the foliage background and the immature apples, there is no edge detection method specially applied to apple images that can effectively remove background and retain the edges of the apples.
With the rapid development of deep learning, many deep neural networks have been proposed, such as AlexNet [39] , ZF [40] , VGG [36] , GoogleNet [41] , and ResNet [42] , etc. Different network frameworks and learning strategies had been designed in some researches, which effectively improve the generalization ability of the network models [43] - [45] . By designing different numbers of weight layers, networks with different depths can be built by these networks. Although a deeper network could result in higher accuracy, it will lower the speed of the network training and operation. By using identity mapping and a deep residual learning framework, ResNet can be deepened without adding parameters, which effectively alleviates the problems of vanishing gradient and training degradation in deep network training [42] , and thus, it can improve the convergence performance of the network and make it more widely usable.
The overall goal of this research was to develop a deep learning approach for edge detection and apple size remote estimation. The specific objectives were the following:
(1) Build a remote apple growth monitoring hardware system using an intelligent network spherical video camera and two personal computers (PCs) to capture and process apple images regularly and automatically. (2) Develop an edge detection network and combine it with the region growing algorithm to detect apple edges and to segment apples in the image. (3) Compare the accuracy of the developed edge detection network with the other five existing edge detection methods and develop an edge detection, region growing, and ellipse fitting-based software to measure the apples' horizontal diameters.
II. REMOTE APPLE GROWTH MONITORING HARDWARE SYSTEM
The remote apple growth monitoring hardware system was composed of an image data collection terminal, a data transmission network, and an imaging data processing unit ( Figure 1 ). Figure 1 ) in the imaging data processing unit was used to capture apple images regularly and automatically.
2) DATA TRANSMISSION NETWORK
The task of the data transmission network was to transmit the data to the remote data processor. The internet with a bandwidth of 100 Mbps was used to transmit the data from the orchard to the server. The internet was connected to a router, and then, the router allocated the dynamic IP address to the video camera. With a constant AC power supply, the internet was connected all the time, and the video camera could be accessed anytime and anywhere via the video camera's IP and its unique number.
3) IMAGING DATA PROCESSING UNIT
The data information processing unit consisted of two PCs. The PC (PC1 in Figure 1 ) running the Windows 7 operating system was used with the apple image collection terminal to capture apple images regularly and automatically, and the acquired images were saved onto this PC. The PC (PC2 in Figure 1 ) running the Ubuntu 16.04 operating system was used to process the saved images and generate the growth information of the apples.
III. REMOTE APPLE GROWTH MONITORING SOFTWARE SYSTEM A. OVERALL DESCRIPTION OF THE SOFTWARE
The developed software consisted of four stages for apple growth monitoring, as shown in Figure 2 . Regular and automatic image acquisition, the basis of the software system, was conducted in the first stage. The procedure in the first stage was performed on a PC running the Windows 7 operating system. To improve the computational efficiency and make the image clearer, image preprocessing, including image resizing and image sharpening, was performed in the second stage. In the third stage, image segmentation, which was based on the edge detection network and region growing, was conducted to segment the apples to be monitored and the calibration balls. The edge detection network that fused convolutional features (FCF) was used to detect edges in the resized and sharpened images. Since there were edges that belonged to different apples and calibration balls after the edge detection, to segment the targets out, region growing was performed with the detected edges and manually selected seed points. Then, the apples to be monitored and the calibration balls were segmented out. The apple's horizontal diameter was calculated in the last stage, and it was achieved by image segmentation and ellipse fitting. The steps in stage 2 to stage 4, which were used for image processing, were conducted on a PC running the Ubuntu 16.04 operating system. The flow chart of the software is shown in Figure 2 , and further details are discussed in the following subsections. 
B. IMAGE ACQUISITION, PARAMETERS SETTING AND IMAGE PREPROCESSING
In this study, three 'Fuji' apple trees located opposite to the image collection terminal were used to conduct the experiment. A total of 21 unoccluded apples located on the canopy surface of the three apple trees were monitored from the date after fruit thinning (May 16) to fruit ripening (September 28) in 2018. To obtain the actual size of the apples, calibration balls were mounted near each apple to be monitored, and a total of 21 calibration balls were mounted. Yellow table tennis balls with diameters of 40 mm were selected as the calibration balls. When mounting the calibration balls, we ensured that the apple sphere center and the calibration ball center were in the same plane, perpendicular to the optical axis of the video camera, to ensure the accuracy of the detection of the apple size. Some parameters of the video camera had to be set before monitoring the growth of the apples. The locations of 21 apples to be monitored were set as preset points in the video camera. All of the preset points were added in a cruise path, and the cruise interval of each preset point was set to 15 s, i.e., the video camera moved automatically to the position of another apple every 15 s. To automatically capture the images of the apples to be monitored, the video camera was set to the 'regular cruise' mode. The start time of the regular cruise was set to the time (19:10 pm in the experiment) when natural light was not strong enough to prevent shadows from generating on the surfaces of the apples from natural light. The images acquired during the video camera's movement were blurred. To capture images when the video camera was stable, the start time of the images acquired by the remote PC was set to 19:10:10 pm. The interval of the image acquisition on the remote PC was also set to 15 s. After completing the settings of the video camera and the remote PC, the images of 21 apples to be monitored were captured automatically and regularly every three days and were saved on the remote PC during the growth monitoring period. On rainy days, the image collection time was delayed by one day.
Images captured by the remote apple growth monitoring system were 1280 × 720 pixels and were saved on the remote PC. To improve the computational efficiency, the images were resized to 427 × 240 pixels, and then, they were sharpened using a Laplace operator [46] to make the edges in the image clearer.
C. APPLE IMAGE SEGMENTATION 1) APPLE EDGE DETECTION NETWORK a: ARCHITECTURE OF THE APPLE EDGE DETECTION NETWORK
The deep apple edge detection network designed in this study fused the convolutional features of multiple stages (FCF). Figure 3 shows the architecture of the network. According to the characteristics of the apples, the following improvements were made on the basis of ResNet-50.
(1) We removed the fully connected layer and the average pooling layer of ResNet-50, and the network was modified to a fully convolutional network. (2) The object edge detection required a relatively high spatial resolution and receptive field to obtain precise object edge localization [38] . For this reason, the strides in stage 2 and stage 5 of ResNet-50 were changed from 2 to 1 to increase the spatial resolution, and dilated convolutions were used in stage 5 to increase the receptive field. (3) To utilize more convolutional features, the output of every block from stage 2 to stage 5 was accumulated to attain hybrid features, and a 1×1−1 (1×1 represents the kernel size, and −1 indicates the number of output feature map) convolutional layer was connected following each accumulated layer. Then, a deconvolutional layer was used to upsample this feature map to the size of the input image. (4) The upsampling layer in each stage was connected to a cross-entropy loss/sigmoid layer. (5) All of the upsampling layers were concatenated to fuse all of the features from stage 2 to stage 5. To eliminate checkerboard artifacts caused by upsampling and to further learn features, two 3×3−4 and one 1×1−1 convolutional layers were added following the concatenated layer. Finally, a cross-entropy loss/sigmoid layer was followed to attain the fusion loss/output.
The outputs of stages 2∼5 are shown in Figure 3 . From left to right, the response at the apple edges increased, and the noise in the images was weakened gradually. However, the edges output in stage 4 and stage 5 were jagged. Two 3×3−4 and one 1×1−1 convolutional layers were used to fuse the convolutional features of four stages and to further extract the image features, which eliminated the serrations on the edges and made the extracted edges accurate.
b: DATASET USED IN NETWORK TRAINING AND TESTING
The training and testing the designed FCF network needed a large number of images. The constructed image data collection terminal was used to monitor the growth of apples on three apple trees, and the image data collection terminal was set to capture the images of apples to be monitored on these three trees. Since the terminal was fixed and could not be moved, the number of the images captured by the terminal was limited, and only the images of the apples around the terminal could be obtained. It was anecdotal and lacking in diversity to use the images captured by this terminal to train and test the designed deep learning network. To enrich the data set and improve the overall ability of the network, the images used to train and test the network were captured across an entire orchard. The images were captured under natural daylight with both backlight and direct sunlight conditions in the same orchard as where the apple image collection terminal was built from August 18, 2017, to October 19, 2017. The images were captured using an mobile image acquisition equipment, iPhone 7 plus, with a resolution of 4032 × 3024 pixels and were saved in JPEG format. To prevent distinct edges from generating on the surfaces of the apples from the intense natural light, the images were captured on cloudy days or at dusk when the light was not intense. A total of 903 images with apples of different degrees of maturity were acquired. To improve the computational efficiency, all of the images were resized to 404 × 303 pixels before training. To highlight the details, enhance the contrast of the images, and detect the edges of the apple images accurately, image sharpening with a Laplace operator [46] was conducted first (Figure 4b ). Then, the edges of the apples in the images were annotated manually. When annotating, the edge pixels of the apples were labeled as 1, and the nonedge pixels were labeled as 0. The manually annotated edges were used as ground truth in the following FCF network training and testing. Figure 4c shows an example of an image annotation. After annotation, 160 images with apples of different degrees of maturity were selected as a test set, and the other 743 images were used to train the network. In the test set, the number of images with mature red apples, immature green apples, and semimature apples was 56, 54, and 60, respectively. To enrich the image training set, extract the image features effectively, and to avoid over fitting, data augmentation was performed before the network training. We augmented the data by horizontally flipping each image and rotating each image to 0 • , 90 • , 180 • and 270 • . After the data augmentation, the number of images increased by seven times. A total of 5944 images were obtained, which were then used for network training and parameters optimization.
c: CROSS ENTROPY LOSS FUNCTION OF THE FCF
The loss function of every pixel was calculated according to the pixel label. The loss at every pixel with respect to the pixel label can be defined by Equation (1) [37] :
where B + and B − denote the edge and nonedge ground truth label sets, respectively. λ is the balance parameter, which was set to 1.1 in this study. y i is the real label of pixel i. y i ∈ {0, 1}. Specifically, y i = 0 means that pixel i is a nonedge pixel, and y i = 1 means that the pixel is an edge pixel. The activation value at pixel i is presented by X i . P(X i ) is the standard sigmoid function, which denotes the probability that pixel i is estimated as an edge pixel, and P(X i ) ∈ [0, 1]. W is all of the parameters that will be learned. The loss function of the FCF can be formulated as Equation (4):
where X (k) i and X fuse i are the activation value of the stage k and the fusion stage, respectively. |I | is the number of the pixels in the image I , and K is the number of the stages in the network (K = 5 in this study).
d: NETWORK TRAINING
We trained our network under the Ubuntu 16.04 operating system using the publicly available Caffe framework [47] .
The network was trained and tested on the hardware platform of a CPU (16 GB Memory) and NVIDIA GTX 1070 GPU (8 GB Memory). Python was used in the training and testing of the apple edge detection network.
The ResNet-50 model pretrained on ImageNet [48] was used to initialize our FCF network. In our network training, the weights of 1×1−1 convolutional layers in stage 2 to stage 5 and two 3×3−4 convolutional layers were initialized from zero-mean Gaussian distributions with a standard deviation of 0.01, and the biases were initialized to 0. The weights of the last 1×1−1 convolutional layer were initialized to 0.2, and the biases were initialized to 0. For the stochastic gradient descent (SGD) hyperparameters, the global learning rate was set to 1×10 −6 . The mini-batch, momentum, weight decay, and training iterations were set to 10, 0.9, 0.0002 and 30,000, respectively. The learning rate would be divided by 10 after every 10,000 iterations.
e: NETWORK APPLICATION IN THE REMOTE APPLE GROWTH MONITORING SYSTEM
After the network training, the edge probability maps could be obtained from the network. In the natural orchard environment, table tennis balls were similar to apples, and therefore, the FCF network extracted the edges of the apples and the calibration balls simultaneously. For an image (Figure 5a ) captured by the monitoring system, the result of the FCF edge detection is shown in Figure 5b . Then, standard nonmaximum suppression (NMS) [38] was used to thin the edges, and the regions that were less than 30 pixels in the thinned edge maps were taken as noise and removed. The result of NMS and noise removal is illustrated in Figure 5c , which shows that the edges of all of the apples and the calibration balls were extracted effectively. From Figure 5c , we also see that there might be a small disconnection at the stalk or calyx of the apple (shown in the marked enlarged region in Figure 5c ). To eliminate the effect of disconnections on the subsequent image segmentation, the edges were processed with a dilation operation using a 'disk'-shaped structural element with a radius of 2 pixels. Figure 5d shows the result of the edge dilation, it is clearly that the small disconnection had been connected effectively.
2) REGION GROWING
After the apple edge detection, the apples to be monitored and the calibration balls had to be segmented. However, there were other apples in the images captured by the monitoring system in addition to the apples to be monitored. To solve this problem, a region growing algorithm [46] was considered to segment the images. Region growing is a region-based image segmentation algorithm that collects pixels with similar properties to form an area. One of the most important factors for the region growing is seed point selection. To extract the apples to be monitored and the calibration balls accurately, the seed points were selected manually in this work. One point on an apple to be monitored and one point on a calibration ball were manually selected as seed points, respectively, and region growing was conducted on the edge map. The growing stopped when the region reached the edge. Then, the apples to be monitored (Figure 6a ) and the calibration balls ( Figure 6b ) were extracted successfully. Because the edges of the apples were dilated previously, the apples and the calibration balls that were extracted by region growing were smaller than the real apples and calibration balls in the images. Then, a dilation operation was conducted. The apples (Figure 6c ) and calibration balls (Figure 6d ) could be extracted most accurately by a dilation operation using a 'disk'-shaped structural element with a radius of 5 pixels.
D. EXTRACTION OF THE APPLES' HORIZONTAL DIAMETERS
In the early growth period, 'Fuji' apples were close to spheres, and thus, the apples in the images could be taken to be circles. The diameters of the circles were used as the apple's horizontal diameters. The shapes of the apples turned oblate gradually after a certain date of growth. (For the three trees monitored in this work, the date was June 23, 2018). There would be errors using the diameters of the circles to represent the apples' horizontal diameters after that date. Therefore, a least square ellipse fitting [49] was performed to fit the apple edges. For an apple (Figure 6c ) extracted from Figure 5a (captured on August 14, 2018), the result of ellipse fitting is shown in Figure 7a . Although the long axis of the fitting ellipse was not able to represent the apple's horizontal diameter accurately (marked enlarged region), the straight line where the long axis of the fitting ellipse lay represented the horizontal axis of the apple effectively. Then, the line segment between the intersection points of the apple's horizontal axis and the apple's edges (extracted after image segmentation) was used as the apple's horizontal diameter. Figure 7b shows the extracted horizontal axis of the apple. Afterward, the apple's horizontal diameter (in pixels) in the image was converted to the actual apple's horizontal diameter (in mm) using the calibration ball.
For our developed apple growth monitoring system, the obtained apple's horizontal diameter (HD a,mm ) can be calculated by Equation (5):
where D b,mm is the real diameter of the calibration ball. In this study, a table tennis ball was used as a calibration ball, and the real diameter of the table tennis ball was 40 mm, that is, D b,mm = 40 mm. HD a,pixel represents the horizontal diameter of the apple to be monitored in the image. The calculation of HD a,pixel before June 23, 2018, can be expressed as Equation (6):
where S a,pixel denotes the area of the apple to be monitored in the image. HD a,pixel is the length of the line segment between the intersection points of the apple edge and the straight line where the long axis of the fitting ellipse lay after June 23, 2018. D b,pixel is the diameter of the calibration ball in the image and can be calculated by Equation (7):
where S b,pixel is the area of the calibration ball in the image. 
IV. EVALUATION CRITERIA A. EVALUATION CRITERIA OF THE APPLE EDGE DETECTION NETWORK
The edge probability map was obtained from the trained apple edge detection networks. When evaluating networks, NMS was used to thin the edges, and the regions with less than 30 pixels in the edge maps were taken as noise and removed. Then, an F1 score, which can be calculated by Equations (8)- (10) , was used to evaluate the edge detection network.
where TP, FP and FN represent true positive, false positive and false negative, respectively.
B. EVALUATION CRITERIA OF THE APPLES' HORIZONTAL DIAMETERS DETECTION
To obtain real apples' horizontal diameters, a Vernier caliper was used to measure the horizontal diameters of the apples to be monitored after each image acquisition. Each apple was measured in three different directions, and the average of three measurements was taken as the measured apple's horizontal diameter (HD truth ). The absolute error (E), which can be calculated by Equation (11), was used in this work to evaluate the obtained horizontal diameter,
where, HD is the horizontal diameter obtained by the algorithms.
V. RESULTS AND DISCUSSION

A. RESULTS AND ANALYSIS OF APPLE EDGE DETECTION 1) RESULTS OF THE APPLE EDGE DETECTION NETWORK
The experimental results showed that the F1 score of the FCF was 53.1%, and the average execution time was 0.075 s per image. The visual apple edge detection results of our FCF method are presented in Figure 8 . The images become clearer after image sharpening, which is a benefit for accurate edge detection. The edge probability maps output by the FCF network are shown in Figure 8 g∼i, in which the apple edge was kept, and the background edge was removed effectively. It is clear that our FCF method extracts the edges of the apples with green, red, and partially red colors from the images captured in natural conditions effectively (Figure 8 ). For single apples, apples occluded by branches and leaves, and apples in clusters, the edges of which were extracted accurately.
2) COMPARISON WITH OTHER METHODS
To evaluate the performance of the proposed FCF network, the method was compared with five other edge detection methods, including two traditional edge detection methods, Canny [23] , and a globalized probability of the boundary-oriented watershed transform-ultrametric contour map (gPb-UCM) [24] , as well as three methods based on deep learning. Two of the deep learning-based methods were the holistically nested edge detection method (HED) [35] and an edge detection method based on richer convolutional features (RCF) [37] , which are both based on VGG16. Additionally, to analyze the effect of the fusion of convolutional features of multiple stages on the edge detection in the FCF network, a deep apple edge (DAE) network that only utilized the feature of the last layer in stage 5 of ResNet-50 was used as the other method in comparison. HED, RCF, and DAE were trained using our apple dataset, and all methods in comparison were tested using test sets formed by 160 images with apples of different degrees of maturity. When using Canny to detect edges, all of the parameters were set to default values. In the gPb-UCM edge detection method, the obtained hierarchical edges were segmented by an OTSU algorithm (threshold k was set to 0.22 experimentally). Table 1 shows the results of the six edge detection methods. The F1 score of the FCF is the highest among these six edge detection methods, which indicates that the proposed FCF method was more accurate than the others in detecting the edges of apples. The edges detected by Canny are always disconnected, and the edges in the background could not be removed, which resulted in inaccurate edge detection. The F1 score of Canny was 7.0%. The result of the gPb-UCM improved in comparison with Canny, and the F1 score was 30.8%. However, the run time of the gPb-UCM was long. Although the run time of our FCF method was slightly longer than the HED and RCF methods, the F1 score of the FCF was 10.6% and 0.8% higher than that of the HED (42.5%) and RCF (52.3%) methods, respectively, which suggests that the FCF method was more applicable for the apple edge detection. The F1 score of the DAE was 9.3% lower than that of the FCF method, which indicates that the fusion of the convolutional features was beneficial for the apple edge detection. Therefore, the FCF method was used in the apple growth remote monitoring system to detect the apple edges.
B. RESULTS AND ANALYSIS OF THE APPLES' HORIZONTAL DIAMETERS DETECTION 1) SOFTWARE INTERFACE
The image processing software of the apple growth monitoring system was developed under the Ubuntu 16.04 operating system. There were three procedures in designing the image processing. In the first procedure, the image preprocessing was conducted, and the preprocessed images were saved. In the second procedure, the edges in the images were detected, and in the third procedure, image segmentation and the apples' horizontal diameters extraction were performed. The programs in the first and the second procedures were written using MATALB R2015b and Python 2.7, respectively. In the third procedure, GUI in MATALB R2015b was used to design the software interface ( Figure 9 ) and achieve the image segmentation and the apples' horizontal diameters extraction. The programs in the three procedures were consolidated into a Shell script, and 'crontab' was used to execute the Shell script regularly. The main functions of the software are the image display, apple edge detection, image segmentation, and the apples' horizontal diameters extraction and preservation. After detecting one apple to be monitored, it automatically entered the growth monitoring interface of the next apple to be monitored and extracted its horizontal diameter. The growth monitoring interfaces of the other apples to be monitored were all the same.
2) DETECTION RESULTS AND ANALYSIS OF THE GROWTH OF THE APPLES' HORIZONTAL DIAMETERS
To verify the performance of the developed apple growth monitoring system, 3 apple trees located opposite to the image collection terminal were selected to conduct the experiment. A total of 21 unoccluded apples located on the canopy surfaces of these three apple trees were monitored from the date after fruit thinning (May 16) to fruit ripening (September 28) in 2018.
To test the accuracy of the apples' horizontal diameters detected by the remote monitoring system, the ellipse fittingbased method used in our system (EF) was compared with the method based on least square circle fitting (CF) [50] . In the CF method, the procedures before the image segmentation were the same as those in EF. After the image segmentation, least square circle fitting was used to fit the extracted apple region, and the diameter of the fitting circle was used as the apple's horizontal diameter in the image. Then, the horizontal diameter obtained by CF was converted to the apple's actual horizontal diameter using the calibration ball. After obtaining the horizontal diameter by the two methods, the absolute errors were calculated by Equation (11) . When calculating the absolute errors of the EF method, HD in the Equation (11) was equal to HD a,mm . For the CF method, HD was the diameter of the fitting circle.
Disease or fruit drop could occur during apple growth because of natural factors, such as the weather and surroundings. The monitoring duration and average absolute error of the horizontal diameter of the 21 apples are illustrated in Table 2 . The lowest and the largest average absolute error of the horizontal diameter obtained by the EF method were 0.35 and 1.60 mm, respectively, and the mean average absolute error of all of the apples' horizontal diameters was 0.90 mm. The EF method was more accurate in terms of the mean average absolute error of all of the apples' horizontal diameters (shown in Table 2 ). It decreased by 67.9% in comparison with the CF (2.8 mm) .
For the apple shown in Figure 5a , Figure 10 shows the results of the CF (Figure 10a ) and EF (Figure 10b ). The apple in the image is oblate, and the fitting circle cannot represent the apple accurately. The diameter of the fitting circle is smaller than the apple's horizontal diameter, which generated errors in extracting the apple's horizontal diameter. The result of the EF was relatively accurate. On the one hand, the apple edge extracted by the FCF was accurate, which ensured the accuracy of the image segmentation. On the other hand, the apple's horizontal axis obtained by the ellipse fitting was accurate, which guaranteed the accuracy of the horizontal diameter extraction. To observe the changing of the apple's horizontal diameter with the growth time, the curve of the apple's horizontal diameter obtained by the EF during monitoring was plotted. In addition, the measured apple's horizontal diameter and the horizontal diameter obtained by the CF were also plotted in the same graph to observe the differences between the measured and the obtained apple's horizontal diameter visually. Figure 11 shows the growth curve of the horizontal diameter of apple 1^2. The apple's horizontal diameter detected by the CF was accurate before June 23, 2018; however, it was smaller than the real apple's horizontal diameter after that day. The reason was that the shapes of the apples in the images became oblate gradually, and the fitting circle could not represent the apples in the images accurately. For the EF method, the detected horizontal diameters were accurate during the monitoring. It is obvious that the monitoring system could reflect the real growth of the apple's horizontal diameter accurately. 
3) ERROR ANALYSIS
When we used the apple growth monitoring system developed in this study to monitor the growth of apples, the largest average absolute error of the obtained apples' horizontal diameters was 1.60 mm. During the whole process of apple growth monitoring, the largest absolute error was 4.45 mm, followed by 3.73 mm, which corresponded to the monitoring results of apple 1^3 on September 7, 2018, and apple 2^4 on August 5, 2018, respectively. The horizontal diameter growth curves of apple 1^3 and apple 2^4 are shown in Figure 12 . To understand why these results had significant errors, the image processing results of apple 1^3 on September 7, 2018 ( Figure 13 a-f), and apple 2^4 on August 5, 2018 ( Figure 13 g-l) , were analyzed, respectively. Apple 1^3 was rotten on September 7, 2018, and the color of the rotted region was reddish-brown. The rotted region generated a distinct edge on the surface of the apple, which resulted in inaccurate and incomplete apple region extraction (Figure 13c ). Ellipse fitting was conducted with the extracted incomplete apple region. The ellipse fitting result was not able to accurately show the growth direction of the apple, and the straight line where the long axis of the fitting ellipse lay could not represent the horizontal axis of the apple. Therefore, there was a significant discrepancy between the measured and the obtained values of the horizontal diameter of apple 1^3 on September 7, 2018. The color of apple 1^3 turned red rapidly in the following days, making the differences between the rot and the other regions of the apple small. The complete region of the apple was extracted on September 11, 2018, and thus, the absolute error between the obtained and measured horizontal diameter was small. For apple 2^4 on August 5, 2018, the image segmentation was accurate; however, errors were generated when fitting the ellipse. The straight line where the long axis of the fitting ellipse lay could not represent the horizontal axis of apple 2^4 exactly. There was a deviation between the extracted and the real horizontal axis, and thus, errors were generated in the result of apple 2^4's horizontal diameter detection. To verify the accuracy of using the fitting ellipse to represent the growth direction of the apple, 256 'Fuji' apple images captured after June 23, 2018, were used to conduct the experiment. The experimental result showed that the average absolute angle between the real horizontal axis (extracted by lining the calyx and the stalk of the apple manually) and the apple's horizontal axis extracted by the EF method was 3.90 • . The error of the apple's horizontal axis extracted by the EF method was low, which indicates that the EF method was feasible for the extraction of the horizontal axis of the 'Fuji' apples.
In addition to the above sources of errors, there were errors caused by where the calibration ball was mounted. If the centers of the apple and the calibrated ball were not exactly on the same plane perpendicular to the optical axis of the camera, it would produce errors. Additionally, when measuring the apple's horizontal diameter using a Vernier caliper, the average value of the three measurements was used as the measured apple's horizontal diameter. However, the shape of the apple might be irregular. The apple's horizontal diameter Although there might be errors when using the developed system to monitor the apple growth information, the detection accuracy of the EF-based method was higher than that of the CF-based method and basically meets practical needs. With the developed apple growth system, growers can obtain the growth information of the apples without visiting the orchard, thereby lowering the labor demand. Experts in different locations can uncover problems by analyzing the obtained growth information, and they can guide the cultivation more scientifically, which would then increase the profits for the apple industry.
4) COMPARISON WITH OTHER APPLE GROWTH MONITORING SYSTEMS AND OTHER HORIZONTAL DIAMETER DETECTION METHODS
There is little research on monitoring apple growth over the long term. W. Y. Li et al. [7] developed an apple growth monitoring system using a camera. The growth of 4 apples that were not seriously occluded were monitored from June 1, 2014, to September 30, 2014. Compared with the system constructed by W. Y. Li, acquiring the apple images remotely was achieved in our system, and the growth of smaller apples (from May 16 to June 1) was monitored. Additionally, a circle fitting-based method was used in their method to detect the apples' horizontal diameters. As is clearly shown in Section 3.2.2, since the 'Fuji' apple grows oblate gradually, and the fitting circle cannot represent the apple accurately. In comparison, our method was more accurate, and the mean average absolute error of our method decreased by 67.9%. Although the CF method solved the problem caused by occlusion to some extent, the accuracy of the apples' horizontal diameters detection must still be improved.
There are some methods that can be used in the apples' horizontal diameters detection, such as the random ring-based method (RR) [13] , [51] , Hough transformation-based method (HT) [52] , [53] , and the minimum circumscribed rectanglebased method (MCR) [54] , [55] . RR and HT use circles to fit the apple regions after image segmentation, the idea of which is similar to the CF method. However, since apples are not standard circular in the images, there would be errors in fitting the apple regions with circles and using the diameters of the fitting circles as the apples' horizontal diameters. With regard to MCR, for the apples that grow vertically, the method extracts the apples' horizontal diameters accurately ( Figure 14a ). However, the direction of apple growth in a natural scene is random and uncertain. If apples grow in the other direction, similar to the apple shown in Figure 14b , MCR cannot extract the exact apples' horizontal diameters. Compared with the methods above, this study designed an apple edge detection network according to the characteristics of the apples. The network ensured the accuracy of the image segmentation and the apple edge detection, which further ensured the accuracy of apples' horizontal diameters detection. Additionally, the line segment between the intersection points of the apples' horizontal axis and the apple edges was used as the apples' horizontal diameters, and the apples' horizontal diameters were extracted accurately regardless of the apple growth direction, which ensured the accuracy of the detection of the apples' horizontal diameters.
5) LIMITATIONS OF THE DEVELOPED SYSTEM
Although the growth monitoring method proposed in this work proved to be accurate and efficient, the level of automation needs to be improved in future studies. In the entire monitoring of the growth of the apple's horizontal diameter, the weight of the apples increased with the growth, and the apples would sag gradually. Therefore, the camera shooting angle should be adjusted in time. In addition, because there were many apples in the captured images and the apples were moving gradually, the seed points used for the region growing needed to be selected manually, which resulted in a slightly low level of automation. This apple growth monitoring system should be further improved. For the occluded apples, the entire area of the apples cannot be obtained. The proposed method cannot reconstruct the occluded region of the apples, and thus, the occluded apples' horizontal diameters cannot be extracted accurately. Monitoring the growth of the occluded apples cannot be achieved by the developed apples' monitoring system and requires further study.
VI. CONCLUSION
A remote apple horizontal diameter detection hardware and software system was developed in this study to achieve automatic measurement of apple growth throughout the whole growth period. The fused convolution feature network developed in this study, which was based on ResNet-50 and a fusion of convolutional features, removed complex backgrounds effectively and detected apple edges accurately with a near real-time performance. The system showed high accuracy in growth monitoring and achieved the goal of remote, automatic, and regular image acquisition, image edge detection, image segmentation, and the apples' horizontal diameters detection. The built system was able to monitor the growth of 21 apples on three apple trees from the date after fruit thinning to fruit ripening successfully. Future improvement is needed to track the monitored apple to realize the goal of adjusting the camera's shooting angle and selecting seed points automatically. 
