We show that A2(7, 4) ≤ 388 and, more generally, Aq(7, 4) ≤ (q 2 − q + 1) [7] + q 4 − 2q 3 + 3q 2 − 4q + 4 by semidefinite programming for q ≤ 101. Furthermore, we extend results by Bachoc et al. on SDP bounds for A2(n, d), where d is odd and n is small, to Aq(n, d) for small q and small n.
Introduction
By P(V ) we denote the set of all subspaces in a finite dimensional vector space V over a finite field of order q. The set P(V ) forms a metric space with respect to the subspace metric d s (U, W ) = dim(U +W )−dim(U ∩W ). The space (P(V ), d s ) plays an important role in random linear network coding and was introduced by Kötter and Kschischang in [27] to describe error-detecting and -correcting transmission of informations in the subspace channel model. A subset C of P(V ) is called subspace code and its elements are called codewords. The subspace distance of C is given by d s (C) = min{d s (U, W ) : U, W ∈ V and U = W }. We refer the reader to Subsection 2.1 for a more detailed introduction to the used terminology.
The vector (x 0 (C), . . . , x n (C)) with x k (C) as the number of k-subspaces in C is called the dimension distribution of C and the set K(C) = {dim(U ) : U ∈ C} contains the dimensions of all codewords of C. We drop the reference to C if it is clear by the context. Then (n, N, d; K) q abbreviates the parameters of C; C ⊆ P(F We improve this to: Theorem 1.1. We have A 2 (7, 4) ≤ 388.
If equality holds, then the corresponding code consists up to orthogonality of 41 lines and 347 solids (see Lemma 4.1) . The correspondence to constantdimension codes shows in particular that a putative binary Fano plane would imply a (7, 382, 4) 2 subspace code and hence reducing the upper bound to less than 382 would immediately imply the nonexistence of the binary Fano planea seemingly very difficult problem.
In the general case, the best bounds are q 8 + q 5 + q 4 + q 2 − q ≤ A q (7, 4; 3) ≤ 7 2 / 3 2 = (q 2 − q + 1) [7] ; the lower bound is provided by [22, Theorem 4] and the upper bound arises again by counting lines. In the unrestricted case, the augmentation of a CDC by F 7 q provides again the best known lower bound of q 8 + q 5 + q 4 + q 2 − q + 1 ≤ A q (7, 4) . For the upper bound in the unrestricted case, the best previously known method is to relax the minimum distance condition from 4 to 3 and then to apply the integer linear programming argument from [12, Theorem 10] .
Define the function F (q) by F (q) = (q 2 − q + 1) [7] + q 4 − 2q 3 + 3q 2 − 4q + 3 for q = 2, 3, (q 2 − q + 1) [7] + q 4 − 2q 3 + 3q 2 − 4q + 4 for q ≥ 4.
Theorem 1.2. Let 2 ≤ q ≤ 101 be a prime power. We have A q (7, 4) ≤ F (q).
This gives 388, 7696, 71157, 410585 for q = 2, 3, 4, 5, while the previous best known bounds were 407, 15802, 144060, 826594. The bound q ≤ 101 is chosen rather arbitrarily and we conjecture that it is unnecessary. For general q, we could only show the following.
Previously, Bachoc et al. applied semidefinite programming in [2] to binary subspace codes with odd minimum distance and n ≤ 16. We extend their results in several ways: (1) Since Bachoc et al. computed their bounds, several new upper bounds for small CDC codes were discovered, cf. http://subspacecodes.uni-bayreuth.de/ associated with [16] . Using these new bounds, we provide an update on their bounds (with a slightly differently chosen range of parameters). (2) We provide bounds for d even. (3) We compute bounds for q > 2. Our range for all these computations is mostly arbitrary, but chosen in a way that the computations terminate in less than a week on standard hardware at the time of writing.
The paper is organized as follows. In Section 2 we introduce basic definitions and the used theoretical framework of semidefinite programming in coherent configurations, so that we can describe the coherent configuration and semidefinite program which is associated with the symmetry group of the metric space (P(V ), d s ) in Section 3. This culminates in Section 4, in which we investigate A q (7, 4) and show our main results, and Section 5, in which we update the SDP bounds given by Bachoc et al. To conclude this current overview on semidefinite programming for subspace codes, we provide some bounds on quadruples for the binary analog of the Fano plane in Section 6.
Preliminaries

Subspace Codes
Let 2 ≤ q be a prime power, F q the field with q elements, and V ∼ = F n q the n-dimensional vector space over F q . By P(V ) we denote the set of all subspaces in V . For two subspaces U, W ∈ P(V ) we write U ≤ W iff U is subspace of W . Recall that P(V ) forms a metric space with respect to the subspace metric [27, Section 3.1]
For k ∈ {0, 1, . . . , v}, V k denotes the set of k-dimensional subspaces in V . Its cardinality is given by the q-binomial coefficient
As an abbreviation we use the q-number [i], the q-binomial coefficient can then be expressed as
A k-dimensional subspace of V is called simply k-subspace and we refer to 1-subspaces as points, 2-subspaces as lines, 3-subspaces as planes, 4-subspaces as solids, and (n − 1)-subspaces as hyperplanes.
Let C be a subspace code. Recall that for 2 ≤ |C| the subspace distance of C is given by d s (C) = min{d s (U, W ) : U, W ∈ V and U = W } and notice that we formally set
By x i (C) we denote the number of i-subspaces in C and drop the reference to C if it is clear from the context.
The automorphism group of (P(V ), d s ) for 3 ≤ n was shown to be generated by PΓL(V ) and a polarity π :
⊥ the orthogonal space of U and apply π also to subspace codes C to obtain their orthogonal codes
Coherent Configurations
We follow the notation and point of view by Hobart and Williford for applying a semidefinite programming bound which is set in the context of coherent configurations and we refer to their work for a general introduction to that topic [17, 18, 20, 21] . Definition 2.1. Let X be a finite set. A coherent configuration is a pair (X, R), where R = {R 0 , . . . , R l } is a set of binary relations on X with the following properties:
(d) For R i , R j , R k ∈ R and x, y ∈ X with (x, y) ∈ R k , the number of z such that (x, z) ∈ R i and (z, y) ∈ R j is a constant p k ij , independent of the choice of x and y.
These p k ij are commonly called intersection numbers. Condition (b) gives a partition of the identity relation into sets X a called fibers. In the group case, i.e., a group G operating on the finite set X, the induced component-wise action of G on X × X yields a coherent configuration in which the relations are given by the orbits of G on X × X, cf. [19, Pages 212 and 217] . Each relation is contained in some X a × X a ′ . If we restrict X to some X a , then we obtain a (homogeneous) association scheme. For each R i we can define an |X| × |X| matrix A i indexed by X with
The matrices {A 0 , . . . , A l } generate an algebra A with several useful properties. For the representation theory of A we follow the notation of [21] . Let {∆ 1 , . . . , ∆ m } the set of absolutely irreducible representations of A, chosen such that ∆ s (A * ) = (∆ s (A)) * . Denote the multiplicity of ∆ s by f s . Let γ denote the number of fibers of the coherent configuration and E ij the (γ × γ)-matrix with a 1 at position (i, j) and 0 otherwise. Since A is semisimple, it decomposes into a direct sum of algebras E s . There exists a basis E s ij for each algebra E s satisfying the following equations:
The next lemma shows bounds on subsets of X in terms of the positive semidefiniteness of involved matrices. Bounds arising by this method are commonly called semidefinite programming bound as it is a generalization of Delsarte's linear programming bound [8] . 
If all fibers of a coherent configuration correspond to a commutative association scheme, we can use the the intersection numbers, i.e., the algebra generated by the intersection matrices L i = (p k ij ) kj , to first calculate all E s ij via the eigenvalues of the association scheme restricted to the fibers (see [7, Chapter 2, Proposition 2.2.2]) and then apply the identities (1) to determine the remaining parameters. In Section 3.3 we provide details for this calculation.
Since each relation is contained in some X a × X b we index the relations, basis matrices, intersection numbers, etc. accordingly: R abl , A abl , p (2) is hence
Semidefinite programming
We abbreviate the term positive semidefinite as psd and for symmetric matrices A and B we write A B iff A − B is psd. A semidefinite program (SDP) is an optimization problem of the form
with c ∈ R m and symmetric F i ∈ R n×n for i ∈ {0, . . . , m}. The dual problem associated with (3) (which is then called primal) is
and, if the primal and dual contain feasible points x and Z, the optimal value of the dual lower bounds the optimal value of the primal. We have equality if the primal or the dual contains strictly feasible points, cf. [36] .
Using the Schur complement, many quadratic inequalities can be modeled as constraints in an SDP: Let A B B T C be symmetric and A be positive definite, then M is psd iff C − B T A −1 B is psd. In particular, using I as an identity matrix of appropriate size,
Unless the complexity classes P and NP coincide, in general quadratic equations are not possible to model in an SDP, e.g. x ∈ {0, 1} is equivalent to x(x − 1) = 0 and the Schur complement allows to rewrite x(x − 1) ≤ 0 as ( 1 x x x ) 0 but x(x − 1) ≥ 0 as constraint in an SDP would imply the solvability the NP-complete binary linear programming with polynomial time algorithms of SDPs. If multiple matrices shall be psd simultaneously, they are commonly arranged as blocks on the main diagonal of the F i and linear inequalities are commonly embedded as diagonal matrices, hence any linear program can be written as an SDP.
3 The Coherent Configuration of PΓL(V ) operating on P(V )
Triples in Vector Spaces
In this section we provide a general formula for counting triples in vector spaces. 
Proof. We double count ((P 0 , . . .
. Similarly, the number of choices for (P 0 , . . . ,
, showing the assertion. 
Proof. Clearly, there are 
In the quotient of
Now we obtain the following: 
Hence, we conclude that we can count triples as follows.
Lemma
Irreducible Representations
The coherent configuration in this paper arises by the action of PΓL(V ) on P(V ) × P(V ). Hence, we have the n + 1 fibers labeled with 0, 1, . . . , n, such that the k-th fiber consists of all k-spaces of V . A pair of subspaces (x, y) is in the relation R abc iff x has dimension a, y has dimension b, and c = min{a, b} − dim(x ∩ y) for all a, b ∈ {0, . . . , n + 1} and c ∈ {0, . . . , min{min{a, b}, n − min{a, b}}}. The benefit of choosing c as the codimension of the intersection is that R ii0 corresponds to the identity on the i-th fiber. The fibers of this coherent configuration are obviously symmetric association schemes and hence by [17, Chapter 4] commutative. For V ∼ = F 7 q , we show in Corollary 4.6 that the 0-space and the 7-space cannot be contained in a large subspace code and hence we restrict ourself in this case to proper subspaces.
Since we investigate the bound on A q (7, 4) analytically, Table 1 shows the representation explicitly in the style of Hobart and Williford [21] . To improve the notation, we also introduce the abbreviations ϕ = q 2 + 1 and ψ = q 2 − q + 1. Notice that
for (x, y) ∈ {(a, b), (b, a), (7 − a, 7 − b), (7 − b, 7 − a)} by orthogonality and symmetry for all a, b, c, and s. 
Calculating the Irreducible Representation
This yields the entries of E s ii for all i and s. Notice that M xy = M x ′ y ′ for all matrices M ∈ A if (x, y) and (x ′ , y ′ ) are in the same relation, in particular we
A Table 1 : Here ϕ = q 2 + 1 and ψ = q 2 − q + 1.
write M (i,j,k) for M xy with some (x, y) ∈ R ijk . Now let i = j. By Equation (1), we know that
ii is symmetrical. Hence, using the triple intersection numbers, we can derive (∆ s (A ijk )) ij E s ij . To be more precise, using the previous two equalities we have
in which m is defined by (y, x) ∈ R jim . As E 
Semidefinite programming
We apply Theorem 2.2 for (n, |C|, d) q subspace codes C ⊆ P(V ). Then b ijl = |(C × C) ∩ R ijl | is the number of pairs (U, W ) of codewords in C such that dim(U ) = i, dim(W ) = j, and min{i, j} − dim(U ∩ W ) = l. The minimum subspace distance of d implies that b ijl = 0 for triples i, j, l satisfying i = j or 1 ≤ l if l < min{i, j} + (d − i − j)/2. In particular, the number of i-subspaces in C is given by x i = b ii0 and they fulfill
Since the last two conditions of Equations (5) cannot be expressed as constraints in an SDP, we implement only two inequalities: First, b 2 ii0 ≤ l b iil corresponds via the Schur complement to
2 and using Equations (5) this is again equivalent to
But this constraint is redundant as it
is implied by il
is valid and, using the Schur complement, can be expressed as
0. This constraint can be sharpened by considering pairs of fibers. On the one hand, we have x i + x j = b ii0 + b jj0 . On the other hand, we have (
The Schur complement shows then that
Using Equations (4) and (5), we have
for i = j, which is a symmetric matrix. Hence, using only b ijl for i ≤ j fulfills the condition of SDPs to consist of symmetric matrices. The complete SDP is given by the general conditions
and the problem specific conditions are given by
This SDP is bounded and the assignment b ijl = 0 for all i ≤ j, l is a feasible solution. Although A q (n, 2⌈d/2⌉; k) is often not known explicitly, it can be replaced by a suitable upper bound, cf. http://subspacecodes.uni-bayreuth.de/ associated with [16] .
The restriction of the variables in the SDP to a subset of the fibers implies the following Lemma 3.5. Let K be a subset of {0, . . . , n}. If i and j in the SDP above are restricted to values in K, then the optimal value of this SDP is an upper bound for A q (n, d; K).
Theorem 1.2 and Related Results
Throughout this section let C be a subspace code of F 7 q with minimum distance 4. We denote the number of elements of C in the i-th fiber (so of dimension i) by x i . By Theorem 2.2 and Table 1 , we obtain a semidefinite program. Optimizing this program with the SDP solver SDPA-GMP, we verified Theorem 1.2. The purpose of this section is to motivate Theorem 1.2 and provide some partial results which might show Theorem 1.2 for all q.
First let us note the following result for the inner distributions of C in the binary case: (5026, 44058), (5027, 44054 + x) for x ∈ {0, . . . , 3}, (5028, 44051 + x) for x ∈ {0, . . . , 4}, (5029, 44047 + x) for x ∈ {0, . . . , 6}, (5030, 44044 + x) for x ∈ {0, . . . , 7}, (5031, 44042 + x) for x ∈ {0, . . . , 7}, (5032, 44039 + x) for x ∈ {0, . . . , 9}, (5033, 44037 + x) for x ∈ {0, . . . , 9}, (5034, 44035 + x) for x ∈ {0, . . . , 9}, (5035, 44033 + x) for x ∈ {0, . . . , 9}, (5036, 44032 + x) for x ∈ {0, . . . , 8}, (5037, 44031 + x) for x ∈ {0, . . . , 8}, (5038, 44030 + x) for x ∈ {0, . . . , 7}, (5039, 44029 + x) for x ∈ {0, . . . , 6}, (5040, 44029 + x) for x ∈ {0, . . . , 4}, (5041, 44029 + x) for x ∈ {0, 1, 2}, (5042, 44029 + x) for x ∈ {0, 1}.
To obtain this result, we solve the SDP as described in Subsection 3.4 and added additional constraints which forced certain distributions for the x i . For |C| = 388 we additionally determined all possible distributions of the b ijk 's using the same idea. This ruled out x 2 = 40 and x 4 = 248 (which is otherwise feasible).
We use x 2 ≤ A q (7, 4; 2) = q 5 + q 3 + 1 and x 5 ≤ A q (7, 4; 5) = A q (7, 4; 2) = q 5 + q 3 + 1. This is implied by the following lemma due to Beutelspacher and orthogonality. Lemma 4.3. We have x 3 + x 4 ≤ (q 2 − q + 1) [7] with equality only if x 3 = 0 or x 4 = 0.
Lemma 4.2 ([3]).
Proof. We write b = x 3 and c = x 4 to avoid indices. The only allowed relations are (up to transposition and orthogonality) R 330 , R 332 , R 333 , R 342 , R 343 . Let x 3 β denote the number of pairs in relation R 332 , δ the number of pairs in relation R 342 , x 4 γ the number of pairs in relation R 442 . From ∆ 1 (A abc ) and, respectively, ∆ 2 (A abc ) and Theorem 2.2 we obtain the following positive semidefinite matrices (after some simplifications and multiplying by q 3 √ qψ [3] [4][5] [7] ):
For an m×m matrix M and a set I, let M I denote the m×m with (M I ) xy = M xy if x, y ∈ I and (M I ) xy = 0 otherwise. We set
, where
For q ≥ 2 the factors t 1 , t 2 are positive, so N t is a positive semidefinite matrix. Hence, det(N t ) ≥ 0. Rearranging for b yields
This implies the assertion.
This can be improved to: Corollary 4.4. We have x 1 + x 3 + x 4 ≤ (q 2 − q + 1) [7] with equality only if
Proof. The minimum distance implies x 1 ≤ 1. If x 1 = 0, then Lemma 4.3 shows the claim. Hence, we assume x 1 = 1.
The only allowed relations are (up to transposition and orthogonality) R 110 , R 131 , R 141 , R 333 , R 332 , R 330 , R 343 , and R 342 . Let (x 2 3 − x 3 )a 332 denote the number of pairs in relation R 332 , (x 2 4 − x 4 )a 442 the number of pairs in relation R 442 , and x 3 x 4 a 342 the number of pairs in relation R 342 . From ∆ 1 (A abc ) and, respectively, ∆ 2 (A abc ) and Theorem 2.2 we obtain the following positive semidefinite matrices (after some simplifications and multiplying by [7] ): 
For q ≥ 2 the factors t 1 , t 2 are positive, so N t is a positive semidefinite matrix. Hence, det(N t ) ≥ 0 and solving this inequality for x 3 yields an upper bound for x 3 , say u(q, x 4 ). Then, the objective function is upper bounded by 1 + u(q, x 4 ) + x 4 , which has its maximum on 0
, which is at most (q 2 − q + 1) [7] .
Lemma 4.5. We have x 2 + x 3 ≤ (q 2 − q + 1) [7] with equality only if x 2 = 0.
Proof. We write a = x 2 and b = x 3 to avoid indices. The only allowed relations are (up to transposition and orthogonality) R 220 , R 222 , R 232 , R 330 , R 332 , R 333 . Let x 3 β denote the number of pairs in relation R 332 . From ∆ 1 (A abc ) and, respectively, ∆ 2 (A abc ) and Theorem 2.2 we obtain the following positive semidefinite matrices:
[2] 2 ψ . As t 1 ≥ 0, N t is positive semidefinite, so det(N t ) ≥ 0. Rearranging this for b yields
where C = 2 [2] q [3] ψ − (q 4 + 3q 3 + 3q 2 + 3q + 1). The assertion follows.
This also shows that only proper subspaces are of interest. Proof. By the minimum distance, we have 0 ≤ x i ≤ 1 for i ∈ {0, 1, 6, 7}. If x 0 = x 7 = 1 then the minimum distance shows C ⊆ {{0}, F 7 q }. If x 0 + x 7 = 1 then by orthogonality we can assume without loss of generality that x 0 = 0 and x 7 = 1 and in particular |C| = x 1 + x 2 + x 3 + 1. If x 1 = 1 then x 2 = 0 and |C| ≤ A q (7, 4; 3) + 2 ≤ (q 2 − q + 1) [7] + 2 contradicting the claim. Hence, we have |C| = x 2 + x 3 + 1 ≤ (q 2 − q + 1) [7] + 1 using the inequality from Lemma 4.5. Assume now that x 0 = x 7 = 0 and x 1 = x 6 = 1. Then x 2 = x 5 = 0 by the minimum distance and |C| = x 3 + x 4 + 2 ≤ (q 2 − q + 1) [7] + 2 using the inequality from Lemma 4.3 and completing the proof. 6 Quadruple Conditions for the 2-Fano plane Famously, Schrijver used semidefinite programming to improve the bounds on constant weight codes [32] and considered the centralizer algebra of a vertex, i.e., a codeword. In principle the same method is feasible for any (sufficiently symmetric) graph. In vector spaces this corresponds to constant-dimension codes. One way of obtaining the necessary structural information is to calculate the triples (so the p k ij ) in relationship to one fixed vertex. Let π be a plane in F 7 q . We can now define a coherent configuration on planes in F 7 q in the following way: Our a-th fiber consists of all planes τ with codim(π ∩ τ ) = a. Clearly, a ∈ {0, 1, 2, 3}. The relations between elements are characterized as follows: two planes x and y are in relation R a,b;α,β,γ if (codim(x ∩ π), codim(y ∩ π); codim(x ∩ y), codim(x ∩ y ∩ π), codim( x, y ∩ π)) = (a, b; α, β, γ).
It can be easily verified that feasible parameter sets up to transposition are as follows: (3, 3; 0, 3, 3) , (3, 3; 1, 3, 3) , (3, 3; 1, 3, 2) , (3, 3; 2, 3, 2), (3, 3; 2, 3, 1), (3, 3; 3, 3, 0) , (3, 3; 3, 3, 1) .
Notice that these relations also characterize the relations for the centralizer algebra of k-spaces in F n q in general, but it is non-trivial to count triple intersection numbers here. Hence, we limit ourselves to the one open case where the p k ij 's can be counted with the computer explicitly, that is (n, k, q) = (7, 3, 2).
For the q-Fano plane upper and lower bounds on pairs of planes in certain relations are well-known. Using the same techniques as before, we obtain the following upper and lower bounds on the number of quadruples occurring for the 2-Fano plane. We assume that π is in the q-Fano plane. We leave pairs, which are always 0, out. The notation abα * refers to the maximal sum of pairs in a relation of type (a, b; α, β, γ). The numbers abα * are known for general q. We mostly provide them for completeness.
