Compressed sensing has shown great potential and power in image representation, especially in image reconstruction by sparse representation. Due to complementary information and unavoidable noise existing in synthetic aperture radar (SAR) and other source images, joint sparse representation (JSR) is developed to separate redundancy and complementary information with different properties in source images and obtain a fused image, where image de-noising is done simultaneously owing to that noise is not sparse and cannot be represented by sparse representation. As a result, one noisy remote sensing image fusion method based on JSR is presented in this paper. After obtaining redundant and complementary sub-images by JSR, an improved fusion rule based on pulse coupled neural network (PCNN) is employed to fuse complementary sparse coefficients together. At the same time, because the types of noise in SAR and other source images are different, they can be treated as the complementary information in source images and suppressed at this step. Finally, a fused image can be reconstructed by adding the redundant and fused complementary sub-images. Quantitative and qualitative experimental results show that the proposed method outperforms most of other fusion methods and it is more robust to noise, having better visual effects and values of objective evaluation metrics.
I. INTRODUCTION
Compared with optical images, SAR images have higher spatial resolution and more detailed information, being widely applied in engineering planning, image fusion, and meteorological prediction and so on [1] - [3] . However, the color information of SAR images is scarce, which cannot reflect spectral information of objects in real scenes. Conversely, multi-spectral images have rich spectral information, typically for colorful optical images, which are composed by three sub-band images of different pigments. FIGURE 1 shows SAR and colorful optical images of a harbor around Oslo city.
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From the two figures in FIGURE 1, we can make the conclusion that it is difficult to obtain all the useful information in a scene by replying on one type of imaging device alone, attributing to serious inconvenience to subsequent image processing and interpretation work of the scene. To integrate the complementary information in SAR and other source images together, image fusion has been one of hot topics in image processing filed [4] .
In the past several decades, traditional image processing methods for image fusion play an important and essential role [5] , [6] , including methods based on spatial domain and methods based on transform domain. For information in an image, they can be described in spatial domain and transform domain. To a certain extent, the position of an image pixel can represent the spatial position of a target object. Methods that processing pixels directly are called methods based on VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ spatial domain, while methods based on transform domain processing transformed coefficients after changing pixels into another feature domain by some filters or mathematical transformations such as low-pass filter, Fourier transform, wavelet transform and so on [7] - [10] . The most widely used methods based on spatial domain are non-local block method, edgepreserving method and so on. In [11] , Li et al proposed a multi-focus image fusion method via fixed window technique of multiscale images non-local means filtering, of which the weight maps are developed by employing non-local means filtering. In [12] , the authors proposed an edge preserved image fusion method. However, methods based on spatial domain not only ignore the correlation between internal information in an image, but also cause some bad effects. For example, block effect existing in methods based on non-local windows, fuzzy homogeneous areas when methods based on edge-preserving are adopted to reserve more detailed information, and so on. Dating back to 2003, in [13] , Burt et al proposed Laplace transform, laying the foundation of image transformation. With the rise and development of multi-scale transforms (MSTs), they overcome the shortcoming of pyramid transforms which always generate redundant data. As a result, MSTs such as Curvelet, Contourlet and Shearlet, have been widely used in image fusion [7] , [14] , [15] . For this kind of image fusion methods, source images are processed by different image transforms at first. Then transform coefficients can be obtained and fused by some fusion rules such as ''choose-average'', ''choose-max'', ''PCNN'' and so on. Finally, a fused image can be reconstructed by corresponding inverse transform of fused coefficients.
As a special kind of image transform and representation, sparse representation (SR) can be treated as an approximate linear representation of redundant dictionaries and sparse coefficients which consist of as few non-zero elements as possible [16] - [18] . Due to the over-completeness of a redundant dictionary, there are countless solutions for the aforementioned linear representation. According to the optimal sparse principle, the sparsest solution is the optimal solution. Therefore, the sparse coding can be transformed into the solving of the optimal solution. In [19] , Yang et al are the ones who firstly applied SR into image fusion. Then a lot of research papers on this were published, for example, in [20] , Zhu et al proposed a novel multi-modality image fusion method based on image decomposition and sparse representation, and in [21] , Zhang et al made a review about SR based multi-sensor image fusion. However, there are redundant and complementary information in source images to be fused. The above methods ignored the difference of these information and handed them indiscriminately, leading to incomplete information in fused images, especially for multi-modality image fusion [21] . As a result, joint sparse representation attracts much attention in image fusion and many image fusion methods based on JSR were proposed [22] , [23] . For example, in [24] , Yu et al proposed an image feature extraction and fusion based on joint sparse representation, and in [25] , Li et al proposed a multi-modal image fusion with joint sparsity model. In [26] , Li et al proposed a method for fusion of low-resolution multispectral image and highresolution panchromatic image to obtain high-resolution multispectral image based on JSR. In JSR model, it assumes that each source image has common sparse component and individual sparse component compared with other source images, which meets the goal of image fusion to integrate the information in different source images together to the greatest extent.
However, due to unavoidable noise existing in synthetic aperture radar (SAR) and other source images, image de-noising is an indispensable image pre-processing process. Since noise is not sparse and cannot be represented by sparse representation, when reconstruct an image by the dictionary and sparse coefficients, noise will be suppressed to some extent, but there is still much noise left in the image. Speckle noise in SAR image and Gaussian noise in optical images obey different distribution and have different characteristics, which can be treated as complementary components of source images for image fusion. So, in this paper, we proposed an effective noisy remote sensing image fusion method based on JSR, where further image denoising processing is done when fusing the complementary components of source images and residual noise will be suppressed or reduced. As an improvement of the method in [27] , the fixed dictionary is adopted to represent the redundant components and adaptive dictionary based on source images are trained for complementary components where image de-noising is done at the same time. To distinguish noise and small isolated edge, guided filtering is employed after solving the SR model of complementary components fusion. A fusion rule with low complexity and high flexibility is necessary and hard to design for image fusion. In this paper, a new one based on improved PCNN is proposed to fuse sparse coefficients which represent different image features. The main contributions of the proposed method can be summarized as follows.
(1) Considering the complementary and redundant information in source images, JSR is adopted for remote sensing image fusion to separate them for further processing. Due to the unavoidable noise and their difference in source images, image de-noising can be realized simultaneously when fusing the complementary components;
(2) When training the complementary adaptive dictionaries which are robust to noise, due to NP-hard problem of l 0 − norm, it is converted to l 1 −norm of sparse coefficients. As far as we know, it is the first time for this conversion in image denoising based on SR;
(3) Taking edges, directions and texture information of an image into consideration, sum modified Laplacian (SML) is employed as a part of inputs in the improved PCNN for fusion of sparse representation, which avoids the inaccuracy of information transfer and improves the fusion results.
The rest of this paper is arranged as follows. The related works are reviewed in Section 2, including some basic principles of sparse representation. Section 3 describes the proposed image fusion method, including robust adaptive dictionary training for noisy images, and the fusion rule based on the improved PCNN for complementary sparse coefficients. In Section 4, some compared experimental results and analysis are presented and discussed. Finally, Section 5 draws the conclusions.
II. THE RELATED WORKS
According to the theory of compressed sensing, if a signal is sparse or sparse with some kind of transform, the original signal can be reconstructed by non-linear representation after random sampling of the sparse signal, which breaks the constraint of Nyquist sampling principle on information reconstruction and has been widely used in signal and information processing [28] . The most popular one is SR, which can represent a signal by an approximate linear representation of a redundant dictionary and sparse coefficients. As we all know, image signal is sparse and it can be represented by SR [19] - [31] . Suppose the redundant dictionary is D ∈ R M ×N , sparse coefficients are a column vector α with the size of N × 1, and an image is I ∈ R m×n . To take a sparse representation, the original signal of a matrix is usually resized into a column vector to match the format of coefficients. M N is set to ensure that the dictionary is sufficiently redundant, and M = m × n. Then, SR can be modeled as Eq. (1) and shown in FIGURE 2.
When solving Eq. (1) to obtain α, it can be converted into Eq. (2) .
where ε denotes the limited error, · F denotes F − norm.
Considering that SR is more efficient and less time consuming for small image patches, the final SR model can be formulated as Eq. (3).
where P ij denotes the sliding window which extracts the image patch of the center position at (i, j), and µ ij is the penalty factor. For image fusion, the classical methods based on SR neglect the difference of redundant and complementary information of source images, and processing all the information indiscriminately. To settle this issue and achieve better image fusion effects, scholars proposed a lot of methods based on JSR which can distinguish the different components of source images and obtain ideal fused images.
III. NOISY IMAGE FUSION BASED ON JSR
In this section, we will give more details about the proposed method, including the robust adaptive dictionary training for noisy images and the new fusion rule based on the improved PCNN for complementary sparse coefficients, which takes SML into consideration as parts of inputs in PCNN.
A. ROBUST ADAPTIVE DICTIONARY TRAINING
When doing image fusion by methods based on SR, one of key steps is fusing sparse coefficients by some rules, and a fused image can be reconstructed by multiplying the employed dictionary with fused coefficients. However, like other kinds of methods, methods based on SR neglect the relationship between source images. In fact, source images to fuse are not unrelated. Pixels or information hidden in pixels are not only complementary, but also redundant. It would be better to processing them separately in different ways instead of mixing them together. To this end, methods based on JSR for image fusion are developed.
In JSR model, suppose every image I contains two parts, shown in Eq. (4). One is a common sparse component I c , and the other is an individual sparse component I i .
Then, by cascading source image patches into a final column vector P s , taking the number of source images as two, JSR model is expressed as Eq. (5) and shown in FIGURE 3. where P 1 , P 2 denote image patches of source image I 1 and I 2 ; P c denotes the common component of the two image patches, and P i1 , P i2 denotes individual components of image patch P 1 and P 2 respectively. D i1 , D i2 and α i1 , α i2 are corresponding dictionaries and sparse coefficients of individual components, while D c and α c are of the common component. Finally, a redundant image patch of source image patches can be obtained by P c = D c α c ; complementary image patches P i1 , P i2 can be obtained by
In optical images [32] , noise is additive white Gaussian noise (AWGN) which meets the following model.
where Y is the noise-free image and X is a noisy image. And n strands for noise. For speckle noise in SAR images, it is multiplicative noise and can be modeled as Y = X · s; s is speckle noise. Normally, the multiplicative noise model can be converted into an additive noise model shown in Eq. (6) by logarithmic transformation when doing the speckle noise suppressing. Then, the adaptive dictionary training for each noisy source image in Eq. (3) can be transformed into Eq. (7) [33] .
where λ X − Y 2 2 denotes the proximity between X and Y , which can be realized by X − Y 2 2 ≤ Const · σ 2 . Since l 0 − norm is non-convex [34] , it falls into a NP-hard problem when solving the model in Eq. (3). Due to the need of listing all the possible solutions to the original information in an image for l 0 − norm, the computational complexity is very large, and it is difficult to guarantee the accuracy of reconstruction when an iterative search is performed to find the optimal solution. Therefore, l 0 − norm is often changed into l 1 − norm [34] to avoid these problems. Inspired by this, unlike traditional image de-noising methods based on SR which are related to l 0 − norm [35] , we transform model in Eq. (7) into Eq. (8) . Normally by abandoning the polynomial decomposition method, some approximation methods are adopted to solve Eq. (7) , such as matching pursuit (BP), compressive sampling matching pursuit (CoSaMP), gradient projection for sparse reconstruction (GPSR) and so on. Here we employ orthogonal matching pursuit (OMP) [36] , an improved one of BP, to calculate the solution of SR model in Eq. (8) .
PCNN is a kind of neural network model, which is produced by simulating the processing of visual signals by cells in the visual cortex of the animal brain, and has been widely used in image processing [37] . Besides, PCNN is made up of multiple neurons, and each one consists of three parts: receiving field, modulation field and pulse generator, shown in FIGURE 4. Receiving field: is basically made up of inputs in the neurons, including L ij (n−1) which means the link input from the last iteration at the position (i, j), Y which means outputs of this neuron, and F ij which means the feedback input and can be the value I ij of a pixel in an image, as Eq. (9) shows. (9) where α L is the time decay constant of the link input, V L is the corresponding amplification coefficient, n is the number of iterations, and W ij,pq is the link weight coefficient matrix between neurons at position (i, j) and (p, q).
Modulation field: is a multiplier and it internal activity item U ij is calculated by multiplying F ij and its weight related to other inputs, as Eq. (10) shows.
where β is a constant which means the connection strength of the neurons. Pulse generator: is made up of variable threshold T ij and hard threshold function. Whether the impulse input is generated (i.e. the neuron is fired) or not, is determined by whether U ij can exceed the dynamic threshold. If U ij > T ij , the neuron is fired and the threshold increases to prevent the next ignition; vice versa. This can be summarized as Eq. (11) .
where α T is the time decay constant of the threshold, and V T is the corresponding amplification coefficient. At last, the output of PCNN is the firing map composed of the total firing times of all neurons. And the fused sparse coefficient can be the one who has the maximum number of firing times in source image patches.
Compared with a single pixel value in an image, the human visual system is more sensitive to the edges, direction and texture information of the image [38] . Based on this, some definition evaluation metrics including spatial frequency (SF), energy of Laplacian of the image (EOL), SML and so on, are employed to evaluate the fusion results. In [39] , after the non-subsampled contourlet transform, a local Laplacian energy-based fusion rule is proposed for low-pass sub-bands, which consists of weighted local energy and the weighted sum of Laplacian coefficients. Among all, SML is one of the most effective and competitive methods [40] . As a result, in this paper, when fusing the sparse coefficients by PCNN, we add SML as a part of the feedback inputs shown in Eq. (12) and FIGURE 5, where the improvement is marked in green box.
where a is the weight factor to balance the contribution of the pixel value and the value of corresponding SML. SML can be calculated by Eq. (13) and is based on the sparse coefficient matrix of the whole image, not only the image block related to (i, j).
where N is the size of the local window, and here we make it as N = 3. The calculation of ∇ ML I xy is shown in Eq. (14) .
where s is the moving step. Normally, s = 1. 
C. PROPOSED NOISY IMAGE FUSION METHOD
In this paper, a new image fusion method of remote sensing images is presented, which is robust to noise. In consideration of similarities and differences of multi-modal images, JSR is employed to separate complementary and redundant components in source images. By combining a fixed dictionary and adaptive dictionaries based on source images themselves, a final dictionary is generated for JSR. In the training of robust adaptive dictionary, l 0 − norm is replaced by l 1 − norm to refrain from NP-hard problem. And when obtaining the fused complementary sub-image and doing the image denoising, it is difficult to distinguish noise from isolated edge points by traditional SR. So, after that, guided filtering in [41] is employed to enhance image features and retain more completely detailed information such as image edges, in which way it is more robust to noise, resulting in more accurately fusion of the complementary information in source images. Finally, a fused image can be reconstructed by adding the redundant sub-image and fused complementary sub-image. In order to show these processes clearly and intuitively, a flowchart of the proposed methods is shown in FIGURE 6 , which can be divided into seven steps. In FIGURE 6 , different steps are shown in different color, and steps are separated directly by the dotted green line. What's more, the detailed description and calculation of every step are summarized after FIGURE 6.
Step 1: Train robust adaptive dictionary D s and D o of SAR image S and the other source image O by SR in Eq. (8);
Step 2: Obtain the final dictionary D in Eq. (5) by combining a fixed dictionary D R and D s , D o ;
Step 3: Calculate the redundant sparse coefficients α R and complementary ones α Cs , α Co by JSR in Eq. (5);
Step 4: Obtain the fused complementary coefficients α Cf by the improved PCNN;
Step Step 7: Reconstruct the fused image F by adding I R and I C together.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
To examine the performance of the proposed method, rich experiments were conducted by comparing the proposed method with nine state-of-the-art image fusion methods, including multi-scale weighted gradient-based fusion for multi-focus images (MWGF) proposed in [42] , image fusion with guided filtering (GFF) proposed in [43] , multi-sensor image fusion based on fourth order partial differential equations (FOPDE) proposed in [44] , wavelet-based image fusion (DWT) proposed in [45] , image fusion based on spatial frequency-motivated PCNN in nonsubsampled contourlet transform domain (NSCT-SF-PCNN) proposed in [46] , image fusion based on nonsubsampled Shearlet transform (NSST-max) proposed in [47] , image fusion based on multi-scale transform and sparse representation (MST-SR) proposed in [5] , multi-modality image fusion method based on image decomposition and sparse representation (SR) proposed in [20] , and multi-focus image fusion with a deep convolutional neural network (CNN) proposed in [48] . Among these methods, MWGF and GFF are image fusion methods based on spatial domain. FOPDE belongs to hybrid methods due to combining fourth order partial differential equations and principal component analysis. MST-SR also is a hybrid method, in which NSCT was employed for multi-scale transform. DWT, NSCT-SF-PCNN and NSST-max are the classical methods based on transform domain, and ''choosemax'' was chosen as the fusion rule except for special choices.
What's more, the compared experiments are carried out by Matlab codes on an Intel Core i7 2.60 GHz with 8 GB RAM.
In [49] , the authors made a summary about objective evaluation metrics, including metrics with reference images and metrics with no reference image. However, a known ''fused'' reference image often does not exist in reality, and objective evaluation metrics with no reference image, namely blind assessments, are more popular. In order to evaluate fused images objectively, we employed nine metrics with no reference image which can be classified into four kinds, as shown in Table 1 . For all the mentioned metrics, the larger the values of them are, the better fused results of the methods are.
A. FUSION RESULTS ON CLEAR IMAGES
To verify the effectiveness and superiority of the proposed method in image fusion, we firstly did the compared experiments on the clear image pair without noise, which are a SAR image along with an aligned optical image shown in FIGURE 1 [50] . The fusion results were shown in FIGURE 7. To enhance the visual contrast difference, some representative areas in FIGURE 7 were highlighted in red boxes and enlarged in lower left corner of the corresponding images.
In FIGURE 7 , there was color distortion in almost all the areas with green color of FIGURE 7(e)∼(h), severely reducing the visual quality of the fused images. This is due to the fact that these image fusion methods of FIGURE 7(e)∼(h) are methods based on multi-scale transform which use the fixed orthogonal basis functions to represent an image and cannot represent all the varietal image features effectively. Among all, the fused images by MWGF, GFF and the proposed method reserved more brightness and color contrast of the colorful optical image without introducing any distortion. By careful comparison of the enlarged fused areas in red boxes of the three images without distortion, the detailed information in FIGURE 7(l) was richer, image edges were less blurred, and spatial resolution was higher. To assess these fusion methods objectively and better compare the performance of the proposed method, the mentioned objective evaluation metrics were employed to evaluate the fused images in FIGURE 7 and results of nine metrics were listed in Table 2 . Besides, the computational costs of compared experiments were calculated and shown in the right column of Table 2 . From Table 2 we can see that the cost time of our method is about one minute which can be accepted though it is not the least. The best value for each metric was bolded to stand out. From Table 2 we can make the conclusion that though some objective values of the fused image by proposed method were not best, the overall result of the proposed method was good. As a result, from the subjective and objective evaluation results we can see that the proposed method had better performance of SAR and optical image fusion than other methods when the source images were not corrupted by noise.
B. FUSION RESULTS ON NOISY IMAGE
One of our contributions of this paper is that it can realize image fusion and de-noising results of noisy remote sensing image simultaneously by only one image processing method. So, in this sub-section, we did compared experiments on both simulated and real noisy image pairs. In order to ensure the fairness of the experiments, the image pre-processing method based on BM3D in [51] was employed to de-noising the noisy images when fusing the source images by other fusion methods.
1) FUSION ON OSLO CITY
Firstly, compared experiments on simulated noisy images were conducted, where speckle noise was added into SAR image and white gaussian noise was added into the optical VOLUME 8, 2020 image in FIGURE 1. FIGURE 8 showed the noisy source images and fused images by different methods. The same areas as FIGURE 7 were highlighted and enlarged. Compared with fused images by other image fusion methods, the fused image obtained by proposed method had less color distortion and contrast reduction. FIGURE 8 illustrated that the proposed method can not only suppress the noise effectively, but also preserve more detailed information such as image edges of the source images and had better visual effect of image fusion.
Similarly, nine metrics and the computational costs were employed to evaluate the fused images in FIGURE 8 and results were shown in Table 3 . By comparing the time costs in Table 2 and Table 3 , we can make the conclusion that it doesn't take extra time of the proposed method compared with other methods when image de-noising is added to the image processing, which indicates that the proposed method is real-time efficient for doing image de-noising and fusion at the same time. Form Table 3 we can see, the values of metrics based on information theory and image feature in FIGURE 8(l) were the best, which indicated that the proposed method had better ability of transferring image information from source images into the fused image and representing image features more completely. Meanwhile, the value of Q CB in the fused image by proposed method was also the best, and it was consistent with that FIGURE 8(l) had better subjective visual effect than others. However, the values of metrics Q S and Q C by the proposed methods were worse than some of the compared image fusion methods. This is because that the two metrics belonged to metrics based on image structural similarity. For the image fusion methods based on transform domain, the basis functions for image transformations can fit and represent the image structures very well, resulting in good fusion effects on structural similarity. Whereas the image fusion methods based on sparse representation mainly sparsely represent an image and try to obtain sparse solutions with less non-zero elements, where the image structures would be imperfect. However, as an improved method based on SR, the proposed method has better values than SR on Q S and Q C . In other words, the structural similarity between source images and the fused image by proposed method could be improved to some extent.
2) FUSION ON SEN1-2 DATASET
In order to verify the feasibility and practicality of the proposed method more fully, we did compared experiments on image pairs of SEN1-2 dataset in [2] , [52] , which are about land masses with different types over all four seasons. For the Sentinel-2 satellite, the red, green, and blue channels are used to generate realistically looking RGB images without noise, while the Sentinel-1 satellite generates noisy SAR images with speckle noise. Because complex visual patterns indicate rich information in source images, here we employed three groups with different visual pattern of the source images to do the experiments, shown in FIGURE 9∼ FIGURE 11 . And some representative areas were also enlarged in red boxes to enhance the visual contrast.
Images of Group 1 in FIGURE 9 are about a seaside city, including great lakes which are flat regions with less texture and detail features. From the fused images we can see, FIGURE 9(e)∼ FIGURE 9(k) suffered from color distortion with different degrees. As shown in FIGURE 9(j), the fused image edges between lakes and lands by SR was blur and had some unknown dark areas due to imprecise image reconstruction of compressed sensing for remote sensing images. By comparing FIGURE 9(j) with FIGURE 9(l), we can find that as an improved image fusion method based on SR, the proposed method preserved more detail information and high spatial resolution of SAR image, and the complementary information in source images was better served in the fused image. By comparing FIGURE 9(c), FIGURE 9(d) and FIGURE 9(l), there was less noise remaining in FIGURE 9(l), indicating the proposed method had good ability of image de-noising when realizing the image fusion results. Finally, we can conclude that the proposed method yielded better de-noising and fusion results for real noisy remote sensing image fusion.
There is brighter color contrast in Group 2 and more detailed information in Group 3 than Group 1. However, from these fused images in FIGURE 10 and FIGURE 11 , the similar conclusion can be made that the fused images by the proposed method had better fusion results with less noise, and was more suitable for we human visual system. All of these illustrated that the proposed method had superior performances when realizing image de-noising and fusion simultaneously.
Expect for intuitive visual comparison of three groups of source images in SEN1-2 dataset, the values of objective metrics of fused images in FIGURE 9∼ FIGURE 11 were calculated and shown by colorful histograms in FIGURE 12.
And the values of the fused images by proposed method were in red. And the computational costs of compared experiments on SEN1-2 dataset were calculated and shown Table 4 . There is less detailed information in Group 1 and more detailed information in Group 3, so the cost time of SR in Table 4 had a great difference when training the adaptive dictionaries while others is basically unchanged.
From FIGURE 12(a) we can see that expect for Q TE and Q CB , the fused image by the proposed method had the best values on the objective evaluation metrics. But for Q CB , the values of the fused images by the proposed method and CNN were almost identical. However, for the objective evaluation results in FIGURE 12(b) , the value of Q TE of the fused image by the proposed method was the best, whereas the values of Q S and Q C did not perform as well as some of other fused images by the compared image fusion methods such as DWT of which the visual effect was much bad. By compared the values of fused images in FIGURE 12(c) of Group 3 which is about an image pair with rich detailed information, the fused image by the proposed method had the best values for all the metrics. As a result, it can be seen that the proposed method produced better values for the nine objective evaluation metrics compared with other image fusion methods, indicating the better fusion results of the proposed method.
V. CONCLUSION
In this paper, we present a noisy remote sensing image fusion method based on joint sparse representation. JSR is employed firstly to separate the complementary and redundant components in source images. Due to different characteristics of unavoidable noise in different source images, image de-noising is realized at the same time when fusing the complementary components. Meanwhile an improved PCNN based rule is proposed to fuse complementary sparse coefficients. Finally, the fused image can be reconstructed by adding redundant and fused complementary components together. By plenty of compared experiments with nine state-of-the-art image fusion methods, it has been verified effectively by visual effects and quantitative analysis of nine objective evaluation metrics on Oslo city and the public dataset SEN1-2 that the proposed noisy remote sensing image fusion delivers superior performance over other methods.
