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Povzetek
V diplomskem delu sem kombiniral vecˇ razlicˇnih tehnik za prepoznavo pod-
vojenih oseb, kot so metode, ki temeljijo na pravilih dolocˇanja podobnih
oseb, klasifikacija parov, sestavljanje grucˇ in strojnega ucˇenja. Duplicirane
osebe sem dodatno prepoznaval s primerjavo profilnih fotografij, saj je njihov
vizualni ucˇinek tudi pri cˇlovesˇki prepoznavi v veliko pomocˇ. Cˇeprav so pod-
vojeni zapisi shranjeni v eni podatkovni bazi, sem vseeno uporabil tehnike,
ki se drugacˇe izkoriˇscˇajo tudi za uparjanje vecˇ baz z enakimi entitetami. Na
koncu sem ocenil cˇasovno zahtevnost in pravilnost deduplikacije.
Kljucˇne besede: duplikati, socialno omrezˇje, spajanje, cˇiˇscˇenje podatkov.

Abstract
In my thesis I combined multiple duplicate person recognition techniques like
rule-based methods to determine similar persons, pair classification, cluster
building and machine learning. Extra comparison of profile pictures was used
for recognizing person duplicates, because this comparison is the one of the
first things that humans use when comparing profiles. I also used techniques
for entity resolution on multiple databases. In the end I measured time
complexity and success of the deduplication.
Keywords: deduplication, social network, merge, data cleaning, record link-
age.

Poglavje 1
Uvod
Druzˇabna omrezˇja predstavljajo mrezˇo uporabnikov s celega sveta. Pove-
zave med raznimi socialnimi omrezˇji pa so precej slabsˇe dolocˇene. Izbira
socialnega omrezˇja, v katerega se bo uporabnik registriral, je odvisna pred-
vsem od popularnosti na tistem obmocˇju, kjer uporabnik zˇivi oz. obmocˇja,
kjer so registrirani uporabniki, s katerimi se zˇeli povezati. Tako na razlicˇnih
obmocˇjih prevladujejo razlicˇna socialna omrezˇja. Izbira je odvisna tudi od
popularnosti dolocˇene industrije in polozˇajev v podjetjih.
V primeru profesionalnih socialnih omrezˇjih je svetovno najbolj znano
omrezˇje LinkedIn. V nemsˇko govorecˇih drzˇavah sˇe vedno prevladuje Xing
(v Nemcˇiji je registriranih 7,3 milijona uporabnikov [2], medtem, ko na
LinkedIn-u 3.6 milijona [1]) in v francosko govorecˇih Viadeo. Profesionalna
socialna omrezˇja predstavljajo omrezˇja, v katerih se povezujejo ljudje za-
radi poslovnih namenov, npr. iskanja sluzˇbe, novih zaposlenih in ostalih
prilozˇnosti.
Zaradi razlicˇnih razlogov se nekateri uporabniki registrirajo na vecˇ razlicˇnih
profesionalnih socialnih omrezˇjih. Tako lahko iskalci novih poslovnih stikov
naletijo na iste osebe iz razlicˇnih socialnih omrezˇij. Ti nacˇeloma lahko prepo-
znajo, kdaj gre za isto osebo, jaz pa sem ta problem zˇelel resˇiti programsko.
Ker je izdelava profilov na socialnih omrezˇjih v veliki vecˇini prepusˇcˇena
uporabnikom, prihaja do razlicˇnih interpretacij navodil in razlik pri vnosu
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podatkov v zahtevana polja in obrazce, ki jih morajo izpolniti.
Vzorci dogajanj in razlik, ki sem jih sam opazil pri pregledovanju in raz-
iskovanju profilov uporabnikov zˇe znotraj enega od socialnih omrezˇij:
Zatakne se zˇe pri osebnih imenih, ki so lahko zapisana v razlicˇnih oblikah:
• J. Novak,
• Jozˇe Novak,
• Jozˇe N.,
• Jozˇe P. Novak
Nato so tu sˇe razlicˇne oblike istih imen oz. okrajˇsave in izpeljanke:
• Robert,
• Bob
Vse to predstavlja problem pri prepoznavanju istih oseb.
S pomocˇjo konteksta oz. dodatnih podatkov je ljudem veliko lazˇje prepo-
znati, ali gre dejansko za eno in isto osebo, kot kateremu koli algoritmu, saj
hitro najdejo povezave med njimi. Najvecˇji izziv je najti/razviti algoritem, ki
bo deloval 100% zanesljivo in bo obenem sˇe dovolj hiter. Med raziskovanjem
dupliciranih profilov sem ugotovil tudi, da si ljudje najprej izdelajo en pro-
fil, ki ga nato iz razlicˇnih razlogov (npr. pozabljeno geslo ali zbrisan posˇtni
racˇun) zanemarijo in ustvarijo novega, kjer je vecˇina podatkov enakih, nekaj
vrednosti pa dodanih oz. posodobljenih. Najvecˇkrat se spremembe opazijo
pri profilnih slikah in dodatnih delovnih mestih. Manj sprememb je pri oseb-
nih imenih, cˇeprav do teh prihaja med razlicˇnimi socialnimi omrezˇji. V teh
primerih je najvecˇkrat dodan oz. manjkajocˇ naziv (Dr., prof., itd).
Za resˇevanje problema je bilo predlaganih zˇe veliko resˇitev, npr. Ne-
wcombe in drugi [3], ki so predstavili problem zdruzˇevanja zapisov v bazah.
Vecˇina predlaganih resˇitev pa sˇtevilo primerjav zmanjˇsa tako, da objekte s
podobnimi vrednostmi atributov zberejo v skupine, v katerih se potem pri-
merjajo samo objekti znotraj vsake skupine.
Poglavje 2
Podatki so “umazani”
2.1 Predstavitev problema
Problem, ki sem ga s to diplomsko nalogo zˇelel resˇiti, je identifikacija profilov,
ki se nanasˇajo na iste osebe, tako znotraj profesionalnih druzˇabnih omrezˇij,
kot tudi med razlicˇnimi profesionalnimi druzˇabnimi omrezˇji. Na osnovi tega
bi lahko razvil storitev, ki bi omogocˇala dopolnjevanje profilov.
V mojem primeru sem podatke o osebah, ki so na voljo brez registracije,
pridobil iz omrezˇij Linkedin, Xing in Viadeo.
Podvojeni podatki negativno vplivajo na podatkovno shrambo in prido-
bivanje informacij iz nje, kvaliteto podatkov, zmogljivost celotnega podat-
kovnega sistema in na splosˇno uporabnost podatkov. Duplicirani podatki
povzrocˇajo nepotrebno smetenje podatkovne zbirke, zasedanje virov tudi pri
poizvedbah, sˇe posebno pa povzrocˇajo probleme pri posodabljanju zapisov
v bazi. Poleg tega pa so duplikati pogosto nepopolni, z manjkajocˇimi po-
datki, pri katerih le unija vseh prekrivajocˇih podatkov zagotavlja popolno
razumevanje podatkovnega elementa.
Pri resˇevanju teh tezˇav sem se srecˇeval z razlicˇnimi izzivi, kot sta im-
plementacija metod, s katerimi ocenim enakost oz. podobnost oseb, njihova
zanesljivost in pa seveda cˇasovna zahtevnost oz. hitrost primerjanja velikega
sˇtevila oseb med seboj, saj so v podatkovni zbirki javni podatki o vecˇ kot
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milijon oseb.
Ponavadi se pri prepoznavi duplikatov srecˇujemo z naslednjimi izzivi:
• Dvoumnost imen oz. atributov. Naprimer, ko imata dve ali vecˇ oseb
enako ali podobno ime ali ostale lastnosti.
• Napake v zapisih, kot so napacˇna cˇrkovanja, napacˇno vneseni podatki,
neskladnost vpisanih podatkov, itd.
• Manjkajocˇe vrednosti: Cˇe primerjamo dve osebi in ena od njih za
dolocˇen atribut nima vnesˇene vrednosti, to sˇe ne pomeni, da sta to
dve razlicˇni osebi. Razlogov za manjkajocˇe vrednosti je vecˇ, npr. upo-
rabniki jih niso vnesli, ali pa se niso pravilno shranili v podatkovno
bazo.
• Atributi so se po dolocˇenem cˇasovnem obdobju spremenili, uporabniki,
ki so prisotni na vecˇ socialnih omrezˇijih, ne posodabljajo vedno vseh
svojih profilov hkrati, zato lahko pride do neposodobljenih vrednosti
na enem profilu in aktualnih na drugem.
• Oblika podatkov, npr. datumov
• Jezik vpisanih podatkov
• Okrajˇsave, kratice...
2.2 Hipoteza
Moja hipoteza je bila, da se poleg hitrejˇse racˇunalniˇske prepoznave dupli-
katov pri tem tudi priblizˇam zanesljivosti prepoznave oz. vsaj identificam
resnicˇne pare duplikatov in tiste, ki to definitivno niso. Cˇe rezultate merim
v kontekstu natancˇnosti in priklica, sem zˇelel dosecˇi cˇimvecˇjo natancˇnost.
Problem, ki sem ga tu pricˇakoval, je bila dejanska mozˇnost meritve teh dveh
rezultatov, saj v konkretni podatkovni zbirki zapisi niso bili oznacˇeni.
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2.3 Pregled obstojecˇih resˇitev
2.3.1 Verjetnostno razresˇevanje duplikatov
Ker je podvojenost podatkov zˇe dolgo cˇasa problem, so ga poskusˇali resˇiti zˇe
leta 1959, ko so se Newcombe in drugi [3] srecˇevali s podvojenimi bolniˇskimi
zapisi. Ena izmed njihovih idej je bila, da imajo manj pogosta imena vecˇjo
razlocˇevalno mocˇ od pogostih in, cˇe se dva zapisa zdruzˇita v novega, se njuna
rezultata podobnosti kombinirata. Fellagi in Sunter [4] sta nato formalizi-
rala njihovo intuicijo in uradno predstavila matematicˇni model, ki je zago-
tavljal teoreticˇno ogrodje za racˇunalniˇsko resˇevanje problema dupliciranih
zapisov. Pari, ki se ujemajo z rezultatom podobnosti nad dolocˇenim pra-
gom, so dolocˇeni kot ujemanja, pari med najnizˇjim in najviˇsjim pragom, so
oznacˇeni za mozˇne duplikate in pari pod najnizˇjo mejo, se obravnavajo kot
razlicˇni. Ker niso imeli ucˇne mnozˇice, je bilo dolocˇanje pragov za doseg visoke
kvalitete zelo tezˇko.
Verjetnostni model je uporabljal Bayesov pristop, ki je klasificiral pare v
dva razreda, ujemanja in neujemanja. Sistemi za nadzorovano ucˇenje so se
zanasˇali na obstoj ucˇne mnozˇice v obliki parov zapisov, ki so bili prej oznacˇeni
kot duplikati ali ne. Problem pri tehnikah nadzorovanega ucˇenja je zahteva
po velikem sˇtevilu oznacˇenih podatkov. Medtem, ko je ustvarjanje velikega
sˇtevila ucˇnih parov, ki so zagotovo ujemanja in neujemanja dokaj enostavno,
je generiranje primerov, ki bi pomagali ustvariti visoko natancˇen klasifikator,
precej tezˇje. Zato so Atlas in drugi [5] uporabili tehniko aktivnega ucˇenja,
pri kateri se aktivno izbira podmnozˇico neoznacˇenih podatkov in ti podatki,
po procesu oznacˇevanja, zagotavljajo najbolj kvalitetno informacijo klasifi-
katorju.
2.3.2 Pristopi, ki temeljijo na pravilih
To so pristopi, ki so poseben primer pristopov baziranih na razdaljah, kjer
z uporabo pravil definiramo, ali sta dva zapisa enaka ali ne. Wang in Ma-
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dnick [6] sta, za primer zaznave podvojenih zapisov, predlagala uporabo pra-
vil, razvitih s strani ekspertov, za izpeljavo mnozˇice atributov, ki sluzˇijo kot
kljucˇ za vsak zapis. Z uporabo teh pravil sta generirala unikatne kljucˇe, ki
naj bi vecˇ zapisov, ki predstavljajo isti objekt, spravili v skupine. Lim in
drugi [7] so poleg uporabe tega pristopa dodali pogoj, da mora biti rezultat
teh pravil vedno pravilen. Herna´ndez and Stolfo [8] sta to idejo sˇe dodatno
razvila in izpeljala teorijo, ki specificira sklepanje o podobnosti zapisov. Na
primer, cˇe imata osebi podobno ime in enako delovno mesto v podjetju, lahko
sklepamo, da je to ista oseba.
2.3.3 Konkretne resˇitve zaznave duplikatov na omrezˇjih
Dosti raziskav se je ukvarjalo tudi s konkretnimi problemi zaznave duplikatov
na razlicˇnih socialnih omrezˇjih, med njimi Bilgic in drugi [10], ki so razvili D-
Dupe, orodje za razlocˇevanje entitet na druzˇabnih omrezˇjih. Orodje od upo-
rabnikov, ki se morajo odlocˇiti ali gre za iste osebe ali ne, zahteva odlocˇitvi
Da ali Ne, ne omogocˇa pa neodlocˇenosti. Poleg tega zahteva podatke o rela-
cijah med osebami. Naj omenim sˇe diplomsko delo Tomazˇa Kuralta [9], ki je
razvil avtonomen sistem za zdruzˇevanje poljubnega sˇtevila omrezˇij. Pri svoji
konkretni resˇitvi problema zaznave duplikatov na razlicˇnih profesionalnih
druzˇabnih omrezˇjih, si nisem mogel pomagati z medsebojnimi povezavami
uporabnikov, saj ti podatki na obravnavanih omrezˇjih niso bili dostopni.
2.3.4 Moje delo
Prevecˇ genericˇne resˇitve problema deduplikacije so me spodbudile, da sem za
svoj primer potreboval bolj konkretno resˇitev deduplikacije oseb na razlicˇnih
profesionalnih druzˇabnih omrezˇjih, torej algoritem, s katerim bi ugotavljal
ali se dva profila nanasˇata na isto osebo. V svojem diplomskem delu sem
poizkusˇal izboljˇsati natancˇnost prepoznave podvojenih oseb s kombinacijo
aktivnega strojnega ucˇenja za pridobitev zacˇetnega nabora oznacˇenih dupli-
katov in nato z dodatnimi metodami preverjati rezultate prepoznanih dupli-
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katov tudi s pomocˇjo primerjanja profilnih fotografij. Moje delo je kombina-
cija aktivnega ucˇenja za nabor in ucˇenje na podatkih, blokiranja podobnih
oseb v skupine in na koncu zagotavljanje pravilnosti deduplikacije z uporabo
verizˇenja pravil.
2.4 Cˇiˇscˇenje podatkov
Preden se lotimo razpoznave entitet, je potrebno oz. priporocˇljivo pripra-
viti in ocˇistiti podatke. To je proces zaznavanja in popravljanja ali brisanja
posˇkodovanih oz. nepravilnih podatkov iz podatkovne zbirke. Zaradi veliko-
sti moje podatkovne zbirke rocˇno cˇiˇscˇenje ne pride v posˇtev. Ocˇiˇscˇeni podatki
zviˇsujejo kakovost zaznavanja dupliciranih entitet. Na voljo imamo mozˇnost
razlicˇnih metod cˇiˇscˇenja podatkov za vsako vrsto podatka posebej, nekaj pa
je tudi splosˇnih, npr. vse nize pri primerjanju pretvorimo v male cˇrke in
manjkajocˇe podatke oznacˇimo s praznim nizom. V splosˇnem je treba vsako
vrsto podatka o osebi pretvoriti v cˇim bolj enotno obliko, da po nepotrebnem
ne znizˇujemo kakovosti primerjanja teh podatkov.
2.5 Lastnosti deduplikacije
Enostavni in prakticˇni pogoji v funkcijah, ki dolocˇajo ujemanje in zdruzˇevanje
oseb so sledecˇi:
Vsak zapis entitete Oseba je predstavljena z oznako p. 〈〉 oznacˇujeta
objekt, ki nastane po zdruzˇenju zapisov.
• Komutativnost: ∀p1, p2: p1 ⇒ p2, cˇe p2 ⇒ p1 in, cˇe sta p1 in p2 dupli-
kata, potem 〈p1, p2〉 in 〈p2, p1〉 rezultirata v enak zapis
• Idempotentnost: ∀p, p ≈ p in 〈p, p〉 = p. Vsak zapis p je enak samemu
sebi.
• Asociativnost pri zdruzˇevanju: ∀p1, p2, p3, kjer obstajata oba 〈p1, 〈p2, p3〉〉
in 〈〈p1, p2〉, p3〉, velja: 〈p1, 〈p2, p3〉〉 = 〈〈p1, p2〉, p3〉
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Tranzitivnost
Cˇe ugotovimo, da sta osebi p1 in p2 podobni in sta v istem trenutku tudi
osebi p2 in p3 oznacˇeni, kot podobni, potem lahko po pravilu tranzitivnosti
osebi p1 in p3 oznacˇimo, kot podobni.
Recimo, da imamo tri zapise, p1, p2, in p3. Cˇe je p1 dovolj podoben p2,
ampak razlicˇen od p3, se lahko zgodi, da ob zdruzˇitvi zapisov p1 in p2 v enega,
ob primerjavi s p3, novi zapis dosezˇe mejo, ki dolocˇa, ali se osebi ujemata.
Torej je potrebno vsak novi zapis rekurzivno primerjati z vsemi ostalimi.
Kako se zdruzˇita p1 in p2, lahko dolocˇimo tako, da tistega, ki vsebuje vecˇ
informacij izberemo kot dominantnega. Cˇe vsebujeta enako informacij, izbe-
remo najaktualnejˇsega. Cˇe kot dominantnega izberemo p1, potem dopolnimo
vse manjkajocˇe informacije s tistimi, ki jih morda vsebuje p2, nato pa lahko
p2 zbriˇsemo.
Kompleksnejˇsi primer bi bil ta, da bi ustvarili popolnoma nov zapis, ki
bi bil nadrejen zapisoma p1 in p2.
2.6 Zapusˇcˇeni profili
Obstajajo primeri, ko si uporabnik socialnega omrezˇja ustvari profil, ki ga
nato ne posodablja redno in nato raje ustvari nov profil z veliko podobnimi
podatki, nekaj podatkov posodobi in ostale doda. V tem primeru pride do
situacije, ko ima isti uporabnik vecˇ profilov. Cˇe sistem za deduplikacijo ni
implementiran, pride do dveh locˇenih zapisov v podatkovni zbirki.
Problem se pojavi tudi v primerih, ko si uporabnik izdela profil zgolj s
podatki, ki so nujno zahtevani za ustvarjanje profila in ga nato zapusti. Profil
ostane shranjen, a se ne uporablja in vsebuje zelo malo podatkov. V profe-
sionalnih druzˇabnih omrezˇjih se ponavadi zahteva le ime, priimek in lokacija
uporabnika. Skupina teh podatkov najvecˇkrat ne predstavlja dovoljˇsnje za-
nesljivosti, cˇe jih primerjamo z drugim profilom, saj je znotraj ene drzˇave
oziroma regije ponavadi veliko oseb s podobnim imenom in priimkom. Take
profile je zato tezˇje povezati z drugimi profili, ker ne moremo biti prepricˇani,
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da gre za profile istih oseb.
2.7 Zastareli podatki o profilih
Tezˇava pri primerjanju profilov je tudi starost podatkov o osebah. Cˇe pri-
merjamo star profil v bazi z novejˇsim, se lahko zgodi, da so podatki zˇe tako
razlicˇni, da ju algoritem ne bi zaznal kot duplikat, cˇeprav v resnici je. V
primeru, da je skupnih podatkov sˇe vedno dovolj, ju lahko vseeno uspesˇno
dedupliciramo. Ponavadi uporabniki redko spreminjajo svoja imena, profilne
slike in obstojecˇa delovna mesta. Delovna mesta obicˇajno uporabniki samo
dodajajo in tako njihova prejˇsnja vseeno ostanejo vpisana na profilu. Tako
osebe sˇe vedno lahko zanesljivo primerjamo po delovnih mestih, kakovost pa
zviˇsujemo z ujemanji dodatnih skupnih atributov.
2.8 Podatki v razlicˇnih jezikih
Ista oseba lahko na druzˇabnem omrezˇju opiˇse svoj profil v razlicˇnih jezikih,
to je pogosto v tistih poljih, v katera lahko prosto vnasˇajo podatke.
Nekatera socialna omrezˇja podatke v poljih, kjer je nabor vrednosti vna-
prej dolocˇen in predlozˇen uporabniku, ki si nato izbere eno ali vecˇ vrednosti,
osebi, ki si profil ogleduje, prevaja glede na lokacijo, kjer se ta oseba nahaja.
Tako ni nujno, da dve osebi locirani v razlicˇnih jezikovnih obmocˇjih vidita
iste podatke. Brez znanja vecˇ jezikov je zato z navadnim primerjanjem nizov
tezˇje opaziti, ali gre za isti profil.
Prevodi jezikov, ki jih je lastnik profila vpisal, so si sˇe nekoliko podobni,
tako bi se jih z algoritmi za primeranje nizov sˇe dalo primerjati, ostale po-
datke, kot so na primer polozˇaji v podjetjih, izobrazba, hobiji, pa bi morali
prevajati.
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Poglavje 3
Oseba
Podatke iz razlicˇnih profesionalnih omrezˇij (Linkedin, Xing in Viadeo) sem
zdruzˇil in vpisoval v svojo podatkovno bazo. V njej je tabela Oseba, v kateri
vsak zapis predstavlja vse javne podatke pridobljene o osebi, registrirane
na nekem profesionalnem druzˇabnem omrezˇju. Vsaka oseba v podatkovni
zbirki ima unikatno povezavo do socialnega omrezˇja, je pa mozˇno, da dve
razicˇni povezavi vodita do profilov iste osebe. Zato so novejˇsi podatki lahko
le posodobljeni profili oseb, starejˇsi profil pa je zato vseeno ostal v podatkovni
bazi.
3.1 Predstavitev entitete Oseba
Oseba v podatkovni zbirki je predstavljena z naslednjimi atributi:
• polno ime,
• lokacija,
• URL do profila na druzˇabnem omrezˇju
• profilna fotografija,
• osebne spletne strani,
• zanimanja (hobiji),
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• izobrazba,
• jeziki, ki jih oseba zna,
• polozˇaji v podjetjih, kjer je oseba bila ali je trenutno zaposlena
Vsi atributi so predstavljeni kot nizi znakov, razen profilne fotografije, kjer
gre za sliko shranjeno v .png ali .jpg formatu. Cˇeprav so vsi drugi atributi
predstavljeni z nizi, je za njihovo primerjanje potrebno izbrati vecˇ razlicˇnih
pristopov, saj zgolj en pristop ne bi enako zagotavljal pravilnosti primerjanja.
3.2 Ime in priimek
Pricˇakovali bi, da sta to podatka, ki zˇe z dovolj veliko verjetnostjo nakazujeta
iste oz. razlicˇne osebe. Pa se izkazˇe, da sta sama po sebi neuporabna, saj
tudi, ko resnicˇno dolocˇata isti osebi, ni nujno, da sta zapisana v dveh enakih
oblikah, kar je tezˇava za programsko dolocˇanje duplikatov.
Cˇe primerjamo dve osebi, ki jima je ime Miha, ne moremo z zagotovostjo
trditi, da gre za isto osebo. Cˇe pa imata osebi sˇe enak priimek, se ta stopnja
zaupanja hitro povecˇa, a sˇe vedno nimamo dovolj podatkov, da bi z gotovostjo
trdili, da smo nasˇli duplikat. Pri primerjanju polnega imena osebe naletimo
sˇe na razne druge tezˇave. Na primer tu ponavadi uporabniki na profesionalnih
socialnih omrezˇjih vecˇkrat dodajo svoje znanstvene nazive. Cˇe je na enem
profilu ta naziv znan, na drugem pa ne, se verjetnost, da gre za isto osebo,
zmanjˇsa. Tezˇava je tudi v razlicˇnih oblikah istega imena, okrajˇsav srednjih
imen in priimkov in seveda priimkov, ki se dodajo oz. spremenijo ob poroki.
Za primerjanje osebnih imen so bile izvedene raziskave [11], ki so ugota-
vljale, kateri algoritmi se najbolje obnesejo za to nalogo. Raziskovalci so se
srecˇevali z istimi tezˇavami, kot sem jih imel jaz, torej razlicˇnimi variacijami
imen, vzdevkov, naknadnih sprememb osebnih imen. Zato to predstavlja bolj
kompleksen primer v primerjavi z navadnim primerjanjem nizov. Pojavljajo
se tudi napake, ki jih naredijo uporabniki, ko vpisujejo svoja imena v zah-
tevana polja. Po nesrecˇi spremenijo vrstni red cˇrk, dodajo ali izpustijo cˇrke,
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jih zamenjujejo, itd.
Dva prevladujocˇa pristopa k tem problemom sta primerjava foneticˇnih
kodiranj in primerjanje vzorcev v nizih. Foneticˇna kodiranja pretvarjajo nize
v kodo glede na to, kako se ime izgovori. Ta proces je odvisen od jezika.
Vecˇina tehnik je bila primarno razvita za anglesˇko govorecˇe. Najstarejˇsi in
najbolj znan algoritem foneticˇnega kodiranja je Soundex [15]. Obdrzˇi prvo
cˇrko niza ostale cˇrke pa pretvori v sˇtevilke glede na kodirno tabelo. Vse cˇrke,
ki so glede na tabelo zakodirane v 0, so nato odstranjene in zaporedne enake
sˇtevilke so okrajˇsane v eno sˇtevilko. Koncˇni rezultat je prvotna prva cˇrka in
tri sˇtevilke (daljˇse kode so odrezane, prekratkim pa se dodajo nicˇle). Primer
kodiranja za ime “peter”je “p360”.
Ker pa imam v svoji zbirki osebe z imeni iz razlicˇnih svetovnih obmocˇij,
sem se odlocˇil, da primerjanje foneticˇnih kodiranj ni primerno, saj foneticˇna
kodiranja niso enotna po vsem svetu.
Zato sem primerjal podobnosti nizov oz. imen. Ponavadi se izracˇuna
neka normalizirana podobnost, ki je predstavljena z vrednostmi od 0.0, kar
pomeni, da sta si niza zelo razlicˇna, do 1.0, ki predstavlja enakost nizov.
Ker sem v svojem primeru hotel to vrednost predstaviti kot razdaljo med
dvema nizema, sem vrednosti obrnil, torej 0.0 pomeni enakost nizov, 1.0 pa
nasprotje. Za racˇunanje podobnosti nizov je na izbiro veliko tehnik in pristo-
pov, kot so Levenshteinova razdalja, razdalja najdaljˇsega skupnega podniza
(LCS) [11], algoritem Smith-Waterman [11], Jaro-Winklerjeva razdalja [11].
Na osnovi analize raziskave [11] sem se odlocˇil, da je najbolj primerna
Jaro-Winklerjeva razdalja, ki je najbolj optimizirana za primerjanje krajˇsih
nizov in pod te spadajo tudi osebna imena. Rezultat, ki ga vrne algori-
tem Jaro-Winkler, je predstavljen z vrednostmi od 0.0 (razlicˇna niza) do 1.0
(identicˇna niza). Za potrebe svoje implementacije sem razdaljo izracˇunal po
formuli:
d′ = 1− d
Manjˇsa, kot je nova razdalja d′, bolj sta si niza podobna.
14 POGLAVJE 3. OSEBA
Normalizacija nizev
Da so nizi zˇe pred primerjanjem v cˇimbolj enotni obliki, jih je priporocˇljivo
normalizirati in s tem zagotoviti boljˇse rezultate ujemanj.
Nize sem zato pri svojih algoritmih normaliziral z operacijami:
• pretvorba v male cˇrke,
• locˇevanje po praznih znakih,
• brisanje locˇil,
• brisanje sˇtevilk
Normalizirane nize sortiram po abecedi, da resˇim problem, ko sta ime
in priimek v dveh nizih zamenjana med sabo in s tem poskrbim za njuno
medsebojno neodvisnost.
3.3 Zanimanja, izobrazba, lokacija, jeziki
Te vrednosti so predstavljene z nasˇtetimi besedami, torej gre lahko za vecˇ
vnosov splosˇnega besedila, ki je lahko v razlicˇnih jezikih, z napakami, ki
jih stori uporabnik pri kreiranju oz. posodabljanju profila. Cˇe jih locˇimo,
lahko nato za vsak atribut primerjamo mnozˇice elementov in se glede na
sˇtevilo ujemanj odlocˇimo, ali gre za dovolj veliko podobnost mnozˇic in s
tem verjetnost, da gre za duplikat. Ti atributi lahko vsebujejo nicˇ ali vecˇ
vrednosti in poljubno besedilo, zato se zgolj z njimi ne da dovolj zanesljivo
odlocˇiti, ali gre za ujemanje ali ne. V kombinacijah z drugimi atributi pa
zviˇsujejo verjetnost, da gre za isto osebo.
Na primer uporabniki imajo lahko jezike nasˇtete tako:
profil 1 english, spanish, german
profil 2 german, spanish, englisch
Tabela 3.1: Primer nasˇtetih jezikov uporabnika
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Nize normaliziramo in locˇimo tako, kot v prejˇsnjem primeru in naredimo
presek mnozˇic iz obeh profilov. Elemente obeh mnozˇic primerjamo med sabo
vsakega z vsakim le enkrat. Cˇe algoritem Jaro-Winkler, ki sem ga izbral tudi
za primerjanje teh nizov, vrne dovolj veliko verjetnost, da se dva jezika uje-
mata, za vsako ujemanje zviˇsamo verjetnost, da so vrednosti v poljih enake.
Nato rezultat povprecˇimo glede na sˇtevilo ujemanj in sˇtevilom elementov, ki
smo jih primerjali.
3.4 URL povezava do profesionalnega social-
nega omrezˇja
Povezava do profesionalnega druzˇabnega omrezˇja pri primerjanju oseb med
razlicˇnimi omrezˇji ni toliko pomembna, saj se URL povezave med njimi precej
razlikujejo in zato ne moremo primerjati podobnosti nizov. Lahko pa jih
primerjamo v primeru, ko gre za osebe znotraj istih omrezˇij.
Za dedupliciranje znotraj omrezˇja lahko ignoriramo shemo URL-ja (http/https)
in poddomene, saj je glavna informacija, ki razlikuje dve osebi v URL poti.
Zato lahko to informacijo izvlecˇemo v nov atribut entitete Oseba, ki ga nato
definiramo in opiˇsemo v podatkovnem modelu, ki ga uporabljamo za dedu-
plikacijo. Cˇe sta URL poti dveh oseb enaki, nam to zˇe zagotavlja, da naj
bosta tudi osebi isti objekt. Cˇe sta si URL poti zgolj podobni, lahko ti osebi
vseeno pogrupiramo in nato dodatno preverimo vrednosti drugih atributov
in, cˇe se dovolj vrednosti ujema, oznacˇimo kot duplikat.
Protokol Ime gostitelja Pot
http www.linkedin.com profile/janez-novak-687594
https si.linkedin.com profile/janez-novak-687594
Iz primera 3.4 vidimo, da je pot obeh povezav do profesionalnega druzˇabnega
omrezˇja enaka in zato zagotovimo uspesˇno zaznan duplikat.
16 POGLAVJE 3. OSEBA
3.5 Osebne spletne strani
Cˇeprav so tudi spletne strani povezave URL, tako kot URL-ji profesionalnih
omrezˇjih, jih za razliko od njih lahko uporabimo za primerjanje oseb med
razlicˇnimi omrezˇji. Pri povezavah lahko uposˇtevamo samo glavno domeno,
saj je dovolj velika verjetnost, da poleg ostalih ujemanj, tudi ujemanja domen
nakazujejo isto osebo. Ker ima lahko oseba na druzˇabnem omrezˇju vpisanih
vecˇ spletnih strani, primerjamo podmnozˇici spletnih strani. Velikost preseka
mnozˇic spletnih strani dolocˇa podobnost vrednosti tega atributa.
3.6 Profilne fotografije
Na druzˇabnih omrezˇjih, ki sem jih obravnaval, si uporabnik lahko nastavi
najvecˇ eno profilno sliko. Fotografija ni zahtevan podatek na nobenem iz-
med obravnavanih socialnih omrezˇij. Najvecˇkrat je to osebna fotografija, kjer
se vidi obraz cˇloveka. Cˇlovek za razliko od racˇunalnika iz razlicˇnih fotografij
veliko bolj zanesljivo razbere, ali je na njih ista oseba. Predvsem lahko hi-
treje prepozna isto osebo, fotografirano iz razlicˇnih kotov, v razlicˇnih okoljih,
tako svetlobnih, scenskih in barvnih. Ker pa so fotografije pomemben poda-
tek, s katerim lahko dolocˇimo, ali gre za iste osebe, jim v primeru ujemanja
dolocˇimo visoko utezˇ.
Normalizacija profilnih fotografij
Ker socialna omrezˇja nalozˇene fotografije uporabnikov obdelajo (velikost,
kodiranje, resolucija), spremenijo imena datotek, njihove velikosti, kontrolne
vsote, barve, si lahko pomagamo le s primerjanjem samih karakteristik slike.
Zaradi ignoriranja barvnih razlik, ki nastanjejo zaradi morebitnih razlicˇnih
barvnih profilov, fotografije pred primerjanjem najprej pretvorimo v sivin-
ske slike. V mojem primeru je na vsakem izmed treh druzˇabnih omrezˇjih
sˇirina slike enaka viˇsini. Tako lahko slikam spreminjamo velikost na enotne
vrednosti. S tem olajˇsamo primerjanje matrik pikslov.
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Slika 3.1: Miklosˇ 1 Slika 3.2: Miklosˇ 2
Slika 3.3: Rainbow 1 Slika 3.4: Rainbow 2
V naslednjih podpoglavjih so predstavljeni algoritmi, s katerimi lahko
zanesljivost in hitrost primerjanja fotografij priblizˇamo cˇlovekovim.
3.6.1 Zgosˇcˇevalna funkcija
Najlazˇja primerjava dveh profilnih fotografij iz omrezˇij bi bila, cˇe bi bili
profilni fotografiji na omrezˇjih enaki, saj bi si lahko pomagal z zgosˇcˇevalno
funkcijo. Slike normaliziramo na enotno velikost. S tem odstranimo vse
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visoke frekvence (vrednosti sosednjih pikslov). Ker bo velikost enotna, ska-
liranje slike ne bo vplivalo na zgosˇcˇevalno vrednost. Za tem primerjamo
sosednje piksle v vsaki vrstici slike in na podlagi njihovih ujemanj v nov se-
znam zapiˇsemo logicˇne vrednosti, ki predstavljajo ujemanje ali neujemanje
vrednosti pikslov. Da bi bila zgosˇcˇevalna funkcija preprosta za uporabo in
morebitno shranjevanje v bazo, njen rezultat pretvorimo v sˇestnajstiˇski za-
pis. Po koncˇanem postopku lahko primerjamo zapise slik in v primeru enakih
zgosˇcˇevalnih vrednosti ugotovimo, ali gre za duplicirane slike.
Prednosti tega algoritma sta predvsem neodvisnost od objektov na slikah
in enostavna implementacija.
Slabosti je v nasˇem konkretnem primerjanju profilnih fotografij vecˇ, ker
algoritem deluje le v primeru, ko slike niso transformirane, saj zˇe rotacija ene
slike ali njeno zrcaljenje rezultira v drugacˇni zgosˇcˇevalni vrednosti. Potrebo-
vali bi tudi prostor, kamor bi te vrednosti shranjevali, saj bi bilo racˇunanje
zgosˇcˇevalne vrednosti za vse slike, s katerimi zˇelimo dolocˇeno sliko primer-
jati, cˇasovno neucˇinkovito. V primeru, da ima ista oseba na dveh omrezˇjih
razlicˇni fotografiji, ta algoritem odpove.
3.6.2 Prepoznavanje obrazov
Detekcija obrazov
Informacije, kot so barve, svetloba in okolje okoli osebe pri odkrivanju obra-
zov na fotografiji, niso pomembne. Zato fotografije pretvorimo v sivinske
slike in vsem nastavimo enako velikost.
Prepoznavanje obrazov s pomocˇjo algoritma SIFT
V primeru, kjer je na fotografijah najvecˇkrat obraz, lahko uporabimo algo-
ritme za prepoznavanje enakih obrazov. Metodo za detekcijo obrazov lahko
uporabimo tudi pri racˇunanju podobnosti z algoritmom SIFT [12], saj se s
tem zˇe pred primerjanjem znebimo nepomembnih informacij iz okolice obraza
in se osredotocˇimo le na glavni subjekt na sliki, ki je obraz.
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Algorithm 1 Zgosˇcˇevalna funkcija
1: function Dhash(image)
2: image← grayscale(image)
3: image← resize(image)
4: width, height← size(image)
5: image← resize(image)
6: difference← Array()
7: for row in range(width) do
8: for col in range(height) do
9: pixelLeft← getpixel(col, row)
10: pixelRight← getpixel(col + 1, row)
11: difference← append(pixelLeft > pixelRight)
12: end for
13: end for
14: hash← hexadecimal(difference)
15: return hash
16: end function
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Da bi bili ti algoritmi uporabni, potrebujemo zbirko obraznih slik, a je
v tem primeru nimamo. Nato se za neznano obrazno sliko vprasˇamo, kateri
osebi ta obrazna slika pripada? Za resˇevanje tega problema je bilo predla-
ganih veliko algoritmov npr. mnozˇica lastnih vektorjev za prepoznavanje
obraza (Eigenfaces), Fischerfaces, SIFT. SIFT je v primerjavi z drugima
ucˇinkovitejˇsi oz. izboljˇsan [12].
SIFT znacˇilke so znacˇilke izvlecˇene iz slik z namenom, da pomagajo pri za-
nesljivem ujemanju razlicˇnih pogledov istega objekta, v tem primeru obraza.
Z njimi resˇimo prejˇsnjo odpoved algoritma zgosˇcˇevalnih funkcij pri razlicˇnih
velikostih in orientacijah slik, saj so neodvisne od teh transformacij in se
med razlicˇnimi slikami zelo razlikujejo. Izvlecˇene so v sˇtirih korakih: Najprej
izracˇunamo lokacije tocˇk zanimanja z odkrivanjem najvecˇjih in najmanjˇsih
vrednosti mnozˇice Difference of Gaussian (DoG) filtrov, uporabljenih pri
razlicˇnih velikostih po vseh sliki. Nato izpilimo lokacije z neuposˇtevanjem
tocˇk na nizkih kontrastih. Smer je nato dolocˇena vsaki kljucˇni tocˇki na pod-
lagi lokalnih znacˇilk slike. Na koncu izracˇunamo deskriptor lokalnih znacˇilk
za vsako kljucˇno tocˇko. Vsaka znacˇilka je vektor dimenzije 128, ki identificira
okolico vsake kljucˇne tocˇke.
V konkretnem primeru se SIFT znacˇilke izvlecˇejo iz vseh obrazov na foto-
grafijah v bazi. Nato lahko znacˇilke vsake slike primerjamo z znacˇilkami osta-
lih slik. Znacˇilki se ujemata, cˇe je razdalja do druge znacˇilke manjˇsa od po-
danega praga razdalje do druge najblizˇje znacˇilke. To zagotavlja zmanjˇsanje
sˇtevila negativnih ujemanj, kjer bi prepoznali duplikat, kjer ga v resnici ni.
Na sliki 3.5 so prikazane kljucˇne tocˇke, njihova velikost in smer orienta-
cije.
V teoriji bi torej morali za enaka obraza, kjer sta velikosti in/ali orien-
taciji slik obraza razlicˇni, dobiti 100% ujemanje. Izmed sˇestih ujemanj, ki
so predstavljene z modrimi daljicami na sliki 3.6, so bila vse razdalje dovolj
majhne, da so bila vsa ujemanja dobra, torej 100% ujemanje.
Slika 3.7 prikazuje najboljˇsih 10 ujemanj med dvema obrazema. Izmed
24 zaznanih ujemanj, je bilo 11 taksˇnih, ki so bila dobra, kar pomeni, da je
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Algorithm 2 Primerjava slik s pomocˇjo SIFT
1: function compare(firstImage, secondImage)
2: firstImage← grayscale(firstImage)
3: secondImage← grayscale(secondImage)
4: sift← sift()
5: keypoints1, descriptors1← siftDetectAndCompute(firstImage)
6: keypoints2, descriptors2← siftDetectAndCompute(secondImage)
7: bf ← BFMatcher()
8: matches← BFKnnMatch(descriptors1, descriptors2)
9: goodMatches← Array()
10: for first, second in matches do
11: if distance(first) ≤ 0.75 ∗ distance(second) then
12: goodMatches← append(first)
13: end if
14: end for
15: return goodMatches
16: end function
Slika 3.5: SIFT kljucˇne tocˇke.
Slika 3.6: Primer ujemanj tranformiranih slik.
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Slika 3.7: Primer ujemanj dveh slik osebe.
Slika 1 Slika 2 Razdalja
Miklosˇ 1 Miklosˇ 2 0.0
Miklosˇ 1 Rainbow 1 0.777
Miklosˇ 1 Rainbow 2 0.714
Miklosˇ 2 Rainbow 1 0.0
Miklosˇ 2 Rainbow 2 0.5
Rainbow 1 Rainbow 2 0.542
Tabela 3.2: Razdalje izracˇunane s SIFT
bila njihova razdalja manj kot 0.75.
Iz tabele 3.2 lahko razberemo, da je algoritem pravilno zaznal osebo
Miklosˇ pri obeh njegovih fotografijah, a je narobe zaznal duplikat slik Miklosˇ
2 in Rainbow 1 ter slabsˇe ocenil ujemanje Rainbow 1 in Rainbow 2, ker je
razdalja precej vecˇja.
3.6.3 Openface
Ker z rezultati algoritma SIFT, prikazanimi v tabeli 3.2 nisem bil zadovo-
ljen, saj so bile razdalje med istimi osebami prevelike in med razlicˇnimi ose-
bami premajhne, sem za prepoznavanje istih oseb iz profilnih slik, uporabil
knjizˇnico Openface [16], ki temelji na implementaciji sistema FaceNet [17] -
prepoznavanja obrazov z globokimi nevronskimi mrezˇami, ki se neposredno
ucˇi povezovanja obraznih slik v kompaktni evklidski prostor, kjer razdalje
neposredno pripadajo meritvam podobnosti obrazov. Ko je tak prostor iz-
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delan, se naloge, kot so prepoznavanje obrazov, preverjanje in razvrsˇcˇanje
v skupine lahko implementirajo z uporabo standardnih tehnik FaceNet-ovih
vdelovanj kot znacˇilk.
Rezultati primerjanja obrazov so predstavljeni tako, da manjˇse vrednosti
kvadratnih evklidskih razdalj predstavljajo bolj podobne medsebojne obraze
v primerjavi z vecˇjimi razdaljami. Tako lahko z nastavljanjem pragu te raz-
dalje dolocˇimo ali rezultati razdalj pod tem pragom predstavljajo enake osebe
ali ne.
Openface na vhodni fotografiji zazna obraz, ki ga nato transformira za
namen nevronskih mrezˇ tako, da poskusˇa ocˇi in spodnjo ustnico poravnati
na enak polozˇaj na vsaki sliki.
Z uporabo globokih nevronskih mrezˇ predstavimo obraz na 128-dimenzijski
hipersferi. Predstavitev je genericˇna za katerikoli obraz. Daljˇsa razdalja med
dvema reprezentacijama pomeni obraze razlicˇnih oseb. Ta lastnost olajˇsa
grucˇanje, prepoznavanje podobnosti in klasifikacijske naloge v primerjavi z
drugimi tehnikami prepoznav obrazov, kjer evklidska razdalja med znacˇilkami
nima pomena.
Algorithm 3 Primerjava slik s pomocˇjo Openface
1: function openface(image)
2: image← detectFace(image)
3: image← transformFace(image)
4: image← cropToFace(image)
5: putInDeepNeuralNetwork(image)
6: result← representate(image)
7: end function
Nato lahko primerjamo razlicˇne obrazne slike in izvemo razdaljo med
njimi. Tiste slike, ki imajo med seboj razdaljo, manjˇso od nastavljenega
praga, so prepoznane kot ista oseba.
Kot lahko vidimo v tabeli 3.3 je Openface nalogo primerjanja obrazov
opravil precej bolj zanesljivo, saj je pravilno ocenil majhno razdaljo v primeru
razlicˇnih slik iste osebe, drugim kombinacijam pa pripisal vecˇjo razdaljo. Iz
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Slika 1 Slika 2 Razdalja
Rainbow 1 Rainbow 2 0.135
Rainbow 1 Miklosˇ 2 1.043
Rainbow 1 Miklosˇ 1 0.820
Rainbow 2 Miklosˇ 2 0.970
Rainbow 2 Miklosˇ 1 1.003
Miklosˇ 2 Miklosˇ 1 0.232
Tabela 3.3: Razdalje izracˇunane z Openface
tega vzorca fotografij bi lahko prag, ki dolocˇa isti osebi, nastavili na okoli
0.3. Cˇeprav je algoritem nekoliko pocˇasnejˇsi v primerjavi s SIFT-ovim, mi je
veliko bolj pomembna pravilnost racˇunanja razdalj med istimi osebami. Cˇe
primerjamo isti fotografiji, je izracˇunana razdalja enaka 0.0.
3.6.4 Cˇiˇscˇenje fotografij
Privzetih fotografij, ki jih socialno omrezˇje nastavi v primeru, ko si uporabnik
ne nalozˇi profilne fotografije, ne zˇelim uposˇtevati, zato jih tudi ne vkljucˇim
v izbor fotografij, ki jih primerjam, saj bi zaznani duplikati slik zagotovili
veliko verjetnost oz. utezˇ, da gre za isto osebo.
Cˇe v obeh slikah prepoznamo obraz cˇloveka, lahko za njuno primerjavo
uporabim primerjanje enakih obrazov.
V primeru, da vsaj na eni sliki obraza ni zaznanega, sˇe vedno lahko pre-
verim, cˇe sta si sliki podobni vsaj po zgosˇcˇevalni funkciji.
3.7 Polozˇaji v podjetjih
Na vseh profesionalnih druzˇabnih omrezˇjih lastnik profila oz. uporabnik,
opiˇse svoja delovna mesta s polozˇajem in podjetjem, v katerem je bil oziroma
je zaposlen. Ko primerjamo delovna mesta dveh oseb, vsako delovno mesto v
istem podjetju, ki se ujema, zviˇsuje verjetnost, da gre dejansko za isto osebo.
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Med primerjanjem dveh profilov, lahko pride do primera, ko ima en profil
manjkajocˇa delovna mesta, pa to ne pomeni, da sta profila zagotovo od dveh
razlicˇnih oseb. Lahko je priˇslo do napake pri pridobivanju podatkov, ali
pa ima en profil bolj aktualne podatke oziroma so bili pri enem od profilov
mogocˇe podatki izbrisani.
Vrednosti vsakega polozˇaja in podjetja sta neposredno povezani in ju mo-
ramo pri primerjanju uposˇtevati skupaj. Cˇe sta obe osebi, ki ju primerjamo,
direktorja, s tem tezˇko dolocˇimo enakost. Cˇe pa sta dva zapisa direktorja v
istem podjetju, se verjetnost enakosti povecˇa.
Ker se ujemajocˇa delovna mesta pomemben del, ki z vecˇjo verjetnostjo
pove, da gre za isto osebo, je tej primerjavi potrebno posvetiti vecˇ oz. najvecˇ
pozornosti.
Rezultat podobnosti izracˇunamo kot razmerje ujemajocˇih se delovnih
mest z vsemi delovnimi mesti obeh oseb, ki jih primerjamo. Ujemanje je
boljˇse, cˇe se ujema vecˇ delovnih mest glede na vsoto vseh razlicˇnih delovnih
mest.
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Poglavje 4
Optimizacija in izboljˇsava
primerjanja
Glede na atribut, ki ga zˇelimo primerjati med obema osebama, je potrebno
izbrati cˇim boljˇse algoritme, s katerimi bomo izmerili podobnosti med vre-
dnostmi v atributih.
4.1 Kombiniranje primerjalnih metod
Lahko bi racˇunali podobnosti enakih atributov Osebe in vrednosti vstavili v
vektor dimenzije n, kjer n predstavlja sˇtevilo atributov, ki jih primerjamo.
Vsako podobnost atributa lahko predstavimo z logicˇno vrednostjo, kjer 1
predstavlja ujemanje, 0 pa razlicˇni vrednosti. Sˇe tocˇneje pa je, da logicˇne
vrednosti nadomestimo z rezultati, ki jih vrnejo funkcije, ki primerjajo vre-
dnosti atributov. Vrednosti so predstavljene s sˇtevilom med 0.0 in 1.0, kjer
0.0 predstavlja isto vrednost (najmanjˇso razdaljo), 1.0 pa dve cˇisto razlicˇni
vrednosti. Cˇe katera funkcija vracˇa podobnost na drugacˇen nacˇin, jo je po-
trebno normalizirati, da so vse podobnosti predstavljene enako. Vendar vsaka
podrobnost ni enako pomembna. Na primer enako ime in priimek predsta-
vljata vecˇjo verjetnost enakih oseb, kot npr. enaka lokacija. Zato podobnosti
v vektorju utezˇimo in tako, nastavljamo pomembnosti vsake podobnosti atri-
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butov. Vecˇja utezˇ predstavlja vecˇjo pomembnost pri primerjanju atributov.
Cˇe sta si vrednosti atributov podobni in imata veliko utezˇ, pomeni, da je
verjetnost za isto osebo vecˇja, kot pa v primeru, ki sta si dva atributa po-
dobna in imata majhno utezˇ. Najvecˇja tezˇava pri tej metodi je pravilna
izbira in kombinacija utezˇi. Za dolocˇitev te meje je potrebno znanje, ki ga
pridobimo s poskusˇanjem oz. eksperimentiranjem in sprotnim ucˇenjem, kjer
se naucˇimo, katera je tista prava meja. Nepravilno izbrana meja vodi do
napacˇno dolocˇenih ujemajocˇih oseb ali k zmanjˇsanju sˇtevila duplikatov, ki bi
morali biti zdruzˇeni v eno osebo. Na koncu izracˇunamo vsoto utezˇenih enot-
skih vektorjev, ki dajo vektor razdalje med dvema osebama. Na podlagi te
vsote se nato odlocˇimo, ali je velikost tega vektorja dovolj majhna. Manjˇsa,
kot je, viˇsja je verjetnost enakih oseb, ki jih nato oznacˇimo za dupliciran par.
Tudi ta prag vrednosti je tezˇko ovrednotiti. Lahko pa kombiniramo pravila,
ki so se v konkretnem primeru dobro obnesla, saj lahko sami dolocˇamo od-
visnosti podobnosti atributov in s tem tudi vrstni red primerjanja atributov,
saj jih lahko verizˇimo. Najprej sem dal najvecˇjo tezˇo imenom oseb, nato
pa delovnim mestom v podjetjih. Z vsakim nadaljnjim korakom smo bolj
prepricˇani, da gre za isti osebi.
4.2 Sestavljanje blokov
Ker bi bilo racˇunanje podobnosti za vsak par oseb prevecˇ zahtevno, se po-
stopki, ki temeljijo na primerjanju podobnosti v glavnem osredotocˇajo na
zmanjˇsanje sˇtevila parov za vrednotenje.
Tako je bolje zˇe pred dejanskim zacˇetkom primerjanja podobne zapise
zdruzˇiti v skupine. Za njihovo izdelavo, v katerih bi bili zapisi, ki so si med
seboj najbolj podobni je na izbiro vecˇ mozˇnosti. Na voljo je veliko pogojev, ki
bi dolocˇali, v katero skupino bi se uvrstil dolocˇen zapis v bazi. Cˇe definiramo
skupine podatkov, ki si delijo neke skupne vrednosti in primerjamo samo za-
pise znotraj te skupine, potem lahko obcˇutno zmanjˇsamo sˇtevilo primerjav,
ki jih je potrebno narediti. Cˇe so te skupine dobro definirane, potem lahko
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zmanjˇsamo sˇtevilo primerjav in obdrzˇimo zaupanje, da se duplikati nahajajo
znotraj vsake skupine. V primeru, da pogoja za tako skupino ne moremo de-
finirati, lahko skonstruiramo vecˇ razlicˇnih skupin, pri cˇemer je vsaka skupina
definirana z razlicˇnim pogojem. V konkretnem primeru, bi lahko bil za prve
grucˇe prvi pogoj prve 3 cˇrke v imenu, nato bi definirali sekundarne grucˇe s
spolom osebe, v tretji skupini bi bile grucˇe razdeljene po lokaciji osebe. Tako
pridemo do primera, ko bi bilo v vsaki grucˇi cˇim manj oseb, ki bi se med
sabo primerjale, posledicˇno bi zmanjˇsali cˇasovno zahtevnost.
Objekte, ki jih bomo primerjali med seboj, je potrebno uvrstiti v skupine
najbolj podobnih. Cˇasovno neucˇinkovito je primerjati mosˇke z zˇenskami in
obratno. Z bazo imen lahko pogrupiramo objekte na tri skupine: mosˇke,
zˇenske in tiste, ki so v obeh skupinah ali ne obstajajo v bazi imen. Tista
imena oseb v bazi, ki so v obeh skupinah, damo k mosˇkim in zˇenskim pred-
stavnikom. Nato lahko primerjamo objekte znotraj ene skupine in mosˇko in
zˇensko skupino sˇe s tisto nevtralno.
Glede na to, da je oseb in njihovih podatkov veliko, je potrebno optimi-
zirati primerjanje le-teh. Cˇe bi primerjali 100 000 oseb med sabo, in bi ena
primerjava trajala 1s, bi za 49 995 000 primerjav (vsak z vsakim) porabili cca.
1.5 let. Resnicˇno je sicer cˇas ene primerjave obcˇutno nizˇji od ene sekunde,
ampak vecˇ kot ocˇitno je, da je cˇasovna zahtevnost prevelika.
Med n osebami je
n ∗ (n− 1)/2 (4.1)
razlicˇnih parov in izmed njih je malo taksˇnih, ki so res duplikati.
Poleg cˇasovne zahtevnosti je z vecˇanjem podatkovne zbirke podatkov tudi
vecˇ “umazanih”, nepopolnih podatkov.
Cˇe imamo vecˇ razlicˇnih blokov, v katere zberemo podobne elemente in
proces dedupliciranja pozˇenemo v vecˇih iteracijah cˇez te razlicˇne bloke, ki
predstavljajo razlicˇne kose podatkov, zmanjˇsamo verjetnost, da bi se zapisi
v bazi, ki so si podobni v dolocˇeni lastnosti, ne bi vsaj enkrat srecˇali v istem
bloku.
Da bi povecˇali sˇtevilo podobnih zapisov, ki bi se ujemali, bi lahko omilili
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pogoj, ki zdruzˇuje zapise v grucˇe. To bi povecˇalo zahtevnost, a ni nujno,
da bi s to opcijo drasticˇno povecˇali sˇtevilo ujemanj v grucˇi. Alternativa je
implementacija vecˇ neodvisnih sortiranj v grucˇe, vsakicˇ z drugimi pogoji, ki
bi dolocˇali, kako se zapisi dodajajo v njih. Na primer, v eni iteraciji bi lahko
za glavni kljucˇ uporabili vredost lokacije, v naslednji pa imena oseb, ki bi
dolocˇala skupino zapisov.
Poglavje 5
Dedupliciranje s pomocˇjo
strojnega ucˇenja
Naprednejˇsa tehnika odkrivanja duplikatov je z uporabo strojnega ucˇenja, pri
katerem naucˇimo klasifikator, ki bo razlocˇeval med dupliciranimi in nedupli-
ciranimi pari. Vsak par oseb, ki jih primerjamo je predstavljen kot vektor
znacˇilk, ki je sestavljen iz enotskih vektorjev za vsako dimenzijo pomnozˇenih
z velikostjo podobnosti med atributi in pripadajocˇo utezˇjo. Tehnike, ki te-
meljijo na ucˇenju zahtevajo ucˇno mnozˇico za treniranje klasifikatorja. Ucˇna
mnozˇica vsebuje pozitivne in negativne vektorje znacˇilk, ki predstavljajo po-
dobne ali razlicˇne pare. Nato s tem klasifikatorjem oznacˇimo nov primerek
parov, ki ju primerjamo, kot duplikat ali ne.
Ker je velika vecˇina primerjanih parov med sabo razlicˇna, se pojavi pro-
blem pri generiranju ucˇne mnozˇice.
Za evaluiranje kvalitete rezultatov uporabim dve metriki:
• Natancˇnost je procent pravilno identificiranih parov izmed vseh, ki
so bili oznacˇeni kot duplikati.
• Priklic je procent pravilno identificiranih izmed vseh parov.
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5.1 SVM
Najprej izracˇunam vektor znacˇilk za vsak par zapisov. Za objekt Osebe sem
izbral algoritem Jaro-Winkler za racˇunanje podobnosti in izracˇunal njegovo
vrednost na n atributih Osebe. Nato je potrebno naucˇiti klasifikator na nekaj
parih, ki so bili nakljucˇno izbrani izmed vseh.
Problemi pri uporabi strojnega ucˇenja je generacija zbirke za treniranje,
saj je v realnem svetu veliko vecˇ neujemanj oz. unikatnih oseb, kot pa dupli-
katov. Dodatna tezˇava pri strojnem ucˇenju je ta, da v konkretnem primeru
zapisi niso oznacˇeni in posledicˇno ne obstaja zbirka ucˇnih primerov, kjer bi
bili definirani duplicirani pari in unikatni pari oseb.
Cˇe se zˇelimo izogniti generaciji zbirke, na kateri bomo trenirali, lahko
uporabimo nenadzorovane/delno-nadzorovane tehnike.
5.2 Dedupe
Za shranjevanje podatkovne zbirke sem uporabljal PostgreSql. V bazi vsaka
zapis v tabeli predstavlja eno neduplicirano osebo. Dedupe [13] zahteva, da je
vsaka manjkajocˇa vrednost atributa osebe oznacˇena kot NULL. Najprej sem
sestavil slovar vseh oseb in njihovih podatkov v zbirki, ki jih zˇelim deduplici-
rati. Potem preverim, cˇe obstaja datoteka z nastavitvami. V tej datoteki so
shranjeni podatki o definiranem podatkovnem modelu, klasifikatorju, predi-
katih in besede, ki jih ignoriram, ker ne predstavljajo pomembnih informacij
(angl. “stop words”). Cˇe ta datoteka obstaja, jo lahko ob ponovnem za-
gonu deduplikacije na strukturiranih podatkih uporabim in s tem preskocˇim
definiranje podatkovnega modela ter takoj instanciram Dedupe objekt, v ka-
terega nalozˇim zˇe definiran podatkovni model, klasifikator, predikate in stop
word-e. Cˇe ta datoteka ne obstaja, pomeni, da je treba definirati nov po-
datkovni model. Ta objekt ustvarim na novo in mu podam opisana polja,
ki pridejo v posˇtev pri deduplikaciji. Vsako polje je opisano z imenom tega
polja, nacˇinom primerjanja in parametrom, ki opisuje, cˇe lahko podatek za
to polje manjka.
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Nato izberem vzorcˇno mnozˇico oseb, ki jih uporabim za ucˇenje. Ta
mnozˇica je zbirka nakljucˇnih in podobnih parov oseb v bazi. Za velikost
sem izbral 75 000 oseb izmed priblizˇno 1 800 000 objektov.
Ucˇenje
Ucˇenje poteka tako, da Dedupe najde par oseb, za katerega je najmanj pre-
pricˇan, da gre za isti osebi in vprasˇa uporabnika, ali sta to duplikata ali ne.
Uporabnik ima na izbiro odgovore Da, Ne in Ne vem, s katerim sporocˇi,
da ni prepricˇan o enakosti ponujenih oseb, verjetno zaradi pomanjklivih po-
datkov iz katerih ni jasno, ali gre za isti osebi ali ne. Ko uporabnik potrdi
izbiro, se mu ob naslednji iteraciji oz. vprasˇanju ponudi naslednji par oseb, za
katere je program najmanj prepricˇan. Uporabnik postopek ponavlja, dokler
se ne odlocˇi, da ga zakljucˇi. Minimalna meja, ki dolocˇa, kdaj lahko ucˇenje
zakljucˇimo, je vsaj 10 potrjenih duplikatov in 10 potrjenih razlicˇnih parov
oseb. Seveda je bolje iterirati cˇez cˇimvecˇ parov in tako izboljˇsati kvaliteto
ucˇenja in predikatov, po katerih potem izberemo grucˇe, v katere se uvrstijo
podobne osebe.
Predikat je funkcija, ki za dolocˇen atribut Osebe vrne mnozˇico znacˇilk.
Te znacˇilke so lahko npr. “prve 3 cˇrke vrednosti polja”, “vsaka beseda v
polju”, itd. Objekti, ki si delijo enake znacˇilke, postanejo del istega bloka.
Ko sem s postopkom oznacˇevanja podatatkov koncˇal, lahko zacˇnem z
ucˇenjem. Najprej dolocˇim vrednost dveh argumentov. PPC omejuje delezˇ
pokritih parov, ki ga dovolim predikatom pokriti. Cˇe predikat zbere skupaj
vecˇji odstotek mozˇnih parov, kot je nastavljen prag s PPC parametrom, ta
predikat ne bo uposˇtevan. Z vecˇanjem sˇtevila podatkov je zazˇeljeno parame-
ter ppc manjˇsati. Ker je tu podatkov veliko, sem ta parameter nastavil na
0.001, torej 0.1 odstotka. Na koncu vse naucˇene podatke zapiˇsem v datoteke
z naucˇenimi podatki in nastavitvami.
Nato se lahko zacˇne postopek zbiranja podobnih kontaktov v bloke. Kre-
iral sem tabelo blocking map, kjer bo vsak zapis v vrstici predstavljal kljucˇ
bloka in ID osebe. Kljucˇ bloka se za vsako osebo generira na podlagi vseh
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atribut Oseba 1 Oseba 2
polno ime baker john baker john
lokacija Seymour, Texas Twyford, Berkshire, United Kingdom
zanimanja / /
spletne strani http://www.seymour-isd.net http://www.resourcing-solutions.com/
URL https://www.linkedin.com/pub/john-baker/46/1b3/117 https://www.linkedin.com/in/johnbakerrsl
delovna mesta Elementary School Principal at Seymour ISD Principal Consultant / Account Manager at Selby Jennings
izobrazba / /
jeziki / french
Tabela 5.1: Primer podobnih oseb, ki jih Dedupe ponudi za evaluiranje.
atribut Oseba 1 Oseba 2
polno ime elina kushchova elina kushchova
lokacija Slovenia /
zanimanja / /
spletne strani / /
URL https://si.linkedin.com/in/elina-kushchova-93278a69 http://si.linkedin.com/pub/elina-kushchova/59/571/740
delovna mesta marketing at Ambient Hotel marketing at Ambient hotel Domzˇale
izobrazba International Business at University of Ljubljana, Faculty of economics /
jeziki / /
Tabela 5.2: Primer istih oseb, ki jih Dedupe ponudi za evaluiranje.
predikatov. Ker je izbranih predikatov lahko vecˇ, oseba lahko ustreza vecˇ
blokom, v katerih se zbirajo podobne osebe.
Generiranje kljucˇev
Teh kombiniranih predikatov je lahko vecˇ in posledicˇno tudi vecˇ blokov. Pri-
mer izbranega predikata je kombinacija prvih treh cˇrk za polno ime in prvih
sedmih cˇrk za atribut osebnih spletnih strani. Tako bi bili kljucˇi blokov za
osebo z imenom “Primozˇ Kerin”in spletno stranjo “http://www.primozkerin.com”naslednji:
• ker:http://:0
Ker je ime sortirano po abecedi, so v tem primeru kot prve tri cˇrke izbrane
cˇrke iz priimka. Zadnja :0 pomeni indeks kombinacijskega predikata, saj je
v tem primeru le eden.
V primeru, da bi obstajal sˇe en kombinacijski predikat, npr. prvih pet cˇrk
imena in tocˇno ista osebna spletna stran, bi bili kljucˇi za konkretno osebo:
• ker:http://:0
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Algorithm 4 Uvrsˇcˇanje oseb v bloke
1: function blocker
2: for oseba in osebe do
3: osebaID ← oseba.ID
4: for predikatID, predikat in predikati do
5: kljucˇiBloka← predikat(oseba)
6: for kljucˇBloka in kljucˇiBloka do
7: yield kljucˇBloka+predikatID, osebaID
8: end for
9: end for
10: end for
11: end function
• kerin:http://www.primozkerin.com:1
Tako se za vsako osebo generirajo kljucˇi in vsak kljucˇ v kombinacijo z
ID-jem osebe predstavlja en zapis v tabeli blocking map.
Zaradi velikega sˇtevila oseb bi bilo v moji implementaciji nalaganje vseh
podatkov v delovni pomnilnik in nato pisanje v novo tabelo prezahtevno, zato
generirane podatke zapiˇsem v zacˇasno datoteko formata CSV , ki jo nato
lahko uporabim za manj potraten vmesni cˇlen pri zapisovanju podatkov v
tabelo. Ker bo veliko blokov vsebovalo le eno osebo, jih lahko ignoriramo pri
zacˇetni fazi deduplikacije. Za tem lahko preverimo, katere osebe se nahajajo v
blokih z istim kljucˇem in sestavimo grucˇe kontaktov, za katere se predpostavi,
da so v primeru viˇsjega rezultata od nastavljenega oz. izracˇunanega pragu,
ista oseba. Glede na ta prag se generira seznam grucˇ, v katerih so podani
ID-ji istih oseb in rezultat verjetnosti, da gre res za isto osebo v grucˇi oseb.
Izbira pragu
Dedupe lahko napove verjetnost, da je par oseb duplikat. Za to lahko upo-
rabimo natancˇnost in priklic. Vedno je med njima potrebno skleniti nek
kompromis. Cˇe vemo, koliko nam pomeni natancˇnost v primerjavi s prikli-
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cem ali obratno, lahko definiramo oceno F, ki pomaga najti pravi prag za
odlocˇanje, kdaj so objekti duplikati. Ta prag mora biti optimalen za nasˇe
prioritete.
Cˇe bi imeli podatke oznacˇene in bi vedeli, kateri so pravi duplikati, bi
lahko nasˇli prag z izracˇunom prave natancˇnosti in priklica za te podatke.
Ampak dobro izracˇunan prag bi dobili le, cˇe bi oznacˇeni primeri bili repre-
zentativni glede na nabor podatkov, ki jih skusˇamo klasificirati.
Tukaj nastane problem, saj oznacˇeni podatki, ki smo jih oznacˇili v procesu
aktivnega ucˇenja, niso reprezentativni. V tem procesu nismo poskusˇali najti
najbolj reprezentativnih primerov, ampak smo iskali tiste, ki bi nas najbolj
naucˇili, torej tiste, ki jih izbere Dedupe, ker je o njih najmanj prepricˇan.
Uporabljen pristop je uporaba nakljucˇnega vzorca blokov podatkov in
nato izracˇun verjetnosti, da bosta dve ali vecˇ osebi znotraj vsakega bloka du-
plicirani. Iz teh verjetnosti lahko izracˇunam pricˇakovano sˇtevilo dupliciranih
in razlicˇnih parov in nato izracˇunam pricˇakovano natancˇnost in priklic.
Dodatno preverjanje
Tu bi se proces zaznave dupliciranih oseb lahko zakljucˇil, a ker zˇelimo res cˇim
vecˇjo zanesljivost in nicˇ napacˇnih ujemanj, sem implementiral sˇe metode,
ki iterirajo po grucˇah in dodatno preverjajo identicˇnost oseb znotraj njih.
Med testiranjem in pregledovanjem ustvarjenih grucˇ sem opazil, da se ljudje
najbolj razlikujejo po delovnih mestih v podjetjih. Cˇe se pri dveh osebah,
ki ju dodatno preverjamo ujema vsaj eno delovno mesto v istem podjetju,
je to zˇe dovolj velika verjetnost, da gre res za isto osebo. Vecˇ ujemajocˇih
se delovnih mest v podjetjih le sˇe zviˇsa verjetnost. Tiste pare, pri katerih
se nobeno delovno mesto ne ujema, je potrebno rocˇno preveriti, saj obstaja
mozˇnost, da za eno osebo delovna mesta niso vpisana in tako algoritem ni
mogel zagotoviti, da gre za isto osebo. Torej nicˇ ujemanj sˇe ne pomeni, da
sta osebi res razlicˇni. Ker smo z deduplikacijo in dodatnim preverjanjem
veliko sˇtevilo pravih oseb zˇe zdruzˇili, takih grucˇ, v katerih so osebe, ki jih je
potrebno rocˇno preveriti, ostane zelo majhno sˇtevilo.
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Ko osebe v grucˇah zdruzˇimo, lahko osebo, v katero so se vse ostale zdruzˇile
in je torej skupek podatkov vseh teh oseb, poskusimo znova preveriti, cˇe se
ujema sˇe s kaksˇnim kljucˇem katerega bloka, saj sedaj vsebuje vecˇ podatkov
in bi ob ponovni iteraciji blokiranja morda padla v nov blok, kjer je mozˇnost,
da zanjo zopet najdemo nove duplikate.
Ker je ucˇenje aktivno, ob vsakem svezˇem zagonu deduplikacije brez upo-
rabe obstojecˇih nastavitev in natreniranih podatkih, treniramo na novi pod-
mnozˇici parov. To pomeni, da lahko Dedupe izbere drugacˇne predikate in s
tem zviˇsa ali znizˇa najvecˇjo pricˇakovano oceno F.
5.3 Preprecˇevanje dupliciranja novih oseb
Ko so elementi v bazi deduplicirani, zbrani v grucˇah podobnih ljudi, model
pa naucˇen in nastavitve predikatov znane, si lahko s temi podatki pomagamo
tudi v primeru, ko hocˇemo preverjati nov element, ki bi ga radi shranili v
bazo. Namen tega je zmanjˇsati sˇtevilo primerjav, ki bi jih bilo potrebno
storiti, cˇe si s temi podatki ne bi pomagali, ker bi vsako novo osebo, ki bi
jo zˇeleli shraniti, morali primerjati z vsako zˇe obstojecˇo osebo in se nato
vsakicˇ odlocˇati, ali so si podatki obeh oseb dovolj podobni, da ju oznacˇimo
kot duplikat.
Z uporabo knjizˇnice Dedupe, s katero smo naucˇili model in s tem dobili
podatke o nastavitvah in treniranju, za vsako novo entiteto preverimo, v
katero grucˇo spada. Ko imamo ta podatek, lahko entiteto primerjamo samo
z osebami, ki zˇe pripadajo tej grucˇi. Prednost tega pristopa je v zmanjˇsanju
sˇtevila oseb, ki jih primerjamo z novo entiteto. Ostane samo sˇe odlocˇitev, ali
je oseba duplikat ali ta verjetnost ni dovolj velika.
Slabsˇa stran tega je, da se lahko zgodi, da je bila za to osebo izbrana
napacˇna grucˇa, v kateri ne bo izbrana kot duplikat nobene osebe. Cˇe so
podatki o tej osebi nepopolni ali napacˇni, je mozˇnost, da ni padla v pravo
grucˇo in jo tako vseeno shranimo v bazo kot unikaten objekt, cˇeprav obstaja
verjetnost, da kot duplikat ustreza osebi v eni izmed drugih grucˇ.
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5.4 Zdruzˇevanje oseb
Ko smo za dolocˇeno mnozˇico oseb prepricˇani, da so duplicirane, se je potrebno
odlocˇiti, na kaksˇen nacˇin jih zdruzˇiti. Odlocˇil sem se, da za primarni objekt
izberem osebo z najvecˇ podatki, ki jih nato le dopolnimo z manjkajocˇimi iz
podatkov ostalih oseb v mnozˇici, cˇe obstajajo. Ker imamo shranjene bloke
oseb, lahko osebo, ki nastane po zdruzˇenju podatkov, znova primerjamo glede
na kljucˇe blokov z osebami znotraj blokov, v katere se uvrsti. Ta oseba ima
vecˇ podatkov, zato lahko z dopolnjenimi podatki odkrijemo nove duplikate,
ki jih prej zaradi nezadostne verjetnosti nismo mogli ovrednotiti. Ostale
objekte, ki niso bili izbrani za primarne in so le dopolnili primarne objekte
s svojimi podatki zbriˇsemo iz podatkovne zbirke in jo s tem dedupliciramo.
Proces primerjanja oseb z novimi podatki ponavljamo toliko cˇasa, dokler se
uvrsˇcˇajo v vsaj en blok, kjer sta na konu vsaj dve osebi, saj jih le tako lahko
primerjamo.
Poglavje 6
Analiza rezultatov
Pri analizi in oceni rezultatov sta me zanimala predvsem cˇas deduplikacije,
torej cˇasovna zahtevnost in pa pravilnost deduplikacije. Moja zˇelja je bila
100% pravilnost zaznavanja resnicˇnih duplikatov, torej, da se ne bi ponesrecˇi
zdruzˇil kak par oseb, kjer v resnici ne gre za isto osebo.
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6.1 Analiza oseb v podatkovni zbirki
Na sliki 6.1 vidimo, da v podatkovni zbirki prevladujejo osebe iz omrezˇja
Linkedin(82, 48%), medtem, ko je oseb iz Xing-a 13, 06% in na Viadeo 4, 44%.
Slika 6.1: Sˇtevilo oseb v omrezˇjih
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6.2 Cˇasovna zahtevnost
Hitrost dedupliciranja je odvisna od sˇtevila oseb v bazi in izbire algoritma,
ki ga izberemo za deduplikacijo. Ker se je knjizˇnica Dedupe izkazala za
najhitrejˇso in ucˇinkovito zmanjˇsanje dupliciranih oseb, je hitrost odvisna
od predikatov in posledicˇno sˇtevila mozˇnih blokov. Vecˇ blokov pomeni vecˇ
razlicˇnih kombinacij, za katere se generirajo kljucˇi bloka. Tako ima lahko
ena oseba vecˇ kljucˇev in s tem pade v vecˇ blokov, torej je potrebno vecˇ
primerjav. Nato je odvisna od izbire dodatnega preverjanja generiranih grucˇ,
ki ga izberemo, saj zˇelimo imeti cˇimbolj pravilne rezultate in raje izpustimo
kaksˇnega, kot pa zdruzˇimo napacˇno ujemanje dveh oseb. Ker se algoritmi
za dodatno preverjanje izvajajo na generiranih grucˇah, je cˇas deduplikacije
odvisen tudi od njihovega sˇtevila.
6.3 Pravilnost deduplikacije
Pravilnost deduplikacije sem ocenjeval s sˇtevilom pravilnih in nepravilnih
ujemanj. Pravilna ujemanja sem dolocˇil z avtomatskim dodatnim preverja-
njem, kjer sem uporabil opisana pravila, ki dolocˇajo stopnjo verjetnosti, da
gre res za pravilno deduplikacijo. Nato sem rocˇno pregledal grucˇe oseb, ki
sem jih ocenil, kot pravilno deduplicirane, saj le tako lahko zagotovim, da
so algoritmi delovali pravilno. Ker je sˇtevilo ustvarjenih grucˇ dedupliciranih
oseb, veliko, sem izmed njih izbral nakljucˇni vzorec in ocenil, cˇe se podatki
ujemajo.
6.3.1 Izvajanje deduplikacije
Na podlagi aktivnega ucˇenja, se je izbrala kombinacija dveh predikatov:
• Prve 3 cˇrke za atribut izobrazba
• Enako polno ime
Ustvarjenih je bilo 23 241 grucˇ prepoznanih duplikatov.
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Blokiranje Grucˇanje Skupaj
Cˇas(s) 54,0 40,0 94,0
Tabela 6.1: Cˇas izvajanja deduplikacije
pravilnost LinkedIn Xing Viadeo Med omrezˇji
Zagotova ujemanja 15663 (79,05%) 238 (26,05%) 1134 (80,31%) 813 (69,13%)
Mogocˇa ujemanja 3306 (16,68%) 514 (56,23%) 188 (13,31%) 175 (14,88%)
Ni ujemanj 847 (4,27%) 162 (17,72%) 90 (6,38%) 188 (15,99%)
Grucˇ (23241) 19816 (85,26%) 914 (3,9%) 1412 (6%) 1176 (5%)
Tabela 6.2: Ujemanja
V primerjavi z rocˇnim generiranjem skupin podobnih Oseb se tudi za-
radi paralelnega izvajanja proces deduplikacije izvede v 94-ih sekundah, kar
ocenjujem za zelo hitro. Pri hitrosti pomagata tudi enostavna predikata.
Ker prevladujejo osebe pridobljene na Linkedin-u(87, 4%), je v njem nasˇlo
tudi najvecˇ duplikatov, kot je vidno na sliki 6.2. Xing(6, 0%) in Viadeo(6, 6%)
predstavljata priblizˇno enak delezˇ dupliciranih oseb.
Slika 6.2: Dupliciranih oseb
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A, cˇe delezˇe dupliciranih oseb primerjam glede na sˇtevilo oseb v vsakem
omrezˇju ( 6.3), vidim, da je delezˇ duplikatov najvecˇji na druzˇabnem omrezˇju
Viadeo.
Slika 6.3: Delezˇ najdenih duplikatov znotraj vsakega omrezˇja
Dedupe je izmed 1 803 270 oseb prepoznal duplikate pri 47 303 osebah,
kar predstavlja 2, 62% vseh oseb.
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Analiza duplikatov med omrezˇji
Slika 6.4: Delezˇ ujemanj med omrezˇji
Na sliki 6.4 se vidi, da je najvecˇ prepoznanih duplikatov bilo najdenih
med omrezˇjema Linkedin in Xing, kar sem tudi pricˇakoval, glede na to, da
sem o osebah iz teh dveh omrezˇij imel najvecˇ podatkov.
Kot lahko razberemo iz slike 6.5, sem z dodatnim preverjanjem na osnovi
pravil, med vsemi zaznanimi duplikati med omrezˇji prepoznal vecˇji delezˇ
resnicˇnih duplikatov, v primerjavi z mogocˇimi ujemanji in tistimi pari, ki
zagotovo niso duplikati.
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Slika 6.5: Pravilnosti ujemanj med omrezˇji
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Poglavje 7
Zakljucˇek
Med izdelavo diplomske naloge sem razvil in uporabil algoritme, ki ucˇinkovito
deduplicirajo obstojecˇe duplikate v podatkovni bazi in preprecˇujejo shranje-
vanje novih. Spoznal sem prave izzive pri obdelavi javnih podatkov, ki jih
uporabniki vnasˇajo v polja svojih profilov. Ker podatki niso tocˇno specifi-
cirani, je njihova kvaliteta v povprecˇju zelo nizka za razliko od podatkov v
moderiranih podatkovnih bazah in zato je dedupliciranje objektov sˇe toliko
tezˇje. Zaradi veliko objektov v svoji podatkovni zbirki, sem ugotovil, da bi
bilo primerjanje vseh oseb med sabo cˇasovno neucˇinkovito in za zmanjˇsanje
sˇtevila primerjav uporabil blokiranje. Ugotovil sem, da je tezˇko dolocˇiti pra-
vila, po katerih bi prepoznaval podobne osebe in jih tako spravil v iste bloke,
zato sem s pomocˇjo aktivnega strojnega ucˇenja ta pravila kombiniral in jih
izbral vecˇ. Cˇeprav se je zaradi tega ustvarilo vecˇ skupin oz. blokov podob-
nih oseb, se je mozˇnost pokritja vecˇ duplikatov povecˇala. Nato sem z upo-
rabo knjizˇnice Dedupe za deduplikacijo na strukturiranih podatkih ustvaril
grucˇe dupliciranih oseb na podlagi prej zgeneriranih blokov. Ko so bile grucˇe
ustvarjene, sem za dodatno preverjanje uporabil svoje algoritme za primerja-
nje atributov oseb in profilnih fotografij in tako izboljˇsal rezultate knjizˇnice
Dedupe. Tako sem v bazi zdruzˇil le resnicˇne duplikate in ignoriral tiste, za
katere se je izkazalo, da v resnici niso bili duplikati. Uporaba razlicˇnih tehnik
in algoritmov, predstavljenih v tem diplomskem delu, dedupliciranje in s tem
47
48 POGLAVJE 7. ZAKLJUCˇEK
cˇiˇscˇenje strukturiranih zbirk znatno olajˇsa in prihrani rocˇno delo z zelo za-
dovoljivimi koncˇnimi rezultati. Vsekakor pa je na tem podrocˇju do trenutka,
ko bo to delo v celoti lahko prevzel racˇunalnik potrebno sˇe veliko raziskav.
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