Abstract. We study simulation of gate circuits in algebra 
. 
Binary Analysis of Networks
In response to changes of its inputs, a circuit passes through a sequence of states as its internal signals change. By analyzing a circuit we mean exploring all possible sequences of states. This section describes a formal analysis model introduced by Muller [10] , and later called the General Multiple Winner (GMW) model. Our presentation follows that of [3] , but here we refer to the GMW model as binary analysis.
In this section we use the binary domain, is shown in Fig. 3 (left) , where unstable variables are underlined. Note that the graph contains no stable states. Graph
is shown in Fig. 3 . The first pulse is an example of a dynamic hazard, and the second, of a static hazard. These pulses can introduce errors in the circuit operation.
Transients
While binary analysis is an exhaustive analysis of a circuit, it is inefficient, since the state space is exponential. Simulation using a multi-valued domain is an efficient alternative, if not all the information from binary analysis is needed.
The material here is based on [1] . A transient is a nonempty word over . We construct a digraph
in which the nodes consist of all the pairs
of transients such that
, and there is an edge between any two pairs The algebra
, is called the change-counting algebra, and is a commutative de Morgan bisemigroup [1] . We also refer to ¥ as the algebra of transients.
We denote by % %0 concatenation followed by contraction, i.e.,
. The operation is associative, and also satisfies for % % 1 0% 
Simulation with Algebra
£ A simulation algorithm using algebra ¥ has been proposed in [1] ; it generalizes ternary simulation [3, 5] . We now give a more general version of the simulation algorithm, and show how it relates to the original version. This parallels the extension of ternary simulation from stable initial state to any initial state [3] .
Given any circuit, we use two networks: a binary network 
72
) .
General Simulation: Algorithm A
We want to record in the value of a variable all the changes in that variable since the start of the simulation, as dictated by its excitation. For variables that are stable initially, since the initial state agrees with the initial excitation, the state transient and the excitation transient will be the same, so at each step we just copy the excitation into the variable. For example, with initial state , and so on. For variables that are initially unstable, we first record the initial state, and then the excitation. The operator that gives us the desired result in both cases is ; thus we have new value . §
For feedback-free circuits, the sequence resulting from Algorithm A is finite. We can see this if we order the state variables by levels as follows. Level consists of all state variables which depend only on external inputs. Level¨consists of all state variables which depend only on variables of level ©
, and on at least one variable of level¨)
. Since the inputs do not change during simulation, level-variables change at most once, in the first step of Algorithm A. In general, level-4 variables change at most 4 times. Since the number of levels is finite, our claim follows. Thus the running time of A for feedback-free circuits is polynomial in the number of state variables.
For display reasons, in examples of simulation we write binary states as words, but during computations they are regarded as tuples. 
©©©
; the resulting sequence of states, which is infinite, is illustrated in Table 2 . 
Simulation with Stable Initial State: AlgorithmÃ
Algorithm A above makes no assumptions about the starting state
. If the network starts in a stable total state and the inputs change, then we have a slightly simpler formulation which we call AlgorithmÃ; this is the version used in [1] . Assume It is shown in [1] that the sequence of states resulting from AlgorithmÃ is nondecreasing with respect to the prefix order, i.e., AlgorithmÃ is monotonic.
For our next result, we modify the circuit model slightly. For each input . This follows the model of [3] . The following shows that Algorithms A andÃ are equivalent for any network is not an input-gate variable, then it is initially stable in both algorithms, and its excitation does not depend on the input tuple, i.e., 
Covering of Binary Analysis by Simulation
Given the two networks § and ¤ modeling a gate circuit, we perform the binary analysis for § and Algorithm A for ¤ , both with the same starting total state
. The binary analysis results in graph
. Let the state sequence resulting from Algorithm A be
, where
, with the same initial total state as in Example 4, we find a path ¢ ¡ has the form
