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We present a quantum algorithm solving the greatest common divisor (GCD) problem. This
quantum algorithm possesses similar computational complexity with classical algorithms, such as
the well-known Euclidean algorithm for GCD. This algorithm is an application of the quantum algo-
rithms for the hidden subgroup problems, the same as Shor factoring algorithm. Explicit quantum
circuits realized by quantum gates for this quantum algorithm are provided. We also give a com-
puter simulation of this quantum algorithm and present the expected outcomes for the corresponding
quantum circuit.
PACS numbers: 03.67.Ac, 03.67.Lx
Introduction.— The quantum algorithms may perform
more quickly in solving certain problems than the clas-
sical ones for the same problems in classical computers.
The most famous one is Shor algorithm[1], which may at-
tack the existing cryptographic system involving Rivest-
Shamir-Adleman (RSA) protocol[2]. The implementa-
tion of Shor algorithm in a quantum computer is still a
tough task, however, great progresses have been made
experimentally. A realization of factoring 15 into 3 and 5
using Shor algorithm was completed using room temper-
ature liquid-state nuclear magnetic resonance techniques
[3]. Recently, this task was also completed by using an
ion-trap quantum computer [4]. Since the number of
available qubits which can be controlled is limited, the
Kitaev approach[5] to compress the implementation of
Fourier Transform has been used, and controlled mul-
tipliers in the original algorithm is replaced with maps
considering possible emergent states in the process of the
algorithm. However, this process costs much larger com-
putational complexity than classical algorithms, dimin-
ishing the advantage in implementing the Shor algorithm.
Many others have also investigated circuits containing as
few qubits as possible though involving more gates [6, 7].
An adiabatic quantum algorithm is proposed and imple-
mented to solve the factoring problem, succeeding to use
fewer qubits than standard Shor algorithm [8, 9]. Four
photonic qubits are used to complete the factorization of
N = 15, coherently implementing the quantum circuits
of the modular exponential execution and semiclassical
quantum Fourier transformation [10].
In Shor algorithm, the true modular multipliers are
necessary for the quantum advantage, though difficult to
implement presently. However, we know that the modu-
lar addition may be realized more easily by current tech-
nology. An quantum algorithm constituted by modular
addition as a key step will be of interest. Particularly,
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more effective quantum algorithms are in demand consid-
ering large-scale quantum computers may be available in
the near future. In this Letter, we present this quantum
algorithm to solve the GCD problem (greatest common
divisor problem). Similar to the Shor algorithm, this
algorithm can be considered as belonging to quantum al-
gorithms for hidden subgroup problem [11, 12].
The computational complexity of our quantum algo-
rithm is (log2(n))
2. It shares similar time complexity
with the classical algorithms for working out GCD. The
existing classical algorithms include the well-known Eu-
clidean algorithm [12, 13] and Stein algorithm [14]. The
complexity of the latter is O((log2(n))
2) and the com-
plexity of the Euclidean algorithm is O((log2(n))
3). We
remark that our algorithm needs some efficient classical
algorithm such as Stein algorithm to deal with the final
result of the measurement, or it would need to iterate
the algorithm for extra O(log2(n)) times to get the GCD.
In that case, the complexity of our quantum algorithm
would grow to O((log2(n))
3). Shor factoring algorithm
solves a problem that there does not exist a classical al-
gorithm which can work out effectively. But for the GCD
problem, the existing classical algorithms work efficiently
enough. So our quantum algorithm would not give such
advantages as Shor factoring algorithm, but comparable
with the classical ones. However, this one is simpler than
the Shor algorithm, even though their complexities are
the same. So it can act as a test algorithm for quantum
computers since it is a typical application of the quantum
algorithms for the hidden subgroup problems.
Mathematical foundation.— In the GCD problem, our
purpose is to obtain the greatest common divisor of two
given natural numbers, say x and r. We can do it by look-
ing for the least positive integers N and k to establish the
relationship Nx = rk = P in which P is an integer. At
this point we know that P is the least common multiple
of x and r and that rN is the greatest common divisor of
x and r. Our quantum algorithm is designed to obtain
the number N so that we obtain the rN . To be specific,
we will obtain an estimation of sN in which s is a random
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2number satisfying 0 ≤ s ≤ (N−1) with enough sufficient
accuracy by the end of the quantum procedure. Combin-
ing with some other classical calculation and repetition
of the quantum procedure, we can obtain the final result
r
N . We have two different methods to do this conversion
from sN to
r
N and they are both discussed in the section
“Further processing”. And after we obtain the rN , the
problem gets solved.
Quantum procedure.— We use the modular addition in
our algorithm as the controlled unitary operator.
U : |y〉 → |(x+ y)modr〉 (1)
Here if we operate the state in r dimensional space, the
operation “modr” could be satisfied automatically. If
not, we use some quantum gates to do so. Then we claim
that for any integer s ∈ 0, 1, ..., N − 1 , the state |us〉 is
the eigenstate of U.
U |us〉 = U(|ymodr〉+ e−2pii sN ·1|(x+ y)modr〉
+e−2pii
s
N ·2|(2x+ y)modr〉+ ...
+e−2pii
s
N ·(N−1)|((N − 1)x+ y)modr〉) 1√
N
= e2pii
s
N |us〉 (2)
Here the parameters x, r,N have already been defined
previously. So we have found the eigenstate of U , and
we can use the techniques of quantum phase estimation
[11, 12] to obtain N . The procedure is as follows,
• |0〉⊗t|0〉
• → 1√
2t
∑2t−1
j=0 |j〉|0〉 apply Ht ⊗ I
• → 1√
2t
∑2t−1
j=0 |j〉|(jx)modr〉
= 1√
N2t
∑2t−1
j=0
∑N−1
s=0 |j〉|us〉e2piisj/N apply c− U
• → 1√
N
∑s=N−1
s=0 |s˜/N〉|us〉 apply F+ ⊗ I
Here y in the |us〉 has been assigned as 0. And here
we have used |jx + y〉 = a√
N
∑
s e
2piisj/N |us〉. This re-
sult can be easily obtained from Eq.(2). F is the quan-
tum Fourier transform and F+ is the inverse quantum
Fourier transform. The definition of |ψ˜〉 is as follows, if
ϕu = 0.ϕ1ϕ2ϕ3..., ϕ˜u = ϕ1ϕ2ϕ3..., where ϕi ∈ F2 is the
number on the i’th position of the binary number ϕu.
According to the theory of the quantum phase estima-
tion, if we choose
t = n+
⌈
log2(2 +
1
2
)
⌉
(3)
we can obtain an estimation of s/N accurate to n bits
with a success rate of at least 1 − . We may use the
continued fractions algorithm[15] just like Shor algorithm
to obtain the precise s/N from the estimation. In that
case n needs to be at least 2L + 1. But because our
problem is different, we are able to make n a smaller
(a)The circuit for the first two operations in the quantum
procedure.
(b)The implementation of the U2
i
. Here we use the
techniques of reversible computation[12].
FIG. 1. A practical method of implementation of the first two
operations in the quantum procedure.
one, which makes implementation easier. Let b be the
estimation of s/N accurate to n bits and b
′
= sN − b. We
calculate p =
⌈
b× r − 12
⌉
. We know r/N is an integer.
So we can say p/r = s/N only if b
′
satisfies
r × |b′ | ≤ 1
2
(4)
Considering r < 2L when L = dlog2 re, n only needs to
satisfy n ≥ (L + 1). So compared with the least t =
2L + 1 + log2(2 +
1
2 ) in Shor algorithm, this algorithm
only needs t = L+ 1 + log2(2 +
1
2 ) and we could get the
precise p/r = s/N .
Further processing.— However, we only have obtained
p/r = s/N the numerator and denominator of which may
share a common factor. We still need to use other classi-
cal algorithms to simplify it to find a coprime ratio, for
example, by using the Stein algorithm. Since we could
directly use Stein algorithm to solve the whole problem,
this quantum algorithm performs not as well as this clas-
sical one. We also know s and N may share a common
factor. Takeing this situation into account, we repeat the
quantum procedure for a constant number of times and
pick the greatest N . Let m be the total number of times
to repeat, the probability of success of obtaining the true
N is more than 1− ( 34 )m[12]. We define gcd(x, r) as the
greatest common divisor of x and r. And then we could
obtain the result gcd(x, r) = r/N .
If we do not look for a classical algorithm for help to
find the coprime ratio, we can also complete the whole al-
gorithm by repeating the quantum procedure. We choose
the smaller one of r and x and define it as x
′
, and we
3choose the smaller one of s/N × r and x′ − s/N × r and
define it as r
′
. We use the new x
′
and r
′
to replace the
given x and r in the quantum procedure and repeat the
procedure. Every time we repeat the quantum procedure
and obtain a result si/Ni × ri. We need to test if it is
the common divisor of r and x. If it is, we claim that
the result is the gcd(x, r) and the nonzero result will not
change again if we continue the repetition. If not, further
repetitions are needed to continue. Totally, the number
of repetitions is O(log2(n)).
Here we need to notice that the method discussed
above works successfully only if gcd(si/Ni × ri,xi+1) =
gcd(xi, ri). That means, for example, if ri is lager than
xi so that xi+1 = xi, si needs to share no common factor
with xi+1/ri × Ni = ki. Here we have already consid-
ered that gcd(a, b) =gcd(a − b, b). But because si is a
random number smaller than Ni, it maybe bring an ex-
tra factor to the result si/Ni × ri if it shares a common
factor with ki. And gcd(si/Ni×ri, xi+1) would be larger
than gcd(xi, ri). Considering this situation our strategy
is that when we find the nonzero result do not change
again but it is not the factor of either of x and r, we pick
the one of x and r which is not divisible by the result as
the xi+1 for the next repetition. This would continue un-
til we obtain a result that could be a factor of both x and
r. This will not add much to the number of repetitions,
since every time we still get a result that is smaller than
half of the previous result. So the number of repetitions
is still O(log2(n)).
Complexity.— In the quantum procedure we consider
the time complexity. The Hadamard gates cost O(1). For
the modular addition shown in FIG. 1, the classical calcu-
lation of 2jx for all j cost O(log2(n))×t = O((log2(n))2),
since we could calculate an addition 2jx = 2j−1x+2j−1x
for each j and each addition cost O(log2(n)), and the
quantum circuit totally costs O((log2(n))
2) gates con-
taining t U2
i
operations each of which costs O(log2(n))
for modular addition. So this step costs O((log2(n))
2 +
O((log2(n))
2 = O((log2(n))
2. The inverse Fourier trans-
form costs O((log2(n))
2. So the quantum part costs
O((log2(n))
2. If we use a classical approach like Stein
algorithm to deal with the result of measurement. Fi-
nally we need O((log2(n))
2. If we choose to repeat the
quantum procedure, the total number of repetitions that
are needed is O((log2(n)) and the total complexity of the
algorithm grows to O((log2(n))
3.
Simulation of the algorithm.— In this part we give two
samples of the computer simulation of our algorithm. In
the first one we choose x = 35, r = 40 so N of this prob-
lem should be 8, shown in FIG. 2. We can see eight
uniformly distributed peaks of the probability distribu-
tion, each of which has a probability of 18 . In the second
one we choose x = 21, r = 126 so N of this problem
should be 6, shown in FIG. 3. We can see six uniformly
distributed peaks of the probability distribution. As the
total number of steps increase, they become more and
more concentrated. These two samples show that their
behaviors are just the same as Shor algorithm [7, 12]. So
FIG. 2. a computer simulation of the quantum procedure in
our algorithm, with t = 4, x = 35, r = 40 so that N = 8. The
possible results of measurement share the same probability of
0.125 and are distributed evenly. The results of measurement
are b × 2t. For example, if our detection gives a result of
2. And here we have t = 4 so b × 24 = 2 and b = 0.125.
After calculation we obtain s/N = 0.125. If we use the stein
algorithm we could obtain N = 8. If we choose to repeat
the quantum procedure we could determine that for the next
repetition x
′
= s/N × r = 5.
it presents that our algorithm gives a same structure of
results as Shor algorithm.
Discussion.— The quantum algorithm presented in
this Letter is slightly simpler for implementation than
the Shor algorithm. In addition, the result also gives a
periodic structure just like the complex Shor algorithm.
The heart of this algorithm is the application of modular
addition, which is known as a basic element of modular
exponentiation. So its implementation can act as a pre-
lude before we have sufficient ability to implement the
full controlled modular exponentiation. We do not need
to design other operations to replace the part of modular
addition. And we can analyze the experimental results
of this kind of quantum algorithms solving the hidden
subgroup problem in an easier way.
The implementation of modular multiplier and mod-
ular addition considering different circumstances can be
seen in many previous works[6, 7, 16, 17]. In the scheme
[16], the total number of gates for modular multiplier
is 5L + 3, while that for modular addition is 4L + 2,
which means we need less qubits than Shor algorithm
to get a same result structure as the Shor algorithm.
In addition, we have demonstrated that in this algo-
rithm, t = L+ 1 + log2(2 +
1
2 ), while in Shor algorithm,
t = 2L + 1 + log2(2 +
1
2 ). It means we need a smaller
number of qubits and less gates. It also means that we
only need about a half of steps to obtain a result with
high enough accuracy. The matrix form of phase gates is
as follow,
Rt =
[
1 0
0 e2pii/2
t
]
(5)
Considering Kitaev’s approach [5] shown in FIG. 4, the
smallest angle that appears in the phase gates is pi/2t−1.
4FIG. 3. a computer simulation of our algorithm, with t =
4/5/6/10, x = 12, r = 126 so that N = 6. The peaks are
distributed evenly but have slightly different probability. The
results of measurement are also b× 2t.
It means that a larger t leads to a requirement of higher
accuracy of the implementation of the phase gates, the
same as in the quantum inverse Fourier transform shown
in FIG. 5. Thus, this quantum algorithm is a test algo-
rithm for a quantum computer before we have the ability
to complete the full implementation of Shor algorithm.
In conclusion, we give a quantum algorithm solving
the greatest common divisor problem. Its computational
complexity is similar as classical algorithms. We have
given the explicit quantum circuit and the processing
schemes for the results of the measurements. We also give
the computer simulations of the algorithms and analyze
the probability distribution of the expected outcomes of
the circuit. Finally we discuss the advantages of our al-
gorithm and show that it is a good test algorithm for
quantum computers solving the kind of the hidden sub-
group problems.
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