A quantitative structure-activity relationship (QSAR) modeling was carried out for the prediction of inhibitory activity of 1-phenyl[2H]-tetrahydro-triazine-3-one analogues as inhibitors of 5-lipoxygenase. Partial least squares (PLS) algorithm was employed to model the relationships between molecular descriptors and inhibitory activity of molecules using the genetic algorithm (GA) method as variable selection tool. Pre-processing methods such as wavelet transform (WT) were also used to enhance the predictive power of multivariate calibration methods. To evaluate the models applied in this study (PLS, GA-PLS and WT-GA-PLS), the inhibitory activities of several compounds, not included in the modeling procedure, were predicted. The results of models showed high prediction ability with root mean square error of prediction 0.194, 0.161 and 0.140 for PLS, GA-PLS and WT-GA-PLS, respectively. The WT-GA-PLS method was employed to predict the inhibitory activity of the new inhibitor derivatives.
Introduction
Lipoxygenases (LOs) are a class of widely occurring, nonheme iron-containing oxygenases that can be isolated from animals, higher plants, and fungi. Currently, three distinct mammalian LOs have been characterized, 5-LO, 12-LO, and 15-LO, which oxygenate arachidonic acid at specific carbon centers (C5, C12, and C15, respectively) [1] . The 5-lipoxygenase is the first dedicated enzyme in the biosynthetic pathway leading to the leukotrienes. Since leukotrienes have been implicated as important mediators in such diseases as asthma, psoriasis, ulcerative colitis, and rheumatoid arthritis, the inhibition of 5-lipoxygenase offers a potential approach in the therapy of such diseases [2] . In the present study, the inhibitory activity of 1-phenyl[2H]-tetrahydro-triazine-3-one analogues as inhibitors of 5-lipoxygenase were used to construct a mathematical model with structural information, so called a quantitative structure-activity relationship (QSAR).
QSAR is an important tool in Agrochemistry, Pharmaceutical Chemistry and Toxicology [3, 4] . QSAR models are mathematical equations, which relate chemical structure of a compound to its physical, chemical, biological and technological properties. The main goal of the QSAR studies is to establish an empirical rule or function to relate the structural descriptors of compounds under investigation to bioactivities. This rule or function is then utilized to predict the same bioactivities of compounds which are not involved in the training set from their structural descriptors. Model development in QSAR studies comprises different critical steps as (1) descriptor generation, (2) data splitting to calibration (or training) and prediction (or validation) sets, (3) variable selection, (4) finding appropriate model between selected variables and activity and (5) model validation [5] . Since a large number of molecular descriptors are available for QSAR analysis, the most relevant descriptors should be selected. Many variable selection methods such as stepwise regression [6] , simulated annealing [7] and genetic algorithms [8] [9] [10] are available. It has been shown that genetic algorithms (GAs) can be successfully used as a feature selection technique [11] [12] [13] .
A GA is a stochastic method to solve optimization problems defined by a fitness criterion applying evolution hypothesis of Darwin and different genetic functions, i.e. crossover and mutation. Leardi [14] demonstrated that GA, after suitable modifications, produces more interpretable results, since the selected variables are less dispersed compared to other methods. Among the investigation of QSAR, one of the most important factors affecting the quality of the model is the method to build the model. Many multivariate data analysis methods such as multiple linear regression (MLR) [15, 16] artificial neural network (ANN) [17] and partial least squares (PLS) [18] have been used in QSAR studies. MLR, as most commonly used chemometrics method, has been extensively applied to QSAR investigations. However, due to the collinearity between descriptors, MLR is unable to extract useful information from the data, and the over-fitting problem will occur as a consequence. The artificial neural network (ANN) offers satisfactory accuracy in most cases but tends to over fit the training data. The PLS method is based on the factor analysis which is originally suggested and chemically applied by Wold et al [19] . In order to enhance the predictive power of multivariate calibration methods, molecular descriptors are often corrected prior to the data analysis. One of the data preprocessing techniques is wavelet transform (WT) [20] , which used to eliminate undesirable background effects and enhance the subsequent PLS regression model. In this study, the PLS, GA-PLS and WT-GA-PLS methods were proposed to model and predict the inhibitory activity of 1-phenyl[2H]-tetrahydro-triazine-3-one analogues as inhibitors of 5-Lipoxygenase.
Material and Computational Methods

Hardware and Software
The computations were made with the ASUS Personal Computer that was equipped with the Windows 7 operating system and MATLAB (Version 11.0, Math Work Inc.). All the required evaluations for GA variable selection and PLS modeling were carried out using the PLS program from PLS-Toolbox Version 4.0 and MATLAB from Eigenvector Research Inc. The calculations for data processing implemented in software using MAT-LAB Wavelet Toolbox and DWT technique. Kennard-Stones program was written in MATLAB according to the algorithm [21, 22] . ChemOffice package (Version 2013) was used to draw the molecular structure and optimization by the AM1. Descriptors were calculated using Dragon software (Milano Chemometrics and QSAR research group, http://www.disat.unimib.it/ chm/). These descriptors are calculated using two-dimensional representation of the molecules and therefore geometry optimization is not essential for calculating these types of descriptors.
Data Set
The inhibitory activity values of 1-phenyl[2H]-tetrahydro-triazine-3-one analogues were taken from the literature [2] . The chemical structures of 1-phenyl[2H]-tetrahydro-triazine-3-one analogues ( Fig. 1) and their corresponding inhibitory activity values have been listed in Table 1 . In order to assure that training and prediction sets cover the total space occupied by the original data set, it was divided into parts of training and prediction set according to the Kennard-Stones algorithm [21, 22] . The Kennard-Stones algorithm is known as one of the best ways of building training and prediction sets, and it has been used in many QSAR studies. The Kennard-Stone algorithm selects a set of molecules in studied set of data, which are uniformly distributed over the space defined by the candidates. This is a classic technique to extract a representative set of molecules from a given data set. In this technique the molecules are selected consecutively. The first two objects are chosen by selecting the two farthest apart from each other. The third sample chosen is the one farthest from the first two objects, etc. Supposing that m objects have already been selected (m<n), the (m + 1) th sample in the calibration set is chosen using the following criterion:
Where, n stands for the number of samples in the training set, d jr , j=1,...,m are the squared euclidean distances from a candidate sample r, not yet included in the representative set, to the m samples already included in the representative set [23] .
Molecular Descriptors
A major step in constructing QSAR model is the generation of the corresponding numerical descriptors of the molecular structures. Molecular descriptors define the molecular structure and physicochemical properties of molecules by a single number. To calculate different kinds of theoretical descriptors for each molecule, the Dragon (Milano Chemometrics and QSAR research group, http://www.disat.unimib.it/chm/) software was utilized. The Dragon is able to calculate different molecular descriptors such as constitutional, topological, molecular walk counts, BCUT, Galvez topol, Charge indices, 2D autocorrelations, charge, aromaticity indices, Randic molecular profiles, geometrical, RDF, 3D-MoRSE, WHIM, GETAWAY, functional groups, atom-centered fragments, properties and empirical. In this study, just GETAWAY (geometry, topology, and atom-weights assembly) and WHIM (weighted holistic invariant molecular) descriptors were used. A total number of 293 descriptors were calculated by Dragon for each molecule and 60×293 data matrix X was obtained. The rows and columns of this matrix are the number of molecules and molecular descriptors respectively.
Discrete Wavelet Transform
Transform-based methods are of fundamental importance in signal and image processing. Wavelet transform decomposes a signal into a set of basic functions. These basic functions are obtained from a single prototype wavelet called mother wavelet by dilations and shifting [20] . The discrete wavelet transform (DWT) is a linear transformation that operates on a data vector whose length is an integer power of two, transforming it into a numerically different vector of the same length. It is a tool which separates the data into different frequency components, and then studies each component with resolution matched to its scale. DWT [24] is computed with a cascade of filtering followed by a factor 2 sub-sampling (Fig. 2) . H and L denote high and low-pass filters respectively, ↓2 denotes sub-sampling. Outputs of these filters are given by equations (2) and (3):
The elements a j are used for next step (scale) of the transform and the elements d j , the wavelet coefficients, determine the output of the transform. l[n] and h[n] are coefficients of low and high-pass filters respectively. It can be assumed that on scale j+1 there is only half from number of a and d elements on scale j. These elements are called scaling function coefficients.
Results and discussion
Principal Component Analysis
Principal component analysis (PCA) was performed on the calculated structural descriptors to the whole data set ( variate statistical technique in which new variables (called principal components, PCs) are calculated as linear combinations of the old ones. These PCs are sorted by decreasing information content so that most of the information is preserved in the first few PCs. An important feature is that the obtained PCs are uncorrelated, and they can be used to derive scores which can be used to display most of the original variations in a smaller number of dimensions. These scores can also allow us to recognize groups of samples with similar behavior. A total of 293 descriptors were initially calculated by PCA for the entire data set of 60 compounds. The total number of descriptors was reduced to 35 descriptors by eliminating the descriptors that were deemed insignificant (i.e. where the one-parameter correlation confinement with the activity is less than 0.1). The PCA results indicate that three PCs (PC1, PC2 and PC3) described 81.35% of the overall variances: 47.91%, 19.55% and 13.89% for PC1, PC2 and PC3, respectively (Fig. 3) . As seen in Fig. 3 , there is not a clear clustering between compounds. The data separation is very important in the development of reliable and robust QSAR models. The quality of the prediction depends on the data set used to develop the model. For regression analysis, the data set was separated into two groups, a training set (40 data) and a prediction set (20 data) according to the Kennard-Stones algorithm. As shown in Fig. 3 , the distribution of the compounds in each subset seems to be relatively well-balanced over the space of the principal components.
PLS Modeling
The multivariate calibration is a powerful tool for modeling, as it extracts further information and allows building more robust models [25, 26] . The PLS method is used to establish relationships between the dependent variables of the activity matrix and the descriptors of the matrix as independent variables also that are called latent variables. Based on the inhibitory activity data (Table 1) , the data was classified to training and prediction sets according to Kennard-Stones algorithm and the PLS model was run. The optimum number of factors to be included in the calibration model was determined by computing the root mean square error of calibration (RMSEC) from cross-validated models using a high number of factors (half the number of total training set + 1). The cross-validation method was employed to eliminate only one compound at a time and then, PLS was employed to calibrate the remaining of the training set. The inhibitory activity of the left-out sample was predicted using this calibration. This process was repeated until each compound in the training set had been left out once. According to Haaland suggestion [26] , the optimum number of factors selected. As it is shown in Fig. 4 , the RMSEC is minimized when the number of factors is 10, thus, the optimum number of factors for the training set of PLS method was chosen to be 10. The data set was mean-centered, prior to the PLS analysis.
GA-PLS Modeling
As mentioned before, one of the problems is choosing the set of molecular descriptors. GAs as intelligent selection techniques [27] , was utilized to achieve this objective. The parameters of genetic algorithms used in this study are as below: the probability of mutation 1% and 90% for crossover, number of runs is 100 and window size for smoothing is 3. Prior to performing the GA-PLS, all the descriptors were mean-centered. After running of GAs for variables, the selected descriptors were used to run PLS. Among the descriptors calculated, the most significant molecular descriptors were identified. Table 2 shows the calculated descriptors for each molecule, the t values for null hypothesis and their related P values [28] . The number of factors reduced to 6 upon the application of GA-PLS (Fig. 4) . As shown in Fig. 4 , the RMSEC is minimized when the number of factors is 6, thus, the optimum number of factors for the training set of GA-PLS method was chosen to be 6. The present study shows that the GAs can be a good method for descriptor selection in analysis.
WT-GA-PLS Modeling
In order to enhance the predictive power of multivariate calibration methods, molecular descriptors are often corrected prior to the data analysis. In this case, wavelet transform was used as the processing method. When WT-GA-PLS is used the number of factors reduced to 4 (Fig. 4) . Table 2 shows the calculated descriptors for each molecule, the t values for null hypothesis and their related P values. In order to evaluate the models applied in this study (PLS, GA-PLS and WT-GA-PLS), the inhibitory activities were tested with set of tests. The WT-GA-PLS method combines WPT, which performs feature extraction and de-noising, GA which optimizes variation and selection of the fitness values, as well as PLS, which provides calibration model and reduces the dimension of the data. To be successful in obtaining a reliable result by the WT-GA-PLS method, different parameters such as wavelet functions (Coiflet 1, 2...5, and Daubechies 6, 7, 8) , decomposition level (L = 1-2) and the number of PLS factors were tested. In these investigations, Coiflet 3, L = 1 and number of PLS factors = 4 were selected as the optimal parameters.
Model Validation and Prediction of Inhibitory Activity
The predictive ability of these methods (PLS, GA-PLS and WT-GA-PLS) were investigated by prediction of inhibitory of 20 molecules (their structures are given in Table 1 ). The validation of predictive ability is another key step in the QSAR studies. Several statistical parameters have been used for the evaluation of the suitability of the developed QSAR models for prediction of the property of the studied compounds this include the root mean square error of prediction (RMSEP) and relative standard error of prediction (RSEP), validation through an external prediction set. 
where y i, pred is the predicted of the inhibitory activity using different model, y i, obs is the observed value of the inhibitory activity, and n is the number of compounds in the prediction set. The statistical parameters obtained by these methods are listed in Table 3 . Table 3 shows RMSEP, RSEP and the percentage error for prediction of inhibitory activity of 1-phenyl[2H]-tetrahydro-triazine-3-one analogues. As can be seen, the good results were achieved in WT-GA-PLS model with percentage error ranges from -5.844 to +4.512 % for inhibitory activity of 1-phenyl[2H]-tetrahydro-triazine-3-one analogues. Other statistical parameters have been used for the evaluation of the suitability of the developed models for prediction of the activity of the studied compounds this include cross validation coefficient (Q 2 and R 2 ) [29] . These parameters are defined as follows:
As seen in Table 3 , these parameters show the good statistical qualities. The plots of the predicted inhibitory activity versus actual values are shown in Fig. 5 for each model. It is possible to see that WT-GA-PLS presents excellent prediction abilities when compared with other models.
Y-randomization Test
This is a widely used technique to ensure the robustness of a QSAR model. In this test, the dependent-variable vector, Y-vector, is randomly shuffled and a new QSAR model is developed using the original independent-variable matrix. The process is repeated three times and the average of the three measurements showed low R 2 
Molecular Design
The role of computation in molecular design has grown steadily since the late 1960s [32, 33] . In the early days emphasis was on statistical and computational approaches aimed at quantifying the relationship of chemical structure to biological properties. In addition, recent modeling by computational approaches has become a critical tool in the drug discovery process. As an application of proposed method, we investigated WT-GA-PLS model to predict the inhibitory activity of five new 1-phenyl[2H]-tetrahydro-triazine-3-one analogues whose biological tests were not performed with them yet. Table 4 shows the chemical structure of five new compounds and their inhibitory activity calculated by this proposed method.
Conclusions
Using WT-GA-PLS, a QSAR model has been successfully developed for the prediction of inhibitory activity for 60 compounds. The results well illustrate the power of descriptors in prediction of inhibitory activity of 1-phenyl[2H]-tetrahydro-triazine-3-one analogues. The model could predict the inhibitory activity of 1-phenyl[2H]-tetrahydro-triazine-3-one analogues derivatives not existed in the modeling procedure accurately. The work is the first application of WT-GA-PLS for QSAR study and shows that descriptors are capable to recognize the physicochemical information and be can useful to predict the inhibitory activity of the new compounds.
