In this paper, we derive explicit expressions for the moments and for the mixed moments of the compression of a free unitary Brownian motion by a free projection. While the moments of this non-normal operator are readily derived using analytical or combinatorial methods, we only succeeded to derive its mixed ones after solving a non-linear partial differential equation for their two-variables generating function. Nonetheless, the combinatorics of non crossing partitions lead to another expression of the lowest-order mixed moment. We shall also give some interest in odd alternating moments. In particular, we derive a linear partial differential equation for their generating function which we solve when the rank of the projection equals 1/2. As to the combinatorial approach to these moments, it leads in this case to the analysis of Kreweras complements of particular non crossing partitions.
Introduction
Let (A, τ ) a non-commutative ⋆-probability space: A is a unital von Neumann algebra and τ is a faithful tracial state. To a non-normal operator a ∈ A is associated its Brown measure µ a and one has (see e.g. [12] ):
for all m ≥ 0. This probability measure is entirely determined by the ⋆-moments of a: τ (p(a, a ⋆ )), where p ranges over the space of all polynomials in two non-commuting indeterminates, which are in general far from being completely accessible. Apart from the simplest polynomials p(a, a ⋆ ) = a m or p(a, a ⋆ ) = (a ⋆ ) m giving rise to the moments of a and a ⋆ respectively, there are two other families: p(a, a ⋆ ) = (aa ⋆ ) m , p(a, a ⋆ ) = a m (a ⋆ ) n , m, n ≥ 0.
The elements of the former are polynomials in one indeterminate and the corresponding moments are those of the self-adjoint operator aa ⋆ . As to the latter, it gives rise to the 'mixed moments' of a. However, it is no longer true in general that: τ ((a m )(a ⋆ ) n )) = z m z n µ a (dz), m, n ≥ 0.
In particular, if P is a selfadjoint projection and (Y t ) t≥0 is a free unitary Brownian motion, both operators being free (in Voiculescu's sense) in A, then the compression P Y t P is a non-normal operator and the moments: τ ((P Y t P Y ⋆ t P ) n ), n ≥ 0, in the compressed algebra were computed in [6] (see corollary 3 there) in relation with the free Jacobi process (or under another normalization with Voiculescu's liberation process).
In this paper, we are mainly interested in both the moments and the mixed moments of P Y t P . Note in passing that the trace property implies the equality between the moments:
which is in agreement with the fact that the Brown measures of P Y t P and of P Y t differ only by an atom at zero (see e.g. [9] , p.350). Below, we shall prove in three different ways that these moments coincide up to dilations in space and in time with those of Y t . Actually, a straightforward application of the free Itô's formula leads to a partial differential equation (hereafter pde) satisfied by their generating function. Another method relies on Theorem 4.14 in [13] and on the knowledge of the free cumulants of Y t ( [11] ), while the third method appeals to T. Lévy's expansion formula for the expectation of observables of the unitary Brownian matrix together with a standard result of asymptotic freeness. As to the mixed moments of P Y t P , we shall use again the free stochastic calculus to derive a pde for their two-variables generating function and express its unique solution (in the space of two-variables analytic functions around (0, 0)) through the moment generating functions of τ ((P Y t ) n ) in each variable. Extracting the Taylor coefficients of this solution, the mixed moments are then expressed as linear combinations of product of Laguerre polynomials. Once this expression is obtained, we attempt to reprove it relying on the knowledge of the mixed cumulants of the free unitary Brownian motion (see [8] ). For instance, the lowest-order mixed moment corresponding to m ≥ 1, n = 1, may be expressed as a weigted sum of Laguerre polynomials. More generally, the computations become rapidly quite involved and do not lead to a tractable formula compared with the one obtained using the analytic approach. We shall also give some interest in the alternating odd moments as being odd analogues of the moments of the free Jacobi process. In particular, we derive a linear pde for their moment generating function whose coefficients involve the moment generating function of the free Jacobi (or liberation) process. Due to the complicated structure of this pde in general, we shall solve it in the particular value α = 1/2. As to the combinatorial approach to the alternating odd moments, it leads to the analysis of the block structure of Kreweras complements of special particular partitions. Indeed, all odd free cumulants of P vanish except the first one and we are left with non crossing partitions formed by an odd number of singletons and even non crossing partitions. A quick inspection shows then that the blocks of the Kreweras complement of such partition are of two types: they may contain integers with the same parity and/or contain consecutive integers. Accordingly, since Y and Y ⋆ have the same distribution and since Y is unitary then a block V of the first type gives rise to τ (Y |V | ) while cancellations occur for a block of the second type.
The paper is organized as follows. In the next section, we derive the expression of the moments τ ((P Y t ) n ), n ≥ 1, using the three methods alluded to above. The third section is devoted to the derivation of the mixed moments from their two-variables generating function and of the lowestorder one making use of the moment formula for alternating products of free random variables. The alternating odd moments are studied in the last section.
Moments
In this section, we shall write three different proofs of the following result:
and L (1) n−1 is the (n − 1)-th Laguerre polynomial of parameter one. Proof. First proof:
and recall from ( [2] ) the free stochastic differential equations:
where (X t ) t≥0 is a free additive Brownian motion. Then,
and a straightforward application of Itô's formula yields (see e.g. [4] , Proposition 6.1):
Taking the expectation with respect to τ , we obtain the following differential equation:
Equivalently, the moment generating function
But, it is known from [2] that the moment generating function
which is analytic in the open unit disc and satisfying η(t, 0) = 0. Consequently, ψ(t, z) = αη(αt, z) and the first proof is completed.
Second proof: Using [13] , Theorem 4.14, we have
where K(π) is the Kreweras complement of π. Since P k = P for all k ≥ 1 and since |K(π)| = n + 1 − |π|, then
Furthermore, the free cumulants of Y t are given by ( [11] ):
As a result,
Hence, the second proof is complete provided that the following formula holds:
But the latter follows immediately by equating the coefficients of t in the expansion:
Third proof: Let (Y N t ) t≥0 be a standard Brownian motion on the unitary group U N and let P N be a N × N orthogonal projection such that:
where tr N is the normalized trace. Then, P N and (Y N t/N ) t≥0 are asymptotically free as N → ∞ and converge respectively (in the sense of noncommutative moments) to P and (Y t ) t≥0 (see [2] ). Now, let σ be an element of the symmetric group S n and set:
Then, the expansion proved in [11, Theorem 3 .3] reads:
where S(σ, k, d) is the number of paths starting at σ in the Cayley graph of S n , of length k and defect d, and |σ| is the length of σ with respect to the set of transpositions. In particular, if σ = (1 . . . n) then,
which together with Proposition 6.6. in [11] imply:
Mixed moments
In this section, we proceed to the computations of the mixed moments:
m,n (t) has the following properties:
In particular,
m,n (t) satisfies the following ODE.
Proposition 3.1. For all n, m ≥ 1 and t > 0, we have
where an empty sum is zero. Proof. Recall the notation A t := e t/2 P Y t and introduce similarly B t :
But, the last bracket is explicitly computed as:
Consequently
, the proposition follows. Now, we turn the previous ODE to a pde for the following moment generating function:
which converges absolutely for any fixed time t ≥ 0 in some neighborhood of (0, 0) and satisfies φ (α) (t, 0, 0) = α 1 . More precisely,
Note that if y = 0, then we recover the pde satisfied by: η(αt, z) ).
Moreover, the function
is well defined for any fixed time t > 0 in a neighborhood of (0, 0) and satisfies the linear pde:
Since η(t, ·) is a bi-holomorphic map from the open unit disc onto some Jordan domain with inverse given by:
then we can set
or equivalently: f (α) (t, y, z) = g (α) (t, η(αt, y), η(αt, z)).
In this respect, we shall prove that: Proposition 3.3. The function g (α) admits the following expression:
Proof. We readily compute:
Substituting these partial derivatives in (3.1) and using the fact that ∂ t η = −yη∂ y η, we get the ODE ∂ t g (α) (t, η(αt, y), η(αt, z)) = e t yz, .
in some neighborhood of (0, 0). Equivalently,
near (0, 0). Integrating the last ODE and taking into account the initial value at t = 0:
we get the sought expression.
With these findings, we can now state and prove the main result of this section: Proof. The coefficients (c j,k (t, α)) j,k≥0 are defined by:
in a neighborhood of (0, 0) and may be computed using geometric and binomial expansions. Keeping in mind the relations between g (α) , f (α) , and φ (α) , it follows that for any time t > 0, whence the corollary follows.
A Combinatorial approach.
It would be interesting to prove the previous corollary by making use of the moment formula for alternating products of free random variables. Indeed, we can expand
and use the explicit expression of the mixed-cumulants:
proved in [8] , Theorem 4.4. However, the computations are tedious even for small values of n (see below) and we shall only consider the lowest-order mixed cumulant corresponding to m ≥ 1, n = 1 for which we prove:
Moreover, the inner sum may be further expressed as a weighted sum of Laguerre polynomials: for any 1 ≤ r ≤ m:
while it is obvious that
Proof. Specialize the moment-cumulant formula above to n = 1 and fix there the block V 0 of π which contains the element 1. Then, the trace property allows to rewrite R (α) m,1 (t) as:
Moreover, if V 0 = (1 = s 1 , s 2 , ..., s r ) then π decomposes as V 0 ∪ π 1 ∪ ... ∪ π r where π i ∈ N C(s i + 1, s i + 2, ..., s i+1 − 1) with the convention s r+1 := m + 2. Hence, the cumulant functional k π factorizes as
and (see [8, Remark 4.5] ):
As a result, (1,s2,...,sr) α m+2−|π| k π1 ...k πr .
Finally, write
and consider the series η(t, z) ).
On the one hand, we have
On the other hand, Lemma 4.2 in [5] implies that:
Equating the Taylor coefficients of both expansions and substituting t → αt, we are done.
Remark 3.6. Adapting the previous proof to R (α) m,2 (t) and keeping the same notations, we get:
Decomposing the sum (3.2) according to s 2 = 2 or s 2 > 2), we arrive at:
All the terms appearing in the last equality admit explicit expressions but they clearly lead to a cumbersome expression of R
Besides, a similar formula may be derived along the same lines for R (α) m,n (t).
Odd alternating moments
Recall that the even alternating moments of P Y t P :
, n ≥ 1, coincide up to a normalization with the moments of the free Jacobi process associated with a single projection and that the latter were determined in [6] (see Corollary 3 there). In this section, we shall consider their odd counterparts:
In the following proposition, we derive a recursive relation for s 
where r (α) 0
Proof. From [1] , Theorem 3.3, we infer that for any collection of continuous free Itô processes:
with respect to the same free additive Brownian motion X, the following holds:
We shall specialize this formula to E j = A when j ≥ 1 is odd and E j = B otherwise, and use the free SDEs:
As a matter of fact, we need to take into account the parity of k, l. Using the trace property of τ , we readily get the following contributions:
• k, l have the same parity:
).
• k and l do not have the same parity:
where an empty product equals τ (P ) = α. If (k, l) have the same parity then we set l − k := 2q, 1 ≤ q ≤ n and for each fixed q, there are (2n − 2q + 1) couples (1 ≤ k < l ≤ 2n + 1) such that l − k = 2q. Otherwise, we set l − k = 2q − 1, 1 ≤ q ≤ n and for fixed q there are (2n − 2q + 2) couples ( 
and the proposition follows.
Remark 4.2. The previous proposition reduces for n = 1 to:
Identifying r In particular, we readily derive r (α) 1 (t) = α 2 + α(1 − α)e −t , r 
