Abstract-In this paper, researchers propose a method to build a natural human-robot interaction system based on Kinect sensor. Taking the advantage of skeleton tracking technology, researchers can easily get the depth data from Kinect sensor and capture body movements, which greatly simplify the recognition algorithms. After establishing the 3D coordinates of human joints, the rotation angles of human waist, shoulder, elbow and wrist can be calculated according to the spatial geometry, and these joints correspond with the joints of the robot arm one to one. Further, researchers need to extract the palm characteristic information to recognize hand gesture based on Hu Moment. Finally, the results of identification will be converted to commands and sent to controller via Bluetooth to manipulate the robot arm. Experiments show that by this method, researchers can effectively control the rotation of the 5-DOF robot arm to grab object. As the relationship between people and robots becomes more and more closely, this kind of human-robot interaction interface will play an important role in the future development of robot.
INTRODUCTION
In recent years, robots in many fields have been able to replace people to accomplish specific jobs, or even do better than human in efficiency, accuracy and stability, which has significantly liberated human and accelerated the development of the society. Actually, robots have moved away from industrial settings and walked into the life, and the question is how to interact with these machines [1] . In the various robot research fields, the topic about interaction between human and robots has gathered great interest [2] . As traditional human-robot interaction system can no longer satisfy people's requirements, researchers need to find other ways to interact with robot more naturally. Fortunately, gesture recognition is a good choice, and it has been an active technology in computer vision and pattern recognition [3] .
Traditional gesture recognition technology is mainly based on RGB image which contains a lot of methods and algorithms. For example, Mahmoud et al. had developed a system that could recognize gesture for alphabets from hand motion using Hidden Markov Model (HMM) [4] . Chen et al. proposed a approach that implements the posture recognition with Haar-like features and the AdaBoost learning algorithm [5] . Ghotkar et al. introduced a hand segmentation technique for hand gesture recognition [6] . This paper presents a method to interact with the robot and manipulate it to simulate the movement of human skeleton and hand gesture. Researchers can get the depth data from Kinect sensor and take the advantage of skeleton tracking technology with the help of SimpleOpenNI library. After establishing the 3D coordinates of human joints, the joint rotation angles can be easily calculated according to the spatial geometry. In order to recognize hand gesture, researchers need to extract the palm characteristic information based on Hu Moment to match the real-time images. And the results of identification will be converted to command and sent to controller via Bluetooth to manipulate the robot arm. Researchers build a robot platform with a 5-DOF robot arm, results show it can be controlled effectively by human skeleton movement and hand gesture.
II. OVERVIEW OF SKELETON TRACKING TECHNOLOGY
"You are the controller", it is the declaration of Kinect sensor. As an electronic product of Microsoft, it has caught the eye of human after its launch. Kinect is so powerful because of its advanced image processing algorithms, unlike traditional methods, and it collects depth data through a technology called light coding. In particular, using depth camera offers several advantages over traditional intensity sensors, as they can work in low light levels with color and texture invariant [7] , so it is robust to light intensity and complicated background. The architecture of human-robot interaction system is shown in Figure 1 . This kind of Human-Robot Interaction interface International Conference on Logistics Engineering, Management and Computer Science (LEMCS 2015) allows amateur users or those with disabilities to control robotic systems [8] . In this paper, researchers use right hand to manipulate the robot arm, with the aim to calculate the rotation angles of waist, shoulder, elbow and wrist, researchers need to get the 3D coordinates of ShoulderLeft, ShoulderRight, ElbowRight, WristRight and HandRight, and other joints can be used as an auxiliary condition.
A. Rotation Angle of Waist
To get the rotation angle of waist, researchers can make use of two human skeleton joints: ShoulderLeft and ShoulderRight. Assuming that the 3D coordinate of 
The angle between 1 l and X-axis calculated as follows:
B. Rotation Angle of Shoulder
To get the rotation angle of shoulder, researchers can make use of three human skeleton joints: ShoulderLeft, ShoulderRight and ElbowRight. Assuming that the 3D coordinate of ElbowRight is 3 
IV. GESTURE RECOGNITION BASED ON HU MOMENT
A. Image Segmentation Based on Distance
To facilitate the processing of the image, depth data should be converted to 3D point cloud. Assuming the human hand is nearest from the origin point, according to K-nearest neighbors algorithm, researchers need to select k nearest points as feature points. If k is set too small, the mapping will not reflect any global properties. If k is set too high, the mapping will lose its nonlinear character [9] . So the crux in the locally linear embedding algorithm is the selection of the number of nearest neighbors [10] . Through several experiments, researchers propose 2000 as the value of k to get a good segmentation performance.
B. Details of the Recognition Algorithm Based on Hu Moment
There are two main methods in the field of image recognition as follows：Template Matching and Artificial Neural Networks. The former one gives high image recognition accuracy, but when rotating and scaling the image, its recognition efficiency is a little low. The latter one has a strong classification ability to resist noise, and it's widely used in the identification of a static image but performs a great amount of calculation. This article focuses on gesture recognition based on Hu Moment. Researchers capture the hand gesture using Kinect sensor to transmit information of the shape, position and movement of human hand [11] .
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Extracting gesture features based on Hu moment is an important method for image recognition and matching. Depth feature vectors contain most of the information for specific gesture matching. To make full use of the whole information, researchers consider all of the Hu moments as feature vectors to describe the characteristics of the gesture image that need to be recognized. The feature space is defined as:
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distance is always used to measure the similarity of different vectors, here researchers calculate Euclidean distance between the standard template vector and the test image vector to match the predefined gesture. Subsequent experiments proves that this algorithm is suitable for describing the overall shape of the target and has obvious advantages in the field of pattern recognition and image matching, etc.
V. ANALYSIS AND DISCUSSION ON EXPERIMENTAL RESULTS

A. Verification of Human Skeleton Recognition
Accuracy This section presents the results of human skeleton recognition. Researchers use different skeleton rotation angles to demonstrate the validity of the approach proposed in this paper. Figure 4 shows the skeleton tracking results which contain skeleton and depth images. In the experiments, 500 samples with a variety of rotations (from 0°to 90°) are captured and tested. The rotation recognition rate of ShoulderRight in the same environment is shown in Table 1 . Experiments indicate that researchers get 451 correct recognition results and the average recognition rate is 90.2%, which is similar to the traditional identification technology with a good robustness. Researchers can also discover that smaller rotation angles of human skeleton easily cause errors in judgment because of the interference of the upper arm and lower arm. 
B. Experiment Based on Hand Gesture Recognition
We define two kinds of hand gestures: Grab gesture and Release gesture. In the test, 200 sample gestures are captured, 100 of which are treated as training set and another 100 are treated as testing set. Figure 5 shows the gesture recognition and hand segmentation results. 
VI. THE IMPLEMENTATION OF CONTROL SYSTEM
In order to establish the control system, researchers need a Kinect sensor, a computer with Windows 7 operating system, a robot platform with a 5-DOF robot arm, AVR controller and a couple of Bluetooth modules. The system uses Processing and Arduino IDE with SimpleOpenNI library and OpenCV library. After correctly configuring the system, Kinect can be driven successfully and becomes available. Now consider the working principle as follows. First of all, Kinect sensor captures the human skeleton movement and hand gesture using skeleton tracking technology. Then Processing IDE calculates the human joint angle according to the spatial geometry and extracts the palm characteristic information based on Hu Moment to match the predefined gesture template. And the results of identification will be converted to commands and sent to AVR controller via Bluetooth. After receiving the control instructions, AVR controller outputs the signals to drive the motors and manipulate the robot arm to finish the assigned work. The results researchers obtained demonstrate that researchers can effectively control the rotation of the robot arm to grab object. Figure 6 shows the results of object grab experiment. In the future, researchers hope to improve the control precision and speed of the robot arm and develop the recognition algorithms for more complex applications, researchers will combine voice and face recognition technique to enrich the interactive way with robots.
