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8 Existence and uniqueness results for the Boussinesq system
with data in Lorentz spaces
Raphae¨l Danchin∗and Marius Paicu†
Abstract
This paper is devoted to the study of the Cauchy problem for the Boussinesq system
with partial viscosity in dimension N ≥ 3. First we prove a global existence result for
data in Lorentz spaces satisfying a smallness condition which is at the scaling of the
equations. Second, we get a uniqueness result in Besov spaces with negative indices of
regularity (despite the fact that there is no smoothing effect on the temperature). The
proof relies on a priori estimates with loss of regularity for the nonstationary Stokes
system with convection. As a corollary, we obtain a global existence and uniqueness
result for small data in Lorentz spaces.
MSC: 35Q35, 76N10, 35B65, 76D99
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1 Introduction and main results
The present paper is devoted to the mathematical study of the so-called Boussinesq system
with partial viscosity: 
∂tθ + u · ∇θ = 0
∂tu+ u · ∇u− ν∆u+∇Π = θ eN
divu = 0.
(1)
Above, θ = θ(t, x) and Π = Π(t, x) are real valued functions, and u = u(t, x) is a time
dependent vector field. We denote by eN the vertical unit vector of R
N . It is assumed that
the space variable x belongs to RN . We supplement the system with Cauchy conditions
(θ0, u0) at time t = 0 and address the question of solvability for t ≥ 0.
Boussinesq system arises in simplified models for geophysics in which case u stands
for the velocity field and the forcing term θ eN is proportional either to the temperature,
or to the salinity or to the density (see [17]). Here, we shall call θ the temperature.
Remark that the standard incompressible Navier-Stokes equations arise as a particular
case of (1) (just take θ ≡ 0). Hence, it is tempting to study whether the classical theory
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2for the Navier-Stokes equations may be extended to those more general fluids. As far
as one is concerned with global results, the main difficulty that we have to face is that
θ is transported by the flow of u. Hence it has no time decay nor gain of smoothness
whatsoever and the standard approach for solving Navier-Stokes equations with a (given)
source term is bound to fail. Nevertheless, in a recent paper (see [11]), we have stated
that system (1) has global finite energy weak solutions for any data (θ0, u0) in L
2 and
that uniqueness holds true in dimension two. That result may be compared with Leray’s
theorem [16] for the Navier-Stokes equations.
In [11], we have also obtained a global existence result (for small data) in the spirit of
Fujita and Kato’s theorem (see [12] and [14]) for the Navier-Stokes equations:
Theorem 1 Let N ≥ 3. Let θ0 ∈ L
N
3 (RN )∩B˙0N,1(R
N ) and u0 ∈ L
N,∞(RN )∩B˙
−1+N
p
p,1 (R
N )
for some p ∈ [N,∞]. There exists a positive c depending only on N and such that if
‖u0‖LN,∞ + ν
−1‖θ0‖
L
N
3
≤ cν
then Boussinesq system (1) admits a unique global solution
(θ, u,∇Π) ∈ C(R+; B˙
0
N,1)×
(
C(R+; B˙
N
p
−1
p,1 ) ∩ L
1
loc(R+; B˙
N
p
+1
p,1 )
)N
×
(
L1loc(R+; B˙
N
p
−1
p,1 )
)N
.
Besides, from dimension N = 4 on, space L
N
3 (RN ) may be replaced by L
N
3
,∞(RN ).
The reader is referred to section 2 for the definition of Lorentz spaces Lp,∞ and Besov
spaces B˙sp,r which have been used above. Remind that we have the (continuous) inclusions
B˙0N,1 ⊂ L
N ⊂ LN,∞.
Theorem 1 may be interpreted in terms of scaling of Boussinesq system. Indeed, (1) is
obviously invariant under the transform
u(t, x) 7−→ λu(λ2t, λx) and θ(t, x) 7−→ λ3θ(λ2t, λx) for all λ > 0.
Hence data (θ0, u0) belong to a functional space E which is at the scaling of the system
if and only if the norm of E is invariant by
u0(x) 7−→ λu0(λx) and θ0(x) 7−→ λ
3θ0(λx). (2)
In dimension N ≥ 3, the spaces L
N
3 ×
(
LN,∞
)N
and L
N
3
,∞×
(
LN,∞
)N
satisfy (2). Hence,
Theorem 1 is a global well-posedness result for suitably smooth data satisfying a scaling
invariant smallness condition. In fact, prescribing additional regularity in homogeneous
Besov spaces ensures that the velocity belongs to the set L1loc(R+; Lip) of locally integrable
functions in t with values in the set of Lipschitz vector fields. This property was needed for
uniqueness. Note in passing that the additional condition required for the initial velocity
still satisfies (2).
3The present paper aims at weakening as much as possible the Besov space assumption.
Ideally, we would like to consider general (small) data (θ0, u0) in the scaling invariant
space L
N
3
,∞ ×
(
LN,∞
)N
.
For proving existence, the strategy is the following. We smooth out the data so that
Theorem 1 provides a sequence (θn, un) of global solutions which is bounded in
L∞
(
R+;L
N
3
,∞ ×
(
LN,∞
)N)
.
Obviously, those bounds are insufficient to pass to the limit in the nonlinear terms. How-
ever, the parabolicity of the second equation of (1) provides additional regularity so that
there is some chance to pass to the limit anyway provided θ0 belongs also to L
p,∞ for
some large enough p. Those basic considerations will enable us to prove the following
statement:
Theorem 2 Let u0 be a solenoidal vector field with coefficients in L
N,∞. Assume that θ0
belongs to
• L1 ∩ Lp,∞ for some p > 3/2 if N = 3,
• L4/3,∞ ∩ Lp,∞ for some p > 4/3 if N = 4,
• LN/3,∞ ∩ Lp,∞ for some p ≥ N/3 if N ≥ 5.
There exists a constant c > 0 depending only on N, and such that if
‖u0‖L3,∞ + ‖θ0‖L1 ≤ cν if N = 3, ‖u0‖LN,∞ + ‖θ0‖LN/3,∞ ≤ cν if N ≥ 4 (3)
then system (1) has a global solution (θ, u,∇Π) with u ∈ L∞(R+;L
N,∞) and
θ ∈ L∞(R+;L
1 ∩ Lp,∞) if N = 3, θ ∈ L∞(R+;L
N
3
,∞ ∩ Lp,∞) if N ≥ 4.
Remark: In fact, the heat semi-group supplies some additional regularity properties for u
(that we shall use in the proof of Theorem 2).
Note that from dimension 5 on, one can take p = N/3 so that the above statement
is a global existence result in a scaling invariant space for the system. The scaling of the
system may still be almost achieved in dimension 4. In dimension 3 however, it is very
unlikely that an existence result may be proved for θ0 ∈ L
1 and u0 ∈ L
N,∞ (see Remark 4
for further explanations).
As regards uniqueness, let us stress that for general u0 in L
N,∞ the function et∆u0
(where (et∆)t>0 denotes the heat semi-group) need not be in L
1
loc(R+; Lip). Therefore, the
velocity field of the solution constructed in Theorem 2 need not be in L1loc(R+; Lip) either
which precludes us from proving stability estimates for system (1) by mean of standard
arguments. Indeed, we have to deal with a transport equation associated to a vector field
which is not in L1loc(R+; Lip). This difficulty has been overcome in [11] in the framework
of two-dimensional finite energy solutions. In the present paper, we shall see that similar
arguments may be used to state uniqueness in dimension N ≥ 3.
4Theorem 3 Let (θ1, u1,∇Π1) and (θ2, u2,∇Π2) satisfy (1) with the same data. Assume
that for some p ∈ [1, 2N [ and i = 1, 2, we have
θi ∈ L
∞
T (B˙
−1+N
p
p,∞ ) and ui ∈ L
∞
T (B˙
−1+N
p
p,∞ ) ∩ L˜
1
T (B˙
1+N
p
p,∞ ).
There exists a constant c > 0 depending only on N and on p such that if in addition
‖u1‖
eL1T (B˙
1+Np
p,∞ )
+ ν−1‖u2‖
L∞T (B˙
−1+Np
p,∞ )
≤ c (4)
then (θ1, u1,∇Π1) ≡ (θ2, u2,∇Π2).
In the above statement, the space L˜1T (B˙
1+N
p
p,∞ ) is slightly larger than the set L1T (B˙
1+N
p
p,∞ ) of
integrable functions over [0, T ] with values in the Besov space B˙
1+N
p
p,∞ (see section 2).
Remark: The limit case p = 2N may be considered if the velocity field belongs to a
Besov space with third index 1 (see Theorem 5).
Finally, putting together the embedding LN,∞ →֒ B˙
−1+N
q
q,∞ for q > N (see Lemma 2
below), the existence and uniqueness theorems, and the further regularity properties for
the velocity given by the heat semi-group, one ends up with the following global well-
posedness result:
Theorem 4 Assume that (θ0, u0) satisfies the assumptions of Theorem 2 with p = N.
Then system (1) has a unique solution (θ, u,∇Π) such that u ∈ L∞(R+;L
N,∞), θ ∈
L∞(R+;L
N
3
,∞) if N ≥ 4 and θ ∈ L1(R+;L
1) if N = 3, with moreover
u ∈ L˜1loc(B˙
1+N
q
q,∞ ) for all q > N.
The paper is structured as follows. In the next section, we present a few tools borrowed
from harmonic and functional analysis. Section 3 is devoted to the proof of existence. The
study of uniqueness is postponed in section 4.
Acknowledgments: The authors are indebted to the referee for fruitful remarks.
2 Tools and functional spaces
2.1 Lorentz spaces
To start with, let us recall the definition of weak Lp spaces (denoted by Lp,∞ ):
Definition 1 For 1 ≤ p <∞, we denote by Lp,∞(RN ) (or simply Lp,∞ ) the space of all
real valued measurable functions over RN such that
‖f‖Lp,∞ := sup
λ>0
λ
∣∣∣{x ∈ RN/|f(x)| > λ}∣∣∣ 1p <∞.
5Remark 1 The space Lp,∞ may be alternatively defined by real interpolation:
Lp,∞ = (L∞, L1)( 1
p
,∞).
In other words, a function f belongs to Lp,∞ if and only if, for all A > 0, one may write
f = fA + fA for some functions fA ∈ L
1 and fA in L∞ such that
‖fA‖L1 ≤ CA
1−1/p and ‖fA‖L∞ ≤ CA
−1/p.
The “best constant” C defines a norm which is equivalent to ‖f‖Lp,∞ .
The set C∞c of smooth compactly supported functions is not dense in spaces L
p,∞. It
turns out however that C∞c is locally dense in L
p,∞ (despite the fact that Lp,∞ is not
separable). More details are given in the following proposition.
Proposition 1 For all p ∈]1,∞[ and f ∈ Lp,∞, there exists a family (fε)ε>0 of C
∞
c
functions and a constant C so that
sup
ε>0
‖fε‖Lp,∞ ≤ C‖f‖Lp,∞ and fε → f in L
1 + L∞. (5)
Proof: Let (ϕε)ε>0 be a family of mollifiers and (χε)ε>0, a family of cut-off functions
with values in [0, 1], supported in B(0, 2ε−1) and equal to 1 in a neighborhood of
B(0, ε−1).
Let f ∈ Lp,∞. For all ε > 0, set fε := ϕε ⋆ (χεf) and fix some η > 0. From the
above definition and remark, it is obvious that
‖fε‖Lp,∞ ≤ C‖χεf‖Lp,∞ ≤ C‖f‖Lp,∞ for all ε > 0,
and that one can find two functions g ∈ L1 and h ∈ L∞ such that f = g + h and
‖h‖L∞ ≤ η/4 (just take A large enough).
Let us split fε − f as follows:
fε − f =
{
ϕε ⋆
(
χεg
)
− ϕε ⋆ g
}
+
{
ϕε ⋆ g − g
}
+
{
ϕε ⋆
(
χεh
)
− h
}
.
On the one hand, Lebesgue dominated convergence theorem and standard results
on convolution ensure that the first two terms between curly brackets have L1 norm
less than η/2 for small enough ε. On the other hand, the L∞ norm of the last term
is obviously less than η/2 for any ε > 0.
It is now easy to complete the proof of the proposition.
2.2 Besov spaces
In this subsection we define the Littlewood-Paley decomposition and the Besov spaces
that we are going to work with. The reader is referred to the monographs [5], [15] or [18]
for a more detailed presentation.
6To start with, fix a smooth nonnegative radial function χ with support in the ball
{|ξ| ≤ 43}, value 1 over {|ξ| ≤
3
4}, and such that r 7→ χ(rer) be nonincreasing over R+.
Let ϕ(ξ) = χ(ξ/2)− χ(ξ). We obviously have∑
q∈Z
ϕ(2−qξ) = 1 for all ξ ∈ RN \ {0}. (6)
We define the spectral localization operators ∆˙q and S˙q (q ∈ Z) by
∆˙q u := ϕ(2
−qD)u and S˙q u := χ(2
−qD)u.
For any tempered distribution u ∈ S ′(RN ), functions ∆˙qu and S˙qu are analytic with at
most polynomial growth and u =
∑
q∈Z
∆˙qu modulo polynomials (see e.g. [15]).
We shall often use the following quasi-orthogonality property :
∆˙k∆˙qu ≡ 0 if |k − q| ≥ 2 and ∆˙k(S˙q−1u∆˙qv) ≡ 0 if |k − q| ≥ 5. (7)
Let us now recall the definition of homogeneous Besov spaces.
Definition 2 Let s ∈ R, (p, r) ∈ [1,∞]2 and u ∈ S ′(RN ). We set
‖u‖B˙sp,r
:=
(∑
q∈Z
2rqs‖∆˙q u‖
r
Lp
) 1
r
if r <∞, and ‖u‖B˙sp,∞
:= sup
q∈Z
2qs‖∆˙q u‖Lp .
• If s < Np or s =
N
p and r = 1 then the homogeneous Besov space B˙
s
p,r := B˙
s
p,r(R
N )
is defined as the set of those tempered distributions u such that ‖u‖B˙sp,r
<∞.
• If Np + k ≤ s <
N
p + k+ 1 (or s =
N
p + k + 1 and r = 1) for some k ∈ N then B˙
s
p,r
is the set of tempered distributions u so that ∂αu ∈ B˙s−k−1p,r for all multi-index α of
length k + 1.
Remark: Let us all also recall in passing that the nonhomogeneous Besov space Bsp,r is
the set of tempered distributions u such that1
‖u‖Bsp,r <∞ with ‖u‖Bsp,r := ‖S˙0u‖Lp +
∥∥2qs‖∆˙qu‖Lp∥∥ℓr(N).
Remark: For all s ∈ R, the Besov space B˙s2,2 coincides with the homogeneous Sobolev
space H˙s, and, if s ∈ R+\N then B˙
s
∞,∞ coincides with the homogeneous Ho¨lder space C˙
s.
The following Bernstein inequality will be of constant use in the paper.
Lemma 1 Let k ∈ N, 1 ≤ p1 ≤ p2 ≤ ∞ and ψ ∈ C
∞
c (R
N ). There exists a constant C
depending only on k, N and Suppψ such that
‖Dkψ(2−qD)u‖Lp2 ≤ C2
q
(
k+N
(
1
p1
− 1
p2
))
‖ψ(2−qD)u‖Lp1 .
1note that the definition is somewhat simpler than in the homogeneous framework since low frequencies
cannot experience divergence.
7We shall also use the following fundamental properties of Besov spaces.
Proposition 2 (i) The set B˙sp,r(R
N ) is a complete subspace of S ′(RN ) if and only if
s < N/p or s = N/p and r = 1.
(ii) There exists a positive constant c so that
c−1‖u‖B˙sp,r
≤ ‖∇u‖B˙s−1p,r ≤ c‖u‖B˙sp,r
. (8)
(iii) For all 1 ≤ p1 ≤ p2 ≤ ∞ and 1 ≤ r1 ≤ r2 ≤ ∞, we have B˙
s
p1,r1 →֒ B˙
s−N( 1
p1
− 1
p2
)
p2,r2 .
(iv) If p ∈ [1,∞] then B˙
N
p
p,1 →֒ B˙
N
p
p,∞ ∩ L∞. If p is finite then space B˙
N
p
p,1 is an algebra.
(v) Real interpolation: (B˙s1p,r, B˙
s2
p,r)θ, r′ = B˙
θs2+(1−θ)s1
p,r′ whenever 0 < θ < 1 and 1 ≤
p, r, r′≤ ∞.
We shall often use the fact that Lorentz spaces are embedded in Besov spaces (see the
proof in [11]).
Lemma 2 For any 1 < p < q ≤ ∞, we have
Lp,∞(RN ) →֒ B˙
N
q
−N
p
q,∞ (R
N ).
In order to pass to the limit in the nonlinear terms of System (1), the following compactness
result in nonhomogeneous Besov spaces will be most useful.
Lemma 3 For any 1 < p < q ≤ ∞, ε > 0 and ψ ∈ C∞c , the map u 7→ ψu is compact
from Lp,∞(RN ) to B
N
q
−N
p
−ε
q,∞ (RN ).
Proof: It is well known that u 7→ ψu is a compact mapping from Bsp,r to B
s′
p,r whenever
s′ < s (see e.g [18] and the references therein). So it suffices to combine the previous
lemma with the fact that, owing to N/q −N/p < 0, we have B˙
N
q
−N
p
q,∞ →֒ B
N
q
−N
p
q,∞ .
2.3 Product and paraproduct in Besov spaces
In order to bound the nonlinear terms in system (1), it will be useful to know how the
product of two functions operates in Besov spaces. In fact, optimal results may be achieved
by taking advantage of (basic) paradifferential calculus, a tool which was introduced by J.-
M. Bony in [4]. More precisely, the product of two functions f and g may be decomposed
according to
fg = T˙fg + T˙gf + R˙(f, g) (9)
where the paraproduct operator T˙ is defined by the formula
T˙fg :=
∑
q
S˙q−1f ∆˙qg,
and the remainder operator, R˙, by
R˙(f, g) :=
∑
q
∆˙qf∆˜qg with ∆˜q := ∆˙q−1 + ∆˙q + ∆˙q+1.
8We shall make an extensive use of the following results of continuity for operators T˙ and
R˙ (see the proof in e.g. [18]):
Proposition 3 Let 1 ≤ p, p1, p2, r, r1, r2 ≤ ∞ so that
1
p =
1
p1
+ 1p2 and
1
r =
1
r1
+ 1r2 .
Operator T˙ is continuous :
• from L∞ × B˙tp,r to B˙
t
p,r for all t ∈ R,
• from B˙−sp1,r1 × B˙
t
p2,r2 to B˙
t−s
p,r for all t ∈ R and s > 0.
Operator R˙ is continuous:
• from B˙sp1,r1 × B˙
t
p2,r2 to B˙
s+t
p,r for all (s, t) ∈ R
2 such that s+ t > 0,
• from B˙sp1,r1 × B˙
−s
p2,r2 to B˙
0
p,∞ if s ∈ R and
1
r1
+ 1r2 ≥ 1.
Combining the above continuity results with Bony’s decomposition (9), we get:
Proposition 4 Let (p, r) ∈ [1,∞]2 and (s1, s2) ∈ R
2. The following inequalities hold
true:
• If s1 + s2 +N inf(0, 1 −
2
p) > 0, s1 <
N
p and s2 <
N
p then
‖uv‖
B˙
s1+s2−
N
p
p,r
≤ C‖u‖B˙s1p,r‖v‖B˙
s2
p,∞
. (10)
If s1 =
N
p then ‖u‖
B˙
N
p
p,r
(resp. ‖v‖B˙s2p,∞ ) has to be replaced with ‖u‖
B˙
N
p
p,r∩L∞
(resp.
‖v‖B˙s2p,r ). If s2 =
N
p then ‖v‖
B˙
N
p
p,∞
has to be replaced with ‖v‖
B˙
N
p
p,∞∩L∞
.
• If s1 + s2 = 0, s1 ∈ (−
N
p ,
N
p ] and p ≥ 2 then
‖uv‖
B˙
−Np
p,∞
≤ C‖u‖B˙s1p,1
‖v‖B˙s2p,∞ . (11)
• If p ≥ 2 then
‖uv‖
B˙
−Np
p,∞
≤ C‖u‖
B˙
−Np
p,1
‖v‖
B˙
N
p
p,∞∩L∞
. (12)
• If |s| < Np and p ≥ 2 or −
N
p′ < s <
N
p and p < 2 then
‖uv‖B˙sp,r
≤ C‖u‖B˙sp,r
‖v‖
B˙
N
p
p,∞∩L∞
. (13)
92.4 Estimates for the heat and Stokes equations
We shall often use the following smoothing property for the heat equation which has been
stated by J.-Y. Chemin in [6].
Proposition 5 Let s ∈ R, 1 ≤ p, r, ρ1 ≤ ∞. Let u0 ∈ B˙
s
p,r and f ∈ L˜
ρ1
T (B˙
s−2+ 2
ρ1
p,r ). Then
the heat equation
∂tu− ν∆u = f, u|t=0 = u0
admits a unique solution u in L˜∞T (B˙
s
p,r) ∩ L˜
ρ1
T (B˙
s+ 2
ρ1
p,r ) and there exists a constant C
depending only on the dimension N so that for all t ∈ [0, T ] and ρ ≥ ρ1 , we have:
ν
1
ρ ‖u‖
eLρt (B˙
s+2ρ
p,r )
≤ C
(
‖u0‖B˙sp,r
+ ν
1
ρ1
−1
‖f‖
eL
ρ1
t (B˙
s−2+ 2ρ1
p,r )
)
. (14)
In the above statement, spaces L˜ρT (B˙
s
p,r) are defined along the lines of definition 2 with
‖u‖eLρT (B˙sp,r)
:=
∥∥∥2qs‖∆˙qu‖LρT (Lp)∥∥∥ℓr(Z). (15)
Note that by virtue of Minkowski inequality, we have
‖u‖LρT (B˙sp,r)
≤ ‖u‖eLρT (B˙sp,r)
for ρ ≥ r, (16)
and the opposite inequality if ρ ≤ r.
We shall set L˜ρloc(R+; B˙
s
p,r) =
⋂
T>0 L˜
ρ
T (B˙
s
p,r).
Remark 2 The above results of continuity for the paraproduct, remainder and product
may be easily carried out to L˜ρT (B˙
s
p,r) spaces. The time exponents just behave according
to Ho¨lder inequality.
Remark 3 Since the Leray projector P over solenoidal vector fields maps B˙sp,r to B˙
s
p,r
for every s ∈ R and 1 ≤ p, r ≤ ∞, Proposition 5 may be extended to the nonstationary
Stokes system {
∂tu− ν∆u+∇Π = f, div u = 0,
u|t=0 = u0,
(17)
with divergence free initial data u0 ∈ B˙
s
p,r, and source term f in L˜
1
T (B˙
s
p,r). In particular,
denoting Q = Id− P, we have the following a priori estimates for all ρ ≥ 1 :
ν
1
ρ ‖u‖
eLρT (B˙
s+2ρ
p,r )
≤ C
(
‖u0‖B˙sp,r
+ ‖Pf‖eL1T (B˙sp,r)
)
and ‖∇Π‖eL1T (B˙sp,r)
≤ C‖Qf‖eL1T (B˙sp,r)
.
3 Existence of solutions with infinite energy
This section is devoted to the proof of Theorem 2. The principle of the proof is standard:
1. approximate the data (θ0, u0) by a sequence (θ
n
0 , u
n
0 )n∈N of smooth solutions;
2. solve (globally) the Boussinesq system with data (θn0 , u
n
0 );
3. resort to compactness arguments to prove the convergence of a subsequence;
4. pass to the limit in the system.
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3.1 Global existence: the smooth case
As a warm up, let us first consider the case p = N which is easier to deal with. For
notational simplicity, we agree that L
N
3
,∞ stands for L1 if N = 3.
Let (θ0, u0) be in
(
L
N
3
,∞ ∩LN,∞
)
×
(
LN,∞
)N
with divu0 = 0. According to (a slight
generalization of) Proposition 1, one can find a sequence (θn0 , u
n
0 )n∈N of C
∞
c functions
which tends to (θ0, u0) in the sense of the distributions and such that in addition
‖θn0 ‖L
N
3 ,∞
≤ C‖θ0‖
L
N
3 ,∞
, ‖θn0 ‖LN,∞ ≤ C‖θ0‖LN,∞ , ‖u
n
0‖LN,∞ ≤ C‖u0‖LN,∞ .
Note that projecting on the set of solenoidal vector fields is needed to ensure that divun0 =
0. This operation is harmless since P maps LN,∞ in LN,∞.
According to [11] Theorem 1.5, we deduce that there exists a positive constant c so
that if condition (3) is satisfied then system (1) admits a unique global solution (θn, un)
in C(R+; B˙
0
N,1) with in addition
‖un(t)‖LN,∞ ≤ C(ν
−1‖θ0‖
L
N
3 ,∞
+ ‖u0‖LN,∞) for all t ≥ 0.
As θ0 ∈ L
N
3
,∞ ∩LN,∞ and divun = 0 one can assert (see e.g Proposition 4.6 of [11]) that
‖θn(t)‖
L
N
3 ,∞
≤ C‖θ0‖
L
N
3 ,∞
and ‖θn(t)‖LN,∞ ≤ C‖θ0‖LN,∞ for all t ≥ 0.
Note that the above estimates are not sufficient to pass to the limit in the nonlinear terms
of system (1). So we shall take advantage of the smoothing properties given by the Stokes
operator in the equation for the velocity. Let q be in ]N,∞[. Putting together Remark 3
and the embedding LN,∞ →֒ B˙
N
q
−1
q,∞ , we discover that
ν‖un‖
eL1t (B˙
N
q +1
q,∞ )
≤ C
(
‖u0‖LN,∞ + ‖u
n ⊗ un‖
eL1t (B˙
N
q
q,∞)
+ ‖θn‖L1t (LN,∞)
)
. (18)
Using Bony’s decomposition (9) followed by Proposition 3, Remark 2 and Lemma 2, we
can write that
‖un ⊗ un‖
eL1t (B˙
N
q
q,∞)
≤ C‖un‖L∞t (B˙
−1
∞,∞)
‖un‖
eL1t (B˙
N
q +1
q,∞ )
,
≤ C‖un‖L∞t (LN,∞)‖u
n‖
eL1t (B˙
N
q +1
q,∞ )
.
Plugging this latter inequality in (18), and assuming that c is suitably small, we thus get
ν‖un‖
eL1t (B˙
N
q +1
q,∞ )
≤ C
(
‖u0‖LN,∞ + t‖θ0‖LN,∞
)
. (19)
Now, compactness arguments will enable us to pass to the limit. Indeed, we have proved
that sequence (θn, un)n∈N is bounded in
L∞(R+;L
N
3
,∞ ∩ LN,∞)×
(
L∞(R+;L
N,∞) ∩ L˜1loc(R+; B˙
N
q
+1
q,∞ )
)N
for all q > N.
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So it is easy to show that sequence (∂tθ
n)n∈N is bounded in the set of space derivatives
of functions of L∞(R+;L
N
2
,∞), which is embedded in L∞(R+;B
−3+N
q
q,∞ ). Now, according
to Lemma 3, for all ψ ∈ C∞c the map f 7→ ψf is compact from L
N,∞ to B
−3+N
q
q,∞ . So one
may conclude by combining Ascoli theorem, Cantor diagonal process and interpolation
that there exists some function θ ∈ L∞(R+;L
N
3 ∩ LN,∞) such that, up to extraction,
ψθn → ψθ in L∞loc(R+;B
−1+N
q
−ε
q,∞ ) for all ψ ∈ C
∞
c , ε ∈]0, 1[ and q > N.
Similar arguments show that (un ⊗ un)n∈N is bounded in the space L
∞(R+;L
N
2
,∞) and
that (θn)n∈N is bounded in L
∞(R+;L
N
3
,∞) so that, using embeddings, we conclude that
(∂tu
n)n∈N is bounded in L
∞(R+;B
−3+N
q
q,∞ ). Repeating the above compactness argument,
we get some distribution u ∈ L∞(R+;L
N,∞) ∩ L˜1loc(R+; B˙
N
q
+1
q,∞ ) so that, up to extraction,
ψun → ψu in L∞loc(R+;B
−1+N
q
−ε
q,∞ ) for all ψ ∈ C
∞
c , ε ∈]0, 1[ and q > N.
Interpolating with the uniform bounds in L˜1loc(R+; B˙
1+N
q
q,∞ ), we discover that convergence
for (ψun)n∈N also holds in every space L˜
r
loc(R+;B
N
q
+ 2
r
−1−ε
q,∞ ) with r > 1 and q > N, which
suffices to pass to the limit in all the nonlinear terms. So (θ, u) is a (weak) solution to
system (1).
3.2 Global existence: the general case
Let us now prove the existence part of Theorem 2 in the general case. Let u0 ∈ L
N,∞ and
θ0 ∈ L
N
3
,∞ ∩ Lp,∞ for some p satisfying the conditions of Theorem 2. Assume that the
smallness condition (3) is satisfied.
As before, we solve system (1) with smoothed out data and obtain a solution (θn, un)
in C(R+; B˙
0
N,1) satisfying
‖un(t)‖LN,∞ ≤ c(ν
−1‖θ0‖
L
N
3 ,∞
+ ‖u0‖LN,∞),
‖θn(t)‖
L
N
3 ,∞
≤ ‖θ0‖
L
N
3 ,∞
and ‖θn(t)‖Lp,∞ ≤ ‖θ0‖Lp,∞ .
Note that un satisfies
un(t) = etν∆un0︸ ︷︷ ︸
un1 (t)
−
∫ t
0
e(t−τ)ν∆P div (un ⊗ un) dτ︸ ︷︷ ︸
un2 (t)
+
∫ t
0
e(t−τ)ν∆P
(
θn eN
)
dτ︸ ︷︷ ︸
un3 (t)
.
By virtue of the embedding LN,∞ →֒ B˙
N
q1
−1
q1,∞ for q1 > N and of Proposition 5, we get
un1 ∈ L˜
1
loc(R+; B˙
N
q1
+1
q1,∞ ) uniformly with respect to n for q1 > N. (20)
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Next, we notice that (un ⊗ un)n∈N is bounded in L
∞(R+;L
N
2
,∞) so that, combining the
embedding L
N
2
,∞ →֒ B˙
N
q2
−2
q2,∞ for q2 > N/2 and Proposition 5,
un2 ∈L
∞
loc(R+; B˙
N
q2
−1
q2,∞ ) uniformly with respect to n for q2 > N/2. (21)
Finally, (θn)n∈N is bounded in L
∞(R+;L
p,∞) and Lp,∞ →֒ B˙
N
q3
−N
p
q3,∞ for q3 > p hence
un3 ∈L
∞
loc(R+; B˙
N
q3
−N
p
+2
q3,∞ ) uniformly with respect to n for q3 > p. (22)
Therefore, compactness arguments similar to those which have been used in the previous
section enable us to show that, up to extraction, (θn, un)n∈N tends in the sense of distri-
butions to some (θ, u) such that θ ∈ L∞(R+;L
N
3
,∞∩Lp,∞) and, for all q1 > N, q2 > N/2
and q3 > p,
u ∈ L∞(R+;L
N,∞) ∩
(
L˜1loc(R+; B˙
N
q1
+1
q1,∞ ) + L
∞
loc(R+; B˙
N
q2
−1
q2,∞ + B˙
N
q3
−N
p
+2
q3,∞ )
)
.
By interpolation with the uniform bounds stated above, we deduce that convergence holds
true for all ε ∈]0, 1[, q > p, q1 > N, q2 > N/2 and q3 > p,
• locally in L∞loc(R+;B
N
q
−N
p
−ε
q,∞ ) for the temperature,
• locally in L˜r
(
R+;B
N
q1
−1+ 2
r
−ε
q1,∞
)
+ L∞loc
(
R+;B
N
q2
−1−ε
q2,∞ +B
N
q3
−N
p
+2−ε
q3,∞
)
for the velocity.
Taking advantage of continuity properties for the paraproduct and the remainder, it is
then possible to pass to the limit in un1θ
n, un2θ
n and un3θ
n whenever there exist some
exponents q > p, q1 > N, q2 > N/2 and q3 > p satisfying
N
q −
N
p +
N
q1
+ 1 > N max
(
0, 1q +
1
q1
− 1
)
, (23)
N
q −
N
p +
N
q2
− 1 > N max
(
0, 1q +
1
q2
− 1
)
, (24)
N
q −
N
p +
N
q3
− Np + 2 > N max
(
0, 1q +
1
q3
− 1
)
. (25)
It is clear that the first condition is satisfied for q close enough to p. Next, second condition
is verified if q2 is close enough to N/2 provided p > N/(N − 1). Finally, one can find
some q3 so that the third condition be fulfilled if and only if p >
2N
N+2 .
Note that in dimension three, this implies that p > 3/2, and that in dimension four,
we must have p > 4/3. From dimension five on, one may find some q, q1, q2 and q3 such
that conditions (23), (24) and (25) are satisfied with p = N/3. That no further condition
is needed to pass to the limit in un⊗un is left to the reader. As a matter of fact, because
un ⊗ un = un ⊗ (un1 + u
n
2 + u
n
3 ),
it suffices to put together the fact that (un)n∈N is bounded in L
∞
loc(R+;L
N,∞) and the
properties which have been stated above for sequences (un1 )n∈N, (u
n
2 )n∈N and (u
n
3 )n∈N.
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Remark 4 In dimension three, one may prove global existence under the weaker condition
that p > 6/5. This may be achieved by combining the bounds satisfied by (un1 )n∈N, (u
n
2 )n∈N
and (un3 )n∈N with a bootstrap argument.
It is not clear however that one can take p ≤ 6/5. Indeed, having θn in L∞(R+;L
p,∞)
implies that un3 is no better than L
∞
loc(R+; B˙
3
q3
− 3
p
+2
q3,∞ ) for all q3 > p. Hence p > 6/5 is
needed to pass to the limit in div (θn un3 ).
4 Uniqueness
Let us first give the heuristics of the proof of Theorem 3.
Consider two solutions (θ1, u1,∇Π1) and (θ2, u2,∇Π2) of system (1) corresponding to
the same initial data. Assume that for some 1 ≤ p < 2N,
(θi, ui) ∈ L
∞
T (B˙
−1+N
p
p,∞ )×
(
L∞T (B˙
−1+N
p
p,∞ ) ∩ L˜
1
T (B˙
1+N
p
p,∞ )
)N
for i = 1, 2.
The system satisfied by the difference (δθ, δu,∇δΠ) between the two solutions reads{
∂tδθ + div (u1δθ) = − div (θ2 δu),
∂tδu+ div (u1 ⊗ δu)− ν∆δu+∇δΠ = − div (δu⊗ u2) + δθ eN .
Note that the right-hand side of the first equation (which is a transport equation asso-
ciated to the vector field u1 ) is (at least) one derivative less regular than θ2. Because
no smoothing property may be expected for such an equation, this obliges us to perform
estimates in L∞T (B˙
−2+N
p
p,∞ ) for δθ rather than in L∞T (B˙
−1+N
p
p,∞ ). Now, due to the coupling
between the equations for δu and δθ, this loss of one derivative also occurs in the esti-
mates for δu. This yields the constraint p < 2N when bounding the quadratic terms (see
Proposition 4).
The second difficulty that we have to face is much more serious: as the space L˜1T (B˙
1+N
p
p,∞ )
fails to be embedded in L1T (Lip), the vector field u1 is not in L
1
T (Lip). Therefore, the
initial regularity of δθ need not be preserved during the evolution. It turns out however
that B˙
1+N
p
p,∞ is embedded in the set Loglip of Log-Lipschitz functions so that one may
resort to arguments similar to those used by H. Bahouri and J.-Y. Chemin in [3] to prove
estimates with (small) loss of regularity. Of course, we will have to cope with the fact that,
due to the “tilde”, the space L˜1T (B˙
1+N
p
p,∞ ) is not quite embedded in L1T (Loglip). Overcoming
this ultimate difficulty is the purpose of the next subsection.
4.1 A priori estimates with loss of regularity
This section is devoted to proving a priori estimates with loss of regularity for transport-
diffusion equations of the type{
∂tρ+ div (ρu)− ν∆ρ = f
ρ|t=0 = ρ0
(26)
14
with u a given solenoidal vector field with coefficients in L˜1T (B˙
1+N
p
p,∞ ) or, more generally,
for the nonstationary Stokes system{
∂tv + div (u⊗ v)− ν∆v +∇Π = f,
div u = 0.
(27)
Let us first state a result for equation (26) which is a trifle easier to deal with.
Proposition 6 Let 1 < p <∞ and s ∈
]
−1−min
(
N
p ,
N
p′
)
, 1+ Np
[
. Let ρ be a solution to
the transport-diffusion equation (26) . There exists some N0 ∈ N depending only on the
choice of the Littlewood-Paley decomposition, a universal constant C0 and two constants
c and C depending only on s, p and N so that if
‖∇u‖
eL1T (B˙
N
p
p,∞)
≤ c (28)
then εq(t) := C
∑
q′≤q
2
q′(1+N
p
)
∫ t
0
‖∆ˇq′u‖Lp dτ with ∆ˇq′ =
∑
|α|≤N0
∆˙q′+α satisfies
εq(T )− εq′(T ) ≤
1
2
(
1 + s+min
(
N
p ,
N
p′
))
(q − q′) for all q ≥ q′
and the following a priori estimate is satisfied for all t ∈ [0, T ]:
sup
q∈Z
τ∈[0,t]
2qs−εq(τ)‖∆˙qρ(τ)‖Lp + ν sup
q∈Z
∫ t
0
2q(s+2)−εq(τ)‖∆˙qρ(τ)‖Lp dτ
≤ C0
(
‖ρ0‖B˙sp,∞
+ sup
q∈Z
∫ t
0
2qs−εq(τ)‖∆˙qf(τ)‖Lp dτ
)
.
Proof: The proof is similar to that of Proposition 4.9 in [11] (see also Theorem 3.12 in
[9]). First, we localize equation (26) in the Fourier space by mean of the operator
∆˙q. We get
∂t∆˙qρ+ S˙q−1u · ∇∆˙qρ− ν∆∆˙qρ = ∆˙qf + Fq
with Fq = F
1
q + F
2
q + F
3
q + F
4
q and
2
F 1q :=
∑
|q′−q|≤4
[S˙q′−1u, ∆˙q] · ∇∆˙q′ρ, F
2
q :=
∑
|q′−q|≤1
(
S˙q−1 − S˙q′−1
)
u · ∇∆˙q∆˙q′ρ,
F 3q := −∆˙q
( ∑
|q′−q|≤4
S˙q′−1∂iρ ∆˙q′u
i
)
, F 4q := −
∑
q′≥q−3
∂i∆˙q
(
∆˙q′ρ
(∑
|α|≤1
∆˙q′+α
)
ui
)
.
Multiply both sides by |∆˙qρ|
p−1 sgn (∆˙qρ), integrate over R
N and apply Ho¨lder
inequality. Owing to div S˙q−1u = 0, we get:
1
p
d
dt
‖∆˙qρ‖
p
Lp − ν
∫
RN
∆∆˙qρ |∆˙qρ|
p−1 sgn (∆˙qρ) dx ≤
(
‖∆˙qf‖Lp + ‖Fq‖Lp
)
‖∆˙qρ‖
p−1
Lp .
2with the summation convention over repeated indices i
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Now, according to Lemma A.5 in [7], there exists some constant κ depending only
on N and on Suppϕ such that
−
∫
RN
∆∆˙qρ |∆˙qρ|
p−1 sgn (∆˙qρ) dx ≥ κ2
2q‖∆˙qρ‖
p
Lp .
Therefore, we end up with
1
p
d
dt
‖∆˙qρ‖
p
Lp + κν2
2q‖∆˙qρ‖
p
Lp ≤
(
‖∆˙qf‖Lp +
4∑
i=1
‖F iq‖Lp
)
‖∆˙qρ‖
p−1
Lp . (29)
In the following calculations, assume that 2 ≤ p < ∞. Using a standard commuta-
tion estimate for bounding F 1q (see e. g. [5]) and the definition of operators ∆˙q and
S˙q yields
‖F 1q ‖Lp .
∑
|q′−q|≤4
‖∇S˙q′−1u‖L∞‖∆˙q′ρ‖Lp , ‖F
2
q ‖Lp ≤
∑
|q′−q|≤1
2q‖∆ˇqu‖L∞‖∆˙qρ‖Lp ,
‖F 3q ‖Lp .
∑
q′≤q+2
2q
′
‖∆˙q′ρ‖L∞‖∆ˇqu‖Lp , ‖F
4
q ‖Lp.
∑
q′≥q−3
2q(1+
N
p
)‖∆˙q′ρ‖Lp‖∆ˇq′u‖Lp ,
with ∆ˇq :=
∑
|α|≤N0
∆˙q′ for some large enough positive integer N0.
Note that
‖∇S˙q′−1u‖L∞ ≤ C
∑
q′′<q′−N0
2
q′′(1+N
p
)
‖∆ˇq′′u‖Lp ,
‖∆ˇqu‖L∞ ≤ C2
qN
p ‖∆ˇqu‖Lp , ‖∆˙q′ρ‖L∞ ≤ C2
q′N
p ‖∆˙q′ρ‖Lp ,
so that plugging the above inequalities in (29), we get
1
p
d
dt
‖∆˙qρ‖
p
Lp + κν2
2q‖∆˙qρ‖
p
Lp ≤
(
‖∆˙qf‖Lp
+C
∑
q′≥q−4
2(q−q
′)(1+N
p
)ε′q′‖∆q′ρ‖Lp + C
∑
q′≤q
2(q
′−q)(1+N
p
)ε′q‖∆q′ρ‖Lp
)
‖∆˙qρ‖
p−1
Lp
with εr(t) :=
∫ t
0
∑
r′≤r
2r
′(1+N
p
)‖∆ˇr′u‖Lp dτ.
Let λ > 0 be a large enough positive parameter (to be fixed hereafter). We set
ρλq (t) := 2
qse−λεq(t)‖∆˙qρ(t)‖Lp and f
λ
q (t) := 2
qse−λεq(t)‖∆˙qf(t)‖Lp .
Obviously, the above inequality rewrites
1
p
d
dt
(ρλq )
p + λε′q(ρ
λ
q )
p + κν22q(ρλq )
p ≤ (ρλq )
p−1
×
(
fλq + C2
qse−λεq
( ∑
q′≥q−4
2(q−q
′)(1+N
p
)ε′q′‖∆q′ρ‖Lp +
∑
q′≤q
2(q
′−q)(1+N
p
)ε′q‖∆q′ρ‖Lp
))
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so that, performing a time integration, we eventually get:
ρλq (t) + κν2
2q
∫ t
0
ρλq (τ) dτ + λ
∫ t
0
ε′q(τ)ρ
λ
q (τ) dτ ≤ ρ
λ
q (0) +
∫ t
0
fλq (τ) dτ
+C
∑
q′≥q−4
2(q−q
′)(1+N
p
+s)
∫ t
0
ε′q′(τ)e
λ(εq′ (τ)−εq(τ))ρλq′(τ) dτ
+C
∑
q′≤q
2
(q′−q)(1+N
p
−s)
∫ t
0
ε′q(τ)e
λ(εq′ (τ)−εq(τ))ρλq′(τ) dτ.
Using the decomposition ε′q(τ) = ε
′
q′(τ) + (ε
′
q − ε
′
q′)(τ) in the last term and the
fact that sequence (εn)n∈Z is nonnegative and nondecreasing, we gather that for all
q ∈ Z,
ρλq (t) + κν2
2q
∫ t
0
ρλq (τ) dτ + λ
∫ t
0
ε′q(τ)ρ
λ
q (τ) dτ ≤ ρ
λ
q (0) +
∫ t
0
fλq (τ) dτ
+C
∑
q′≥q
2(q−q
′)(1+N
p
+s)eλ(εq′ (t)−εq(t))
∫ t
0
ε′q′(τ)ρ
λ
q′(τ) dτ
+C
∑
q′≤q
2
(q′−q)(1+N
p
−s)
∫ t
0
ε′q′(τ)ρ
λ
q′(τ) dτ +
C
λ
∑
q′≤q
2
(q′−q)(1+N
p
−s)
sup
τ∈[0,t]
ρλq′(τ).
Suppose now that the following condition is satisfied:
sup
q∈Z
2
q
(
1+N
p
)
‖∆ˇqu‖L1t (Lp) ≤ ε log 2 for some ε such that λε ≤
1
2
(N
p
+1+s
)
. (30)
This ensures that for all q′ ≥ q, we have
2(q−q
′)(1+N
p
+s)eλ(εq′ (t)−εq(t)) ≤ 2
q−q′
2
(1+N
p
+s).
Taking the supremum with respect to q in the equation preceding (30), we thus get
sup
q∈Z
τ∈[0,t]
(
ρλq (τ) + κν2
2q
∫ τ
0
ρλq (τ
′) dτ ′ + λ
∫ τ
0
ε′q(τ
′)ρλq (τ
′) dτ ′
)
≤ sup
q∈Z
ρλq (0)
+ sup
q∈Z
∫ t
0
fλq (τ) dτ + C sup
q∈Z
∫ t
0
ε′q(τ)ρ
λ
q (τ) dτ +
C
λ
sup
q∈Z
τ∈[0,t]
ρλq (τ).
Therefore,
sup
q∈Z
τ∈[0,t]
ρλq (τ) + ν sup
q∈Z
22q
∫ t
0
ρλq (τ) dτ + λ sup
q∈Z
∫ t
0
ε′q(τ)ρ
λ
q (τ) dτ ≤ 3‖ρ0‖B˙sp,∞
+3 sup
q∈Z
∫ t
0
fλq (τ) dτ + 3C sup
q∈Z
∫ t
0
ε′q′(τ)ρ
λ
q′(τ) dτ +
3C
λ
sup
q∈Z
τ∈[0,t]
ρλq (τ).
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In order to conclude, it is only a matter of choosing λ = 6C. We get
sup
q∈Z
τ∈[0,t]
ρλq (τ) + ν sup
q∈Z
22q
∫ t
0
ρλq (τ) dτ ≤ C0
(
‖ρ0‖B˙sp,∞
+ sup
q∈Z
∫ t
0
fλq (τ) dτ
)
.
This is exactly what we wanted.
In the case p < 2, the above bound for F 4q turns out to be wrong. It may be replaced
however by the following inequality
‖F 4q ‖Lp≤ C
∑
q′≥q−3
2
q(1+N
p′
)
‖∆q′ρ‖Lp′‖∆ˇq′u‖Lp .
Hence, knowing that ‖∆˙q′ρ‖Lp′ ≤ C2
q′(N
p
−N
p′
)
‖∆˙q′ρ‖Lp , the term 2
(q−q′)(1+N
p
) has
to replaced by 2
(q−q′)(1+N
p′
)
in all the summations over indices (q, q′) such that
q′ ≥ q − 4. Again, this leads to the desired inequality.
Let us now extend the previous estimate to the nonstationary Stokes system (27).
Proposition 7 Let u be as in Proposition 6 and v satisfy the nonstationary Stokes sys-
tem (27). Then
sup
q∈Z
τ∈[0,t]
2qs−εq(τ)‖∆˙qv(τ)‖Lp + ν sup
q∈Z
∫ t
0
2q(s+2)−εq(τ)‖∆˙qv(τ)‖Lp dτ
≤ C0
(
‖v0‖B˙sp,∞
+ sup
q∈Z
∫ t
0
2qs−εq(τ)‖∆˙qPf(τ)‖Lp dτ
)
where P stands for the Leray projector over solenoidal vector fields.
Proof: Applying operator P to the identity
∂t∆˙qv + S˙q−1u · ∇∆˙qv − ν∆∆˙qv = ∆˙qf + Fq,
and using that P∆˙qv = ∆˙qv, we get
∂t∆˙qv + S˙q−1u · ∇∆˙qv − ν∆∆˙qv = P∆˙qf + PFq + [S˙q−1u,P] · ∇∆˙qv.
On the one hand, because FFq is supported in some annulus 2
qC(0, r1, r2), there
exists a constant C > 0 such that
‖PFq‖Lp ≤ C‖Fq‖Lp .
On the other hand, standard commutator estimates (see e.g. [5]) ensure that the
new term [S˙q−1u,P] · ∇∆˙qv satisfies the same inequalities as F
1
q . Arguing as for
system (26), it is then easy to complete the proof.
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4.2 Proof of Theorem 3
Remind that the system satisfied by the difference between the two solutions reads{
∂tδθ + div (u1δθ) = − div (θ2 δu),
∂tδu+ div (u1 ⊗ δu)− ν∆δu+∇δΠ = − div (δu⊗ u2) + δθ eN .
We aim at proving that (δθ, δu) ≡ 0. To achieve it, we shall apply proposition 6 or 7 to
the two equations of the above system with s = −2 + Np − η (for some positive η such
that η < −1 +N min
(
2
p , 1
)
, which is consistent with the assumption p < 2N ).
So we first have to justify that δθ and δu belong to L∞T (B˙
−3+N
p
+ε
p,∞ ) for all ε ∈]0, 1[.
Combining interpolation with the assumptions on the solutions (u1, θ1) and (u2, θ2), we
see that ui belongs to every space L˜
r
T (B˙
N
p
−1+ 2
r
p,∞ ) with 1 ≤ r ≤ ∞. Because
∂tδθ = − div
(
θ2u2 − θ1u1), δθ(0) = 0,
Proposition 4 and Ho¨lder inequality enable us to get δθ ∈ C([0, T ]; B˙
−3+N
p
+ε
p,∞ ) for all
ε ∈]0, 1[. Plugging this new information in the equation for δu and using again Proposition
4, it is then easy to justify that δu is also in L∞T (B˙
−3+N
p
+ε
p,∞ ).
One can now tackle the proof of uniqueness. Assume that the constant c has been
chosen so small as condition (28) to be satisfied by the vector field u1. Denoting
εq(t) = C
∑
q′≤q
2q
′(1+N
p
)‖∆ˇq′u1‖L1t (Lp),
δΘ(t) := sup
τ∈[0,t]
q∈Z
2
−q(−2+N
p
−η)−εq(τ)‖∆˙qδθ(τ)‖Lp ,
δU(t) := sup
τ∈[0,t]
q∈Z
2−q(−2+
N
p
−η)−εq(τ)‖∆˙qδu(τ)‖Lp + ν sup
q∈Z
∫ t
0
2q(
N
p
−η)−εq(τ)‖∆˙qδu‖Lp dτ,
we thus get according to Propositions 6 and 7,
δΘ(t) ≤ C sup
q
∫ t
0
2q(−2+
N
p
−η)−εq(τ)‖∆˙q div (θ2 δu)‖Lp dτ,
δU(t) ≤ C sup
q
∫ t
0
2
q(N
p
−2−η)−εq(τ)
(
‖∆˙qdiv (δu⊗ u2)‖Lp+‖∆˙qδθ‖Lp
)
dτ.
Let us admit that the nonlinear terms may be bounded as follows (see the proof in the
appendix):
sup
q
∫ t
0
2
q(−2+N
p
−η)−εq(τ)‖∆˙q div(θ2 δu)‖Lp dτ
≤ C‖θ2‖
L∞t (B˙
−1+Np
p,∞ )
sup
q
∫ t
0
2q(
N
p
−η)−εq(τ)‖∆˙qδu‖Lp dτ,
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sup
q
∫ t
0
2
q(−2+N
p
−η)−εq(τ)‖∆˙q div(δu⊗u2)‖Lp dτ
≤ C‖u2‖
L∞t (B˙
N
p −1
p,∞ )
sup
q
∫ t
0
2
q(N
p
−η)−εq(τ)‖∆˙qδu‖Lp dτ.
We eventually get
δΘ(t) ≤ Cν−1‖θ2‖
L∞t (B˙
−1+Np
p,∞ )
δU(t),
δU(t) ≤ C
(
ν−1‖u2‖
L∞t (B˙
N
p −1
p,∞ )
δU(t) +
∫ t
0
δΘ(τ) dτ
)
,
whence, if c has been chosen small enough in (4),
δU(t) ≤ Cν−1
∫ t
0
‖θ2‖
L∞τ (B˙
N
p −1
p,∞ )
δU(τ) dτ.
Gronwall Lemma thus ensures that δU ≡ 0 on [0, T ]. Of course, this also entails that
δθ ≡ 0 on [0, T ].
4.3 The limit case p = 2N
Carrying out the method which has been used in the previous section to the limit case
p = 2N seems hopeless. Indeed, we would have to deal with the product θ2δu while
θ2 ∈ L
∞
T (B˙
− 1
2
−ε
2N,∞ ) and δu ∈ L˜
1
T (B˙
1
2
−ε
2N,∞) for some ε > 0, which does not make sense since
the sum of indices of regularity is negative.
In order to meet the index p = 2N, one may resort to Besov spaces with third index 1
so as to have a velocity field in L1T (Lip). Thus no losing a priori estimate is needed. On
the other hand, due to the weak regularity assumptions, we shall be in the limit case for
product laws in Proposition 4 so that a logarithmic interpolation argument (similar to
that which has been used in [8] and [10]) will be required. Let us state the result.
Theorem 5 Let (θ1, u1,∇Π1) and (θ2, u2,∇Π2) satisfy (1) with the same data. Assume
that
θi ∈ L
∞
T (B˙
− 1
2
2N,∞) and ui ∈ L
∞
T (B˙
− 1
2
2N,1) ∩ L
1
T (B˙
3
2
2N,1) for i = 1, 2.
Then (θ1, u1,∇Π1) ≡ (θ2, u2,∇Π2) on [0, T ].
Proof: We omit the proof of the fact that (δθ, δu,∇δΠ) belongs to the space
GT := L
∞
T (B˙
− 3
2
2N,∞
)
×
(
C
(
[0, T ]; B˙
− 3
2
2N,∞
)
∩ L˜1T
(
B˙
1
2
2N,∞
))N
×
(
L˜1T
(
B˙
− 3
2
2N,∞
))N
.
In the following computations, the space GT will be endowed with the norm
‖(θ, u,∇Π)‖GT
de´f
= ‖θ‖
L∞T (B˙
− 32
2N,∞)
+ ‖u‖
L∞T (B˙
− 32
2N,∞)
+ ‖u‖
eL1T (B˙
1
2
2N,∞)
+ ‖∇Π‖
eL1T (B˙
− 32
2N,∞)
.
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A priori estimates for the transport equation (see e.g. the limit case in Proposition
4.7 of [11]) and inequality (11) guarantee that for all t ≤ T
‖δθ‖
L∞t (B˙
− 32
2N,∞)
≤ C exp
(
C‖∇u1‖
L1t (B˙
1
2
2N,1)
) ∫ t
0
‖δu‖
B˙
1
2
2N,1
‖θ2‖
B˙
− 12
2N,∞
dτ. (31)
Next, we have according to Proposition 3.2 of [2] and Inequality (16),
‖δu‖
L∞t (B˙
− 32
2N,∞)
+ ν‖δu‖
eL1t (B˙
1
2
2N,∞)
+ ‖∇δΠ‖
eL1t (B˙
− 32
2N,∞)
≤ Ce
C‖u1‖
L1t (B˙
3
2
2N,1
)
∫ t
0
‖δθeN − div (δu⊗ u2)‖
B˙
− 32
2N,∞
dτ.
Because div δu = 0, we have for 1 ≤ i ≤ N,(
div (δu ⊗ u2)
)i
= ∂j
(
T˙δuju
i
2 + R˙(δu
j , ui2)
)
+ T˙∂jui2
δuj .
So using Proposition 3, we find that
‖div (δu⊗ u2)‖
B˙
− 32
2N,∞
≤ C‖δu‖
B˙
− 32
2N,∞
‖u2‖
B˙
3
2
2N,1
.
Now, taking advantage of Proposition 1.8 in [8], one may write
‖δu‖
L1t (B˙
1
2
2N,1)
≤ C‖δu‖
eL1t (B˙
1
2
2N,∞)
log
(
e+
‖δu‖
L1t (B˙
− 12
2N,1)
+ ‖δu‖
L1t (B˙
3
2
2N,1)
‖δu‖
eL1t (B˙
1
2
2N,∞)
)
.
Let us introduce the notation
V (t) = t
(
‖u1‖
L∞t (B˙
− 12
2N,1)
+ ‖u2‖
L∞t (B˙
− 12
2N,1)
)
+ ‖u1‖
L1t (B˙
3
2
2N,1)
+ ‖u2‖
L1t (B˙
3
2
2N,1)
,
W (t) = ‖δu‖
L∞t (B
− 32
2N,∞)
+ ‖δu‖
eL1t (B˙
1
2
2N,∞)
+ ‖∇δΠ‖
eL1t (B˙
− 32
2N,∞)
.
Because
‖δu‖
L1t (B˙
− 12
2N,1)
+ ‖δu‖
L1t (B˙
3
2
2N,1)
≤ V (t),
and the map x 7−→ x ln(e + yx) (for fixed y ≥ 0) is nondecreasing over R+, we end
up with
W (t) ≤ Ce
C‖u1‖
L1t (B˙
3
2
2N,1
)
∫ t
0
(
‖u2(s)‖
B˙
3
2
2N,1
+ ‖θ2(s)‖
B˙
− 12
2N,∞
)
W (s) log
(
e+
V (s)
W (s)
)
ds.
Applying Osgood lemma (see e.g. [5]) thus yields W ≡ 0 on [0, T ] whence also
δθ = 0 according to inequality (31). This completes the proof.
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5 Appendix
This appendix is devoted to proving the estimates for the convection terms that we used
in section 4.2.
Lemma 4 Let (αq)q∈Z be a sequence of nonnegative functions over [0, T ]. Let s1, s2, p
satisfy
1 ≤ p ≤ ∞,
N
p
+ 1 > s1,
N
p
> s2 and s1 + s2 > N max
(
0,
2
p
− 1
)
.
Assume that for all q′ ≥ q and t ∈ [0, T ], we have
0 ≤ αq′(t)− αq(t) ≤
1
2
(
s1 + s2 +N min
(
0, 1 −
2
p
))
(q′ − q). (32)
Then for all r ∈ [1,∞], there exists a constant C depending only on s1, s2, N and p
such that for all function b and solenoidal vector field a over RN , the following estimate
holds true for all t ∈ [0, T ]:
sup
q∈Z
∫ t
0
2
q(s1+s2−1−
N
p
)−αq(τ)‖∆˙qdiv(ab)‖Lp dτ ≤ C‖b‖eLrt (B˙
s1
p,∞)
sup
q∈Z
∥∥∥2qs2−αq‖∆˙qa‖Lp∥∥∥
Lr
′
t
.
Proof: The proof relies on Bony’s decomposition. Knowing that div b = 0, we have
(with the usual summation convention over repeated indices):
∆˙q div (ab) = ∆˙q
(
T˙∂jba
j
)
+ ∆˙q
(
T˙aj∂jb
)
+ ∆˙q∂jR˙(a
j , b). (33)
By virtue of (7), one may write
∆˙q
(
T˙∂jba
j
)
=
∑
|q′−q|≤4
∆˙q
(
S˙q′−1∂jb ∆˙q′a
j
)
.
For the sake of simplicity, let us proceed as if ∆˙q
(
T∂jba
j
)
= S˙q−1∂jb ∆˙qa
j (having
(32) justifies this approximation). Using the definition of S˙q−1, we get
2q
(
s1−1−
N
p
)
‖Sq−1∂jb ∆˙qa
j‖Lp ≤ ‖∆˙qa‖Lp
∑
q′≤q−2
2q
′(s1−1−
N
p
)‖∆˙q′∇b‖L∞2
(q−q′)(s1−1−
N
p
).
In consequence, we have for all 0 ≤ t ≤ T,∫ t
0
2
q(s1+s2−1−
N
p
)−αq(τ)‖S˙q−1∂jb ∆˙qa
j‖Lp dτ
≤
∥∥∥2qs2−αq‖∆˙qa‖Lp∥∥∥
Lr
′
t
∑
q′≤q−2
2q
′(s1−1−
N
p
)‖∆˙q′∇b‖Lrt (L∞)2
(q−q′)(s1−1−
N
p
).
Since s1 − 1−
N
p < 0, we thus get
sup
q∈Z
∫ t
0
2
q(s1+s2−1−
N
p
)−αq(τ)‖∆˙qT˙∂jba
j‖Lp dτ
≤ C‖∇b‖
eLrt (B˙
s1−1−
N
p
∞,∞ )
sup
q∈Z
∥∥∥2qs2−αq‖∆˙qa‖Lp∥∥∥
Lr
′
t
. (34)
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Likewise, in order to bound the second term of (33), one may proceed as if
∆˙q
(
T˙aj∂jb
)
= S˙q−1a
j ∆˙q∂jb.
Now, for all 0 ≤ τ ≤ T, we have
2q(s1+s2−1−
N
p
)−αq(τ)‖S˙q−1a
j∆˙q∂jb‖Lp
≤ 2q(s1−1)‖∆˙q∇b‖Lp
∑
q′≤q−2
2
−q′(N
p
−s2)−αq(τ)‖∆˙q′a‖L∞2
(q′−q)(N
p
−s2).
Knowing that αq ≥ αq′ for q ≥ q
′, we deduce that∫ t
0
2q(s1+s2−1−
N
p
)−αq(τ)‖S˙q−1a
j∆˙q∂jb‖Lp dτ
≤ 2q(s1−1)‖∆˙q∇b‖Lrt (Lp)
∑
q′≤q−2
∥∥∥2−q′(Np −s2)−αq′ ‖∆˙q′a‖L∞∥∥∥
Lr
′
t
2
(q′−q)(N
p
−s2).
Combining Bernstein inequality and the fact that s2 <
N
p , we thus conclude that
sup
q∈Z
∫ t
0
2q(s1+s2−1−
N
p
)−αq(τ)‖Sq−1a
j∆˙q∂jb‖Lp dτ
≤ C‖∇b‖eLrt (B
s1−1
p,∞ )
sup
q∈Z
∥∥∥2qs2−αq‖∆˙qa‖Lp∥∥∥
Lr
′
t
. (35)
In order to treat the remainder term, we shall consider the cases p ≥ 2 and p < 2.
Let us start with the case p ≥ 2 which is slightly easier. We have
∆˙q∂jR˙(a
j, b) =
∑
q′≥q−3
∂j∆˙q
(
∆˙q′a
j∆˜q′b) with ∆˜q′ = ∆˙q′−1 + ∆˙q′ + ∆˙q′+1.
Because F
(
∂j∆˙q
(
∆q′a
j∆˜q′b)
)
is supported in a ball of size 2q, Bernstein inequality
ensures that
2q(s1+s2−1−
N
p
)−αq(τ)‖∆˙q∂jR˙(a
j , b)‖Lp ≤ C
∑
q′≥q−3
2q(s1+s2)−αq(τ)‖∆˙q′a‖Lp‖∆˜q′b‖Lp ,
whence∫ t
0
2
q(s1+s2−1−
N
p
)−αq(τ)‖∆˙q∂jR˙(a
j , b)‖Lp dτ
≤ C
∑
q′≥q−3
∫ t
0
2q
′s2−αq′ (τ)‖∆q′a‖Lp
(
2q
′s1‖∆˜q′b‖Lp
)
2(αq′−αq)(τ)2(q−q
′)(s1+s2).
Thanks to assumption (32), we have
(αq′ − αq)(τ) + (q − q
′)(s1 + s2) ≤ (q − q
′)
(s1 + s2
2
)
for all q′ ≥ q.
As s1 + s2 > 0, we end up for all q ∈ Z with∫ t
0
2
q(s1+s2−1−
N
p
)−αq(τ)‖∆˙q∂jR˙(a
j , b)‖Lp dτ . ‖b‖eLrt (B˙
s1
p,∞)
sup
q∈Z
∥∥∥2qs2−αq‖∆˙qa‖Lp∥∥∥
Lr
′
t
,
which, together with (33), (34) and (35), completes the proof in the case p ≥ 2.
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If p < 2, one may write (use Bernstein inequality)
2
q(s1+s2−1−
N
p
)−αq(τ)‖∆˙q∂jR˙(a
j , b)‖Lp ≤ C
∑
q′≥q−3
2
q(s1+s2+
N
p′
−N
p
)−αq(τ)‖∆˙q′a‖Lp′‖∆˜q′b‖Lp
and use that ‖∆˙q′a‖Lp′ ≤ C2
q′
(
N
p
−N
p′
)
‖∆˙q′a‖Lp . Therefore, one may go along the
lines of the case p ≥ 2. It is only a matter of changing the term 2(q−q
′)(s1+s2) into
2
(q−q′)(s1+s2+
N
p′
−N
p
)
.
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