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Yhteiskunnan tilan tarkastelun kannalta on tärkeää tutkia ihmisten uskomuksia
ja asenteita heitä ympäröivää maailmaa kohtaan. Pelkästään helposti mitatta-
vien tietojen, kuten BKT:n tai työllisyysprosentin avulla ei saada hyvää koko-
naiskuvaa yhteiskunnan tilasta. On tärkeää saada tietoa ihmisten kokemuksista,
jotta voidaan tutkia, miten onnistunut jokin yhteiskunta on (Ervasti ym. 2014
s.3). Tätä on mahdollista selvittää, kun sen kansalaisten toiveista, asenteista ja
käyttäytymisestä on tietoa. Näitä asioita on vaikea mitata tarkasti ja helposti,
koska subjektiivisiin kysymyksiin liittyy suurempi epävarmuus (Laaksonen 2013
s.24), joten niitä varten on kehitetty erilaisia metodeja. Yleisin ja tärkein tapa
kerätä tätä tietoa on tehdä ns. survey -tutkimuksia.
Sana survey ei ole aina täysin yksinkertainen ja helppo määritellä, mutta
usein sanalla survey tarkoitetaan tapaa kerätä informaatiota otoksesta yksiköi-
tä. Toisaalta survey voidaan nähdä tutkimus strategiana, jossa kvantitatiivista
informaatiota on systemaattisesti kerätty melko suuresta otoksesta, joka on otet-
tu jostakin populaatiosta (de Leeuw ym. 2008 s.2). Näillä survey-tutkimuksilla
pyritään siis saamaan vastauksia moniin muuten vaikeasti mitattaviin kysymyk-
siin.
Survey-tutkimusten perusteella pyritään hyvin suunnitellulla satunnaisotan-
nalla tekemään päätelmiä koko tavoiteperusjoukosta. Tämän tutkielman puit-
teissa survey-tutkimus liittyy nimenomaan ihmisiin, eikä esimerkiksi yrityksiin.
Pyritään tutkimaan estimaatteja tavoiteperusjoukkotasolla, joistakin muuttu-
jista esimerkiksi tyytyväisyydestä hallintoon tai kuuluvuudesta omaan yhteis-
kuntaan. Kuitenkaan survey-tutkimusten tuloksien saattaminen siihen muotoon,
että niitä voidaan yleistää johonkin tavoiteperusjoukkoon, ei ole täysin yksin-
kertaista.
Tulosten yleistämiseen tuo vaikeutta mm. puuttuneisuus ja hyvän otanta-
asetelman ja onnistuneen kenttätyön tuomat haasteet. Yleistämiseen on ole-
massa monia eri ratkaisuja, kuten imputointi tai painotus. Molemmista tavoista
on omat laajat tutkimusalueet, jotka kehittyvät koko ajan. Tässä tutkielmassa
keskitytään painotukseen, jolla voidaan parantaa haluttujen kiinnostuksen koh-
teena olevien muuttujien arviointia koko tavoiteperusjoukon tasolla.
Kuitenkin, jotta painotuksesta olisi mitään hyötyä, tulee otannan suun-
nittelu ja kenttätyö tehdä huolellisesti. Ennen otannan keruutta tulee otanta-
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asetelma määritellä tarkasti ja tarkoituksenmukaisesti niin, että sen avulla saa-
daan mahdollisimman hyvä ja edustava otos tutkimuksen tavoiteperusjoukosta.
Esimerkiksi on hyvä miettiä miten tavoiteperusjoukko tulisi jakaa eri osittei-
siin, pitäisikö joistakin ositteista valita varmuudella jonkin kokoinen otos, kuin-
ka suuri otoksen tulee ylipäätään olla ja miten otanta tulisi suunnitella, jot-
ta sen keruu olisi mahdollisimman helppoa, kustannustehokasta ja luotettavaa.
Myöskin otannan keruuseen tulisi kiinnittää huomiota. Tulee miettiä, onko esi-
merkiksi haastattelututkimus, web-tutkimus vai perinteinen kirjeellä lähetettävä
lomakekysely paras mahdollinen tapa kerätä tietoa. Myöskin otannan keruuta
tehtäessä ja sitä suunnitellessa tulee varmistaa, että todennäköisyysotannan pe-
riaatteet täyttyvät, eikä erehdytä tekemään esimerkiksi vapaaehtoisuuteen pe-
rustuvaa surveyta ja sitten yleistetä niitä tuloksia johonkin kuviteltuun tavoite-
perusjoukkoon, jota kuitenkaan otettu otos ei todellisuudessa edusta. Näin voi
helposti tapahtua esimerkiksi joissakin web-pohjaisissa kyselyissä. (Laaksonen
2013)
Jos edellä mainitut asiat on hoidettu mahdollisimman hyvin, voidaan aloit-
taa aineiston keruun jälkeen painotus. Painotus aloitetaan luomalla usein niin
sanotut peruspainot. Ne toimivat usein hyvänä lähtökohtana painotukselle. Tätä
peruspainoa pyritään kuitenkin parantamaan mahdollisuuksien mukaan. Useissa
maissa on käytössä erilaisia rekistereitä, joista löytyy tietoja väestön rakentees-
ta esimerkiksi tietoa väestön ikärakenteesta, maassa asuvien henkiöiden tulotie-
doista ja niin edelleen. Tällaisia aputietoja käyttämällä painoja voidaan paran-
taa niin, että niiden avulla voidaan paremmin estimoida muuttujia koskien koko
tavoiteperusjoukkoa. Aputietojen tulee kuitenkin olla erittäin luotettavasta läh-
teestä tai muuten ne saattavat vain lisätä harhaa laskettaviin estimaatteihin.
Painotuksen tarkoituksena on siis saattaa aineiston kautta saatavat tulok-
set vastaamaan koko tavoiteperusjoukon tuloksia. Ideana on painottaa vastaajia
sen mukaan, kuinka montaa henkilöä kukin otokseen valittu henkilö edustaisi
koko tavoiteperusjoukossa. Näin eri vastaajia voidaan painottaa niin, että kun
lopullisia estimaatteja lasketaan, niin harha pienenee, koska vastaajat edustuvat
tavoiteperusjoukkoa paremmin, kuin tilanteissa, joissa painotusta ei olla käytet-
ty ollenkaan. Jos siis tehdään otanta, jonka perusteella on tarkoitus tehdä esti-
mointia ja sitä kautta päätelmiä jostakin isosta joukosta, jonka kaikkia jäseniä
ei voida millään tutkia, on painotus tärkeää parempien ja oikeampien tuloksien
saamiseksi. Painotuksella voidaan kompensoida, niin otannasta, kuin puuttu-
neisuudesta johtuvia virheitä. (Laaksonen 2013)
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Painotusmenetelmät voisi jakaa karkeasti kahteen osaan; peruspainotukseen
ja uudelleenpainotukseen. Peruspainoissa luodaan painot otanta-asetelman kaut-
ta, joko brutto- tai netto-otokselle. Näissä menetelmissä yritetään vain saada ha-
vainnoille painot niin, että ne kokonaisuudessaan vastaisivat tavoiteperusjoukon
kokoa. Tämä on aina hyvä lähtökohta ja nämä painot tulee aina ensin laskea.
Kun peruspainot on luotu ja jos tarjolla on joitain hyviä apumuuttujia, voidaan
niiden avulla tehdään uudelleenpainotus, jonka ideana on parantaa painoja ja
sitä kautta parantaa estimointia eli vähentää harhaa.
Uudelleenpainotuksen pohjana on hyvin lasketut peruspainot, sekä luotet-
tavat ja oikeat aputiedot ja muuttujat. Apumuuttujia voivat olla esimerkiksi
miesten ja naisten määrä jossakin maassa, ikärakenne, kunnan keskimääräinen
tulotaso ja niin edelleen. Näitä apumuuttujia käyttäen voidaan suorittaa uudel-
leenpainotus esimerkiksi kalibroimalla, jälkiosittamalla tai näiden yhdistelmäl-
lä. Aputietojen tulee olla luotettavia, jotta niitä voidaan käyttää. Jos aputiedot
sisältävät harhaa siirtyy tämä harha jo luotuihin painoihin ja lopulta estimoin-
ti antaa hyvin väärät tulokset. Monissa rekisterimaissa, kuten Suomessa hyviä
aputietoja on saatavilla paljonkin, joten niiden hyödyntäminen on tärkeää. Tu-
len myöhemmin esittämään nämä eri menetelmät tarkemmin.
Tässä tutkielmassa käytetään vuoden 2014 ESS -datan pohjalta tehtyä ai-
neistoa, jonka sain käyttööni ohjaajaltani. Tämän aineiston avulla havainnoi-
daan, miten painotus käytännössä tapahtuu. Tämän lisäksi eri painotusmene-
telmiä tutkitaan hieman syvemmin teorianäkökulmasta. Tutkielma alkaa sillä,
että esittelen puuttuneisuutta hieman tarkemmin teorian pohjalta. Tämän jäl-
keen esittelen tutkielmassa käytetyn datan. Kun data on esitelty, voidaan siir-
tyä tutkielman pääaiheeseen eli painotukseen. Ensin esittelen, miten peruspai-
notus tehdään. Tämän jälkeen tutkielmassa siirrytään uudelleenpainotukseen
ja lopulta tutkielmassa luotujen painojen avulla lasketaan estimaatteja tutkit-
tavista muuttujista ja vertaillaan eri painojen avulla laskettuja estimaatteja ja
pohditaan, miksi niissä on eroja ja mitkä niistä olisivat kaikkein luotettavimmat.
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2 Puuttuneisuus
2.1 Puuttuneisuus ja vastauskato
Puuttuneisuus on iso ongelma survey datan estimoinnissa. Puuttuneisuus voi-
daan jakaa useaan eri kategoriaan ja puuttuneisuuden syitä on useita. Voidaan
esimerkiksi ajatella, että puuttuneisuus on täysin satunnaista ja puuttuvien ja
ei-puuttuvien välillä ei ole mitään eroa. Puuttuneisuudelle voi myös olla monia
eri syitä, joita voidaan selittää käytössä olevilla muuttujilla ja niiden arvoilla.
Puuttuneisuus voi olla esimerkiksi erilaista eri ihmisten keskuudessa esimerkik-
si korkeammin koulutetut vastaavat aktiivisemmin eri kyselyihin, kuin vähem-
män kouluttautuneet. Tässä osiossa tutkitaan puuttuneisuutta eri näkökulmista
ja koetetaan saada vastaus siihen, miten useimmiten eri survey -tutkimuksissa
puuttuneisuuteen suhtaudutaan. Puuttuneisuus voidaan jakaa kahteen pääkate-
goriaan, jotka ovat erävastauskato ja yksikkövastauskato. Tulevassa kappaleessa
käyn ensin nämä termit tarkemmin läpi ja sen jälkeen siirryn tutkimaan puut-
tuneisuuden tai kadon mekanismeja.
Erävastauskato (item-nonresponse) on katoa, jossa vastaaja kyllä osallistuu
surveyhin, mutta ei anna vastausta kaikkiin kysymyksiin (Laaksonen 2013 s.
42). Vastaaja saattaa jättää vastaamatta, jos kysymys tuntuu liian vaikealta,
vastaajalle oikeanlaista vastausta ei löydy, vastaajan vastaus ei talletu järjestel-
mään syystä tai toisesta tai vastaaja vain unohtaa vastata johonkin kysymyk-
seen (Brick & Kalton 1996 5: s.215-216). Erävastauskatoa voi yrittää vähentää
luomalla kyselyt mahdollisimman helposti ymmärrettäviksi, käyttämällä osaa-
via haastattelijoita tai yrittää tavoittaa kohdehenkilö uudestaan, jotta vastaus
johonkin kysymykseen saataisiin. Erävastauskatoa yritetään oikaista usein im-
putoinnilla (Lehtonen & Pahkinen 2003 s.113 ). Imputointi onkin usein suosi-
tumpi tapa oikaista erävastauskatoa kuin painotus.
Yksikkövastauskato (unit-nonresponse) on katoa, jossa otokseen tulleelta
henkilöltä puuttuu vastaus kaikkiin kysymyksiin eli vastaajalta ei saada ollen-
kaan vastauksia (Lehtonen & Pahkinen 2003 s.112). Kuitenkin näistä henkilöis-
tä saadaan usein joitakin tietoja esimerkiksi rekistereistä. Näitä tietoja voisivat
olla esimerkiksi ikä, sukupuoli ja asuinkunta. Nämä tiedot kannattaa ottaa lo-
pulliseen aineistoon mukaan, sillä niiden avulla voidaan tutkia syitä vastaamat-
tomuuteen. Syitä vastauskatoon voi olla vaikkapa se, että vastaajaa ei tavoiteta
tai vastaaja kieltäytyy osallistumasta esimerkiksi sen takia, että hän ei koe ky-
selyä itselleen tärkeäksi tai kokee, että kyselyyn on liian vaikea vastata. Tätä
4
vastauskadon tyyppiä yritetään puolestaan oikaista painotuksella. Tämä tut-
kielma keskittyy tämänkaltaisen vastauskadon korjaamiseen.
2.2 Kadon mekanismeja
Jotta voidaan käsitellä puuttuneisuutta olisi tärkeää tietää minkälaista puuttu-
neisuus voi olla mietittäessä yksikkövastauskatoa. Kirjallisuudesta löytyy aina-
kin seuraavat neljä kadon mekanismia:
1. MCAR (Missing Completely At Random): Tällä tarkoitetaan sitä, että
kaikki vastauskato on täysin satunnaista niin, että vastaajien ja vastaamatta
jättäneiden välillä ei ole mitään eroa (Gelman & Hill 2007 s.529-533). Eli voi-
daan ajatella, että kun potentiaalinen vastaaja saa kysymyslomakkeen eteensä
hän heittää kolikkoa ja vastaa, jos tulee klaava ja jättää vastaamatta, jos tu-
lee kruuna. Jos ajatellaan, että kato on täysin satunnaista, voidaan vastaamatta
jättäneet vain poistaa otoksesta ja se ei lisää harhaa laskettaviin estimaatteihin.
Jos puuttuneisuus olisi tämän luonteista todellisuudessa ei puuttuneisuudesta
tulisi mitään ongelmia tutkimukseen. Kuitenkin tilanne on hyvin harvoin tä-
mänluonteista, vaikka niin saatetaankin monesti olettaa (Laaksonen 2016).
2. MARS (Missing At Rndom Under Sampling Design): Puuttuneisuus riip-
puu vain otanta-asetelmasta. Usein oletetaan, että MCAR on totta ositteen si-
sällä. (Laaksonen 2016)
3. MAR (Missing At Random): Nyt puuttuneisuus ei ole täysin satunnais-
ta. Tässä ajatellaan, että puuttuneisuus eri yksikköjen tai muuttujien kohdalla
riippuu vain käytössä olevista muuttujista. Käytössä olevia muuttujia on niin
aineistossa olevat muuttujat, kuin muut mahdolliset apumuuttujat. Eli ajatel-
laan, että puuttuneisuus on vain riippuvainen tiedoista, joita on käytössä. Esim
ajatellaan, että on kysytty henkilön tuloja ja tiedossa on vain vastaajien ikä,
sukupuoli ja koulutus. Niin nyt puuttuneisuuden todennäköisyys tulotiedois-
sa olisi riippuvainen vain edellä mainituista muuttujista. (Gelman & Hill 2007
s.529-533)
4. MNAR (Missing Not At Random): Vastauskato johtuu ei havaituista ar-
voista. Eli puuttuneisuutta ei voida ainakaan kokonaan ennustaa saatavilla ole-
villa muuttujilla ja niiden arvoilla. Tämä on tilanne yleensä. ( Gelman & Hill
2007 s.529-533)
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Nyt kun tiedämme minkälaista puuttuneisuus voi olla, esitän Laaksosen
(Laaksonen 2016) tavan käsitellä yksikkövastauskatoa.
1. Tutki syitä puuttuneisuudelle
2. Laske puuttuneisuusasteet eri syiden ja taustamuuttujien perusteella.
-tähän voidaan käyttää ns response propensity-mallia, josta puhun hieman myö-
hemmin.
3. Raportoi ja tulkitse tulokset ja julkaise tärkeimmät asiat
4. Yritä tehdä kaikki paremmin ensi kerralla, jotta puuttuneisuutta olisi mah-
dollisimman vähän.
2.3 Puuttuvuus otanta-asetelmassa
Yllä mainittujen puuttuvuuksien lisäksi puuttuvuutta on jo otanta-asetelmassa,
joka tuottaa harhaa laskettaviin estimaatteihin. Ei ole realistista ajatella, että
aina pystyttäisiin tutkimaan tavoiteperusjoukkoa täysin ilman puutteita. Puut-
teita syntyy kun luodaan niin sanottu kehikkoperusjoukko, josta otokseen vali-
tut yksiköt valikoituvat. Vaikka tavoitteena onkin aina luoda mahdollisimman
hyvä ja realistinen kehikkoperusjoukko ei se usein täysin vastaa tavoiteperus-
joukkoa. Kehikkoon tulee puutteita huonosti suunniteltujen otanta-asetelmien
lisäksi yli- ja alipeitosta. Alipeitolla tarkoitetaan yksiköitä, jotka kuuluvat ta-
voiteperusjoukkoon, mutta joita ei löydy kehikkoperusjoukosta esim sen takia,
että kyseessä on juuri maahan muuttanut tai vastasyntynyt henkilö. Ylipeitol-
la taas tarkoitetaan yksiköitä, jotka löytyvät kehikkoperusjoukosta, mutta jotka
eivät kuulu enää tavoiteperusjoukkoon. Tällaisia yksiköitä voisivat olla vaikka
juuri maasta muuttaneet tai kuolleet henkilöt. Tutkimuksen edetessä voidaan
huomata näitä kehikkovirheitä ja niitä voidaan vähentää luomalla lopullinen
päivitetty kehikko, josta lopulta saadaan otannan yksiköt. (Laaksonen 2012a)
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3 Aineiston ja otanta-asetelman esittely
Tässä kappaleessa esittelen tutkimuksessa käytettävän datan ja esittelen myös
siinä käytetyn otanta-asetelman. Varsinkin otanta-asetelman esitteleminen on
tärkeää, koska tulevissa osioissa käytän sitä esimerkkinä muodostaessani eri pai-
noja aineistolle. Ja lopuksi empiirisessä osiossa lasken tästä aineistosta estimaat-
teja, joita myös vertailen.
3.1 Aineisto ja aputiedot
Tutkielman aineistona käytän ohjaajaltani saamaa aineistoa, joka on luotu ai-
neisto, joka jäljittelee keskimääräistä vuoden 2014 eli kierroksen 7 ESS (Eu-
ropean Social Survey) dataa. Data ei siis edusta mitään tiettyä valtiota, vaan
sen ideana on yksinkertaisesti esittää jotakin kuvitteellista valtiota, joka olisi
voinut osallistua tutkimukseen. Tämän keinotekoisen datan käyttö ei kuiten-
kaan ole ongelmallista, koska tutkimuksen kannalta voidaan hyvin ajatella, että
kyseessä on vain jokin ESS -tutkimukseen osallistunut valtio. Keinotekoinen ai-
neisto on luotu sen takia, että yhtäkään alkuperäistä otantatiedostoa ei ole voitu
antaa julkisuuteen.
ESS tutkimusta on tehty vuosituhannen vaiheesta saakka monissa eri Euroo-
pan valtioissa akateemikkojen suunnittelemana. Tutkimus mittaa yli 15- vuotiai-
den asenteita, uskomuksia ja käyttäytymismalleja eri populaatioissa yli 30:ssä
maassa. Tutkimukseen todennäköisyysotannan kautta valitut vastaajat haasta-
tellaan kasvotusten. ESS tutkimusta tehdään joka toinen vuosi.
Tutkimus sisältää esimerkiksi kysymyksiä liittyen omaan terveyteen, omiin
sosiaalisiin oloihin, omaan kuuluvuuteen yhteiskuntaan jne. ESS tutkimuksen
tavoitteet on määritelty nettisivuilla seuraavasti tutkimuksen nettisivuilla (ESS
2017) :
- Kartoittaa vakautta ja muutosta sosiaalisissa rakenteissa, oloissa ja asen-
teissa Euroopassa ja arvioida, kuinka Euroopan sosiaalinen, poliittinen ja mo-
raalinen rakenne on muuttumassa.
- Saavuttaa ja levittää korkeampia täsmällisyyden standardeja kansalliset
rajat ylittävissä sosiaalitieteiden tutkimuksissa. Esimerkiksi liittyen kyselylo-
makkeen suunnitteluun, otantaan, datankeruuseen sekä harhan vähentämiseen.
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- Esitellä luotettavia kansallisen kehityksen indikaattoreita, jotka pohjautu-
vat kansalaisten näkemyksiin ja tuomioihin avainasioista liittyen heidän yhteis-
kuntaan.
- Parantaa sosiaaliseen muutokseen liittyvän datan näkyvyyttä ja tavoitta-
vuutta akateemikkojen, politiikkojen ja kansalaisten keskuudessa.
Nyt kun ESS data on esitelty yleisemmin siirryn esittelemään tutkimukses-
sa käytettyä dataa ja joitakin tärkeitä muuttujia, joita datasta ja siitä luodusta
otantatiedostosta löytyy. Otantatiedoston muuttujat löytyvät vielä kokonaisuu-
dessaan liitteistä. Esittelen aluksi otantaan tulleiden henkilöiden määrän koko-
naisuudessa ja eri ositteissa. Tässä aineistossa ositteet edustavat joitakin kuvit-
teellisen valtion sisäisiä pienalueita, joihon tämä valtio on jaettu. Alla olevas-
ta taulukosta (taulukko 2) nähdään otantaan tulleiden määrä eri ositteissa ja
kokonaisuudessaan. Siitä nähdään, että kaikki ositteet ovat hyvin edustettuja.
Taulukossa näkyy myös vastausprosentit ositteissa.
Taulukko 1: vastaajat aineistossa
N Prosenttiosuus
Vastaajat 2178 47.37
Vastaamatta jättäneet 2420 52.63
Taulukko 2: Vastaajat ositteissa
Vastaajat Vastaamattomat Vastaajien prosenttiosuus
Osite 1 1080 1098 49.59
Osite 2 493 505 49.40
Osite 3 228 357 38.97
Osite 4 68 95 41.72
Osite 5 44 44 50.00
Osite 6 74 94 44.05
Osite 7 133 165 44.63
Osite 8 58 62 48.33
Tutkimuksen kannalta on tärkeää tietää minkälaista vastanneisuus ja sitä
kautta puuttuneisuus aineistossa on. Aluksi on hyvä vain selvittää vastauspro-
sentti kokonaisuudessaan. Yllä olevasta taulukosta (taulukko 1) nähdään, että
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vastausprosentti aineistossa on noin 47 ja vastanneita on 2178 ja vastaamatta
jättäneitä 2420. Yhteensä otoskoko oli siis 4598. Vastausprosentti on melko al-
hainen ainakin, jos sitä verrataan ESS -tutkimuksen tavoite vastausprosenttiin,
joka on 70 (ESS 2017).
Alla on kuva, josta selviää kyselyn otantaan tulleiden ikäjakauma (kuva 1).
Tiedot iästä, kuten myös esimerkiksi tulotasosta ja koulutuksesta, saatiin kai-
kilta vastaajilta, vaikka he eivät olisikaan lopulliseen kyselyyn vastanneetkaan,
vaan olisivat olleet yksikkökatoa.
Kuva 1: Otokseen valittujen ikäjakauma
Pelkästään vastausprosentin tietäminen kokonaisuudessaan ei kuitenkaan ole
riittävää tutkimuksen kannalta, vaan on tärkeä tutkia eroavatko vastaajat ja
vastaamattomat esimerkiksi jonkin taustamuuttujan perusteella. Alla olevasta
kuvasta nähdään vastausprosentit eri taustamuuttujien mukaan (kuva 2). Siitä
nähdään, että naiset vastaavat aktiivisemmin kuin miehet, korkeammin koulute-
tut vastaavat aktiivisemmin kuin vähemmän kouluttautuneet ja varakkaammat
vastaavat aktiivisemmin kuin heikommassa tuloasemassa olevat. Kuvissa pieni
luku osoittaa heikompaa tulotasoa tai heikompaa koulutusta. Sukupuolen koh-
dalla 2 edustaa naisia ja 1 miehiä. Resp 0 puolestaan tarkoittaa vastaamatta
jättänyttä ja 1 vastaajaa.
Myös se, onko vastaaja sen valtion kansalainen, jossa tutkimus on tehty vai
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ei, vaikuttaa usein myös vastanneisuuteen, joten tutkitaan sekin. Myös iän mer-
kitys vastanneisuuteen on hyvä selvittää. Alla olevista kuvasta ei näe heti onko
ryhmien välillä suuria eroja (kuva 3). Kuitenkin kun tarkastelin frekvenssejä,
niin näyttäisi siltä, että hieman vanhemmat vastaavat aktiivisemmin ja myös
tutkimus valtion kansalaiset näyttäisivät vastaavan aktiivisemmin.
Kuva 2: Vastaajia tulotason, sukupuolen ja koulutustason perusteella
Kuva 3: Vastaajat iän ja kansalaisuuden mukaan
Nyt on kuitenkin tärkeä selvittää, onko eri ryhmillä tilastollisesti merkitse-
vää eroa vastanneisuudessa, vai onko vain sattumalta saatu otos, jossa edellä
mainitut erot ovat. Nyt Mann Whitneys U- testien ja Kruskall Wallisin tes-
tien perusteella, jonka tuloksia on alla olevissa taulukoissa (taulukot 4 ja 5),
nähdään, että kaikki muuttujat sisältävät ryhmiä, joidenka välillä on eroa vas-
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tanneisuudessa tilastollisesti merkitsevästi. Eli aiemmin kuvien perusteella ha-
vaitut erot vastanneisuudessa näyttäisivät olevan todellisia ja tilastollisestikkin
merkitseviä. Tämä on erittäin tärkeä tieto, sillä tulevissa osissa tulen laske-
maan vastaustodennäköisyyksiä otantaan valituille ja tulen käyttämään näitä
taustamuuttujia selittävinä muuttujina myöhemmin tutkimuksessa käyttämis-
säni malleissa .
Taulukko 3: Mann Whitneyn u-testin tuloksia
Z-arvo kaksisuuntainen hypoteesi p-arvo yksi suuntainen hypoteesi p-arvo
Sukupuoli -7.5110 <0,001 <0.001
Kansalainen vai ei 1.9849 0.0472 0.0236
Taulukko 4: Kruskall Wallisin testin tuloksia
vapausasteet khi-toiseen p-arvo
Koulutus 5 399.8847 <0.001
Kotitalouden tulot 9 89.0104 <0.001
Ikäryhmä 4 18.4288 0.0010
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Jotta mitään painoja voidaan laskea, tulee vastaajien sisältymistodennäköi-
syydet löytyä aineistosta jokaiselle otanta-asteelle. Nämä tiedot löytyvät luon-
nollisesti käytössä olevasta datasta (liitteissä otantatiedoston muuttujat). Alla
olevasta taulukosta nähdään eri asteiden keskimääräiset sisältymistodennäköi-
syydet (taulukko 5). Nämä keskimääräiset sisältymistodennäköisyydet eivät si-
nällään kerro paljoa, mutta ne antavat kuitenkin kuvan siitä, minkälaisia aineis-
tossa olevat todenneköisyydet ovat kokoluokaltaan.





Ensimmäinen aste 0.0001730322 0.115818
Toinen aste 1 0.03867429
Kolmas aste 1 0.5840962
Tulevissa painotuksissa tullaan myös käyttämään niin sanottuja aputieto-
ja eli tietoja, joiden avulla peruspainoja yritetään parantaa. Nämä aputiedot
ovat yleensä peräisin joistakin rekistereistä, joita valtiot ylläpitävät. Esimerkik-
si Suomessa luotettavia aputietoja voisi saada vaikkapa KELA:sta tai Tilasto-
keskuksesta. Tässä tutkimuksessa tulen käyttämään aputietoja, jotka kertovat
tiedot tavoiteperusjoukon sukupuolijakaumasta, ikäjakaumasta sekä koulutuk-
sesta. Tämän lisäksi käytössäni oli vielä tiedot ositteidein eli pienalueiden po-
pulaatioista. Aputiedot ovat siis tietoja, jotka voidaan saada perusjoukkotasol-
ta (Laaksonen 2013. s.46). Näitä voisivat olla esimerkiksi juuri äsken mainut
muuttujat.
3.2 Aineistoon liittyvä otanta-asetelma
Aineiston keruussa käytettiin osittain kolmiasteista otanta-asetelmaa (domain
2), jota hyödynnettiin pienillä alueilla ja osittain yksiasteista otanta-asetelmaa,
jota hyödynnettiin puolestaan suuremmissa kaupungeissa (domain 1). Kun käy-
tettiin kolmiasteista otantaa, niin ensimmäisessä asteessa valittiin klusterit, jot-
ka edustivat alueita valtiossa. Nämä olivat siis otannassa ensisijaisia otantayksi-
köitä. Toisessa asteessa valittiin alueiden sisältä asuntokuntia, jotka olivat toissi-
jaisia otantayksiköitä. Lopulta asuntokunnan sisältä valittiin yksi yli 15-vuotias
henkilö, joka toimi varsinaisena tutkimusyksikkönä. Kun käytettiin yksiasteis-
ta otanta-asetelmaa, niin yksiköt valittiin suoraan otokseen pienalueesta. Tässä
aineiston keruussa käytetty menetelmä ei ole mitenkään erikoinen vaan useinkin
käytetty esim ESS -tutkimuksissa. (Laaksonen, S. 2013. s.79)
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Kun käytettiin kolmiasteista otanta-asetelmaa, niin ensimmäisen asteen yk-
siköt eli klusterit valittiin niin sanotulla pps (probability proportional to size)
menetelmällä käyttäen takaisinpanoa eli käytettiin otantaa, jossa valittiin ryp-
päitä alkion kokoon suhteutetuin todennäköisyyksin (Laaksonen 2010 s.42). Toi-
sessa asteessa käytettiin yksinkertaista satunnaisotantaa (srs), jolla siis valittiin
asuntokunnat ja kolmannessa asteessa käytettiin myös yksinkertaista satunnai-
sotantaa lopullisen tutkimusyksikön valintaan. Kyseessä on siis todennäköisyys
otanta, joka on oletus, jotta tulevia tutkimuksessa esiteltäviä metodeja voidaan
ylipäätään käyttää. Kun käytettiin yksiasteista otanta-asetelmaa, niin otokseen




Tässä osiossa luon ensimmäiset painot tutkittavalle datalla ja esittelen yleisem-
minkin, miten ensimmäiset niin sanotut peruspainotukset voidaan tehdä. Nämä
painot eivät vielä ole hyviä varsinaisten estimaattien laskemiseen, koska ne eivät
ota huomioon esimerkiksi saatavia aputietoja tai vastauskatoa eri ryhmissä. Ne
ovat kuitenkin hyvä laskea alussa, jotta aineistolle saadaan peruspainot, joita
parantamalla saadaan lopulliset paremmat painot. Peruspainotus myös saattaa
aineiston tavoiteperusjoukkotasolle.
4.1 Asetelmapainot
Kun survey-aineistolle halutaan luoda painoja, aloitetaan painotus usein ns. ase-
telmapainoista. Asetelmapainot ovat yksinkertaisimmat painot ja ne luodaan ai-
na brutto-otokselle. Näiden painojen summa on tavoiteperusjoukko eli jokainen
paino kertoo kuinka montaa yksikköä tavoiteperusjoukossa otokseen valittu yksi-
lö edustaa. Esimerkiksi jos jokin paino saa arvoksi yksi se edustaa yhtä yksikköä
tavoiteperusjoukossa, mutta jos paino olisikin kymmenen se edustaisi kymmentä
yksikköä tavoiteperusjoukossa. Eli nämä painot skaalautuvat suoraan tavoite-
perusjoukkoon. Asetelmapainot muodostuvat yksinkertaisesti sisältymistoden-
näköisyyden perusteella niin, että asetelmapaino on yksikön sisältymistoden-
näköisyyden käänteisluku. Jos ajatellaan yksinkertaisinta mahdollista tapausta,
jossa jokainen tavoiteperusjoukon jäsen on otettu mukaan otokseen, on tällöin
jokainen paino = 1, koska jokaisen yksikön todennäköisyys tulla otokseen on 1
ja tällöin myös sen käänteisluku eli painon suurus on 1. Asetelmapainot luodaan
siis otanta-asetelman pohjalta.
Tässä vielä kaava ja menetelmä,jota esimerkiksi Laaksonen on käyttänyt,
jolla sisältymmistodennäköisyys lasketaan, kun kyseessä on yksinkertainen sa-
tunnaisotanta. pik kuvaa yksikön sisältymisto- dennkäköisyyttä ja N on perus-






Asetelmapainot voidaan luoda helposti, vaikka otanta-asetelma olisi mut-
kikkaampi kuin pelkkä yksinkertainen satunnaisotanta. Ajatellaan tässä tut-
kimuksessa käytettyä dataa ja sen otanta-asetelmaa. Otanta-asetelmahan oli
kolmiasteinen domainissa 2, jonka ensimmäisessä asteessa käytettiin ns. pps-
menetelmää ja kahdessa jälkimmäisessä asteessa yksinkertaista satunnaisotan-
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taa. Lasketaan aineistolle nyt asetelmapainot. Voidaan tehdä oletus, että asteet
ovat toisistaan riippumattomia. Domainin 1 asetelmapainot saadaan vain suo-
raan ottamalla ensimmäisen asteen sisältymistodennäköisyyden käänteisluku.
Alla on vielä tarkemmin, miten domainin 2 painot saadaan laskettua.




, jossa n on ryppäästä otettava otoskoko, xpsu kertoo ryp-
pään koon ja
∑
U xpsu kuvaa kaikkien ryppäiden kokojen summaa.




, jossa m on klusterin otoskoko ja xpsu kuten aiemmin.




, jossa mk on yli 15-vuotiaiden määrä asuntokunnassa.
Nyt lopullinen sisältymistodennäköisyys saadaan vain kertomalla nämä kol-
me sisältymistodennäköisyyttä keskenään, kun käytetään oletusta siitä, että as-






, josta saadaan taas helposti painot ottamalla sisältymis-
todennäköisyyden käänteisluku. Lopullisesta sisältymistodennäköisyydestä voi-
daan myös huomata, että tieto ryväskoosta supistuu, eikä sitä siis tarvita.
Asetelmapaino saadaan aina laskettua sisältymistodennäköisyyksien avulla,
heti kun tiedetään se, minkälainen otanta-asetelma on kyseessä. Yllä oli kaksi
esimerkkiä erilaisista otanta-asetelmista ja miten näissä tapauksissa sisältymis-
todennäköisyydet voidaan laskea. Jos otanta-asetelmassa olevat eri vaiheet ovat
riippumattomia, on sisältymistodennäköisyydet usein melko helppo laskea.
On kuitenkin heti tärkeää huomata, että asetelmapainoja laskettaessa ei ote-
ta mitenkään huomioon puuttuneisuutta. Täten asetelmapainoa ei juuri koskaan
käytetä estimaattien laskemiseen tai muutenkaan analysointiin. Se on kuitenkin
hyvä lähtökohta painotukselle ja sen helppouden takia se voidaan aina laskea
ensimmäisenä.
(Laaksonen 2012a, Laaksonen 2016, Laaksonen 2013 s. 72-79)
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Asetelmapainot 4598 802.481 3708.67 16689.01 61.96 19906273.13
Yllä olevasta taulukosta nähdään aineiston yksiköille laskettujen asetelma-
painojen tunnuslukuja (taulukko 6). Siitä havaitaan, että painojen summa on
noin 19.9 miljoonaa, joka on siis tavoiteperusjoukon koko. Siitä voidaan nähdä
myös painojen maksimi ja minimi ja mediaani. Taulukon avulla selviää myös,
että otokseen valitut edustavat vähintään 802 henkilöä tavoiteperusjoukossa ja
enintään 16689:ää. Vaihtelukerroin saa arvokseen noin 62, mikä ei ole erityisen
suuri.
Aineistosta löytyy 381 kelpaamatonta vastaajaa, eli henkilöitä, joita ei ole
voitu tavoittaa. Tämä voidaan ottaa huomioon laskemalla uudet asetelmapai-
not kertomalla niiden henkilöiden painot, jotka eivät ole kelpaamattomia äsken
laskettujen asetelmapainojen summalla, joka on jaettu kelpaavien vastaajien
asetelmapainojen summalla. Näin asetelmapainot skaalautuvat oikein. Tämän
jälkeen voidaan siirtyä peruspainojen laskemiseen. Alla vielä taulukko uusista
asetelmapainoista, jossa nämä seikat on otettu huomioon (Taulukko 7).








Asetelmapainot 4217 872.53 4032.40 18145.78 62.02 19906273.13
4.2 Peruspainot
Edellä lasketut painot eivät siis mitenkään ottaneet kantaa puuttuneisiin vas-
tauksiin. Nyt luodaan painot, jotka ottavat huomioon puuttuvat vastaukset.
Nyt tässä aineistossa painotus tapahtuu klusteritasolla. Tällä tarkoitan sitä,
että klusterin sisällä kaikilla otokseen valituilla ja kyselyyn tai haastatteluun
osallistuneilla (osallistuneilla saattaa olla erävastauskatoa) on sama paino. Tä-
tä painoa Laaksonen kutsuu peruspainoksi, joten käytän itsekin tätä nimitystä
tälle painolle.
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Jatketaan tutkimuksen aineiston parissa. Edellisessä kappaleessa laskettiin
ns. asetelmapainot kaikille otokseen tulleille ja siitä muokattiin painot kelpaa-
ville yksiköille. Nyt muokataan painoja vielä niin, että painoja on vain niille,
jotka ovat osallistuneet kyselyyn. Esittelen seuraavaksi tavan, jolla nämä painot
voidaan laskea. Oletetaan, että puuttumismekanismi on MARS.
1. Summaa asetelmapainot klustereittain, ja merkitään tätä Nh, jossa h =
1,..., 8 (eri ositteet).
2. Summaa kyselyyn osallistuneet klustereittain, ja merkitään tätä rh, h =
1,..., 8 (eri ositteet).
3. Lasketaan painot wk = Nhrh , jokaiselle otokseen osallistuneelle.
Nyt kun painot summataan tulisi tuloksen, olla sama, kuin asetelmapainoja
summatessa. Ja tämän pitäisi olla tavoiteperusjoukon koko. Nyt lasketut pai-
not ovat keskimäärin suurempia, kuin asetelmapainot, joka johtuu siitä, että
kyselyyn vastanneet edustavat myös niitä henkilöitä, jotka eivät osallistuneet
kyselyyn. (Laaksonen 2013 s.121-122)
Peruspainoja käytetään tulevissa osiossa aloituspainoina, joita sitten yrite-
tään parantaa eri menetelmillä. Peruspainot eivät ole sellaisenaan hyviä painoja
käyttää lopullisessa estimoinnissa, mutta ne luovat hyvän pohjan uudelleenpai-
notukselle.
(Laaksonen 2013 s.121-122)







Asetelmapainot 4217 872.53 4032.40 18145.78 62.02 19906273.13
Peruspainot 2178 3274.20 7896.78 22751.34 64.64 19906273.13
Nyt taulukosta nähdään asetelma- ja peruspainojen tunnusluvut (tauluk-
ko 8). Siitä nähdään aivan kuten pitääkin, että peruspainot ovat keskimäärin
suurempia, mutta summa on edelleen sama. Taulukosta selviää, että painojen
mediaani on lähes kaksinkertaistunut ja pienin paino on lähes nelinkertaistu-
nut. Taulukosta voidaan nähdä myös, että vaihtelukerroin kasvaa hieman, kun
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verrataan peruspainoja ja asetelmapainoja.
4.3 Analyysipainot
Laskettujen perus- tai asetelmapainojen avulla voidaan laskea myös niin sano-
tut analyysipainot. Analyysipainojen tarkoituksena on painottaa eri vastaajat
niin, että kaikkien analyysipainojen summan keskiarvo on yksi. Eli analyysipai-
nojen summa olisi vastaajien määrä. Näin voidaan erilaisissa analyysitilanteissa
painottaa tiettyjen vastaajien vaikutusta, ja näin estimointi tehostuu. Analyy-
sipainoja tulisi käyttää kun ei yritetä saada estimointia suoraan tavoiteperus-
joukon tasolle. Analyysipainolle pätee seuraava:
w∗k = (
n






Alla on vielä taulukko, josta nähdään aineiston peruspainojen avulla laske-
tut analyysipainot (taukukko 9). Taulukosta nähdään, että keskiarvo on yksi
ja summa 2178 aivan kuten pitääkin. Vaihtelukerroin on noin 64, mikä ei ole
erityisen suuri. Taulukosta nähdään myös painojen minimi ja maksimi. En tule
käyttämään analyysipainoja tässä tutkielmassa, mutta on hyvä tietää, että täl-
lainenkin menetelmä löytyy kirjallisuudesta ( Lehtonen 2009).
Taulukko 9: Peruspainojen avulla lasketut analyysipainot
Vastanneiden
määrä




Analyysipainot 2178 0.36 0.86 1 2.49 64.64 2178
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5 Uudelleenpainotus
Nyt kun olemme tutkineet peruspainotuksia, voidaan siirtyä uudelleenpainotuk-
seen. Uudelleenpainotuksen tarkoituksena on lisätietoa käyttämällä parantaa ai-
kaisemmin luotuja peruspainoja, jotta saadaan parempia ja harhattomampia es-
timaatteja. Jotta uudelleenpainotus onnistuu, tulee lisätiedon olla laadukasta,
sen pitää tulla luotettavasta lähteestä ja sen tulee sisältää kaikki tarpeellinen
tieto kunkin uudelleenpainotusmenetelmän tarpeisiin. Jos lisätieto ei ole laadu-
kasta se saattaa vain lisätä harhaa painotukseen.
5.1 Jälkiositus
Ensimmäisenä uudelleenpainotusmenetelmänä käsittelen niin sanottua jälkio-
situsta. Kuten nimestä voi jo päätellä liittyy jälkiositus (post-stratification) jo
otanta-asetelmassa luotuun esiositukseen (pre -stratification). Jo otanta-asetelmaa
luotaessa oli hyvä jakaa otanta useaan ositteeseen paremman estimoinnin saa-
miseksi. Jälkiosituksella voidaan parantaa estimointia käyttämällä hyväksi lisä-
tietoja liittyen eri ositteisiin. Jälkiosittaminen on lähes aina tarpeellista, koska
otantaan tulee lähes aina jokin joukko tai joukkoja, jotka ovat yliedustettui-
na otoksessa verrattuna samaan joukkoon tavoiteperusjoukossa. Ja vastaavasti
jotkin joukot ovat aliedustettuina. Nämä ongelmat voivat johtua siitä, että al-
kuperäisessä kehikossa oli virheitä tai puuttuneisuus ja vastauskato ovat tehneet
niin paljon haittaa, että otokseen on tullut harhaa. Jos minkäänlaisia uusia pai-
noja ei luoda vaan käytetään vain peruspainoja, on yliedustetulla joukolla lii-
an suuret painot ja vastaavasti aliedustetulla liian pienet painot. Tästä seuraa
se, että otoksen perusteella tehtävät estimoinnit ovat harhaisia. Jälkiosituksel-
la pyritään siis parantamaan sitä, että joukot otoksessa vastaisivat paremmin
eri joukkoja tavoiteperusjoukossa. (Laaksonen 2009, 2010 ,2012a,b, Laaksonen
2013 s.123-125, Atlas, ESS 2014, Holt & Smith 1979 s.33-46)
Kuten sanottu, jälkiositus liittyy jo otanta-asetelmassa luotuun ositukseen.
Jälkiositusta voidaan tehdä vain alkuperäisen osituksen pohjalta. Jos erilai-
sia jälkiositteita luodaan tyhjästä, rikkoutuu otanta-asetelma. Eli jälkiositus-
ta voidaan tehdä vain ositteiden sisällä jakamalla alkuperäinen osite kahteen
tai useampaan uuteen ositteeseen. Tavoitteena on luoda mahdollisimman sa-
manlaisia eli homogeenisiä joukkoja ja käyttää aputietoja parempien painojen
luomiseksi. Esimerkiksi jälkiosituksessa voitaisiin käyttää aputietoina ikäjakau-
maa, sukupuolijakaumaa tai tietoja henkilöiden koulutuksesta. Nämä ovat usein
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tietoja, jotka löytyvät luotettavasti rekistereistä. Aputietona voi käyttää myös
uudempaa ja päivitettyä kehikkoa, jonka pohjalta alkuperäinen otanta oli tehty.
(Laaksonen 2009, 2010 ,2012a,b, Laaksonen 2013 s.123-125, Atlas, ESS 2014,
Holt & Smith 1979 s.33-46)
Teknisesti tämä voidaan tehdä melko yksinkertaisesti. Ensin lasketaan fre-
kvenssit jokaisen jälkiosituksen mukaan ja tämän jälkeen jaetaan aputiedon ker-






Jossa siis Nhg kuvaa aputietoa jossakin jälkiositeessa ja rhg vastanneiden
määrää samasta jälkiositteesta.
Pohditaan tätä menetelmää tässä tutkimuksessa käytettävän datan pohjalta.
Aineisto on jaettu kahdeksaan eri ositteeseen, kuten aiemmin on näytetty. Nyt
aputiedoista saadaan jokaisen ositteen sisällä olevien naisten ja miesten mää-
rät. Tätä aputietoa voidaan käyttää ositukseen. Nyt siis luodaan 16 ositetta,
jotka kuvaavat esimerkiksi miesten määrää ositteessa neljä tai naisten määrää
ositteessa viisi jne. Edellä esitettyä tapaa ja kaavaa käyttämällä saadaan uudet
painot vastaajille aputietoa hyväksikäyttäen (taulukko 10). Huomataan, että
painot ovat keskimäärin hieman pienempiä, kuin peruspainot, joskaan todella
isoa eroa ei ainakaan vielä saada. Vaihtelu puolestaan on suurempaa jälkios-
titetuissa painoissa verrattuna peruspainoihin. Kahdessa ositteessa ei käytetty
jälkiositusta, joten niille painoille annettiin vain logistisen vastaustodennäköi-
syyden avulla lasketut painot (tämä tapa käsitellään myöhemmin). Tästä syystä
painojen summa ei ole täysin sama, kuin esim peruspainoilla.







Peruspainot 2178 3274.20 7896.78 22751.34 64.64 19906273.13
Jälkiositetut painot 2178 2107.64 7508.51 25688.20 69.23 19870444.85
Yksi ongelma, joka saattaa muodostua jälkiosituksessa, on liian pienet jäl-
kiositetut joukot. On mahdollista, että johonkin jälkiositettuun joukkoon tulee
todella pieni määrä yksilöitä, jolloin tulosten luotettavuus on arvioitava uudes-
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taan. Tässä aineistossa tällaista ongelmaa ei kuitenkaan ole.
5.2 Vastaustodennäköisyysmalliin perustuva painotus
Tässä osiossa esittelen painotusta perustuen vastaustodennäköisyysmalleihin.
Tämän menetelmän ideana on painottaa vastaajat sen mukaan, millä toden-
näköisyydellä he ovat vastaajia (Carlson & Williams 2001). Tämä on tärkeää,
jotta voidaan huomioida erot kovariaatti jakaumissa vastaajien ja vastaamat-
ta jättäneiden välillä (Harrod & Lesser 2006). Eli ideana on ensin estimoida
jokaiselle vastaajalle todennäköisyys tai ns propensity score, jolla hän on osal-
listunut kyselyyn ja sen avulla parantaa aiemmin laskettuja painoja. Oletuksena
on, että vastauskato on mallia MAR tai MARS (Harrod & Lesser 2006). Lisäksi
tiedot apumuuttujista pitää olla tiedossa niin vastaajille, kuin vastaamatta jät-
täneille. Vastaustodennäköisyydet voidaan siis laskea kaikille otokseen valituille,
riippumatta siitä olivatko he vastaajia vai ei, kunhan heistä on tarpeelliset tie-
dot aineistossa.
Vastaustodennäköisyyksiä voidaan mallintaa, kun tunnetaan joitakin apu-
tietoja, kuten vastaajan sukupuoli, ikä, taloudellinen tilanne tai koulutus. Näitä
tietoja hyödyntäen voidaan binaarista vastausmuuttujaa estimoida esimerkik-
si käyttämällä regressiomallia tai random forest mallia. Esittelen tässä osiossa
nämä molemmat tavat ja lasken niiden avulla aineistolle uudet vastaustodennä-
köisyyteen perustuvat painot.
Vastaustodennäköisyyttä kutsutaan myös nimellä propensity score. Propen-
sity score on estimaatti P (X = 1|Z1, Z2), jossa X = 1 tai 0, sen mukaan onko
otokseen tullut henkilö vastaaja vai vastaamatta jättänyt; Z1 ja Z2 ovat puoles-
taan kovariaatteja. Toki selittäviä muuttujia voi olla enemmänkin, kuin kaksi.
(Freedman & Berk 2008 s.2)
Response propensity on teoreettinen todennäköisyys siitä, että jokin otok-
seen tullut henkilö on vastaaja. Otokseen tulleet henkilöt eroavat siinä, kuinka
todennäköisesti he ovat vastaajia. Tämä johtuu siitä, että jotkin henkilöt ovat
halukkaampia ja aktiivisempia vastaamaan kuin toiset ja heihin on helpompi
saada yhteys. Response propensity on tärkeä konsepti, koska se selittää paljon
puuttuneisuutta. Teoriassa response propensityllä voitaisiin täysin korjata vas-
taamattomien aiheuttama harha, mutta tämä vaatisi sen, että tämä muuttuja,
jota ei voida havaita, olisi tunnettu. Tämän takia käytännössä käytetään tätä ns.
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propensity scorea, joka on siis estimaatti response propensitystä. (Hoogendoorn
2008 )
5.2.1 Regressiomalliin perustuvat painot
Vastaustodennäköisyyksiä voidaan estimoida usealla tavalla. Aloitetaan luomal-
la vastaustodennäköisyysmalli, joka perustuu yleistettyyn lineaariseen mallin.
(Bethlehem 2012 s. 5-9)
g(pk(X)) =
∑p
j=1Xkjβj , jossa g on niin sanottu linkkifunktio. (Bethlehem
2012 s. 5-9)
Yleisin tapa luoda vastaustodennäköisyysmalli on hyödyntää yleistettyä line-
aarista mallia käyttäen logistista linkkifunktiota logit(p) = log(p/(1− p)). Täl-
löin kyseessä on logistinen regressio. Esittelen tämän tavan Möttösen ja Rodri-
guezin tekstien pohjalta (Möttönen 2016 s.34-35, Rodriguez 2007 s.1-11). Logis-
tisessa regressiossa selitettävä muuttuja Y saa vain arvoja 0 tai 1 eli selitettävä
muuttuja on ns. binaarinen muuttuja. Selitettävä muuttuja seuraa Bernoullin
jakaumaa. Tutkielman tapauksessa y saa siis arvoja seuraavasti:
y =
{
1, jos kyseessä on vastaaja
0, jos kyseessä on vastaamatta jättänyt
Olkoon pi = P (yi = 1), eli todennäköisyys, että y = 1. Ja oletetaan,
että Y1...Yn ovat riippumattomia satunnaismuuttujia, jotka noudattavat Ber-
noullin jakaumaa Yi ∼ Ber(pi) ja selittävät muuttujat mallissa ovat xi =
(1, x1i, x2i, ..., xmi), jossa selittäviä muuttujia on siis m kappaletta. Malli voi-
daan nyt kirjoittaa muodossa:
logit(pi) = log(
pi
1−pi ) = β
Txi = β0 + β1x1i + β2x2i + ...+ βmxmi.




Mallissa estimoitavat parametrit ovat siis β = (β0, β1, ..., βm), jotka voi-






i (1 − pi)1−yi , jossa n on havaintojen määrä ja pi saadaan
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aiemmasta kaavasta.
Mallin log-uskottavuusfunktio on puolestaan seuraavaa muotoa:
l(β) = logL(β) =
∑n
i=1(yilog(pi) + (ni − yi)log(1− pi))
Tästä voidaan ratkaista, että ensimmäinen derivaatta matriisi muodossa on
S(β) = XT (y − u), jossa E(y) = µ ja Fisherin informaatio matriisi muodossa
on
I(β) = XTWX, jossa Cov(y) =W
Suurimman uskottavuuden estimaatti βˆ:lle voidaan löytää käyttämällä Newton-
Raphsonin menetelmää. Tämä menetelmä iteratiivisesti ratkaisee epälineaarisia
yhtälöitä niin, että sen avulla voidaan maksimoida log-uskottavuusfunktio. Tä-
män funktion maksimi on usein sama, kuin löytää S(β):n nolla kohta. Olkoon
β(k) k:s arvaus nolla kohdalle S(β). Niin seuraava "parempi"arvaus saadaan seu-
raavalla säännöllä:
β(k+1) = β(k) +
S(β(k))
I(β(k))
= β(k) + I
−1(β(k))S(β(k))
Tätä jatketaanm kunnes estimaatti ei enää muutu, jolloin saadaan suurim-
man uskottavuuden estimaatti. Nyt logistisen regressiomallin tapauksessa esti-
maatti on :
βˆ(k+1) = βˆ(k) + (X
TW(k)X)
−1XT (y − µ(k))
(Möttönen 2016 s.34-35, Rodriguez 2007 s.1-11)
Malli löytyy kaikista yleisimmistä tilastollisista ohjelmistoista, joten sen käyt-
tö on käytännössä helppoa.
Logistisen linkkifunktion lisäksi voidaan käyttää myös muita linkkifunktio-
ta ja sitä kautta muita malleja vastaustodennäköisyyksien laskemiseen. Toinen
yleinen linkkifunktio on ns. probit linkkifunktio. Tämä malli voidaan kirjoittaa




j=1Xkjβj , jossa φ
−1 on standardi normaa-
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lijakaumafunktion käänteisfunktio. Tämäkin malli löytyy useista tilastollisista
ohjelmista, joten sitäkin voidaan käyttää melko helposti. Muitakin linkkifunk-
tiota voitasiin käyttää, mutta tässä tutkielmassa käytän vain näitä kahta. (Beth-
lehem 2012 s. 5-9)
Lasketaan seuraavaksi propensity scoret aineiston yksiköille käyttäen logis-
tista regressiomallia ja sen avulla painotetaan aineisto. Teen seuraavat laskelmat
käyttäen SAS ohjelmistoa. Mallin selittäviksi muuttujiksi valitsin sukupuolen,
kotitalouden tulot sekä koulutuksen. Nämä muuttujat valitsin siksi, koska ne
ovat kaikki yksittäin muuttujia, joidenka vastaajaryhmät eroavat toisistaan ti-
lastollisesti merkitsevästi. Käytän aineiston painottamiseen Laaksosen ja Heis-
kasen tapaa (Laaksonen & Heiskanen 2014).
Alla vielä taulukko (taulukko 11), jossa näkyy selittävien muuttujien vaiku-
tuksia malliin.
Taulukko 11: Selittävien muuttujien vaikutus malliin uskottavuusosamäärän pe-
rusteella
vapausasteet chi-neliö p-arvo
sukupuoli 1 61.03 <0.001
koulutus 5 329.93 <0.001
tulot 9 19.49 0.0214
1. Käytä aloituspainona peruspainoja.
2. Kadon mekanismi ositteen sisällä voidaan jättää huomioimatta ja laske-
taan peruspainot.
3. Jaa peruspainot estimoiduilla vastaustodennäköisyyksillä, jota merkitään
pk:lla.
4. Tässä vaiheessa on hyvä tarkistaa, että kaikki todennäköisyydet pk ovat
realistisia, eli ne eivät ole liian pieniä ja, että ne ovat kuintekin alle 1.
5. Kolmannen kohdan painojen summat eivät vastaa tunnettuja tietoja osit-
teissa, joten ne pitää kalibroida, jotta ne vastaavat peruspainojen summia osit-







6. Varmista vielä, että painot ovat mahdollisia vertailemalla niitä esimerkik-
si peruspainoihin.
Alla on joitakin tunnuslukuja lasketuista painoista sekä aiemmin lasketut
painot (taulukko 12). Taulukosta nähdään, että vastaustodennäköisyysmallilla
lasketut painot ovat keskimäärin hieman pienempiä kuin peruspainot, mutta
vaihtelu niissä on puolestaan suurempaa.







Logit malli 2178 1879.34 6637.79 43576.69 75.79 19906273.13
Peruspainot 2178 3274.20 7896.78 22751.34 64.64 19906273.13
Luodaan vielä painot käyttäen samoja selittäviä muuttujia, mutta nyt käy-
tetään log linkkifunktion sijaan probit linkkifunktiota. Kun propensity scoret ai-
neiston yksiköille on laskettu, voidaan painot laskea aivan samalla tavalla kuin
äsken.
Alla on vielä taulukko (taulukko 13), josta löytyvät sekä logit että probit
malleilla lasketut vastaustodennäköisyysmalleihin perustuvat painot. Taulukos-
ta nähdään, että sillä ei näyttäisi olevan suurta merkitystä kumpaa linkkifunk-
tiota käytetään, sillä kaikki tunnusluvut ovat hyvin lähellä toisiaan. Tämä ei
ole mitenkään erityisen yllättävää, mutta se on hyvä todeta, koska jos painot
eroaisivat suuresti olisi sillä väliä kumpaan malliin perustuvia painoja käytet-
täisiin esimerkiksi kalibroinnin aloituspainoina. Koska painot eivät juuri eroa
toisistaan, sillä ei näyttäisi olevan väliä kumpaa painoa käytetään jatkossa.







Logit malli 2178 1879.34 6637.79 43576.69 75.79 19906273.13
Probit malli 2178 1872.77 6640.76 43475.20 75.75 19906273.13
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Tehdään vielä toinen malli käyttäen logistista regressiota, mutta lisätään se-
littäviksi muuttujiksi vielä kansalaisuus ja ikäryhmä. Nämä ovat usein merkitse-
viä muuttujia mietittäessä vastaustodennäköisyyttä. Nämä muuttujat eivät ole
tilastollisesti merkitseviä tutkittaessa niiden vaikutusta uskottavuusosamäärällä
tässä tutkimuksessa, mutta ne ovat ainakin teoreettisesti tärkeitä muuttujia ja
katsotaan vaikuttaako näiden muuttujien lisääminen kuinka paljon laskettaviin
painoihin. Yleisestikkin on hyvä miettiä onko tilastollinen merkitsevyys ainoa
ratkaiseva asia, kun mietitään esimerkiksi, mitä selittäviä muuttujia jossakin
mallisa käytetään. Esimerkiksi Laaksonen ja Heiskanen sanovat, että muuttuja,
joka ei ole tilastollisesti merkitsevä voi parantaa painoja, vaikkakaan ei usein
merkittävästi (Laaksonen & Heiskanen 2013 s.16). Alla vielä taulukko, josta
näkyy uskottavuusosamäärän tulokset muuttujille (taulukko 14).
Taulukko 14: Selittävien muuttujien vaikutus malliin uskottavuusosamäärän pe-
rusteella
vapausasteet chi-neliö p-arvo
sukupuoli 1 60.89 <0.001
koulutus 5 326.12 <0.001
tulot 9 23.51 0.0052
kansalaisuus 1 3.17 0.0749
ikäryhmä 4 7.96 0.0929
Alla on sekä probit että logit linkkifunktiolla laskettujen painojen tulokset
(taulukko 15).







Logit malli 2178 1812.01 6665.03 43895.89 76.25 19906273.13
Probit malli 2178 1800.33 6695.30 43807.08 76.20 19906273.13
Kun näitä tuloksia verrataan ensimmäiseen malliin, huomataan, että painot
kasvavat keskimäärin jonkin verran. Myös painojen vaihtelu kasvaa hieman ver-
rattaessa malliin, jossa oli vain kolme selittävää muuttujaa. Erot ovat kuitenkin
erittäin pienet.
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5.2.2 Random forest malleihin perustuvat painot
Tässä lähestymistavassa, aivan kuten edellisessäkin tavassa, yritetään estimoida
vastaajien vastaustodennäköisyyttä käyttäen eri aputietoja, kuten sukupuolta
tai koulutusta. Nyt kuitenkin regressiomallien sijaan käytetään niin sanottuja
luokittelu- ja regressiopuita (classification and regression trees tai CART) ja
niiden johdannaista satunnais metsää (random forest). Luokittelu- ja regressio-
puiden erona on vain se, onko tulosmuuttuja diskreetti vai jatkuva. Nämä mene-
telmät ovat hyvin yleisiä koneoppimisessa ja niistä on tehty paljon tutkimusta.
Esittelen nämä menetelmät Burskirkin & Kolenikovin sekä Klamin tuotosten
pohjalta (Burskirk & Kolenikov 2015, Klami 2016 ).
Luokittelu- tai regressiopuun ideana on jakaa aineistoa yhden tai useam-
man muuttujan perusteella mahdollisimman samankaltaisiin ryhmiin. Jokaises-
sa päätöksessä aineisto jaetaan kahteen ryhmään jonkin yhteensopivuuden as-
teen (goodness of fit) mukaan, kunnes algoritmi on tehnyt tehtävänsä ja on saa-
tu ns. lopulliset oksat (final node). Yhteensopivuuden aste voi olla esimerkiksi
väärinluokittelusuhde kategorisissa muuttujissa tai keskineliövirheen neliöjuuri
jatkuvissa tapaukissa. Tämä yhteensopivuuden aste mittaa aina jollakin tavalla
ryhmän puhtautta. Luokittelu- tai regressiopuu toteutetaan algoritmilla, joka
valitsee parhaan mahdollisen muuttujan tai muuttujat, joidenka perusteella ai-
neisto jaetaan yhteensopivuuden asteen perusteella. Kun algoritmia käytetään,
voidaan usein valita, kuinka monen muuttujan perusteella päätöksiä tehdään.
Tämä yhteensopivuuden aste määrää parhaan mahdollisen muuttujan ja par-
haan mahdollisen kategorisen muuttujan arvon tai jonkin jatkuvan muuttujan
arvon, jolla saadaan pienin epäpuhtaus uusiin ryhmiin. Tätä uudelleen ryhmit-
telyä jatketaan, kunnes ryhmissä on enää tietty määrä yksiköitä, tai uusien ryh-
mien muodostaminen ei enää vähennä epäpuhtauksia tarpeeksi (tai ollenkaan).
Tämä menetelmä on saanut nimensä siitä, että se voidaan kuvata eräänlaisena
puurakenteena (hieman myöhemmin tutkielmassa tästä on kuva). Tämä viimei-
nen ryhmä eli viimeinen oksa antaa luokittelulle tai regressiolle lopullisen arvon.
Tämä arvo määräytyy sen mukaan, minkä ryhmän yksilöitä tähän viimeiseen
oksaan on luokiteltu eniten kategorisille tulosmuuttujille ja keskiarvoina niiden
yksilöiden tulosmuuttujista, joita viimeiseen ryhmään on luokiteltu jatkuvissa
tapauksissa.
Yllä on siis kuvattu yksittäinen regressio- tai luokittelupuun idea. Kuten
totesin jo aikaisemmin, random forest on eräänlainen johdanne näille puille.
Random forestin ideana on yhdistää monen luokittelu- tai regressiopuun tulok-
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set yhteen. Kun käytetään random forest menetelmää, ideana on luoda monta
luokittelu- tai regressiopuuta käyttäen aina hieman eri muuttujia tai yksilöitä
luokittelussa. Random forest menetelmässä valitaan aina satunnaisesti vain jo-
kin tietty osajoukko koko alkuperäisestä joukosta, joille suoritetaan tämä luokit-
telu. Myös muuttujista voidaan valita satunnaisesti vain osa, joidenka perusteel-
la luokittelu tehdään. Tällä saavutetaan se, että random forest menetelmässä
luodaan suuri joukko hieman erilaisia puita, joilla on aina jonkin verran eroja.
Näin pystytään varmistamaan se, että mikään yksittäinen puu ei määrä lopul-
lista tulosta, ja näin voidaan vähentää harhaa, jos käykin niin, että jokin yksilö
saa jossakin yksittäisessä puussa erittäin harhaisen tuloksen. Usein käytännössä
puiden määrä on 100-1000.
Tässä mallissa tulen luomaan kaksi erilaista random forest mallia. Käytän
selittävinä muuttujina samoja muuttujia, kuin aikaisemmin esimerkiksi logisti-
sessa regressiomallissa. Käytän samoja muuttujia, jotta voidaan verrata mah-
dollisia eroja tuloksissa. Koska käytän maksimissaan viittä eri muuttuja, on pe-
rustelua jakaa aineisto aina vain yhden muuttujan perusteella. Jos käytössä oli-
si suurempi määrä ennustavia muuttujia, voitaisiin perustella useamman, kuin
yhden muuttujan käyttö jokaisessa päätöksessä. Koska käytän päätökseen vain
yhtä muuttujaa, heikentyy mallin ennustusvoima jonkin verran, mutta toisaalta
malli ei yli sovita (overfit), joka on usein huolena, jos luodaan liian monimut-
kaisia malleja. Jos jokaisessa puussa ja jokaisessa oksassa (node) käytettäisiin
kaikkia muuttujia, korreloisivat puut keskenään todella paljon, joka ei ole vält-
tämättä kovin suotavaa, koska silloin voisi tapahtua ylisovittamista.
Kun lopulta on luotu tarpeeksi suuri kokoelma näitä puita, on näistä tu-
loksista tarkoitus laskea keskimääräinen tulos ja käyttää lopulta sitä johtopää-
töksien tekemiseen. Random forest mallin etuna on se, että kun tulokset yh-
distetään ei yksittäinen puu luo liian ylisovitettua (overfitting) mallia, koska
tällöin tuloksia on vaikea yleistää ja tällainen malli ei siis anna hyviä tuloksia
tämän yksittäisen aineiston tai yksittäisen puun ulkopuolella. Ja jos ollaan sat-
tuman kautta saatu hyvin epätavallinen aineisto tai aineisto, jossa on muutama
erittäin epäedustava havainto, on mahdollista, että saadaan hyvin harhaiset tu-
lokset, mutta random forest menetelmä vähentää tämän mahdollisuutta paljon,
koska tulokset eivät perustu vain yhteen puuhun. Myös epäedustavien havainto-
jen tuoma harha vähenee, sillä osa puista rakennetaan ilman näitä havaintoja,
koska ne eivät tule jokaiseen puumalliin mukaan. Myöskin random forest luo
ennusteita, joilla on pienempi varianssi, kuin jos käytettäisiin vain yksittäistä
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puuta ennustamaan vastaustodennäköisyyksiä.
(Burskirk & Kolenikov 2015, Klami 2016 )
Alla on kuva (kuva 4), joka selkeyttää vielä puumallia ja sitä miten tässä
menetelmässä aineistoa jaetaan eri osiin ja miten lopulta saadaan lopputulok-
sia siitä, kuinka todennäköisesti jokin henkilö vastaa. Kuvassa on kuvitteellinen
tilanne, jossa aineistoa jaetaan iän, sukupuolen ja ihonvärin (race) perusteella.
Ensimmäisessä oksassa aineisto jaetaan kahtia sen perusteella, onko vastaaja yli
vai alle 38-vuotias. Tämän jälkeen meillä on kaksi osa-aineistoa, jotka molem-
mat jaetaan ihonvärin perusteella taas kahteen ja jatketaan tätä, kunnes saa-
daan lopulliset oksat, jossa aineisto on määritelty kokonaisuudessaan. Kuvasta
nähdään, että tämän mallin paras muuttuja jakamaan aineisto on se, onko vas-
taaja yli vai alle 38-vuotias, koska se parantaa väärinluokittelua eniten ja siksi
se on siis puun yläpäässä. Lopullisissa oksissa olevien numeroiden merkitys on
seuraava. 0 kertoo, että todennäköisimmin tässä oksassa olevat henkilöt ovat ei
vastaajia ja, että heidän todennäköisyys vastata on noin 24 prosenttia ja to-
dennäköisyys, että he eivät vastaa on tämän komplementti eli 76 prosenttia.
Oksassa oleva 5 prosenttia puolestaan kertoo, että tähän oksaan on luokiteltu
noin 5 prosenttia koko aineistosta. (Burskirk & Kolenikov 2015)
Kuva 4: Puumallikuvia, Vasen kuva (Burskirk Kolenikov. 2015). oikea kuva
(Analytics Vidhya content team 2016)
Käydään mallia vielä hieman tarkemmin läpi, jotta saadaan varmasti ym-
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märrys siitä miten tämä regressiopuu ja lopulta random forest antaa lopulli-
set tulokset. Tässä tutkielmassa käytän regressiopuita, joten selvitetään vielä
hieman, miten se toimii. Kun mallissa tehdään päätöksiä, perustuu päätök-
set jäännösneliösumman minimoimiseen, jonka tarkoituksena on vähentää epä-
puhtauksia muodostuviin ryhmiin. Algoritmi valitsee muuttujan ja arvon, joka
pienentää epäpuhtauksia uusissa ryhmissä mahdollisimman paljon. Jäännösne-




vasen(yi − yl)2 +
∑
oikea(yi − yr)2, jossa yl = y arvon keskiarvo
vasemmassa oksassa, ja yr = y arvon keskiarvo oikeassa oksassa. (Cutler 2013)
Uusia ryhmiä tehdään niin kauan kunnes puumalliin saadaan luotua lopul-
liset oksat (final node). Lopullisen oksan eli final noden arvo määräytyy siihen
ryhmään luokiteltujen y arvojen keskiarvona (Shmueli, G. ym. 2016 s.201 ). Eli
tässä tapauksessa, koska y arvo on vain joko 0 tai 1, niin tämän viimeinen arvo
on jotain väliltä [0,1]. Ja kaikki ne alkiot, jotka on määritelty tähän final no-
deen saavat tämän arvon lopulliseksi ennustetuksi arvokseen. Kuitenkaan tämä
ei ole lopullinen arvo random forest mallissa, koska random forest mallissahan
luotiin suuri määrä puita. Kun random forest malli on rakentanut kaikki puut,
niin lopullinen arvo saadaan jokaiselle yksikölle lopulliseen oksaan tulleiden ar-
vojen keskimääräisenä arvona. Tämä takaa sen, että mikään yksittäinen regres-
siopuu ei pääse määräämään jonkin yksikön vastaustodennäköisyyttä, vaan jo-
kainen vastaustodennäköisyys on keskimääräinen vastaustodennäköisyys kaik-
kien regressiopuiden perusteella. Näin yksittäinen heikko oppija (weak learner)
ei määrää lopullista tulosta, vaan näiden heikkojen oppijoiden yhdessä muo-
dostama vahva oppija (strong learner tai strong classifier) määrää lopullisen
vastaustodennäköisyyden. Puu lopettaa kasvamisen, kun se on yksin jossakin
ryhmässä, tai epäpuhtaus ei enää pienene. Eli puut kasvatetaan loppuun asti.
Tämä ei tuota suurta ongelmaa, koska puita kasvatetaan monta, jolloin taas-
kaan yksittäinen puu, joka on ehkä kasvanut liian suureksi ei vaikuta niin paljon
lopulliseen tulokseen. Joskus puumalleissa ei ole suotavaa kasvattaa puita aivan
loppuun ylisovittamisen takia. (Burskirk & Kolenikov 2015, Klami 2016)
Nyt kun malli on esitelty, voidaan laskea painot käyttäen random foresteja.
Valitaan taas selittäviksi tai tässä tapauksessa päätöksiä tekeviksi muuttujiksi
samat kuin aiemmin eli sukupuoli, koulutus ja kotitalouden tulot. Vastaustoden-
näköisyyksien laskemiseksi käytän R-ohjelman randomForest -pakettia (Brei-
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man & Cutler 2015). Käytin todennäköisyyksien laskemiseen 500:aa puuta, yh-
teensopivuusasteena jäännösneliösummaa. Eli kyseessä oli regressiopuu. Pää-
dyin käyttämään regressiopuuta, koska se näyttäisi tuottavan parhaat tulokset
tämän kaltaiseen estimointiin (Burskirk & Kolenikov 2015). Tämän tutkielman
puitteissa en ole käyttänyt paljoa aikaa optimoimaan puumallia täydellisesti,
vaan halunnut tuoda tämän lähestymistavan, koska se vaikuttaa lupaavalta ja
tehokkaammalta tavalta luoda painotusta perustuen vastaustodennäköisyyksiin,
kuin perinteisempi logistinen regressio. Ja ainakin Burskirkin ja Kolenikovin tut-
kimuksen perusteella se olisi parempi tapa, kuin perinteinen regressiomalliin pe-
rustuva painotus. Tosin Burskirk ja Kolenikov myös huomauttavat, että asiaa
pitäisi tutkia vielä lisää ja todistaa menetelmä paremmaksi yleisesti eikä vain
heidän simuloinnissaan. Tämän saman tutkimuksen valossa myös regressiopuut
vaikuttaisivat paremmilta, kuin luokittelupuut, joten käytin tässä tutkimukses-
sa niitä.
Lopulta painot voidaan laskea täysin samalla tavalla kuin aikaisemmin, heti
sen jälkeen, kun vastaustodennäköisyydet on saatu kaikille vastaajille. Alla ole-
vassa taulukossa (taulukko 16) vertailen sekä regressiomalleilla, että puumallilla
luotuja painoja ja huomataan, että niissä on joitakin eroja. Puumallin avulla
lasketuissa painoissa vaihtelu on pienempää, mutta minimi, mediaani ovat suu-
rempia ja maksimi puolestaan pienempi. Regressiomalleilla luodut painot ovat
siis keskimäärin hieman pienempiä, kuin Random forest mallilla luoduissa pai-
noissa.







logit malli 2178 1879.34 6637.79 43576.69 75.79 19906273.13
probit malli 2178 1872.77 6640.76 43475.20 75.75 19906273.13
random forest 2178 2177.67 7124.41 38565.61 72.13 19906273.13
Alla on vielä taulukko (taulukko 17) ja sirontakuva (kuva 5), josta nähdään
näiden mallien avulla laskettujen propensity scorejen eroja. Taulukosta selvi-
ää, että keskimäärin propensity scoret ovat lähes samanlaiset, mutta regressio
mallien avulla lasketut arvot sisältävät hieman enemmän hajontaa. Hajontaku-
viossakin näkyy jonkin verran eroja arvojen välillä. Nämä erot eivät ole kovin
suuret ja ainakin kuvan perusteella arvot kasvavat melko lineaarisesti. Mahdolli-
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sissa jatkotutkimuksissa olisi mielenkiintoista tutkia, kuinka suuria eroja näiden
kahden tavan välillä voidaan saada jos selittäviä muuttujia olisi enemmän tai
selittävät muuttujat olisivat vieläkin voimakkaampia.
Taulukko 17: Responsepropensityt ensimmäiseen malliin laskettuna kolmella ta-
valla
N Min Keskiarvo max Varianssi
logit malli 4598 0.238 0.474 0.807 0.026
probit malli 4598 0.237 0.473 0.810 0.026
random forest 4598 0.288 0.474 0.726 0.016
Kuva 5: Sirontakuva response propensityistä, jossa vertaillaan ensimmäisiä mal-
leja
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Kuva 6: Sirontakuva ensimmäisen vastaustodennäköisyysmallin avulla lasketuis-
ta painoista
Seuraavalla sivulla olevasta kuvasta (kuva 6), jossa on logistisella regressiol-
la ja random forest menetelmällä lasketut painot, huomataan, että kovin suuria
eroja painojen välillä ei ole.
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Tehdään vielä random forestillekin toinen malli, jossa käytetään nyt samoja
muuttujia, kuin äsken, mutta lisätään vielä kansalaisuus ja ikäryhmä selittävik-
si muuttujiksi. Alla on ensin resoponse propensityt toiseen malliin, niin logit,
probit kuin random forest menetelmillä (taulukko 18). Alla on myös kuva (ku-
va 7), josta näkyy random forestilla laskettujen response propensityen ja probit
linkkifunktiolla laskettujen response propensityen välinen sirontakuva.
Taulukko 18: Response propensityt toiseen malliin laskettuna kolmella tavalla
N Min Keskiarvo max Varianssi
logit 4598 0.207 0.474 0.851 0.026
probit 4598 0.205 0.473 0.857 0.026
random forest 4598 0.302 0.474 0.722 0.011
Kuva 7: Sirontakuva response propensityistä, jossa vertaillaan toisia malleja
Alla on vielä taulukko (taulukko 19), josta nähdään kahden random forest
mallin avulla laskettujen painojen erot. Taulukosta nähdään, että keskimääräi-
nen paino kasvaa hieman ja vaihtelu pienenee. Painon maksimi pienenee myös
hieman.
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random forest 2. malli 2178 2226.03 7314.39 35242.65 69.63 19906273.13
random forest 2178 2177.67 7124.41 38565.61 72.13 19906273.13
Kokonaisuudessaan voidaan sanoa, että tämän tutkielman tulosten perus-
teella, sillä ei näyttäisi olevan kovin suurta merkitystä käytetäänkö regressio-
malleja vai random forest malleja laskettaessa painoja aineistolle. Myöskään sil-
lä mitä regressiomallia käytetään ei näyttäisi olevan kovin suurta merkitystä. On
kuitenkin hyvä huomata, että aineistossa selittäviä muuttujia oli hyvin vähän,
joten olisi ollut mielenkiintoista tutkia saadaanko eroja, jos selittäviä muut-
tujia olisi ollut enemmän. Myös se olisiko menetelmillä ollut enemmän eroa,
jos otoskoko olisi ollut esimerkiksi huomattavasti pienempi, on mielenkiintoinen
tutkimuskysymys.
5.3 Kalibrointi
Kalibrointi on yksi tehokkaimmista tavoista uudelleenpainottaa data aiemmin
muodostettujen painojen pohjalta. Usein kalibroinnin pohjana käytetään jo ai-
emmin esiteltyjä peruspainoja, mutta myös muita painoja voidaan käyttää läh-
tökohtana kalibrointiin. Kalibroinnin tarkoitus on parantaa näitä aiemmin muo-
dostettuja painoja lisätiedon avulla. Kalibroinnissa aputietoja voidaan käyttää
niin yksi-, kuin moniasteisessa tai monivaiheisessa otannassa. Aputiedon tulee
kuitenkin täyttää tietyt ehdot, jotta sitä voidaan ylipäätään käyttää. Myöskin
tämän aputiedon tulee olla luotettavaa, jotta se ei lisää harhaa painotukseen.
Esittelen aputiedon vaatimuksia tarkemmin tässä osiossa myöhemmin.
Kalibrointiin on olemassa kaksi päämenetelmää, jotka ovat ns. etäisyysmitta
sekä ns. instrumenttivektorilähestymistapa. Etäisyysmitta on hieman vanhempi
ja klassisempi tapa, mutta uudempi instrumenttivektoritapa on myös yleinen
nykyään. Käyn nämä molemmat tavat läpi tässä osiossa.
Vaikka molemmilla eri kalibrointimenetelmillä on eroja, tulee niiden molem-




U xk, jossa w(cal) on kalibroitupaino ja xk on lisätieto-
vektori. Yhtälön vasemmalla puolella summataan siis vastaajienmäärää ja oi-
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kealla koko populaation määrää. On siis saatava samat totaalit molemmille,
muuten jotain on pielessä.
5.3.1 Etäisyysmitta
Nyt esittelen klassisen tavan luoda uudet kalibroidut painot lisätietoa käyt-
täen. Tässä ideana on luoda uudet painot niin, että ne olisivat mahdollisimman
samanlaiset aloituspainojen (esim. peruspainojen) kanssa tietynlaisen etäisyys-
mitan mukaan. Etäisyysmittoja on erilaisia, mutta niiden kaikkien ideana on
minimoida etäisyys uusien ja vanhojen painojen välillä, kuitenkin toteuttaen
kalibrointiyhtälö. Tässä ideana on se, että uudet painot eivät liikaa muuttuisi
aloituspainosta, mutta kuitenkin lisätiedon tuomat edut saavutettaisiin. Esitän
seuraavaksi menetelmän, jolla nämä painot luodaan.
Ajatellaan populaatiota U = {1, 2, 3, ..., k, ..., N} ja otetaan siitä otos s jolla-
kin otantamenetelmällä. Oletetaan myös, että kaikilla yksiköillä on positiivinen
sisältymistodennäköisyys. Ajatellaan muuttujaa, josta olemme kiinnostuneita
yk, joka kuvaa populaatioyksikön k arvoa, tälle muuttujalle. Ja siihen liittyy
myös lisätieto vektori xk = (xk1, ..., xkj , ..., xkJ)
′ yksiköille k ∈ s. Ja oletetaan,
että meillä on lisätiedosta x totaali tx =
∑
U xk tiedossa. Jos tämä ei ole tiedos-
sa, ei lisätietoa voida käyttää hyväksi. Nyt tarkoituksena on estimoida totaalia
ty =
∑
U yk. Tämä voitaisiin tehdä esimerkiksi Horvitz-Thompsonin estimaat-








s dkyk, jossa dk on siis asetelmapaino (tai peruspaino),
joka saadaan vain sisältymistodennäköisyyden käänteislukuna
Tämä ei kuitenkaan ota lisätietoa millään tavalla huomioon, joten yritämme
luoda uuden estimaattorin.
Deville ja Särndal (1992) loivat uuden termin kalibrointi estimointi, joka ku-
vasi estimaattoria t˜yw =
∑
s wkyk, joka kunnioittaa kalibrointiyhtälöä
∑
s wkxk =
tx ja txon tunnettu aputiedon totaali ja wk siis uusi kalibrointipaino. Tämän
uuden estimaattorin ideana oli siis ottaa aputieto huomioon kalibrointiyhtälön
kautta ja käyttää sen antamaa lisäinformaatiota parempien painojen muodos-
tamiseen.
Deville ja Särndal vaativat myös, että ero uusien kalibrointipainojen ja alku-
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peräisten painojen välillä olisi mahdollisimman pieni. Tämä saavutetaan silloin,
kun minimoidaan jokin etäisyysfunktio, joka mittaa vektorien (w1, ..., wn)t =W
ja (d1, ..., dn)t = D välistä etäisyyttä. Yksi suosittu esimerkikki tälle funktiolle






Ideana on ratkaista yhtälö t˜yw =
∑
s wkyk, jossa uudet painot ovat mahdol-
lisimman lähellä alkuperäisiä painojen, kuitenkin kunnioittaen kalibrointiyhtä-
löä. Särndal ja Deville (1992) näyttää, että ratkaisu tällle ongelmalle on se, että
wk = dkF (x
T
k λ), jossa F on kalibrointi funktio ja vektori λ on vektori Lagran-
ge kertoimia, jotka on määritelty kalibrointiyhtälöstä. Lagrangen menetelmä on
menetelmä yhtälörajoitetun optimointitehtävän ratkaisemiseksi. Joten lopulta








Kalibrointifunktio vaihtelee eri menetelmissä. Esimerkkejä menetelmistä on
mm. lineaarinen metodi, exponentiaalinen metodi, logit metodi, lyhennetty li-
neaarinen metodi ja yleistetty hyperbolic sin -metodi. (Deville & Särndal 1992
ja 1993, Kott & Chang 2010)






L(W,D) = wkdk Log
wk
dk






Logit metodi antaa ylä- ja alarajat painojen suhteelle samoin kuin truncated
logit. Nämä kaksi metodia kontrolloivat painojen suhdetta. Logit metodia käy-
tetään useimmin siksi, että se välttää erittäin suuret painot kuin myös erittäin
pienet tai jopa negatiiviset painot, joita voi joskus tulla esimerkiksi lineaarisen
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kalibroinnin yhteydessä.
Nyt kun etäisyysmittaan perustuvaa kalibrointia on esitelty teorian kautta,
voidaan siirtyä laskemaan uusia kalibrointipainoja. Käytän kalibrointipainojen
laskemiseen Calmar2 nimistä macroa, jota voi käyttää SAS -ohjelmiston avulla
(Sautory 2003). Muillakin ohjelmilla voi tehdä samanlaista kalibrointia. Aina-
kin R- ohjelmistolle on olemassa monia eri paketteja, joiden avulla kalibrointia
voi tehdä.
Alkuperäisen datan lisäksi minulla on käytössä myös aputietoja. Kaikki apu-
tiedot tulee olla tiedossa tavoiteperusjoukkotasolla eli tietoja totaaleista. Käy-
tössäni on tiedot liittyen miesten ja naisten kokonaismääriin, henkilöiden koko-
naismääriin eri ositteissa, kokonaismääriin liittyen eri koulutusasteisiin sekä tie-
dot ikäjakaumasta. Aloitan painotuksen luomalla painot käyttäen kaikkia muita
aputietoja paitsi koulutusta. Sen jälkeen otan koulutuksen mukaan aputietoihin.
Tämän ideana on se, että nähdään kuinka paljon koulutuksen tuoma lisätieto
muuttaa painoja. Alla on ensin taulukko, jossa on laskettu kalibrointipainoja
ilman koulutus-aputietoa. Alla olevassa taulukossa näkyy myös se, mitä aloitus-
painoa olen käyttänyt. Taulukosta nähdään myös, että painojen summa on nyt
tasan 19906273, joka johtuu siitä, että painot on kalibroitu aputietojen perus-
teella, jossa eri aputietojen summa on kyseinen luku.
Painojen laskemiseen käytetty tapa: Etäisyysmittana olen käyttänyt lineaa-
rista etäisyysmittaa. Taulukossa (taulukko 20) on myös merkitty, mitä aloitus-
painoa ollaan käytetty ja koulutus ei ole lisätiedoissa mukana, muut ovat eli
sukupuoli, ikä ja osite. logit2, probit2 ja random forest2 tarkoittaa, että aloitus-
painona on käytetty nimenomaan toiseen vastaustodennäköisyysmalliin perus-
tuvaa painotusta:
Taulukko 20: Kalibrointi lineaarisella etäisyysmitalla kolmen apumuuttujan







peruspaino 2178 2568.04 7988.26 30798.39 67.12 19906273.00
logit2 2178 1650.15 6687.66 46332.87 77.03 19906273.00
probit2 2178 1645.76 6699.87 46251.39 77.00 19906273.00
random forest2 2178 1962.44 7247.22 39890.41 71.31 19906273.00
jälkiositus 2178 1948.41 7435.88 31191.92 70.94 19906273.00
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Nyt voidaan lisätä kalibrointiin koulutus-aputieto ja tutkitaan muuttuvatko
painot merkittävästi.
Painojen laskemiseen käytetty tapa: Kalibrointipainojen laskmiseen on käy-
tetty lineaarista etäisyysmittaa (taulukko 21). Taulukossa on merkitty, mitä
aloituspainoa ollaan käytetty ja aputietoina nyt myös koulutus sukupuolen, iän
ja ositteen lisäksi.
Taulukko 21: Kalibrointi lineaarisella etäisyysmitalla neljän apumuuttujan avul-







peruspaino 2178 -43.91 6613.79 56566.34 84.10 19906273.00
logit2 2178 1020.78 6228.78 67010.93 86.68 19906273.00
probit2 2178 1021.29 6239.31 67022.12 86.66 19906273.00
random forest2 2178 652.81 6335.52 64748.42 85.70 19906273.00
jälkiositus 2178 657.79 6606.05 48547.36 84.16 19906273.00
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Kun vertaillaan kalibroituja painoja käyttäen ja käyttämättä lisätietoa kou-
lutuksesta huomataan, että koulutuksen tuoma lisätieto vaikuttaa jonkin verran
painoihin. Koulutustiedon käyttäminen näyttää lisäävän vaihtelua ja pienentä-
vän keskimääräistä painoa. Kaikissa tutkittavissa painoissa käy niin, että paino-
jen maksimi kasvaa ja minimi sekä keskimääräinen paino pienenee. Painoissa ta-
pahtuva ero johtunee siitä, että selvästi suurin osa populaatiosta on vähemmän
kouluttautuneita ja otantaan vastanneissa tämä ei ole totta, vaan vastanneissa
on suhteellisesti enemmän korkeammin kouluttautuneita kuin tavoiteperusjou-
kossa. Varsinkin alhaisimmassa koulutusluokassa on paljon vastaamattomia, jo-
ten koulutustiedon käyttäminen kalibrointiin tuntuu melko tärkeältä näiden pai-
novertailujen jälkeen. Taulukosta 21 nähdään, että kun on käytetty aloituspai-
nona peruspainoa, niin ollaan saatu negatiivinen paino yhdelle yksikölle. Tämä
on täysin mahdollista, kun käytetään lineaarista etäisyysmittaa. Tätä painoa, ei
voida kuitenkaan käyttää suoraan esimerkiksi estimoinnissa, vaan tälle yksikölle
pitää antaa jokin muu paino, jos tätä kalibrointipainoa halutaan käyttää. Tämä
paino voisi olla esimerkiksi jokin toinen kalibroinnin avulla saatu paino.
Kuva 8: Koulutus aputiedon vaikutus lineaarisiin kalibrointipainoihin, kun aloi-
tuspainona käytetään toiseen random forest malliin perustuvaa painoa
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Yllä oleva kuva (kuva 8) selventää vielä koulutus-aputiedon käytön vaikutus-
ta laskettuihin painoihin. Kuvastakin näkyy selkeää hajontaa varsinkin silloin,
kun painot alkavat kasvamaan.
Mielenkiintoista on myös se, että vastaustodennäköisyysmallien avulla las-
kettujen painojen käyttäminen aloituspainona näyttää vaikuttavan selkeästi ka-
librointipainoon, kun sitä verrataan kalibrointipainoon, jossa aloituspainona on
käytetty jälkiosituspainoa. Suurilta osin ero, varsinkin kun tutkitaan kalibroin-
tia ilman koulutustietoa, johtuu siitä, että jälkiosituksessa on jo käytetty tietoa
sukupuolijakaumasta eri ositteissa, joten nyt tässä kalibroinnissa uutta tietoa ei
tule niin paljon, jolloin lisätieto ei vaikuta yhtä voimakkaasti painoihin. Kuiten-
kin, kun saadaan lisätieto koulutuksesta, nämä painot lähenevät toisiaan huo-
mattavasti.
Tutkitaan vielä samalla tavalla, miten käy kun lineaarisen kalibrointifunk-
tion sijaan käytetään raking ratiota
Painojen laskemiseen käytetty tapa: Painojen laskemisessa olen käyttänyt
raking-ratio etäisyysmittaa (taulukko 22). Taulukossa on merkitty, mitä aloi-
tuspainoa ollaan käytetty ja koulutus ei ole lisätiedoissa mukana, muut ovat eli
sukupuoli, ikä ja osite. :
Taulukko 22: Kalibrointi raking-ratio etäisyysmitalla kolmen apumuuttujan







peruspaino 2178 2600.77 7862.70 31486.24 67.13 19906273.00
logit2 2178 1648.66 6690.70 46355.04 77.02 19906273.00
probit2 2178 1644.36 6700.50 46350.64 76.98 19906273.00
random forest2 2178 1968.01 7254.91 40163.05 71.31 19906273.00
jälkiositus 2178 1941.47 7461.90 31389.20 70.94 19906273.00
Painojen laskemiseen käytetty tapa:Painojen laskemisessa olen käyttänyt
raking-ratio etäisyysmittaa (taulukko 23). Taulukossa on merkitty mitä aloi-
tuspainoa ollaan käytetty ja aputietoina nyt myös koulutus sukupuolen, iän ja
ositteen lisäksi. :
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Taulukko 23: Kalibrointi raking-ratio etäisyysmitalla neljän apumuuttujan avul-







peruspaino 2178 1063.47 6223.88 70568.61 85.81 19906273.00
logit2 2178 1221.60 6165.74 71087.78 87.03 19906273.00
probit2 2178 1222.08 6176.11 71079.93 87.01 19906273.00
random forest2 2178 1132.48 6270.34 71905.70 86.60 19906273.00
jälkiositus 2178 1122.76 6463.40 54924.38 84.64 19906273.00
Nyt taulukoista voidaan huomata, että samat asiat kuin lineaarisessa kali-
broinnissa näyttäisivät tapahtuvan raking metodillakin. Alla on vielä kuva (ku-
va 9), joka selventää koulutus-apumuuttujan vaikutusta. Eli koulutus-lisätiedon
käyttäminen näyttää pienentävän keskimääräisiä painoja, mutta lisäävän vaih-
telua painoissa.
Kuva 9: Koulutus-aputiedon vaikutus raking kalibrointipainoihin, aloituspaino-
na käytetään toista probit mallia
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Nyt on vielä hyvä katsoa, kuinka paljon eroa lineaarisella kalibroinnilla ja
raking metodilla on. Yllä olevista taulukoista (taulukot 21 ja 23) huomataan,
että jonkin verran eroa löytyy, mutta niiden perusteella on vaikea hahmottaa
kuinka suurta tämä ero on. Alla on sirontakuva (kuva 10), jossa olen vertail-
lut lineaarista kalibrointia ja raking kalibrointia, jossa random forestin avulla
luotua painoa käytettiin aloituspainona. Kuvasta huomataan, että molemmilla
tavoilla lasketut painot käyttäytyvät hyvin samankaltaisesti ja suurta eroa ei
kuvan perusteella ole.
Kuva 10: Lineaarinen kalibrointi ja raking kalibrointi, aloituspainoina on käy-
tetty logistiseen regressioon perustuvaa painoa (toinen malli).
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Tutkitaan vielä samalla tavalla miten käy kun käytetään logit etäisyysfunk-
tiota.
Painojen laskemiseen käytetty tapa: Painojen laskemisessa olen käyttänyt
logit etäisyysmittaa (taulukko 24). Taulukossa on merkitty, mitä aloituspainoa
ollaan käytetty ja koulutus ei ole lisätiedoissa mukana, muut ovat eli sukupuoli,
ikä ja osite. :
Taulukko 24: Kalibrointi logit etäisyysmitalla kolmen apumuuttujan avulla (su-







peruspaino 2178 2595.74 7880.55 31361.35 67.13 19906273.00
logit2 2178 1648.78 6690.55 46354.10 77.02 19906273.00
probit2 2178 1644.47 6701.82 46335.73 76.98 19906273.00
random forest2 2178 1967.14 7247.92 40118.12 71.31 19906273.00
jälkiositus 2178 1942.37 7458.52 31354.65 70.94 19906273.00
Painojen laskemiseen käytetty tapa: etäisyysmitta logit kalibrointifunktiolla
(taulukko 25). Taulukossa on merkitty, mitä aloituspainoa ollaan käytetty ja
aputietoina nyt myös koulutus sukupuolen, iän ja ositteen lisäksi. :
Taulukko 25: Kalibrointi logit etäisyysmitalla neljän apumuuttujan avulla (su-







peruspaino 2178 1021.19 6327.23 63993.68 85.40 19906273.00
logit2 2178 1207.02 6190.20 69964.04 86.97 19906273.00
probit2 2178 1207.55 6190.20 69963.01 86.95 19906273.00
random forest2 2178 1106.83 6274.86 69529.66 86.44 19906273.00
jälkiositus 2178 1104.02 6473.96 52843.26 84.57 19906273.00
Nyt kun useita eri kalibrointi-metodeja ollaan vertailtu, voidaan sanoa, että
sillä ei näyttäisi olevan hirveästi väliä mitä metodia eli mitä etäisyysfunktiota
käytetään kalibrointiin. Sen sijaan aloituspainoilla ja varsinkin sillä, että mitä
aputietoja käytetään näyttäisi olevan selkeästi vaikutusta. Kaikissa painoissa
huomattiin se, että kun koulutus-aputietoa käytetään painot saavat enemmän
pienempiä arvoja, jonka johdosta mediaani pienenee. Vaihtelu lisääntyi myös
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tämän aputiedon käytön myötä.
5.3.2 Instrumenttivektorilähestymistapa
Kuten jo aikaisemmin on todettu, on klassisen etäisyysmitta-menetelmän lisäksi
olemassa uudempi menetelmä ns. instrumenttivektorilähestymistapa, joka ero-
aa hieman aikaisemmin esitetystä tavasta. Esittelen tämän tavan vain teorian
pohjalta tässä tutkielmassa. Molemmissa menetelmissä yritetään kuitenkin saa-
da parannettua vanhoja painoja lisätiedon avulla. Uusien painojen laskemisessa
on kuitenkin joitain eroja. Oletetaan, että meillä on sama tilanne kuin aikai-
semminkin ja, että lisätieto täyttää seuraavat kaksi ehtoa:
1) Populaatio vektorin totaali
∑
U xk on tunnettu
2) Vektori arvo xk on tunnettu jokaiselle k ∈s
Tarkoituksena on taas estimoida totaalia t˜yw =
∑
s wkyk, joka edelleenkin
kunnioittaa kalibrointiyhtälöä. Nyt etäisyysmitta-menetelmän sijaan käytetään
instrumenttivektorimenetelmää. Jotta voimme tehdä tämän, tulee meidän ensin
määrittää instrumenttivektori zk, joka on samaa dimensiota, kuin xk. Ja laske-
taan painot jokaiselle k ∈ s
wk = ak(1 + λ
T











Siis alkuperäiset painot ak kerrotaan faktorilla (1 + λTs zk), jotta saadaan kali-
broidut painot. Yhtälössä oleva zk, voi saada eri arvoja, mutta yleensä zk = xk.
Tämä ei ole asymptoottisesti optimaali, mutta se on luotettava ja vähemmän
herkkä, kuin moni muu arvo, joten sitä on suositeltavaa käyttää yleisesti. Voi-
daan kuitekni sanoa, että zk on validi instrumentti vektori, jos J x J matriisi∑
s akzkx
T
k yllä oleveassa yhtälössä on kääntyvä jokaiselle mahdolliselle otoksel-
le s.
(Estavao & Särndal 2006)
45
5.4 Yhteenvetoa eri painotusmenetelmistä
Lopuksi on hyvä vetää yhteen tässä ja edellisessä kappaleessa luotuja painoja ja
miettiä mikä olisi hyvä tapa luoda painot käytetylle datalle. Aluksi aloitetaan
aina peruspainotuksesta, jossa luodaan asetelmapainojen kautta ns. peruspai-
not. Tämän jälkeen alkaa uudelleenpainotusvaihe.
Uudelleenpainotuksessa on hyvä käyttää joko jälkiositusta tai vastaustoden-
näköisyysmalleihin perustuvaa painotusta. Kuten tutkielmassa on tullut selville,
sillä ei näyttäisi olevan kovin suurta merkitystä, käytetäänkö esimerkiksi logisti-
seen regressioon vai random forest malleihin perustuvaa vastaustodennäköisyys
painotusta. Jälkiosittamalla saadaan hieman erilaisia tuloksia, joten sen käyt-
töä voi harkita. Jos käytetään jälkiosittamista, niin silloin kalibroinnin tekemis-
tä tulee harkita tarkasti, koska jälkiosittaminen on jo oikeastaan kalibrointia.
Jos ollaan peruspainotuksen jälkeen valittu todennäköisyysmalleihin perustu-
vaa painotusta, niin tämän jälkeen painot voidaan vielä kalibroida lisätietoa
hyväksikäyttäen. Usein parhaisiin tuloksiin päästään, kun käytetään ensin vas-
taustodennäköisyysmalleihin perustuvaa painotusta ja sen jälkeen kalibrointia.
Tulevassa kappaleessa tutkin vielä miten ja kuinka paljon eri painot vaikutta-
vat, kun estimoidaan joitakin kiinnostuksen kohteena olevia muuttujia. Vaikka
sillä mitä kalibrointifunktiota käytetään, ei ole suurta vaikutusta keskimääräi-
siin painoihin, on hyvä huomata, aivan kuten jo teorian pohjalta voitiin olettaa,
että logit kalibrointifunktiolla vältyttiin ääriarvoilta ja varsinkin negatiivisilta
painoilta, joita saatiin, kun käytettiin lineaarista metodia. Joten monissa tilan-
teissa logit funktion käyttö on suositeltavaa.
Alla on vielä kaksi taulukkoa (taulukko 26 ja taulukko 27), joissa on joita-
kin tämän tutkielman aikana laskettuja painoja. Taulukoissa ideana, on näyttää
miten painot muuttuvat, kun käytetään eri menetelmiä painojen laskemiseen.
Ensimmäisessä taulukossa on asetelmapainot, joista saadaan peruspainot, jonka
jälkeen voidaan luoda jälkiositetut painot sekä vastaustodennäköisyysmalleilla
luodut painot. Tämän jälkeen toisessa taulukossa on kalibroituja painoja, jossa
ensimmäisen taulukon painoja on käytetty aloituspainoina kalibroinnissa, jotta
saadaan lopulliset ja harhattomimmat painot, jotka antavat parhaat estimoin-
titulokset.
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asetelmapainot 4217 872.53 4032.40 18145.78 62.02 19906273.13
peruspainot 2178 3274.20 7896.78 22751.34 64.64 19906273.13
jälkiosistetut painot 2178 2107.64 7508.51 25688.20 69.23 19870444.85
logistinen regressio 2178 1812.01 6665.03 43895.89 76.25 19906273.13
random forest 2178 2226.03 7314.39 35242.65 69.63 19906273.13







peruspainot logit 2178 1021.19 6327.23 63993.68 85.40
jälkiositetupainot lineaarinen 2178 657.79 6606.05 48547.36 84.16




logit 2178 1967.14 7247.92 40118.12 71.31
logistinen regressio raking ratio 2178 1221.60 6165.74 71087.78 87.03
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6 Estimaattien laskeminen ja vertailu
6.1 Estimaattien laskeminen
Nyt kun aineistolle on luotu painot, voidaan siirtyä estimoimaan joitakin kiin-
nostuksen kohteena olevia muuttujia. Tässä tutkielmassa kiinnostuksen koh-
teena oleviksi muuttujiksi valitsin seuraavat muuttujat. Luotto oikeusjärjestel-
mään (asteikko 0-10), luotto poliitikkoihin (asteikko 0-10), subjektiivinen ylei-
nen terveys (asteikko 1-5, jonka olen muuttanut asteikolle 0-10), subjektiivinen
kokemus omasta onnellisuudesta (asteikko 0-10) ja subjektiivinen tunne oman
kotitalouden tuloista (asteikko 1-4, jonka olen muuttanut asteikolle 0-10). Ky-
symykset löytyvät liitteestä. Aloitan vertailun sillä, että lasken ensin estimaatit
kyseisille muuttujille, ilman painotusta. Teen tämän sen takia, jotta nähdään,
miten estimaatit muuttuvat, kun niihin käytetään eri painotuksia.
Lasken ensin estimaatit ilman painotusta, jonka jälkeen lasken samat es-
timaatit käyttäen peruspainotusta. Tämä vaihe ei vielä luultavammin muuta
estimaatteja paljon, mutta kun päästään käyttämään jälkiositettuja painoja se-
kä vastaustodennäköisyysmalleihin perustuvaa painotusta, niin estimaattien pi-
täisi näyttää jo hieman erilaisilta. Kappaleen lopuksi käytän vielä kalibroituja
painoja ja vertailen miten eri kalibrointi-menetelmät vaikuttavat estimaattei-
hin. Lopuksi tutkin vielä, kuinka paljon sillä on vaikutusta, että käytetäänkö
koulutusta aputietona kalibroinnissa. Käytin estimaattien laskemiseen SAS -
ohjelmaa. Käytin SAS:n surveymeans-metodia, jossa cluster = psu, ja strata =
stratex.
Aloitetaan estimaattien tutkiminen laskemalla estimaatit tutkittaville muut-
tujille ilman painotusta.








subjektiivinen tulo 2178 7.61 0.053 7.51 7.72
subjektiivinen onnellisuus 2178 7.59 0.037 7.51 7.66
subjektiivinen terveys 2178 7.39 0.045 7.30 7.48
luotto oikeusjärjestelmään 2178 6.28 0,049 6.18 6.37
luotto poliitikkoihin 2178 4.49 0.048 4.39 4.58
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Yllä olevassa taulukossa on estimaatit tutkittaville muuttujille, kun ei käy-
tetä minkäänlaisia painoja (taulukko 28). Siitä nähdään, että keskimääräinen
luotto oikeusjärjestelmään on 6.28 ja keskiarvon keskivirhe on 0.0049. Taulukos-
ta näkyy myös 95-% luottamusväli kyseiselle muuttujalle. Taulukossa näkyy sa-
malla tavalla estimaatit muista tutkittavista muuttujista. Kaikissa muuttujissa
suurempi luku kertoo suuremmasta luottamuksesta tai paremmasta suhtautu-
misesta omaan terveyteen, onnellisuuteen tai tunteisiin omista tuloista.
Nyt voidaan siirtyä laskemaan ensimmäiset estimaatit painojen avulla. Käy-
tän ensin vain peruspainotusta.








subjektiivinen tulo 2178 7.64 0.062 7.52 7.76
subjektiivinen onnellisuus 2178 7.60 0.043 7.51 7.68
subjektiivinen terveys 2178 7.45 0.054 7.34 7.55
luotto oikeusjärjestelmään 2178 6.28 0.057 6.16 6.39
luotto poliitikkoihin 2178 4.46 0.057 4.35 4.57
Taulukosta (taulukko 29) huomataan heti, että suuria eroja ei ole, kun esti-
maatteja verrataan estimaatteihin, jotka on laskettu ilman painotusta. Esimer-
kiksi erot keskiarvoissa näkyvät pääasiassa vasta toisessa desimaalissa ja muut-
tujien luottamusvälit ovat lähes samanlaisia. Joten pelkällä peruspainotuksella
ei näyttäisi saavan kovinkaan suurta parannusta estimaatteihin.
Nyt voidaan siirtyä ensimmäisiin painoihin, joissa on käytetty aputietoja.
Tutkitaan ensin miltä estimaatit näyttävät, kun käytetään jälkiositettuja pai-
noja.
Nyt kun on käytetty jälkiositettuja painoja estimaattien laskemiseen, huo-
mataan jo jonkinlaisia eroja. Erot eivät vieläkään ole kovin suuria, mutta kui-
tenkin eroja selkeästi on. Ja voidaan ainakin olettaa, että estimaatit ovat menos-
sa parempaan suuntaan ja siis lähestyvät oikeita estimaatin arvoja. Taulukosta
(taulukko 30) nähdään, että esimerkiksi keskiarvo muuttujalle luotto oikeusjär-
jestelmään on 6.20 ja sen keskiarvon keskivirhe on 0.059. Taulukossa näkyvät
myös muut estimaatit.
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subjektiivinen tulo 2178 7.53 0.064 7.40 7.65
subjektiivinen onnellisuus 2178 7.50 0.046 7.41 7.59
subjektiivinen terveys 2178 7.41 0.054 7.30 7.52
luotto oikeusjärjestelmään 2178 6.22 0.058 6.10 6.33
luotto poliitikkoihin 2178 4.39 0.058 4.27 4.50
Tutkitaan nyt miltä estimaatit näyttävät, kun käytetään vastaustodennäköi-
syysmalliin perustuvaa painotusta. Lasken estimaatit niin logistiseen regressio-
malliin perustuvalla painotuksella (taulukko 31), kuin random forest menetel-
mään perustuvalla painotuksella (taulukko 32). Molemmissa menetelmissä se-
littävinä muuttujina käytin sukupuolta, kotitalouden tuloja, koulutusta, kansa-
laisuutta sekä ikäryhmää. Eli kyseessä on siis vastaustodennäköisyys osan malli
kaksi. Alla ensin logistiseen regressioon perustuvat estimaatit ja sen jälkeen ran-
dom forest malliin perustuvat estimaatit.








subjektiivinen tulo 2178 7.40 0.067 7.27 7.54
subjektiivinen onnellisuus 2178 7.40 0.052 7.30 7.51
subjektiivinen terveys 2178 7.34 0.058 7.23 7.45
luotto oikeusjärjestelmään 2178 6.13 0.062 6.00 6.25
luotto poliitikkoihin 2178 4.23 0.060 4.14 4.38
Nyt kun näitä estimaatteja verrataan vaikkapa estimaatteihin, jotka saatiin
ilman painotusta, huomataan, että erot ovat kasvaneet jo selkeiksi. Esimerkik-
si luottamus-muuttujat ovat laskeneet. Myös esimerkiksi onnellisuus- ja tulo-
muuttujien estimaatit ovat pienentyneet jonkin verran. Eli alkaisi näyttämään
siltä, että estimaatit, jotka laskettiin ilman painotusta, antavat hieman liian
suuret keskiarvot luottamus-muuttujille sekä onnellisuus-ja tulo-muuttujille.
Nyt on myös hyvä huomioida, onko eroja estimaateilla, kun on käytetty eri
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subjektiivinen tulo 2178 7.49 0.064 7.37 7.62
subjektiivinen onnellisuus 2178 7.48 0.048 7.38 7.57
subjektiivinen terveys 2178 7.37 0.056 7.26 7.48
luotto oikeusjärjestelmään 2178 6.18 0.060 6.06 6.29
luotto poliitikkoihin 2178 4.33 0.059 4.21 4.44
vastaustodennäköisyysmalleja. Kun verrataan taulukoiden arvoja, huomataan,
että joitakin eroja estimaateissa on. Erot eivät kuitenkaan ole erityisen suuria,
joten on vaikea sanoa, kumpi painotustapa antaa harhattomammat estimaatit.
Nyt voidaan siirtyä lopulta kalibroitujen painojen avulla laskettuihin esti-
maatteihin. Valitsin aiemmin lasketuista painoista kolme, joidenka avulla las-
ken nyt estimaatit tutkittaville muuttujille. Kaikissa kalibrointipainoissa ollaan
käytetty kaikkia apumuuttujia eli koulutusta, ikää, sukupuolta ja ositetta. En-
simmäisessä taulukossa (taulukko 33) on käytetty kalibroimiseen painoa, jossa
aloituspainona ollaan käytetty logistiseen regressioon perustuvaa painoa, ja ka-
librointifunktiona ollaan käytetty raking ratiota. Toisessa taulukossa (taulukko
34) aloituspainona ollaan käytetty random forestiin perustuvaa painoa ja kali-
brointifunktiona ollaan käytetty logit funktiota. Kolmannessa taulukossa (tau-
lukko 35) alkupainona ollaan käytetty probit regressioon perustuvaa painoa ja
kalibrointifunktiona ollaan käytetty raking ratiota.








subjektiivinen tulo 2178 7.26 0.074 7.12 7.40
subjektiivinen onnellisuus 2178 7.31 0.058 7.20 7.42
subjektiivinen terveys 2178 7.29 0.061 7.17 7.41
luotto oikeusjärjestelmään 2178 6.05 0.066 5.92 6.18
luotto poliitikkoihin 2178 4.18 0.064 4.06 4.31
Nyt kun katsotaan kaikkia estimaatteja, niin huomataan taas selkeästi, että
luottamus-muuttujien estimaattien arvot ovat pienentyneet selkeästi. Eli äsken
tehty huomio siitä, että kun lasketaan luottamus-muuttujien estimaatit ilman
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subjektiivinen tulo 2178 7.28 0.073 7.14 7.43
subjektiivinen onnellisuus 2178 7.33 0.057 7.21 7.44
subjektiivinen terveys 2178 7.29 0.061 7.17 7.41
luotto oikeusjärjestelmään 2178 6.05 0.066 5.92 6.18
luotto poliitikkoihin 2178 4.20 0.064 4.07 4.32








subjektiivinen tulo 2178 7.26 0.074 7.12 7.41
subjektiivinen onnellisuus 2178 7.31 0.058 7.20 4.31
subjektiivinen terveys 2178 7.29 0.061 7.17 7.41
luotto oikeusjärjestelmään 2178 6.05 0.066 5.92 6.18
luotto poliitikkoihin 2178 4.18 0.064 4.06 4.31
painoja, saadaan liian suuria estimaatin arvoja, näyttäisi pitävän paikkansa,
olettaen, että käytetyt painotusmenetelmät todella pienentävät harhaa estimaa-
teissa. Joka tapauksessa taulukoista, nähdään, että estimaattien arvot piene-
nevät ja esimerkiksi keskiarvo luottamuksesta oikeusjärjestelmään on tippunut
alun 6.28:sta 6.05:een. Tämä on jo selkeästi pienempi luku. Estimaatti subjektii-
visesta tulosta on myös pienentynyt merkittävästi. Myös onnellisuus-muuttujan
estimaatti on saanut pienemmän arvon, kun ollaan käytetty kalibroituja pai-
noja. Kokemus omasta terveydestä on pysynyt melko samana, mutta sekin on
pienentynyt hieman.
Nyt yllä olevista taulukoista nähdään myös se, että sillä mitä kalibrointi
menetelmää ollaan käytetty ei näyttäisi olevan kovinkaan suurta merkitystä es-
timaatteihin. Tämä ei ole yllättävää, koska jo painojen laskun yhteydessä huo-
mattiin, että suuria eroja kalibrointipainoissa ei ollut.
Nyt tutkitaan vielä miten koulutus-aputiedon käyttö vaikuttaa tutkittaviin
estimaatteihin. Käytän samoja kalibrointi-menetelmiä, kuin äsken, mutta en ole
käyttänyt koulutus-aputietoa kalibroinnissa. Ensimmäisessä taulukossa (tauluk-
ko 36) on käytetty kalibroimiseen painoa, jossa aloituspainona ollaan käytetty
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logistiseen regressioon perustuvaa painoa, ja kalibrointifunktiona ollaan käytetty
raking ratiota. Toisessa taulukossa (taulukko 37), aloituspainona ollaan käytet-
ty random forestiin perustuvaa painoa ja kalibrointifunktiona ollaan käytetty
logit-funktiota.








subjektiivinen tulo 2178 7.41 0.068 7.27 7.54
subjektiivinen onnellisuus 2178 7.41 0.052 7.31 7.51
subjektiivinen terveys 2178 7.37 0.052 7.31 7.48
luotto oikeusjärjestelmään 2178 6.12 0.062 6.00 6.25
luotto poliitikkoihin 2178 4.26 0.060 4.14 4.38









subjektiivinen tulo 2178 7.50 0.065 7.37 7.63
subjektiivinen onnellisuus 2178 7.48 0.048 7.38 7.57
subjektiivinen terveys 2178 7.41 0.055 7.30 7.51
luotto oikeusjärjestelmään 2178 6.18 0.060 6.06 6.30
luotto poliitikkoihin 2178 4.33 0.058 4.21 4.44
Nyt kun verrataan estimaatteja, jotka on laskettu kalibroinnilla ilman koulutus-
aputietoja, huomataan, että eroja on verrattuna estimaatteihin, jotka on lasket-
tu samoilla kalibrointi menetelmillä, mutta joissa on käytetty aputietona kou-
lutusta. Estimaatit ilman koulutusta näyttävät kuitenkin paremmilta, kuin jos
estimaatit olisi laskettu ilman painoja, mutta paremmat tulokset saadaan, kun
koulutus-aputietoa ollaan käytetty, olettaen taas, että aputiedot olivat harhat-
tomia ja ne vähentävät harhaa estimaateissa.
Lopuksi vielä taulukot (taulukko 38 ja taulukko 39), jossa vastaustodennä-
köisyysmallina ollaan käytetty tutkielman ensimmäistä mallia, jossa selittävinä
muuttujina olivat vain sukupuoli, kotitalouden tulot sekä koulutus.
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subjektiivinen tulo 2178 7.39 0.067 7.25 7.52
subjektiivinen onnellisuus 2178 7.38 0.053 7.28 7.49
subjektiivinen terveys 2178 7.33 0.058 7.22 7.45
luotto oikeusjärjestelmään 2178 6.12 0.062 6.00 6.24
luotto poliitikkoihin 2178 4.24 0.060 4.11 4.35









subjektiivinen tulo 2178 7.47 0.065 7.34 7.59
subjektiivinen onnellisuus 2178 7.46 0.050 7.36 7.55
subjektiivinen terveys 2178 7.36 0.057 7.25 7.48
luotto oikeusjärjestelmään 2178 6.17 0.060 6.05 6.29
luotto poliitikkoihin 2178 4.31 0.059 4.19 4.43
Näistä taulukoista huomataan, että se mitä vastaustodennäköisyysmallia
käytetään vaikuttaa ainakin jonkin verran laskettaviin estimaatteihin. Kuiten-
kin erot ovat melko pieniä, joten tämän tutkielman puitteissa ei olisi ollut kovin
suuri virhe käyttää kumpaa tahansa mallia.
6.2 Yhteenveto estimaateista
Estimaatteja tutkittaessa huomattiin selkeästi, että kun laskettiin estimaatit
ilman painotusta tai käyttäen vain peruspainotusta saatiin selkeästi erilaiset tu-
lokset verrattaessa siihen, kun käytettiin kalibrointia. Tämän voi nähdä esimi-
merkiksi alla olevasta taulukosta (taulukko 40), jossa vertaillaan luottamusvälejä
hieman tarkemmilla arvoilla. Taulukossa vertaillaan estimaatteja, jotka on las-
kettu ilman painotusta ja estimaatteja, jotka on laskettu toisen random forest
mallin ja logit-kalibrointimenetelmän avulla. Taulukosta nähdään, että kaikki
muut estimaatit eroavat toisistaan tilastollisesti merkitsevästi paitsi subjektii-
vinen terveys. Tämän voi todeta siitä, että niiden luottamusvälit eivät sisällä
samoja arvoja.
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Taulukko 40: Luottamusvälien vertailua
Estimaatit ilman painotusta










subjektiivinen tulo 7.508 7.717 7.140 7.427
subjektiivinen onnellisuus 7.513 7.658 7.215 7.437
subjektiivinen terveys 7.297 7.475 7.171 7.412
luotto oikeusjärjestelmään 6.182 6.374 5.918 6.178
luotto poliitikkoihin 4.390 4.580 4.070 4.321
Estimaatteja laskettaessa saatiin siis aikaan seuraavat huomiot: luottamus-
muuttujat, onnellisuus-muuttuja sekä muuttuja, joka kuvasi subjektiivisia tulo-
ja saivat liian suuret arvot ilman painotusta tai pelkän peruspainotuksen avulla.
Omaan terveyteen liittyvä kokemus pysyi puolestaan melko samana kaikilla pai-
notusmenetelmillä, mikä on mielenkiintoista.
Lopulta voitaneen sanoa, että sillä on selkeä merkitys, käytetäänkö painotus-
ta vai ei, kun lasketaan lopullisia tutkittavien muuttujien estimaatteja. Kuiten-
kaan esimerkiksi sillä, mitä kalibrointi menetelmää käytetään, ei näyttäisi ole-
van kovinkaan suurta merkitystä. Mutta sillä, mitä aputietoja käytetään taas
näyttäisi olevan melko suurikin vaikutus.
55
7 Johtopäätökset ja keskustelua
Tutkielman aikana luotiin useita eri painoja useilla eri menetelmillä ja sen jäl-
keen vertailtiin näiden painojen avulla laskettuja estimaatteja. Estimaatteja ver-
taillessa huomattiin, että kehittyneemmät menetelmät, kuten kalibrointi ja vas-
taustodennäköisyysmalleihin perustuvat painotukset tuottivat selvästi erilaisia
tuloksia, kuin estimaatit, jotka laskettiin ilman painotuksia tai pelkkien pe-
ruspainojen avulla. Parhaat tulokset saadaan usein yhdistämällä kalibrointia
ja vastaustodennäköisyysmalleja. Esimerkiksi Laaksosen tutkimus (Laaksonen
2013) havainnollistaa tätä. Tämä on hyvin looginen tulos, koska nämä mene-
telmät poistavat harhaa, joka johtuu puuttuneisuudesta liittyen vastauskatoon.
Puuttuneisuutta, joka johtuu muista syistä kuin vastauskadosta, esimerkiksi ali-
peitosta, ei voida tietenkään painotuksella vähentää, vaan siihen pitää puuttua
muilla tavoilla.
Kuva 11: Miten tyypillinen painotus voisi edetä, muokattu lähteestä (Laaksonen
2017)
Yllä olevassa kuvassa on vielä kertauksena se, miten tyypillinen painotus voi-
si edetä (kuva 11). Siitä nähdään, että painotus aloitetaan aina peruspainotuk-
sesta, ja näitä painoja pyritään lopulta parantamaan mahdollisilla aputiedoilla
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ja uusilla paremmilla menetelmillä.
Tutkielman aikana tuli myös hyvin selväksi se, että hyvien aputietojen käyt-
tö on ehdottoman tärkeää hyvien tai ainakin parempien painojen ja sitä kautta
harhattomampien estimaattien saamiseksi. Oli jopa hieman yllättävää, kuin-
ka paljon koulutus-aputiedon lisääminen kalibrointiin muutti estimaatteja, toki
tutkielmassa käytetty koulutus-aputieto oli erityisen hyvä ja ei aina voida olet-
taa, että tämänkaltaista erityisen hyvää ja laadukasta aputietoa on käytettävis-
sä. Tämän takia usein joudutaankin tyytymään muihin aputietoihin kuten apu-
tietoihin liittyen ikäjakaumaan ja sukupuoleen. Toisaalta sillä, mitä kalibrointi-
menetelmää tai etäisyysmittaa käytettiin ei näyttänyt olevan juurikaan vaiku-
tusta estimaatteihin. Myöskin eri vastaustodennäköisyysmallien välinen ero ei
ainakaan tämän tutkimuksen mallien perusteella tullut kovinkaan isoksi. Kuiten-
kin, on mielenkiintoista, että jo vanhempien mallien kuten logistisen regression
haastajaksi on tullut random forest malli, jolla pystytään myös estimoimaan
propensity scoreja vastaajille.
Tutkielmassa olisi voitu käyttää enemmän aikaa vastaustodennäköisyysmal-
lien arvioimiseen, jotta vielä paremmat mallit olisi saatu aikaan. Myös random
forest -menetelmän teoriaan olisi voitu syventyä tarkemmin, mutta koin, että
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9 Liitteet
Kuva 12: Otantatiedoston muuttujat
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Alla on kysmykset, joidenka perusteella estimoitavat muuttujat on luotu.
Kysmykset löytyvät myös osoitteesta: http://www.europeansocialsurvey.org/
docs/round7/fieldwork/source/ESS7_source_main_questionnaire.pdf
Taulukko 41: Kysymykset luottamuksesta poliitikkoihin ja luottamuksesta oi-
keusjärjestelmään
Using this card, please tell me on a score of 0-10
how much you,personally trust each of the institutions I read out.
0 means you do not trust,an institution at all, and 10 means you have complete trust.
the legal
system?
00 01 02 03 04 05 06 07 08 09 10 88 (don’t know)
politicians? 00 01 02 03 04 05 06 07 08 09 10 88 (don’t know)
Taulukko 42: Kysymys subjektiivisesta onnellisuudesta






00 01 02 03 04 05 06 07 08 09 10 88
Taulukko 43: Kysmys subjektiivisesta terveydestä
How is your health in general? Would you say it isI
very good, good, fair, bad, or, very bad don’t know
1 2 3 4 5 88
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Taulukko 44: Kysymys kotitalouden subjektiivisista tuloista
Which of the descriptions on this card comes closest to











1 2 3 4 88
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