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O~n/eN> n X n ") /az n Xn A new approach to nonlinear filtering with correlated measurement noise is presented in this paper. This approach, using pseudo state measurements, differs from the usual approach of the "extended Kalman" filter. All nonlinearity in the measurement model is restricted to the Computation of the covariance and variance error matrices. These nonlinearities are unavoidable and do not appear to be a source of concern.
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The usual weighted least squares cost function of correlated residuals is adopted as the cost function to be minimized. The use of pseudo state measurements has been tested to a limited extent by the author, using both simulated and actual data with good results.
The derivation using pseudo state measurements in this paper includes the derivation in Ref. Other examples can be constructed wherein exactly three position measurements involving range, angle, and/or direction cosines, etc. , are measured from which X 1 , X 2 , and X 3 can be calculated in the ideal (error-free) case (Refs. 4 and 5).
A simple example occurs when range, azimuth, and elevation angles R, A, E are measured from a station. Then
are pseudo state measurements since these are nonlinear function5 of the actual measurements. This is a special case since a priori state variables This technique has the further advantage that at/8x. are independent of X..
In the case where R is measured at one or more stations, it is only necessary to construct E, A from the a priori data in order to obtain 1 2' and 3 (or any one of the three). A similar procedure can be constructed for velocity, acceleration, and attitude measurements obtained in the sensor coordinate system. These measurements may be linearly related to the 
SUMMARY
The filtering concept may be explained with reference to the block diagram ( Fig. A-1 Step initialization e Block 7. Filter performance evaluation.
The previous best estimate of the state vector is propagated in
Block I to the time t when the measurements are made. Pseudo state measurements and pseudo state residuals are calculated in Block 2. The gain matrix Kn is computed recursively in Block 5. The gain matrix scales the pseudo state measurement residuals to obtain the improvement increment to be added to X . The error covariance matrix of the estimate is also n computed in Block 5.
The computation of the gain matrix requires that matrices M, R, Z, and C be computed. This is performed in set up (Block 3).
Block 6, step initializatin, is included so that the required input matrices to Block 5 (G, V, and L) may be computed recursively.
Blocks 4 and 7 are included so that the filter performance, including dynamics and measurement modeling, may be evaluated. Note that I inclusion of these blocks is not required for the recursive filter operation.
These may be included when the computational capability permits and when there is some question as to the adequacy of the modeling process. 
A-
The filter equations will be derived with reference to Fig. A-i .
The equations for each of the blocks wi>-",e derived.
B. I Block I -State Propagation
The dyna-nics of the state vector propagation are given by the nonlinear vector function
It is assumed that the best estimates X n-1 and F are available such that
B. 2 Block 2 -Pseudo State Measurements
Let Z denote the actual measurements = Z-N . These mean n n surements can be correlated a. a first-order Markov process as
The development in this report can be extended to the nth-order Markov :n denotes a linear function of the state variables. In practice, an attempt is made for I n to be identical with one or more of the state vector components. Pseudo state measurement residuals are then obtained (Fig. A-i) as ;n 5 n(n)
The computation of the cost function requires that Mn , Rn , Zn' and C C be calculated. This is accomplished by using the inpats to Block 3 shown n -,n wh'!re the expansion terms higher than the first degree were ignored.
The computation of Z and Cn require, the evaluation of A , as I~~r n nn defined in Eq. (2-3) . Using Eq. (2-2), it follows that
The result of expanding the first term in a Taylor's series and retaining only the linear terms~ is
where the partial derivatives are defined as n az n-7
n OXn; ) )
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In the computation of M n , Eq. (3-2) is used as
In the computation of C n , Eqs. (3-2) and (3-4) are used as c n ---<A X x-" -T> n n n n n n n n but from Eqs. (3-2) and (Z-i), it follows that
where it is assumed that T -T T, 10 p ;> <P T > < n> at a-/ -
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The computation of T. is obtained by using Eqs. (3-4) , , and ( i. e. , the two vectors are joined to form a single vector consisting of the ordered sum of all components. The cost function then becomes
where the quantities A, J, and D are defined as [9?TA (5-n [n n n n n n nn n"
Note that the gain matrix K n consists only of constants, i. e., K n is independent of the state and measurement residuals.
The gain computed in Eq. (5-5) gives an estimate X that minimizes the weighted least squares cost function of Eq. (4-1.). It will now be shown that the same gain K also minimizes each of the diagonal elements of the n error covariance matrix P . This assumes that the minimum variance estimate is a linear function of the pseudo state measurement residuals; i. e., assume that
Then the estimation error is obtained by adding and subtracting X from n both sides of Eq. . ,
