AN EXPERIMENTAL STUDY ON MEAN FLOW CHARACTERISTICS FOR NEAR-ORTHOGONAL COMBINED WAVES AND CURRENTS by LIM KIAN YEW
AN EXPERIMENTAL STUDY ON MEAN FLOW 
CHARACTERISTICS FOR NEAR-ORTHOGONAL 















NATIONAL UNIVERSITY OF SINGAPORE 
2013
AN EXPERIMENTAL STUDY ON MEAN FLOW 
CHARACTERISTICS FOR NEAR-ORTHOGONAL 





LIM KIAN YEW 




A THESIS SUBMITTED 
FOR THE DEGREE OF DOCTOR OF 
PHILOSOPHY 
DEPARTMENT OF CIVIL & ENVIRONMENTAL 
ENGINEERING 







First and foremost, I would like to express my deepest appreciation to my 
thesis advisors - Prof. Cheong Hin Fatt (NUS) and Prof. Ole Secher Madsen (MIT), 
whose care, support and guidance over the last several years have helped me 
immensely in sailing through the PhD journey. As my thesis advisor at NUS, Prof. 
Cheong has introduced me to many interesting fluid-related subjects, in particular 
through his modules on hydraulics, river mechanics and offshore hydrodynamics, 
which have equipped me with the essential knowledge to carry out the present study.  
In addition, his years of experience in physical modeling also come in handy during 
our numerous encounters with problems in the laboratory. Despite being physically 
away from NUS most of the time, Prof. Madsen has been instrumental in supervising 
my doctoral research work since day one. His enthusiasm in teaching and research, 
especially his meticulousness in scrutinizing all details of the present work and 
willingness to go to great lengths in explaining theories and concepts (sometimes via 
emails that span over several pages), have significantly enhanced my knowledge and 
understanding of numerous subjects that are related to the thesis.  Apart from that, I 
would also like to thank him for hosting me at the Parsons Laboratory at MIT during 
the summer of 2009 –which was a fascinating experience where I got to attend his 
modules and worked with many interesting and brilliant people. 
 
I would also like to express my utmost gratitude to the following groups of 
people for their kind support during my PhD study: 
 
(i) Hydraulic Engineering Lab staffs (Shaja, Krishna, Mawi and Roger) for their 
technical assistance on the experimental study. 
(ii) Dept. of Civil Engineering HQ staffs, in particular Mr. Sit and Ms. Charulatha, 
for their assistance on administrative matters. 
(iii) Fellow labmates - Dr. Jimmy Ng, Vega and Xiaofeng. 
(iv) Undergraduates working in this project as summer interns (supported by 
(SMURF program) - Zhang Haoran (NUS) and Wen Jibo (MIT).  
(v) Dr. P.J. Rusello from Nortek, Dr. P.L. Vun from HR Wallingford and Mr. Gene 
Low from Global Technical Pte. Ltd.  
(vi) Management staffs of SMART, especially Jocelyn Sales and Sharmini for 
coordinating my overseas attachment at MIT, and Mr. Ong Chin Bok, Ms. 
Cindy Ho and Ms. Clara Ng for assisting in funding-related matters.  
 
   Not forgetting as well the friendship cultivated with other students/researchers 
at NUS, especially Siok Ling, Zhi Yung, Choon Guan, Zi Xun and with 
CENSAM/MIT colleagues (Yuan Jing, Peifeng, Chelsea, Haoliang and Ruoqian) – 
thanks for making my graduate study a wonderful and memorable chapter of my life. 
Lastly, the financial supports of the Singapore‘s National Research Foundation (NRF) 
and the Ministry of Education (MoE) for my doctoral candidature and research 
project are gratefully acknowledged. 
ii 
 
TABLE OF CONTENTS 
 
ACKNOWLEDGEMENT ............................................................................... I 
TABLE OF CONTENTS ............................................................................... II 
ABSTRACT ................................................................................................... VI 
OUTLINE OF THESIS ............................................................................. VIII 
LIST OF FIGURES ...................................................................................... IX 
LIST OF TABLES ......................................................................................XIX 
NOMENCLATURES ............................................................................... XXII 
PART 1 .............................................................................................................. 1 
CHAPTER 1: INTRODUCTION TO WAVE-CURRENT 
INTERACTION AND THE PRESENT STUDY ..........................................1 
1.1 Coastal environment and challenges .......................................................... 1 
1.2 Review on wave-current interaction ........................................................ 3 
1.2.1 Theoretical wave-current interaction models .................................. 5 
1.2.2  Laboratory studies on combined wave-current flows ..................... 9 
1.2.3 Field studies ................................................................................... 11 
1.3 Problem definition ................................................................................. 12 
1.4 Objectives of the present study .............................................................. 14 
CHAPTER 2: EXPERIMENTAL SERIES, SETUPS AND 
PRELIMINARY TESTS ...............................................................................16 
2.1 Summary of experiments ......................................................................... 16 
2.2 Wave-current basin and flume facilities .................................................. 19 
2.3 Equipment and instrumentation ............................................................... 23 
2.3.1 Wave-generating system ................................................................ 23 
2.3.2 Acoustic Doppler Velocimeter (ADV) ........................................... 24 
2.3.3 Capacitance-type wave gauge ........................................................ 26 
2.3.4 Bottom profile indicator ................................................................. 28 
2.3.5 Carriages ......................................................................................... 28 
2.4 Preliminary tests ....................................................................................... 31 
2.4.1 Alignment and positioning of the velocity probes ......................... 31 
2.4.2 Duration of velocity measurement ................................................ 33 
2.4.3 Near-uniform flow region .............................................................. 34 
2.4.4 Presence of seiches in the wave-current basin ............................... 38 
2.5 Details of measurement locations within the near-uniform flow 
regions…... ............................................................................................ 39 
2.5.1 Velocity measurement ................................................................... 40 
2.5.2 Bed profiling .................................................................................. 46 
CHAPTER 3: CURRENT-ALONE EXPERIMENTS ..............................49 
3.1 Logarithmic profile analysis and the hydrodynamic concept of bottom 
roughness ............................................................................................... 49 
iii 
 
3.2 Theoretical bottom for log-profile analysis ............................................. 55 
3.3 Current-alone over a plane concrete bed.................................................. 59 
3.4 Current-alone over uniform roughness (marble-covered) bed ................. 67 
3.5 Current-alone over fixed artificial ripples ................................................ 70 
3.5.1 Ripples aligned parallel to the mainstream current (CARB01) ...... 71 
3.5.2 Ripples aligned at 10 degrees to the mainstream current (CARB02)
 ....................................................................................................... 75 
3.6 Current-alone over a movable sand bed ................................................... 82 
3.6.1 Preliminary test – current-alone over a flat sand bed ..................... 82 
3.6.2 Current-alone over wave-formed ripples ........................................ 92 
3.6.3 Current-alone over wave-current-formed ripples ......................... 104 
PART 2 .......................................................................................................... 112 
CHAPTER 4: WAVE ATTENUATION AND MASS TRANSPORT 
FLOW- FLUME STUDY ............................................................................112 
4.1 Experimental setup ................................................................................ 113 
4.2 Theoretical analysis ............................................................................... 114 
4.3 Experimental results for wave attenuation ............................................. 116 
4.4 Wave-induced mass transport current .................................................... 122 
4.5 Transformation of LH53‘s Lagrangian mass transport equation into an 
Eulerian framework ............................................................................. 125 
4.6 Flume measurement for wave-induced mass transport current .............. 130 
4.6.1 Generation of long waves ............................................................. 130 
4.6.2 Velocity distribution of the wave-induced mass transport flow ... 133 
CHAPTER 5: WAVE-INDUCED BEDFORM AND MASS 
TRANSPORT FLOW- BASIN STUDY ....................................................140 
5.1 Wave-induced mass transport over fixed beds....................................... 140 
5.1.1  Preliminary check on cross waves ............................................... 142 
5.1.2  Plane concrete bed experiments .................................................. 145 
5.1.3  Marble-covered bed experiment .................................................. 146 
5.1.4  Fixed artificial rippled bed experiment ....................................... 147 
5.2 Wave-induced mass transport over a movable sand bed ....................... 150 
5.2.1  JONSWAP and TMA wave spectra ............................................ 150 
5.2.2  Periodic and random wave-formed ripples .................................. 155 
5.2.3 Comparison of ripple geometries with empirical formulas for 
laboratory experiments ................................................................ 160 
5.2.4  Wave-induced mass transport flow measurement ....................... 162 
PART 3 .......................................................................................................... 165 
CHAPTER 6: EXPERIMENTS ON WAVE-CURRENT INTERACTION 
– FIXED BED ROUGHNESS .....................................................................165 
6.1 Plane concrete bed ................................................................................. 166 
6.1.1 Orthogonal (90°) wave-current interaction .................................. 166 
6.1.2 Analysis of wave-current interaction............................................ 173 
6.1.3 Near-orthogonal (60° and 120°) wave-current interaction ........... 174 
6.2 Marble-covered bed ............................................................................... 185 
6.2.1 Orthogonal (90°) wave-current interaction .................................. 185 
6.2.2 Near-orthogonal (60° and 120°) wave-current interaction ........... 190 
iv 
 
6.3 Fixed artificial rippled bed ..................................................................... 197 
6.3.1 Ripples parallel to the nominal current: 90° wave-current 
interaction .................................................................................. 197 
6.3.2   Ripples at 10° to the nominal current: 90° wave-current interaction
 ..................................................................................................... 202 
CHAPTER 7: EXPERIMENTS ON WAVE-CURRENT INTERACTION 
– MOVABLE BED ROUGHNESS.............................................................206 
7.1 Wave-current-formed ripples ................................................................. 206 
7.2 Formation of secondary ripples along the direction of the nominal 
current………………………………………………………………216 
7.3 Orthogonal (90°) wave-current interaction ............................................ 220 
7.3.1 Random wave-current flows ........................................................ 220 
7.3.2 Periodic wave-current flows ......................................................... 225 
7.4 Near-orthogonal (60° and 120°) wave-current interaction .................... 229 
7.4.1 Random wave-current flows ........................................................ 229 
7.4.2 Periodic wave-current flows ......................................................... 236 
CHAPTER 8: SUMMARY, CONCLUSIONS AND 
RECOMMENDATIONS .............................................................................243 
8.1 Experimental setups and methodology .................................................. 243 
8.2 Current-alone flows ............................................................................... 245 
8.3 Wave-alone flows .................................................................................. 248 
8.4 Modification of wave-induced mass transport flow by currents ............ 251 
8.5 Wave-current generated bedforms ......................................................... 252 
8.6 Modifications of currents by waves ....................................................... 254 
8.7 Recommendations .................................................................................. 257 
BIBLIOGRAPHY ........................................................................................ 260 
APPENDICES .............................................................................................. 270 
APPENDIX A : CURRENT-ALONE, WAVE-ALONE AND WAVE-
CURRENT EXPERIMENTAL DATA OBTAINED IN THIS 
STUDY…….…………………………………………………………...…..270 
APPENDIX B : A COMPILATION OF WAVE-CURRENT 
INTERACTION STUDIES REVIEWED IN THE PRESENT 
STUDY……..... .............................................................................................274 
APPENDIX C :  ESTIMATION OF BOUNDARY LAYER 
THICKNESS… ............................................................................................285 
APPENDIX D:  CALCULATION OF THE BOTTOM ROUGHNESS 
AND ITS UNCERTAINTY .........................................................................287 
APPENDIX E: PARTICLE SIZE ANALYSIS .........................................288 




APPENDIX G:  DIRECTIONAL SENSITIVITY OF THE GM 
MODEL……… ............................................................................................295 
G.1 Comparison of the GM model with the present experimental results and 
the numerical solution of Davies et al. (1988) ..................................... 295 
G.2 Proposed correction scheme for enhancement of the GM model‘s 





Recent studies have shown that a large number of the global coastlines are 
experiencing degradation, with beach/shoreline erosion being one of the common 
issues faced by the coastal communities. Ironically, the erosion problems are 
sometimes exacerbated by the engineering measures that were aimed at arresting 
them in the first place, and this calls for more studies to enhance the present 
understanding of the shoreline processes. Among the near-shore processes that have 
received huge attention over the past several decades is the interaction between waves 
and currents. This interaction is a key component in coastal circulation and sediment 
transport models, yet research progress has been hampered by numerous difficulties 
in obtaining physically realistic experimental data due to a lack of suitable facilities to 
simulate orthogonal/near-orthogonal combined wave-current flows. 
 
A series of experiments has been performed in a wave-current basin at the 
Hydraulic Engineering Laboratory of the Department of Civil & Environmental 
Engineering, National University of Singapore (NUS). Waves and steady currents are 
generated to intersect at angles of 60º, 90º and 120º [0º (180º) denotes currents 
following (opposing) the waves], which are more representative of the field 
conditions than collinear wave-current flows. Four types of bed configurations are 
used, i.e., plane concrete bed, uniform 3D marbles, fixed 2D artificial ripples, and 
movable sand bed. The depth-averaged current velocity is between 10cm/s-13cm/s, 
while the wave periods and near-bottom orbital velocity amplitudes range from 1.4-
1.6s and 13-18cm/s, respectively. In addition to periodic waves, random waves of 
JONSWAP spectrum are also generated in the movable bed experiment. The wave-
current basin study is further supplemented with flume studies involving current- and 
wave-alone flows.  
 
The smooth bed experiment, besides providing baseline data for the 
subsequent rough bed experiments, is useful for understanding the characteristics of 
wave-current interaction over a hydraulically smooth seabed. In this study, the log-
profile method is used to resolve the bottom roughness and shear velocity 
experienced by the mean flow. Previous collinear wave-current experiments over 
smooth beds found a decrease in the bottom roughness when waves were present. 
This study shows that the same conclusion is valid for the case of orthogonal and 
near-orthogonal (60º and 120º) combined wave-current flows. The observed 
reduction in bottom roughness, and the corresponding increase in near-bottom mean 
velocity, could potentially influence the transport of sediments and contaminants in 
coastal waters. The observation close to the water surface also suggests that when 
currents are resolved into the direction of near-orthogonal waves, the changes in the 
current velocities are qualitatively similar to those observed for collinear wave-
current interaction. 
 
In the rough bed experiments, the near-bed current velocity is reduced in the 
presence of orthogonal and near-orthogonal waves. This trend is consistent with the 
solutions of the theoretical wave-current boundary layer models for a rough bed (e.g., 
Grant-Madsen (GM) model), which predict an enhancement of the near-bed 
turbulence due to the presence of a wave boundary layer. Based on the results over 
uniform 3D marbles, the GM model is found to have over-estimated the resistance 
experienced by the current flow, when the current is orthogonally aligned with the 
waves. The reason for this shortcoming can be partially attributed to the insensitivity 
of the model to the angle of wave-current interaction, especially when the waves are 
much stronger than the currents. A simple correction scheme is proposed to enhance 
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the directional sensitivity of the GM model, which is shown to improve the prediction 
of the bottom roughness for orthogonal wave-current flows. Similar validation of the 
GM model for near-orthogonal (60° and 120°) wave-current flows could not be 
achieved in the present study, since the estimation of the bottom roughness for near-
orthogonal cases using the log-profile analysis is shown to be contaminated by the 
wave-induced mass transport flow.  
 
For 2D artificial ripples, the bottom roughness is found to be strongly 
dependent on the angle of intersection between the current direction and the ripple 
axis. In addition, the mean flow direction gradually veers towards the ripple axis as it 
approaches the ripple trough from above, which is caused by the ripple-induced form 
drag. Neglecting this near-bed flow behaviour may result in significant errors when 
predicting the transport direction of sediments or contaminants.  
 
 In the movable bed experiment, ripples formed by both periodic and random 
waves are nearly identical when the significant near-bottom orbital velocity of the 
random waves is chosen to match the near-bottom orbital velocity amplitude of the 
periodic waves. When current-alone is generated over the wave-formed ripples at 
parallel and ±30° orientations, a statistically similar bottom roughness is obtained for 
all three current orientations, which suggests that there is virtually no direction 
dependency in the bottom roughness for flows over a movable bed. While this 
conclusion contradicts the findings of the artificial rippled bed experiment, it is hardly 
surprising due to the observed irregularities of the natural sand ripples, which 
potentially reduces the directional effect of the bed resistance compared to an 
idealised 2D artificial ripple configuration. When waves and orthogonal currents are 
present simultaneously, the bottom roughness resolved from the GM model are 
almost 3-5 times greater than the current-alone roughness obtained over the same 
movable bedforms, which highlights the potential inadequacy of the single roughness 
length scale assumption of the GM model for orthogonal wave-current interaction 
over 2D bedforms. The ripple configuration formed by wave-current flows is clearly 
more three-dimensional than wave-formed ripples, and in addition to that, secondary 
ripples formed along the current direction can also be observed after wave-current 
interaction. Spectral analysis indicates that the secondary ripple length is 
approximately two times the primary ripple length, and these ripples could be a form 
of current-generated bedforms which are likely to further enhance the bottom 
resistance along the direction of the current flow. 
 
In addition to the modification of currents by orthogonal/near-orthogonal 
waves, several interesting observations pertaining to the changes of the wave-induced 
mass transport flow under the influence of orthogonal/near-orthogonal currents have 
also been made. In particular, the near-linear mass transport flow profile for wave-
alone and the near-uniform mass transport distribution for wave-current are some of 
the flow characteristics that could not be predicted with existing theoretical mass 




OUTLINE OF THESIS 
 
The present thesis consists of three major parts, namely (i) Background 
information and current-alone study, (ii) wave-alone study and (iii) combined wave-
current study.  Chapter 1 (Part 1) introduces the fundamental concepts of wave-
current interaction and reviews the previous works conducted in this area of study. 
The objectives of the present study, aimed at overcoming some of the previous 
shortcomings, are also highlighted. Chapter 2 covers the experimental setups, 
including several preliminary tests conducted to establish the accuracy and limitations 
of the present setups. In Chapter 3, a more in-depth review of the concept of bottom 
roughness, the length scale commonly used to parameterize the bottom resistance, is 
covered. The rest of this chapter is dedicated to the current-alone experiments 
performed over several bed configurations, i.e., plane concrete bed, uniform 3D 
marbles, fixed 2D artificial ripples and movable sand bed. 
 
Following the discussions on steady current flows, Part 2 focuses on wave-
alone experiments, and comprises two chapters (Chapters 4 and 5). Chapter 4 details 
the wave-alone experiments performed in the flume. These include a wave 
attenuation test to determine the bottom roughness induced by uniform 3D marbles, 
and measurements of wave-induced mass transport flows over smooth and marble-
covered beds. In Chapter 5, the focus is placed on the distribution of the wave-
induced mass transport flows over four types of bed configurations mentioned above. 
These experiments are aimed at providing baseline information for the determination 
of changes in the mass transport flow distribution during wave-current interaction. In 
addition, spectral analysis of the bed profiles formed by wave-alone flows and 
comparison made with several available empirical formulations are also covered in 
this chapter. 
 
 Part 3 discusses the entire series of the combined wave-current experiments 
over fixed and movable beds. The fixed bed experiments are detailed in Chapter 6. 
The GM model is used to back-calculate the bottom roughness in the combined wave-
current flow fields over rough beds, and the results are compared with current-alone 
and wave-alone roughness to validate the accuracy of the model in simulating 
orthogonal and near-orthogonal wave-current interaction. Chapter 7 discusses the 
wave-current experiments over a movable sand bed. In addition to flow kinematic 
measurements, the geometries of bedforms induced by combined wave-current flows 
are also estimated with spectral analysis and compared with those created by wave-
alone. All the findings in this thesis are summarized in the Conclusion chapter 
(Chapter 8), with some recommendations being made to improve on future 
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*Units commonly used in the thesis are shown in parenthesis 
     = near-bottom particle excursion amplitude (cm/s) 
   = wave amplitude (cm) 
    = wave amplitude at an initial ‗up-wave‘ location (cm) 
  = width of current/wave flume; width of basin (m) 
  = wave celerity (m/s) 
   = wave group velocity (m/s) 
    = median diameter of sediment grains (mm) 
    = current friction factor 
     = wave-current friction factor 
    = wave friction factor 
   = gravity acceleration = 9.81m2/s 
   = wave height (cm) 
    = incident wave height (cm) 
    = reflected wave height (cm) 
   = water depth (m) 
   = wave-number (rad/m) 
    = 1/ripple length (mm-1) 
    = bottom roughness (general) (cm) 
       = wave-current bottom roughness (used specifically in Part 3) (cm) 
 
        =           bottom roughness for flow component perpendicular to the ripple 
crest line (cm) 
 
         = bottom roughness for flow component parallel to the ripple crest line 
(cm) 
 
    = wave length (m) 
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     = reflection coefficient of waves 
     = Reynolds number (=        ) 
     = wave Reynolds number (=         ) 
    = specific gravity of sand grain 
    = wave period (s) 
  = velocity in the x-direction (cm/s) 
   = turbulent fluctuation in the x-direction (cm/s) 
     = near-bottom maximum wave orbital velocity (cm/s) 
        = near-bottom root-mean-square wave orbital velocity (cm/s) 
        = near-bottom significant wave orbital velocity (cm/s) 
      = depth-averaged current velocity (cm/s) 
            = wave-induced mass transport velocity in Eulerian coordinate (cm/s) 
 
            = wave-induced mass transport velocity in Lagrangian coordinate 
(cm/s) 
 
     = current shear velocity (cm/s) 
     = maximum combined wave-current shear velocity (cm/s)  
     = wave shear velocity (cm/s) 
      = maximum wave shear velocity (cm/s)  
  = velocity in the y-direction (cm/s) 
   = turbulent fluctuation in the y-direction (cm/s) 
  = velocity in the z-direction (cm/s) 
   = turbulent fluctuation in the z-direction (cm/s) 
   = direction of the wave propagation 
           = direction orthogonal to the waves and parallel to the bottom boundary  
 
   = elevation from the flume/basin floor (cm)  
    = elevation from the theoretical bottom level (cm)  





    = current boundary layer thickness (cm) 
     = wave-current boundary layer thickness (cm)  
         = wave-induced mass transport flow boundary layer thickness (cm)  
 
    = wave boundary layer thickness (cm) 
  = ripple height (mm) 
  = von Karman‘s constant = 0.4 
  = ripple length (mm) 





    = turbulent eddy viscosity (cm
2
/s)  
   = Shields Parameter 
    = critical Shields Parameter 
   = skin friction Shields Parameter 
   = bottom shear stress (N/m2) 
    = current bottom shear stress (N/m
2
) 
    = maximum combined wave-current bottom shear stress (N/m
2
) 
    = wave-induced bottom shear stress (N/m
2
) 
     = maximum wave-induced bottom shear stress (N/m
2
) 
     = angle of wave-current interaction (degree) 






CHAPTER 1: INTRODUCTION TO WAVE-CURRENT 
INTERACTION AND THE PRESENT STUDY 
 
 
1.1 Coastal environment and challenges 
 
Coastal engineering practice generally involves the study of natural shoreline 
processes, design and construction of coastal structures, and formulation of 
management strategies for the coastal ecosystems. A question that naturally arises is: 
―Where are the boundaries of a coastal region?‖. There is no general consensus on the 
physical boundaries that delineate this region, but some literature define it as an area 
within 60-200km of the shorelines (Creel, 2003), which also covers coastal forests, 
floodplains, beaches and coral reefs. More than 75% of the global population have 
been predicted by the United Nations to be living in the coastal region by 2020 
(Reeve et al., 2012). The high density of coastal populations around the world (80 
persons per sq km, i.e., twice the world‘s average population density, according to 
Creel (2003)) is not surprising given the vast economic opportunities and potential 
growth commonly associated with it.  Among the major human activities in the 
coastal region are the shipping and maritime industries, fisheries and aquaculture 
sectors, oil and gas exploration, tourism industry, marine energy sectors, etc. Other 
important functions of the coastal waters that are less obvious to the non-scientific 
community include acting as a sink for contaminants, and serving as energy 
dissipaters to the shoreward-propagating waves.  
 
An obvious downside of a rapidly growing coastal population is the severe 
pressure exerted on the ecosystem. A report published by the United Nations 
Environment Programme in 2003 predicted that almost 50% of the world‘s coasts are 
undergoing degradation due to human-related activities.  Climate change and sea 
level rise are likely to worsen the present situation and increase the future cost of 
coastal protection and management (Reeve et al., 2012). Given the rather gloomy 
scenarios if no concrete measures were to be taken, government agencies and 
research institutions around the world have stepped up research activities that aim 
towards a sustainable coastal development. These studies can be classified into two 
categories, namely on the physical processes (e.g., erosion, sedimentation etc.), and 
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the biological and water quality aspects. A summary of the important aspects that 
requires further research, especially in the areas of coastal protection, was given by 
Silvester (1978). A major problem highlighted was the use of coastal structures, e.g., 
groynes and seawalls, which appeared to exacerbate the problem of erosion in some 
cases instead of mitigating it. Reeve et al. (2012) have attributed this problem to the 
failure of the planning system to consider long-term coastal evolution due to the 
proposed coastal works. This highlights the needs for more ingenious solutions to the 
coastal engineering problems, which inevitably require a better understanding of the 
wave and current hydrodynamics, sediment transport processes, and the development 
of more sophisticated laboratory and field instrumentations, etc. Environmental issues 
like pollution (e.g., oil spills, discharge of wastewater into the sea) and destruction of 
marine habitats have also started to receive greater attention in recent years.  
 
Clearly, a sustainable coastal development scheme would require problems 
associated with both physical and ecological processes to be addressed effectively. 
While the biologists and environmental scientists are the primary experts in 
addressing the ecological issues, the present study focuses on the physical processes 
in coastal waters, with emphasis on wave-current boundary layer interaction. The 
motivations of the present study are given in Sections 1.3 and 1.4, but prior to that, a 
review of past studies on coastal wave-current interaction are presented. This section 
concludes with an interesting statement made by a prominent physicist in the early 
1970s: 
 
“Want to make big money in oceanography? Then forget about mining nickel 
from the ocean floor or refining gold from seawater. Instead, build a harbour that 
won‟t silt up or beaches that won‟t wash away. Learn to clean up pollution” 
 
          William A. Nierenberg 
          Director of Scripps Institution of  
           Oceanography of the Univ. of California 
(quoted by M.P. O‘Brien in the  
Proceedings 13
th








1.2 Review on wave-current interaction 
 
In coastal waters, the hydrodynamics is usually influenced by both waves and 
currents (see reviews, e.g., Grant & Madsen, 1986; Soulsby et al. 1993). The waves 
could be locally generated, or have travelled from a distant fetch (known as swells). 
The mechanisms of wave generation are due to wind stresses, disturbances to the 
ocean floor (e.g. earthquakes, landslides) and density stratification etc. On the other 
hand, coastal currents are generated by wind stresses, tidal forcing, radiation stress of 
waves, horizontal density stratification, atmospheric pressure gradient, flows exiting 
from rivers and estuaries, etc. Wave-current interaction is usually studied with two 
main objectives in mind. The first is on how waves are affected by the presence of 
currents (e.g., wave refraction, dissipation of wave energy), which is of major 
importance to the design of coastal structures. The second objective concerns changes 
in the current characteristics induced by waves. These changes will have a significant 
implication on the transport of contaminants and suspended sediments. Nonetheless, 
it is too complicated to devise a study that could achieve both objectives at the same 
time. It is therefore reasonable to assume that either the waves or the currents remain 
unchanged throughout the interaction. In most coastal engineering studies, the effect 
of currents on waves is usually neglected (Grant & Madsen, 1979), since the 
prevailing condition in the field is wave-dominated, i.e., strong waves co-existing 
with weak currents (―strong‖ implies that the near-bottom orbital velocity of waves is 
comparable to the coastal current velocity).  
 
Both currents and waves are significantly different in terms of their flow 
directions. Waves generally propagate at a near-perpendicular orientation to the 
shoreline (due to refraction), while currents usually flow parallel to the shoreline. 
This implies that, in most instances, waves and currents are interacting at near-
orthogonal orientations (Figure 1-1). The two flows are also significantly different in 
their respective time scales. The period, T, of coastal currents is usually of the order 
of hours (approximately 12.4 hours for semi-diurnal tidal currents), and their 
boundary layer thickness, which is proportional to   , is of the order of meters. 
Wind-wave period is normally of the order of 10s, and this relatively short time scale 
indicates that its boundary layer is only of the order of centimetres. Therefore, wave 
boundary layers are normally embedded within the bottom-most region of the current 
boundary layers (Figure 1-2).  Newton‘s Law of Viscosity (and its turbulent 
counterpart, the Eddy Viscosity model) states that:  
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where   is the shear stress and       is the gradient of the horizontal velocity,  , in 
the vertical direction,  . When the free stream velocities of both waves and currents 
are of the same order, the velocity gradient within the thin wave boundary layer 
adjacent to the bed will be much larger than that of the current flow. This induces a 
strong turbulence in the near-bottom region which then modifies the velocity 
distribution and shear stress of the co-existing currents. In addition, the relatively 
shallow water depth in coastal waters also means that the bed is constantly being 
influenced by the overlying wave-current flows, leading to the formation of bed 
features and sediment transport.  The wave-current-seabed interaction is therefore a 
















Figure 1-2: Difference in boundary layer length scales for currents (green full 
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Despite the aforementioned difficulties, immense progress has been made in 
recent years on coastal flow modelling, starting from the simple analytical models 
back in the early 1970s that assume linear wave-current interaction, to today‘s 
complex numerical models that adopt the state-of-the-art turbulence closure methods. 
In most cases, easy-to-use analytical models based on simplifying assumptions are 
preferred over sophisticated numerical models. This is partly attributed to the 
conditions of flows and bed morphology in the field, which are constantly changing 
with time. Present-day numerical computations, though capable of producing accurate 
and detailed results for certain cases, may not be able to cope with the need for a real-
time ‗answer‘ to the prevailing wave and current conditions. For instance, Pope 
(2000) had proposed an expression for the number of days required to simulate an 
isotropic turbulent flow using the Direct Numerical Simulation (DNS) approach, with 
a computer that has a sustained throughput of 1 Gigaflop. The expression is given in 
terms of the Reynolds Number (  ) as follows: 
 
       
  
   
   
 
For a flow with    = 1 x 106, which is relatively common in the field, it 
would require a 280 Tflop supercomputer of up to 19 years to solve the entire flow 
domain (Recktenwald, 2009). If anisotropic turbulence is considered in the 
simulation, the computation is even more rigorous and is probably beyond the reach 
of most computing tools in the near future. Simple theoretical wave-current boundary 
layer models are therefore still the most time- and cost-effective approach of the day 
in tackling coastal hydrodynamics problems. 
 
 
1.2.1 Theoretical wave-current interaction models 
 
Theoretical modelling of combined wave-current flows has been carried out 
since almost four decades ago, starting with the work of Lundgren (1972). Prior to 
that, most studies on wave-current interaction were conducted in the context of 
potential flow, thus neglecting the effects of turbulence and bed resistance on the 
interaction. Lundgren (1972) assumed linear wave-current interaction in his model, 
and did not consider the influence of currents on the waves. Subsequent theoretical 
studies, which accounted for the non-linearity of wave-current interaction, were 
carried out by Smith (1977), Grant (1977), Bakker & van Doorn (1978), Grant & 
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Madsen (1979), Tanaka & Shuto (1981), Coffey & Nielsen (1984), Fredsøe (1984), 
Christofferson & Jonsson (1985), Myrhaug & Slattelid (1989) and Sleath (1991). A 
primary strategy of early-day theoretical studies is to adopt a simple turbulence 
closure model when solving the Navier-Stokes equations of both steady and 
oscillatory flows. The available closure models include the eddy viscosity model, the 
turbulent kinetic energy closure method and the momentum-deficit integral method. 
The eddy viscosity model, which relates the Reynolds stress to the velocity gradient 
using an eddy viscosity term,   ,  is the simplest to use among all the models. With 
the exception of Bakker & van Doorn (1978) and Fredsøe (1984), who respectively 
applied the Prandtl‘s mixing length method and the momentum-deficit integral 
method, all the studies above used the eddy viscosity model for turbulence closure.  
 
Smith (1977) and Grant & Madsen (1979), hereafter referred to as GM, 
independently developed their wave-current models based on a 2-layer time invariant, 
linearly varying, eddy viscosity distribution. The reason for adopting a 2-layer eddy 
viscosity model (which was also used by Lundgren (1972)) is based on an intuitive 
argument that the turbulence intensity is significantly different within and outside the 
wave boundary layer. Within the thin wave boundary layer, the shear stress is 
influenced by both wave- and current-generated turbulence, whereas the shear stress 
above the wave boundary layer is mainly attributed to the current turbulence. Hence, 
   should be scaled by the combined wave-current shear velocity within the wave 
boundary layer, and by the current shear velocity above the wave boundary layer. The 
vertical structure of    proposed by Smith (1977) is shown below:  
 
                                                                                       (1.1a) 
                 
    
   
                                                (1.1b)        
 
where     is the current shear velocity,      is the maximum wave shear velocity 
and     is the wave boundary layer thickness. A major shortcoming of Smith‘s model 
is that it can only be applied to collinear wave-current interaction. Its assumption of a 
―strong current, weak wave‖ condition is also not commonly observed in field 
scenarios. Furthermore, the eddy viscosity distribution in Smith‘s model is 
continuous at      , which implies that the influence of wave turbulence is present 
(and remains constant) in the flow region above the wave boundary layer. On the 
other hand, the GM model was developed for arbitrary angle of wave-current 
interaction, and its assumption of a wave-dominated condition is also physically 
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realistic. Instead of using            as their scaling shear velocity for    in the 
wave boundary layer, GM used the maximum combined shear velocity,     in their 
eddy viscosity formulation (Figure 1-3). This parameter is obtained from the vector 
summation of current and wave shear stress, thus also accounting for the angle 
between the two flows. Unlike Smith‘s model, the GM model‘s eddy viscosity, given 
by the expressions below and shown in Figure 1-3a, is not affected by the waves 
above the wave boundary layer. This is in agreement with physical reasoning, but it is 
discontinuous at the interface of the wave-current boundary layer,    :  
 
                                                                    (1.2a) 
                                                                     (1.2b) 
 
 
The resulting mean flow profile has an undesirable characteristic, which is in 
the form of a sudden change in the velocity gradient at     (Figure 1-3b), though this 
feature is relatively insignificant for practical application (Humbyrd, 2012).  
 
Wave-current models by Christofferson & Jonsson (1985)-(hereafter referred 
to as CJ), Myrhaug & Slattelid (1989)-(MS), and Sleath (1991)-(SL) adopted a 
similar method of solution as the GM model, but with different assumptions on the 
vertical structures of the eddy viscosity (Figure 1-4). CJ proposed two wave-current 
interaction models, both assuming two-layer eddy viscosity. The two models have 
similar scale of eddy viscosity above the wave boundary layer. Within the wave 
boundary layer, one model is formulated to account for small roughness whereas the 
other is developed for large roughness. Their models have been verified with the 
collinear wave-current experiments by Baker & van Doorn (1978) and Kemp & 
Simons (1982, 1983). On the other hand, MS used a 3-layer eddy viscosity model in 
their wave-current interaction analysis, while SL applied a single-layer eddy viscosity 
model. Notwithstanding the numerous suggestions on the vertical distribution of eddy 



















Figure 1-3: (a) Vertical distribution of eddy viscosity in the GM model as given 
by equation (1.2); (b) Mean velocity distribution of the GM Model. The 2-layer 
eddy viscosity assumption leads to a “kink” in the velocity distribution instead of 










      
 
Figure 1-4: Vertical distribution of eddy viscosity adopted in several theoretical 
wave-current models: (a) CJ (Christofferson & Jonsson, 1985) model 1 (dashed-
line) and 2 (full-line), (b) MS (Myrhaug & Slattelid, 1989) model, (c) SL (Sleath, 
1991) model. Adapted from Nielsen (1992) 
 
 
In reality, the eddy viscosity is time-varying in the presence of oscillatory 
flows. The effect of including time variability in the eddy viscosity model was 
discussed by Lavelle & Mofield (1983), Fredsøe (1984), Trowbridge & Madsen 
(1984a), hereafter referred to as TM1, and Gonzalez-Rodriguez (2009). TM1 showed 
that, at first order approximation, the time-invariant model is sufficiently accurate to 
describe the boundary layer interaction between waves and currents. The eddy 
viscosity is, however, sensitive to time variability at second order wave steepness and 
a time-varying eddy viscosity is therefore necessary for the study of wave-induced 




   
      
      
     
       
   (a) (b) 
(a) (b) (c) 
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viscosity, the three most common models for steady turbulent flows are constant, 
constant-linear, and parabolic (Humbyrd, 2012). The parabolic eddy viscosity model 
corresponds to the logarithmic velocity profile commonly observed in experiments, 
but it is also the most complicated one to use. Since wave-current interaction takes 
place close to the bed, both linearly varying and parabolic eddy viscosity models 
show little variation in this region. Hence, adopting a linearly varying eddy viscosity, 
as seen in many theoretical works, e.g., by Smith (1977) and GM, simplifies the 
solution with only minor implication on the model accuracy.  
 
 A list of other theoretical works, with a brief description on their objectives 
and approaches, are given in APPENDIX B. It is important to note that, while intense 
sediment transport normally occurs in the surf zone regions, most of the theoretical 
models are formulated for wave-current interaction outside the surf zone, i.e., with the 
assumption of non-breaking waves (Soulsby et al., 1993). Deigaard et al. (1991) 
showed that despite the considerable variation of shear stress on a wave-to-wave 
basis, the average bed shear stress is not significantly different between the surf zone 
and those offshore of the breaker point, thus supporting the extension of these models 
to surf zone analysis.  
 
 
1.2.2 Laboratory studies on combined wave-current flows 
 
There are three main types of facilities commonly used for oscillatory flow 
experiments in coastal engineering. The most widely-used facility is known as a 
flume or a basin, which normally consists of a wavemaker at one end and a passive 
wave absorber at the opposite end. The wavemaker can be of 2-dimensional type 
(e.g., flap or piston) or 3 dimensional type (e.g., ―snake‖ wavemaker). Waves are 
created by paddle motion programmed according to theoretical wavemaker theories 
(see, e.g., Dean & Dalrymple, 1991; Hughes, 1992). The second type of facility is a 
U-shaped channel, commonly known as an Oscillating Water Tunnel (OWT). 
Oscillatory flows are generated with a vertical moving piston in one riser, while the 
other riser is open to the atmosphere. Though capable of generating prototype-like 
flow conditions, fluid motion in an OWT does not exactly mimic water waves 
(Fredsøe & Deigaard, 1992). One notable difference is that the flow in an OWT is 
uniform along the horizontal direction (       , which is an acceptable 
assumption only for very long waves. The third type of facility was proposed by 
Bagnold (1946), and consists of a base plate oscillating in a quiescent fluid.  The 
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velocity defect of the flow above an oscillating plate is equivalent to the flow in an 
OWT (Nielsen, 1992). 
 
All the above facilities can be extended to wave-current interaction studies by 
introducing an external current into it. Some of the notable experimental studies 
performed in the flumes are Bakker & van Doorn (1978), Brevik & Aas (1980), 
Kemp & Simons (1982, 1983), Klopman (1994), Mathisen & Madsen (1996a, b), 
Fredsøe et al. (1999), Andersen & Faraci (2003), etc. These studies have conclusively 
shown that the near-bottom velocities of currents over rough beds are reduced in the 
presence of following and opposing waves, as predicted by the theoretical models. 
Kemp & Simons also showed that when the bed is smooth, the near-bottom current is 
increased by the presence of collinear waves. While the influence of waves on the 
near-bottom current is independent of whether the waves are following or opposing 
the currents, the same conclusion cannot be extended to the near-surface mean flows. 
The addition of waves propagating in the current direction tends to reduce the near-
surface mean flow, whereas the contrary is true (i.e., an increase in the near-surface 
mean flow) for waves opposing the currents (Klopman, 1994).  
 
Over the years, the flume facilities have been successfully utilized to obtain 
important observations and insights on wave-current interaction. However, these 
studies are generally limited to collinear wave-current interaction, which is an 
exception rather than a rule in the field. In order to extend the investigation to the 
more realistic case of orthogonal wave-current interaction, 3-dimensional basin 
facilities have also been used, e.g., Bijker (1967), Visser (1986), Simons et al. (1992, 
1994), Havinga (1992), Arnskov et al. (1993), van Rijn & Havinga (1995), Musumeci 
et al. (2006), Madsen et al. (2008), Fernando et al. (2011) and Faraci et al. (2012). 
Most of these researchers obtained the flow resistance using indirect methods, such as 
from the near-bottom mean flow kinematics. The shear stress and bottom roughness 
are then deduced based on the ―law of the wall‖ argument. Other less conventional 
methods include estimating the mean bottom shear stress by measuring the water 
surface slope (Bijker, 1967; Visser, 1985) and using shear plate for direct 
measurement of bottom shear stress (Simons et al., 1992, 1994; Arnskov et al., 1993).  
 
In order to minimize the scaling effect, Lodahl et al. (1997), Wijetunge 
(2006) and Yuan et al. (2012) are among some of the researchers who performed their 
studies using OWTs. The tunnel section used by Lodahl et al. has a smooth circular 
cross section, and their tests involved flows over a large range of wave and current 
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Reynolds numbers. Wijetunge carried out their study using fixed artificial vortex 
ripples, while Yuan et al. conducted tests over their smooth and uniform single-layer 
marble-covered beds.  Despite the ability to model collinear wave-current interaction 
at prototype scales, the uniform horizontal flow in an OWT implies that certain higher 
order features of combined wave-current flows, e.g., the wave-induced streaming, 
could not be correctly reproduced.  
 
Instead of generating oscillatory flows in flumes or OWT facilities, which 
can be rather costly to perform, the method of Bagnold (1946) was applied in some 
wave-current studies by introducing a current flow over an oscillating bed. For 
instance, Sleath (1990) and Ranasoma & Sleath (1994) carried out their flume 
experiments with an oscillating base plate superimposed by currents at 90 degrees. 
The former involved flows over a smooth base, whereas the latter was performed over 
a movable sand bed. There is, however, a major difference between oscillating the 
fluid and the bottom. The inertial force exerted by a moving fluid on a stationary 
sediment grain is scaled by the fluid density, whereas in the case of a moving grain in 
a quiescent fluid, the force is scaled by the sediment density. This difference could 
lead to an error up to a factor of 2 if the fluid is water and the sediment is quartz sand 
(Nielsen, 1992), and therefore interpreting sediment transport results from oscillating 
base plate experiments need to be done more cautiously. 
 
 
1.2.3 Field studies 
 
With the development of new theoretical models for wave-current interaction 
in the 1970s and 1980s, several field studies were performed soon after to validate 
those models. Cacchione & Drake (1982) conducted their measurements during a 
storm on the Bering Sea shelf and concluded that there is an increase in the bottom 
roughness as suggested by GM, but the amount of enhancement was under-estimated 
in the theoretical study. A subsequent analysis to Cacchione & Drake‘s data was done 
by Wiberg & Smith (1983), which was aimed at correcting an apparent error in the 
actual height of the measuring instruments. Their results showed that the theoretical 
solutions of both Smith and GM models are in good agreement with the field data. 
Subsequent field measurements by Grant et al. (1984) and Drake & Cacchione (1992) 
on the Northern California Shelf also found an enhancement of the bottom roughness 
and mean shear stress due to presence of waves, and the increase could be fairly well 
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predicted with the GM model. Furthermore, the period of Drake & Cacchione‘s field 
study included a storm event, thus providing a good insight into the flow resistance 
under both wave- and current-dominated conditions.  
 
The modification of the bottom roughness and shear stress due to combined 
wave-current flows are also evident in other field studies, e.g., Huntley & Hazen 
(1988; at Nova Scotia, Canada), Green et al. (1990; off Northeast coast of England), 
Trowbridge & Agrawal (1995; at Duck, North Carolina) and Wright et al. (1997; on 
Louisiana inner continental shelf). Another important aspect of wave-current 
interaction is the dependency of the bottom roughness on the angle of flow 
interaction. While this has been confirmed in some field studies (Drake & Cacchione, 
1992), numerous uncertainties usually encountered during field measurements are 
preventing others from making a similar conclusion (e.g., Trowbridge & Agrawal, 
1995).  
 
A tabulated list of theoretical, experimental and field studies are given in 




1.3 Problem definition 
 
While most theoretical models discussed in the previous section have been 
validated for the case of collinear wave-current interaction, there is a glaring lack of 
experimental data on orthogonal or near-orthogonal wave-current interaction. 
Validation of models with field data is considerably difficult to perform due to the 
continuously varying wave and current conditions (Musumeci et al., 2006), as well as 
the various unknown factors that could influence the field measurements. In fact, only 
certain parameters can be measured in detail and with good precision in the field, 
such as wave heights, periods and bed geometries. Therefore the adopted strategy for 
further advancement in this area of study, as noted by Smith (1977), is to obtain the 
prevailing conditions in the field and reproduce them in the laboratory for more 
controlled experiments. With these experimental results, theoretical models can be 
improved and then validated with field measurements. Smith (1977) also emphasised 
the importance of decoupling as many aspects as possible from a wave-current 
interaction study to simplify this complicated area of research.  
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However, laboratory facilities capable of simulating orthogonal/near-
orthogonal combined wave-current flows are scarce. To the author‘s knowledge, there 
are only two studies that involved up to three angles of near-orthogonal wave-current 
interaction, i.e., Havinga (1992) and Arnskov et al. (1993). Havinga‘s experiments on 
60°, 90° and 120° wave-current flows (also reported by van Rijn and Havinga, 1995) 
focused mainly on suspended sediment transport, whereas Arnskov et al. was 
concerned with the measurement of bottom shear stress in their experiments 
involving 72°, 90° and 108° wave-current flows. Both studies did not cover detailed 
velocity profile measurements, especially in the direction of the waves, and only used 
one type of bed configuration (smooth bed for Arnskov et al. and movable sand bed 
for Havinga). 
 
In addition to the lack of flow kinematic data, there are also considerable 
uncertainties associated with the definition of bottom roughness,    (also known as 
the ―equivalent Nikuradse sand grain roughness‖). For the case of steady rough 
turbulent flow over a uniform flat sand bed,    is characterized by the diameter of the 
sand grain (Nikuradse, 1933). However, a coastal seabed usually consists of wave-
generated bedforms, making the definition of    rather ambiguous. The basic 
assumption in most theoretical models is that waves and currents are experiencing the 
same bottom roughness, and this assumption has been accepted in many early-year 
studies without much validation.  A noteworthy attempt to validate this single 
roughness assumption was made by Mathisen & Madsen (1996 a,b). Their flume 
experiments showed that it is reasonable to adopt a single roughness length scale for 
both waves and currents over 2D fixed artificial ripples, but this was later proven to 
be limited only to collinear wave-current flows (Barrantes and Madsen, 2000).  
Hence, more experimental studies are necessary in the context of near-orthogonal 
wave-current interaction so as to establish the appropriate bottom roughness length 
scale for waves and currents. In particular, detailed profiling of the wave/wave-
current generated bedforms followed by rigorous velocity measurements will be 
particularly useful in understanding the relationship between    and bed geometries 
in combined wave-current flows. 
 
Another phenomenon that was commonly neglected in previous wave-current 
studies is the wave-induced mass transport current. Theoretical models were mainly 
developed for mass transport current in wave-alone environments (Stokes, 1847; 
Longuet-Higgins, 1953; Trowbridge & Madsen, 1984b), and little is known about its 
behaviours when an external current flow is superimposed on it. Furthermore, the 
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wave-induced mass transport flow may also introduce errors to the deduction of 
bottom roughness for the external current using the log-profile analysis, which has 
not been examined in previous studies. This highlights the necessity for detailed 
measurements of current-alone, wave-alone and combined wave-current flows over 
the same bed configuration, in order to identify the changes occurring to each flow 
component when both waves and currents are present simultaneously. 
 
 
1.4 Objectives of the present study  
 
In view of the aforementioned problems, the present experimental study is 
initiated to achieve several objectives:  
 
(1) Obtain new sets of measurement data for the physically realistic scenarios of 
orthogonal/near-orthogonal wave-current interaction in a controlled 
laboratory environment. The focus will be on mean velocity profile 
measurements for combined 60°, 90° and 120° wave-current flows [with 0° 
(180°) denoting currents following (opposing) the waves].  These data are 
expected to provide deeper insight into the hydrodynamics of combined 
wave-current flows, and at the same time may assist in the formulation of 
new models for certain phenomena that have not been considered in previous 
theoretical studies. One example is the bedform-induced turning of the mean 
flow (Barrantes & Madsen, 2000; Andersen & Faraci, 2003), which is crucial 
for the bedload and suspended load transport modelling but has so far been 
overlooked in all existing sediment transport models. 
 
(2) Validate the use of the GM model for the case of orthogonal/near-orthogonal 
wave-current interaction. The experimental apparent roughness and shear 
stress would be compared with the theoretical results of the GM model, in 
order to evaluate the model accuracy in simulating combined wave-current 
flows at large angles of interaction. The same sets of data may also be used 
for validation of other analytical or numerical wave-current models. 
 
(3) In addition to the modification of external current flow profiles by near-
orthogonal waves, detailed measurements will also be made on the 
modification of wave-induced mass transport flow by external currents. The 
agreement with the classical wave-induced mass transport model by Longuet-
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Higgins (1953) will be evaluated for both wave-alone and orthogonal/near-
orthogonal combined wave-current flows over fixed and movable beds. 
 
(4) Study the bedforms created by wave-alone and near-orthogonal combined 
wave-current flows over movable sand beds, and their corresponding effects 
on the bottom roughness. In addition, the direction dependency of the bottom 
roughness and bedform-induced veering of the mean flow over both artificial 








This chapter details the laboratory experiments of the present study. The 
first section summarizes the entire series of tests performed in both flume and basin 
facilities. The parameters for the individual tests, their identification codes, and links 
to the tabulated measurement data are given in APPENDIX A for quick reference.  
The second and third sections of this chapter provide details on the experimental 
facilities and instruments, as well as some preliminary checks which are aimed at 
establishing the setup limitations. 
   
 
2.1 Summary of experiments 
 
The wave-current experiments were performed with three angles of 
interactions between the waves and the currents, i.e., 60°, 90° and 120°, over fixed 
and movable beds (Figure 2-1). In this study, 0° denotes currents following the waves 
and 180° currents opposing the waves. The fixed bed experiments are further 
separated into two categories, namely over hydraulically smooth (plane concrete) and 
rough beds.  Only periodic waves are generated in the fixed bed experiments, while 
both periodic and spectral waves are used in the movable bed experiments. To clearly 
spell out the rationales behind each experiment, the objectives discussed in the 
previous chapter are expressed in terms of several questions in Table 2.1, and the 
experiments performed to provide the ‗answers‘ are noted with tick marks.  Since the 
movable sand bed experiments are more complex owing to the development of bed 
features by the overlying flows, the complete sequence of tests conducted in a typical 








                                                  
                                                                                                             
Figure 2-1: Three angles of wave-current interaction over four types of bed 
configurations, i.e., smooth concrete bed, uniform marbles, fixed artificial 
ripples, movable sand bed. Blue arrow denotes wave flow and green arrow 























Figure 2-2: Sequence of tests for a movable bed experiment (60°, 90° and 120° 
wave-current interaction); V.P.: Velocity Profiling 
Wave-alone 
over sand bed 
(V.P.) 
Bed profiling over 
initial ‗flat‘ sand 
bed 
Current-alone over initial 





























Bed profiling over 
wave-current-formed 
ripples 
Concrete Bed  
Movable bed  
 
Uniform marbles  
Artificial ripples  
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 CA WA WC CA WA WC CA WA WC CA WA WC CA WA WC 
When the interaction between waves and currents 
takes place over a hydraulically smooth bed, how 
does it affect the kinematics of the current flow? 
√  √             
What are the characteristics of the wave-induced 
mass transport over a hydraulically smooth bed, 
with and without the presence of a current? 
 √ √             
Can the theoretical models accurately resolve the 
apparent roughness and shear stress associated with 
near-orthogonal wave-current interaction over a 
hydraulically rough bed? 
   √  √ √  √ √  √ √  √ 
What are the characteristics of the wave-induced 
mass transport over a hydraulically rough bed, with 
and without the presence of a current? 
    √ √  √ √  √ √  √ √ 
Is there any direction dependency of the bottom 
roughness on the angle of the mean flow? 
   √  √ √  √ √  √ √  √ 
How do the 2D bedforms (i.e., ripples) affect the 
veering of the near-bottom current flows? 
      √  √ √  √ √  √ 
 CA: Current-alone; WA: Wave-alone; WC: Wave-Current (See APPENDIX A for the complete list of identification codes) 
 Angles of wave-current flows generated over each bed configuration are shown in parentheses in the header row. 
*For artificial ripples, ‗90°‘ denotes ripples aligned with the nominal current direction, while ‗100°‘ denotes ripples aligned at 10 degrees to the 
nominal current  direction.
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2.2 Wave-current basin and flume facilities 
 
The present experimental study was conducted at the Hydraulic Engineering 
Laboratory of the Department of Civil & Environmental Engineering, NUS. A 
majority of the experiments (current-alone, wave-alone and combined wave-current) 
were performed in a 33m x 10m x 0.9m wave-current basin. The layout of the basin is 
shown in Figure 2-3. A section of the basin parallel to the direction of the wave 
propagation was partitioned with brick walls to create a 19m long x 1.5m wide 
reservoir. A 12-in pipe was used to divert the water from a storage tank into the 
reservoir to generate a steady, surface-gradient-driven flow into the main test area 
(approximately 22m long and 7.8m wide). The current flow, upon exiting the basin 
via an adjustable tailgate, was re-circulated back to the storage tank with two 75HP 
centrifugal pumps. Three current inlets were constructed along the wall of the 
reservoir and aligned such that the currents would intersect with the waves at 60°, 90° 
and 120° when both flows were present. For notation purpose, the current channel 
that connects Inlet 1 with the outlet is simply known as the 60° current channel, while 
those that connect Inlets 2 and 3 with the outlet are known as the 90° and 120° current 
channel, respectively. Honeycomb filters consisting of 50cm-long, 5cm-diameter 
PVC pipes, were installed at the inlets to ensure uniformity and directionality of the 
inflows. Water depth was monitored throughout the experiment with an electronic 
water depth sensor, and a constant discharge was ensured using an electromagnetic 
flow meter. The positive x-direction is assigned to be the direction of the wave 
propagation, while the positive y-direction is perpendicular to the x-axis in a 
horizontal plane and directed towards the outlet. The vertical direction is denoted as 
z-axis with its positive direction facing upward from the bed. As shown in Figure 2-1, 
four types of bed configurations were investigated, i.e., smooth (concrete), uniform 
marbles, fixed artificial ripples and movable sand bed. For the artificial ripple case in 
which the ripple alignment is parallel to the nominal current flow (CA-, WA- and 
WC-RB01; see APPENDIX A for the complete list of identification codes), the 
experiments were performed prior to the expansion of the basin test area. Hence, the 
width of the main test area for these experiments is 6m, which is 1.8m less than the 
other cases. 
 
Additional flume experiments involving wave-alone and current-alone flows 
were performed to supplement the basin study. For wave-alone experiments, a 39m x 
0.9m x 0.9m wave flume consisting of a single element piston-type wave-maker was 
used. At the end opposite the wave-maker, a passive wave absorber with a slope of 
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1:5 was installed. Water depth in the flume was monitored with an electronic water 
depth sensor. Experiments involving smooth and marble-covered beds were 
performed in this facility to measure the dissipation of wave energy, which is then 
used to back-calculate the roughness of the uniform marbles. This serves as a basis 
for comparison with the current-alone roughness deduced from the log-profile 
analysis. The direction of the wave propagation is set as positive x, and the vertical 
axis pointing upward is denoted as positive z. A photograph of the wave flume taken 
in the direction of the wave propagation is shown in Figure 2-4. 
 
Additional current-alone experiments were performed in a 12m x 0.6m x 
0.6m glass flume. The flume inlet consisted of a honeycomb-shaped PVC mesh to 
ensure flow uniformity and minimize free-stream turbulence within the inflow. 
Steady flow was re-circulated with a 75HP centrifugal pump, and the discharge into 
the flume was consistently monitored with an electromagnetic flow meter. The water 
depth was controlled with an adjustable tailgate at the flume outlet and checked with 
a measuring tape attached to the flume wall. The current-alone experiment was 
performed to determine the bottom roughness induced by a single layer of ceramic 
marbles (   =12.5mm), laid uniformly across the entire flume bed. Velocity 
measurements were carried out with an Acoustic Doppler Velocimeter (ADV), 
mounted on a solid aluminum frame and vertically positioned using a point gauge 
with a 1mm accuracy scale (see Figure 2-4 for a photograph of the setup). The 
direction of the current flow is set as positive x, and the axis perpendicular to the 
flume bed and pointing upward is denoted as positive z. This same facility was used 

























































































































































Figure 2-4: (a) Wave flume (view towards the absorber beach) (b) Current flume 









2.3 Equipment and instrumentation 
 
2.3.1 Wave-generating system 
 
A piston-type programmable wave-maker, manufactured by HR Wallingford, 
was used for the generation of two-dimensional waves in this study. In the wave-
current basin, the wave-maker is made up of 2 modules spanning a total width of 
9.6m, and each module consists of 8 paddles (Figure 2-5). Each individual paddle has 
a width of 0.6m and is powered by an electric servo motor. A passive wave absorber 
with a slope of 1:8 was formed with coarse gravel at the end opposite the wave-
maker. Due to the presence of a reservoir in the wave-current basin, only a maximum 
of 13 paddles (spanning a total width of 7.8m) were activated for the wave-current 
experiments. The paddles are programmed to move with equal sinusoidal strokes for 
regular unidirectional waves. This simple paddle motion is acceptable if        
       , where   is the wave amplitude,   is the wave length and   is the water 
depth. Below this limit, the ratio of the second order wave amplitude      to the first 
order wave amplitude      is less than a value of ¼, which is defined as the threshold 
for secondary waves to be visible to the naked eye (Madsen, 1971).  Wave parameters 
exceeding this limit would result in secondary waves manifesting themselves as small 
humps in the troughs of the primary waves. As a result, the paddle motion would 
need to be corrected according to the second order wave-maker theory proposed by 
Madsen (1971). In the present basin experiment, the setup with the largest         is 
during the marble bed experiment (        , thus correction of the paddle motion is 
unnecessary for the basin experiment. It should also be noted that the current channel 
closest to the wave-maker (i.e., the 60° current channel) is at least 2m away from the 
wave-maker. Since evanescent waves decay exponentially and become insignificant 
at more than 3 times the water depth (approximately 1.2m for a water depth of 0.4m) 
from the wave-maker (Madsen, 1970), they are unlikely to have a major influence on 
the flows within the current channels. 
 
 In the wave flume, a single element wave-maker with a paddle width of 0.9m, 
and a 1:5 sloping passive absorber beach made up of foam, were used for the purpose 
of wave generation and absorption. Only smooth and marble-covered bed 
experiments were performed in this facility. Since long period waves are used in 
some of the flume experiments, the correction of paddle motion is necessary and will 





Figure 2-5: Multi-element wave-maker in the wave-current basin 
 
 
2.3.2 Acoustic Doppler Velocimeter (ADV) 
 
Velocity measurements were carried out with Acoustic Doppler Velocimeters 
(ADVs), shown in Figure 2-6. ADV has in recent years become a popular instrument 
for obtaining 3-dimensional velocity data. It has several advantages over the 
Electronic Current Meter, e.g., less intrusive, able to measure close to the bed and has 
high spatial and temporal resolution (Pope et al., 2006). The working principle of an 
ADV is based on a technique known as pulse coherent Doppler processing. Briefly, it 
involves the emission of two short pulses from the probe transducer and the 
measurement of the return signals with its four receiver beams. The change in the 
phase of the return signal is then used to determine the flow velocities, via the 
following equations (Sontek, 1997): 
                                           
                                                                                                                   
                                                                       
 
where   is the velocity of the seeding particle (assumed to move with the same speed 
as the fluid),         is the change in distance of the seeding particle after time 
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interval   ,     is the wavelength of the emitted pulses, and       is the difference 
in phase of the reflected acoustic pulses after time interval   . 
 
  
Figure 2-6: An Acoustic Doppler Velocimeter (ADV) mounted on a point gauge 
(left) and a screen shot depicting the “live” signal output from an ADV 
 
The measurement process is sometimes prone to contamination by electronic 
noises, especially when a high sampling rate is used (maximum 200Hz for the latest 
model) and when the instrument is close to the bed. To achieve a satisfactory signal-
to-noise ratio (SNR > 15 as recommended by Nortek), the flow needs to contain a 
sufficient amount of seeding particles to serve as ‗reflectors‘ to the acoustic pulses. In 
this study, kaolinite clay was used as the seeding particles. Another problem 
commonly associated with the ADV is the presence of weak spots. Weak spot refers 
to a specific elevation of the ADV probe where the first pulse reflected from the bed 
coincides with the second pulse that arrives at the sampling volume. It is 
characterized by the occurrence of a large number of spikes which had been observed 
by Negara (2009). The most effective solution to this problem is to avoid measuring 
right at the weak spot locations, i.e., applying a vertical offset from the measurement 
locations that appear to be a weak spot.  
 
Since the sampling volume of an ADV is located approximately 5cm below 
the surface, the uppermost 5cm of the water column is out of the measuring range. 
When waves are present, the highest point that can be measured is located 5cm below 
the wave trough, and separate instruments are normally used for the near-surface flow 
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measurements. For instance, Fredsøe et al. (1999) used a Laser Doppler Anemometer 
(LDA) to measure flow velocities along a water column except in the region between 
the wave crest and the wave trough, which was performed with a bi-directional 
micro-propeller. Since the present study is concerned with the near-bottom flow, in 
particular the region of flow where the logarithmic velocity profile is reckoned to 
prevail, no further attempt was made to measure the near-surface flow velocity. 
 
In the present study, a measurement frequency of 200Hz is adopted, which 
yields approximately 36,000 time-series data for each velocity component ( ,   and 
 ) over a typical measurement period of 3 minutes. The sampling volume is 
cylindrical in shape, with a diameter of about 6mm and a length of 7mm. Data with 
acceleration of more than 1g are filtered, and the remaining data are Fourier-analyzed 
to obtain the time-averaged velocity as well as the first (and higher) harmonic wave 
orbital velocity. The turbulent fluctuations  ‟,  ‟ and  ‟ have also been analyzed but 
it is found that the noise level is unsatisfactory in the present setup. The focus is 
therefore placed mainly on the time-averaged and the wave harmonic results. 
 
 
2.3.3 Capacitance-type wave gauge 
 
Measurements of water surface profiles were made using the Kenek 
Capacitance-type wave gauges. This instrument consists of a sensor unit, a 
capacitance sensor wire and a support rod. The water surface profile is determined 
based on the electrostatic capacitance generated, which is proportional to the length 
of the sensor wire below the water surface. The measured signals are sent to an 
amplifier followed by an analog-to-digital signal converter before the surface 
elevation results are output on a computer. In addition to the wave gauge mounted on 
the carriage for measurement in the wave-current interaction region, another one to 
three units of wave gauges were mounted close to the wave-maker to monitor the 
incident wave height. The measurement frequency was set at 50Hz. The instrument 
hardware is shown in Figure 2-7, and Figure 2-8 shows the results from a calibration 






Figure 2-7: (a) Kenek Capacitance-type wave gauge mounted on a tripod stand 





Figure 2-8: Comparison between actual vertical adjustment of the wave gauge 
and the measured change in elevation 
 
y = 0.9926x - 0.016 




































2.3.4 Bottom profile indicator 
 
Figure 2-9a shows a PV-07 bottom profile indicator (developed by Deltares) 
which was used for sand bed profile measurement in the wave-current basin. Its 
principle of operation is based on the distortion of an electric field by non-conductive 
bed materials, which allows the instrument to determine the interface between the bed 
and the overlying fluid.  The tip of the probe remains slightly above the sand grains 
during measurements. This type of ‗contactless‘ measurement is desirable as it not 
only preserves the bed features formed by the overlying flows, but also removes the 
errors associated with the penetration of the instrument into the bed when a ―rolling-
type‖ of probe is used. In this study, the profile indicator was mounted on a carriage 
and moved at a uniform velocity across the test area. The data was recorded with a 
data acquisition system at a frequency which, when matched with the carriage speed, 
gives a spatial measurement point at every one mm. For instance, the data acquisition 
rate was set at 20Hz when the carriage was programmed to move at 20mm/s along the 
longitudinal axis of the basin. Figure 2-9b shows the results of a calibration check 






A main (x-axis) carriage spanning across the 10m width of the wave-current 
basin, and a transverse (y-axis) carriage supported on it, were used to mount 
instruments for data collection (Figure 2-10). The main carriage traverses in the 
direction of the primary waves while the transverse carriage moves in the direction 
perpendicular to the waves. The positioning of the carriage is done using a computer 
programme with HyperTerminal communication. The exact location of the carriage 
can also be checked with measuring tapes placed along the perimeter wall of the 
basin. 
  
Since the ADV is a single-point measurement device, re-positioning the 
instrument to different z locations is necessary in order to obtain velocity profiles 
over the water depth. In all experiments except the movable bed cases, the ADVs 
were attached to point gauges which have a positioning accuracy of 1mm and 
required manual adjustment each time the instruments were moved to a new z 
position. To improve on the accuracy and efficiency of the instrument positioning 
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mechanism, a motorised Z-axis traverse platform was installed as a replacement for 
the point gauges prior to the start of the movable bed experiments. This traverse 
system is remotely-controlled with a computer and able to mount up to 2 ADVs at 
one time in the present experiment. Its positioning accuracy along the z-axis is down 
to 0.1mm. This high resolution of instrument positioning is advantageous in the 
present study since the roughness deduced from the log-profile analysis is highly 






Figure 2-9: (a) Bottom profile indicator during a calibration check (b) 
Calibration results  
y = 0.999x + 0.3995 




































Figure 2-10: (a) An aerial view of the wave-current basin (b) A close-up view of 
the carriage system, including the motorized z-axis platform for mounting and 










2.4 Preliminary tests 
 
Experimental studies are very often contaminated by instrument errors and 
inconsistencies in the laboratory flow conditions. In the present study, the main 
objective is to obtain time-averaged velocity measurements during current-alone, 
wave-alone and combined wave-current flows. To achieve this objective, the velocity 
measurement has to be conducted (a) over a sufficiently long period of time in which 
the general flow condition remains steady (b) over several spatial locations in the test 
area where the flows are statistically uniform. These aspects are verified with several 
preliminary tests discussed in this section. In addition, the axes of the velocity probes 
must also be aligned as accurately as possible with the predefined axes of the basin to 
ensure a correct interpretation of all the velocity components.  
 
 
2.4.1 Alignment and positioning of the velocity probes 
 
 The alignment of ADV‘s reference axes with the coordinate axes of the 
wave-current basin (shown in Figure 2-3) was checked after the instruments were 
mounted on the carriage.  The verticality of the velocity probe was adjusted with a 
handheld leveling instrument until a satisfactory vertical alignment was achieved. On 
the other hand, the alignment of ADVs with x- and y-axis was more difficult to 
perform and required ‗assistance from the waves‘. This approach is sensible since the 
x-axis is set as the direction of the wave propagation, and therefore can only be 
accurately defined when the waves are present. First, the carriage was brought close 
to the wave-maker, i.e., about 3m from the paddles. When waves were generated, the 
v-component velocity should be zero if the probes‘ x-axis reference was aligned 
precisely with the direction of the wave propagation. Only the first several waves 
(upon starting the wave-maker) were taken into consideration, since contaminations 
from other disturbances, e.g., the presence of inlet/outlet and the cross waves were 
likely to occur after a short period of time. The overall results show that the amount 
of error is of the order of 6° for the ADV with the worst alignment, and less than 4° 
for others. All measurements are corrected based on these estimated angles of probe 
misalignment, i.e., the mean flow angle results obtained from subsequent 
measurements are added/substracted with the estimated angle of probe misalignment 




An example of the angle of the corrected current flow profile is shown in 
Figure 2-11. In this case, the bed is smooth and inlet 2 is used (see Figure 2-3 for the 
inlet location), which results in a surface-driven flow at 90° to the direction of the 
wave propagation. Velocity measurements were made over several locations within 
the current channel, and the spatially-averaged angle of mean profile is approximately 
90°, i.e., in good agreement with the actual inlet-outlet alignment in the basin. 
Besides that, Table 2.2 shows a comparison of the velocity measurements made at a 
single location in the 60° current channel by three units of ADVs. These units were 
mounted about 40cm apart on the carriage and used to conduct simultaneous flow 
measurements in the wave-current basin. The results confirm that, after the correction 
of probe misalignment, all units of ADV are giving similar flow magnitude and 
direction, with a difference in mean flow angle of only 1°. 
 
 
Figure 2-11: Angle of mean flow for CASB02 case (in the 90° current channel) 
 
 
Table 2.2: Comparison of ADV measurements at a single location and elevation; 
Nominal flow direction is at 60°. “Amount of error” refers to the estimated angle 






















ADV 1 5.35 12.84 -0.10 13.91 67.4 -5.8 61.6 
ADV 2 6.46 12.33 0.23 13.92 62.4 -0.4 62.0 













Angle of Mean Flow (deg) 
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 The spatial positioning of the ADVs along the x-, y- and z-axes has been 
discussed in Section 2.3.5. Compared to the horizontal positioning of the velocity 
probes, the vertical positioning has a much more significant influence on the 
interpretation of bed resistance from the velocity profiles. To ensure that the ADVs 
were positioned accurately along the z-axis, the actual distance between the ADV 
probe tip and the bed were independently checked with an internal mechanism of the 
probe, which uses the reflection of acoustic pulses to estimate its distance from the 
bed. This check is usually sufficient to confirm the physical location of the probes 
and the location of the sampling volume is then conventionally taken as 5cm below 
the probe tip. Nonetheless, this value could be slightly different for individual probes 
(Nortek, personal communication), which again may have some consequences on the 
interpretation of roughness from the log-profile analysis. With an additional set of 
programming codes provided by Nortek, the precise location of the sampling volume 
could be retrieved from the instruments, and the deviation from the conventional 
value of 5cm is found to be at most 2.5mm. 
 
 
2.4.2 Duration of velocity measurement 
 
To determine a measurement duration with an acceptable level of uncertainty, 
a long time-series record of velocity measurement was first collected and then 
subdivided into smaller sub-time series for an analysis on their variability [similar to 
the approaches discussed by Mathisen & Madsen (1996a), Chanson (2008)]. In this 
study, a one-hour long velocity measurement with a sampling rate of 200Hz was 
performed to obtain a total of 720,000 data points. The time-average of this one-hour 
velocity record is 14.92cm/s. The record was then divided into sub-time series with 
equal duration, and the standard deviation of these sub-time series was computed. 
This procedure was repeated using different sub-division of time interval (10 min, 5 
min, 3 min, 1min) and the results are shown in Table 2.3. When the sample duration 
is 3 minutes, the standard deviation is approximately 0.3cm/s, which is less than 3% 
of the time-average current velocity. Even when the sampling duration is 1 minute 
(with 12,000 data points), the error is still less than 5% of the mean velocity. 
However, for the sake of consistency, similar sampling duration was adopted for 
current-alone, wave-alone and wave-current flows. The total duration of measurement 
should therefore cover a sufficient number of wave cycles to obtain an accurate 
determination of the wave properties. In this study, waves with periods of 1.4 to 1.6s 
were used. For a wave period of 1.5s, a one-minute sampling duration will cover only 
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40 wave cycles, whereas a 3-minute sampling duration will measure up to 120 wave 
cycles. Based on the suggestion of Sleath (1987) that no less than 50 wave cycles 
should be used for phase averaging, the 3-minute sampling duration was adopted for 
all the experiments in the present study. 
 
 
Table 2.3: Standard deviations for datasets subdivided from a one-hour time-
series velocity measurement 








2.4.3 Near-uniform flow region 
 
To obtain an ensemble average of velocity profiles, a near-uniform current 
flow region in the wave-current basin needs to be established. First, preliminary flow 
measurements were taken across a substantial width of the current channel to gain an 
overview of the potential non-uniformity of flow within the channel. The width of the 
measurement domain was then reduced in stages, until finally a flow region was 
obtained in which the spatial variability of flow is of the same order as the temporal 
variability of the measurement. This region is shown as a purple shaded area in 
Figure 2-3 for each current channel. 
 
An example is given here for the case of artificial ripples aligned parallel to 
the nominal current direction (CARB01). The origin of the vertical axis was fixed at 
the concrete bed level. When the measurements were made across the center 1m 
width of the current channel, and from y=3.5m to 5m (inlet location is defined as 
y=0m), the standard deviation among the data points is generally more than 1cm/s 
(Figure 2-12).  The measurement region was then narrowed down to the center 0.5m 
of the channel width, and the standard deviation drops significantly to less than 
0.5cm/s at almost all the elevations (Figure 2-13). The only exception is at z=2cm, 
which is located less than one ripple height from the crest of the roughness element. 
Influence from local irregularities is expected to be strong here and result in 
significantly different flow velocities between the above-crest and the above-trough 
35 
 
locations. Since only points above two times the ripple height are used in the log-
profile analysis, the large deviation observed at this level is of minimal consequences 
to the present study. Below z=1.5cm (ripple height), the standard deviation is again 
reduced to less than 0.5cm. This is not surprising since the spatially-averaged results 
involve only data obtained at trough locations, as no measurement can be made at 
crest positions.  
 
This trial and error method of establishing the near-uniform flow regions was 
similarly applied in other experiments in the present study, and the width of the 
regions generally varies from 0.5m to 1.0m for all the experimental runs. Distance 
between the upstream measurement station (within the near-uniform flow region) and 
the inlet is approximately 4m, and the downstream measurement point is located 
about 3m from the outlet. This distance is chosen such that there is a sufficiently large 
distance for the current boundary layer to develop, and at the same time is not too 
close to the outlet to avoid the weir influence on the mean flows. At each 
measurement station, at least 20 measurements were made along the water column to 




















Figure 2-12: (a) Individual velocity profiles (b) Mean velocity profile and one-
standard-deviation error bar at 4.5m downstream from the inlet and within 





















































Figure 2-13: (a) Individual velocity profiles (b) Mean velocity profile and one-
standard-deviation error bar at 4.5m downstream from the inlet and within 













































2.4.4 Presence of seiches in the wave-current basin 
 
It is commonly known that a potential source of error for experimental 
measurements in a closed basin is the presence of (long-period) seiches. Seiches are 
standing waves that are formed in an enclosed or semi-enclosed body of fluid, and 
their presence could result in variations of wave properties over the basin length 
which complicates the study of wave-current interaction. The period of the first-order 
seiche can be estimated with the following expression: 
 
    
   
   
                                                                 
 
where    is the distance between the wave-maker and the absorber beach (= 22m; see 
Figure 2-3) and   is the water depth (= 0.4m). The periods of higher (nth)-order 
seiches are given by   /n.     
 
To check the significance of seiches in the present setup, an FFT analysis has 
been done on a 3-minute long near-bottom wave orbital velocity measurement record 
obtained within the near-uniform flow region of the 90° current channel. Since 
seiches are essentially long period standing waves, their presence can be detected in 
the low-frequency range of the spectrum. Similar analysis has also been conducted on 
a surface elevation measurement obtained from a wave gauge located 2m away from 
the paddles. At this location, the contamination caused by evanescent waves is 
negligible since the measurement station is more than 3 times the water depth from 
the wave-maker.  
 
 As can be seen in Figure 2-14, there is a no distinct increase in spectral 
energy at frequencies close to the first- and second-order seiche motions (i.e., 0.045 
Hz (22.2s) and 0.090Hz (11.1s), respectively) for both near-bottom orbital velocity 
and surface elevation spectra. The spectral peak basically corresponds to the primary 
wave motion generated by the wave-maker, i.e., at a frequency of 0.714Hz (T=1.4s). 
Similar conclusions are also obtained for cases involving different wave periods 
(T=1.5s and 1.6), which suggests that seiches are indeed insignificant in the present 






Figure 2-14: (a) Near-bottom orbital velocity spectrum obtained from an ADV 
measurement in the near-uniform flow region of the 90° current channel (b) 
Surface elevation spectrum obtained from a wave gauge measurement near the 
wave-maker (≈2m away)  
 
 
2.5 Details of measurement locations within the near-uniform flow regions  
 
This section provides a more comprehensive description of the locations of 
























































2.5.1 Velocity measurement 
 
The procedures described in Section 2.4.3 were used to establish the near-
uniform flow region for each of the three current channels in the wave-current basin. 
Velocity measurements were performed only after the flow had been introduced for 
more than an hour in order to allow the flow conditions in the basin to attain stability 
The discharge and water depth were monitored with an electromagnetic flow meter at 
the inlet and a water depth sensor in the basin, respectively, and variations are found 
to be less than 1%. While flow spreading and circulation are likely to be generated by 
a current entering the wave-current basin through a finite-width inlet section (similar 
to a jet flow), the conditions in the near-uniform flow regions are such that they are 
relatively unaffected by the lateral spreading and non-uniformity that occur at the 
boundaries and outside the current channel. The approximate locations of these 
regions where detailed velocity measurements were performed have been plotted in 
Figure 2-15 for the fixed bed experiments. The widths of these regions along the x-
axis are approximately ±0.25m from the centerline of the current channel. Three 
ADVs were mounted on a transverse carriage and spaced at approximately 0.43m 
interval along the y-axis, i.e., from y=3.9m to 4.7m.  
 
It has been noted in Section 2.3 that a new motorized z-axis platform was 
installed prior to the movable bed experiments in order to facilitate the positioning of 
the ADVs. The new platform allows two ADVs to be supported at about 0.4m 
distance interval, instead of three in the fixed bed experiments. Therefore, the y-
locations of the ADVs are at y=4.7m and 4.3m (with 3.9m being dropped) in movable 
bed experiments. In addition, there is also a need to expand the widths of the near-
uniform flow regions for the movable bed experiments, since it is desirable to have a 
larger number of primary wave-formed ripples located within these regions, which 
allows a more precise determination of the ripple geometry. With the implementation 
of more control measures to regulate the distribution of the inflow (e.g., setting-up 
additional aluminum fencing at the inlet), and with the use of a smaller water depth 
(h=35cm) in the movable bed experiments, checks were repeated to establish the 
near-uniform flow regions when the sand bed was flat, and it was found that the 
regions could be increased to ±0.5m from the centerline of the current channels. 
Hence, the measurement regions for the movable bed experiments are larger in the x-
direction and smaller in the y-direction (Figure 2-16), but nonetheless they cover 




For clarity as well as simplicity, the velocity data along a water column at 
various measurement stations are averaged into vertical bins of 1cm for z < 12cm, 
and vertical bins of 2cm for higher elevations, before they are shown in plots. The 
larger bin size used in the upper region is justified because of the more gradual 
variation of flow profiles compared to the near-bottom regions. Nonetheless, when it 
comes to the bottom roughness analysis (to be described in the next chapter), it is 
performed on individual velocity profiles rather than on the spatially-averaged 
velocity profiles.  
 
Examples of the spatially-averaged velocity plots obtained in the near-
uniform flow regions are presented in Figure 2-17 (for cases of movable bed: 
CAMB13, CAMB14 and CAMB15; see APPENDIX A for identification codes of 
all experiments), along with the one-standard-deviation error bars. Clearly, the error 
bars are relatively small compared to the mean flow, suggesting that even if a 
systematic spatial variation does exist within the near-uniform flow region, the non-
uniformity is comparatively minor and should have an insignificant influence on the 
experiments. Since these regions are established with current-alone flows, they may 
not be valid for combined wave-current flows, i.e., the near-uniform flow regions 
may be ―shifted‖ to new locations due to the presence of waves.  To verify this issue, 
examples of combined wave-current flows over the same beds (WCMB04, WCMB05 
and WCMB06) are depicted in Figure 2-18. As observed, the spatial variability of the 
mean flow does not increase when waves are present simultaneously with the current. 
The results indicate that any potential change in the locations of the near-uniform 
flow regions due to the presence of waves is likely to be minor in most cases, and 
therefore the same measurement regions can be adopted for both current-alone and 
wave-current experiments. 
 
In addition to the mean velocity, the near-bottom wave orbital velocity 
amplitude,    , obtained at every measurement station in the near-uniform flow 
region, have been Fourier-analyzed and the coefficient of variation of the spatially-
averaged first harmonic      is found to be generally less than 0.1. Hence, this 
justifies the use of the spatially-averaged wave result as the representative wave 
property in the near-uniform flow region and as the input to the wave-current 










      
 
 
Figure 2-15: Near-uniform flow regions for fixed bed configurations in the (a) 
90° (b) 60° and (c) 120° current channels. x‟ denotes the local coordinate system 
within the near-uniform flow region, which is parallel to the centerline of the 











   
 
 
Figure 2-16: Near-uniform flow regions for movable bed configuration in the (a) 









Figure 2-17: Mean velocity magnitude profiles and one-standard-deviation error 
bars for current-alone over random wave-current-formed ripples in the (a) 60° 




































Figure 2-18: Mean velocity magnitude profiles and one-standard-deviation error 
bars for random wave-current flows over movable beds in the (a) 60° (b) 90° (c) 

































 It should be noted that all but one set of experiments were conducted using 
the new wave-current basin setup shown in Figure 2-3. The single experiment 
performed with the ―old‖ basin setup, i.e., prior to the expansion of the basin width 
from 6m to 7.8m, is the case of fixed 2D ripples aligned parallel to the nominal 
current (CARB01, WARB01 and WCRB01). The near-uniform flow region for this 
case is essentially the same as other fixed bed experiments, except that a higher 
density of stations were measured along both x- and y-axis (Figure 2-19). The 
measurement stations along the x-direction are spaced at 5cm interval, which is the 
distance between a ripple crest and a trough. 
 
 
Figure 2-19: Near-uniform flow region in the 90° current channel for the case of 
fixed 2D ripples aligned parallel to the nominal current (prior to the expansion 
of the basin width). Purple lines denote the ripple crest axes 
 
 
2.5.2 Bed profiling  
 
In addition to velocity measurements, bed profiling has also been performed 
in the movable bed experiments to determine the bedform geometries induced by 
wave-alone and wave-current flows. There are generally four profiling transects along 
the longitudinal (x) direction (Figure 2-20). Sections of the profiles within the near-
uniform flow regions (indicated by full solid lines in Figure 2-20) are approximately 
1m in length along the x-axis. Analyses of the profiles were done using two 
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approaches: (i) connecting the four profiles into one single profile prior to Fourier-
analysis; (ii) Fourier-analyzing the profiles individually and then computing the 
average spectrum; and both methods are found to yield similar results. On the other 
hand, three profiling transects are obtained along the lateral (y) direction, and while 
they may not be as relevant as the x-axis transects in determining the geometries of 
the primary wave-formed ripples, they are useful for identifying new bedforms or bed 
irregularities induced in the current directions as a result of wave-current interaction 



























Figure 2-20: Bed profiling transects within the near-uniform flow regions in the 
(a) 90° (b) 60° (c) 120° current channels. Full lines denote profiles within the 





CHAPTER 3: CURRENT-ALONE EXPERIMENTS 
 
A discussion of the background of the log-profile analysis and the equivalent 
Nikuradse sand grain roughness (‗bottom roughness‘) are covered in the first part of 
this chapter. The bottom roughness is commonly used to characterize the drag 
induced on the flow by the bed roughness elements (Jiminez, 2004), and also serves 
as the bottom boundary condition for the logarithmic velocity distribution. For 
practical application, the bottom roughness term has to be related to some parameters 
that can be easily observed and measured in the field, e.g., the geometry of the 
physical bed configurations. A straightforward approach to establish this relationship 
is through current-alone experiments over well-defined roughness elements. The 
reason is because current-alone flow is usually less complicated compared to wave-
alone or combined wave-current flows, and the law of the wall is known to be valid 
for steady unidirectional flow.  However, a common difficulty of applying the log-
profile method is associated with the need to determine the location of the theoretical 
bottom (Pope et al., 2006), i.e., the imaginary elevation where the turbulent flow 
velocity approaches zero. A review on this issue is covered in the second section of 
this chapter, while the current-alone experimental results of the present study are 
discussed in the third section. Four types of bed configuration, i.e., plane concrete 
bed, marbles, fixed artificial ripples and natural sand beds, are investigated and the 
results would serve as baseline data for the subsequent combined wave-current flow 
studies over both fixed and movable beds. 
 
 
3.1 Logarithmic profile analysis and the hydrodynamic concept of bottom 
roughness 
 
When a steady uniform flow approaches a flat non-moving wall, the fluid 
particles next to the boundary experience a retarding force due to the no-slip 
condition at the wall surface. The effect of the frictional resistance decreases with 
increasing distance (in the normal direction) from the bed. Above a specific distance 
from the wall boundary, usually taken as the elevation where the fluid velocity is 99% 
of the free-stream velocity (Figure 3-1), the flow is assumed to be unaffected by the 
presence of the wall. This distance is known as the boundary layer thickness,   , and 
the fluid motion above it can be described by potential flow theory (ideal frictionless 
fluid). As the flow propagates downstream, the retarding effect spreads further away 
from the wall, leading to a growth of   . With sufficient distance, it will eventually 
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become as large as the water depth for an open channel flow (or half of the pipe 
diameter for circular conduit flows), and the flow can be classified as fully developed. 
Since laminar flow seldom exists in engineering practice, the present discussion is 










Figure 3-1: Velocity distribution within a boundary layer 
 
Among the parameters of interest in a boundary layer flow analysis are the 
velocity distribution and the bottom shear stress, which can be obtained from the 
solution of the flow momentum equation, commonly known as the Navier-Stokes (N-
S) equation. Simplification of the full N-S equation can be achieved by neglecting 
vertical acceleration within the boundary layer and using the assumption of a constant 
horizontal pressure gradient similar to that at the outer edge of the boundary layer. 
This approach is justifiable since the scale of variation of a boundary layer is usually 
much larger in the horizontal plane than in the vertical plane (Madsen, 1993). The 2D 









                                                          
 
where    is the pressure at the outer edge of the boundary layer and   is the shear 
stress. When the flow is turbulent, the contribution of laminar shear stress can be 
neglected and   is solely dependent on the turbulent shear stress,   .  Based on a 
conceptual model discussed by Schlichting (1960),   , also known as the Reynolds 
stress, can be expressed as           , where    and    are the horizontal and vertical 
velocity fluctuations, respectively. This additional relationship, however, does not 
δc (99%   ) 
   




help in solving (3.1) since the fluctuation terms are unknown. Hence, a simple 
method to overcome this problem is by relating    to the mean velocity,   (analogous 
to the laminar flow cases) via an eddy viscosity term,   : 
 
     
  
  
                                                                 
 
                                  
 A simple linearly varying eddy viscosity model, shown as equation (3.3), can 
be derived for steady flows based on the Prandtl‘s mixing length hypothesis and the 
argument of a constant shear stress layer close to the bed. For a more rigorous 
discussion on the derivation of   , readers are referred to Madsen (1993). 
 
                                                                        
 
where   is the von Karman‘s constant (=0.4),     is the shear velocity and z is the 
elevation from the bed. Since   =    =     
  in the vicinity of the bed (‗law of the 
wall‘), combining (3.2) and (3.3) yields a logarithmic velocity profile: 
 
  
   
 
   
 
  
                                                         
 
 
Based on the above argument, the logarithmic velocity profile is valid only 
over a small fraction of the bottom boundary layer. Some of the proposed limits 
include from 0.1   (George, 2007) to 0.3   (Fredsøe et al., 1999). The length scale, 
   in (3.4) represents the bottom boundary condition where   is zero. It is worth 
noting that    does not represent the actual level where the no-slip condition takes 
place, but rather it is an imaginary elevation where the turbulent flow predicted from 
the log-profile method comes to zero. This parameter was systematically investigated 
by Nikuradse (1933), who conducted a pipe flow experiment with steady turbulent 
flows in which the pipe surface was covered with a uniform layer of fine sand grains 
of diameter d. His experimental results were plotted based on the log-law and gave 
the following results for   :                         
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where    is the kinematic viscosity of fluid. Nikuradse concluded that the value of    
is related to the diameter of the sand grain for fully rough turbulent flows (by a 
multiplication factor of 30). Subsequent studies adopted this relationship as a 
representation of the bottom drag resistance, and expressed their experimental results 
as    = 30  , where    is now known as the Equivalent Nikuradse Sand Grain 
Roughness (―Bottom Roughness‖).  Apart from (3.5),    for transitional flow regime 
has also been proposed by other researchers, e.g., Christofferson & Jonsson (1985) 
based on an empirical fit to the data points of Schlichting (1960): 
 
   
  
  
        
     
    
    
  
    
                                            
 
 
The range of the flow regimes where (3.5) and (3.6) can be applied are given 
by Sleath (1984): 
 
                        
     
  
                                                                   
                      
     
  
                                                         
                         
     
  
                                                                  
 
 
For simplification, Madsen (2002) omitted the transitional flow regime and 
proposed the following ranges: 
 
            
     
  
                                                                  
           
     
  
                                                                  
 
 
While     for a single layer of closely-packed 3D roughness elements can be 
directly inferred from the size (diameter) of the element, the problems are usually 
more complicated in coastal engineering practice due to the presence of wave-
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generated bedforms and near-bed sediment transport (Grant & Madsen, 1982; Ganju 
& Sherwood, 2010). In a somewhat analogous approach to the study of drag over 
bluff objects, where the total drag force is analysed based on the sum of the skin 
frictional resistance and form drag, Grant & Madsen (1982), Nielsen (1992) and van 
Rijn (1993) proposed an expression which partitions    into three parts: 
 
                                                                            
 
where   = bottom roughness due to individual sand grains resting on the bed,   = 
bottom roughness due to bedforms, and   = bottom roughness due to bed load 
transport/saltating grains. A schematic description of the concept represented by (3.9) 
is shown in Figure 3-2. Soulsby (1997) proposed a similar expression that included 
consideration for low    flows: 
 
                                                                        
 
where      ,        and       represent roughness length associated with the grain 
size, bedform and sediment transport, respectively.        denotes the effect of viscous 













When ripples are formed on the seabed, their contribution to the total drag is 
significantly greater than that from individual sand grains. Assuming that sediment 
transport is negligible,    can be expressed solely in terms of the bedform 
geometries, such as ripple height and length. Equations (3.11) and (3.12) are the most 
common forms used to represent bottom roughness of a ripple-covered bed (Sleath, 
2004): 
sand grain bedform sediment transport Equivalent Nikuradse 




                                                                             
      
 
 
                                                                   
 
where   is the ripple height,   is the ripple length,   and   are constants determined 
from experiments. For the expression given in (3.11), Motzfeld (1937) suggested   
  for a steady current flow over ripples formed perpendicular to the flow direction. 
Wikramanayake & Madsen (1990) analysed the wave-alone experimental data of 
Carstens et al. (1969), Lofquist (1986), Rosengaus (1987) and Mathisen (1989), and 
plotted      as a function of the maximum skin friction Shields parameter   . 
From their analysis,      also emerged, though its validity is limited to between 
  =0.04 and   =0.7. On the other hand, Ranasoma & Sleath (1994) obtained a 
smooth turbulent bottom roughness, i.e., independent of both   and  , when they 
generated a current-alone over sand ripples that are aligned parallel to the current 
direction. Van Rijn & Havinga (1995) found that    0.5-1.5 for their current-alone 
flows over ripples formed by orthogonal wave-current interaction. For the expression 
given in (3.12), among the values suggested for   are 8 (Nielsen, 1981), 20 (van Rijn, 
1990) and 27.7 (Grant & Madsen, 1982).   
 
Despite a wide range of studies and empirical formulas relating the bottom 
roughness to the ripple geometry, none of them perform satisfactorily in all cases. 
Houwman & van Rijn (1999) concluded that there could be additional parameters that 
should be included in (3.12), and suggested the following two aspects to be 
investigated: the shape of bedforms (2D, honeycomb, etc.) and the angle between 
currents and bedform axes.  In view of the shortage of experimental data, the present 
current-alone study is aimed at obtaining additional velocity and bottom roughness 
measurement to provide a deeper insight into possible factors that influence the 
bottom roughness. For a meaningful analysis of the bottom roughness, the definition 
of the theoretical bottom for a hydraulically rough bed, an integral part of the log-








3.2 Theoretical bottom for log-profile analysis  
 
The theoretical bottom of a flow represents a horizontal plane in which the 
no-slip boundary condition applies. While its location is fairly obvious for a plane 
concrete bed, the definition becomes somewhat ambiguous over hydraulically rough 
beds. Grass (1971) suggested the plotting of semi-log profiles with different 
assumptions of the distance (  ) between the theoretical bottom and a fixed datum, 
normally taken as the top of the roughness element. The value of    used in the 
profile with the highest correlation would represent the actual distance of the 
theoretical bottom from the datum. Jackson (1981) concluded that by taking the 
theoretical bottom as located 0.3D below the top surface of the roughness elements, 
with D representing the height of the roughness elements (or diameter if the element 
is a sphere), satisfactory results were obtained for many common types of roughness. 
This level was also found to be a good representation of the theoretical bottom by 
Yuan et al. (2012), who performed their experiment with a uniform single-layer 
marbles as their roughness elements. The study of Fredsøe et al. (1999) found that the 
theoretical bottom should be located at 0.25D below the top surface of the roughness 
elements. In their experiment, the energy slope was measured in order to obtain a 
precise estimate of the bottom shear velocity. With two unknowns in their logarithmic 
equation, i.e.,    and   , they plotted the logarithmic profiles with various    and 
obtained the corresponding    values. Only graphs with their straight line portion 
between 0.2   and (0.2-0.3) , where   is the water depth, were then shortlisted. 
Among those shortlisted graphs, the value of    which yielded the largest coefficient 
of determination,   , was selected as the theoretical bottom. 
 
For 2D roughness bed, the spacing of the roughness elements may also 
influence the level of the theoretical bottom, apart from height/diameter of the 
element. Faraci et al. (2008) suggested the theoretical bottom to be defined as the 
reference elevation where the ―quantity‖ of roughness element distributed above and 
below this level is equal. Their results showed that the theoretical bottom should be 
located at 0.75  from the ripple crest. It is worth noting that the ripples examined by 
Faraci et al. were fixed artificial profiles. When natural sand ripples are present, the 
bedforms are expected to exhibit greater spatial irregularities, thus further 




In view of the complexity mentioned above for movable bed, a sensitivity 
analysis was carried out to estimate the error in the bottom roughness due to different 
definitions of the theoretical bottom. The case of CAMB08, i.e., current-alone over 
random wave-formed ripples in the 90° channel, is used in this analysis (see 
APPENDIX A for identification codes of all experiments). The relative position of a 
velocity measurement station to the nearest ripple crest and trough was first identified 
from the measured sand bed profile. This was achieved by determining the time 
interval between the start of the bed profiling at a reference location and when the 
bottom profile indicator (mounted on a moving carriage) arrived at the velocity 
measurement station. This time interval was then used to locate the station of interest 
on the time-series record measured by the bottom profile indicator, before the entire 
series was transformed into a spatial domain by multiplying the time stamp of the 
measured data with the velocity of the carriage. Since the sand bed was measured at 
20Hz by a profile indicator that was moving at 20mm/s, the measured bed profile has 
a resolution of 1mm. An example of a velocity measurement location identified from 
a sand bed profile (after transformation of the time-series data into spatial domain) is 
depicted in Figure 3-3. 
 
 
Figure 3-3: An example where the velocity measurement station (CAMB08-02; 
indicated by a red circular dot) is determined from the sand bed profile 
(Transect LO2: See Figure 2-20). The relative vertical distances from the local 




























Table 3.1: Results of    for different theoretical bottom levels; “Stn.” denotes 
the measurement stations shown in Figure 2-16; Note that the values of the 
bottom roughness are first converted into natural log prior to averaging (see 
APPENDIX D for details of calculation)  
Stn. x (m) y (m) 















       
01 -0.5 4.7 0.82 - 0.88 1.05 
02 -0.5 4.3 3.87 1.40 2.77 4.36 
05 0 4.7 1.31 0.29 1.16 2.16 
06 0 4.3 1.99 0.83 1.07 3.29 
09 +0.5 4.7 1.34 1.01 1.49 2.35 
10 +0.5 4.3 0.86 0.52 1.08 2.12 
      




1.83 2.14  1.53  1.66 
 
After establishing the relative position of each velocity measurement station 
with respect to their nearest crests and troughs, the bottom roughness    is estimated 
using several assumptions of the theoretical bottom level, e.g., at the local bottom, 
ripple crest level, trough level and mid-height of the ripples.  From Table 3.1, the 
bottom roughness changes by a factor of 1.6 to 2, when the theoretical bottom is set at 
trough and crest level respectively, instead of at the local bottom. This is comparable 
to the uncertainty associated with the spatial average of the bottom roughness, i.e., a 
factor of 1.8, when the local bottom is used as the theoretical bottom. In the field, it is 
usually difficult to obtain detailed measurements of velocity profiles near the bed, and 
a fewer number of points used in the log-profile fitting implies that the uncertainty of 
   is likely to be higher than those obtained from laboratory experiments. The use of 
local bottom as the theoretical bottom is therefore sufficiently justifiable in the 
present study, and further argument on the actual level of the theoretical bottom may 
be irrelevant unless a more precise instrument is used. Another interesting 
observation is the relatively small difference between    obtained with the theoretical 
bottom set at (i) the local bottom and (ii) at the mid-height of ripples.  This indicates 
that when a large number of measurement points are involved, the location of the 
local bottom is statistically more likely to fall close to the mid-height of the ripples.  
 
For the marble-covered and artificial rippled beds, the theoretical bottom 
levels defined respectively by Yuan et al. (2012) and Barrantes & Madsen (2000) are 
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adopted in this study. A summary of the theoretical bottom levels for the four types of 
bed configurations used in the present study is shown in Table 3.2. 
 
 
Table 3.2: Theoretical bottom levels for different types of bed configurations 
used in the present study 
Type of bed Theoretical bottom level (z‘=0) 
Concrete bed Basin floor level 
Marble-covered bed 0.3    below the top surface of the marbles 
*Fixed Artificial ripples Basin floor level 
Movable sand ripples Local sand bottom 
*The only exception is when ripples are aligned parallel to the flow. In this case, the 
current is shown to be smooth turbulent (see Section 3.5), and therefore it is more 




















3.3 Current-alone over a plane concrete bed 
 
As mentioned in Section 2.2, three current channels were created in the wave-
current basin to allow current intersection with waves at 60°, 90° and 120°. Prior to 
the generation of waves, current-alone tests are necessary for obtaining basic 
information about the flow characteristics and bottom roughness. The first case is on 
current-alone over a plane concrete bed. While the main purpose of this experiment is 
to provide baseline data for the subsequent rough bed experiments, this experiment is 
also useful for understanding the characteristics of wave-current interaction over a 
hydraulically smooth seabed, such as clay or freshly deposited mud (Musumeci et al., 
2006).  
 
To ensure consistency in the analysis, the same upper and lower limits of 
points used for log-profile analysis are adopted for all measurement stations. The 
upper limit is based on 1/3 of the developing current boundary layer (  ) proposed by 
Schlichting (1960), while the lower limit is taken as 2 times the roughness 
height/diameter, which was recommended by Mathisen & Madsen (1996a) in their 
study involving fixed artificial ripples. Since there is no roughness element over the 
concrete bed, the lower limit of the log-profile is instead taken as 0.7cm. A simplified 
version of the Schlichting (1960)‘s boundary layer thickness formula is given by 
Madsen (2009) for smooth and rough turbulent flows (see APPENDIX C for the 
complete formulation): 
 
                  
  
  
                                                       
                    
                                                       
 
where    is the free-stream velocity and   is the distance from the inlet. The use of 
1/3    as the upper limit of the log-profile analysis is meant to omit points that are 
sufficiently far from the bottom where the validity of the log-law is questionable. This 
limit has also been adopted by Fredose et al. (1999), who stated that the upper limit 
should fall in between 0.2h -0.3h (or more appropriately, 0.2  -0.3   if the flow is 
not fully developed) so that the constant stress layer assumption is valid. Some 
studies suggested smaller values for the upper limit of the log-profiles, e.g., 0.1   
(George, 2007). From our observations, points below 1/3   are generally well 
represented by a log-profile, and a further decrease in the upper limit may instead 
reduce the accuracy of the regression analysis due to a fewer number of points used in 
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the least square fitting. Meanwhile, Mathisen & Madsen (1996a), hereafter referred to 
as MM1, concluded from their current-alone measurements that the flow is free of 
local irregularities when the elevation is more than 2 times the roughness height. The 
points below this limit appear to exhibit significant variations between the above-
crest and above-trough measurements, and also show considerable deviations from 
the log trend. One possible reason is that they are significantly affected by flow 
separation around the roughness elements, which invalidates the law of the wall 
argument (Gorin, 2007). Furthermore, Barrantes (1997) also showed that the 
performance of an ADV deteriorates with respect to the Laser Doppler Velocimetry 
(LDV) when the distance of the measurement point from the solid boundary is less 
than one roughness height. 
 
 An example of a log-profile analysis conducted for a smooth bed experiment 
(case CASB02) is presented in Figure 3-4. Despite conventionally plotting the data as 
       against  , the regression analysis is normally performed with   as the 
―dependent‖ variable and        as the ‗independent‘ variable. Given the relatively 
small values of    over smooth beds, the lower limit of the confidence interval for the 
mean could end up being less than zero. For instance,                 cm 
indicates that the lower confidence limit of    is negative, which is physically 
unrealistic. As a precautionary measure, we performed the averaging by first 
converting    into the natural log scale. The uncertainty of       , expressed as   , 
would become a ―factor of uncertainty‖ (   ) when the results are converted back to 
the linear scale. This ensures a positive bottom roughness at all time, with the lower 
confidence limit of    approaching zero when the uncertainty is large. In this study, 
the 95% Confidence Interval is used to express the uncertainty of the results (and will 
be referred to as the ―error factor‖ for simplicity). Further elaboration on the 
calculation of the mean bottom roughness and its associated uncertainty is covered in 
APPENDIX D. 
 










Figure 3-4: (a) A typical semi-log profile for a current-alone flow (CASB02), 
with red filled squares denoting measurement points used in the least square 
fitting. The red dashed lines indicate the upper and lower limits of the log-
region, while the y-intercept of the log-profile is    =   /30. The purple lines 
show the results bounded by the 95% confidence interval for the slope, with the 
best linear fit intersecting the mid-point of the log-profile. (b) A typical spatial 
average current velocity profile within the near-uniform flow region (CASB02). 
Number of measurement locations used for mean calculation is 9, and the error 






























In addition, an outlier detection scheme is adopted to reject any location with 
bottom roughness that is significantly different from other measurement stations. In 
this study, the Median Absolute Deviation (MAD) method is used, and the 
methodology is summarised in Figure 3-5. An advantage of the MAD scheme is that 
it is less susceptible to the ―Masking Effect‖, which is commonly associated with 
methods involving mean and standard deviation. This undesirable effect is caused by 
the enhancement of the standard deviation due to presence of outliers, which in turn 
makes the elimination of data points based on a certain number of standard deviations 
(usually 2 or 3) from the mean to be ineffective. In addition, a separate screening is 
done to examine the quality of the log-profile fitting at each measurement station, 
since the MAD scheme is essentially filtering the results only based on spatial 
variability (with no consideration on the quality of individual  log-profile). With this 
additional consideration, a measurement station would be rejected if the 95% C.I. of 
    (from the slope of the log-profile) exceeds 50% of its mean value, which is 


















Figure 3-5: Description of the MAD method applied in the present study for 





Step 2: Calculate the absolute difference between the 
median (obtained in Step 1) and the original data 
Step 3: Calculate the median of the absolute difference 
obtained in Step 2 
Step 4: Compute the ratio between the values obtained in 
Steps 2 and 3, and if it exceeds a cut-off value, the 
measurement point is classified as an outlier and is 
eliminated 
Step 1: Calculate median of the original data 
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In the present concrete bed experiment, the depth-averaged current velocity, 
     is approximately 11cm/s. The boundary layer thickness predicted with the 
simplified formula (eqn. (3.13)) is about 16cm, and only measurement points below 
1/3 of this value are used in the log-profile analysis. The results of    and     are 
shown in Table 3.3a. Measurement stations which are highlighted in red and denoted 
with the letter ‗r‘ are those rejected as outliers and are therefore not utilized in the 
calculation of the spatial average. In the present analysis, three stations are rejected as 
outliers. It should be noted that the values of the bottom roughness are first converted 
into natural log prior to averaging (see APPENDIX D for details). The average 
value of    is approximately 0.039cm, with a 95% Confidence Limit factor (―error 
factor‖) of 1.29. The lower and upper error limits are [0.039  1.29, 0.039   1.29], 
which give a range of [0.031cm, 0.051cm]. The experimental     is 0.49cm/s with an 
error of ± 2.8%.  The measured    is checked against the theoretical smooth turbulent 
         , which can be estimated using the experimental     and the following 
equation: 
 
                  
  
   
                                                 
 
 
             The smooth turbulent roughness (         ) is estimated to be around 
0.054cm from the above equation. This is slightly larger than the experimental   , 
which seems puzzling since a smooth turbulent roughness is supposedly the smallest 
bottom roughness that a boundary layer flow could experience. Interestingly, 
Ranasoma & Sleath (1994) also obtained a current roughness that was smaller than a 
smooth turbulent roughness, when they investigated a current flow over sand ripples 
that were aligned with the current direction. The authors noted the extreme sensitivity 
of the log-profile analysis where a minor inaccuracy in the positioning of instruments 
could result in considerable errors in the prediction of   . In our case, there is a 
variation of ± 3mm in the concrete floor level across the current channels, and the 
positioning of the ADV is done with a 1mm-scale point gauge. Since the difference 
between the theoretical smooth turbulent roughness and our measured roughness is of 
the order of 0.1mm, which is less than the uncertainties stated above, we can 
conclude that the current-alone flow over a plane concrete bed in the present study is 




 An undesirable outcome of the regression analysis performed with   against 
      is the relatively large error factor for the bottom roughness, when the shear 
stress is small and the data points available for analysis are relatively few - a common 
scenario for smooth turbulent flows due to slower development of the boundary layer. 
This is especially obvious for the lower confidence limit of the mean bottom 
roughness, which can be more than an order of magnitude larger than the upper 
confidence limit factor. An alternative method of analysis, i.e., taking       as the 
dependent variable, is performed and shown in Table 3.3b. The error factors for the 
bottom roughness obtained with this method of analysis appear smaller compared to 
the corresponding uncertainties in Table 3.3a. In addition, the bottom roughness 
obtained from this method of analysis is 0.059cm (error factor of 1.4), about 56% 
larger than the result in Table 3.3a, whereas the shear velocity      changes by less 
than 6% between the two methods. The           from eqn. (3.14) is 0.051cm, which 
is only 15% smaller than the experimental    and therefore supports the same 
conclusion that the current-alone is smooth turbulent.  
 
Considering that the second method of analysis (      vs.  ) provides a 
better roughness estimate for cases with small shear stress and number of 
measurement points in the log region, this method is adopted for all present smooth 
turbulent cases. The fact that the second method may yield larger uncertainty for     
is of secondary importance, since the parameterization of bottom resistance is done 
primarily with    rather than    , even as both results are obtained simultaneously 
from the log-profile analysis. For the case of rough turbulent flows, which will be 
discussed in the following sections, the uncertainty in the bottom roughness is nearly 
the same regardless of whether the regression analysis is done with the first or second 
method. The difference in the predicted bottom roughness is also relatively small, 
e.g., less than 20% for the marble-covered bed, and therefore only results obtained 











Table 3.3a:    and     for current-alone over a plane concrete bed, based on 
regression analysis with u against ln(z) (Results highlighted in red and denoted 
with „r‟ are outliers and not considered in the calculation of the spatially-
averaged    ); “Stn.” denotes the measurement stations shown in Figure 2-15 











CASB01 (60° current channel) 
01 0.044 5.94 28.28 0.51 30.44 
02 0.047 4.63 13.46 0.53 25.83 
03(r)  0.140 2.65 4.01 0.61 17.57 
04 0.027 2.16 2.58 0.47 10.46 
05 0.055 2.72 3.98 0.52 15.92 
06 0.047 3.52 6.57 0.50 19.83 
07 0.030 4.07 8.65 0.47 21.20 
      
CASB02 (90° current channel) 
01 0.068 5.64 28.32 0.49 31.81 
02 0.080 3.09 5.32 0.51 19.40 
03 0.027 5.93 25.72 0.46 29.19 
04 0.106 1.44 1.51 0.54 5.73 
05 0.080 3.11 5.39 0.51 19.45 
06 0.034 6.34 34.43 0.47 31.40 
07(r) 0.014 18.75 6879.03 0.40 50.18 
08 0.053 5.14 19.09 0.47 28.59 
09 0.062 5.80 32.55 0.51 32.93 
      
CASB03 (120° current channel) 
01 0.027 4.55 11.16 0.47 22.85 
02(r) 0.004 9.30 55.12 0.36 28.51 
03 0.015 4.16 8.30 0.44 19.47 
04 0.027 6.09 26.24 0.47 28.78 
05 0.025 12.03 627.43 0.46 44.28 
06 0.022 5.09 14.38 0.46 24.20 
07 0.021 7.47 50.73 0.46 32.27 
      
      







*Note that the values of    are first converted into natural log prior to averaging (see 













Table 3.3b:    and     for current-alone over a plane concrete bed, based on 
regression analysis with ln(z) against u (Results highlighted in red and denoted 
with „r‟ are outliers and not considered in the calculation of the spatially-
averaged   ) 











CASB01 (60° current channel) 
01 0.095 7.81 7.81 0.57 33.54 
02 0.066 6.14 6.14 0.55 27.67 
03 0.177 2.97 2.97 0.63 18.13 
04 0.030 2.28 2.28 0.48 10.58 
05 0.063 3.08 3.08 0.53 16.33 
06 0.048 2.56 2.56 0.53 12.72 
07 0.045 4.90 4.90 0.49 22.19 
      
CASB02 (90° current channel) 
01 0.130 7.74 7.74 0.54 35.39 
02 0.104 3.59 3.59 0.53 20.16 
03(r) 0.039 8.84 8.84 0.48 31.91 
04 0.108 1.46 1.46 0.54 5.75 
05 0.101 3.62 3.62 0.53 20.22 
06(r) 0.047 9.84 9.84 0.50 34.84 
07(r) 0.078 32.52 32.52 0.50 67.07 
08 0.092 6.82 6.82 0.51 31.13 
09 0.089 8.91 8.91 0.54 36.94 
      
CASB03 (120° current channel) 
01 0.045 5.63 5.63 0.50 24.11 
02 0.010 13.11 13.11 0.40 31.03 
03 0.022 5.01 5.01 0.47 20.23 
04 0.059 8.01 8.01 0.52 31.37 
05(r) 0.069 22.07 22.07 0.53 55.08 
06 0.038 6.42 6.42 0.49 25.71 
07 0.039 11.48 11.48 0.49 36.02 
      
      
















3.4 Current-alone over uniform roughness (marble-covered) bed 
 
Turbulent flows over a smooth bed are in reality less common compared to 
rough turbulent flows, which can be induced by 3D sand grains/gravels or 2D 
bedforms (ripples/dunes). Since the influence of waves normally penetrates across the 
entire depth of the relatively shallow coastal waters, the coastal seabeds are 
predominantly covered with wave-formed ripples. Earlier studies have suggested that 
the determination of bottom roughness for 2D bedforms may be complicated by its 
dependency on the angle between the current flow and the ripple axis (Barrantes & 
Madsen, 2000), making the use of uniform 3D roughness elements a suitable 
alternative for validation of theoretical wave-current models. The reason is that 3D 
roughness elements induce similar resistance regardless of the direction of the mean 
flow, and therefore    remains the same even when the direction of the nominal mean 
flow is significantly altered by the waves (more details in Chapters 6 and 7). 
 
A single layer of uniform closely packed ceramic marbles (Figure 3-6) with 
mean diameter of 12.5mm was used to simulate a uniform roughness configuration, 
and a set of current-alone experiment was first performed to establish the value of   . 
An example of a spatially-averaged current velocity profile over the uniform marbles 
is shown in Figure 3-7 (CAUB01 case). Additional current-alone and wave-alone 
experiments with similar marble-covered beds were also conducted in the flumes, 
allowing for a more rigorous examination of the bottom resistance induced by this 
type of roughness element. Since the present chapter focuses on current-alone studies, 
results for wave experiments will be covered later in Chapters 4 and 5. 
 
Figure 3-6: One-layer-thick uniform ceramic marbles, held in place by 2m x 2m 










Figure 3-7: Current-alone over uniform ceramic marbles (CAUB01 case) plotted 
in (a) linear (b) semi-log scale. z‟=0 denotes the theoretical bottom level, which is 
0.3 diameter below the top surface of the marble. Number of measurement 
locations used for mean calculation is 7, and the error bars represent 95% 
































 The analysis is carried out using similar methods as described in Section 3.3. 
The results are presented in Table 3.4, and show that    = 3.0cm, which is 
approximately 2.4 times the diameter of the ceramic marbles. The error factor is 1.19, 
which gives a 95% Confidence Interval of [2.5cm, 3.6cm]. A comparison is made 
with two other current-alone experiments performed using the same type of ceramic 
marbles as their bed roughness. The first involves a flume experiment performed as 
part of the present study. The water depth in this experiment was 0.4m. Two 
discharges, i.e., 24 l/s and 40 l/s, were used and resulted in a theoretical depth-
averaged velocity of 10cm/s and 16.7cm/s, respectively. Velocity profiles were 
measured at a distance of 7.5m from the inlet. The    values obtained from log-
profile analysis are 3.0cm (Q=24l/s) and 2.7cm (Q=40l/s), and their error factors are 
1.2. On the other hand,     are 0.88cm/s (Q=24l/s) and 1.56cm/s (Q=40l/s), and the 
large difference in shear velocity is attributed to the higher velocity used in the latter 
case.   These results are in good agreement with the current-alone roughness obtained 
in the wave-current basin experiment (Table 3.4).   
 
A second study was performed by Yuan et al. (2012) in a 10m x 0.4m x 0.5m 
Oscillating Water Tunnel (OWT). A depth-averaged current velocity of 50cm/s was 
used and the authors obtained, also from log-profile analysis, a    value of 2.0cm 
(with an error factor of 1.03). The relatively small uncertainties associated with Yuan 
et al.‘s experiment may be due to the fact that the marbles were glued to a smooth 
bottom surface in their OWT, which result in better uniformity of the roughness 
surface compared to the setup in the basin. The value of    obtained by Yuan et al. is 
about 30% smaller than the result obtained in the wave–current basin, but since the 
uncertainty of the basin study is of the order of 20%, the disagreement is relatively 
insignificant and the bottom roughness    of a uniform 3D marble bed can be 












Table 3.4:    and     for current-alone marble-covered bed cases; “Stn.” 
denotes the measurement stations shown in Figure 2-15 









CAUB01 (60° current channel) 
01 2.81 1.51 0.91 10.27 
02 2.28 1.62 0.88 11.34 
03 3.11 1.44 0.94 9.16 
04 2.32 1.59 0.88 10.85 
05 1.58 1.71 0.80 13.67 
06 1.92 1.96 0.83 14.88 
07(r) 0.89 8.07 0.69 33.53 
     
CAUB02 (90° current channel) 
01 6.40 1.28 1.08 7.76 
02 6.40 1.26 1.06 7.22 
03 4.53 1.36 0.99 8.82 
04 3.45 1.70 0.96 13.51 
05 4.66 1.33 1.03 8.15 
06 2.80 1.44 0.91 9.19 
07 2.58 2.42 0.84 20.50 
08 3.24 2.01 0.88 17.62 
09 2.41 2.06 0.85 17.05 
     
CAUB03 (120° current channel) 
01 1.72 2.19 0.80 16.67 
02 2.92 2.30 0.90 19.83 
03 2.48 1.52 0.91 9.96 
04 2.43 1.33 0.87 6.79 
05 4.19 1.52 1.03 11.59 
06 3.84 1.54 0.98 11.51 
07 1.39 1.85 0.77 12.95 
     
     






*Note that the values of    are first converted into natural log prior to averaging (see 
APPENDIX D for details). 
 
 
3.5 Current-alone over fixed artificial ripples 
 
While experiments over uniform marbles provide useful simplifications for 
validating theoretical wave-current models, the rippled bed is still a very important 
and relevant roughness configuration in wave-current studies given the fact that 
71 
 
combined wave-current flows are often influenced by bedforms in the field. In 
particular, when it comes to discovering physical processes and phenomenon that 
were overlooked by previous theoretical modellers, rippled bed experiments are more 
likely to produce findings that are relevant and applicable to the field scenarios. A 
potential complexity of investigating flows over movable sand ripples is that the bed 
morphology tends to be modified by the overlying flows when the bed shear stress 
exceeds the critical shear stress, which in turn changes the resistance experienced by 
the flow. In view of this, fixed artificial ripples were used in a set of preliminary 
experiments to represent a static bed feature that resembles the wave-induced vortex 
ripples. In this case, the ripples were modelled with aluminium angle profiles of 
height 1.5cm and crest-to-crest spacing of 10cm. This configuration is similar to the 
setups of MM1 and Negara (2009), though it should be noted that the ripple geometry 
is somewhat ―exaggerated‖ given the smaller wave flows used in the present study. In 
fact, natural sand ripples generated with the present wave flows should be 30%-50% 
smaller in height than the artificial ripples, but, so long as the flows are fully rough 
turbulent, the results are equally useful for understanding the relationship between the 
bottom roughness and the bed geometry. To ensure the bedforms are truly ―fixed‖, 
the angle profiles were ―spot-welded‖ with silicone to the concrete bed. Two cases of 
alignment were investigated in this study, i.e., one with the ripple axis positioned 
parallel, and another at 10°, with the mean flow direction. 
 
 
3.5.1 Ripples aligned parallel to the mainstream current (CARB01) 
 
In the first scenario, the ripple crests were aligned with the nominal current 
direction in the 90° current channel, which is parallel to the y-axis (Figure 3-8). A 
total of 44 velocity profiles were measured, 20 above the ripple crests and 24 above 
the troughs. To ensure that a minimum of 5 measurement points are available for log-
profile fitting, only measurement stations located at 4.5m and 5m downstream from 
the inlet were analyzed. This region covers a total of 12 stations above the ripple 
trough and 10 above the ripple crests. The spatially-averaged results are shown in 
Table 3.5. Similar to the plane concrete bed experiment, two separate regression 
analysis are performed, one with the velocity and another with     as the dependent 
variable (Table 3.5a and b, respectively). The average    value is between 0.012-




The measured bottom roughness is surprisingly small given the fact that the 
ripple height is almost 2 orders of magnitude larger. Experiments over similar 
artificial ripple geometry, but with ripple axis aligned perpendicular to the flow 
direction, had been conducted by MM1 and Negara (2009). The measured    value 
for the perpendicular ripple-current configuration is 20.9 ± 4.0cm (MM1) and 18.2 ± 
3.8cm (Negara, 2009), almost 3 orders of magnitude larger than the present results 
and one order of magnitude greater than the ripple height. This strongly suggests that 
the direction independency of bottom roughness found in some movable bed 
experiments (e.g., Madsen et al., 2008) is limited to the ―live‖ ripple setup and strictly 
non-applicable to the 2D ―uniformly arranged‖ artificial ripples. A plausible 
explanation to the small bottom roughness obtained for parallel current-ripple 
configuration is that the current will not experience separation of flow when it is 
propagating along the ripple axis. Consequently, the resistance originates solely from 
the skin friction of the bed, which results in flow characteristics similar to that over a 
smooth flat bed. To support this conjecture, the angle of the mean flow is shown in 
Figure 3-9, and it can be observed that the flow direction is at almost 90° to the x-axis 
(± 1°), i.e., aligned parallel to the artificial ripple alignment.  
 
The smooth turbulent roughness, calculated with (3.14), is 0.051 ± 0.003cm, 
which is more than the experimental    (0.011-0.019cm) by about 0.4mm. Based on 
the earlier explanation regarding the uncertainty of the concrete bed flatness and the 
positioning of the instruments, it is clearly justifiable to conclude that the bed is 
hydraulically smooth when a current is propagating along the axis of the ripples. It 
should also be noted that the log-profile analysis for this case is done by assuming the 
local bottom to be the theoretical bottom, which is proven to be sensible since the 






Figure 3-8: Ripples aligned parallel to the mainstream current flow (CARB01); 




Figure 3-9: Angle of mean flow for CARB01, with positive x direction denoted as 
0°. Number of measurement points used for mean calculation is 44, and the 



















Angle of Mean Flow(deg) 
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Table 3.5a:    and     for fixed artificial ripples aligned with the mean flow in 
the 90° current channel (CARB01), based on regression analysis with u against 
ln(z). Measurement stations with (without) blue shading are above ripple crests 
(troughs); “Stn.” denotes the measurement stations shown in Figure 2-19    








01 0.006 38.37 0.44 30.38 
02(r) 0.005 >104 0.43 >50 
05 0.058 18.98 0.58 31.90 
06(r) 0.037 >104 0.54 >50 
09 0.026 5.14 0.52 18.73 
10 0.005 43.40 0.43 30.79 
13 0.026 28.16 0.52 32.20 
14 0.023 24.62 0.54 31.23 
17 0.047 7.47 0.56 23.72 
18 0.011 120.67 0.49 37.71 
21 0.014 2470.34 0.49 49.05 
22(r) 0.002 > 104 0.41 >50 
25 0.035 12.77 0.55 27.48 
26 0.003 1856.11 0.43 44.28 
29 0.103 4.17 0.63 19.60 
30 0.010 2.08 0.49 7.99 
33 0.019 82.19 0.49 37.12 
34 0.002 46.95 0.41 29.37 
37 0.010 7.00 0.48 19.80 
38 0.002 57.09 0.41 29.91 
41 0.007 7.88 0.44 19.93 
42 0.006 34.68 0.45 30.01 
     







*Note that the error factors may approach astronomical values in some cases. 
The reason is that the error factor is obtained from the average of the upper and 
lower confidence limit factors, and when    approaches zero in some cases, the 




















Table 3.5b:    and     for fixed artificial ripples aligned with the mean flow in 
the 90° current channel (CARB01), based on regression analysis with ln(z) 
against u. Measurement points with (without) blue shading are above ripple 
crests (troughs)  








01 0.010 15.96 0.46 33.48 
02(r) 0.012 153.46 0.47 >50 
05 0.105 14.82 0.62 47.44 
06(r) 0.116 45.77 0.63 >50 
09 0.030 4.46 0.52 19.41 
10 0.007 18.08 0.45 34.02 
13 0.047 11.39 0.56 35.92 
14 0.034 11.44 0.56 34.60 
17 0.059 5.66 0.57 25.14 
18 0.016 24.93 0.51 43.96 
21(r) 0.053 38.33 0.58 >50 
22(r) 0.090 98.40 0.62 >50 
25 0.047 7.92 0.57 29.73 
26(r) 0.005 72.67 0.45 >50 
29 0.124 3.64 0.65 20.39 
30 0.010 2.06 0.49 8.04 
33 0.033 18.67 0.53 43.05 
34 0.003 20.37 0.42 32.15 
37 0.013 5.72 0.49 20.61 
38 0.003 21.89 0.43 32.85 
41 0.008 6.38 0.45 20.75 
42 0.008 15.91 0.46 32.98 
     









3.5.2 Ripples aligned at 10 degrees to the mainstream current (CARB02) 
 
 An additional test with ripples aligned at 10 degrees to the current direction 
was performed in the 90° current channel (Figure 3-10). This pattern of alignment is 
inspired by a wave-current interaction study over the ripple configuration described in 
Section 3.5.1, which will be further elaborated in Chapter 6. Briefly, it was observed 
that the nominal current flow veered by about 10 degrees when the waves were 
present, and this amount is in satisfactory agreement with the prediction based on the 
superposition of a wave–induced return flow (obtained from Stokes‘ theory) on the 
nominal current flow. Since the current direction is no longer aligned with the ripple 
axis in the presence of wave-induced flow, the use of a smooth turbulent roughness as 
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the bottom boundary condition of the log-velocity profile is inappropriate. To 
estimate the value of    in this scenario, the artificial ripples were ―rotated‖ by 
approximately 10 degrees. The measured depth-averaged current velocity for this 
case is approximately 10.8cm/s.  
 
The average velocity and direction of the mean flow are depicted in Figure 3-
11. One out of the eight measurement stations is rejected as an outlier. The analysis 
shows that    = 2.8cm for current-alone over ripples aligned at 10 degrees to its 
direction of flow (Table 3.6), and the error factor is 1.3. The measured shear velocity 
is 0.96cm/s ± 6.2%. Since the    from CARB02 is larger than the case of CARB01 
(parallel ripple-current alignment), but smaller than the experimental result of MM1 
(perpendicular ripple-current alignment), it further supports the conjecture of a 
direction-dependent bottom roughness for flows over artificial 2D bedforms. When 
the velocity profiles are resolved into the direction perpendicular (  ) and parallel 
(    to the ripple axis (Figure 3-12), the bottom roughness is:    = 25.50cm (error 
factor of 1.2) and      is 2.5cm (error factor of 1.3). In this case,     is about 17 , 
which is in good agreement with MM1 (in particular their ―higher-velocity case‖ in 
which     ≈ 16  ). This result agrees with the conclusion of Barrantes & Madsen 
(2000) that the bottom roughness in the direction perpendicular to the axis of 2D 
roughness elements is constant regardless of the angle of approach of the nominal 
current. On the other hand,      is nearly similar to the bottom roughness obtained 
with the velocity magnitude of the nominal current flow. This indicates that even 
when    is theoretically not experiencing any flow separation (since it is propagating 
parallel to the ripple axis), the resistance will still be enhanced by flow separation in 






Figure 3-10: Ripples aligned at 10 degrees to the mainstream current flow 





Table 3.6:    and     for “10-degree” aligned rippled bed experiment in the 90° 
current channel (CARB02); Station 8 is omitted due to incomplete velocity 
profile measurement 








01 2.68 1.61 0.94 11.09 
02 4.44 1.57 1.05 11.97 
03 3.07 2.09 0.98 17.83 
04(r) 0.67 3.85 0.70 22.62 
05 2.07 1.76 0.87 12.50 
06 2.35 3.75 0.90 27.59 
07 2.36 1.54 0.93 9.89 
09 3.10 1.45 1.01 9.22 
     












Figure 3-11: (a) Velocity magnitude (b) Angle of mean flow for the CARB02 
case. Brown dash-dotted line indicates the crest level of the artificial ripples, 
while the red dashed lines denote the upper and lower limits of the log-region. 
Number of measurement stations used for mean calculation is 8, and the error 





























Figure 3-12: (a)    (b)     for CARB02 case. Brown dash-dotted line indicates 
the crest level of the artificial ripples, while the red dashed lines denote the 
upper and lower limits of the log-region. Number of measurement points used 
for mean calculation is 8, and the error bars represent 95% confidence interval 
























In contrast to CARB01, the current in CARB02 exhibits significant veering 
from its nominal direction near the bed (Figure 3-11b). The direction of flow in the 
ripple trough is closely aligned with the ripple axis, i.e., at 100 degrees to the x-
direction. This agrees with the experiments of Barrantes & Madsen (2000) and 
Madsen et al. (2010), who concluded that there is a tendency for the near-bottom flow 
to align its direction with the ripple axis. The same flow feature was also predicted by 
Andersen & Faraci (2003) using a k-ω turbulence model, in which their current flow 
approached the ripples at an angle of 45°. One of the significant implications of the 
ripple-induced turning of near-bottom flow is in the modeling of coastal sediment 
transport. The direction of bedload and suspended load transport is normally assumed 
to be similar to the nominal flow, which suggests that any significant veering of flow, 
especially close to the bed, could result in gross errors when predicting the direction 
of near-bottom sediment transport for ripple-covered bottoms. 
 
It is worth noting that MM1‘s experiment was performed in a flume with 
ripples aligned perpendicularly to the current, and they concluded that measurement 
points above 2 times the ripple height are free from the influence of local flow 
irregularities. The placement of artificial ripples in our study is at an angle of 10° to 
the mainstream direction, which would create a lateral force on the nominal current 
and drive a flow along the spanwise direction. The implication of a near-bed 3-
dimensional flow on the velocity profile has been discussed by Franca & Lemmin 
(2009). Notably, s-shaped profiles are usually observed close to the bed, instead of 
log profiles, when the near-bottom flow is highly 3-dimensional. S-shaped profiles 
refer to a velocity distribution which, when plotted on a semi-log scale with z against 
 , tend to have a steeper slope as it approaches the bed (i.e., resembling a sigmoid 
curve). An example is shown in Figure 3-13 (adapted from Franca & Lemmin, 2009). 
The log-profile could still exist in this type of flow, though its lower limit would be 
located at a higher elevation compared to cases involving 2-dimensional flow. In our 
experiment, the points appear to be well described by the log-law above z = 4cm, 
while they start to exhibit an s-shaped trend below this elevation at some stations 
(Figure 3-14). The log-profile analysis is repeated using 4cm as the lower limit. The 
value of    is found to be 2.1cm, with an error factor of 1.3. This suggests that our 
initial analysis using 2 times the ripple height as the lower limit gives rather 
satisfactory result, and the 3-dimensionality of the near-bottom flow in the present 






Figure 3-13: A standard logarithmic profile (blue dashed line) vs. a logarithmic 
profile with s-shaped distribution close to the bed (red full line). Umax denotes the 
free-stream velocity of the steady flow. Adapted from the measurements of 




Figure 3-14: Velocity profiles for individual measurement stations within the 































All the findings in this section are strictly limited to fixed artificial ripples, 
and it is necessary to verify whether similar conclusions can be extended to flows 
over a movable sand bed, which will be addressed in the following section. 
 
 
3.6 Current-alone over a movable sand bed 
 
With new experimental data and insights gained from the fixed bed 
experiments, the next step is to proceed with the physically realistic movable bed 
study. The two main objectives of the movable bed experiments are (i) to investigate 
the formation of bed features by combined wave-current flows and (ii) to examine 
how the newly-formed bed features affect the overlying flows. The concrete bed was 
covered with a 7cm-thick sand layer of     = 0.14mm (Figure 3-15), and a 1:13 
wooden ramp with its up-wave edge located at 1m from the wave paddles was used as 
a transition from the concrete floor level to the surface of the sand layer. The size 
distribution of the sand grain was measured with a Laser Particle Analyser and the 
details are shown in APPENDIX E. Water depth was maintained at approximately 
35cm for all the movable bed tests (defined as the distance between the water surface 
and the surface of the initial flat sand bed). To obtain the bottom roughness associated 
with the initial flat bed, wave-formed ripples and wave-current formed ripples, 
current-alone flows (with a measured      of 11.5-13.0cm/s) were generated over each 
of these bed configurations. Bed profiling was also conducted to obtain the ripple 
geometry which can then be used to examine the existing empirical models that relate 




3.6.1 Preliminary test – current-alone over a flat sand bed 
 
It is first determined whether the pure current flow is able to generate 
bedforms in the wave-current basin. The threshold for initiation of sediment motion is 
determined based on the Shields‘ Criterion, simplified by Madsen and Grant (1976) 
with the introduction of Fluid-Sediment parameter,   . 
 
   
 
   







Figure 3-15: (a) An initial flat sand bed in the wave-current basin (b) A 1:13 
wooden ramp was used to create a transition from the area in front of the wave 
paddles (≈1m) to the test area containing the sand bed. Similar ramp was also 











(temperature =30°C). For this case,    is approximately 3.5. The critical Shields 
parameter may be estimated from the following empirical equation (Madsen, 2009): 
 
           





                                       
 
                The critical shear stress,     is related to      via:  
 
    
   
          
                                                        
 
and from (3.16) and (3.17),      is        
 . 
 
The friction factor,    for a smooth turbulent flow may be expressed as 
follows (Madsen, 2002): 
 
 
    
       
 
    
       
        
  
                                 
 
where         is the current velocity at a reference level   . Based on a typical value 
of mean velocity observed in the present study, e.g., 11.75cm/s at z=9.4cm (a 
measurement point from the case of CAMB02),           . By substituting    into 
the following equation: 
 
   
 
 
         
                                                        
 
   is found to be        
 . Since        , initiation of sediment motion would not 
occur and therefore no bedform is expected to be present without the addition of 
waves (Figure 3-16).  
 
The spatially-averaged velocity magnitude and angle of mean flow profiles 
for the case of CAMB02 (90° current channel; flat sand bed) are presented in Figure 
3-17. The results of the bottom roughness    and shear velocity     are shown in 
Table 3.7a, based on the regression analysis of   vs.    . The experimental    is 
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0.11cm (error factor of 1.77) and    =0.64cm/s (±6.5%). When checked with eqn. 
(3.8) for the flow regime,          (with   =     = 0.14mm) is 1.1 and therefore the 
flow should be smooth turbulent. Comparison made with the theoretical smooth 
turbulent roughness (             = 0.041cm) suggests that the initial ‗flat‘ sand 
bed induces a resistance that is slightly larger than that of a hydraulically smooth bed. 
Measurements made with a bottom profile indicator over the initial bed confirm that 
there is a gradual undulation of about ±5mm across the measurement region (Figure 
3-16). This basically highlights the near-impossibility of creating a perfectly flat sand 
bed, especially in a large facility. Previous laboratory studies over a supposedly 
‗plane‘ sand bed also yielded    of 1-10     (Nielsen, 1992), and this uncertainty 
essentially explains the large range of    values adopted in many other studies, e.g., 
4.5   , 2.0   , 3.0    etc. (Simoes, 2010).  Nonetheless, the implication of the 
present bed imperfection is seemingly negligible, judging by the fact that the lower 
95% Confidence Limit of the measured bottom roughness (0.065-0.08cm) is only 
about 0.2-0.4mm larger than the smooth turbulent roughness, and the result is also 
considerably smaller than the bottom roughness for currents propagating over wave-
formed ripples (to be discussed in the following section). The alternative method of 
regression analysis (with     vs.  ) is tabulated in Table 3.7b and gives nearly 
identical results to those presented in Table 3.7a:    =0.14cm (error factor of 1.80) 
and     = 0.66cm/s (±5.5%). The present experimental bottom roughness over a 
























Table 3.7a:    and     for current-alone over a flat sand bed, based on 
regression analysis with   vs.       








     
CAMB01 (60° current channel) 
01 0.10 4.85 0.66 21.19 
02 0.04 3.39 0.59 15.09 
03 0.09 2.82 0.62 14.39 
04 0.03 10.69 0.54 25.81 
05 0.07 2.39 0.59 11.88 
06 0.15 3.46 0.67 18.01 
07 0.48 1.84 0.78 10.84 
08 0.52 1.79 0.75 10.59 
     
CAMB02 (90° current channel) 
01 0.33 2.56 0.71 15.73 
02 0.30 2.93 0.73 17.75 
03 0.76 1.56 0.76 8.80 
04 0.37 3.06 0.70 18.71 
05 0.21 2.74 0.67 15.77 
06 0.21 1.62 0.70 7.81 
07 0.13 1.48 0.61 5.85 
08 0.57 7.12 0.80 31.30 
09 0.20 2.76 0.61 15.73 
10 0.36 1.54 0.73 7.59 
     
CAMB03 (120° current channel) 
01 0.02 447.15 0.55 45.19 
02 0.07 1.70 0.60 7.30 
03 0.01 175.59 0.42 39.07 
04 0.01 3.93 0.49 14.53 
05(r) 0.03 >104 0.56 >50 
06 0.12 1.84 0.71 9.01 
07 0.01 11.85 0.52 24.48 
08 0.02 3.86 0.60 16.22 
     









Figure 3-16: Profile of the initial „flat‟ sand bed in the 90° current channel, over 

















Distance, x (mm) 
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Table 3.7b:    and     for current-alone over a flat sand bed, based on 
regression analysis with       vs.   








     
CAMB01 (60° current channel) 
01 0.15 3.11 0.71 18.07 
02 0.04 3.12 0.60 15.44 
03 0.11 2.63 0.64 14.69 
04 0.07 4.75 0.60 22.75 
05 0.09 2.29 0.60 12.05 
06 0.20 3.03 0.71 18.61 
07 0.55 1.79 0.79 10.97 
08 0.56 1.62 0.76 9.14 
     
CAMB02 (90° current channel) 
01 0.44 2.11 0.75 14.01 
02 0.39 2.61 0.76 18.33 
03 0.78 1.54 0.76 8.87 
04 0.39 2.82 0.71 19.38 
05 0.25 2.50 0.70 16.18 
06 0.21 1.59 0.70 7.86 
07(r) 0.13 1.47 0.61 5.87 
08 0.60 4.88 0.81 34.70 
09 0.32 2.35 0.66 15.27 
10 0.38 1.52 0.73 7.64 
     
CAMB03 (120° current channel) 
01 0.06 15.89 0.52 45.43 
02 0.07 1.67 0.61 7.34 
03 0.13 7.51 0.60 34.01 
04 0.01 2.96 0.51 12.84 
05 0.02 29.30 0.54 49.71 
06 0.13 1.80 0.72 9.08 
07 0.01 4.50 0.54 18.09 
08 0.03 3.56 0.60 16.66 
     














Figure 3-17: (a) Velocity magnitude (b) Angle of mean flow for the case of 
CAMB02. Number of measurement points used for mean calculation is 10, and 






























Figure 3-18: (a) Angle of mean flow for the case of (a) CAMB01 (b) CAMB03. 
Number of measurement points used for mean calculation is 8, and the error 
































An interesting feature observed in the present study is the varying direction of 
the mean flow (of up to 10°) over the water depth for the 60° and 120° nominal 
current (Figure 3-18). This feature is almost absent for the 90° nominal current 
(Figure 3-17). A conceptual model can be used to explain this veering feature. When 
the currents enters the wave-current basin, their flow directions are initially aligned 
with the orientation of the inlets, i.e., at 60°, 90° and 120° to the x-axis for CAMB01, 
CAMB02 and CAMB03, respectively (see Figure 2-3 for the layout of the basin and 
APPENDIX A for identification codes of all experiments). These inflows share a 
common outlet which is oriented at 90° to the direction of the wave propagation. The 
streamlines for the 60° and 120° currents will therefore experience changes in their 
directions before reaching the outlet, whereas streamlines for the 90° current-alone 
will remain parallel to the y-axis.  
 
The veering of flows requires the presence of a centripetal force, which is 
contributed by the surface gradient of the fluid bordering the current channels. The 
depth-averaged forces orthogonal to a streamline should be in equilibrium, since no 
flow is expected to exist in this direction (which is the fundamental definition of a 
streamline). Nonetheless, the forces may not be in equilibrium locally due to an 
imbalance between the hydrostatic pressure and the pressure caused by the centripetal 
action of the veering streamlines (Figure 3-19). On one hand, the hydrostatic 
pressure,    is uniform along the water column and is given by: 
 
   
  
    
   
  
                                                               
 
 where        is the gradient of the water surface in the direction perpendicular to 
the streamline. On the other hand, pressure created by the centripetal action is 
expressed as a function of the velocity squared, which means that its magnitude 
increases with elevation: 
 
   
  
 
   
 
 
                                                                
 
where r is the radius of curvature of the streamlines and    =       is the velocity 
along a streamline. To achieve a zero depth-averaged force perpendicular to a 
streamline, the hydrostatic pressure gradient would be smaller than the centripetal 
pressure at the upper part of the water column, while the contrary is true at the lower 
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part of the water column (Figure 3-19). A net flow would therefore be driven outward 
from the center of curvature close to the water surface and towards the center of 







Figure 3-19: A schematic diagram showing the vertical variation of the 
centripetal (black full line) and hydrostatic (red dashed line) pressures 
 
 Applying the above argument to our experimental conditions, the 60° 
nominal current case should therefore have a smaller (larger) mean flow angle at the 
upper (lower) part of the water column. For the 120° nominal current case, the 
opposite is true, i.e., larger (smaller) flow angle at the upper (lower) part of the water 
column. No veering of streamlines is expected for the 90° nominal current and 
therefore the mean flow direction should stay nearly constant over the water depth. 
This conjecture agrees qualitatively with the observed flow behaviours for all three 
angle cases over the movable sand bed (Figure 3-17 and Figure 3-18). The effect of 
this veering on the log-law assumption (unidirectional flow) appears negligible, since 












3.6.2 Current-alone over wave-formed ripples  
 
As highlighted in the previous section, the main objective of the current-alone 
experiments is to estimate the bottom roughness of wave-alone and wave-current 
generated bedforms. This result could then be applied as baseline data in subsequent 
studies involving the simultaneous presence of both waves and currents. It is 
therefore important to first verify whether the introduction of a current-alone over 
wave-formed and wave-current-formed beds causes any notable change to the 
bedforms.  Figure 3-20 shows a comparison of sand ripples (formed by random 
waves) before and after the addition of a current-alone flow (CAMB12). In this case, 
the current-alone approaches the ripples at an angle of 30°, which represents the more 
critical scenario compared to the case of current-alone aligned with the ripples 
(CAMB11). The bed profiles depicted in Figure 3-20 clearly show that there is no 
significant change in the bedform after the introduction of a current-alone flow over 
the sand bed, and given the analysis in the previous section showing that currents-
alone are incapable of initiating sediment movement, this observation is hardly 
surprising. 
 
Figure 3-20: Bedforms generated by random wave-alone in the 120° current 
channel; before (blue full line; Profile number: PDWA03-04) and after (red 
dashed line; PDWACA03-04) the introduction of current-alone flow over it. The 
duration of current-alone is more than 10 hours, thus providing sufficient time 
for changes to the bedform (if any) to occur. Identification codes for the bed 

























When bedforms are present, the near-bottom flow exhibits a tendency to veer 
away from the base flow direction and towards the mean direction of the sand ripple 
axis (Figure 3-21 and Figure 3-22). However, the angles of veering appear smaller 
than those over artificial ripples. In fact, the average amount of additional turning 
near the bed for the 60° current (Figures 3-21a and 3-22a), which is the most 
significant among the three angle cases, is only about 5°. This observation can be 
explained by the difference in size, shape and 2-dimensionality of the bedforms 
between artificial and movable sand ripples. For artificial ripples, the axes are 
perfectly straight and uniformly aligned at an angle with the mean flow.  These 
ripples are 1.5cm-high and their crests are sharp-edged, leading to a sudden flow 
separation at the crest. A large drag force could be anticipated for this case, which, 
according to Barrantes and Madsen (2000), would have a lateral component that 
drives the flow in the spanwise direction. On the other hand, the sand ripples 
observed in our study are generally smaller and have rounder crests. The ripple axis 
also appears to be irregular across the width of the basin, even when they are 
generated by wave-alone flows (Figure 3-23). From the FFT analysis of the sand bed 
profile, it is found that the average ripple length, λ is around 51mm (periodic waves) 
and 54mm (random waves), while the average ripple height,  =7.3mm for both 
periodic and random waves (further details of the analysis are covered in Chapters 6 
and 7).  
 
In addition, experiments involving artificial ripples (Section 3.5.2 of this 
study; Negara, 2009) show that the currents would align with the ripple axis at the 
trough level, and the amount of veering at elevation twice the ripple height is 
generally less than half of the total veering. Since the lowest measurements shown in 
Figure 3-21and Figure 3-22 are located at nearly twice the ripple height, this may also 
explain the relatively small near-bottom veering of the mean flow over sand ripples. 
Another potential factor that may contribute to the smaller amount of veering is that 
the local ripple axis orientation is not perfectly orthogonal to the waves, which is 
likely to be quite consistent across the current channel since the uncertainty for the 
near-bottom mean flow angle over wave-formed ripples is similar to that over a flat 
sand bed.  An example of this is shown in Figure 3-24, where the ripple axis is 









Figure 3-21: (a) Angle of mean flow for (a) 60° (b) 90° and (c) 120° nominal 
current. Green square: current over a flat sand bed; orange circle: current over 
periodic wave-formed ripples. Number of measurement locations used for mean 
calculation is from 8 to 10, and the error bars represent 95% confidence interval 


















































Figure 3-22: (a) Angle of mean flow for (a) 60° (b) 90° and (c) 120° nominal 
current. Green square: flow over a flat sand bed; purple circle: flow over 
random wave-formed ripples. Number of measurement locations used for mean 
calculation is from 8 to 10, and the error bars represent 95% confidence interval 















































The current-alone results over random wave-formed ripples are presented in 
Table 3.8.  The upper and lower limits of the log-profile analysis are similar to those 
adopted in the fixed bed studies. From the analysis, the bottom roughness is between 
0.9cm and 1.3cm for the three angle cases (1.3-1.8 ), with an error factor between 1.4 
and 1.9. From equations (3.11) and (3.12), which are used to relate the ripple 
geometries with the bottom roughness,     = 2.9cm (Wikramanayake & Madsen, 
1990), 0.8cm (Nielsen, 1981), 2.0cm (van Rijn, 1990) and 2.8cm (Grant & Madsen, 
1982). This appears to show that most of the common empirical equations developed 
for wave-alone tend to over-predict the    for currents that are closely aligned with 
the ripple axis. In addition, based on statistical arguments, the roughness induced by 
natural sand ripples is similar regardless of whether the current is aligned with or at 
30° to the ripple axis, and therefore contradicts the conclusion of a direction-
dependent roughness obtained for the fixed artificial rippled bed experiments (Section 
3.5).  
 
The above observation could well be a consequence of irregularities in the 
wave-induced bedforms. To test this conjecture, the velocity components for the 60° 
and 120° nominal current directions are resolved into x- and y-components, which 
ideally should be perpendicular and parallel to the mean direction of the wave-formed 
ripples. The results of     and      are presented in Table 3.9, while the results for 
the parallel component (    ,      ) are shown in Table 3.10. The     are found to be 
8.5cm (11.8 ; error factor = 1.15) and 6.2cm (8.4 ; error factor = 1.25) for the 60° 
and 120° cases, respectively, while      are 0.41cm (0.6 ; error factor = 1.86) and 
0.60cm (0.8 ; error factor = 1.41) for the two angle cases. Hence,     is about an 
order of magnitude larger than     , which agrees with the fixed artificial ripple 
experiment of CARB02 (Section 3.5.2). Interestingly, the values of      are relatively 
close to the bottom roughness for the 90° case (CAMB09; Table 3.8), i.e.,   = 
0.98cm (1.4 ), and are much larger than the smooth turbulent roughness. This implies 
that the ripple irregularities along the y-axis are not significantly different among all 
three current channels, and these irregularities are a plausible reason for the bottom 
roughness experienced by the 60°, 90° and 120° currents being similar in the basin 
experiment.  
 
Another notable difference between artificial and movable bed cases is that 
for the case of artificial ripples,     is almost identical to the value of    obtained 
for current approaching the artificial ripples at 90° (≈16 ), whereas     for a 
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movable bed is twice as large as the value of    obtained for a current approaching 
the sand ripples at 90° (≈4 ). Further investigations are necessary to shed more lights 










Figure 3-24: Local ripple alignment (blue line) with respect to the nominal flow 





Table 3.8:    and     for current-alone over random wave-formed bed 








     
CAMB10 (60° current channel) 
01 1.62 1.47 0.98 8.40 
02 1.39 1.65 0.92 10.52 
03 0.36 2.09 0.71 12.43 
04 0.73 1.56 0.86 8.49 
05 0.76 1.72 0.89 10.33 
06 0.42 2.43 0.81 14.95 
07 2.30 1.43 1.05 8.49 
08 1.20 1.91 0.92 13.02 
     






     
CAMB11 (90° current channel) 
01 1.02 1.28 0.82 4.98 
02 0.90 1.37 0.81 6.41 
03 0.85 2.67 0.77 18.55 
04(r) 0.19 87.38 0.61 >50 
05(r) 0.06 17.94 0.55 31.40 
06 0.58 1.78 0.73 10.44 
07 0.62 1.74 0.71 10.41 
08 0.93 3.74 0.76 24.37 
09 1.36 2.15 0.75 15.68 
10 2.53 1.80 0.90 14.04 
     






     
CAMB12 (120° current channel) 
01 1.31 1.95 0.93 13.94 
02 1.68 1.48 1.04 8.48 
03 4.47 1.30 1.16 7.29 
04 1.46 1.31 1.01 5.72 
05 0.59 1.77 0.90 10.50 
06 1.20 1.43 1.00 7.46 
07 0.68 1.45 0.90 7.08 
08(r) 0.005 >104 0.48 >50 
     






 *A separate compilation of    obtained from various experiments is given at the 






Table 3.9:    ,      for current-alone over random wave-formed bed  









CAMB10 (60° current channel) 
01 8.29 1.25 0.67 7.88 
02 8.94 1.19 0.66 5.94 
03 9.33 1.21 0.65 6.56 
04(r) 4.23 1.30 0.54 7.12 
05 7.91 1.28 0.68 8.28 
06 6.98 1.25 0.64 7.36 
07 11.04 1.30 0.75 9.66 
08 7.53 1.42 0.65 11.14 
     







CAMB12(120° current channel) 
01 8.71 1.35 0.68 10.42 
02 7.12 1.28 0.66 7.74 
03(r) 15.75 1.14 0.74 5.86 
04 7.79 1.23 0.68 6.66 
05 5.57 1.35 0.60 8.64 
06 5.56 1.28 0.61 6.98 
07 4.47 1.25 0.55 6.38 
08 5.21 1.14 0.57 3.88 
     
     



















Table 3.10:     ,       for current-alone over random wave-formed bed  









CAMB10 (60° current channel) 
01 0.75 1.61 0.75 9.08 
02 0.35 2.34 0.64 14.30 
03 0.13 2.86 0.56 15.66 
04 0.41 1.93 0.70 11.48 
05 0.32 2.13 0.69 12.72 
06 0.20 4.16 0.66 22.14 
07 1.33 1.61 0.83 10.20 
08 0.62 2.28 0.72 15.02 
     




 ±9.65%  
 
CAMB12 (120° current channel) 
01 0.49 2.28 0.68 14.74 
02 0.92 1.66 0.83 10.04 
03(r) 2.94 1.37 0.94 7.82 
04 0.84 1.42 0.82 6.74 
05 0.41 1.90 0.77 11.46 
06 0.73 1.66 0.83 9.60 
07 0.42 1.49 0.76 6.82 
08(r) 0.01 3208 0.50 >50 
     




 ±7.53%  
 
  
The results for current-alone over periodic wave-formed ripples are tabulated 
in Table 3.11, Table 3.12 and Table 3.13 for   ,     and     , respectively. Due to 
the relatively large factors of uncertainty (especially for the 120° case), the difference 
among the three angle cases appears statistically insignificant (as in the random case), 
with    ranging from 0.8-1.9 . In addition,     is almost an order of magnitude 
larger than     , which agrees with the measurements over random wave-formed 
ripples, except that in the present case there is a larger difference between the 60° and 







Table 3.11:    and     for current-alone over periodic wave-formed bed 








     
CAMB04 (60° current channel) 
01 1.92 1.46 1.06 8.53 
02 1.39 1.30 0.99 5.51 
03 1.82 1.36 0.98 6.86 
04 0.54 1.87 0.78 11.21 
05 2.25 1.41 0.99 8.06 
06 0.50 1.85 0.80 10.77 
07 3.44 1.33 1.12 7.20 
08 1.14 1.98 0.94 13.69 
     






     
CAMB05 (90° current channel) 
01 1.61 1.72 0.96 11.80 
02 0.96 1.66 0.88 10.19 
03 0.82 1.86 0.78 12.13 
04 0.73 5.27 0.77 28.48 
05 1.16 1.31 0.90 5.65 
06 2.32 1.33 1.03 6.89 
07 0.87 1.81 0.83 11.76 
08 0.62 4.42 0.77 25.51 
09 0.43 2.06 0.74 12.47 
10 0.32 1.92 0.73 11.05 
     






     
CAMB06 (120° current channel) 
01 2.02 1.84 0.95 13.66 
02 0.16 3.56 0.69 18.23 
03 1.82 1.65 0.91 11.25 
04 0.66 2.02 0.85 12.80 
05 0.20 3.96 0.70 20.21 
06 1.11 1.51 0.94 8.35 
07 0.36 1.50 0.76 6.95 
08 0.30 1.70 0.78 8.78 
     













Table 3.12:    ,      for current-alone over periodic wave-formed bed  









CAMB04 (60° current channel) 
01 9.14 1.14 0.73 4.56 
02 5.48 1.44 0.60 10.74 
03 9.08 1.30 0.68 9.02 
04 9.91 1.32 0.66 9.72 
05 15.77 1.30 0.76 11.01 
06 10.78 1.37 0.68 11.11 
07(r) 17.31 1.20 0.85 7.43 
08 7.86 1.56 0.66 14.19 
     
Average 9.30  0.68  
Error 1.34  6.67  
 
CAMB06 (120° current channel) 
01 9.05 1.41 0.67 11.54 
02 1.94 1.97 0.48 15.36 
03 8.60 1.39 0.59 10.87 
04 4.20 1.44 0.56 10.02 
05 3.74 1.45 0.51 9.74 
06 8.20 1.14 0.64 4.55 
07 3.40 1.30 0.49 6.85 
08 3.08 1.48 0.48 9.92 
     
     
Average 4.61  0.55  














Table 3.13:     ,       for current-alone over periodic wave-formed bed  









CAMB04 (60° current channel) 
01 0.92 2.08 0.81 14.15 
02 0.95 1.39 0.83 6.45 
03 0.94 1.59 0.77 9.16 
04(r) 0.10 5.13 0.54 21.58 
05 0.91 1.67 0.74 10.08 
06(r) 0.21 2.87 0.64 15.91 
07 1.66 1.43 0.85 7.77 
08 0.56 2.57 0.74 16.54 
     




 ±5.99%  
 
CAMB06 (120° current channel) 
01 1.07 2.45 0.73 17.34 
02 0.01 240.33 0.44 41.12 
03 1.27 1.86 0.76 12.90 
04 0.39 3.49 0.70 20.15 
05 0.06 43.87 0.53 36.87 
06 0.68 1.82 0.78 11.15 
07 0.20 2.06 0.63 11.29 
08 0.18 2.78 0.67 15.41 
     


















3.6.3 Current-alone over wave-current-formed ripples 
 
 The ripple patterns induced by combined wave-current flows are generally 
different from wave-formed ripples and the amount of variation depends on the 
relative strength between currents and waves (Andersen & Faraci, 2003, Fernando et 
al., 2011). Further discussion of this topic is found in Chapter 7, while a visual 
comparison is shown here between ripple patterns inside and outside the 90° current 
channel after wave-current interaction (Figure 3-25). Outside the channel, the ripple 
formation is influenced by wave-alone flow, whereas inside the channel, the patterns 
are due to combined waves and current. It is clear that the wave-formed ripples are 
more two-dimensional in shape, while wave-current-formed ripples exhibit a much 
more 3-dimensional (serpentine-like) pattern. The ripple dimensions associated with 
orthogonal wave-current interaction, as obtained from the FFT analysis, are: 




Figure 3-25: (a) Ripple patterns formed within and outside of the 90º current 
channel after combined periodic wave-current flow (WCMB02). The red solid 





The roughness results for current-alone over random wave-current-formed 
ripples are shown in Table 3.14. The    values are between 1.1 and 1.6cm (error 
factor from 1.3 to 1.6), or 2.1-3.0 . The analysis shows that there is no significant 
direction-dependency of    when current-alone is generated over ripples that are 
formed by waves propagating at 60°, 90° and 120° to the current direction. Similar 
conclusion was also made by Trowbridge & Agrawal (1995) in their field study, in 
which the bottom roughness for cross-shore and longshore components of the mean 
flow were found to be statistically the same. This conclusion contradicts the findings 
of the artificial rippled bed experiments (Section 3.5), suggesting that the 
irregularities in ―live‖ ripples could be enhancing the resistance along the mean 
direction of the ripple axis, and therefore partially obscures the directional effect of 
the bottom roughness, especially when the incident current flows are closely aligned 
with the ripple axis (i.e., 30° or less as suggested by the present study). 
 
 Despite the aforementioned argument that the difference in    between the 
three angle cases is statistically negligible, it is imperative to perform an analysis to 
ensure that the slight (but consistent) increase in    from the 60° to the 120° case is 
not a consequence of ripple asymmetry. In the presence of wave-nonlinearity, the 
stronger orbital motion during the forward-directed half-period of a wave cycle may 
result in ripples having a milder slope on their stoss-side and a steeper slope on their 
lee-side (i.e., a ‗forward leaning‘ shape). The intensity of flow separation for a 
superimposed current therefore depends on its direction of approach towards the 
ripples, as illustrated schematically in Figure 3-26. For the 60° current, it would first 
encounter a milder slope prior to flow separation at the ripple crest, and followed by a 
steeper slope. Consequently, the separation is expected to be less intense which 
corresponds to a smaller bottom roughness. On the other hand, the 120° current 
would encounter a much steeper slope on its way to the ripple crest, resulting in a 
more intense flow separation and a larger   . In order to determine whether the 
ripples are asymmetrical, an analysis was performed to compare the slope on the 
stoss-side and lee-side of around 250 individual wave-formed ripples. Figure 3-27 
shows a bed profile where the local crests and measurement points located at a 
horizontal distance of 1cm from the crests are highlighted in green. If the vertical 
elevation z of the stoss-side measurement point is higher than that on the lee-side, the 
ripple is classified as forward-leaning (the contrary would mean backward-leaning 
ripples). In addition, ripples with their crest level lower than 2mm from the average 
zero level are omitted from the analysis. The analysis shows that 52% of the ripples 
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are backward-leaning, while the remaining 48% are forward-leaning. This minor 
difference suggests that the overall ripple configuration is nearly symmetrical and the 
possibility of the bottom roughness being influenced by asymmetrical ripples is 
remote. 
 
A comparison between the bottom roughness obtained over wave-current-
formed ripples and those over wave-formed ripples indicates an increase of 60-80% 
after the wave-current interaction. This enhancement may be attributed to two 
reasons. The first is due to an increase in 3 dimensionality of the bedform after 
addition of currents, which enhances the flow resistance along the mean ripple axis 
direction. This argument is checked against the results of      presented in Table 3.16 
(for completeness, results for     are also tabulated in Table 3.15). It is shown that 
     is 0.76cm (1.4 ; error factor of 1.6) and 1.2cm (2.1 ; error factor of 1.7)  for the 
60° and 120° case, respectively, which represent an increase of more than a factor of 
2 compared to the case of current-alone over wave-formed ripples. This increase 
supports the conjecture that the sand ripples are transformed into a more 3-
dimensional configuration after wave-current interaction, as depicted in Figure 3-25. 
Another potential reason that causes an enhancement of the bottom roughness after 
combined wave-current flows is the formation of secondary ripples in the direction of 



















Table 3.14:    and    for current-alone over random wave-current-formed bed  








     
CAMB13 (60° current channel) 
01 1.79 1.65 1.01 11.26 
02 1.10 1.38 0.90 6.49 
03 1.07 2.26 0.87 16.00 
04 1.69 1.62 0.94 10.50 
05(r) 2.33 1.29 1.02 6.00 
06 0.91 1.48 0.88 7.70 
07 0.95 1.55 0.87 8.81 
08 0.93 2.06 0.88 13.96 
     







     
CAMB14 (90° current channel) 
01 0.77 2.77 0.75 18.92 
02 2.01 1.72 0.91 12.75 
03(r) 0.48 183.80 0.69 >50 
04 1.24 4.11 0.80 26.66 
05 1.02 1.75 0.76 11.28 
06 0.57 3.39 0.68 21.18 
07 1.94 1.56 0.85 10.24 
08 2.17 2.29 0.86 19.12 
09 2.08 1.67 0.82 11.82 
10 2.01 1.50 0.86 9.47 
     






     
CAMB15 (120° current channel) 
01 2.31 1.36 0.96 7.34 
02 1.69 1.73 1.02 11.94 
03 1.12 1.89 0.88 12.84 
04 2.83 1.22 1.10 4.95 
05 2.24 1.32 1.12 6.56 
06 0.64 1.92 0.87 11.76 
07 1.12 1.50 0.96 8.31 
08 2.60 1.26 1.14 5.64 
     













Table 3.15:    ,      for current-alone over random wave-current-formed bed  








     
CAMB13 (60° current channel) 
01 2.74 1.37 0.53 7.94 
02 3.56 1.37 0.53 8.42 
03 3.75 1.64 0.53 13.10 
04 5.10 1.28 0.54 7.36 
05(r) 7.54 1.28 0.64 7.62 
06 4.42 1.35 0.58 8.14 
07 4.52 1.49 0.59 11.38 
08 4.20 1.64 0.57 13.72 
     






     
CAMB15 (120° current channel) 
01 6.82 1.32 0.61 8.70 
02 4.94 1.59 0.61 13.12 
03 5.51 1.51 0.56 12.00 
04 6.87 1.19 0.64 5.38 
05 5.17 1.14 0.58 3.88 
06 2.78 1.39 0.51 8.00 
07 3.14 1.21 0.50 4.70 
08 9.23 1.10 0.65 3.54 
     
     


















Table 3.16:     ,       for current-alone over random wave-current-formed bed  








     
CAMB13 (60° current channel) 
01 1.57 1.66 0.87 11.36 
02 0.79 1.51 0.75 7.82 
03 0.51 2.96 0.67 19.30 
04 0.94 1.99 0.75 13.58 
05 1.67 1.32 0.84 6.18 
06 0.46 1.72 0.69 9.48 
07 0.56 1.66 0.70 9.20 
08 0.43 2.34 0.67 14.72 
     






     
CAMB15 (120° current channel) 
01 1.65 1.49 0.79 9.00 
02 1.18 1.69 0.84 10.66 
03 0.51 2.62 0.68 17.36 
04 2.09 1.28 0.91 5.44 
05 2.00 1.37 0.99 7.20 
06 0.42 2.40 0.73 15.10 
07 0.88 1.74 0.83 10.98 
08 2.01 1.28 0.99 5.74 
     
     

































Figure 3-27: Wave-formed sand profiles. Green diamonds denote the ripple 
crests and the measurement points located at approximately 1cm on both sides 









































The results for current-alone over periodic wave-current-formed ripples are 
summarized with all previous results in Table 3.17. It can be concluded that    
generally increases by a factor of 1.6 to 2 when a wave-formed bed is modified by 
combined wave-current flows. The exceptions here are the 60° and 120° periodic 
wave cases, where the increase in    is more than a factor of 3.2. As will be shown 
later in Chapter 7, this considerable increase after periodic wave-current interaction is 
likely to be a result of a drastic change in the bed level due to uneven sediment 
erosion and deposition within the current channels. 
 
 
Table 3.17: Comparison of   ,     and       over ripples formed by periodic 
and random wave-alone and wave-current flows 
Random Waves 
 Wave-alone Wave-Current 












1.8 8.4 0.8 3.0 9.4 2.1 
Periodic  Waves 
 Wave-alone Wave-Current 



















CHAPTER 4: WAVE ATTENUATION AND MASS 
TRANSPORT FLOW- FLUME STUDY 
 
In Part 1, the bottom roughness induced by a marble-covered bed has been 
resolved from current-alone experiments using the log-profile analysis. To check this 
result with an alternative method of analysis, a wave attenuation experiment was 
conducted in the flume. In this study, waves with a period of 1.6s were generated over 
smooth and marble-covered beds. The dissipation of wave energy is estimated from 
the decay of the incident wave height, which is then related to the bottom roughness 
via a friction factor formula. The agreement between the current-alone and wave-
alone bottom roughness suggests that the single roughness length scale assumption is 
valid when a combined wave-current flow is present over a uniform 3D roughness 
bed. 
 
In addition to wave height measurements, the mean velocity profiles for 
wave-alone have also been measured over smooth and marble-covered beds. The 
mass transport flow distribution is compared with the theoretical solution of Longuet-
Higgins (1953), which was developed for laminar flow but has also been suggested to 
be applicable for turbulent flows (Russell & Osorio, 1958). A total of eight wave 
conditions are investigated, with wave periods ranging from 1.0s to 2.6s. The 
observations show that a near-linear variation of the mass transport velocity profile 
can be consistently observed over a range of wave conditions, suggesting that the 
deviation from the solution of Longuet-Higgins is increasingly significant as the 













4.1 Experimental setup 
 
 
Figure 4-1: Flume bed covered with a uniform single layer of ceramic marbles 
(   =12.5mm) 
 
 
 Estimation of the bottom roughness for waves over ceramic marbles was 
done based on the wave energy dissipation method (Mathisen & Madsen, 1996a). 
This experiment was conducted in a wave flume 39m long x 0.9m wide x 0.9m deep 
in the Hydraulic Engineering Laboratory at NUS (Figure 4-1). Waves of period 1.6s 
and height of approximately 10cm were generated in a water depth of 0.4m. Surface 
elevation was measured with a capacitance-type wave gauge, mounted on a motorized 
carriage that was moved over a stretch of 15m along the flume. At 0.3m intervals, the 
carriage was stopped to allow wave height measurements to be conducted. This gives 
a total of 50 measurement points over a distance of 15m. The positive x-direction is 
assigned to be the direction of the wave propagation. The first test was done over a 
bottom covered by a uniform single layer of ceramic marbles (   =1.25cm), and the 
subsequent test was for a smooth bottom. This allows quantification of the sidewall 
effect, which would then be subtracted from the total energy dissipation before the 
wave roughness is computed. Other details of the ―representative‖ wave parameters 





Table 4.1: Representative wave parameters in the wave attenuation tests 
Wave period, T  1.6s 
Water depth, h  0.4m 
Wave length, L  2.9m 
Measured wave amplitude,    (at midpoint of the 15m stretch) 4.5cm 
Maximum near-bottom orbital velocity,      17.5cm/s 
Near-bottom particle excursion amplitude,     4.5cm 
Wave celerity, c  1.8m/s 
Group velocity, cg  1.4m/s 
Wave Reynolds number,               9740 
 
 
4.2 Theoretical analysis  
 
Kajiura (1968) showed that the time-averaged rate of energy dissipation per 
unit area,    , may be estimated from the bottom shear stress,    and the near-bottom 
wave orbital velocity,   , using the following equation: 
 
                                                                                                  
 
where               . There are two possible forms of expressions for   : 
 
    
 
 
      
                                                              
    
 
 
      
                                                         
 
where    is the wave friction factor (Jonsson, 1966),  and    is the phase lead of the 
bottom shear stress over the near-bottom wave orbital velocity. Since a time-invariant 
eddy viscosity is adopted in the present study, and              from the eddy 
viscosity model, it is sensible to adopt (4.2a) as the formulation for bottom shear 
stress when the near-bottom orbital velocity is sinusoidal (Humbyrd, 2012).  
 
Based on the conservation of wave energy (assuming a steady wave 




   
  
                                                                            
 
where    is the wave energy flux =         
 , with    = group velocity and   = 
wave amplitude.      can therefore be expressed as a function of the wave amplitude 
decay with distance x:  
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and   , known as the energy friction factor, is related to the wave friction factor,    
via: 
 
                                                                         
 
 
For laminar flow,                   =45°), whereas an equation has been 
proposed by Madsen (1994) for    in the turbulent flow regime: 
 
   
 
  
             
   
   
                
   
   
                            
 
 
 Once the wave amplitudes (and        are obtained from experiments,    
can be estimated using eqns. (4.5) – (4.8), which then allows the bottom roughness to 




            
   
   
 
      
                      
   
   
                           
 
 
Iteration is necessary since    depends on   , which is the final solution of 
the computational procedures. It should be noted that the above solution does not 
require any prior knowledge of the bed geometry. This makes it simpler to apply in 
the field than the conventional method, where determination of ripple geometries 
from the prevailing wave conditions is required before    can be predicted with 
empirical formulations that relate it to the bedforms (Khelifa & Ouellet, 2000). 
 
 
4.3 Experimental results for wave attenuation  
 
 At every 0.3m interval, the surface elevation,       , was measured at a 
frequency of 50Hz for a duration of 200s. The data was then Fourier-analyzed to 
obtain the first harmonic wave height along the flume, as plotted in Figure 4-2. The 
wave reflection coefficient is approximately 8.7% in this setup, and despite the 
relatively small reflection, the influence on the estimation of wave dissipation can be 
potentially severe. As can be seen in Figure 4-2, a near-sinusoidal variation of first 
harmonic wave height can be observed along the x-direction, and this may lead to a 
considerable error in the experimental determination of wave attenuation, if two 
points are arbitrarily picked to estimate the decay of the first harmonic incident wave 
height. The equations expressing the water surface elevation due to incident 
(subscript ‗i‘) and reflected (subscript ‗r‘) waves can be written as:   
 
      
  
 
                                                                  
      
  
 
                                                                
 
where    and    are the first harmonic incident and reflected wave heights. The 
superscript ‗(1)‘ normally used to denote the first harmonic component is omitted for 
simplicity. By combining the above two equations, the first harmonic wave height 
measured at a location x from the wave paddle can be expressed as: 
                                         
         
     




where     is the phase difference between the incident and the reflected waves.    , 
   and     at a ‗local‘ position are determined with (4.11) using least square fitting to 
the measurement points which are within 0.6m up- and down-wave of that location. 
These ‗local‘    values are then plotted along the x-direction and a decay function is 
used to fit the data. The decay function is obtained from the integration of (4.5), 
which gives: 
 
   
  
       
                                                                
 
where    is the wave amplitude at x=0m. If x is small, use of Taylor expansion of 
(4.12) results in a linear equation for the wave amplitude decay, i.e.: 
 
                   
                                                    
 
 
Since      is of the order 0.0064m
-1
 and x=15m in our study, the difference 
between (4.12) and (4.13) is only about 0.4%. The use of a simple linear decay 
function is therefore justified, and the best-fit plots for both rough and smooth bottom 
cases are shown in Figure 4-3. The net attenuation slope (     ) due to the presence 
of a marble-covered bed is given as follows: 
 
                                                                 
 
where subscript ‗T‘, ‗rb‘ and ‗sb‘ denote total, rough bottom and smooth bottom, 
respectively. The last term on the right side of  (4.14) represents laminar bottom 
dissipation, and is added to account for the subtraction of energy dissipation over a 
smooth bottom (included in the second term on the right-hand-side of eqn. (4.14)), 





Figure 4-2: First harmonic wave height measurements (indicated by black dots) 
along the direction of wave propagation for rough bottom. A smooth curve (with 
no physical meaning) is used to connect the dots to highlight the near-sinusoidal 
pattern of the wave height variation. x=0m is at the mean position of the paddle 
 
The laminar boundary layer dissipation can be predicted based on the 
theoretical formulation proposed by Hunt (1952):  
 
                                                                                   
 
where                            .  This exponential decay function may 
also be simplified into a linear equation using Taylor expansion for relatively short 
distances, i.e.,         in (4.14). 
 


























Figure 4-3: Decay of incident wave height,    along the flume for (a) rough 
bottom (b) smooth bottom. The uncertainties are associated with 95% C.I.   = 
3.3 x 10
-3
 (theoretical prediction) 
 









































                 
   
                    





With the net attenuation slope known from the experiments, the bottom 
roughness can now be estimated using the expressions outlined in Section 4.2. Prior 
to that, it is important to note that the determination of energy dissipation based on 
the attenuation slope is correct only if the free second harmonic wave component is 
significantly smaller than the bound second harmonic wave component. Otherwise, 
there is a potential transfer of energy from the second harmonic component to the first 
harmonic component. The equation describing the presence of both second harmonic 
wave components are shown below (MM1): 
 
                                                                        
 
where      is the measured second harmonic wave amplitude (Figure 4-4),   ,    and 
   are the bound second harmonic wave amplitude, wave number and phase, while  
  ,    and    are the free second harmonic wave amplitude, wave number and phase. 
   and    can be obtained from the wave dispersion relationship, except that the 
radian frequency for the free second harmonic component is twice that of the bound 
second harmonic component. The other parameters on the right-hand-side of (4.16) 
are unknown and need to be resolved using the least square fitting method to the 
experimental data. The final result shows that       is only around 2.5%, indicating 
that the free second harmonic component is indeed negligible in the present setup and 
the determination of energy dissipation based on the attenuation slope should be 
highly accurate.  It must also be noted that the present results are obtained without 
implementing the second-order correction scheme suggested by Madsen (1971) for 
the wave-maker motion. In this experiment,        is below the threshold of        










With the net attenuation slope determined experimentally, the bottom 
roughness,   , for wave-alone is estimated with eqns. (4.5) – (4.9) and found to be: 
                                                          
                                                                          
 
with a 95% confidence limit of ±0.8cm. This agrees relatively well with the current-
alone experiments (   = 2.7–3.0 cm), thus supporting the conjecture that a single 
roughness length scale can be used for both currents and waves, when the roughness 
elements are 3-dimensional in shape and laid uniformly across the bed. Experiments 
on orthogonal and near-orthogonal combined wave-current flows have also been 
performed to determine whether the same bottom roughness is applicable for currents 
in the presence of waves, and the results will be covered in Chapter 6. 
 
 Since the experimental wave amplitude decay for the smooth turbulent case 
(over a distance of 15m) is approximately 0.16cm, and the theoretical decay attributed 
to laminar dissipation is 0.05cm, the decay of wave amplitude due to sidewall effects 




































Distance, x (m) 
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where    is the kinematic viscosity  and   is the width of the flume. Multiplying     
with a distance of 15m for the present case gives a wave amplitude decay of 
approximately 0.07cm. This shows that the result from Hunt‘s formula is about 
0.4mm smaller than the experimental result, and this difference could be due to the 
effect of surface contamination being neglected in the present analysis. As noted by 
Craik (1981), the presence of contaminants such as a thin film of dirt could 
significantly alter the viscous boundary layer near the surface, thus enhancing the 
total wave energy dissipation. Surfactant was used in some experiments to disperse 
the contaminant (e.g., Russell & Osorio, 1958), but this was not implemented here.  
Nonetheless, the overall difference in the estimated and measured sidewall dissipation 
is close to the uncertainty of the wave height measurement, which is of the order of 
±0.5mm over a distance of 15m, suggesting that the present result is still sufficiently 
accurate to serve as baseline data for the wave-current interaction analysis (to be 
discussed in Chapter 6). 
 
 
4.4 Wave-induced mass transport current 
 
While the previous section is concerned with the variation of wave height 
along the flume axis (to obtain the bottom roughness), the present section focuses on 
the mean velocity distribution induced by progressive waves over the water depth. In 
addition to oscillatory fluid motions, progressive waves are also known to induce a 
steady current, commonly referred to as the Stokes drift, in their direction of 
propagation (Nielsen, 1992). In an Eulerian framework, this steady flow is attributed 
to the net shoreward flux in the region between wave crest and trough, since this 
region is ―wet‖ for a longer time when the wave orbital motion is in the onshore 
direction. In a laboratory flume, the depth-averaged net transport of fluid should be 
zero due to closed boundaries, and the Eulerian mass transport current is modeled as a 
uniform offshore-directed flow over the water depth in order to balance the shoreward 
flux above the wave trough level. This entire analysis is conducted with no 
consideration on viscous effects.   
 
In reality, viscosity of the fluid is important near the bed, which gives rise to 
the development of a bottom boundary layer. The flow is also not horizontally 
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uniform under sinusoidal waves, but varies in the direction of the wave propagation 
(Fredsøe & Deigaard, 1992). This creates an additional vertical velocity which has a 
value of    outside the wave boundary layer and zero at the bed. The time-averaged 
        is not necessarily zero, implying that an additional time-averaged shear stress is 
induced in the wave boundary layer and results in a steady streaming velocity. 
Though the streaming current is generally weak compared to the oscillatory flow, it 
has a significant impact on the transport of sediments and pollutants, especially in the 
cross-shore direction (Davies & Li, 1997; Marin et al., 2003).  
 
Realising the importance of fluid viscosity, Longuet-Higgins (1953), 
hereafter referred to as LH53, proposed a theoretical solution for a laminar wave 
boundary layer flow and demonstrated that the time-average Reynolds stress can 
induce an onshore-directed streaming flow in the near-bottom region. His elegant 
solution provides a convincing explanation of an earlier experimental study 
performed by Bagnold (1947). In Bagnold‘s experiment, it was noticed that a strong 
onshore-directed velocity occurred close to the bed while an offshore-directed steady 
flow occurred further away from the bed under progressive waves. These 
observations deviate grossly from the irrotational flow solution of Stokes (1847), and 
can only be explained by the viscous solution of LH53. Longuet-Higgins 
subsequently showed that if the eddy viscosity is assumed constant over time, the 
streaming velocity at the outer edge of the wave boundary layer for a turbulent flow is 
similar to that of a laminar flow, and the result is independent of the vertical structure 
of the eddy viscosity (appendix section of Russell & Osorio, 1958). This argument is 
supported by the experimental results of Russell & Osorio (1958) in which the flows 
were reported to be turbulent. 
 
Despite the aforementioned experimental validation of the LH53 model, 
some later experimental studies found that the near-bottom streaming flow is 
significantly reduced when the turbulence intensity increases (Bijker et al., 1974; van 
Doorn, 1981). This prompted some to suggest that the flows in Rusell & Osorio‘s 
experiments were basically laminar given the relatively low Re numbers in their 
experiments (Scandura, 2007). Subsequent theoretical study by Trowbridge & 
Madsen (1984b), hereafter referred to as TM2, and numerical simulations [Davies & 
Villaret (1997), Scandura (2007), Holmedal & Myrhaug (2009)] concluded that when 
the wave boundary layer is turbulent, the near-bed streaming flow is indeed smaller 
than the laminar solution of LH53 when there is wave asymmetry. In the presence of 
asymmetrical waves, the turbulence intensities between onshore-directed and 
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offshore-directed parts of a wave cycle are different, which gives rise to a mean shear 
stress that drives a steady flow in the offshore direction (Scandura & Foti, 2011).  
TM2 showed that when the waves are relatively long, this additional steady flow 
could cause a reversal in the near-bottom streaming direction, i.e., completely 
cancelling the onshore-directed flow generated by the mechanism described by LH53. 
The prediction of TM2 agrees well with the experimental results of van Doorn 
(1981), even when the range of   /    of their model is exceeded by the experiment 
of van Doorn (who used large roughness elements in his flume study). More recent 
experimental results by Ribberink & Al Salem (1995), van der Werf et al. (2007) and 
Scandura & Foti (2011) further confirmed the significant influence of wave 
asymmetry on the near-bottom streaming flow, and an assessment of the various 
numerical models used to simulate the influence of wave asymmetry on the boundary 
layer streaming has been performed by Cavallaro et al. (2011). All these studies 
highlight the importance of considering both the mechanism described by LH53 and 
the wave asymmetry when modelling the wave-induced streaming flow.  
 
Once the near-bottom boundary layer streaming has been resolved, the results 
can be used as the boundary conditions for solving the mass transport current in the 
core region of the fluid. Experimental results of Klopman (1994), Musumeci et al. 
(2006) and Scandura & Foti (2011) showed that the theoretical predictions of LH53 
in the core region are increasingly inaccurate as the water surface is approached from 
mid-depth. In particular, the Eulerian mass transport velocity exhibits an increase 
towards the offshore direction with elevation, whereas the LH53 model predicts a 
reduction of mass transport velocity as the water surface is approached from mid-
depth.  As such, more experimental studies involving wave-alone over different types 
of bed configurations are necessary. This is the primary motivation of the works 
discussed in this and the following chapter, with the other objective being the 
establishment of baseline data for wave-alone flows to be used for comparison with 
data when a near-orthogonal current is superimposed on the waves. In fact, the 
changes of the wave-induced mass transport flow due to superposition of an 
orthogonal current over a fixed bottom has been reported by Musumeci et al. (2006), 
and the present study would extend the scope to include both fixed and movable beds. 
In this section, the focus is on the wave-induced mass transport flow experiments 
performed in the flume (over smooth and marble-covered beds), while the 
experiments conducted in the wave-current basin (over four types of bed 
configurations, i.e., plane concrete bed, uniform 3D marbles, fixed artificial ripples, 
natural sand ripples) will be covered in the next chapter. 
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4.5 Transformation of LH53‟s Lagrangian mass transport equation into an 
Eulerian framework 
 
The present experimental results on the wave-induced mass transport flow are 
checked against the theoretical solution of LH53. The LH53 model was developed 
based on a Lagrangian approach, and therefore requires a transformation into Eulerian 
framework before a comparison can be made with the present experimental results. 
The Lagrangian wave-induced streaming flow outside the wave boundary layer is 
given by LH53 as: 
 
      
    
 
  
                                                            
 
where     is the maximum near-bottom wave orbital velocity and   is the wave 
celerity. The Lagrangian mass transport current in the core region of the fluid is 
written as follows: 
  
    
    
        
                                            
   
         




                                                                     
 
where   is the wave amplitude,   and   are the radian frequency and wavenumber of 
the waves,   is the water depth and    =        (with   = 0 at the bed level). 
 
On the other hand, the Eulerian wave-induced mass transport velocity under 
viscous waves,    may be expressed as: 
 
                                                                       
 
where    is the Potential Theory‘s Lagrangian mass transport current.  To obtain   , 
we first express the instantaneous location of a fluid particle under progressive waves 
as follows: 
 
                                                                        




where        are the mean positions of a fluid particle and       denote the horizontal 
and vertical displacements of the particles at time    of a wave cycle, which are given 
as follows: 
 
                                                                       
                                                                      
 
where          and          represent the horizontal and vertical particle 
velocities at locations      . The horizontal velocity of the particle at a distance of 
(       from the mean position         is given by: 
 
            
  
      
                                                       
 
which, when Taylor-expanded, results in the following expression for the cosine and 
hyperbolic cosine terms: 
 
                                                                      
                                                                  
 
 
 Assuming    and    are of the order of the wave amplitude, then     and  
    can be dropped from (4.25) at first order approximation, which is consistent with 
the linear wave theory. With superscript ‗(1)‘ denoting the first order term, (4.24) can 
be simplified to: 
 
               
              
  
      
                                    
 
and (4.23a) can now be expressed as: 
 
  
                        
 
      
                                   
 
 With similar argument, the first order terms for the vertical orbital velocity 




               
              
  
      
                                   
 
  
                       
 
      
                                   
  
 
When the formulation is extended to second order accuracy, the Eulerian 
horizontal and vertical velocities are now written as: 
 
                                                                                 
                                                                               
 
where the superscript ‗(2)‘ denotes the second harmonic terms. By keeping the 
second order terms in (4.25), (4.30a) can now be expressed as:  
 
   
  
      
              
                              
           
  +  (2) 0,  0,                                                                          (4.31) 
 
 
With the introduction of (4.27) and (4.29) into (4.31), the time-averaged 
expression is obtained as follows:  
 
    
 
 
    
       
                
                                     
 
 
        Since                  , and based on the trigonometric relation of 
                      , (4.32) can be simplified into the following equation: 
 
    
 
 
   
 
 
                                                       
  
 
Following from (4.20), (4.21) and (4.33), and    is replaced by  ,    can be 
written as follows: 
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From (4.34), the near-bottom    (i.e., at  =1 or z=0) is: 
 
    
 
 
   
 
 
                                                              
 
 
The results for    and    are plotted in Figure 4-5 with    ranging from 0.57 














Figure 4-5: Theoretical results of LH53 model in (a) Lagrangian (b) Eulerian 
coordinates; F(p) is the mass transport current normalized by the near-bottom 
streaming velocity (i.e., 5   
 /4c and 3   


















































4.6 Flume measurement for wave-induced mass transport current 
 
 
4.6.1 Generation of long waves 
 
In the flume study, waves of periods 1.0s to 2.6s and heights of 
approximately 10cm were generated in a water depth of 0.5m. Some of the tests 
would therefore involve relatively long waves:       0.05. The limitation of the 
general (first order) wave-maker theory for the generation of long waves has been 
highlighted by Madsen (1971), in particular the observation of secondary waves 
when: 
 





                                                                  
 
 
Since the wave train consists of a primary and (one or more) secondary 
waves travelling at different speeds, the surface tends to exhibit small humps in the 
troughs of the primary waves, instead of being permanent in form. Based on our 
experimental conditions, the secondary waves would appear for wave periods longer 
than 1.9s, and the wave-maker motion should therefore include a second order 
correction term as shown below (Madsen, 1971):  
 
                                                                           
 
where      and      are the first and second order wave-maker motion, respectively: 
 
                                                                               
 







   
 




                                            
 
in which              ,        , a is the wave amplitude and h is the water 
depth. The complete derivation of (4.37)-(4.39) can be found in Madsen (1971) and 
Hughes (1993). It must be noted that the validity of the above second order wave-









                                                                 
 
since Stokes second order approximation has been shown to be inadequate above this 
limit compared to the Korteweg-DeVries equation (Cnoidal wave theory). 
Consequently, the longest wave period used in this study is 2.6s to ensure that the 
validity of the correction scheme is not violated. 
 
 Figure 4-6a shows the surface elevation,     , for waves with T=1.6s. When 
waves with T=2.4s are generated without correction to the wave-maker motion, the 
presence of small ‗humps‘ is noticeable at the trough positions of the waves (Figure 
4-6b). Adopting the second order wave-maker motion given by eqns. (4.37)-(4.39) 
results in the plot shown in Figure 4-7, where the humps appear to have diminished. 
For all tests involving T > 1.9s, i.e., T=2.2s, 2.4s and 2.6s, the same correction 













Figure 4-6: Surface elevation measurement (blue diamond) for waves with (a) 
T=1.6s (b) T=2.4s. Stokes 2
nd
 Order Theory is shown in red full line. Small 
























































Figure 4-7: Surface elevation measurement for waves with T=2.4s: Prior to the 
correction of the wave paddle motion (blue diamond) and after the wave-maker 
motion is modified according to equations (4.37)-(4.39) (red square) 
 
 
4.6.2 Velocity distribution of the wave-induced mass transport flow 
 
As mentioned earlier, wave-alone flows over two types of bed setups, i.e., 
smooth and marble-covered beds, have been examined in the flume. The water depth 
was maintained at 50cm, and monochromatic waves with periods ranging from 1.0s 
to 2.6s (   = 0.57-2.10) were generated for more than an hour in each test before 
measurements were conducted. At 15m from the wave-maker, an ADV probe was 
set-up to measure the time-averaged velocity distribution over the water depth. The 
results obtained for different    parameters are plotted in Figure 4-8 (smooth bed) 
and Figure 4-9 (marble-covered bed), and the LH53 solution (equation (4.34)) has 
also been plotted in all the sub-figures for comparison.  
 
In the lower half of the water column, a close agreement between the theory 
and the measurement can be observed for   =1.0-1.2 (smooth bed) and   =1.2-1.5 
(marble-covered bed). For    larger than these values (i.e., shorter waves), the 
velocity gradient of the mass transport flow is under-estimated by the theoretical 

























offshore-directed mass transport flow to be under-predicted by the theory, especially 
in the lower half of the water column. This may be a consequence of the 
contamination of wave reflection on the measured near-bottom orbital velocity of the 
incident waves, which is increasingly severe as the incident wave period gets longer. 
As a result, the comparison between the experimental results and the theoretical 
solution (that assumes a purely progressive wave train) would be affected. The 
amount of error caused by wave reflection on     can be estimated based on the 
knowledge of the reflection coefficient,   . Since only    for wave periods T=1.6s 
(in h=40cm water) and 2.6s (in h=50cm water) were measured during the 
experiments, the    for other wave periods is approximated with the following 
expression:  
 
                        
             
  
                                    
 
where                  is 8.7% for               = 0.89 (obtained experimentally for 
waves with T=1.6s in 40cm water). This expression is then checked with the second 
available measurement, i.e.,    = 0.57 (T=2.6s in h=50cm water). The    is 
predicted to be 13.6%, which is in fair agreement with the experimental    of 14.2%. 
This suggests that equation (4.41), despite being rather crude in nature, does a fairly 
good job in predicting the reflection coefficient once a reference    is known. Since 
the LH53 solution is scaled by    
 /c, the uncertainty of the theoretical results 
caused by wave reflection is essentially similar to the uncertainty of    
 , which is 
equivalent to ±2   (Table 4.2).  
 
In addition, the velocity distribution is nearly linear for all    cases, 
regardless of whether the bed is smooth or covered with a single layer of uniform 
marbles. This trend is clearly in disagreement with the LH53 model, which predicts a 
reduction of mean flow above the mid-depth. Since the return currents are of the 
order 1cm/s, the bulk Reynolds number,             generally exceeds 6000. This 
implies that the return flows are in the turbulent regime, and therefore the 
disagreement in trend may be due to inadequacy of the LH53 theory which assumes a 






Table 4.2: Uncertainty in the wave-induced mass transport velocity predicted 
with the LH53 model. In the     column, first value denotes the measurement 
over the smooth bed, second value is for measurement over the marble-covered 
bed 
   
 
Measured 
    (cm/s) 
   (predicted with equation 
(4.41)) 
 
Uncertainty in    
  






0.57 22.3, 22.6 13.6% ±27.2% 
0.62 18.9, 18.6 12.5% ±25.0% 
0.69 16.1, 17.1 11.2% ±22.4% 
0.88 18.3, 15.3 8.7% ±17.4 % 
1.02 16.0, 14.1 7.6% ±15.2 % 
1.22 12.3, 13.7 6.3% ±12.6 % 
1.54 11.0, 11.0 5.0% ±10.0 % 















Figure 4-8a: Measurement of mass transport velocity (blue circles) and the 
theoretical prediction of LH53 (purple line) over a smooth bed. Since the LH53 
model is scaled by    
 /c, error bars for the theoretical solutions are associated 















































































kh=2.09  T=1.0s kh=1.54  T=1.2s 





Figure 4-8b: Measurement of mass transport velocity (blue circles) and the 
theoretical prediction of LH53 (purple line) over a smooth bed. Since the LH53 
model is scaled by    
 /c, error bars for the theoretical solutions are associated 














































































kh=0.88  T=1.8s kh=0.69  T=2.2s 












Figure 4-9a: Measurement of mass transport velocity (green squares) and the 
theoretical prediction of LH53 (purple line) over a marble-covered bed. Since 
the LH53 model is scaled by    
 /c, error bars for the theoretical solutions are 









































































kh=2.09  T=1.0s kh=1.54  T=1.2s 











Figure 4-9b: Measurement of mass transport velocity (green squares) and the 
theoretical prediction of LH53 (purple line) over a marble-covered bed. Since 
the LH53 model is scaled by    
 /c, error bars for the theoretical solutions are 
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CHAPTER 5: WAVE-INDUCED BEDFORM AND MASS 
TRANSPORT FLOW- BASIN STUDY 
 
This chapter covers a series of wave-alone experiments performed over a 
plane concrete bed, uniform 3D marbles, fixed artificial ripples and a movable sand 
bed in the wave-current basin. Only periodic waves are used for the fixed bed 
experiments, while both periodic and random waves are generated over the movable 
sand bed. These experiments are aimed at understanding the characteristics of the 
wave-induced mass transport current over different types of bed configurations, and 
also serving as baseline data for the subsequent combined wave-current flow studies. 
As in the previous chapter, the experimental results for the mass transport flow are 
checked against the theoretical solution of Longuet-Higgins (1953). In general, the 
vertical profiles of the mass transport currents show similar trends as the flume 
experiments, i.e., a near-linear velocity distribution increasing in the offshore 
direction with elevation. The near-bottom streaming velocity is also observed to be 
increasingly offshore-directed when the bottom roughness is enhanced. For the 
movable bed experiment, the bedforms generated by periodic and random wave-alone 
flows are examined and compared against several empirical formulations.  
 
 
5.1 Wave-induced mass transport over fixed beds 
 
Wave-alone experiments have been performed in the wave-current basin over 
three types of fixed bed setups (plane concrete bed, uniform 3D marbles, fixed 
artificial ripples) and a movable sand bed.  The geometries of these bed 
configurations have been reported in Chapter 3. Since the bottom roughness increases 
from the concrete bed setup to fixed artificial ripples, the present experiments would 
provide a valuable insight into the changes of the mass transport currents with respect 
to the bottom roughness. The wave parameters and water depths in each test are 
shown in Table 5.1. For completeness, the properties of the wave-alone flows over a 
movable sand bed, which will be discussed in Section 5.2, are also presented in the 
same table. Only periodic waves are generated in the fixed bed experiments, whereas 
both periodic and random waves are used in the movable bed experiments. The 
―representative‖ wave parameters shown in Table 5.1 for random waves are the root-
mean-square (rms) near-bottom orbital velocity,       , and the mean wave period, 
     , which are defined as follows: 
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where        is the near-bottom wave orbital velocity spectrum obtained from the 
FFT analysis. The    values (k = wave-number; h = water depth) range from 0.8 to 
1.1 for all tests performed in the wave-current basin. With the exception of the 
concrete bed experiment, the wave boundary layers are expected to be fully rough 
turbulent in all experiments. The wave reflection coefficient is estimated from an 
experimental run with T=1.5s waves in a water depth of 0.4m, and found to be: 
                 =7.6% [for                = 0.96]. The uncertainty for     is then 
estimated with the same analysis described in Section 4.6.2, and the results are shown 
in parentheses in Table 5.1.  
 
 
Table 5.1: Wave-alone experimental conditions over various bed setups. The 
uncertainty for     is ±    
 




Water depth, h 
(cm) 
Measured     
(cm/s); ±    



















































(     ) 
35 9.9 (± 7.6%) 





5.1.1 Preliminary check on cross waves 
 
 Occurrence of cross waves has been observed in previous orthogonal wave-
current experiments, e.g., Kularatne (2001) and Musumeci et al. (2006). The presence 
of cross waves in the wave-current basin can be attributed to at least two factors: (a) 
the presence of current inlets and outlet; (b) the energy leakage through gaps between 
individual paddles. Consider a point located at the center of the current inlet. When a 
wave crest arrives at the inlet, the water elevation in the basin area is higher than that 
in the current reservoir. This gives rise to a greater hydrostatic pressure on the basin 
side of the inlet, which naturally forces the water from the basin area into the 
reservoir. This process reverses when a wave trough arrives at the inlet, with a net 
flow being driven back into the basin area due to a higher surface elevation in the 
reservoir. An oscillatory fluid motion is therefore created at the inlet location. The 
same phenomenon can also be observed at the outlet, except that there is less flow re-
entering the basin area due to spillover of water over the tailgate each time a wave 
crest passes by. The oscillatory flow motions at the inlet and outlet openings, which 
have the same period as the primary waves, result in disturbances that propagate 
across the basin width as cross waves. When superimposed on the primary waves, 
variation of wave heights across the basin area can be observed. A second reason that 
could potentially result in the formation of cross waves is the gaps between individual 
wave paddles, as well as between the paddles and the flume walls. From the 
theoretical analysis of Madsen (1974), any deviation from an ideal plane wave-maker, 
e.g., due to energy leakage across the paddle gaps, may result in cross waves with 
notably large amplitudes if: 
 
       
 
  
                                                              
 
where    = 1,2,3…,   is the wavelength and b is the basin width, i.e., occurrence of 
resonance across the width of the basin. Madsen (1974) suggested that this is one of 
the likely causes of wave height variation observed across the flume width by 
Fairchild (1970).  
 
In the present case, it is likely that both the inlet/outlet effect and the paddle 
gaps (which are of the order of 5mm) play a role in the formation of cross waves. 
Since these factors could not be totally avoided, it is imperative to identify to what 
extent the cross waves may influence the experimental results. A Fourier analysis is 
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done on the v-component velocity measurement at the center of the 90° current 
channel to shed some lights on the cross wave properties. The first harmonic 
maximum orbital velocities,      at several elevations along the water column are 
shown in Figure 5-1 (for wave-alone over a plane concrete bed). This velocity 
component is unlikely to be caused by the misalignment of ADVs, which is relatively 
small (less than 5°, as shown in Table 2.2) and has already been corrected. The 
hyperbolic cosine variation with elevation, which is a characteristic of linear waves, is 
plotted in the same figure for comparison. The observation confirms that the vertical 
variation of the horizontal orbital velocity of the cross waves is similar to that 
described by linear wave theory. The period of the cross waves is also found to be 
similar to the primary waves (= 1.4s).  
 
Profiles of    ,     and wave height along the center 2.4m of the basin 
width are presented in Figure 5-2 for 1.4s waves propagating over a movable sand 
bed. The measurements were made at 15cm from the bed. It should be noted that 
resonance may occur for waves with T=1.32s in a water depth of 42cm, which is the 
depth in front of the wave paddles since this location is 7cm deeper than the region 
covered with sand (h = 35cm). Hence, the considerable change in wave height across 
the basin width implies that some effects of the resonance could be present. However, 
it is found that for cases where the difference between the wave period and the 
resonance period is larger, the variation of wave height is equally significant across 
the basin width. This suggests that the influence of inlet/outlet openings could be a 
more important factor contributing towards the formation of cross waves. 
Nonetheless, regardless of which factor is more dominant, Figure 5-2 clearly shows 
that     is relatively small compared to     across the center portion of the wave-
current basin, which also includes the measurement region for current-alone and 
combined wave-current flows. In addition, since the near-bottom orbital velocity is an 
important parameter in the boundary layer analysis, the input     used during the 
analysis is based on the measured    , rather than inferring it from the experimental 
wave height with linear wave theory, which should further minimize the potential 





Figure 5-1: Measurement of cross waves along a water column in the 90° current 
channel. Blue diamond denotes measured amplitude of cross wave orbital 
velocity,    , and the red solid line represents a function of          
 
 
Figure 5-2: Measurement of cross waves along the center 2.4m width of the 
basin. Velocity measurements are located at 15cm above the sand bed in the 90° 
current channel;     and     denote the amplitudes of the u-component and v-






































































5.1.2 Plane concrete bed experiment 
 
In this experiment, the wave period, T is 1.4s and the spatially-averaged near-
bottom orbital velocity amplitude,     is approximately 16.7cm/s. The wave-alone 
boundary layer is essentially laminar, since               is less than 9000. 
Measurements were performed in the near-uniform current flow regions established 
within the 60°, 90° and 120° current channels, with a total of 18 measurement 
stations. Figure 5-3 shows the spatial average of the Eulerian wave-induced mass 
transport current. The theoretical prediction of LH53 (eqn. (4.34)) has also been 




Figure 5-3: Eulerian mass transport velocity over a plane concrete (smooth) bed. 
Blue filled circle: Measurement; Purple full line: LH53 Eulerian velocity model. 
    = 16.7 cm/s. Number of measurement locations used for mean calculation is 
18, and the error bars of the experimental data represent 95% confidence 
interval for the mean. Since the LH53 model is scaled by    
 /c, error bars for 
the theoretical solution are associated with ±2   (see Table 5.1 for details) 
 
 
It can be observed from the experimental data that the measured Eulerian 
mass transport current exhibits a near-linear variation with depth. The streaming 
velocity near the smooth bed is about 0.7cm/s, which is 40% less than the theoretical 


















reduction of the offshore-directed flow, while the experimental measurements show 
no sign of flow reduction, i.e., continuing its near-linear trend up to the highest 
measurement point at around z=30cm (0.75 ). Similar observations have been made 
in previous flume experiments, e.g., Nadaoka & Kondoh (1982), Klopman (1994) and 
Scandura & Foti (2011), indicating that the performance of LH53 model deteriorates 
as the water surface is approached. The wave-induced return current (obtained with 
Stokes‘ theory) for the present case is 1.5cm/s, and    is about 10,000. The flow is 
clearly in the turbulent regime, which, as noted in Section 4.6.2, may be the reason 




5.1.3 Marble-covered bed experiment 
 
After the experiment over a plane concrete bed, the wave-alone study is 
extended to the uniform roughness case in which the bed is covered with a single 
layer of uniform 3D ceramic marbles (   =12.5mm). The wave-alone boundary layer 
in this case would be fully rough turbulent, and the experimental     is found to be 
approximately 17.9cm/s. With an increase in the bottom roughness, the near-bed 
streaming flow is observed to be smaller than the result over a concrete bed (Figure 5-
4), with a flow velocity that is only about 30% of the prediction of LH53. This 
observation is in qualitative agreement with the theoretical analysis of TM2, who 
predicts a reduction in the onshore-directed streaming flow compared to the LH53‘s 
solution when the bottom roughness increases. The variation of the mass transport 
flow with elevation is similar for both plane concrete and marble-covered bed 
experiments, i.e., a near-linear increase in velocity towards the offshore direction as 





Figure 5-4: Eulerian mass transport velocity over a marble-covered bed. Blue 
filled circle: Measurement; Purple full line: LH53 Eulerian velocity model. 
    = 17.9cm/s. Number of measurement locations used for mean calculation is 
18, and the error bars of the experimental data represent 95% confidence 
interval for the mean. Error bars for the theoretical solution are associated with 




5.1.4 Fixed artificial rippled bed experiment 
  
The bed roughness is further increased with the introduction of fixed artificial 
ripples: one aligned perpendicular to the waves (WARB01) and another at 100 
degrees to the wave direction (WARB02); see APPENDIX A for a complete list of 
identification codes. The ripple height is 1.5cm and ripple length is 10cm. For wave-
alone approaching artificial ripples at 90° (similar to the case of WARB01), MM1 
showed that    is approximately 21cm, i.e., an order of magnitude larger than the 
marble-covered bed roughness. Since the direction-dependency of bottom roughness 
has been validated by Barrantes & Madsen (2000) for 2D artificial ripples, it is 
reasonable to expect that the bottom roughness induced by the WARB01 setup is 
larger than that by the WARB02 setup. The discussion on WARB02 therefore 
precedes the case of WARB01 in order to present the results from small to large 


















experiments, both artificial rippled bed experiments are performed only in the 90° 
current channel.  
 
The spatial average of the Eulerian wave-induced mass transport flow is 
presented in Figure 5-5. Contrary to the results of smooth and marble-covered bed 
experiments, the near-bottom streaming flow for WARB02 is offshore-directed. For 
WARB01, measurements were only made at relatively few elevations above z= 5cm. 
Despite the fewer number of measurement points, the near-bed streaming flow for 
WARB01 is clearly in the offshore direction and has a flow magnitude that is larger 
than the case of WARB02. These results are in qualitative agreement with the 
findings of van Doorn (1981), who used large roughness elements in his flume 
experiment and observed a similar reversal of direction of the streaming flow close to 
the bed. Over the water depth, a near-linear variation of the velocity distribution can 
be observed for the case of WARB02 (Figure 5-5a), which is similar to the smooth 
and marble-covered bed experiments. On the other hand, the near-linear trend is 
unclear for the case of WARB01, with the mean flow decreasing as it approaches 
z=15cm from bottom, before increasing again above this elevation.  
 
The results from Sections 5.1.2 - 5.1.4 clearly highlight the tendency of the 
near-bottom streaming flow to increase in the offshore direction as the bottom 
roughness is enhanced, thus validating the theoretical analysis of TM2. Since coastal 
seabeds are usually covered with ripples, these results may have a significant 
implication on the modelling of sediment transport, especially in the cross-shore 
direction. To examine whether the above flow behaviours can also be observed over 
natural sand ripples, a movable bed experiment has been performed and the results 






Figure 5-5: Eulerian mass transport velocity for the case of (a) WARB02 („100° 
ripples‟) and (b) WARB01 („90° ripples‟). Blue filled circle: Measurement; 
Purple full line: LH53 Eulerian velocity model.     = 17.3cm/s (WARB02) and 
13.9cm/s (WARB01). Number of measurement locations used for mean 
calculation is 9 (WARB02) and 12 (WARB01), and the error bars of the 
experimental data represent 95% confidence interval for the mean. Error bars 





































5.2 Wave-induced mass transport over a movable sand bed 
 
Previous experiments on wave-induced mass transport currents were mainly 
performed with monochromatic waves (Russell & Osorio (1958), Musumeci et al. 
(2006), Scandura & Foti (2011)), while experiments conducted with spectral waves 
are fairly limited, e.g., Klopman (1994). Since one of the objectives of the present 
study is to investigate near-orthogonal periodic and random wave-current interaction, 
some baseline studies have been performed using periodic and random wave-alone 
flows over a movable sand bed (   =0.14mm).  The same wave spectrum as Madsen 
et al. (2008) is used in this study, i.e., the JONSWAP spectrum, so that a comparison 
can be made later with their orthogonal wave-current interaction experiment. The 
JONSWAP spectrum was developed primarily for deepwater conditions, and it is 
prudent to validate its application in our wave-current basin, which is strictly 
speaking a shallow water basin. A comparison has also been made with the TMA 
spectrum proposed by Bouws et al. (1985), which is an extension of the JONSWAP 
spectrum to regions with finite water depth.  
 
 
5.2.1 JONSWAP and TMA wave spectra 
 
 The JONSWAP spectrum was first introduced by Hasselmann et al. (1973) 
for deepwater waves (   >0.5). As noted by Bergdahl (2009), this five-parameter 
spectrum is more suited to reproduce a realistic sea state than the simpler one-
parameter (e.g., Pierson Moscowitz (PM) spectrum) or the two-parameter spectrum 
(e.g., International Ship Structures Congress (ISSC) spectrum, 1964). The general 
expression for the JONSWAP spectrum is given as follows (Bergdahl, 2009; Reeve et 
al. 2012): 
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where    is the peak radian frequency,  F is the fetch, and     is the wind speed at 
height of 10m. When the waves propagate into shallow waters, the long period 
component of the spectral waves would experience a greater bottom resistance and 
therefore a more significant dissipation of spectral energy compared to the short 
period component of the waves (Hughes, 1984). According to Bergdahl (2009), this 
modification of the wave component can be modeled by a limited depth function 
term,       : 
 
                                                                                               
                                                                                   
                                                                                                          
 
which can then be multiplied with the original expression of the JONSWAP spectrum 
to obtain the shallow water TMA spectrum: 
 
                                                                    
 
 
                  is formulated such that the energy within the lower wave-number 
region of the spectrum will experience a stronger dissipation due to bed interaction, 
and hence left with a smaller energy content as it arrives at the shore. It should be 
noted that the parameters   and   in the TMA spectrum may be different from those 
in the JONSWAP spectrum (Hughes, 1984), but for simplicity, Bouws et al. (1985) 
suggested the following expressions for these two parameters regardless of the water 
depth: 
 
         
     
 
   
                                                       
       
     
 
   
                                                           
 
where    is the peak wave length. Furthermore, if the significant wave height is 
known instead of    , the JONSWAP spectrum can be described using the following 
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Since the peak period and significant wave height of the random waves are 
―known‖ in the present study, i.e., they are chosen to match the corresponding period 
and wave height of the periodic case, eqn. (5.9) is used to derive the JONSWAP and 
TMA spectra.  Figure 5-6 shows a comparison between the two spectra according to 
the experimental conditions of this study. Both spectra are assigned the same peak 
period, i.e.,   =1.4s, but the TMA spectrum is given a larger deepwater significant 
wave height (13.2cm) compared to the JONSWAP spectrum (8cm). With these input 
parameters, both spectra have almost the same amount of energy at the lower 
frequency range of the spectrum            , whereas the TMA spectrum has a 










 Since the formation of bed features and wave-current boundary layer 
interaction are more significantly influenced by the near-bottom orbital velocity than 
the surface elevation of the waves, the JONSWAP and TMA surface elevation spectra 
shown in Figure 5-6 are transformed into the near-bottom velocity spectra (Figure 5-
7). The transformation is done according to the linear wave theory, i.e.: 
 
           




      
 
         
                                                               
 










































It can be seen that the agreement between the two spectra has improved 
substantially when the comparison is made based on the near-bottom orbital velocity. 
This is sensible because the surface elevation within the higher frequency range of the 
spectrum (which corresponds to shorter wave periods) has little influence on the near-
bottom orbital velocity. In Figure 5-7, both JONSWAP and TMA spectra have 
approximately the same significant near-bottom orbital velocity (around 15.0cm/s). 
As expected, the JONSWAP waves have slightly more energy within the lower 
frequency range (          , while the TMA spectrum has a larger amount of 
energy in the higher frequency range (          . This difference is relatively 
insignificant considering that the generation of spectral waves in the wave-current 
basin is inevitably influenced by many other factors, e.g., reflection from the absorber 
beach and diffraction due to the presence of openings at current inlet/outlet. An 
example of the measured near-bottom orbital velocity spectrum is presented in Figure 
5-8 (alongside the JONSWAP and TMA spectra which have already been shown in 
Figure 5-7). Clearly, the experimental orbital velocity spectrum is not significantly 
















































5.2.2 Periodic and random wave-formed ripples 
 
The initiation of sediment motion (    = 0.14mm) is assured when periodic 
or random waves with     (or          = 15cm/s and   = 1.4s are generated over a 
movable bed, since the corresponding maximum skin friction Shields parameter, 
    = 0.081 is more than the critical Shields parameter     of 0.066 (see Section 
5.2.3 for details). The formation of ripples on the sand bed may take some time to 
achieve an equilibrium stage, e.g., up to 20 hours for beds with low mobility number 
(O‘Donoghue & Clubb, 2001). Fernando (2006), who performed his wave-current 
experiment in the same facility as the present study and used sand grains of a slightly 
larger size (    = 0.22mm), found that at least three hours of continuous wave 








































present experiment, both periodic and random waves were generated over a period of 
five hours before velocity profile measurements and bed profiling were conducted. 
 
Photos of the periodic wave-formed ripples are shown in Figure 5-9. Locally, 
the ripples appear nearly two-dimensional (Figure 5-9a), which agrees with the 
experimental findings of Andersen & Faraci (2003). When the view is extended 
across a larger area, as shown in Figure 5-9b, the ripple configuration exhibits 
irregularities across the basin width, instead of the two-dimensional configuration 
usually observed across the flume width. This irregularity has been observed in 
several other laboratory and field settings (Doucette & O‘Donoghue, 2002), even 
without the presence of currents.  It was found that when the sand size is relatively 
fine, there is a tendency for the ripples to exhibit 3-dimensional features regardless of 
the strength of the wave flows (Lofquist, 1978; Doucette, 2000; O‘Donoghue & 
Clubb, 2001). In addition to that, the presence of cross waves in wide flumes or 
basins may also induce bedforms along the y-axis and lead to 3-dimensional bed 
features when they are superimposed on the primary ripples generated along the x-
axis.  
 
Based on visual observation, the random wave-formed ripples have nearly the 
same patterns as the periodic wave-formed ripples. In order to establish the ripple 
length and height of both periodic and random wave-formed ripples, the bed profile 
measurements made after the wave-alone flows have been Fourier-analyzed. In 
Figure 5-10, a typical wave-formed bed profile is shown, while Figure 5-11 depicts 
an average ripple wave-number spectrum obtained from the Fourier analysis. The 
ripple height and length can be estimated based on the area below the spectrum and 
from k‟=0.01mm-1 to k‟=0.03mm-1 (Note: k‟ =     and not the wave-number,     ): 
 
                 
       
       
                                                     
 
       
      
       
       
        
      
       
       
                                                  
 
where             . The range of k‟ used in the analysis is selected based on two 
reasons. First, visual observation of the measured bed profiles (Figure 5-9) shows that 
the ripple length is generally of the order of 50mm (i.e., k‟=0.02mm-1). Second, the 
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spectral energy plot has a peak close to k‟=0.02mm-1 (Figure 5-11), and tapers off 
towards k‟=0.01mm-1 and 0.03mm-1. To avoid contamination from the high wave-
number components (which could be due to instrument noise), as well as the 
influence from the gradual bed undulation characterised by the low wave-number 
components, the range of k‟= 0.01-0.03mm-1 is adopted in the present estimation of 
the ripple length and height. The ripple dimensions obtained from this analysis are 
tabulated in Table 5.2, with      = 7.3mm and       = 51 – 54mm for periodic and 




Table 5.2: Ripple dimensions from FFT analysis of wave-formed bed profiles 
 Ripple height,   (mm) Ripple length,   (mm) 
Random wave-alone 
(                   
        
 
  
60° current channel 7.2 55.9 
90° current channel 7.2 51.0 
120° current channel 7.4 55.0 
Average 7.3 54.0 
   
Periodic wave-alone 




60° current channel 7.1 50.8 
90° current channel 7.9 52.1 
120° current channel 7.0 50.4 











Figure 5-9: Photos of wave-formed ripples: (a) close-up view (b) over a larger 
region in the 90° current channel. Direction of the wave propagation is denoted 














Figure 5-11: Average ripple wave-number spectrum (blue full line) for a total 
profiling distance of 4m and comprising almost 80 ripples. The initial flat bed 
spectrum is shown as a brown dotted line. Purple-dashed lines indicate the 
































































5.2.3 Comparison of ripple geometries with empirical formulas for laboratory 
experiments 
 
A large number of empirical expressions have been developed in the past to 
relate the ripple height to the wave and sediment properties, and four of them (for 
laboratory conditions) are shown in Table 5.3. The expressions proposed by 
Wikramanayake & Madsen (1990) and Humbyrd (2012) use the maximum skin 
friction Shields‘ parameter,     , to determine the non-dimensional ripple height, 
     , whereas Faraci & Foti (2002) and Williams et al. (2004) applied the mobility 
number, M (    
           ), to derive their empirical formulas. For the case 
of random waves,        is generally adopted as the representative near-bottom orbital 
velocity for the empirical equations mentioned above. An exception here is the 
formulation proposed by Humbyrd (2012), who opted for the rms value when 
predicting the friction factor,   
 
 and in the non-dimensional ripple height,      , 
while maintaining             in the calculation of      . Note that the ―prime‖ ( ) 
term is used to denote the skin friction component of the shear stress (with no 
consideration of the form drag). 
 
In the present periodic wave experiment,   = 1.4s,     = 15.5cm/s and     
= 3.5cm, while for the case of random waves,       = 1.4s,         = 14.0cm/s, 
and         = 3.1cm. In order to determine     ,  the parameters       and   
 
 are 
first obtained with the following equations (Madsen, 1994): 
 




                                                            
 
  
           
   
  
 
      
                                        
for          
   
  
      
 
By assuming a fully rough turbulent flow, with           mm,       is 
found to be 1.33cm/s. The rough turbulent flow assumption is correct if: 
 
       
  




Since            in the present case is 2.3, the flow should be classified as 
smooth turbulent. The computation is repeated with    equivalent to            , 
and the final result gives           cm/s.      is then calculated with the 
following expression: 
 
      
       
 
         
                                                    
 
which gives       0.086. Since            = 0.066 (section 3.6.1), initiation of 
sediment motion is expected to take place for the case of periodic waves. For the 
random wave condition,      is scaled by the significant near-bottom orbital 
velocity,        = 14.0cm/s, which results in        0.075 (       and indicates 
that sediment transport would also occur during the random wave experiment. It 
should be noted that the application of the Shields criterion for oscillatory flows has 
been shown to be valid by Madsen & Grant (1976). The reason is that the sediments‘ 
response time is relatively short compared to the time-scale of the turbulent 
fluctuations, which in turn are small compared to the wave period. Furthermore, both 
current and wave boundary layer flows can be represented by the log-law close to the 
bed, implying that the turbulence characteristics are relatively similar for the two 
flows and therefore the initiation of sediment motion could be adequately described 
by the same criterion.    
 
It can be seen from Table 5.3 that the best-performing empirical model is the 
one proposed by Wikramanayake & Madsen (1990). Their estimated   is 
approximately 15% smaller than the present experimental measurements. 
Wikramanayake & Madsen also suggested the following equation for estimating the 




 = 0.16 – 0.36     
   
                                               
 
which gives          (periodic) and 37.4mm (random), i.e., about 25% smaller 
than the experimental results -   54.0mm (periodic) and 51.1mm (random). The 
predicted ripple steepness,     = 0.16 is in fair agreement with the experimental 
measurement (    = 0.14). Clearly, the use of the root-mean-square orbital velocity, 
       (          ) would yield a worse comparison between the model of 
Wikramanayake & Madsen and the present experimental measurements, which 
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suggests that        should be adopted as the ―representative‖ near-bottom orbital 
velocity amplitude when predicting the geometries of random wave-formed ripples.  
 
Table 5.3: Comparison of ripple height with empirical formulas (for laboratory 
studies) 
 Formula 
Ripple height,      
(mm) 








   
                  









   
    
     
     
    
                   
      
  
 
   
        
 
11.6 11.5 





   
                          







   
                      












5.2.4 Wave-induced mass transport flow measurement  
 
As shown in the previous section (Table 5.2), the observed ripple heights,   
for both periodic and random waves are of the order of 7mm, while the ripple lengths, 
  are approximately 50mm for both cases. Using the following expression proposed 
by Grant & Madsen (1982) to estimate the bottom roughness (see Section 3.1 for 
elaboration): 
 
        
 
 




gives     2.7cm, which also agrees with the result of Wikramanayake & Madsen 
(1990):       = 2.9cm. For the present experimental conditions,       is 
approximately 4.2cm/s and                (  3.3). The wave boundary layer is 
therefore in the fully rough turbulent regime, which indicates that the mass transport 
flow should resemble those in the artificial rippled bed experiments.  Figure 5-12 
shows the wave-induced mass transport current for both periodic and random waves. 
The periodic near-bed streaming current is opposite to the direction of the wave 
propagation, which indeed agrees qualitatively with the observation in the artificial 
rippled bed experiments (in particular the case of WARB02; see Figure 5-5). On the 
other hand, the near-bottom streaming current under random waves is, surprisingly, in 
the onshore direction, and the flow magnitude just above the bed seems to agree fairly 
well with the LH53 model.  
 
The drastic difference observed between the periodic and the random wave-
induced mass transport flows contradicts the results of Klopman (1994), who 
concluded that the mass transport currents are qualitatively similar for 
monochromatic, bi-chromatic and random waves. The bed in Klopman‘s experiment 
was covered with fixed coarse sand of     = 2mm, and the near bed streaming flow 
was in the onshore direction under all three types of waves. While     differs by less 
than 30% between the present experiment and Klopman‘s study, the value of    in 
the present case (2.7cm) is about an order of magnitude greater than the latter‘s 
experiment. This indicates that         in the present experiment is significantly 
smaller than in Klopman‘s experiment which, according to TM2, could result in the 
near-bottom streaming current being directed offshore. Hence, what is indeed 
surprising here is the relatively strong onshore-directed streaming flow exhibited by 
the random waves, even in the presence of large and essentially 2D roughness 
elements. Since most theoretical models on wave-induced streaming are developed 
for periodic waves, more investigations are necessary to understand the underlying 
mechanism driving the random wave-induced mass transport current. In addition, as 
waves seldom exist alone in coastal waters, the random wave-induced mass transport 
flow in the presence of external currents would represent a more realistic scenario 
than the wave-alone case, and our experimental study on the combined flow scenario 






Figure 5-12: (a) Periodic (b) Random Eulerian wave-induced mass transport 
flow over a movable sand bed (   =0.14mm). Blue filled circle: Measurement; 
Purple full line: LH53 Eulerian velocity model.     = 15.5cm/s (periodic) and 
        = 14.0cm/s (random). Number of measurement locations used for mean 
calculation is 18, and the error bars of the experimental data represent 95% 
confidence interval for the mean. Error bars for the theoretical solutions are 



































CHAPTER 6: EXPERIMENTS ON WAVE-CURRENT 
INTERACTION – FIXED BED ROUGHNESS 
 
In the first section of this chapter, the experimental results and analysis of 
wave-current interaction over a plane concrete bed are presented. The wave boundary 
layer has been shown to be laminar for wave-alone, and the present section will 
provide insight into the interaction between a laminar wave boundary layer and a 
turbulent current flow. The subsequent experiments focus on the non-linear 
interaction between turbulent waves and currents over fixed rough beds, i.e., uniform 
3D marbles and 2D artificial ripples. The apparent roughness,     and shear velocity, 
    are first estimated from the log-profile analysis of the measurement data. An 
iteration is then conducted to estimate the hydrodynamic bottom roughness       
which, when used as an input roughness into the GM model, yields a     result that 
matches the experimental    . The extent to which the value of       agrees with the 
experimental current-alone    (discussed in Chapter 3) serves as a ‗benchmark‘ for 
the accuracy of the GM model in modelling near-orthogonal combined wave-current 
flows.  
  
 In addition to changes in the current velocity profiles due to the presence of 
waves, the modification of the wave-induced mass transport flow by external 
turbulent currents has also been investigated in this study. These changes can be 
clearly quantified from the orthogonal wave-current experiment, in which the 
nominal current has zero discharge along the direction of the wave propagation. The 
velocity distribution generally changes from a near-linear trend when the waves are 
alone to a near-uniform distribution in combined wave-current flows. For near-
orthogonal (60° and 120°) wave-current cases, the external current has a flow 
component along the wave axis, and this introduces additional difficulties in 
identifying the external current and the mass transport flow characteristics. 
Nonetheless, it is still possible to obtain the overall trend of the external current flow 




6.1 Plane concrete bed 
 
6.1.1 Orthogonal (90°) wave-current interaction 
 
 A current flow with measured      of 11.0cm/s is superimposed on waves with 
T=1.4s and     of approximately 16.4cm/s over a plane concrete (smooth) bed. 
Figure 6-1 depicts the current-alone and orthogonal combined wave-current velocity 
profiles. As can be seen, the introduction of waves on the smooth turbulent current 
leads to about 10% increase in the near-bottom mean velocity. Correspondingly, the 
near-surface flow decreases in order to maintain a similar discharge along the current 
channel. The increase in the near-bottom mean flow agrees qualitatively with other 
collinear wave-current experiments over smooth beds, e.g., Kemp & Simons (1982, 
1983). Musumeci et al. (2006) performed an orthogonal wave-current experiment 
over a fixed bed with relatively small roughness (   =0.24mm), and also observed a 
similar increase in the near-bottom mean flow upon superposition of waves.  
 
 In addition to the changes in the mean velocity, the superposition of waves 
also modifies the direction of the mean flow over the water depth. The angle of mean 
flow, which is initially aligned at 90° for current-alone, increases by almost 10° when 
the waves are present (Figure 6-2). Based on the Stokes‘ prediction for the wave-
induced return current (Nielsen, 1992): 
 
        
   
   
                                                             
 
where   is the wave height (≈ 10cm),   is the wave celerity (=1.7m/s) and   is the 
water depth (=0.4m), a simple return current of 1.8cm/s is obtained for our 
experimental conditions. Since the depth-averaged nominal current velocity is 
≈11cm/s, the resultant flow angle should veer by about 9° from its initial 90° 
orientation, which is in fair agreement with our experimental observation (Figure 6-
2).  
 
 The focus of previous experimental studies on collinear and orthogonal wave-
current interaction is mainly centered on the modification of current profiles by 
waves, while the wave-induced mass transport flow in the presence of orthogonal 
currents has received comparatively little attention to date. To obtain a deeper insight 
into the changes associated with the mass transport flows, the mean velocities in the 
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wave direction (denoted as the u-component flow) for current-alone, wave-alone and 
combined wave-current flows are shown in Figure 6-3. When both currents and 
waves are present simultaneously, the vertical distribution of the mass transport 
changes profoundly, i.e., from a near-linear velocity distribution for wave-alone 
(increasing in the offshore direction with elevation), to a near-homogenous velocity 
distribution over depth for the orthogonal wave-current flow. The u-component of the 
current-alone is approximately zero, which is within expectation since the nominal 
current is directed along the y-axis. A similar change in the u-component velocity 
profile between wave-alone and wave-current has been observed by Musumeci et al. 
(2006) over fixed roughness elements of    =0.24mm and 30mm, though the 
difference is more significant for the smaller roughness setup. 
 
 A possible reason for the above observation is associated with the 
enhancement of mixing within the potential flow region of the waves by the external 
turbulent currents. In fact, it appears from Figure 6-3 that the u-component velocity 
distribution for the combined wave-current flow can be simply modelled as a uniform 
Eulerian wave-induced return current given by (6.1), instead of applying the more-
complex LH53‘s viscous flow solution. In addition, a boundary layer development 
can also be observed within the near-uniform mass transport flow. With an 
assumption that the mass transport flow becomes homogenized upon its ―encounter‖ 
with the current flow (i.e., at the down-wave edge of the current channel), the 
boundary layer thickness,     is predicted with equation (3.13a) over a distance of 
1.25m (half of the channel width) and found to be approximately 4.2cm. This 
estimated boundary layer thickness has been plotted in Figure 6-3, and is seen to be in 
good agreement with the experimentally-observed boundary layer thickness of the 












Figure 6-1: Velocity magnitude profiles for current-alone (CASB02) and 
combined wave-current flows (WCSB02) over a plane concrete bed. Number of 
measurement stations used for mean calculation is 9, and the error bars 




Figure 6-2: Angle of mean flow for current-alone (CASB02) and combined wave-
current flows (WCSB02) over a plane concrete bed. Number of measurement 
stations used for mean calculation is 9, and the error bars represent 95% 



































Figure 6-3: u-component velocity profiles for current-alone (CASB02), wave-
alone (WASB02) and combined wave-current flows (WCSB02) over a plane 
concrete bed. Red dashed line denotes the Stokes return current (≈-1.8cm/s), 
while the orange full line represents the estimated boundary layer thickness 
(≈4.2cm) of the mass transport flow at the centreline of the current channel. 
Number of measurement stations used for mean calculation is from 6-9, and the 
error bars represent 95% confidence interval for the mean 
 
 
 Results from log-profile analysis are presented in Table 6.1. As in the 
current-alone experiment, the regression analysis is done using two different 
assumptions of the dependent and independent variables, i.e, first taking   vs.      , 
and then       vs.  .  With the first method (  vs.      ), the bottom roughness, 
       is approximately 0.024cm (with an error factor of 6.5) and      0.52cm/s ± 
18.4%. On the other hand, the second method (      vs.  ) yields      =0.058cm 
(error factor = 5.2) and       0.57cm/s ± 17.1%. Once again, the factors of 
uncertainty associated with individual locations as well as the spatially-averaged 
result are smaller when the second method is used, and therefore it will be used for 
the subsequent analysis involving near-orthogonal wave-current flows.  
 
The relatively large uncertainty for the present case can be attributed to two 
reasons. First, as noted in Chapter 3, the order of magnitude of the smooth turbulent 


















      for combined wave-current flow is only about half a mm, any slight inaccuracy 
in the instrument positioning could result in an error which is more than the actual 
bottom roughness. Second, the change in the velocity profile with distance from the 
up-wave edge of the current channel may also contribute to a greater variation among 
the individual measurements. As seen in Figure 6-4a, despite all the measurement 
stations being located within the near-uniform current region, the stations with the 
same x distance from the up-wave edge of the current channel appear to be in better 
agreement compared to those located at another x-location. The depth-averaged 
velocity magnitude between x=-0.25m and x=+0.25m from the centreline of the 
current channel (i.e., 1m and 1.5m from the up-wave edge of the current channel) 
increases by nearly 2cm/s in the present case. The velocity profiles at x=0m are 
approximately the same as x=+0.25m. This trend is also obvious for the v-component 
velocity profiles (Figure 6-4b), suggesting that the ―shift‖ in the velocity profiles 
cannot be solely attributed to the influence of the wave-induced mass transport flow. 
Similar observation on the spatial variation of the current flow in the direction of 
wave propagation has also been reported by Musumeci et al. (2006) in their 
orthogonal wave-current experiment. 
 
The above ―shift‖ in velocity profiles may be a result of the transfer of 
current‘s flow momentum by waves along the x-axis. The u-component velocity 
distribution in the current channel, as shown in Figure 6-3, is offshore-directed in 
order to balance the on-shore directed mass flux in the near-surface region. Since the 
nominal current momentum is smaller in the near-bed region due to boundary layer 
effects, a net transfer of the v-component momentum in the positive x-direction can 
be expected, which leads to a stronger current flow in the down-wave part of the 
current channel. This argument agrees with the observations shown in Figure 6-4, 
where the flows at the down-wave locations (x=+0.25m) are consistently larger than 
those at x=-0.25m.  
 
 In Table 6.1b, the measurement stations ‗01-03‘ are at x=-0.25m, ‗04-06‘ at 
x=0m (centreline) and ‗07-09‘ at x=+0.25m. Since the flow momentum at the three 
stations located along x=-0.25m are considerably smaller than at the other 
measurement stations, a new spatial average is computed by only considering the 
remaining six stations (‘04-09‘).  It is found that       = 0.015cm (error factor of 2.7) 
and      0.49cm/s ± 9.8%. Since these results are more reliable than the previous 
analysis where all nine measurement stations are taken into consideration (the 
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uncertainty factor is significantly reduced from 5.2 to 2.7), they will be adopted as the 
basis for comparison in subsequent experimental cases and analysis.  
 
Table 6.1a:       and     for combined wave-current flow over a plane concrete 
bed (WCSB02), based on regression analysis with   against       








01 0.441 4.22 0.67 24.55 
02 0.587 3.02 0.70 20.84 
03 0.341 3.42 0.67 21.28 
04 0.002 302.93 0.39 37.52 
05 0.021 20.47 0.49 29.84 
06 0.005 418.34 0.43 40.89 
07 0.007 3.50 0.46 12.83 
08 0.024 5.70 0.51 19.81 
09 0.001 7227.81 0.37 45.61 
     









Table 6.1b:       and     for combined wave-current flow over a plane concrete 
bed (WCSB02),  based on regression analysis with       against   








01 0.593 3.35 0.71 26.12 
02 0.719 2.64 0.73 21.79 
03 0.385 3.01 0.68 22.29 
04 0.008 31.91 0.45 43.66 
05 0.041 9.45 0.53 32.76 
06 0.010 37.29 0.47 49.10 
07 0.008 3.28 0.46 13.05 
08 0.032 4.65 0.53 20.61 
09(r) 0.002 106.42 0.41 >50 
     








     
If locations 01-03 are omitted 






*Note that the values of       are first converted into natural log prior to averaging 









Figure 6-4: (a) Velocity magnitude (b) v-component mean velocity profiles for 
orthogonal combined wave-current flow; x=-0.25m is “up-wave” and x=+0.25m 
is “down-wave” from the centreline of the current channel (x=0m). Locations of 
individual measurement stations within the near-uniform flow region are shown 
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6.1.2 Analysis of wave-current interaction 
 
For the present experimental conditions (T=1.4s,    = 16.4cm/s), the wave 
Reynolds number,    : 
 
     
      
  
                                                        
 
indicates that the wave boundary layer is essentially laminar for wave-alone. The 
laminar wave boundary layer thickness,    is given by Sleath (1987) as follows:  
 
     
   
 
                                                              
 
Meanwhile, the current-alone flow has been shown to be smooth turbulent 
over a plane concrete bed (Section 3.3), and the viscous sub-layer of the current can 
be approximated by: 
 
        
  
   
                                                          
 
 Since         for the present experimental conditions, the laminar wave 
boundary layer is essentially embedded within the viscous sub-layer of the current 
flow. This indicates that the interaction between the two flows is purely laminar, i.e. 
linear, which is further supported by the similar shear velocities obtained for current-
alone (     0.49cm/s ± 2.8%) and combined wave-current flows (     0.49cm/s ± 
9.8%). Without nonlinear enhancement of shear stress, the maximum combined 
wave-current shear stress,    can be computed directly using the results from current-
alone and wave-alone: 
 
                                                                      
 
where     is the maximum wave-alone shear stress,    is the current-alone shear 
stress and     is the angle of wave-current flows. The experimental    for current-
alone over a plane concrete bed in the 90° current channel (CASB02, as discussed in 
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Chapter 3) is approximately 0.03N/m
2
. On the other hand, the maximum bottom shear 
stress for laminar waves can be obtained with the following expression (Liu, 2001): 
 
                                                                       
 
which gives      0.31N/m
2
 based on the present experimental conditions (  = 1.4s, 
    = 16.4cm/s). The smooth turbulent roughness for the mean flow in the presence 
of waves,      , should then be scaled by the maximum combined shear velocity, 
              instead of the current shear velocity,    : 
 
             
  
   
                                                            
 
 From the above argument, the bottom roughness in the present study is 
expected to decrease by a theoretical factor         of 3.2 when laminar waves are 
present. The experimental bottom roughness for current-alone is 0.059cm (error 
factor of 1.4) and wave-current is 0.015cm (error factor of 2.7), which translates into 
a reduction factor of 3.9. The difference between the theoretical and experimental 
roughness reduction factor is only a factor of 1.2 despite the large uncertainty 
associated with the wave-current measurements, suggesting that the smooth turbulent 
roughness equation given by (6.7), with     replacing    , is fairly accurate in 
predicting the bottom roughness when laminar waves are present simultaneously with 
an orthogonal current.  
 
 
6.1.3 Near-orthogonal (60° and 120°) wave-current interaction 
 
 Current flows with depth-averaged velocity of 12-13cm/s and generated from 
Inlets 1 and 3 of the wave-current basin (see Figure 2-3 for basin layout) are 
superimposed on waves at nominal angles of 60° and 120°. The velocity magnitude 
profiles for both cases are presented in Figure 6-5. As observed, these profiles are 
quite well represented by the log-law below z=6cm, while showing significant 
deviation above z=10cm. The deviation is particularly striking for the 60° case where 
a strong reduction in the near-surface flow can be seen. As a consequence, there is a 
considerable deficit in the flow rate for the 60° case. This deficit can be partly 
explained by the net Eulerian shoreward flux of the waves above the trough-level, 
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which has a component along the axis of the 60° current and is directed towards the 
outlet. As a result, the velocity magnitude is reduced below the wave trough level in 
order to maintain the same discharge along the current channel. When the same 
argument is extended to the 120° case, the mean current velocity below the wave 
trough level is expected to increase in order to balance the net shoreward flux of the 
waves which is now directed towards the current inlet. As observed from Figure 6-5, 
the velocity magnitude for the 120° case is indeed much larger than the 60° case. 
However, it is still obvious that both cases have smaller flow rates compared to their 
respective current-alone cases, which implies that there is a net increase in the lateral 
spreading of flows when waves are superimposed on the currents. 
 
 As depicted in Figure 6-6, the angles of mean flows for the 60° and 120° 
wave-current interaction increase by approximately 10° over depth compared to the 
nominal current-alone cases. This increase is similar to the 90° case and is consistent 
with the conjecture that the superposition of the wave-induced return flow on the 
nominal current would cause such veering. The u-component velocity profiles are 
presented in Figure 6-7, and it can be clearly seen that the mean flows are stronger 
towards the offshore direction when the waves are present. Consequently, the near-
surface u-component flow is smaller (larger) for the 60° (120°) combined wave-
current flow compared to the current-alone case. Since the 60° current has a u-
component that is following the waves, whereas the u-component of the 120° current 
is opposing the waves, the present experimental results are consistent with the 
observations in collinear wave-current flow experiments (e.g., Klopman, 1994), in 
which the near-surface mean flow was reduced (increased) by waves following 












Figure 6-5: Velocity magnitude profiles for current-alone and combined wave-
current flows at interaction angles of (a) 60° (WCSB01) and (b) 120° (WCSB03). 
Number of measurement stations used for mean calculation is 7, and the error 



























Figure 6-6: Angle of mean flow for current-alone and combined wave-current 
flows at interaction angles of (a) 60° (WCSB01) and (b) 120° (WCSB03). 
Number of measurement stations used for mean calculation is 7, and the error 





































Figure 6-7: u-component velocity profiles for current-alone and combined wave-
current flows at interaction angles of (a) 60° (WCSB01) and (b) 120° (WCSB03). 
Number of measurement stations used for mean calculation is 7, and the error 




































The ―net u-component‖ velocity profile (referred to as ―u-net velocity‖) is 
obtained by substracting the current-alone‘s u-component flow from the wave-
current‘s u-component flow (Figure 6-8). It represents a combination of the following 
three aspects: (i) change in the current velocity due to wave-current boundary layer 
interaction; (ii) change in the near-surface current velocity due to the presence of 
waves; (iii) wave-induced mass transport flow in the presence of a turbulent current. 
The phenomenon mentioned in (ii) has been observed in several collinear wave-
current experiments, such as Kemp & Simons (1982, 1983) and Klopman (1994) 
(Figure 6-9). Analytical studies conducted, e.g., Huang & Mei (2003), show that this 
is potentially a second-order effect of wave-current interaction, mainly due to the 
distortion of eddy viscosity at the free surface. From both analytical and experimental 
results, it can be concluded that a wave-following current would experience a 
reduction in the near-surface velocity, whereas the contrary is true for a wave-
opposing current. 
 
When there is no current flow in the direction of wave propagation, such as 
during orthogonal wave-current interaction, (i) and (ii) will not appear in the u-
component velocity profiles. The u-net profile will therefore solely represent the 
wave-induced mass transport flow, which has been observed to be nearly uniform 
over the water depth in the orthogonal wave-current experiment (Figure 6-3). When 
the external current has a flow component along the wave axis, and assuming that the 
mass transport flow is similarly ―homogenized‖ by the turbulent current (as in the 
orthogonal case), the following conceptual model may be used to ―extract‖ the 
phenomena (i) and (ii) mentioned above. 
 
Assuming the current discharge within the channel remains constant in the 
presence and absence of waves, the mass balance can be expressed as follows: 
 
                                                                   
 
where       is the actual current discharge in the presence of waves,     = current 
discharge in the presence of waves without considering the Near-Surface Effect 
(NSE) (i.e., only taking into account the bottom boundary layer interaction),       = 
change in discharge attributed to NSE,       = current discharge when waves are 
absent, and    is the wave-induced mass transport flow required to balance the 





Figure 6-8: u-net velocity profiles for interaction angles of (a) 60° (WCSB01) and 




































Figure 6-9: Collinear wave-current interaction (adapted from Klopman, 1994) 
 
    
   
         
                                                              
 
 First,       is assumed to be zero and eqn. (6.8) can be written as follows: 
 
                          
  
 
                                                        
 
 The standard wave-current interaction problem can be solved by specifying 
                at               , which allows the current velocity profile to be 
established.       can then be evaluated based on the comparison between the 
predicted velocity profile and the experimental measurement. Iteration on eqn. (6.8) 
with new estimates of       can then be performed until the results converge. In 
order to obtain a precise answer, the actual form of       has to be known, which 
necessitates more studies on this phenomenon. Nonetheless, based on the 
experimental results of Klopman (1994), the characteristics of       can be 
approximated, which then allows the trends of       and u-net (=       -      ) to 
be predicted, as shown in Figure 6-10. Note that the mass transport flow is assumed 
to be nearly-uniform over depth, which implies that it will only ―shift‖ the u-net 
profiles along the horizontal axis in Figure 6-10, with no influence on the patterns of 



















Current with following waves 




































Figure 6-10: “Estimated” distribution of u-net profiles (orange dashed-dotted line), 
obtained from       (blue dotted line) minus       (green solid line).      (purple 
dashed line) is also shown here. (a) and (b) are for smooth and rough beds, 
respectively. “1” (“2”) denotes the case with waves following (opposing) the currents. 
Sketches are not to scale, in particular the exaggeration of u-net profiles (compared 























It is encouraging to note that the experimental u-net velocity profiles exhibit 
similar trends as those shown in Figure 6-10a (for smooth bed). The       and     
results for the 60° and 120° wave-current interaction are tabulated in Table 6.2 and 
Table 6.3, respectively. The value of       for the 60° case (=0.001cm) is about an 
order of magnitude smaller than the 90° case, while       for the 120° case 
(=0.060cm) is four times larger than its 90° counterpart. The average     is 0.42cm/s 
(±21.5%) for the 60° case and 0.54cm/s (± 20.9%) for the 120° case.  
 
The decrease in shear velocity for the 60° case may be due to 
relaminarization of the turbulent current boundary layer by laminar waves (Lodahl et 
al., 1997). Lodahl et al. noted that the occurrence of this phenomenon is subject to 
two conditions: (i) wave boundary layer is laminar (ii) flows are wave-dominated. 
Their findings are supported by the work of Musumeci et al. (2006), who reported a 
decrease in the current shear velocity when waves with laminar boundary layers were 
superimposed on an orthogonal turbulent current in a wave-dominated flow scenario. 
These two criteria are also satisfied in the present experiment, i.e., laminar waves 
with          of 1.5. However, given that all three angle cases have similar wave and 
current conditions, a similar reduction in shear stress should also be observed for the 
90° and 120° cases. The experimental results clearly do not agree with this argument 
(see Table 3.3, Table 6.1 and Table 6.3), with no change in shear stress for the 90° 
change and a 10% increase for the 120° case after superposition of waves. Hence, 
there is insufficient evidence at this point to support the conjecture that the 
relaminarization of the turbulent current flow is the primary cause of shear stress 
reduction for the 60° case. 
 
On the other hand, the smaller values of       and     for the 60° case, and 
larger for the 120° case,  may be attributed to the contamination of the logarithmic 
velocity profiles by the wave-induced mass transport flow. As mentioned earlier, 
there is a boundary layer developing within the wave-induced mass transport flow, 
which encompasses nearly the entire logarithmic region of the current flow. The flow 
profile within the boundary layer, as seen in Figure 6-3, would lead to a decrease 
(increase) in the upper (lower) part of the log-velocity profile for the 60° current, 
resulting in an under-prediction of the bottom roughness. The opposite trend would 
apply to the 120° current, causing an over-prediction of the bottom roughness. A 
more detailed elaboration on the contamination of log-velocity profiles by the mass 
transport flow is covered in Section 6.2, but at this point it should be stressed that the 
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superposition of the mass transport flow on a turbulent current may invalidate the use 
of log-profile analysis for the deduction of bottom roughness and shear velocity, 
though the measured velocity profiles would still provide useful insights into the 
general characteristics of near-orthogonal combined wave-current flows.  
 
 
Table 6.2:       and     for 60° wave-current interaction over a plane concrete 
bed (WCSB01),  based on regression analysis with       against   








     
01(r) 0.001 121.57 0.38 >50 
02 (r) 3.79E-04 >104 0.39 >50 
03 0.011 10.53 0.50 28.33 
04 0.002 17.72 0.43 29.31 
05 3.25E-04 114.60 0.39 45.10 
06(r) 2.21E-06 2229.74 0.27 >50 
07 1.41E-04 22.36 0.36 24.79 
     








     
 
Table 6.3:       and     for 120° wave-current interaction over a plane concrete 
bed (WCSB03),  based on regression analysis with       against   








     
01 0.009 17.67 0.44 34.92 
02 0.174 10.54 0.54 44.85 
03(r) 0.001 2016 0.36 >50 
04 0.012 7.00 0.45 23.10 
05 0.361 3.56 0.63 25.23 
06(r) 4.43E-04 155.26 0.35 >50 
07 0.110 4.28 0.62 23.46 
     















6.2 Marble-covered bed 
 
6.2.1 Orthogonal (90°) wave-current interaction 
  
When the bed is covered with uniform 3D marbles of    =12.5mm, the 
current-alone flow is in the rough turbulent regime (                   . The 
combined wave-current mean velocity profile is shown in Figure 6-11. In contrast to 
the smooth bed experiment, a reduction in the near-bottom velocity can be observed 
over a marble-covered bed in the presence of waves. This decrease, which is 
attributed to the enhanced turbulence within the wave boundary layer, is in qualitative 
agreement with the nonlinear wave-current boundary layer models for flows over 
rough beds (e.g., the GM model), and has been previously observed in numerous 
collinear (e.g., Kemp & Simons, 1982; Mathisen & Madsen, 1996; Fredsøe et al., 
1999) and orthogonal (e.g., Musumeci et al., 2006; Madsen et al., 2008; Fernando et 
al., 2011) wave-current experiments.  
 
The change in the mean flow angle is slightly larger than the smooth bed 
observation, i.e., an increase of about 10-14° from the current-alone direction (Figure 
6-12). Such modification of the mean flow direction can again be attributed to the 
Stokes‘ return current. The u-component velocity profile is found to be generally 
similar to the smooth bed study, where the near-linear trend for wave-alone is 
transformed into a near-homogenous velocity distribution upon the addition of an 
external current (Figure 6-13). As mentioned in Section 6.1.1, a boundary layer 
appears to develop within the mass transport flow from the point where the flow 
encounters the external current (i.e., at the down-wave edge of the current channel), 
and the boundary layer for the marble case is at least twice as thick as for the smooth 
bed experiment. Using the distance from the edge of the current channel to the 
centreline (=1.25m), the boundary layer thickness,     is predicted with (3.13b) using 
  =3cm and apparent roughness,    =7cm (both obtained experimentally). The 
results are approximately 8.9cm (using   ) and 10.2cm (using    ). These values 
have been plotted in Figure 6-13, and are in close agreement with the observed 
boundary layer thickness (≈ 10cm). 
 
Table 6.4 and Table 6.5 show the results of     and     for the experimental 
runs involving wave periods T=1.4s (WCUB02) and 1.6s (WCUB05). The values of 
      resolved using the GM model are also presented in the same tables (see 
186 
 
APPENDIX F for details of the GM model). First,     and     are obtained from the 
log-profile analysis of the measurement data, bounded by the upper and lower limits 
specified in Section 3.3. An iteration is then conducted to obtain       which, when 
used as an input into the GM model, yields a     value that matches the experimental 
result. It is important to note that the input roughness for estimating the current 
boundary layer thickness over a rough bed is     (not      ), since the enhanced 
roughness due to waves would accelerate the development of the boundary layer.  
 
The present analysis shows that the bottom roughness resolved using the GM 
model for both cases (      = 1.65cm for WCUB02s and       = 1.00cm for 
WCUB05) are smaller than the experimental current-alone and wave-alone bottom 
roughness over the same bed configuration (2.7-3.0cm). The amount of under-
prediction is approximately 45% (WCUB02) and 67% (WCUB05). These results are 
in contrast to the previous orthogonal wave-current experiments over natural sand 
ripples, where       were normally over-predicted with the use of the GM model 
(see, e.g., Madsen et al., 2008; Fernando et al., 2011). The present under-prediction of 
the bottom roughness may be attributed to the insensitivity of the GM model to the 
angle of wave-current interaction. This is particularly true when the waves are 
strongly dominating over the currents. In this scenario, the maximum combined shear 
velocity,    , which is used as the scaling velocity in the eddy viscosity formulation 
of the GM model, is mainly dictated by the maximum wave shear velocity,     , 
thus rendering the angle of wave-current flow irrelevant in the analysis. A semi-
empirical correction scheme, which involves a new scaling velocity for the near-
bottom eddy viscosity, is proposed to enhance the angular sensitivity of the GM 
model. This model is hinged on an important assumption, i.e., the time-averaged 
turbulence properties within the wave boundary layer are similar to those of a current 
boundary layer, which is somewhat justifiable considering that both the wave and the 
current boundary layers can be characterized by the log-law close to the bed. The 
correction scheme, as presented in APPENDIX G, is shown to improve the estimation 
of the bottom roughness for orthogonal wave-current flows over uniform 3D 
roughness. For instance,       = 2.5cm (for WCUB02) and 1.5cm (WCUB05) are 
obtained in one of the analysis, where the difference with current-alone    is only 
17% for the former case and represents a considerable improvement compared to the 






Figure 6-11: Velocity magnitude profiles for current-alone (CAUB02) and 90° 
combined wave-current (WCUB02) flows. Wave period is 1.4s. Number of 
measurement stations used for mean calculation is 8-9, and the error bars 




Figure 6-12: Angle of mean flow for current-alone (CAUB02) and 90° combined 
wave-current flows (WCUB02). Wave period is 1.4s. Number of measurement 
stations used for mean calculation is 8-9, and the error bars represent 95% 






























Figure 6-13: Comparison of current-alone (CAUB02), wave-alone (WAUB02) 
and 90° combined wave-current flows (WCUB02) along the x-direction. T=1.6s 
for wave-alone and T=1.4s for wave-current tests. Number of measurement 
stations used for mean calculation is from 6-9, and the error bars represent 95% 
Confidence Interval for the mean. Red dashed line denotes the Stokes return 
current flow while the orange band shows the estimated boundary layer 
thickness of the mass transport current at a distance of 1.25m from the down-








































Table 6.4:     ,       and     for wave-current interaction over a marble-
covered bed; T=1.4s  (WCUB02); Stn. 09 is omitted due to incomplete profile 
measurement 












       
01 5.96 1.37 1.12 9.62 1.28 1.59 
02 10.14 1.28 1.29 8.76 2.71 1.44 
03 6.65 1.51 1.18 13.36 1.54 1.88 
04 5.60 1.56 1.14 13.54 1.22 1.96 
05 6.66 1.30 1.17 8.42 1.53 1.49 
06 5.58 1.42 1.17 10.58 1.26 1.66 
07 7.28 1.21 1.16 6.40 1.65 1.35 
08 9.99 1.17 1.26 5.68 2.61 1.28 
       









       
 
 
Table 6.5:     ,       and     for wave-current interaction over a marble-
covered bed; T=1.6s (WCUB05); Stn. 01 is omitted due to incomplete profile 
measurement 












       
02 12.38 1.23 1.15 8.24 2.78 1.39 
03 10.54 1.44 1.06 13.34 2.11 1.77 
04 2.19 1.93 0.99 15.76 0.30 2.59 
05 4.59 1.56 1.13 13.08 0.83 1.96 
06 7.18 1.51 1.30 13.78 1.63 1.88 
07 2.78 1.77 0.92 14.28 0.36 2.34 
08 4.28 1.39 1.04 9.22 0.70 1.64 
09 7.28 1.35 1.31 10.00 1.70 1.59 
       
















6.2.2 Near-orthogonal (60° and 120°) wave-current interaction 
 
When waves are superimposed on the nominal 60° and 120° current flows, 
both mean velocity profiles exhibit a logarithmic trend  in the near-bottom (lowest 
8cm) region (Figure 6-14). Clearly, the current velocity magnitude is reduced by the 
presence of waves in the lower 10cm of the water column. The velocity magnitude 
decreases substantially for the 60° current near the water surface, while it remains 
virtually the same for the 120° current. Overall, the discharge that flows through the 
near-uniform flow region is clearly smaller during combined wave-current 
experiments and is likely to be caused by an increase in the lateral spreading of the 
current when waves are present. The u-component velocity profiles are shown in 
Figure 6-15. For the case of 60° wave-current interaction, the u-component flow 
decreases in the near-surface region, whereas the contrary is true for the 120° case. 
This trend is qualitatively similar to the smooth bed experiment, and therefore 
suggests that when a near-orthogonal current flow is resolved into the direction of the 
wave propagation, the near-surface flow characteristics are similar to co-directional 
wave-current flows (Klopman, 1994), regardless of whether the bed is hydraulically 
smooth or rough.  
 
As mentioned in Section 6.1.3, the u-net velocity is obtained by substracting 
the current-alone‘s u-component flow from the combined wave-current‘s u-
component flow (Figure 6-16). It is interesting to note that the u-net profiles for both 
angle cases appear to show larger deviation from the smooth bed profiles illustrated 
in Figure 6-10a, and at the same time exhibit better agreement with Figure 6-10b 
(which is for rough bed). It would therefore be useful to check if further increase in 
the bottom roughness would lead to a better agreement with Figure 6-10b, and this 
will be discussed in the subsequent chapter involving movable bed experiments (note 
that for the case of fixed artificial rippled bed, only orthogonal wave-current 
experiment has been performed).  
 
The average    ,     and       values for the 60° and 120° cases are shown 
in Table 6.6. The       is computed with the same procedures described in the 
previous section. For completeness, the 90° results are also presented in the same 
table. When the angles between waves and currents vary from 90°, the apparent 
roughness should intuitively be larger since the wave-induced turbulence is more 
aligned with the current flow direction. However, the experimental results are 
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different from what is anticipated, with the 60° wave-current interaction yielding the 
smallest     (=3.6cm) among the three angle cases. When the bottom roughness is 
resolved with the GM model,       is only 0.5cm for the 60° case, which is a factor 
of 2 to 3 smaller than the value obtained for the 90° case. On the other hand,       for 
the 120° case is larger than the 90° case (though only marginally for the case of 
WCUB02).  
 
The above observation is, once again, explainable if the contamination of the 
wave-induced mass transport flow on the log-profile analysis is taken into 
consideration. A conceptual model of the contamination of the 60° current by the 
wave-induced mass transport flow is presented in Figure 6-17. First, a perfect log 
velocity profile with    = 1.25cm and     = 0.8cm/s is shown in Figure 6-17a, while 
the component of the wave-induced mass transport (here taken as the projection of 
the mass transport current obtained experimentally for orthogonal wave-current 
flows, i.e., similar to that shown in Figure 6-13) in the direction of the external 
current is shown in Figure 6-17b. Combining these two currents produces the velocity 
profile shown in Figure 6-17c, and results in a decrease in the roughness inferred 
from log-profile analysis relative to the roughness obtained from the perfect external 
current profile. In this example,       decreases by about 20%.  One would expect 
that similar considerations of current profile contamination by wave-induced mass 
transport would lead to an overestimate of the bottom roughness for the 120° case, 
which is found to be true in the present experiment (Table 6.6). This conjecture is 
also supported by the observations made by van Rijn & Havinga (1995) (Figure 6-
18), where the 60° case appears to have a larger near-bed velocity and smaller bottom 

















Figure 6-14: Velocity magnitude profiles for current-alone and combined wave-
current flows at interaction angles of (a) 60° (WCUB01) (b) 120° (WCUB03). 
Wave period is 1.4s. Number of measurement stations used for mean calculation 





























Figure 6-15: u-component velocity profile for current-alone and combined wave-
current flows at interaction angles of (a) 60° (WCUB01) (b) 120° (WCUB03). 
Wave period is 1.4s. Number of measurement stations used for mean calculation 








































Figure 6-16: u-net velocity profiles for combined wave-current flows at 
interaction angles of (a) 60° (WCUB01) and (b) 120° (WCUB03). Also shown are 







































Figure 6-17: (a) An example of a „perfect‟ log-profile for an external current at 
60° with the direction of the wave propagation (b) wave-induced mass transport 
(here taken as the projection of the mass transport current obtained for 
orthogonal wave-current flows, i.e. similar to that shown in Figure 6-13) 
projected onto the direction of the external current (c) Comparison of the log-


























































































































Figure 6-18: Near-orthogonal wave-current flows (adapted from van Rijn & 
Havinga, 1995). The symbol “v” here denotes the nominal current direction for 

























6.3 Fixed artificial rippled bed 
 
6.3.1 Ripples parallel to the nominal current: 90° wave-current interaction 
  
When 1.5s waves are superimposed orthogonally on a current, the turbulence 
near the bed is significantly enhanced due to flow separation over the artificial 
ripples. A velocity distribution resembling a two-layer log profile can be clearly 
observed in Figure 6-19, which indicates a much larger (apparent) roughness for the 
mean flow. The results of log-profile analysis are shown in Table 6.7, with average 
    = 12.7cm (error factor of 1.1) and    =1.31cm/s (± 4.8%). When the GM model 
is used to resolve for the bottom roughness,       of almost 4.7cm (≈3.1 ) is 
obtained, with an error factor of 1.2. This value is two orders of magnitude larger than 
the current-alone case, where     ≈ 0.02cm (Table 3.5b). On the other hand, it is 
considerably smaller than the case where ripples are aligned perpendicular to the 
nominal current flow, in which    is observed to be about 20cm or 13   (MM1; 
Negara (2009)). Since the bottom configuration remains stationary throughout the 
experiment, the large increase in the bottom roughness is certainly unrelated to any 
modification of the bed forms by combined wave-current flows, as suggested by 
Madsen et al. (2008) for their movable bed experiments. The flow is also resolved 
into the component parallel to the ripple axis (  ) and analyzed with the log-profile 
analysis and the GM model. It is shown that         = 4.3cm (error factor of 1.6) is 
nearly the same as      , which agrees with the conclusion obtained with current-
alone flows (Section 3.5.1) that the bottom roughness along the ripple axis is 
enhanced by the flow separation that occurs along the direction of the resultant mean 
flow. The flow component perpendicular to the ripple axis,   , is not discussed here 
since the presence of wave-induced mass transport flow of about the same magnitude 
(≈2cm/s) and propagating in almost the same direction as    is likely to contaminate 
the log-profile analysis.   
 
The dramatic increase in the bottom roughness when waves are present may 
be attributed to two factors. First, veering of the mean flow is expected to occur due 
to the presence of wave-induced mass transport flow. The angle of wave-current 
mean flow over artificial ripples is shown in Figure 6-20, and the trend is similar to 
the marble-covered bed experiments, i.e., an increase of approximately 10-15° from 
the current-alone case. It is interesting to note that even for the case of combined 
wave-current flow, the near-bottom mean flow shows a tendency to align its direction 
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with the ripple axis. The mean flow in the remaining part of the water column is, 
however, not parallel to the ripple axis due to the superposition of the mass transport 
flow. Hence, the assumption of an ‗equivalent‘ smooth bed, such as for current-alone 
over parallel ripples, is invalid in the present case. Based on experimental results and 
a drag force model, Barrantes & Madsen (2000) showed that the bottom roughness is 
a function of the angle between ripple axis and nominal current direction. A larger 
angle of intersection would induce a greater resistance to the current which translates 
into a larger bottom roughness. In this study, the current-alone roughness over 
artificial ripples aligned at 10° with the mean flow direction has been measured and 
found to be 2.8cm (see Table 3.6). The large increase observed in the present wave-
current experiment (from 0.02cm to 4.7cm) can therefore be partly explained by the 
larger angle of intersection between the mean flow and the ripple axis.  
 
A second reason is associated with the use of a single bottom roughness in 
the GM model. It has been shown that a single roughness length scale can be adopted 
for flows over uniform 3D roughness, but not over a bed covered with fixed artificial 
2D ripples. When waves and currents are at near-orthogonal orientations, their 
respective bottom roughness could vary by at least an order of magnitude, since the 
direction of wave propagation will be near-perpendicular and the current direction 
will be near-parallel to the ripple axis. The single roughness obtained from the 
iterative procedures of the GM model (in order to match the predicted     with the 
experimental    ) could therefore result in a        that is larger than the current-
alone roughness yet smaller than the wave roughness. Evidence in support of this 
argument is reflected in the relatively large thickness of the ‗wave-influenced layer‘ 
within the combined wave-current mean flow (Figure 6-19), which is taken as the 
elevation above which the log-profile is influenced only by the current turbulence.  
Based on Figure 6-19, this elevation is approximately 6cm. A theoretical estimate of 
this elevation can be made with the following expression (Humbyrd, 2012): 
 
   
  
 
                                                               
 
where    = max[         and          . The parameter    is the wave boundary 
layer thickness computed according to Madsen & Salles (1998), which is detailed in 
APPENDIX F. It is found that    is only 1.5cm if the bottom roughness is assumed to 
be 4.7cm (which is the value obtained in the present GM model analysis). On the 
other hand, if a bottom roughness of 20cm is used, i.e., based on the roughness value 
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obtained from previous wave-alone experiments over perpendicularly-aligned 
artificial ripples, the value of    could increase by almost a factor of 4 and will be in 
much better agreement with the experimental observation. Hence, this supports the 
conclusion that the use of a single roughness length scale in the GM model may result 
in an under-prediction of the wave roughness and an over-prediction of the current 
roughness, if the bed is covered with 2-dimensional ripples aligned parallel to the 
current direction. 
 
 The u-component velocity profile is shown in Figure 6-21. The artificial 
ripples are expected to induce a much larger resistance on the wave-induced mass 
transport flow compared to the marble-covered bed, based on their respective 
experimental current-alone   , i.e.,  about 20cm and 3cm for currents over 
perpendicularly-aligned artificial ripples and marble-covered bed. It is therefore 
reasonable to anticipate a larger boundary layer development within the mass 
transport flow for the rippled bed configuration (≈12cm from Figure 6-21). Based on 
(3.13b),     is approximately 12.1cm (using    = 20cm) and 15.4cm (using     = 
90cm) at a distance of 1.25m from the down-wave edge of the current channel, which 
agrees relatively well with the observation (note that the values of    and     are 
obtained from the experimental results of MM1, which involve collinear wave-
current interaction over perpendicularly-aligned ripples). Furthermore, unlike the 
smooth and marble-covered bed experiments, there is a much stronger flow reduction 
for the present case when the u-component flow approaches the water surface from 
















Table 6.7:     ,     and       for fixed artificial ripples aligned with the nominal 
current (WCRB01). Measurement points with (without) blue shading are above 
ripple crests (troughs); Stn. 14 is omitted due to incomplete profile measurement 












01 16.02 1.37 1.53 12.11 7.14 1.57 
02(r) 1.05 7.80 0.64 39.21 0.103 4.31 
03 13.87 1.49 1.32 15.09 5.32 1.80 
04(r) 2.69 2.64 0.74 23.54 0.370 2.04 
05 8.08 1.68 1.19 16.28 2.66 2.11 
06 5.98 2.18 0.95 21.78 1.49 3.11 
07 10.54 1.50 1.20 13.85 3.56 1.80 
08(r) 1.74 6.68 0.73 40.22 0.223 3.90 
09 18.25 1.30 1.58 10.74 8.51 1.46 
10 5.68 1.64 0.94 14.26 1.38 2.06 
11 16.65 1.61 1.41 19.17 6.91 2.04 
12 6.83 2.98 1.09 29.91 2.01 4.83 
13 9.45 1.87 1.24 20.23 3.29 2.47 
15 14.00 1.76 1.35 20.95 5.49 2.31 
16 10.27 1.80 1.26 19.76 3.67 2.34 
17 19.58 1.25 1.56 9.32 9.09 1.38 
18 6.54 2.64 0.99 26.47 1.71 4.12 
19 18.78 1.40 1.48 14.51 8.26 1.66 
20 11.93 1.82 1.33 21.18 4.55 2.40 
21 7.87 1.61 1.13 14.76 2.42 1.98 
22 7.69 1.77 1.09 17.48 2.27 2.29 
23 12.49 1.58 1.29 16.60 4.63 1.96 
24 12.63 1.59 1.34 17.05 4.89 1.97 
25 16.71 1.31 1.42 10.58 7.02 1.48 
26 6.42 2.23 1.01 22.75 1.73 3.19 
27 21.82 1.30 1.58 12.33 10.32 1.49 
28 14.66 1.41 1.50 13.72 6.39 1.66 
29 10.24 1.59 1.19 15.81 3.43 1.98 
30 9.73 1.71 1.19 17.68 3.24 2.19 
31 15.91 1.50 1.38 16.18 6.46 1.83 
32 18.70 1.30 1.65 11.50 9.05 1.47 
33 21.72 1.30 1.56 11.60 10.16 1.48 
34 15.75 1.42 1.38 14.07 6.38 1.69 
35 21.61 1.52 1.48 18.79 9.65 1.89 
36 16.41 1.56 1.50 18.17 7.20 1.93 
37 13.68 1.27 1.30 9.12 5.17 1.43 
38 8.34 1.12 1.11 3.83 2.54 1.18 
39 14.87 1.51 1.21 15.99 5.29 1.86 
40 15.76 1.31 1.42 10.99 6.55 1.49 
41 23.45 1.21 1.53 8.74 10.89 1.33 
42 15.83 1.24 1.41 8.91 6.57 1.38 
43 11.65 1.88 1.00 21.62 3.31 2.61 
44 18.55 1.21 1.42 8.41 7.83 1.33 
       












Figure 6-19: Velocity magnitude profiles for current-alone (CARB01) and 
combined wave-current flows (WCRB01). Number of measurement stations 
used for mean calculation is around 40, and the error bars represent 95% 




Figure 6-20: Angle of mean flow for current-alone (CARB01) and combined 
wave-current flows (WCRB01). Number of measurement stations used for mean 
calculation is around 40, and the error bars represent 95% Confidence Interval 





























Figure 6-21: u-component velocity profiles for current-alone (CARB01), wave-
alone (WARB01) and combined wave-current flows (WCRB01). Number of 
measurement stations used for mean calculation is 12 (wave-alone) and around 
40 (current-alone and combined wave-current flows), and the error bars 
represent 95% Confidence Interval for the mean. Red dashed line denotes the 
Stokes return current flow (≈1.7cm/s), while the orange band shows the 
estimated boundary layer thickness of the mass transport current at a distance 
of 1.25m from the down-wave edge of the current channel (≈12 - 15cm) 
 
 
6.3.2 Ripples at 10° to the nominal current: 90° wave-current interaction 
 
 For the case where ripples are aligned at 10° to the nominal current direction, 
a ―two-layer‖ log profile similar to that in the previous section can be observed during 
wave-current interaction (Figure 6-22). All nine measurement stations within the 
near-uniform flow region are accepted by the MAD scheme and the results are 
presented in Table 6.8. Based on the log profile analysis,     = 13.2cm (error factor 
of 1.4) and    = 1.06cm/s (±13.7%). When the GM model is used to resolve for the 
bottom roughness,      =2.9cm or 1.9 , with an error factor of 1.7. This experiment 
is performed with the assumption that the mean flow would be aligned with the ripple 
axis when the wave-induced mass transport flow is superimposed on the nominal 
current. The bottom roughness in this scenario should then be equivalent to a smooth 


















Figure 6-23. Though the combined wave-current mean flow is aligned with the ripple 
axis as it approaches the bed, the flow direction is generally at 100° to 110° along the 
water column, and therefore should result in a bottom roughness that is larger than 
smooth turbulent roughness. It is worth noting that       of 1.9  is still smaller than 
the value obtained in WCRB01 (Section 6.3.1), in which       is found to be 3.1 . 
This suggests that when the ripples are aligned to coincide with the direction of the 
wave-current mean flow, it may indeed reduce the bottom roughness experienced by 
the mean flow, but not as much as anticipated. As in the previous section, the flow 
component parallel to the ripple axis is analyzed with the GM model, and         is 
approximately 3.1cm (error factor of 1.6) which is in close agreement with      . 
 
 The u-component velocity profiles are shown in Figure 6-24. The flow 
changes from a near-linear mass transport distribution with an offshore-directed near-
bottom streaming current into a near-uniform distribution. The u-component velocity 
for the current-alone is approximately zero along the water column, except close to 
the ripple crest where a net flow is driven towards the negative x-direction by the 
bedform-induced drag force. In a somewhat similar trend to the combined wave-
current flow over ripples aligned with the nominal current (WCRB01 case; Figure 6-
21), the mass transport flow shows a reduction above z=10cm. The decrease is, 
however, weaker compared to WCRB01, suggesting that the bottom roughness has 
some potential influences on the near-surface mass transport current. 
  
While the aforementioned experimental studies provide valuable insights into 
the characteristics of orthogonal and near-orthogonal combined wave-current flows, 
the findings are strictly limited to a bed which remains stationary regardless of the 
overlying flow conditions. In reality, the bed configuration (and therefore the bottom 
roughness) is a function of the flow conditions, especially when the flow is 
sufficiently strong to initiate sediment motion. In order to investigate the validity of 
the present findings over physically realistic bed configurations, further experimental 






Figure 6-22: Velocity magnitude profile for current-alone (CARB02) and 
combined wave-current flows (WCRB02). Number of measurement stations 
used for mean calculation is 8-9, and the error bars represent 95% Confidence 
Interval for the mean 
 
 
Figure 6-23: Angle of mean flow for current-alone (CARB02) and combined 
wave-current flows (WCRB02). Number of measurement stations used for mean 































Figure 6-24: u-component velocity profile for current-alone (CARB02), wave-
alone (WARB02) and combined wave-current flows (WCRB02). Number of 
measurement stations used for mean calculation is from 6 to 9, and the error 
bars represent 95% Confidence Interval for the mean. Red dashed line denotes 
the Stokes return current flow (≈ 1.8cm/s) 
  
 
Table 6.8:     ,     and       for fixed artificial ripples aligned at 10° with the 
mean flow (WCRB02) 












       
01 18.77 1.48 1.14 16.37 4.80 1.89 
02 9.20 2.04 0.87 22.17 1.53 3.12 
03 11.35 1.56 0.95 15.43 2.17 2.02 
04 8.58 1.84 1.00 19.03 1.67 2.58 
05 12.62 1.29 1.01 9.26 2.65 1.49 
06 14.37 1.68 1.12 19.33 3.45 2.27 
07 7.92 2.65 0.80 27.71 1.15 4.83 
08 26.87 1.37 1.38 15.27 8.81 1.66 
09 19.21 1.55 1.28 18.60 5.54 2.02 
       





























CHAPTER 7: EXPERIMENTS ON WAVE-CURRENT 
INTERACTION – MOVABLE BED ROUGHNESS 
 
 
For wave-dominated conditions in coastal waters, the seabed is 
predominantly covered with wave-induced bed features such as vortex ripples. The 
alignment of these ripples is usually near-perpendicular to the direction of wave 
propagation and near-parallel to the shore-parallel currents (Ranasoma & Sleath, 
1994). The presence of currents may, however, cause the wave-induced ripples to 
deviate from their usual 2-dimensional structure and exhibit a more 3-dimensional 
configuration, with the amount of irregularities depending on the relative strength of 
the currents and the waves (Andersen & Faraci, 2003). The first section of this 
chapter covers the analysis of the wave-current-formed ripples generated using 
periodic and random waves over a movable sand bed with    =0.14mm. The FFT 
analysis shows that the ripple height and length are generally smaller than the wave-
formed ripples, and visual observation as well as bed profiling indicate the presence 
of secondary ripples aligned nearly perpendicular to the nominal current flow. In 
terms of the combined wave-current flow kinematics, the trends are qualitatively 
similar to those obtained in other fixed rough bed experiments (see Chapter 6), 
notably a decrease in the near-bottom mean velocity and a corresponding increase in 
the (apparent) roughness due to the presence of waves. The bottom roughness over 
which the waves and currents interact is further confirmed with current-alone 
measurements after the completion of the combined wave-current experiments 
(covered in Section 3.6), which serves as an evaluation of the GM model‘s accuracy 
in resolving near-orthogonal wave-current flows over a movable bed. 
 
 
7.1 Wave-current-formed ripples 
 
Current flows with theoretical depth-averaged velocities      11.5-13.0cm/s 
are superimposed on both periodic and random waves over initially wave-formed 
ripples. A discussion of the wave properties and the geometries of wave-formed 
ripples has been covered in Chapter 5. The ratio of          is approximately 0.7 for 
the present study. Ripples formed by wave-current flows of this strength ratio have 
been shown by Andersen & Faraci (2003) to be rather irregular and are characterised 
by numerous small segments instead of being long-crested. As can be seen in Figure 
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7-1a, the ripple pattern has a ―serpentine-like‖ configuration upon superposition of a 
near-orthogonal current. This differs, at least in a local sense, from ripples formed by 
wave-alone which are relatively 2-dimensional (see, e.g, Figure 5-9). The substantial 
difference between these two types of ripples can also be noticed from a photo taken 
close to the boundary of the current channel after a near-orthogonal wave-current 
experiment (Figure 7-1b). In this photo, there is a clear distinction between ripples 
formed within and outside of the 120° current channel, which highlights the 
pronounced change in bed forms due to the combined action of waves and current.  
 
An example plot of the ripple wave-number spectrum (90° periodic case), 
obtained with the FFT analysis, is shown in Figure 7-2. In addition to the standard 
current discharge of 100l/s, a limited set of experiments involving weaker depth-
averaged current velocities have also been performed in the 90° current channel to 
further elucidate the influence of currents on the ripple configuration. Two additional 
current discharges are investigated, Q=25l/s and 50l/s, which correspond to 
theoretical      of 2.9cm/s and 5.7cm/s, respectively. For clarity, these additional cases 
are presented in a separate plot (Figure 7-3). Similar periodic wave conditions 
(T=1.4s,         cm/s) are used, and the theoretical          are 0.19 (Q= 25l/s) 
and 0.37 (Q=50l/s). Note that for the standard current discharge of 100l/s,           is 
approximately 0.73. 
 
The spectrum of a wave-induced bed profile is characterised by a sharp peak 
around 0.02mm
-1
 (λ ≈ 50mm), while the introduction of orthogonal wave-current 
flows tends to reduce the peak and increase the spread of the spectrum (Figure 7-2). 
This trend becomes increasingly significant as          rises from 0.19 to 0.73 
(Figure 7-3). Apart from that, there is also a shift in the centroid of the spectrum 
towards a larger wave-number as the current strength is increased, which indicates a 
reduction in the average ripple length compared to wave-formed ripples. Such 
changes can also be observed visually, i.e., in the form of increasing irregularities in 







Figure 7-1: (a) A close up view of the wave-current-formed ripples (b) Ripples 
inside and outside the 120° current channel after random wave-current 
interaction. Blue arrow denotes the direction of wave propagation, while green 








Figure 7-2: Comparison of the ripple wave-number spectrum for initial flat bed, 




Figure 7-3: Comparison of the ripple wave-number spectrum with additional 
periodic wave-current experiments involving smaller current discharges, i.e., 



































































Figure 7-4: Photos of bed profiles within the 90° current channel after periodic 
wave-current interaction - with smaller current discharges compared to the 














The estimated ripple height,   and length,   for wave-current-formed ripples, 
obtained using the analysis described in Section 5.2.2, are presented in Table 7.1. The 
variability of the ripple dimensions appears insignificant for all three angle cases in 
the random wave-current experiments. The spatially-averaged random wave-current-
formed ripples ( =5.4mm and  =42.6mm) are smaller than the random wave-formed 
ripples ( =7.3mm and  =54mm; Table 5.2) by nearly 20%. For the periodic wave-
current experiments, a greater variability can be observed among the angle cases, in 
particular the 120° case. While the average size of the 60° and 90° wave-current-
formed ripples ( =6.9mm and  =49.5mm) is marginally smaller than the wave-
formed ripples ( =7.3mm and  =51.1mm; Table 5.2), the ripples formed by the 120° 
wave-current flow ( =9.0mm and  =55.1mm) are notably larger compared to those 
formed by wave-alone. For bed profiles induced by 90° periodic wave-current 
interaction involving smaller current discharges (Q=25l/s and 50l/s), the ripple 
dimensions are tabulated in Table 7.2. The ripple height generally decreases with 
increasing discharge, except for Q=25l/s where a very slight increase (0.1mm) from 
wave-alone case is obtained, which could possibly be due to the influence of 
instruments‘ noise on the FFT analysis. 
 
The ripple wave-number spectra for all periodic wave-current cases are 
presented in Figure 7-5 to provide some insights into the unusually large ripple 
dimensions predicted for the 120° periodic wave-current case. It can clearly be seen 
that there is a greater amount of spectral energy within the lower wave-number region 
of the 120° case, as compared to the 60° and 90° cases. While the exact reason for 
this observation is unknown, it could potentially be due to sediment deposition at 
certain parts of the current channel, which results in drastic changes in sand bed level 
across the channel width and severely affects the wave conditions and bed features 
within the channel. Photos depicting the significant changes in the sand bed level 
after periodic wave-current interaction are presented in Figure 7-6. From the bed 
profiling record (Figure 7-7), the bed elevation can change by as much as 6cm across 
a distance of 1m within the current channel, while such change is not obvious for the 
case of random wave-current interaction. This suggests that when     of the periodic 
waves is nearly identical to         of random waves, the sediment transport rate due 
to near-orthogonal periodic wave-current interaction is considerably larger than in the 
random wave case. Note that when currents are absent, the bedforms generated by 
both periodic and random waves have been shown to be similar in geometries 
(Section 5.2)  
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Interestingly, the massive deposition of sediment observed in Figure 7-6 is on 
the right side (down-wave section) of the current channel for the 120° wave-current 
flows, and left side (up-wave section) for the 60° wave-current flows. Based on 
earlier observations that there is a tendency for the near-bottom flow to align with the 
predominant ripple axis (Section 3.5), the present observation further underlines the 
significant implication of the near-bottom current on sediment transport, which is not 
taken into consideration by existing sediment transport models that assume the 
direction of transport to be the same as the free-stream current direction. 
 
 
Table 7.1: Ripple dimensions from FFT Analysis of the wave-current-formed 
bed profiles 
Random wave-
current angle (deg) 
Ripple height,   (mm) Ripple length,   (mm) 
60 5.4 42.9 
90 5.4 40.3 
120 5.5 44.6 
Periodic wave-
current angle (deg) 
Ripple height,   (mm) Ripple length,   (mm) 
60 6.8 50.8 
90 6.9 48.1 




Table 7.2: Variation in ripple dimensions with respect to current discharges; for 
periodic wave-current-formed bed profiles in the 90° current channel 
Current discharge (l/s) Ripple height,   (mm) Ripple length,   (mm) 
0 (wave-alone) 7.9 52.1 
25 8.0 53.8 
50 7.3 50.7 






Figure 7-5: Ripple wave-number spectra obtained after periodic wave-current 
interaction. 60° case: red dashed line; 90° case: blue dash-dotted line; 120° case: 























































Figure 7-6: Photos showing the deposition of sand on the (a) down-wave side of 
the 120° current channel (b) up-wave side of the 60° current channel. Blue full 
arrow denotes the direction of the wave propagation, green full arrow denotes 
the direction of the nominal current, and green dashed arrow denotes the 

















Figure 7-7: Bed profiles measured over the 120° current channel after (a) 
periodic (b) random wave-current flow experiments. The area bounded by the 



















































7.2 Formation of secondary ripples along the direction of the nominal current 
 
The ripples in the wave-current basin are formed primarily by the wave 
orbital motion, with ripple crests aligned closely with the y-axis. However, secondary 
ripples aligned nearly perpendicular to the current flow direction can also be observed 
after the combined wave-current experiments (Figure 7-8), and they appear generally 
longer than the primary wave-formed ripples from the bed profiling record (Figure 7-
9). For the orthogonal random wave-current experiment, the bed profiles are Fourier-
analyzed and the ripple wave-number spectrum for the secondary ripples is plotted 
together with that of the primary ripples (Figure 7-10). As can be seen, the spectrum 
for the secondary ripples is clearly shifted to the left of the primary ripples. By 
neglecting the region potentially influenced by the gradual undulation of the bed (i.e., 
    <0.0075 mm-1), the ripple geometry is estimated from 0.0075 <     < 
0.0175mm
-1
 using the same analysis as described in Section 5.2.2. It is found that   = 
4.7mm and    = 83.2mm, and while the secondary ripple height is only about 15% 
smaller than the primary ripples, its length is nearly twice of that obtained for the 
primary ripples. 
 
While previous studies have often discussed about the 3-dimensionality of 
bedforms upon wave-current interaction, there is virtually no mention of the presence 
of secondary ripples along the current direction. The possibility of these bed features 
being created by cross waves is remote, since the secondary ripples are completely 
absent outside the current channel. Furthermore, the cross wave orbital motion is 
negligibly small compared to the primary wave motion (Figure 4-2), and is therefore 
unlikely to play a significant role in the development of ripples in the present case.  
 
A possible explanation is that the presence of waves in the wave-current 
basin helps to bring sediments into motion/suspension, which then enables the 
external current flow to induce bedforms along its flow direction (similar to an open 
channel flow where a current is sufficiently strong to initiate sediment motion). In 
fact, the observed secondary ripple length (≈8cm = 600   ) is considerably larger 
than the primary wave-induced ripple length (≈4cm) and is of the same order as the 
length of current-generated bedforms (≈1000   ) (van Rijn, 1993).  Hence, this 
partly supports the argument that the secondary ripples are potentially a form of 
current-generated bed features, which appear as a result of wave-current interaction 
that brings sediments into motion and suspension. 
217 
 
An implication of the presence of secondary ripples is that a greater bottom 
resistance might be induced on the current flow, since the ripple crest is aligned 
perpendicularly to the mean flow direction. This is in fact a plausible reason for the 
70% increase in the bottom roughness obtained for current-alone over wave-current-































Figure 7-8: Secondary ripples observed along the direction of the nominal 
current for (a) 90° current channel (b) 60° current channel. Blue arrow denotes 
the direction of the wave propagation, while green arrow denotes the direction of 






Figure 7-9: Bed profile along the direction of the nominal current (blue solid 
line) for the 90° random wave-current experiment. A comparison is made with 
the bed profile along the direction of the wave propagation (inset: red line), 
which is plotted using the same horizontal and vertical scales as the bed profile 
denoted by the blue solid line.  
 
 
Figure 7-10: Ripple wave-number spectra for profiles in the direction of the 
random wave propagation (red) and in the direction of the orthogonal current 
(blue). The region potentially influenced by spectral energy leakage from the 
lower wave-number components (e.g., due to gradual undulation of the bed) is 
















































7.3 Orthogonal (90°) wave-current interaction 
 
7.3.1 Random wave-current flows  
 
 The experimental observations of random waves interacting with nominal 
current flow at 90° are presented in this section. The characteristics of the current-
alone and random wave-alone flows over a movable bed have been discussed in 
Sections 3.6 and 5.2, respectively, and the present focus is on the mean flow 
kinematics due to orthogonal random wave-current interaction. The velocity 
magnitude and angle of mean flow profiles are shown in Figure 7-11 and Figure 7-12. 
The near-bottom velocity magnitude decreases with the addition of random waves, 
resembling the change that occurs over fixed artificial rippled beds. Since the flow is 
fully rough turbulent, the enhanced resistance induced by the wave boundary layer on 
the external current flow is the primary reason for the reduction of the near-bottom 
mean flow. Further up in the water column, the wave-current mean flow has a slightly 
larger velocity than the current-alone in order to balance the flow deficit near the 
bottom, though the total discharge within the near-uniform flow region is less than the 
current-alone case. Meanwhile, the angle of the mean flow is close to 90° at the bed, 
which agrees with the artificial rippled bed findings that the near-bottom mean flow 
exhibits a tendency to align with the ripple crest axis. Further from the bed, the mean 
flow direction is generally at 91° and 96° along the water column due to 
superposition of wave-induced mass transport flow on the external current. 
 
The experimental apparent roughness    ,  shear velocities      and bottom 
roughness       are presented in Table 7.3. The wave period and near-bottom orbital 
velocity used in the GM model analysis are       and       , respectively 
(Equations (5.1) and (5.2)). The results show that       is approximately 4.0cm (error 
factor of 1.2), which is equivalent to 7.4 times the ripple height (  ≈ 5.4mm). It is 
worth noting that similar over-prediction of       has been observed in previous 
rippled bed experiments when the GM model was used, e.g., by Madsen et al. (2008) 
(      = 4 ).  It was postulated by Madsen et al. that the significant enhancement in 
the bottom roughness was due to an increase in the 3-dimensionality of the bedforms 
created by the combined wave-current flows. Our present study shows that even with 
a notable change in the ripple pattern, i.e., from a largely 2-dimensional bed feature to 
a more 3-dimensional configuration after wave-current interaction, the increase in 
bottom roughness is about 80% for the 90° case (from 0.98cm/1.4  to 1.39cm/2.6 ; 
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see section 3.6). Therefore, the over-prediction of       by a factor of almost 3 (when 
the GM model is used) is unlikely to be associated exclusively with changes in the 
bed configuration.  
 
 It should be noted that the disagreement between       obtained from the 
present analysis (7.4η) and that reported by Madsen et al. (2008) (4η) is mainly due to 
the different versions of the GM model adopted in these studies. Madsen et al. 
estimated the       using the modified GM model proposed by Madsen & Salles 
(1998). The model comprises a scaling factor for the wave boundary layer that is a 
function of       , and it was shown by the authors to accurately predict the 
‗enhancement‘ of the wave boundary layer thickness reported by MM1. In the present 
study, an additional factor (discussed in APPENDIX F) has been multiplied to the 
wave boundary layer equation of Madsen & Salles to obtain the wave-current 
boundary layer thickness,    , which is a matching point between the first log-profile 
located within the wave boundary layer, and the second one outside the wave 
boundary layer and in the current-dominated region. In typical cases, this factor yields 
a value of approximately 1/3. A comparison between the two methods of analysis, 
i.e., one without the factor (adopted by Madsen et al., 2008) and one with the ‗1/3‘ 
factor (present study), shows that the latter analysis usually leads to a       that is 
two times larger than that obtained with the former method. This implies that the 
      found in the present study would be approximately 3.7  if the same method of 
analysis as Madsen et al. (2008) is adopted, which indicates that both studies yield 
almost the same results. Consequently, the present study supports the conclusion 
made by Madsen et al. (2008) that the bottom roughness induced by natural sand 
ripples is virtually independent of the angle of wave-current interaction. Note that 
even if the analysis of Madsen et al. is adopted, the value of       (3.7 ) is still larger 
than the current-alone   , though the amount of over-prediction is lesser in this case. 
 
 From current-alone analysis over random wave-current-formed ripples (Table 
3.15),     is found to be 7.4  and 9.4  for the 60° and 120° cases, respectively, with 
error factors of 1.2 and 1.4. It turns out that these values are in close agreement with 
      obtained in the present analysis (7.4 ), which suggests that the ―correct‖ 
bottom roughness to be used with the GM model to obtain the experimental apparent 
roughness is     (rather than   ). This argument can be further supported by the fact 
that the waves are dominating over the current in the present case of wave-current 
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interaction, and therefore the bottom roughness experienced by the waves (i.e.,    ) 
should be the input bottom roughness for the GM model analysis. 
 
Figure 7-11: Velocity magnitude profile for current-alone (CAMB14) and 90° 
random wave-current flows (WCMB05). Number of measurement stations used 
for mean calculation is 10, and the error bars represent 95% Confidence 
Interval for the mean 
 
 
Figure 7-12: Angle of mean flow profile for current-alone (CAMB14) and 90° 
random wave-current flows (WCMB05). Number of measurement stations used 
for mean calculation is 10, and the error bars represent 95% Confidence 




























Table 7.3:     ,       and     for 90° random wave-current interaction over a 
movable sand bed (WCMB05) 












       
01 7.30 1.37 1.07 10.94 2.82 1.59 
02 11.79 1.23 1.21 8.12 5.34 1.35 
03 9.79 1.32 1.16 10.24 4.18 1.49 
04 8.68 1.69 1.15 18.08 3.66 2.10 
05 7.85 1.14 1.11 4.74 3.18 1.21 
06 10.51 1.17 1.19 5.68 4.64 1.25 
07 9.74 1.30 1.18 9.36 4.24 1.44 
08 10.74 1.37 1.21 11.50 4.81 1.56 
09 10.62 1.14 1.15 5.26 4.55 1.23 
10 8.55 1.23 1.10 7.44 3.45 1.35 
       











The wave-induced mass transport flow during orthogonal random wave-
current interaction is shown in Figure 7-13, and the trend is similar to the artificial 
rippled bed experiments. In particular, the u-component flow is almost uniform over 
the water depth when a current is present, compared to the near-linear profile for 
wave-alone. The boundary layer thickness,     within the mass transport flow is 
predicted with equation (3.13b) using       of 4cm and     of 9.5cm (from Table 
7.3), and is found to be around 9cm to 11cm which is in fair agreement with the 





Figure 7-13: u-component velocity profile for current-alone (CAMB14), random 
wave-alone (WAMB05) and 90° random wave-current flows (WCMB05). 
Number of measurement stations used for mean calculation is from 6-10, and the 
error bars represent 95% Confidence Interval for the mean. The orange band 
shows the estimated boundary layer thickness of the mass transport current at a 










































7.3.2 Periodic wave-current flows 
 
For the periodic wave-current experiments, waves of period 1.4s and near-
bottom velocity of approximately 15cm/s are present simultaneously with a current 
having a depth-averaged velocity of 11.5cm/s.  The velocity magnitude and angle of 
mean flow profiles are shown in Figure 7-14 and Figure 7-15, respectively. The 
trends are generally similar to the orthogonal random wave-current interaction, i.e., a 
decrease in the velocity magnitude in the near-bottom region and an increase of the 
mean flow angle over the water depth. There is, however, a notable difference in the 
near-bottom mean flow angle between the present case and other experiments 
involving fixed artificial and natural sand ripples. The mean flow angle over periodic 
wave-current-formed ripples remains at more than 100° close to the bed, while in 
other cases (e.g., the random wave-current mean flow angle shown in Figure 7-12), 
there is a tendency for the mean flow to align itself with the ripple axis near the bed. 
It can, of course, be argued that the general orientation of the ripple axis may be at 
100° with the direction of the wave propagation, a possibility which should not be 
discounted based on the irregularities of the natural sand ripples shown in Chapter 3 
and the present chapter. This argument is partially supported by the relatively large 
confidence interval of the mean flow angle close to the bed, pointing to a pronounced 
variability in the local ripple axis orientation within the near-uniform current region. 
However, the direction of the current-alone flow over the same ripple configuration 
should provide a reliable estimate of the ripple axis orientation, and it can be 
observed from Figure 7-15 that the orientation is likely to fall in between 85° and 90° 
rather than at 100°.  
 
The u-component velocity profile is shown in Figure 7-16. A notable 
difference between the periodic and random wave-current flows is the greater 
offshore-directed u-component velocity for the former case, which achieves a 
maximum velocity of about 2cm/s compared to the random case (≈1cm/s). This 
difference resembles those in the wave-alone experiments (Figure 5-12). For the case 
of combined wave-current flows, this observation may be attributed to the size of the 
bedforms. As seen in Table 7.1, the ripples formed by periodic wave-current flows 
are, on average, 20% greater in height compared to those induced by random wave-
current flows. According to the theoretical analysis of TM2, the larger bottom 
roughness for the periodic case would enhance the near-bottom wave-induced 
streaming current towards the offshore direction, and this is in qualitative agreement 
with the present observation (Figure 7-16). 
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The results obtained from the log-profile analysis are presented in Table 7.4. 
The bottom roughness,        resolved from the GM model is approximately 
7.46cm/10.9 , with an error factor of 1.3. As noted in Section 7.3.1, the apparently 
large difference between the present results and those of Madsen et al. (2008) is due 
to the application of different versions of the GM model. Consequently,       
obtained with the present analysis should be twice of that obtained by Madsen et al. 
(2008). If the analysis is done according to the GM model applied by Madsen et al. 
(2008), the value of       obtained from the present study would be around 5 , i.e., 
only about 20% larger than the results of Madsen et al (2008). This also highlights an 
important point about resolving the bottom roughness from combined wave-current 
flow experiments, i.e., the results of       are essentially dependent on the theoretical 
wave-current boundary layer model that is used to analyze the experimental data, and 


















Figure 7-14: Velocity magnitude profile for current-alone (CAMB08) and 90° 
periodic wave-current flows (WCMB02). Number of measurement stations used 
for mean calculation is 10, and the error bars represent 95% Confidence 




Figure 7-15: Angle of mean flow profile for current-alone (CAMB08) and 90° 
periodic wave-current flows (WCMB02). Number of measurement stations used 
for mean calculation is 10, and the error bars represent 95% Confidence 




























Figure 7-16: u-component velocity profile for current-alone (CAMB08), periodic 
wave-alone (WAMB02) and 90° periodic wave-current flows (WCMB02). 
Number of measurement stations used for mean calculation is 10, and the error 
bars represent 95% Confidence Interval for the mean. The orange band shows 
the estimated boundary layer thickness of the mass transport current at a 




Table 7.4:     ,       and     for 90° periodic wave-current interaction over a 
movable sand bed (WCMB02) 








       
(cm) 
Error 
 (Factor)  
       
01 31.45 1.12 1.60 6.64 12.75 1.21 
02 20.26 1.21 1.30 8.92 6.41 1.35 
03 23.85 1.23 1.59 10.88 9.36 1.42 
04 18.95 1.32 1.37 12.66 6.24 1.56 
05 13.97 1.21 1.50 7.68 4.88 1.32 
06 19.26 1.19 1.66 7.70 7.67 1.30 
07 22.86 1.30 1.73 13.28 9.64 1.51 
08 24.91 1.23 1.93 10.52 11.67 1.37 
09 16.60 1.28 1.19 10.64 4.65 1.49 
10 17.49 1.21 1.37 9.00 5.71 1.37 
       





±10.38%  1.29 
 

















7.4 Near-orthogonal (60° and 120°) wave-current interaction 
 
7.4.1 Random wave-current flows 
 
For the 60° and 120° random wave-current interaction over a movable bed, 
the velocity magnitude profiles are shown in Figure 7-17, while the angle of mean 
flow profiles are presented in Figure 7-18.  Both cases exhibit a decrease in the near-
bottom velocity and a corresponding increase in the apparent roughness, but the 
decrease in the flow discharge within the near-uniform flow region of the 60° case is 
again more significant than the 120° case.  The increase in the mean flow angle due to 
superposition of random waves is also notably larger for the 60° case compared to the 
120° case, especially in the near-bed region where there is virtually zero increase in 
the flow angle for the latter case. This difference may be explained by the 
superposition of the wave-induced mass transport flow on the ripple-induced turning 
of the near-bottom current. For the 60° case, the near-bottom current would veer 
towards the mean direction of the ripple axis (at 90°) due to the ripple-induced 
turning effect, leading to an increase in the angle of the mean flow. On the other 
hand, the angle of the near-bottom current for the 120° case would be reduced by the 
ripple-induced turning effect. When the offshore-directed mass transport flow is 
present, the total veering of the near-bottom mean flow for the 60° case would be 
enhanced by both the ripple-induced turning effect and the mass transport flow, while 
these two phenomena will tend to offset each other for the 120° case, resulting in a 
large veering of flow for the 60° case and small veering for the 120° case. This 
argument is consistent with the experimental observations shown in Figure 7-18.  
 
The u-component velocity profiles are shown in Figure 7-19. The trend is 
qualitatively similar to the wave-current experiments over fixed beds, i.e., a decrease 
(increase) in the near-surface current for the 60° (120°) wave-current flows. The u-net 
velocity profiles are depicted in Figure 7-20. A conceptual discussion of the u-net 
profiles has been covered in Section 6.1 and illustrated in Figure 6-10. When the bed 
is hydraulically rough, and if the mass transport flow is assumed near-uniform, the u-
net profile should be relatively uniform over depth for the 60° case and exhibits a 
trend closer to near-linear for the 120° case, i.e., opposite to the trends found in the 
smooth bed cases. The agreement between this conceptual model and the present 
experimental results over movable sand ripples is quite encouraging, and further 
research should be conducted along this line to develop a method that is able to 
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quantitatively ―extract‖ the wave-induced mass transport and the external current 
velocity profiles in a near-orthogonal combined wave-current scenario.    
 
The tabulated results for the bottom roughness and shear velocity are 
presented in Table 7.5 and Table 7.6 for the 60° and 120° random wave-current 
interaction, respectively. The average       are 2.8cm/5.2  (error factor of 1.3) for 
the 60° case and 4.9cm/8.9   (error factor of 1.2) for the 120° case. This indicates that 
the bottom roughness resolved from the GM model is increasing with the angle of 
wave-current interaction, i.e., for 60° - 90° - 120° wave-current flows,  the       are 
2.8cm – 4.0cm – 4.9cm (or 5.2  - 7.4  -     ). Clearly, this observation disagrees 
with the GM model, which predicts similar apparent and bottom roughness for the 
60° and 120° wave-current flows when the flow conditions and ripple geometries are 
similar. Previous flume experiments (e.g. Kemp & Simons, 1982, 1983) have also 
concluded that virtually no difference in the near-bottom flow was found for waves 
following and opposing the current. As a matter of fact, the trend in the present 
experiments agrees well with the conceptual model of mass transport contamination 
on the log-profile analysis (presented in Section 6.2), and highlights the necessity for 









Figure 7-17: Velocity magnitude profiles for current-alone and random wave-
current flows at interaction angles of (a) 60° and (b) 120° over a movable sand 
bed. Number of measurement stations used for mean calculation is 8, and the 



























Figure 7-18: Angle of mean flow profiles for current-alone and random wave-
current flows at interaction angles of (a) 60° and (b) 120° over a movable sand 
bed. Number of measurement stations used for mean calculation is 8, and the 



































Figure 7-19: u-component velocity profiles for current-alone and random wave-
current flows at interaction angles of (a) 60° (b) 120° over a movable sand bed. 
Number of measurement stations used for mean calculation is 8, and the error 






































Figure 7-20: u-net velocity profiles for random wave-current flows at interaction 




































Table 7.5:     ,       and     for 60° random wave-current interaction over a 
movable sand bed (WCMB04) 












       
01 4.74 1.19 1.03 5.02 1.70 1.25 
02 7.14 1.25 1.12 7.44 2.90 1.37 
03 7.58 1.25 1.18 7.58 3.23 1.35 
04 7.71 1.23 1.18 6.68 3.31 1.32 
05 6.55 1.17 1.12 4.66 2.63 1.23 
06 6.02 1.25 1.11 7.00 2.37 1.35 
07(r) 12.89 1.19 1.37 6.68 6.62 1.25 
08 8.40 1.23 1.25 6.80 3.81 1.30 
       
       










Table 7.6:     ,       and     for 120° random wave-current interaction over a 
movable sand bed (WCMB06) 












       
01 10.66 1.17 1.21 6.06 4.40 1.25 
02 9.81 1.25 1.23 8.08 4.06 1.37 
03(r) 7.66 1.28 1.13 7.94 2.86 1.39 
04 10.20 1.23 1.29 7.42 4.40 1.32 
05 10.51 1.25 1.35 8.20 4.72 1.37 
06 11.97 1.17 1.34 5.84 5.46 1.25 
07 13.60 1.19 1.46 7.16 6.72 1.28 
08 11.01 1.28 1.40 8.86 5.12 1.39 
       





















7.4.2 Periodic wave-current flows  
 
The velocity magnitude, mean flow angle, u-component and u-net profiles for 
both 60° and 120° are presented in Figure 7-21, Figure 7-22, Figure 7-23 and Figure 
7-24, respectively. Most of the observations for the periodic wave-current 
experiments are qualitatively similar to the random wave-current experiments. For 
instance, the u-component profiles exhibit a decrease in the near-surface flow for the 
60° case and an increase for the 120° case, consistent with the collinear wave-current 
experiments by Klopman (1994) as well as the present random wave-current 
experiments. Nonetheless, the u-net profiles show that, despite relatively similar in 
trend, the periodic waves tend to generate a stronger offshore-directed mass transport 
flow compared to random waves, which can be noticed from Figure 7-20 and Figure 
7-24. 
 
The bottom roughness and shear velocities for periodic wave-current 
interaction at 60° and 120° orientations are shown in Table 7.7 and Table 7.8. The 
      values resolved from the GM model increase from 60° to 120° wave-current 
interaction, which is similar to the random wave-current experiments (Section 7.4.1), 
and is again a clear signature of the mass transport contamination on the log-profile 
analysis. The values obtained for the periodic wave-current experiments are however 
larger than the random wave-current cases, with      = 5.3cm = 7.8  (60° case) and 
12.7cm = 14.1  (120° case), as opposed to 5.2  (60° case) and 8.9  (120° case) 
obtained in the random wave-current experiments. As noted previously (Section 7.1), 
the relatively large       for the periodic cases is possibly a consequence of the larger 
ripple height as well as the massive change of the sand bed level after wave-current 
interaction. As the current flows into a region where there are drastic variations of 
sand bed thickness, sudden flow deceleration (acceleration) may occur which could 
―shift‖ the entire log-profiles to smaller (larger) velocities and result in inaccurate 
predictions of      . It should be noted that even if the ―shift‖ is relatively minor, the 
error in       can still be quite significant due to the high sensitivity of the log-profile 
analysis. Despite this shortcoming, the present observations are still useful in 
providing insights into the overall characteristics of the near-orthogonal wave-current 
flows, as well as highlighting potential areas to explore in future wave-current 
studies. As in the current-alone chapter, a summary table showing       for all the 
wave-current experiments over a movable sand bed is presented at the end of this 





Figure 7-21: Velocity magnitude profiles for current-alone and periodic wave-
current flows at interaction angles of (a) 60° (b) 120°. Number of measurement 
stations used for mean calculation is 8, and the error bars represent 95% 
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Figure 7-22: Angle of mean flow profiles for current-alone and periodic wave-
current flows at interaction angles of (a) 60° (b) 120°. Number of measurement 
stations used for mean calculation is 8, and the error bars represent 95% 



































Figure 7-23: u-component velocity profiles for current-alone and periodic wave-
current flows at interaction angles of (a) 60° (b) 120°. Number of measurement 
stations used for mean calculation is 8, and the error bars represent 95% 




































Figure 7-24: u-net velocity profiles for periodic wave-current flows at interaction 



































Table 7.7:     ,       and     for 60° periodic wave-current interaction over a 
movable sand bed (WCMB01) 












       
01 18.96 1.37 1.65 14.34 7.28 1.61 
02 10.83 1.25 1.23 8.28 2.89 1.42 
03 18.73 1.12 1.54 5.32 6.76 1.19 
04 14.15 1.30 1.23 10.74 3.94 1.51 
05 37.08 1.12 1.77 6.84 16.55 1.21 
06 15.82 1.21 1.22 7.78 4.44 1.35 
07 24.93 1.12 1.52 5.92 9.26 1.21 
08 7.28 1.28 1.09 7.98 1.61 1.46 
       









       
 
 
Table 7.8:     ,       and     for 120° periodic wave-current interaction over a 
movable sand bed (WCMB03) 












       
01 32.28 1.17 1.83 8.24 14.71 1.28 
02 18.55 1.42 1.48 15.76 6.50 1.74 
03 30.92 1.10 1.95 5.30 14.78 1.17 
04 49.33 1.12 2.21 7.92 27.46 1.21 
05 20.14 1.21 1.73 9.20 8.23 1.35 
06 30.94 1.32 1.69 15.16 13.08 1.56 
07 35.79 1.14 2.19 8.76 19.04 1.25 
08 19.96 1.19 1.75 7.88 8.23 1.30 
       





±11.35%  1.50 
 









Table 7.9: A summary of bottom roughness resolved with the GM model for all 





Bottom roughness obtained from the GM 
model analysis 
 
Movable bed: 90° wave-
current interaction 
 
 Random wave-current:       = 4cm = 
7.4  (error factor of 1.2); Current-
alone    = 2.6  
 
 Periodic wave-current:       = 7.5cm 
= 10.9  (error factor of 1.3); Current-
alone    = 2.2  
 
 
Movable bed: 60° wave-
current interaction 
 Random wave-current:       = 2.8cm 
= 5.2  (error factor of 1.3); Current-
alone    = 2.1   
 
 Periodic wave-current:       = 5.3cm 
= 7.8  (error factor of 1.8); Current-
alone    = 6.6  
 
 
Movable bed: 120° wave-
current interaction 
 Random wave-current:       = 4.9cm 
= 8.9  (error factor of 1.2); Current-
alone    = 3.0   
 
 Periodic wave-current:       = 
12.7cm = 14.1  (error factor of 1.5); 
Current-alone    = 2.6  
 
 
*Current-alone    refers to the bottom roughness obtained over a current channel 




CHAPTER 8: SUMMARY, CONCLUSIONS AND 
RECOMMENDATIONS 
 
One of the shoreline processes that are of significant importance to coastal 
sediment transport is the interaction between waves and currents. This interaction is 
responsible for the suspension and transport of sediments in the longshore and cross-
shore directions. Theoretical wave-current boundary layer models have been 
developed over the past four decades to simulate this phenomenon, yet experimental 
validation has been scarce and most of them were conducted with co-directional 
wave-current flows, which is relatively rare in the field. In view of this shortcoming, 
an experimental study has been conducted in the Hydraulic Engineering Laboratory at 
the National University of Singapore. The main objective is to obtain detailed wave-
current flow kinematic data for orthogonal and near-orthogonal orientations. Bottom 
roughness and shear stress can then be deduced from velocity measurements using the 
log-profile analysis, which is then used to validate the theoretical models (e.g., the 
Grant-Madsen (GM) model) for orthogonal and near-orthogonal wave-current 
interaction. In addition, the experimental campaign is also aimed at identifying other 
characteristics of the combined wave-current flows which have seldom been 
considered in previous theoretical works, including the changes to the wave-induced 
mass transport flow by external currents, and the ripple-induced turning of the near-
bottom mean flow. 
 
 
8.1 Experimental setups and methodology 
 
The experiments were conducted primarily in a 3-dimensional wave-current 
basin (33m x 10m x 0.9m). Three inlets (width=2.5m) were constructed and flushed 
with the sidewall to allow recirculating currents to enter the basin (one at a time) at 
angles of 60º, 90º and 120º to the direction of the wave propagation. In the present 
study, the direction following (opposing) the wave propagation is denoted as 0º 
(180°). The currents exited the basin into an underground sump via an adjustable 
tailgate, which allows the water depth in the basin to be controlled (and further 
monitored with a water depth sensor). The flow discharge was constantly checked 
with an electromagnetic flow meter. A wave-maker consisting of 13 individual 
paddles were used for wave generation, and a 1:8 sloping absorber beach made up of 
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coarse gravels was formed at the opposite end of the basin for wave energy 
absorption. Four types of bed configurations are used in this study, i.e., plane concrete 
(smooth) bed, uniform 3D ceramic marbles, fixed 2D artificial ripples and movable 
sand bed, which allows the current-alone, wave-alone and combined wave-current 
flow characteristics over different types of bed setups to be examined. For each bed 
setup and flow condition, detailed velocity measurements were performed using 3-
dimensional Acoustic Doppler Velocimeters (ADVs). Wave gauges were also 
mounted in front of the paddles and on the carriage to monitor the wave heights in the 
basin. 
 
Several preliminary tests were conducted prior to the detailed flow 
measurements, including establishing an appropriate sampling duration for the ADV 
and determining a near-uniform current flow region in each current channel. When a 
sampling duration of 3 minutes is used, the standard deviation of the velocity 
measurement is found to be less than 0.5cm/s (about 5% of the depth-averaged 
current flow). This time interval also ensures that a minimum of 100 wave cycles are 
measured at each station during the presence of waves. The establishment of a near-
uniform flow region is to allow several measurements (usually 7 to 9) to be made and 
minimize the potential errors associated with irregularities of the bed at certain 
locations. In the present setup, the uncertainty relating to the spatial averaging of the 
velocity measurements for current-alone is comparable to the uncertainty of the time-
averaged results (i.e., of the order of 0.5cm/s). 
 
Additional studies involving current-alone and wave-alone were performed in 
two separate facilities: a 12m-long recirculating current flume and a 39m-long single-
paddle wave flume. These experiments are intended for a more precise determination 
of the current-alone and wave-alone bottom roughness over a marble-covered bed, 
which would help to validate the wave-current basin results. The wave-alone 
experiment involves the deduction of the bottom roughness based on the wave energy 
dissipation method, which is an alternative approach to the log-profile analysis 
applied in all the steady current experiments. Wave-induced mass transport flows 
over both smooth and marble-covered beds are also investigated in the wave flume 
over a wide range of wave periods (from 1s to 2.6s), which is not possible to conduct 
in the wave-current basin. 
 
For the log-profile analysis, the upper limit of the log region is taken as 1/3 of 
the boundary layer thickness, while the lower limit is fixed at two times the size (or 
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height) of the roughness elements, or 0.7cm for a plane concrete bed. In addition, an 
appropriate definition of the theoretical bottom level is necessary for a hydraulically 
rough bed.   When the bed is covered with uniform 3D roughness elements, the 
theoretical bed level is fixed at 0.3    below the top surface of the marbles, based on 
the findings of Jackson (1981) and Yuan et al. (2012). For smooth and artificial 
rippled bed experiments, the basin floor surface is generally taken as the theoretical 
bed level. For a movable sand bed, the variation of bed profiles across the current 
channel is more significant than the fixed bed configurations. A sensitivity analysis 
has been performed on a bed covered with wave-generated sand ripples in order to 
estimate the variation in the bottom roughness based on different choices of the 
theoretical bed level. The result shows that the use of the ―local bottom‖ at each 
measurement station as the theoretical bed level is justifiable for the present study, 
since the uncertainty related to the spatial average of the bottom roughness (error 
factor of 1.8) is comparable to the variability of the bottom roughness resolved using 
different choices of the theoretical bed level (error factors of 1.6 to 2.1). 
 
 
8.2 Current-alone flows 
 
 Current-alone flows with a theoretical depth-averaged velocity of 11-13cm/s 
are generated in the wave-current basin over fixed and movable beds. A summary of 
the findings is discussed below: 
 
(a) Bottom roughness    for plane concrete, initial “flat” sand bed and 
artificial ripples aligned with nominal current are found to be equivalent 
to smooth turbulent roughness.  The agreement with smooth turbulent    
is, however, not exact due to imperfection of the concrete floor surface 
(±3mm), sand bed thickness (±5mm) and vertical positioning of ADVs 
(±1mm). In particular, it is difficult to create a perfectly-flat movable sand 
bed across a wide region, which partly explains the relatively large variability 
of    obtained in previous studies (1-10   ). Taking the error factors into 
consideration, the current-alone flow could be classified as smooth turbulent 
over the plane concrete bed, initial ―flat‖ sand bed and artificial ripples 
aligned with the nominal current. A plausible explanation for the smooth 
turbulent roughness obtained over the artificial ripples (   = 0.019cm, with 
an error factor of 1.8) is that no flow separation would occur when the current 
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is propagating along the ripple axis, and therefore only the skin frictional 
resistance is reflected in the bottom roughness. 
 
(b) Direction-dependency of bottom roughness is validated for straight, 
parallel 2D artificial ripples, but shown to be relatively weak for movable 
sand ripples. Bottom roughness    increases from the case of parallel 
alignment (0°) between nominal current and artificial ripples (=0.019cm/0.01 
times the ripple height,  , with error factor of 1.8), to 10° case (2.8cm/1.9 , 
with error factor of 1.3), and then to 90° case by Mathisen & Madsen (1996a) 
(13  . On the other hand, when flows approach sand ripples at angles of 30° 
or less (with 0° denoting current aligned with the ripple axis), the direction-
dependency of bottom roughness is found to be statistically insignificant 
(e.g.,   =2.1-3  with error factors of 1.3 to 1.6 for flow over random wave-
current-formed ripples) . This is essentially due to the large    obtained for 
the 90° case, despite the flow being nearly aligned with the mean ripple axis 
(which should be equivalent to smooth turbulent roughness as shown in the 
artificial rippled bed study). Irregularities in ripple geometries, which is 
common for beds covered with fine sediment, is a possible explanation for 
the similar bottom roughness obtained in the 60°, 90° and 120° current 
channels.  
 
(c) Bedform-induced turning of near-bottom current. The presence of ripples 
causes the near-bottom current to veer and become increasingly aligned with 
the ripple axis, as the flow approaches the bottom from above. This flow 
characteristic is of potential significance to the modeling of coastal sediment 
transport, as wave-formed ripples are seldom aligned with the coastal 
currents. The amount of veering is relatively small for movable bed 
experiments compared to over the artificial rippled beds, which is partly 
caused by the irregularities of sand ripples. Another reason is that the 
measurement locations are not sufficiently close to the crests of the sand 
ripples due to their smaller sizes (  < 8mm) compared to artificial ripples (  
= 15mm). It should be noted that current-alone over artificial ripples exhibits 
a drastic veering in the region below the crest level, and since the lowest 
measurement points over a movable bed are generally at twice the ripple 
height, additional veering of the near-bottom flow towards the mean ripple 
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axis direction can therefore be anticipated when the flow gets closer to the 
bed.  
 
(d) Bottom roughness for flow component resolved perpendicular to the 
artificial ripple axis,     is independent of the nominal flow direction. 
   is found to be 17  in this study, which agrees well with previous flume 
studies where ripples are aligned perpendicular to the nominal current (e.g., 
Mathisen & Madsen, 1996a; Negara, 2009), thus supporting the conclusion of 
Barrantes & Madsen (2000) that a single roughness length scale can be used 
for the flow component perpendicular to the ripple axis, regardless of the 
nominal current direction with the ripple axis.  
 
(e) Bottom roughness for flow component resolved parallel to the artificial 
ripple axis,      is greater than the smooth turbulent roughness. In the 
present study,      = 1.7  is virtually the same as the bottom roughness 
obtained from the nominal current velocity magnitude, i.e., 1.9 . This 
invalidates the conjecture that the current component parallel to the ripple 
axis ‗feels‘ only the skin frictional resistance, and instead suggests that the 
shear stress along this direction could be enhanced by the turbulence 
generated along the nominal current direction due to flow separation. 
 
(f) For beds covered with uniform 3D marbles or near-3D ripples,    can be 
taken as approximately 2.5 times the roughness diameter/height. This is 
supported by the present experiments involving uniform 3D marbles (about 
2.4   ), and ripples formed by random wave-current flows (2.1-3 , error 
factors of 1.3-1.6) which exhibit a rather prominent three-dimensional 
configuration.  
 
(g) Bottom roughness increases after wave-formed ripples are modified by 
the combined wave-current flows. The bottom roughness is influenced by 
the ripple patterns apart from geometries. For current-alone over random 
wave-current-formed ripples,    = 2.1 – 3.0 .   These results are greater than 
the values obtained for flows over random wave-formed ripples by almost 
70%. From visual observation, the wave-formed ripples have a more 2-
dimensional configuration, and these are quantitatively supported by the 60° 
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and 120° current-alone measurements that show a smaller bottom roughness 
along the mean direction of the ripples (y-axis) compared to that over wave-
current-formed ripples. This finding indicates that the bedform pattern is an 
equally important parameter that influences the bottom roughness 
experienced by the mean flow, apart from the size of the bedforms.  
 
(h) Veering of base flow due to current inlet-outlet alignment. The base flows 
in the 60° and 120° current channels (without the presence of bedforms) 
exhibit a gradual change in the mean flow direction over the water depth. 
This flow feature is particularly striking in the movable bed experiments, 
where the direction of the current at the top and bottom of a water column 
could differ by as much as 10°. This phenomenon is likely to be caused by an 
imbalance of forces in the direction perpendicular to the streamlines, i.e., 
between the centripetal force necessary to drive the 60° and 120° currents 
towards the outlet, and the hydrostatic pressure required to achieve a zero 
depth-averaged net flow across the streamlines. Since the centripetal force is 
greater in the upper part of the water column due to larger current velocities, 
whereas the hydrostatic force is constant over the water depth, a resultant net 
flow is driven outward from the center of curvature of the streamlines in the 
upper part of the water column, and towards the center of curvature in the 
lower part of the water column. The present experimental data is in 
qualitative agreement with this conceptual argument. Despite this undesirable 
flow feature, its influence on the log-profile analysis is likely to be minimal 
since the veering is generally less than 5° within the log region. 
 
 
8.3 Wave-alone flows 
 
 After completion of current-alone tests, several wave-alone experiments were 
performed over the same set of bed configurations. The following conclusions can be 
drawn from this set of experiments: 
 
(a) Wave-alone bottom roughness over uniform 3D marbles, based on wave 
energy dissipation, is similar to the current-alone bottom roughness. The 
analysis shows that the wave roughness is approximately 2.7cm/2.2    (with 
an error of ± 0.8cm), which is about 10% smaller than the current-alone 
roughness obtained in the wave-current basin. Since this difference is within 
249 
 
the range of the experimental uncertainty, it can be concluded that a single 
roughness length scale is valid for both waves and currents over 3-
dimensional roughness elements, despite the significantly different natures of 
the flows (steady unidirectional for currents and oscillatory for waves).  
    
(b) The reduction of near-bottom onshore-directed streaming current with 
increasing bottom roughness. Over a plane concrete bed, the wave 
boundary layer is laminar and the near-bottom wave-induced streaming flow 
is onshore-directed, with a velocity that is nearly 40% smaller than the 
theoretical solution proposed by Longuet-Higgins (1953). With an increase in 
the bottom roughness, i.e., by covering the bed with a single layer of uniform 
3D marbles (   =12.5mm), the wave boundary layer is in the fully rough 
turbulent regime. The near-bed streaming flow remains onshore-directed over 
the marble-covered bed, but is found to be weaker compared to the plane 
concrete bed experiment. For the rippled bed experiment, the near-bed 
streaming current is offshore-directed, and hence the overall trend is 
consistent with the theoretical analysis of Trowbridge & Madsen (1984b) 
which was conducted based on a time-varying eddy viscosity model. The 
flume experiments fail to detect any consistent change in the near-bottom 
streaming flow with wave periods, and this is potentially due to the 
contamination from wave reflection which is increasingly severe for longer 
wave periods (e.g., it is found that the reflection coefficient increases from 
3.7% for 1s waves to 13.6% for 2.6s waves). 
 
(c) Ripples generated by random and periodic waves have approximately 
similar geometries, when        of random waves is nearly the same as 
    of periodic waves. In the present study,    =15.5cm/s (periodic waves) 
and        = 14cm/s (random waves). Ripple height,   is approximately 
7.3mm under both wave conditions, while ripple length,   is 54.0mm and 
51.1mm under random and periodic waves, respectively. Comparison is made 
with the existing empirical models and it is found that the expressions given 
by Wikramanayake & Madsen (1990) provide relatively good estimates of 
the ripple height and length (difference of less than 30% with the 
experimental data). This also shows that for cases involving random waves, 
       should be adopted as the ―representative‖ near-bottom orbital velocity 
250 
 
when applying the formulas proposed by Wikramanayake & Madsen (1990) 
to predict wave-induced ripple geometries. 
 
(d)  Wave-induced mass transport flow exhibits a near-linear (offshore-
directed) velocity profile over the water depth. This is shown to be true 
over a smooth bed, marble-covered bed, fixed artificial ripples and movable 
sand ripples, with the trend becoming unclear only for the case with the 
largest roughness (WARB01; ripples aligned perpendicular to the direction of 
wave propagation).  For smooth and marble-covered beds, the near-linear 
profile can also be observed for wave periods ranging from 1s to 2.6s (   
from 0.57 to 2.07). This trend is considerably different from the theoretical 
solution of Longuet-Higgins (1953), in which a reduction of the offshore-
directed mass transport flow is predicted above the mid-depth of the water 
column. However, it is supported by some other experimental measurements 
despite the differences in wave properties and bed configurations (e.g., 
Scandura & Foti, 2011). Since the mass transport flow is found to be in the 
turbulent regime, the results highlight the inadequacy of the laminar theory of 
Longuet-Higgins (1953) and the necessity to develop a new mass transport 
flow theory for turbulent flows based on the availability of new experimental 
data.   
 
(e) Mass transport under random waves is more onshore-directed than that 
under periodic waves, when its significant near-bottom orbital velocity 
matches the near-bottom orbital velocity amplitude of the periodic 
waves. The periodic and random wave-generated sand ripples are found to be 
nearly identical to each other. However, the mass transport flow under 
random waves (JONSWAP spectrum) exhibits a notable ―shift‖ in the mass 
transport profile towards the onshore-direction compared to the periodic 
wave cases, i.e., by almost 1cm/s (70% of the predicted Stokes‘ return 
current). Consequently, the near-bed streaming flow under random waves 
turns out to be in fairly close agreement with the theoretical solution of 
Longuet-Higgins (1953), while in other rough bed cases, the theoretical 






8.4 Modification of wave-induced mass transport flow by currents 
 
Upon establishing a set of baseline data with current-alone and wave-alone 
experiments, both waves and currents were introduced simultaneously in the wave-
current basin. The modifications of wave-induced mass transport flow by orthogonal 
and near-orthogonal turbulent currents are summarized as follows: 
 
(a) Transformation of the near-linear mass transport flow profile during 
wave-alone into a near-uniform distribution during wave-current. A 
clear observation of the changes in the wave-induced mass transport flow 
profile can be made during the orthogonal wave-current experiment, given 
the fact that the nominal current has a zero velocity component in the 
direction of wave propagation. It can be seen that the near-linear velocity 
distribution during wave-alone is drastically transformed into a near-uniform 
distribution over depth when both waves and currents are present 
simultaneously over smooth, marble-covered, artificial rippled, and movable 
sand beds.  This dramatic change may be attributed to an enhancement of 
turbulent mixing within the potential flow region of the waves by the external 
currents. Close to the water surface, the mass transport flow exhibits a more 
significant reduction in velocity when it propagates over rippled beds, while 
it remains nearly uniform over smooth and marble-covered beds. 
 
(b) Development of a bottom boundary layer within the near-uniform wave-
induced mass transport flow. It appears that a boundary layer is developing 
within the near-uniform mass transport flow for all types of bed 
configurations. The observed boundary layer thickness is in favorable 
agreement with the prediction of Schlichting (1960), when it is assumed to 
start developing from the down-wave edge of the current channel, i.e., where 
both the external current and the wave-induced mass transport flow first 
interacts with each other. When superimposed on the external current 
velocity profile, this boundary layer profile of the mass transport flow could 
affect the estimation of the bottom roughness from the log-profile analysis.  
 
(c) Direct observation of the mass transport flow is not possible with the 
presence of current along the wave direction. A conceptual model 
proposed for u-net profiles indicates that the mass transport flow is 
likely to be near-uniform for near-orthogonal wave-current flows. For 
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60° and 120° wave-current interaction, the modifications of mass transport 
flows by external turbulent currents are difficult to quantify since the u-
component velocities of the nominal currents are non-zero. Consequently, the 
velocity profile measured in the wave direction is a combination of (i) 
changes in the u-component velocity of the current due to wave-current 
interaction; (ii) wave-induced mass transport flow in the presence of an 
external current. An analysis is made using the u-net velocity profile, i.e., the 
u-component velocity during combined wave-current flow minus the u-
component velocity during current-alone. By assuming the mass transport 
flow to be near-uniform in the presence of external currents (similar to the 
case of orthogonal wave-current interaction), a conceptual model is proposed 
to predict the characteristics of the u-net profiles. The relatively good 
agreement between the conceptual model and the trends of the measured u-
net profiles suggests that the wave-induced mass transport flow could indeed 
be near-uniform for near-orthogonal wave-current interaction. 
 
 
8.5 Wave-current generated bedforms 
 
 Waves with periods between 1.4s and 1.6s and height of 8cm-10cm were 
superimposed on currents at 60°, 90° and 120° in the wave-current basin. In the 
movable bed experiments, both periodic and random waves were generated, while 
only periodic waves were used in the fixed bed experiments. A summary of findings 
for the generation of bedforms by wave-current flows is presented in this section, 
while the summary and conclusions obtained for flow kinematics and bottom 
roughness are shown in the next section (Section 8.6). 
 
(a) Random wave-current-formed ripples are smaller in size compared to 
wave-formed ripples. Increase in 3-dimensionality of the ripple 
configuration can be observed after wave-current flows. The ripple 
height,   and length,   for the 60°, 90° and 120° random wave-current cases 
are obtained with FFT analysis of the measured bed profiles and found to be 
relatively similar, i.e., with average   = 5.4mm and   = 42.6mm. These 
dimensions are smaller than the random wave-formed ripples (  = 7.3mm and 
  = 54.0mm). In addition, the ripple configuration appears to be more 3-




(b) Periodic wave-current-formed ripples are nearly similar in size with the 
wave-formed ripples, except for the 120° wave-current case where a 
significant increase in ripple height is observed. Increase in 3-
dimensionality of the ripple configuration can be observed after wave-
current flows. In contrast to the random wave-current experiments, the ripple 
geometries obtained from the FFT analysis for the 60° and 90° periodic 
wave-current cases (average   = 6.9mm and   = 49.5mm) do not seem to 
vary much from the wave-formed ripples (  = 7.3mm and   = 51.1mm). 
However, the 120° periodic wave-current case exhibits a large increase in   
(≈9cm), which is likely to be a result of the drastic change in the sand bed 
level due to wave-current interaction (discussed in (d)). As in the random 
wave-current experiments, the ripple configuration appears to be more 3-
dimensional after the bed is formed by the combined wave-current flows. 
 
(c) Presence of secondary ripples along the current direction. Secondary 
ripples aligned perpendicularly to the nominal flow direction can be observed 
in photos and bed profiling measurements obtained after combined wave-
current flows. Such bedform has not been reported in previous studies, and 
current-alone in the present study has been shown to be unable to generate 
bedforms on its own. Hence, the development of secondary ripples can be 
attributed to the presence of wave-induced shear stress, which helps bring the 
sediments into motion/ suspension and allows them to be transported along 
the current direction.  The length of the secondary ripples is approximately 
8.3cm, which is greater than that of the primary ripples by a factor of almost 
2. Hence, this supports the argument that the secondary ripples are potentially 
a form of current-generated ripples, which usually have a length of the order 
of 1000    (≈14cm). The presence of secondary ripples may also explain the 
70% increase in    for current-alone over wave-current-formed ripples as 
compared to over wave-formed ripples. 
 
(d) Massive deposition of sediment on one side of the current channel 
highlights the potential significance of bedform-induced turning of mean 
flow on the direction of sediment transport. Bed level changes drastically 
across the current channel after the periodic wave-current experiment over a 
movable sand bed, while such change is insignificant after random wave-
current experiment. This suggests that the rate of sediment transport is 
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potentially larger for periodic wave-current flows, when     of periodic 
waves is similar to        of random waves.  Interestingly, the location of 
sediment deposition is consistent with what is anticipated if the near-bottom 
flow is driven along the mean direction of the ripple axis, which highlights 
the importance of the bedform-induced turning of near-bottom current on the 
sediment transport modeling. 
 
 
8.6 Modifications of currents by waves 
 
(a) Bottom roughness in orthogonal combined wave-current flows over the 
smooth plane concrete bed can be estimated using the smooth turbulent 
roughness equation for steady flows, with current shear velocity replaced 
by maximum combined shear velocity. The wave boundary layer is found 
to be laminar over the plane concrete bed. The thickness of this layer is 
comparable to the current‘s viscous sub-layer (≈2mm), implying that the 
interaction between the waves and the orthogonal/near-orthogonal currents is 
purely linear. With the absence of nonlinear interaction, the combined wave-
current shear stress can be simply obtained by a vector summation of current-
alone and wave-alone shear stresses. Since the bottom roughness is inversely 
proportional to the shear velocity over a hydraulically smooth bed, the 
increase in total shear velocity due to combined waves and current should 
cause a decrease in the bottom roughness and a corresponding increase in the 
near-bottom mean velocity. These arguments agree qualitatively with the 60°, 
90° and 120° combined wave-current flow experiments.  The bottom 
roughness for the 90° case is approximately 0.015cm, which translates into a 
roughness reduction factor (from current-alone to wave-current) of 3.9. This 
differs from the theoretical roughness reduction factor of 3.2 by only 20%, 
which is smaller than the uncertainty of the experimental result itself. This 
suggests that the roughness reduction factor due to orthogonal wave-current 
flows can be predicted theoretically by replacing the current shear velocity in 
the smooth turbulent roughness equation with the maximum combined wave-
current shear velocity. 
 
(b) Directional sensitivity of the GM model is found to be weak when waves 
are dominating over the currents, which leads to an under-prediction of 
the bottom roughness. When orthogonal combined wave-current flows are 
255 
 
generated over a marble-covered bed in the basin, the       values resolved 
from the GM model are 1.7cm (for T=1.4s) and 1.0cm (for T=1.6s). These 
values are 40-70% smaller than those obtained for current-alone (   = 3cm). 
Similar under-prediction of    is noticeable from the comparison of the GM 
model with the numerical solution of Davies et al. (1988) for orthogonal 
wave-current flows. Hence, the GM model appears to be insensitive to the 
angle of wave-current flows, in particular when the currents are significantly 
weaker than the waves. In this scenario, the maximum combined shear 
velocity,     is entirely dominated by the maximum wave shear velocity, 
    , and the current flow becomes irrelevant in the analysis. A correction 
scheme involving a new scaling velocity for the eddy viscosity has been 
proposed to enhance the model sensitivity, and the resulting values of       
(=2.5cm (WCUB02; T=1.4s) and 1.5cm (WCUB05; T=1.6s)) are found to be 
in better agreement with the current-alone result.  
 
(c) Drastic increase in bottom roughness after superposition of waves on a 
current aligned with 2D artificial ripples. Near-bottom mean flow shows 
a tendency to align with the ripple axis. For orthogonal wave-current flows 
over 2D artificial ripples, where ripples are aligned parallel to the nominal 
current,       resolved from the GM model is significantly larger than the 
current-alone roughness, i.e., increases from 0.02cm (current-alone) to 4.7cm 
(wave-current). This result is in stark contrast to the marble-covered bed 
study, in which       is found to be smaller than the current-alone   .  Two 
reasons are likely to explain this observation: (i) increase in the mean flow 
angle with the ripple axis; (ii) the use of a single roughness length scale in the 
GM model. In the presence of waves, the mean flow veers by almost 10 
degrees and is no longer aligned with the ripple axis due to the superposition 
of the mass transport flow. Flow separation over the ripples would therefore 
be inevitable and this translates into a larger bottom roughness experienced 
by the current flow. In addition, since       is significantly different in the 
directions parallel and perpendicular to the ripple axis, the single roughness 
value resolved from the GM model is likely to fall in between these two 
limiting values, thus leading to an over-prediction of the bottom roughness 
for the current flow (which is aligned with the 2D bedforms and experiences 
a smooth turbulent roughness when it is alone). Interestingly, despite the 
significant influence of the mass transport flow on the current direction, the 
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mean flow shows a similar tendency (as in the current-alone case) to align 
with the ripple axis as it approaches the bed from above. 
 
(d) If the artificial ripples are initially aligned at 10° with the nominal 
current (to coincide with the direction of the wave-current mean flow), 
bottom roughness is virtually the same after superposition of waves.  For 
artificial ripples aligned at 10° with the nominal current flow, the value of 
      is 2.9cm (error factor of 1.7). This result is almost similar to its current-
alone   , and is obviously smaller than the case described in (c) where 
ripples are aligned with the nominal current direction (      = 4.7cm). These 
results suggest that if ripples are aligned closely to the direction of the wave-
current mean flow, the bottom roughness experienced by the mean flow may 
be reduced by almost 40%.  
 
(e) Large observed     and       for 90° wave-current interaction over 
movable sand ripples; similar in trend with the artificial rippled bed 
study described in (c). For random wave-current interaction over a movable 
bed,       is approximately 4cm (7.4η), with an error factor of 1.2 and is 
significantly larger than the value obtained for current-alone (1.4cm ≈ 2.6η). 
For the periodic case, the value of       is approximately 7.5cm (10.9η), with 
an error factor of 1.3, while the current-alone    over similar ripple 
configuration is 1.5cm (2.2η). The agreement between the present 
experimental results and that of Madsen et al. (2008) are found to be good if 
the same version of the GM model is used in both studies to resolve      . 
The ―over-prediction‖ of       (with respect to current-alone   )  is by a 
factor of 3 for the random case and 5 for the periodic case, and given the 
directional-insensitivity of the GM model, an even larger       may be 
obtained if the proposed correction scheme is adopted. This again supports 
the conclusion that the use of a single roughness,    may be inappropriate for 
both waves and currents when the bed is covered with two-dimensional 
bedforms.  
 
(f) Use of     with the GM model is shown to provide a satisfactory 
estimate of the     for random wave-current interaction.     is found to 
be approximately 7.4  - 9.4  (for 60° and 120° current-alone cases over 
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random wave-current-formed ripples), which is in close agreement with       
obtained for orthogonal random wave-current interaction. This result supports 
the argument that when the waves are dominating over the current flows,  
    should be used with the GM model to obtain the apparent roughness 
   , since this is essentially the bottom roughness experienced by the waves. 
However, similar validation for the periodic case is not possible due to the 
massive undulation in the bed level after periodic wave-current interaction, 
which affects the determination of      with current-alone flows. 
 
(g) Presence of mass transport flows would affect the log-profile analysis for 
near-orthogonal wave-current interaction. A conceptual model is used to 
highlight the contamination of the log-profile analysis by the wave-induced 
mass transport flow. The superposition of wave-induced mass transport flow 
is expected to cause a decrease (increase) of the external current velocity at 
the upper (lower) part of a water column for the 60° case (and with opposite 
effects on the 120° case). This indicates that the value of       for the 60° 
wave-current flows may be under-estimated by the log-profile analysis, 
whereas an over-estimation may occur for the 120° wave-current flows.  This 
conjecture has been shown to be true for all near-orthogonal wave-current 






 As noted in Section 3.6, there is a clear veering of the base flow for the 60° 
and 120° currents over the water depth, even when the currents are present alone. 
This veering appears quite significant in the movable bed experiments (≈10°), which 
is mainly due to the design of the outlet honeycomb structure that forces the 
streamlines to turn from their initial directions (60° or 120°) at the inlet to align with 
the outlet at 90° prior to exiting the basin through the tailgate. Though the veering 
may not be critical to the present study as it is generally less than 5° in the log-region, 
it is still advantageous to eliminate this phenomenon from future experiments. A 
possible solution to this problem is to create outlets that are aligned with the nominal 
flow direction such that no turning of the current streamlines from the inlet to the 
outlet is required (Figure 8-1). When the streamlines remain straight and parallel 
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across the basin width (as in the present 90° current channel), the direction of the base 
flow should remain the same over the water depth due to the absence of centripetal 
actions. 
 
The log-profile analysis is a well-established method to deduce the bottom 
roughness and shear velocity for steady unidirectional flows. However, the presence 
of wave-induced mass transport flow may invalidate the use of the log-profile 
analysis for resolving the bottom roughness of near-orthogonal wave-current flows. 
The present study shows that the log-profile analysis tends to yield smaller (larger) 
bottom roughness for the 60° (120°) wave-current flows compared to the 90° case, 
which is consistent with the conceptual model on how the log-profile analysis is 
contaminated by the mass transport currents. Establishing a method to separate the 
wave-induced mass transport flow from the external current velocity profile, or 
adopting an alternative to the log-profile analysis, e.g., the use of shear plate method 
for direct shear stress measurement (Arnskov et al., 1993), would be necessary to 











Figure 8-1: (a) Present inlet-outlet design for the 60° current channel, where 
veering of the current streamlines would occur along the channel (b) Proposed 
inlet-outlet design that prevents the veering of streamlines (Sketch is not to scale) 
 
 
The GM model appears to give unsatisfactory results when the 
orthogonal/near-orthogonal waves are dominating over the currents. A correction 
scheme is proposed in this study to enhance the sensitivity of the GM model to the 








smaller eddy viscosity in the current direction that is scaled based on the empirical 
ratio of the streamwise-to-spanwise turbulence intensities. Though the values of       
resolved from the GM model with the newly-introduced correction scheme are found 
to be in better agreement with the experimental    obtained for current-alone and 
wave-alone, the empirical ratios used in the scheme are based on the measurements 
conducted for steady current flows over a flat plate (Schlichting, 1960), which may 
not be suitable for flows over rough beds. New measurements, especially within the 
wave boundary layer and using instruments with low susceptibility to noise in the 
proximity of solid boundaries (such as optical measuring instruments like LDV or 
PIV), are extremely useful to establish the appropriate turbulence intensities along the 
three axes and assist in the development of theoretical models with improved 
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APPENDIX A : CURRENT-ALONE, WAVE-ALONE AND 




Velocity Profile Measurement 





 letters of the test name:  SB: Smooth bed; UB: Uniform roughness (marble-
covered) bed; RB: Fixed artificial rippled bed; MB: Movable sand bed 
WF: Wave Flume; CF: Current Flume; BC: Basin Current Channel; BC 1, BC 2, BC 3 
represent 60°, 90° and 120° channels, respectively.  
For tests denoted „BC‟, each test consists of 6-9 velocity profiles obtained within the near-
uniform flow regions, except for CARB01 which consists of about 40 profiles.   




Test h (m)      
(cm/s) 








        
CASB01 0.4 11.5 - - - BC 1 Smooth Concrete  
CASB02 0.4 11.0 - - - BC 2 Smooth Concrete  
CASB03 0.4 11.4 - - - BC 3 Smooth Concrete   
WASB01 0.4 - 1.4 17.2 - BC 1 Smooth Concrete  
WASB02 0.4 - 1.4 16.9 - BC 2 Smooth Concrete  
WASB03 0.4 - 1.4 16.0 - BC 3 Smooth Concrete  
WASB04 0.5 - 1.0 6.9 - WF Smooth Glass Bed  
WASB05 0.5 - 1.2 11.0 - WF Smooth Glass Bed  
WASB06 0.5 - 1.4 12.3 - WF Smooth Glass Bed  
WASB07 0.5 - 1.6 16.0 - WF Smooth Glass Bed  
WASB08 0.5 - 1.8 18.3 - WF Smooth Glass Bed  
WASB09 0.5 - 2.2 16.1 - WF Smooth Glass Bed  
WASB10 0.5 - 2.4 18.9 - WF Smooth Glass Bed  
WASB11 0.5 - 2.6 22.3 - WF Smooth Glass Bed  
WCSB01 0.4 11.5 1.4 15.8 60 BC 1 Smooth Concrete  
WCSB02 0.4 11.0 1.4 16.4 90 BC 2 Smooth Concrete  
WCSB03 0.4 11.4 1.4 14.0 120 BC 3 Smooth Concrete  
CAUB01 0.4 11.1 - - - BC 1   Uniform Roughness  
CAUB02 0.4 10.6 - - - BC 2 Uniform Roughness  
CAUB03 0.4 10.8 - - - BC 3 Uniform Roughness  
CAUB04 0.4 10.0 - - - CF Uniform Roughness  
CAUB05 0.4 16.7 - - - CF Uniform Roughness  
WAUB01 0.4 - 1.6 17.5 - BC 1 Uniform Roughness  
WAUB02 0.4 - 1.6 17.7 - BC 2 Uniform Roughness  
WAUB03 0.4 - 1.6 18.5 - BC 3 Uniform Roughness  
WAUB04 0.5 - 1.0 7.3 - WF Uniform Roughness  
WAUB05 0.5 - 1.2 11.0 - WF Uniform Roughness  
WAUB06 0.5 - 1.4 13.7 - WF Uniform Roughness  
WAUB07 0.5 - 1.6 14.1 - WF Uniform Roughness  
WAUB08 0.5 - 1.8 16.3 - WF Uniform Roughness  
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WAUB09 0.5 - 2.2 17.1 - WF Uniform Roughness  
WAUB10 0.5 - 2.4 18.6 - WF Uniform Roughness  
WAUB11 0.5 - 2.6 22.6 - WF Uniform Roughness  
WCUB01 0.4 11.1 1.4 17.2 60 BC 1 Uniform Roughness  
WCUB02 0.4 10.6 1.4 16.6 90 BC 2 Uniform Roughness  
WCUB03 0.4 10.8 1.4 14.6 120 BC 3 Uniform Roughness  
WCUB04 0.4 11.1 1.6 18.2 60 BC 1 Uniform Roughness  
WCUB05 0.4 10.6 1.6 17.3 90 BC 2 Uniform Roughness  
WCUB06 0.4 10.8 1.6 17.6 120 BC 3 Uniform Roughness  
CARB01 0.4 12.7 - - - BC 2 ‘0-deg’/Parallel 
Rippled Bed 
CARB02 0.4 10.8 - - - BC 2 ‘10-deg’ Rippled Bed  
WARB01 0.4 - 1.5 13.9 - BC 2 ‘0-deg’/Parallel 
Rippled Bed 
WARB02 0.4 - 1.4 17.3 - BC 2 ‘10-deg’ Rippled Bed  
WCRB01 0.4 12.7 1.5 12.7 - BC 2 ‘0-deg’/Parallel 
Rippled Bed 
WCRB02 0.4 10.8 1.4 16.5 - BC 2 ‘10-deg’ Rippled Bed  
CAMB01 0.35 13.0 - - - BC 1 Flat Sandy Bed  
CAMB02 0.35 11.5 - - - BC 2 Flat Sandy Bed  
CAMB03 0.35 12.2 - - - BC 3 Flat Sandy Bed  
CAMB04 0.35 13.0 - - - BC 1 Rgr Wave Rippled 
Bed  
CAMB05 0.35 11.5 - - - BC 2 Rgr Wave Rippled 
Bed  
CAMB06 0.35 12.2 - - - BC 3 Rgr Wave Rippled 
Bed  
CAMB07 0.35 13.0 - - - BC 1 Rgr Wave-Current 
Rippled Bed 
CAMB08 0.35 11.5 - - - BC 2 Rgr Wave-Current 
Rippled Bed  
CAMB09 0.35 12.2 - - - BC 3 Rgr Wave-Current 
Rippled Bed  
CAMB10 0.35 13.0 - - - BC 1 Rnd Wave Rippled 
Bed 
CAMB11 0.35 11.5 - - - BC 2 Rnd Wave Rippled 
Bed  
CAMB12 0.35 12.2 - - - BC 3 Rnd Wave Rippled 
Bed  
CAMB13 0.35 13.0 - - - BC 1 Rnd Wave-Current 
Rippled Bed  
CAMB14 0.35 11.5 - - - BC 2 Rnd Wave-Current 
Rippled Bed  
CAMB15 0.35 12.2 - - - BC 3 Rnd Wave-Current 
Rippled Bed  
WAMB01 0.35 - 1.4 14.8 - BC 1 Rgr Wave Rippled 
Bed  
WAMB02 0.35 - 1.4 16.1 - BC 2 Rgr Wave Rippled 
Bed  
WAMB03 0.35 - 1.4 15.5 - BC 3 Rgr Wave Rippled 
Bed  
WAMB04 0.35 - 1.4 9.6 - BC 1 Rnd Wave Rippled 
Bed  




WAMB06 0.35 - 1.4 10.5 - BC 3 Rnd Wave Rippled 
Bed  
WCMB01 0.35 13.0 1.4 15.4 60 BC 1 Rgr Wave-Current 
Rippled Bed  
WCMB02 0.35 11.5 1.4 15.6 90 BC 2 Rgr Wave-Current 
Rippled Bed  
WCMB03 0.35 12.2 1.4 15.3 120 BC 3 Rgr Wave-Current 
Rippled Bed  
WCMB04 0.35 13.0 1.4 9.2 60 BC 1 Rnd Wave-Current 
Rippled Bed  
WCMB05 0.35 11.5 1.4 9.9 90 BC 2 Rnd Wave-Current 
Rippled Bed  
WCMB06 0.35 12.2 1.4 10.2 120 BC 3 Rnd Wave-Current 
























Sand Bed Profile Measurements 
First 2 letters of the test name:  PF: Tests that didn‟t involve waves; PG: Tests involving 
Regular Waves; PD: Tests involving Random Waves 
Remaining letters of the test name:  Type of flow that has run over it prior to profiling- CA: 
Current-alone; WA: Wave-alone; WC: Wave-Current. WACA denotes wave-alone followed by 
current-alone. WCCA denotes wave-current followed by current-alone 
 





   
PFCA01 Flat Sandy Bed (BC 1) CAMB01 
PFCA02 Flat Sandy Bed (BC 2) CAMB02 
PFCA03 Flat Sandy Bed (BC 3) CAMB03 
PGWA01 Rgr Wave Rippled Bed (BC 1) WAMB01 
PGWA02 Rgr Wave Rippled Bed (BC 2) WAMB02 
PGWA03 Rgr Wave Rippled Bed (BC 3) WAMB03 
PGWACA01 Rgr Wave Rippled Bed (BC 1), with current-alone  CAMB04 
PGWACA02 Rgr Wave Rippled Bed (BC 2), with current-alone CAMB05 
PGWACA03 Rgr Wave Rippled Bed (BC 3), with current-alone CAMB06 
PGWC01 Rgr Wave-Current Rippled Bed (BC 1) WCMB01 
PGWC02 Rgr Wave-Current Rippled Bed (BC 2) WCMB02 
PGWC03 Rgr Wave-Current Rippled Bed (BC 3) WCMB03 
PGWCCA01 Rgr Wave-Current Rippled Bed (BC 1), with current-alone CAMB07 
PGWCCA02 Rgr Wave-Current Rippled Bed (BC 2), with current-alone CAMB08 
PGWCCA03 Rgr Wave-Current Rippled Bed (BC 3), with current-alone CAMB09 
PDWA01 Rnd Wave Rippled Bed (BC 1) WAMB04 
PDWA02 Rnd Wave Rippled Bed (BC 2) WAMB05 
PDWA03 Rnd Wave Rippled Bed (BC 3) WAMB06 
PDWACA01 Rnd Wave Rippled Bed (BC 1), with current-alone CAMB10 
PDWACA02 Rnd Wave Rippled Bed (BC 2), with current-alone CAMB11 
PDWACA03 Rnd Wave Rippled Bed (BC 3), with current-alone CAMB12 
PDWC01 Rnd Wave-Current Rippled Bed (BC 1) WCMB04 
PDWC02 Rnd Wave-Current Rippled Bed (BC 2) WCMB05 
PDWC03 Rnd Wave-Current Rippled Bed (BC 3) WCMB06 
PDWCCA01 Rnd Wave-Current Rippled Bed (BC 1), with current-alone CAMB13 
PDWCCA02 Rnd Wave-Current Rippled Bed (BC 2), with current-alone CAMB14 
PDWCCA03 Rnd Wave-Current Rippled Bed (BC 3), with current-alone CAMB15 








APPENDIX B : A COMPILATION OF WAVE-CURRENT INTERACTION STUDIES REVIEWED 
IN THE PRESENT STUDY 
 
*T=Theory; E=Experiment; F=Field 













2003 T k- ω model Arbitrary Rough bed 
 
Study the changes in bottom roughness and mean flow 
direction during the presence of oblique waves 
 
 
Arnskov et al. 
 
1993 E Basin 60, 90,120 Smooth bed 
 
Study the magnitude and direction of instantaneous bed 











Arbitrary Rough bed 
Predict the properties of the combined wave-current 
flow and their dependence on the wave-current strength 
ratio 






Investigate the changes of current properties due to 
waves, using the water surface slope and velocity 
profile measurement 










roughness (T and 
square profiles) 














0, 180 Rough bed 
 
Develop a mathematical model (solved numerically) 






2000 E Flume 
 






Obtain experimental results on the near-bottom flow 
when the nominal current is incident at an angle with 
the 2-dimensional bottom configuration 
  




Study the increase in bottom shear stress of the current 
flow due to the presence of waves (using energy slope) 
 
 
















Conduct field measurements to validate empirical 
formulations used in coastal sediment transport 
modelling (e.g. ripple predictors, reference 





1980 E Flume 0,180 Smooth 
 
Study wave deformation and attenuation over current 




Brevik & Aas 
 






Predict the deformation of waves when they propagate 
into current flows, study the wave attenuation over still 
water and in the presence of currents, and measure the 
















Movable sand  
 
 
Investigate the hydrodynamics of wave-current flows 
(bottom roughness and shear stress), and the re-
suspension and transport of particulate matter in the 










Develop two models to describe velocity distribution 
and bottom shear stress associated with combined 
wave-current flows. The two models cover the whole 











viscosity for waves 
and current) 
 
0, 180 Rough 
 
Develop a model for steady current profiles in the 
presence of co-directional waves. Apply different eddy 
viscosities to different flow components (currents and 
waves) in the combined flows, and show that apparent 
roughness is dependent on         
 
 










Determine the combined wave-current flow properties. 
Eddy viscosity is determined as a function of height 
and phase angle of a wave cycle, from turbulent kinetic 






Outer shelf off Point 
Sal, California 
 
Arbitrary Movable sand 
 
Obtain velocity profile measurements for the 
estimation of bottom shear stress and roughness over a 






Faraci et al. 
(Part 1) 
2008 E Basin 90 Fixed ripples 
 
Investigate the bottom boundary layer hydrodynamics 
associated with combined orthogonal wave-current 
flow over a fixed rippled bed. 
 
Faraci et al. 
(Part 2) 
2008 T k-ε model Arbitrary Fixed ripples 
 
Study the flow conditions not reproducible in 
experiments reported in the similar paper, in particular 
the current-dominated flow regime 
 
Faraci et al. 2012 E Basin 90 Movable sand 
 
Study the effect of wave-current interaction over a 
borrow area, with emphasis on the morphological 
changes of the pit 
 
 









Measurement of flow velocities for combined wave-
current flow at 90-degree orientation to validate 
theoretical wave-current boundary layer models 
 














Develop an analytical model to describe mean flow 
kinematics and bottom shear stress for smooth, 











Arbitrary  Rough 
 
 
Develop a theoretical model to predict the mean 
velocity profile of combined wave-current flows, using 
depth-integrated momentum equation and assumption 





Fredsøe et al. 
(Part 1) 






Investigate the kinematics and roughness of combined 
wave-current flows over an artificial rippled bed 
 
Fredsøe et al. 
(Part 2) 





Calculate the roughness and bottom friction of a 
rippled bed numerically 
 







Arbitrary Movable sand 
Conduct near-bottom boundary layer measurements to 
obtain velocity profiles and perform estimates of the 















Develop an analytical model for the combined wave-
current flow based on linearly varying, time-invariant 









0, 180 N.A. 
Investigate the nonlinear changes in the vertical 
distribution of mean velocity due to the presence of 









Arbitrary  N.A. 
 
 
Investigate the nonlinear changes in the vertical 
distribution of mean velocity due to the presence of 
waves using a 1-dimensional model 
 
 
Gross et al. 1992 F 
Northern California 
Shelf 
Arbitrary Movable sand 
 
Estimate sediment transport and erosion rate under 
large wave condition based on velocity, pressure and  









   1992 E Basin 
 
60, 90, 120 
 
Movable sand 
(d50 ≈ 0.1mm) 
 
Perform experimental studies to measure sediment 











0, 180 Smooth, Rough 
 
Develop an analytical boundary layer theory on the 
modification of turbulent currents by waves. Mainly to 
address the changes of the mean flow in the near-
surface region when waves are present (neglected in 








viscosity model for 




Modify the Grant-Madsen model by applying a 3-layer 










Arbitrary Movable sand 
Conduct field measurements at two relatively shallow 
sites (25m and 45m) and predict friction velocities 











Investigate the changes in the mean velocity profiles, 
turbulence intensity, wave attenuation and bottom 
shear stress when waves and following currents are 













Investigate the changes in the mean velocity profiles, 
turbulence intensity, wave attenuation and bottom 



















Investigate bedforms created by combined orthogonal  
and near-orthogonal wave-current flows. Propose new 
empirical formula for the prediction of ripple 
dimension 
 





Conduct measurement on flow kinematics for waves 
following and opposing currents 
Lodahl et al. 1998 E OWT 0, 180 Smooth 
 
Conduct wall shear stress and velocity profile 
measurements, ranging from current-dominated 
condition to wave-dominated condition, and from 
















Model the wave-current boundary layer flow assuming 
a linear interaction 
 
 






Arbitrary Rough bed 
Extend the Grant-Madsen boundary layer model for 
modelling of spectral waves 
 
Madsen et al. 
 
2008 E Basin 90 Movable sand 
 
Conduct an experiment on orthogonal wave-current 
interaction, and predict the bottom roughness induced 
by ripples using the experimental apparent roughness 














Investigate the bottom roughness of current-alone and 
the near-bottom ripple-induced turning of mean flow, 
over a set of artificial ripple configuration that was 














Develop a constant, pseudo-laminar eddy viscosity 
model, and extend it to a hybrid model (linear-
constant) for wave boundary layer flows over a 













Investigate the velocity distribution of combined wave-









E Flume 0 
Fixed artificial 
ripples 
Determine the bottom roughness associated with 
current-alone, waves-alone and waves in the presence 





1996b E Flume 0 
Fixed artificial 
ripples 
Determine the bottom roughness of a current in the 
presence of waves over an artificially rippled bed 
 
Musumeci et al. 
 






Study the changes in the velocity profile of a steady 













Arbitrary Fixed rough bed 
 
Develop a wave-current boundary layer model similar 
to the GM model, except that two layers of eddy 
viscosity are assumed in the wave boundary layer 
 
 
Nielsen & You 
 
1996 T - Arbitrary N.A. 
 
Develop a model for mean velocity distribution in the 
presence of waves, including up to the water surface  
 
 
Powell et al. 
 
2000 F 




Well sorted sand 
(mean size = 
0.22mm) 
 
Analyze bottom roughness obtained from field data and 
compare to those predicted using empirical relationship 













Measure the mean velocity distribution over a base 
plate which oscillates perpendicularly to the current  
 
Simons et al. 
 
1992 E Basin 90 
 




Investigate the changes of wave and current flow 
components due to wave-current interaction. Involve 
measurement of bed shear stress with the  shear plate 
method 
 
Simons et al. 1994 E Basin 90 
 
Fixed Rough bed 
(2mm sand) 
 
Extend the study of Simons et al. (1992) to the case of 
random waves 









Conduct velocity measurement for wave-current 
interaction at orthogonal orientation. ‗Wave‘ effect was 










Arbitrary Rough bed 
Develop a model for the velocity distribution of 
combined wave-current flows. Results are independent 










0, 180 Rough bed 
 
Develop a wave-current boundary layer model for 

















Measure current and wave velocities, as well as 
bedform geometry. Improve the formulations for the 
prediction of bottom roughness and ripple geometry 










Well sorted sand 




Measure the vertical distribution of the current velocity 
in a combined wave-current flow environment and 








Arbitrary Rough bed 
Study the effect of time-varying eddy viscosity on the 
combined wave-current boundary layer modelling 
 








Develop a three-dimensional numerical bottom 
boundary layer model for the calculation of bottom 
friction in a combined wave-current flow environment 
 
 
Van Rijn et al. 
 
1993 E Flume 0, 180 
 
Sand bed with 
d50=0.1mm, 
0.2mm  
Measure the flow kinematics and sediment transport 












Measure the mean bottom shear stress for combined 










Smith and GM 




Validate the Smith & GM models using the re-




2006 E OWT 0, 180 Rippled bed 
 
Investigate the mean, periodic and turbulence 
quantities of a combined wave-current boundary layer 
flow over an artificial rippled bed 
 
 
Yuan et al. 
  





Obtain high-resolution near-bed measurements of 
combined wave-current velocity profiles, which are 
used to estimate the bottom roughness. Determine the 









The boundary layer thickness of the mean flow is predicted with the 
simplified formulas of Madsen (2009), given as eqns. (3.13a, b). The complete form 
of the computational procedures is shown as follows (Schlichting, 1960; Kularatne, 
2001): 
 
(1) Obtain the necessary parameters, i.e., distance from inlet ( ), kinematic 
viscosity (  ) and free-stream velocity (  ). 
(2) Calculate the local Reynolds number,             , and classify the 
flow regime. 
(3) Compute the coefficient of local skin friction,    : 
     
                  
                 
                                                    
                  
                 
 
  
                                           
 
(4) Relate   
  to the current shear velocity    , i.e., via   
           
   
and           . 
(5) Compute the current boundary layer thickness,    by substituting      
and      into the logarithmic velocity equation below (with    
      for rough bed and            for smooth bed): 
 
  
   
 
   
 
  
                                                               
 
The current boundary layer thickness,    obtained from the above procedures 
are compared with eqns. (3.13a, b), using a typical   value of 4m and    of 12cm/s. 
For convenience, eqns. (3.13a, b) are reproduced below:   
 
                      
  
  
                                                           
                        
                                                          
 
The results are shown in Table C.1, according to bed configurations and the 
experimental values of    (or     . As can be seen, the difference between the two 
286 
 
approaches is of the order of 10-20% for most cases. Since this translates into a 
maximum difference of 3 - 7cm in   , and 1/3 of it is less than 2.5cm (since only 1/3 
of the boundary layer is used in the log-profile analysis), the difference between the 
two approaches is relatively insignificant as far as the selection of measurement 
points for log-profile analysis is concerned. 
 
 







   (current-










    obtained 
from eqns. 






Current-alone     
     
Smooth 
 
- 11.2 12.4 10.7 
Marble-covered 
bed 
3.0 26.1 23.8 8.8 
     
Ripples aligned 








1.0 20.5 19.9 2.5 
     
Wave-current     
     
     
Marble-covered 
bed 
7.0 32.1 27.2 15.1 
     
Ripples aligned 
at 10 degrees 
with current 
direction 
13.2 37.8 30.1 20.3 










APPENDIX D:  CALCULATION OF THE BOTTOM 
ROUGHNESS AND ITS UNCERTAINTY 
 
 
For the log-profile method, regression analysis is conducted on the measured 
velocity profiles (plotted on a semi-log scale) to obtain the hydraulic roughness, 
   and the shear velocity,    . Since    is obtained from the y-intercept on a 
logarithmic axis, it is not surprising that its uncertainty can be relatively large in some 
cases.  For example, in a typical scenario where     =0.8cm/s and       =10cm/s at 
   =7cm,    is estimated to be 0.047cm from the log-profile analysis. A 10% 
variation in the slope of the log-profile can result in almost 50% variation in the value 
of   , i.e., between 0.027cm and 0.074cm.  
 
To minimize the uncertainty of the bottom roughness, measurements are 
conducted at several stations within the near-uniform flow region. The spatial 
averaging is done in terms of      (instead of    ), and the uncertainty is expressed as 
      , which represents the 95% Confidence Interval (C.I.) for the mean.  
 
            
 
 
                                                                     
 
                                                                               
 
where   refers to the Student‘s t-distribution,   = sample standard deviation, 
 =number of samples and   = 0.05 (for 95% confidence level.). When the result is 
converted back into linear scale,    will be multiplied by 30 to obtain the equivalent 
Nikuradse sand grain roughness (bottom roughness),   . On the other hand, the 
uncertainty would become the 95% C.I. factor (        , or in short, it will be 
referred to as the error factor in the thesis.  
 
                
                                                                     
  
The advantage of this approach is that when the uncertainty is large, the 






APPENDIX E: PARTICLE SIZE ANALYSIS 
 
The size of the sand grains used in the movable bed experiment is obtained 
based on the laser diffraction technique (equipment: Mastersizer 2000) that measures 
the intensity of light scattered by the sand grains which are dispersed into a container 
of water. Three soil sample tests have been performed and a typical analysis report 
generated by the equipment software is shown in Figure E-1.  
  
By averaging the results of the three tests, the median size of the sand 
particles,     = 136μm, with a 95% Confidence Interval of 5μm. 
 
 
Figure E-1: Analysis report generated by the Particler Analyzer software after 




APPENDIX F:  DESCRIPTION OF THE GRANT-
MADSEN (GM) MODEL 
 
A two-layer time-invariant, linearly-varying eddy viscosity distribution was 
adopted by GM in their wave-current boundary layer model (Grant & Madsen, 1979, 
1986). These assumptions allow the flow kinematics and bottom shear stress to be 
solved analytically, and the formulations are analogous to the analytical solution of 
Kajiura (1964, 1968) and the semi-empirical model of Jonsson (1966) for wave-
alone. Within the wave boundary layer, the eddy viscosity is scaled by the maximum 
combined wave-current shear velocity, whereas outside of it, the eddy viscosity is 
solely characterised by the current turbulence. As mentioned in Chapter 1, the 2-layer 
eddy viscosity model is a sensible approach in simulating the wave-current flow field, 
given that there is a significant difference in the velocity gradients and turbulence 
intensities within the wave boundary layer (of the order of centimeters in thickness) 
and the current boundary layer (of the order of meters). The combined wave-current 
shear stress,     in the GM model may be expressed as follows:  
 
                   
            
                                   
 
where     = wave shear stress =         ,     = current shear stress and      = 
angle between waves and currents. It should be emphasized that    and    in (F.1) 
are not equivalent to their respective wave-alone and current-alone shear stress. 
Instead, they represent the ―enhanced‖ wave and current component of the total shear 
stress as a consequence of the nonlinear interaction. The turbulent eddy viscosity in 
the combined wave-current flow layer is modelled with      (       ) in order to 
account for the contribution of both wave and current turbulence. Since      is 
strictly speaking a time-dependent parameter (due to wave periodicity, as shown in 
(F.1)), the eddy viscosity scaled by       is time-varying and therefore the solution of 
the steady and oscillatory components of the combined flows are coupled. To 
simplify the solution, GM adopted a time-invariant eddy viscosity formulation in 
which      is taken as the maximum combined wave-current shear velocity,    , as 
stated in Chapter 1. For convenience, the expressions are reproduced below: 
 
                                                                          




where     = combined wave-current boundary layer thickness, i.e., the hypothetical 
elevation at which the two logarithmic velocity profiles derived from (F.2a) and 
(F.2b) intersect. Since there is a discontinuity in the eddy viscosity formulation at 
   , the model predicts a wave-current mean velocity profile with a ‗kink‘ at     (see 
Figure 1-3). Clearly, this discontinuity is not representative of the actual flow 
condition. Achieving a smooth transition between the 2 layers is possible by 
introducing an intermediate layer with a constant eddy viscosity, as discussed by 
Humbyrd (2012), though it complicates the solution with little implication on the 
modelling of sediment transport. Other notable modifications to the GM model have 
been introduced over the past two decades and are listed in Table F.1.  
 
Computational procedures of the GM model (the version adopted in the 
present study) are shown as follows: 
 
 
(1) Calculate the ratio of the current shear stress to the maximum wave shear 
stress,  : 
 
   
  
   
                                                           
 
where     is the current shear stress and     is the maximum wave shear stress.    is 
assumed known in this case.     is unknown and the initial value of   is taken as 
zero (    >>   ). Another line of calculation requires the knowledge of the mean 




(2) Obtain the enhancement factor,   : 
 
  Eqn. (F.1) may be re-written as follows by taking     =    and    =    : 
 
                              
 
                                                                                 (F.4) 
 
where    is the vector summation of the wave and current shear stress aligned at an 
angle of    , and: 
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Madsen (1994)  Extending the application of the GM model to 
spectral wave conditions. The near-bottom orbital 
velocity amplitude and radian frequency of the 
representative periodic wave are the root mean square 
orbital velocity and mean radian frequency of the 
spectral waves, respectively.  
 
 Evaluating the shear stress at  =   instead of at  =0 
 
 Introducing the explicit solution proposed by McLean 
(1992) for the calculation of the wave-current friction 
factor. 
 
Mathisen & Madsen 
(1996b) 
 
 Introducing an artificially ―enhanced‖ wave boundary 
layer thickness that accurately describes their 
experimental results 
 
Madsen & Salles 
(1998) 
 
 Proposing a pseudo-laminar model and a hybrid 
model for the combined wave-current boundary layer 
flow. 
 
 Proposing a new equation for the wave boundary 
layer thickness, which considers the influence of the 





 Introducing an additional factor into the formulation 
of Madsen & Salles (1998) for estimating the 





 Proposing a three-layer model for both waves and 
currents, eliminating an inconsistency in the earlier 
versions where a single eddy viscosity structure is 














                                                                                                                   
 
 
(3) Compute the combined wave-current friction factor,     (Madsen, 1994):    
 
                 
     
  
 
      
                                       (F.6a) 
        for        
     
  




                 
     
  
 
      
                                       (F.6b) 
      for       
     
  
     
 
where     is the near-bottom particle excursion amplitude and    is the equivalent 
Nikuradse sand grain roughness.  
 
 
(4) Obtain the maximum wave shear stress,    : 
     
 
 
       
                                                          
 
where     is the maximum near-bottom wave orbital velocity.     will be 
substituted back into (F.3) to obtain a new value of  , and eqn. (F.4) to (F.7) will be 
iterated until the convergence of  . 
 
 
(5) Compute the transition level for two-layer eddy viscosity,    : 
 
      







    
                                                   
 
where, 
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Equation (F.9) was proposed by Madsen & Salles (1998) as a simple explicit 
approximation to their analytical solution for the wave boundary layer thickness,   , 
which successfully accounted for the significantly larger wave boundary layer 
thickness observed by Mathisen & Madsen (1996a). The additional factor of     
         , which is typically close to 1/3,  is included to establish the transition level 
for the two-layer eddy viscosity, as illustrated in Figure 1-3. 
 
 
(6) Predict apparent roughness,        
 
 The velocity profiles in the GM model are expressed as follows: 
    
   
   
   
 
   
 
   
 
  
                                                               
    
   
 
   
 
   
                                                                  
 
where     = 30    is the apparent roughness, and equating the above two formulas at 
      yields: 
 
          
  
   
                                                                 
 
 
In the present study,     and     are obtained from the measured velocity 
profiles, and the GM model is iterated in order to determine the value of        
(=30  ) which, when used as an input into the model, yields a     that matches the 
experimental    . Note that the subscript ―cw‖ is used here to denote the 
experimentally-predicted bottom roughness in wave-current flows, which may be 
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different from the ―actual‖ bottom roughness,   . Comparison of       with the 
current-alone and wave-alone bottom roughness would serve as an evaluation of the 
























APPENDIX G:  DIRECTIONAL SENSITIVITY OF THE GM 
MODEL 
 
G.1 Comparison of the GM model with the present experimental results and the 
numerical solution of Davies et al. (1988) 
 
The GM model has been shown to perform reasonably well when it was used 
to predict collinear wave-current flows (e.g., Kemp & Simons, 1982, 1983; Mathisen 
& Madsen, 1996a, 1996b). However, there are relatively few experimental studies 
performed to validate the model for orthogonal and near-orthogonal wave-current 
interaction. In this section, two comparisons are made using the GM model, one with 
the present marble-covered bed experiments and the other with the numerical solution 
of Davies et al. (1988). The experimental results for marble-covered bed are 
summarized in Table G.1. First, the experiment for current-alone over uniform 
marbles in the wave-current basin gives a    of 3.0cm (error factor of 1.2). Wave-
alone experiment, on the other hand, yields    = 2.7cm (±0.8cm) based on the 
measurement of wave energy dissipation. The values of       resolved from the 
orthogonal wave-current experiments using the GM model are 1.7cm (error factor of 
1.3) for the case of WCUB02 (T=1.4s), and 1.0cm (error factor of 2.0) for the case of 
WCUB05 (T=1.6s). Hence, the bottom roughness obtained from the theoretical model 
is only about 60% (WCUB02) and 30% (WCUB05) of the experimental    obtained 
for current-alone and wave-alone conditions. In the present study, the maximum near-
bottom wave orbital velocity is larger than the depth-averaged current velocity by a 
factor of more than 1.5 (wave-dominated condition). Since the same current discharge 
is used in both combined wave-current tests (WCUB02 and WCUB05) and the wave 
orbital velocity for the case of WCUB05 is larger than the case of WCUB02, this 
shows that the accuracy of the GM model in resolving orthogonal wave-current flows 
deteriorates with increasing wave strength. 
 
Similar conclusion can be drawn from the comparison of the GM model with 
the numerical results of Davies et al. (1988). The parameters used in the GM model 
are chosen as those used in the model of Davies et al., i.e., T=8s, h=10m, 
   =100cm/s,   =15cm and    =5.8cm/s. From Figure G-1, the agreement is fairly 
good between the two models when     is zero. However, when     is increased to 
   , the velocity profile predicted by the GM model changes by only a small amount 
compared to the Davies et al.‘s model. In order to match the two models, a smaller 
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      (=10cm, i.e., about 70% of the ―actual‖ physical bottom roughness,  ) has to 
be used as an input into the GM model. Conversely, if the ―actual‖ value of    is used 
to evaluate the apparent roughness, the GM model would yield a larger predicted     
than the experimental    . 
 
The above comparison suggests that the GM model is relatively insensitive to 
the angle of wave-current interaction, especially when the waves are strong compared 
to the currents (          ). The expression for the combined wave-current shear 
stress (given in (F.4)) may be re-written as the following equations for collinear and 
orthogonal wave-current flows: 
 
                                                                          
for          
 
                                                                        
    for            
 
 
For           ,   approaches zero and    is virtually the same as    , 
i.e., insensitive to the angle of wave-current interaction. For instance, the present 
marble-covered bed experiment (WCUB02) gives an average     of 1.2cm/s, while 
the maximum wave shear velocity,       is found to be 4.8 cm/s. The value of   is 
therefore about 0.064, and based on eqn. (G.1),    changes from 1.064 to 1.002 when 





, when the angle of interaction changes by 90°. Since     
(=       is aligned closely with the direction of waves for small  , the GM model 
could have over-accounted the effect of the wave-induced turbulence on the current 
flow when it scales the near-bed eddy viscosity with    . To remove this unpleasant 







Figure G-1: (a) Comparison between GM model (blue dashed line) and Davies et 
al.‟s model (red dotted line) for 0° interaction; (b) Comparison between GM 
model and Davies et al.‟s model for 90° interaction. 0° GM: blue dashed line; 90° 
GM: blue full line; 90° Davies et al.‟s model: red dashed-dotted line; 90° GM 






































Table G.1 Summary of the experimental results for current-alone, wave-alone 
and orthogonal wave-current interaction over a marble-covered bed 
Experiment    or       (cm) Error Factor 
Current-alone 





   
Wave-alone 






   
Orthogonal wave-current flows   
     ≈ 11cm/s 
 
  
Case WCUB02 (T=1.4s) 1.7 1.30 





G.2 Proposed correction scheme for enhancement of the GM model‟s directional 
sensitivity  
 
 Based on the problems highlighted in Section G.1, a correction scheme is 
proposed to enhance the directional sensitivity of the GM model to the angle of wave-
current interaction. From the measurements of turbulence intensities for steady 
current flows over a flat plate by Klebanoff, e.g., Schlichting (1960), notable 
differences in the turbulence intensities along the 3 axes can be observed, which may 
be expressed as follows: 
 
                                                                                     
 
where   ,    and     are the turbulence intensities in the streamwise (x), spanwise (y) 
and normal-to-the-bed (z) directions, and  ,  ,   are coefficients that vary with 
elevation within the boundary layer.            is equal to     , where    is the  Reynolds 
shear stress along the streamwise direction. From eqn. (G.2), the spanwise turbulent 
fluctuation may be written as:  
 
            
 
  
         
                                                     
 
where          represents the ratio of the spanwise turbulence intensity to the 
streamwise turbulence intensity. The vertical turbulent fluctuation,   , is presumably 
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independent of direction, i.e., no reduction in    is expected from streamwise to 
spanwise direction. 
 
 Based on the above argument, the hypothetical ―shear stress‖ in the spanwise 
direction can be given as follows: 
 
                                                                                
 
where FC is the correlation between    and    with respect to that between    and   .  
It is clear that FC=0 if the flow is purely 2-dimensional along the streamwise 
direction, since    = 0 in this case. However, when there are waves and currents 
aligned perpendicularly with each other, the ―wave shear stress‖ influencing the 
turbulence along the current direction,     is non-zero, since experimental results 
have clearly indicated the presence of wave influence on the current flow. In this 
case,    can take on any value between 0 and 1.0. For the present study,    is 
assumed to be equal to  , which is of course an arbitrary selection and implies that 
    in eqn. (G.4) is reduced by a combined factor of   compared to the shear stress 
along the streamwise direction (where                   . 
 
When the current is at arbitrary angle with the waves (between 0° and 90°),   
essentially changes from 1.0 (for collinear wave-current flows) to     for 
(orthogonal wave-current flows). The variation is assumed to be described by an 









       
























The maximum wave shear stress that influences the turbulence along the 
current direction,      is given by: 
 
    
     
     
                                                            
 
 
and     may be expressed as follows: 
 
           
  
  
                                                               
 
 




    
   
          
 
    
                                                     
 
 
By expressing    and    in terms of    ,          and  , the following 
expressions are obtained: 
 
     
    
   
           
    
  
                                                      
 
    
Current direction 
Wave direction 
    
     
   





    
             
   
           
    
  




 Substituting (G.9) and (G.10) into (G.6) yields the following equation for 
    : 
 
            
           




                                         
 
 
The maximum combined shear stress that influences the turbulence in the 
current direction may now be written as: 
 




            
           




                                     
 
 
When     = 0°,     =         , which is the original expression of the 
GM model. For     = 90°,      ≈         , which can be much smaller than the 
collinear wave-current case if   << 1. Hence, the directional sensitivity of the GM 
model is enhanced since the eddy viscosity term in the wave-current boundary layer 
is modeled by      (       ), which now depends on the   term. However, it 
must be noted that     does not represent the actual bottom shear stress along the 




A new analysis is performed with the GM model by incorporating the above 
correction scheme. A concise description of the calculation procedures of the GM 
model is given here, since a detailed version has been presented in APPENDIX F. 
 
 
(1) Calculate the ratio of the current shear stress to the maximum wave shear 
stress,  : 
   
  
   






(2) Obtain the enhancement factor,   : 
 
                              
 
                                                                                     
      
                                                                                                                                       
                                        
(3) Compute the combined wave-current friction factor,     (Madsen, 1994):    
 
                 
     
  
 
      
                                    (G.16a) 
 for        
     
  




                 
     
  
 
      
                                    (G.16b) 
for       
     
  
     
 
 
(4) Obtain the maximum wave shear stress,    : 
     
 
 
       




Eqn. (G.14) to (G.17) will be iterated until the convergence of  . Note that these steps 
are mainly to obtain the wave parameters and therefore the correction scheme is not 
necessary. The following steps (5 and 6) involve the calculation of current flow 
parameters, and     should be replaced by      (obtained from eqn. (G.13)) to 
account for the reduction of the wave influence along the current flow direction. 
 
 
(5) Compute the transition level for two-layer eddy viscosity,    : 
 
      







    
                                                            
where, 
                           
            
     
  
 
      
                                                 
 
    
   
         
                                                                    
 
 
and       
 





    
   




   
    
  
 




(6) Predict apparent roughness,        
 
 The velocity profiles in the GM model are expressed as follows: 
    
   
   
    
 
   
 
   
 
  
                                                               
    
   
 
   
 
   




where     = 30    is the apparent roughness, and equating the above two formulas at 
      yields: 
 
          
  
   
                                                               
 
The entire computational procedures would be iterated until the predicted     
matches the experimental    . As mentioned earlier, the constant   is approximated 
from the turbulence intensity data of Klebanoff (Schlichting, 1960) for a steady flow 
over a flat plate (Figure G-3). As both wave and current boundary layers are similarly 
characterized by the log-law, the constant   obtained from Klebanoff‘s data is 
assumed to be valid for the wave boundary layer flow. Since the log-velocity profile 
exists only within 1/3 of the boundary layer, the constant   is obtained for three 
elevations close to the bed (i.e.,     ≈ 0, 0.1, 0.2) and the values are shown in Table 
G.2. The results of the GM model obtained with the proposed correction scheme are 
presented in Table G.3 (WCUB02) and Table G.4 (WCUB05). 
 
 
Table G.2: Ratios of       ,        and            with respect to        
    a b c   
0 2.63 8.90 7.20 0.38 
0.1 1.71 3.35 3.72 0.58 







Figure G-3: Adapted from Schlichting (1960) – Figure 18.5: Variation of the 
fluctuating turbulent velocity components in the boundary layer on a flat plate 
at zero incidence, as measured by Klebanoff (1955). Note that the coordinate 
system used by Schlichting (1960) is different from the present study, i.e., in his 
text        and         represent the turbulence intensities along the wall-normal and 



























Table G.3: Results of       for the case of WCUB02 (T=1.4s); with the proposed 
correction scheme 
Stn. 
    ≈ 0   
(  = 0.38) 
    = 0.1 
(  = 0.58) 
    = 0.2 
(  = 0.62) 













          
01 2.71 1.63  1.93 1.65  1.82 1.65  
02 5.60 1.45  4.04 1.47  3.82 1.47  
03 3.21 1.93  2.30 1.97  2.17 1.97  
04 2.55 2.02  1.82 2.06  1.72 2.07  
05 3.19 1.50  2.28 1.52  2.16 1.52  
06 2.60 1.71  1.86 1.73  1.76 1.74  
07 3.50 1.36  2.49 1.37  2.36 1.37  
08 5.44 1.27  3.91 1.28  3.70 1.29  
          














Table G.4: Results of       for the case of WCUB05 (T=1.6s); with the proposed 
correction scheme 
Stn. 
    ≈ 0 
(  = 0.38) 
    = 0.1 
(  = 0.58) 
    = 0.2 
(  = 0.62) 













          
01 6.15 1.40  4.32 1.42  4.07 1.42  
02 4.77 1.82  3.32 1.85  3.12 1.86  
03 0.67 2.79  0.46 2.90  0.43 2.91  
04 1.79 2.03  1.25 2.08  1.18 2.09  
05 3.38 1.94  2.42 1.98  2.28 1.99  
06 0.83 2.45  0.56 2.53  0.52 2.54  
07 1.55 1.66  1.07 1.69  1.01 1.69  
08 3.47 1.60  2.49 1.63  2.35 1.63  
          


















 The values of       show much better agreement with the current-alone and 
wave-alone roughness (2.7cm-3cm) after the introduction of the correction scheme, in 
particular for the case of WCUB02. From Table G.3, the bottom roughness is slightly 
over-predicted when the turbulence intensity ratios at     ≈ 0 are used (      = 
3.4cm). Since the experimental study of Klebanoff is over a smooth bed,     ≈ 0 may 
be affected by the viscous sub-layer and therefore not representative of the turbulence 
intensities over a rough bed. It can be observed that when the turbulence intensity 
ratios at    = 0.1 are adopted, the bottom roughness        =2.5cm is obtained which 
differs from the current-alone    (=3cm) by only about 20%. Similar comparison is 
made with the numerical study of Davies et al. (Table G.5), where the use of the 
turbulence intensity ratios at at    = 0.1 in the proposed correction scheme is shown 
to provide the best agreement between the present experimental results and the 
numerical solutions of Davies et al. (1988) 
 
 Strictly speaking, when the bed is covered with roughness elements, the 
turbulence intensity is expected to be enhanced along the streamwise direction due to 
separation of flow. This indicates that the difference in the turbulence intensity 
between the streamwise and the spanwise directions may be greater than that over a 
flat bed. As a result, the actual value of   may be smaller than those shown in Table 
G.2, and the results of       could be larger than those presented in Table G.3 and 
Table G.4. Unfortunately, the present study is unable to validate this conjecture, since 
the noise level of the ADV close to the bed is considerably large and the 
determination of the near-bed turbulence intensities using the present experimental 
data is almost impossible.  
 
 It is important to note that this proposed semi-empirical correction scheme is 
limited to uniform 3D roughness bed. For 2D roughness elements, it has been shown 
in Chapter 6 and 7 that the GM model tends to over-predict the bottom roughness 
even before the proposed correction scheme is introduced. The main reason is 
possibly because the single roughness length scale assumption adopted in the 
theoretical model is invalid for flows over 2D roughness elements. Hence, the present 
correction scheme (which also assumes similar roughness length scale for both waves 






Table G.5: Comparison of       obtained with the proposed correction scheme, 
the “original” GM model and Davies et al.‟s solutions. Note that the “correct” 
(actual) bottom roughness    (adopted by Davies et al. in his numerical study) is 
15cm  




model,       
(cm) 
GM model with the proposed correction 
scheme 
      
(cm) 
      ≈ 0 
(  = 0.38) 
    = 0.1 
(  = 0.58) 
    = 0.2 
(  = 0.62) 
0°(     110cm) 15.5 15.5 15.5 15.5 
45° (     90cm) 12.9 24.3 17.5 16.6 
90°(     63cm) 10.0 20.5 14.1 13.3 
 
 
