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HOMOLOGICAL STABILITY FOR SPACES OF COMMUTING
ELEMENTS IN LIE GROUPS
DANIEL A. RAMRAS AND MENTOR STAFA
Abstract. In this paper we study homological stability for spaces Hom(Zn, G)
of pairwise commuting n-tuples in a Lie group G. We prove that for each n > 1,
these spaces satisfy rational homological stability as G ranges through any of
the classical sequences of compact, connected Lie groups, or their complexifica-
tions. We prove similar results for rational equivariant homology, for character
varieties, and for the infinite dimensional analogues of these spaces, Comm(G)
and BcomG, introduced by Cohen–Stafa and Adem–Cohen–Torres-Giese re-
spectively. In addition, we show that the rational homology of the space of
unordered commuting n–tuples in a fixed group G stabilizes as n increases.
Our proofs use the theory of representation stability - in particular, J.
Wilson’s theory of FIW –modules. In all of the these results, we obtain specific
bounds on the stable range, and we show that the homology isomorphisms are
induced by maps of spaces.
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1. Introduction
Let G be a compact, connected Lie group. The focus of this article is the space
Hom(Zn, G) consisting of all group homomorphisms ρ : Zn → G. The standard
basis for Zn defines an embedding of Hom(Zn, G) →֒ Gn, and Hom(Zn, G) has
the resulting subspace topology. This space, then, consists of ordered commuting
n-tuples in G. We will consider various related spaces as well, such as the character
variety, or representation space, Rep(Zn, G) = Hom(Zn, G)/G.
These spaces can also be interpreted as moduli spaces of flat connections on
principalG-bundles over the n-torus, as studied byWitten [63] and Kac–Smilga [32].
The cases of commuting pairs and triples were examined in detail in the monograph
by Borel, Friedman and Morgan [12]. More recently, homological and homotopical
properties of these spaces have been studied by a variety of authors, including
Baird [7], Adem–Cohen [1], Florentino–Lawton [22], and Pettet–Souto [48].
In three of the most classical cases, namely G = U(r), SU(r), or Sp(r), the
representation space Hom(Zn, G) is connected for all n > 1. In fact, these are
the only semisimple compact connected Lie groups with this property [1, 32]. For
instance Sjerve and Torres-Giese [59] show that Hom(Zn, SO(3)) is disconnected
for n > 2.
The authors [50] gave an explicit formula for the Poincare´ series of the path
component of the trivial representation Hom(Zn, G)1 using methods from [20], and
the second author [56] gave a similar formula for the path component Rep(Zn, G)1:
P (Hom(Zn, G)1; q) =
1
|W |
(
r∏
i=1
(1 − q2di)
)(∑
w∈W
det(1 + qw)n
det(1− q2w)
)
,
and
P (Rep(Zn, G)1; q) =
1
|W |
∑
w∈W
det(1 + qw)n,
where T is a maximal torus, W is the Weyl group, and the positive integers
d1, . . . , dr are the characteristic degrees of W . (For complex reductive groups, the
mixed Hodge structure of these character varieties was subsequently determined
by Florentino–Silva [24].) Explicit computations based on these formulas indicated
a stability pattern, for fixed n, as G varies through one of the classical sequences
of Lie groups (e.g. the unitary groups). The aim of this article is to prove that
this phenomenon does in fact hold. We establish similar results for a wide range
of spaces built from commuting tuples, summarized in Table 1.4. These stability
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results can be seen as extending the well-known fact that the homology of G itself
stabilizes in each of the classical families of Lie groups.
In Section 11, we extend our results to reductive Lie groups and to nilpotent
discrete groups. In the case of homomorphism spaces, it is a theorem of Pettet and
Souto [48] that if G is the group of real or complex points of a (Zariski) connected,
reductive algebraic group with maximal compact subgroup K, then Hom(Zn, G)
deformation retracts to Hom(Zn,K). The corresponding result for Rep(Zn, G) was
established by Florentino–Lawton [22] (note that when G is reductive, Rep(Zn, G)
should be interpreted as a GIT quotient), and generalizations to nilpotent groups
discrete groups were obtained by Bergeron [8]. Moreover, Bergeron and Silberman
showed in [9] that when G is compact and Γ is nilpotent, the connected component
of the identity in Hom(Γ, G) contains only abelian representations, and hence is the
same as Hom(H1(Γ), G)1. These results allow us to extend most of the stability
statements in the paper (Section 11). In Section 12, we show that the homology of
the spaces considered here is invariant under finite coverings of Lie groups.
We approach homological stability using the machinery of representation stability
in the sense of Church and Farb [18]. In particular, we use J. Wilson’s extension
of this theory to the classical sequences of Weyl groups. Each of our homological
stability results is obtained by first proving representation stability for an associated
sequence. For instance, work of Baird identifies the homology of Hom(Zn, G)1 as
the fixed points of a certain Weyl group representation. We use representation
stability to control the behavior of this sequence of Weyl group representations as
G varies through one of the classical sequences of Lie groups, finding in particular
that the ranks of the fixed-point subspaces (the isotypical components of the trivial
representation) stabilize. Stability bounds are obtained using the theory of FI#–
modules introduced by Church–Ellenberg–Farb [17], and Wilson’s extension of this
theory to Weyl groups of type B/C [61].
We give a minimalist introduction to representation stability, using the lan-
guage of FIW - and FIW#-modules, in Section 4. We show that if an FIW -module
V = {Vi}i>1 is finitely generated in stage d, then for n > d, there are canonical
surjections VWnn ։ V
Wn+1
n+1 between the subspaces of invariants (Proposition 4.21).
This statement has the following topological consequence: if the degree-k ratio-
nal homology of an FIW –space {Xr}r>1 is generated in stage N , then the maps
Hk(Xn/Wn)→ Hk(Xn+1/Wn+1) are surjective for n > N (Theorem 4.20).
The reader familiar with the theory of FI#–modules may notice that the spaces
Hom(Zn, G) do not have the structure of FI#–spaces as G varies. We exploit work
of Baird [7], which shows that their equivariant homology does have this extended
structure. This allows us to deduce stability bounds for equivariant homology (Sec-
tion 9), from which we derive bounds on ordinary homological stability (Section 10)
using a comparison of Eilenberg–Moore spectral sequences.
It is worth mentioning that homological stability results have a long history,
going back to work of Arnold [6] and Cohen [19] on braid groups, and work of
Quillen on general linear groups [49]. The methods we use here are quite different.
Before describing the main results in this article, we make precise our terminology
regarding homological stability. A sequence of topological spaces {Xn}n>0 with
maps φn : Xn → Xn+1 between them is strongly rationally homologically stable
if for each k > 0, there exists N = N(k) such that (φn)∗ is an isomorphism for
n > N . Since our main results are all for rational homology, we will often drop the
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coefficient group Q from the notation. While we focus on rational homology, the
corresponding statements for rational cohomology are equivalent.
1.1. Ordered commuting tuples. Let {Gr}r>1 denote one of the classical fam-
ilies of compact, connected Lie groups – namely Gr = SU(r), U(r), SO(2r + 1),
Sp(r), or SO(2r) – or the complexifications thereof. We have standard inclusions
Gr →֒ Gr+1 (see Section 6).
Theorem 1.1. Fix k, n > 0 and let {Gr}r>1 be one of the classical sequences of Lie
groups listed above. Then the standard inclusions Gr →֒ Gr+1 induce isomorphisms
Hk(Rep(Z
n, Gr)1;Q)
∼=−→ Hk(Rep(Zn, Gr+1)1;Q)
for r > k, and
Hk(Hom(Z
n, Gr)1;Q)
∼=−→ Hk(Hom(Zn, Gr+1)1;Q)
for r − ⌊√r⌋ > k, where ⌊√r⌋ is the floor function.
These results are proved in Theorems 7.1 and 10.7, and Corollary 11.3 respec-
tively. We prove similar results for Gr–equivariant homology in Section 9. This
result, and the others discussed below, also apply to the groups Spin(r) (Exam-
ple 12.2), and to the projectivizations of the above sequences (Example 12.3), al-
though for the projective groups there are no maps inducing the isomorphisms.
1.2. Unordered commuting tuples. Let G be a compact and connected Lie
group (not necessarily of classical type). The symmetric group Sn acts on Zn by
permuting the standard basis, and hence acts on Hom(Zn, G) and Rep(Zn, G) by
permuting the entries of commuting n–tuples. The space of unordered pairwise
commuting n-tuples in G is the quotient Hom(Zn, G)/Sn, and the corresponding
moduli space is Rep(Zn, G)/Sn. We have natural inclusions
Hom(Zn, G)/Sn →֒ Hom(Zn+1, G)/Sn+1
sending [(g1, . . . , gn)] to [(g1, . . . , gn, 1)], where 1 ∈ G is the identity, and similarly
for unordered representation spaces.
Theorem 1.2. Let G be the group of complex or real points of a reductive linear
algebraic group, defined over R in the latter case. Then the natural maps
Hk(Hom(Z
n, G)1/Sn;Q) −→ Hk(Hom(Zn+1, G)1/Sn+1;Q)
and
Hk(Rep(Z
n, G)1/Sn;Q) −→ Hk(Rep(Zn+1, G)1/Sn+1;Q)
are isomorphisms for n > k.
This is proven in Theorem 7.9 and Corollary 11.6, while an analogue for equi-
variant homology appears in Theorem 9.6. We note that these results bear some
similarity to homological stability for configuration spaces, where one stabilizes with
respect to the size of the configurations. It would be interesting to know whether
stability holds for configurations of commuting elements in G; that is, commuting
tuples in which repetition is not allowed.
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1.3. Symmetric products. The above results are closely related to a general
homological stability result for symmetric products. This stability result goes back
at least to Steenrod [58]; here we use representation stability give a simple proof
of rational homological stability for these spaces. (Steenrod in fact proved stability
for integral homology, and this will allow us to deduce integral stability in several
of the situations we study.)
Recall that the n-th symmetric product of a space X is the quotient space
SymnX = Xn/Sn, where the symmetric group Sn acts by permuting the factors.
A basepoint in X determines maps SymnX →֒ Symn+1(X) (adding the basepoint
in the last factor), and the colimit of this sequence is Sym∞(X).
Proposition 1.3. Suppose X is path connected, locally contractible, and H∗(X ;Q)
is finitely generated in each degree. Then for each k > 0, Hk(X
r;Q) forms a
uniformly representation stable sequence of Sn-representations, with stable range
r > 2k. Consequently, for r > k, the natural maps SymrX → Symr+1X induce
isomorphisms
Hk(Sym
rX ;Q)
∼=−→ Hk(Symr+1X ;Q)
∼=−→ Hk(Sym∞X ;Q).
This result is proven in Corollary 5.5 (and in fact, only semi-local contractibility
is needed). For spaces equipped with an involution, we obtain a similar represen-
tation stability result in Proposition 5.9.
1.4. Infinite-dimensional analogues. We also study two constructions that com-
bine, in different ways, the spaces Hom(Zn, G) and Rep(Zn, G) for varying n. The
space BcomG, known as the classifying space for commutativity in G, is the geomet-
ric realization of the simplicial space Hom(Z•, G). Introduced by Adem–Cohen–
Torres-Giese [2], this space has been studied by a variety of authors [3, 4, 5, 27].
For instance, when G = U is the infinite unitary group, BcomU represents commu-
tative complex K–theory. The space Comm(G) is a subspace of the James reduced
product J(G) and Comm(G)/G its image in J(G)/G. These spaces played an im-
portant role in the calculations of Poincare´ series discussed above. We show that
these constructions satisfy strong rational homological stability for all of the above
sequences of Lie groups (Theorem 10.7 and Corollary 11.4). We note that the
rational cohomology rings of BcomU, BcomSU and BcomSp were calculated in [3].
In conclusion, our main results can be summarized by stating that the sequences
of rational homology groups in Table 1.4 (below) stabilize. In this table, the se-
quence Gr can be any of the sequences discussed above; in fact, our results also
extend to certain sequences of real reductive groups (Section 11). Additionally, in
Section 11 we extend our results to finitely generated nilpotent groups in place of
Zn. We do not expect the bounds in Table 1.4 to be optimal; in fact, the bounds
r − ⌊√r⌋ > k can be improved to r − ⌊√r⌋ + 1 > k (except for G1 = SO(2) - see
Remark 10.10). Note that these bounds imply slightly weaker linear bounds.
Remark 1.4. While our methods naturally lead us to divide the special orthogonal
groups into two sequences (and the stability bounds are most easily stated in this
way) the entire sequence {Hom(Zn, SO(m))}m>2 in fact satisfies strong homological
stability. The stabilization maps are induced by block sum with the identity matrix,
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Homology sequence Space description Stable range
Hk(Sym
r(X)) r-fold symmetric product of X r > k
Hk(Hom(Zn, Gr)1) ordered commuting n-tuples in Gr r − ⌊
√
r⌋ > k
Hk(Rep(Z
n, Gr)1) Gr-character variety of Z
n r > k
Hk(Bcom(Gr)1) classifying space |Hom(Z•, Gr)1| r − ⌊
√
r⌋ > k
Hk(Comm(Gr)1) James-type construction r − ⌊√r⌋ > k
Hk(Bcom(Gr)1/Gr) classifying space |Hom(Z•, Gr)1/Gr| r > k
Hk(Comm(Gr)1/Gr) James-type construction r > k
HGrk (Hom(Z
n, Gr)1) ordered commuting n-tuples in Gr r > k
HGrk (Comm(Gr)1) James-type construction r > k
HGrk (Bcom(Gr)1) classifying space |Hom(Z•, Gr)1| r > k
Hk(Hom(Zn, G)1/Sn) unordered commuting n-tuples in G n > k
Hk(Rep(Zn, G)1/Sn) unordered G-character variety of Zn n > k
HGk (Hom(Z
n, G)1/Sn) unordered commuting n-tuples in G n > k
Table 1. Stability bounds for rational (equivariant) homology groups.
and in the stable range, composing any two adjacent maps in the sequence
Hk(Hom(Z
n, SO(m− 1))1) −→ Hk(Hom(Zn, SO(m))1)
−→ Hk(Hom(Zn, SO(m+ 1))1) −→ Hk(Hom(Zn, SO(m+ 2))1)
yields an isomorphism; hence each of these maps is in fact an isomorphism. Similar
remarks apply to the other functors considered in the paper, as well as to the
complexifications SO(2m,C) and to the Spin groups.
Acknowledgments. The authors would like to thank Jenny Wilson and John
Wiltshire–Gordon for helpful conversations regarding representation stability, Tom
Baird for suggesting the strategy in Lemma 6.4, Sean Lawton for helpful conversa-
tions about Lie theory, Fred Cohen for his feedback on a technical aspect, Jeremy
Miller for telling us about Steenrod’s result [58], Bernardo Villarreal for comments
on the first version, and Sarkhan Badirli for his assistance with Matlab computa-
tions. We also thank Mahir Can and Soumya Banerjee for asking about stability
for equivariant homology.
2. Homology of commuting tuples
In this section we review work of Baird [7] on the (co)homology of the spaces
Hom(Zn, G), and explain how Baird’s results interact with homomorphisms be-
tween Lie groups.
For a topological group G and a finitely generated discrete group π, a group rep-
resentation ρ : π → G is completely determined by its image on a set of generators
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g1, . . . , gn ∈ π. That is, the association of ρ with the n-tuple (ρ(g1), . . . , ρ(gn)) ∈ Gn
gives an inclusion Hom(π,G) →֒ Gn, and the subspace topology on Hom(π,G) is
independent of the choice of generating set (see [60, §2] for a direct proof). The
group G acts by conjugation on Hom(π,G), and the quotient space is denoted by
Rep(π,G) = Hom(π,G)/G.
2.1. The conjugation map. Throughout this section, G will be a compact and
connected Lie group, T 6 G a maximal torus, and W = N(T )/T its Weyl group.
Work of Baird [7] allows us to describe the homology of the identity components
Hom(Zn, G)1 and Rep(Zn, G)1 (and their unordered versions) as Weyl group in-
variants in the homology of some related spaces, and we will explain how various
maps between spaces of commuting elements behave on homology.
The conjugation map G × T → G given by (g, t) 7→ gtg−1 defines a surjection
onto G. Baird [7] generalized this to a map
G× T n → Hom(Zn, G)
(g, t1, . . . , tn) 7→ (gt1g−1, . . . , gtng−1).
This map is certainly not a surjection in general (since its domain is always path
connected). However, the image of this map is precisely the path component of the
trivial representation Hom(Zn, G)1, as shown by Baird. This map factors through
the quotient by the normalizer of T to give a map
G×NT T n → Hom(Zn, G)1,
where NT acts by right multiplication on G and diagonally by conjugation on
T n. Moreover, the conjugation action of T 6 NT on T n is trivial, so we have a
homeomorphism G×NT T n
∼=−→ G/T ×W T n, and we obtain a map
(1) φ = φn : G/T ×W T n → Hom(Zn, G)1,
which we call the conjugation map. The stability properties of the spaces mentioned
in the introduction are studied mainly via this map and others derived from it.
Theorem 2.1 (Baird). The map φ induces an isomorphism
H∗(G/T ×W T n;Q)
∼=−→ H∗(Hom(Zn, G)1;Q),
and torsion in H∗(Hom(Zn, G)1;Q) has order dividing |W |.
Baird stated his result in cohomology, but by the Universal Coefficient Theorem,
the homological and cohomological versions with rational coefficients are equivalent.
One can use the map (1) to give an analogous model for the identity component
Rep(Zn, G)1. The maps
(2) T n = Rep(Zn, T )
i=in−−−→ Rep(Zn, G)1
induced by the inclusion T →֒ G are invariant with respect to the diagonal conju-
gation action of W on T n, and hence induce maps
(3) T n/W → Rep(Zn, G)1.
Theorem 2.2. The map (3) is a homeomorphism. Consequently, we have an
isomorphism
H∗(T n/W ;Q)
∼=−→ H∗(Rep(Zn, G)1;Q).
This was first observed by Baird [7], and a proof is given in [56, Theorem 5.1].
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Remark 2.3. The isomorphisms in Theorems 2.1 and 2.2 are natural in the follow-
ing senses. Let f : G→ G′ be a map of Lie groups and assume there exist maximal
tori T 6 G, T ′ 6 G′ such that f(T ) ⊂ T ′ and f(NT ) ⊂ NT ′. Then we have a
commutative diagram
G/T ×W T n Hom(Zn, G)1
G′/T ′ ×W ′ (T ′)n Hom(Zn, G′)1,
φ
φ
where W = NT/T and W ′ = NT ′/T ′ are the Weyl groups, and the vertical maps
are induced by f . Similarly, we have a commutative diagram
T n/W Rep(Zn, G)1
(T ′)n/W ′ Rep(Zn, G′)1,
∼=
∼=
where the horizontal maps are the homeomorphisms (3), and again the vertical
maps are induced by f .
3. Homology of finite quotients
It is well-known that (under suitable conditions) if H is a finite group acting on
a space X , then there is an isomorphism
(4) H∗(X/H ;Q) ∼= H∗(X ;Q)H ,
where the right-hand side denotes the subring ofH–invariant elements. This applies
in particular to Theorems 2.1 and 2.2. Here we explain a homological version of
(4), and describe how these results interact with equivariant maps.
Recall that a space X is semi-locally contractible if every open set U ⊂ X has
a covering by open sets Ui ⊂ U for which the inclusion maps Ui →֒ U are null-
homotopic.
Definition 3.1. We say that a space X is good if it is homotopy equivalent to a
semi-locally contractible space. We say that an action of a finite group H on a
space X is good if both X and X/H are good.
Note that every CW complex is locally contractible and hence also semi-locally
contractible. In all of the situations we encounter in this paper, the actions will be
good because X and X/H will have the homotopy types of CW complexes. This
will often be proven using the fact that if n 7→ Xn is a simplicial space in which
each Xn has the homotopy type of a CW complex, then so does the geometric
realization |X•| (see May [38, Appendix]).
Proposition 3.2. Consider a good action of a finite group H on a space X, and
let k be a field whose characteristic does not divide |H |. Let π : X → X/H denote
the quotient map. Then π∗ : H∗(X/H ;k)→ H∗(X ;k) has image contained in the
subspace of invariants H∗(X ;k)H , and in fact π∗ induces an isomorphism
H∗(X/H ;k)
∼=−→ H∗(X ;k)H .
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Similarly, the map π∗ : H∗(X ;k)→ H∗(X/H ;k) restricts to an isomorphism
H∗(X ;k)H
∼=−→ H∗(X/H ;k).
Proof. Bredon [14, Theorem 19.2] proves a version of this result for sheaf cohomol-
ogy, with coefficients in the constant sheaf k, for arbitrary actions of finite groups.
For semi-locally contractible spaces, the sheaf cohomology and the singular coho-
mology are naturally isomorphic by Sella [54], and this fact also holds for spaces
homotopy equivalent to semi-locally contractible spaces because both sheaf coho-
mology and singular cohomology are homotopy invariant (for sheaf cohomology,
see [14, Corollary II.11.13]). Hence for good actions, the result for sheaf cohomol-
ogy is equivalent to the result for singular cohomology.1
We now deduce the homological case from the cohomological case. By the Uni-
versal Coefficient Theorem for cohomology, there is a commutative diagram of the
form
H∗(X/H) Hom(H∗(X/H),k)
H∗(X)H Hom(H∗(X),k)H
∼=
π∗ (π∗)
∗
∼=
where Hom(−,k) denotes the k–linear dual. Note here that naturality of the iso-
morphism
H∗(X)
∼=−→ Hom(H∗(X),k)
in the Universal Coefficient Theorem implies that this isomorphism is equivariant
with respect to the action of H , and hence restricts to an isomorphism between
the subspaces of H–fixed points. Since the map π∗ is an isomorphism, we conclude
that
(π∗)∗ : Hom(H∗(X/H),k)→ Hom(H∗(X),k)H
is an isomorphism as well.
We need the following lemma. To simplify notation we set V ∗ := Hom(V,k).
Lemma 3.3. Let H be a finite group, and k a field of characteristic not dividing
|H |. Let V and W be representations of H over k, and let p : V → W be an H–
equivariant map. Then the induced map p∗ : W ∗ → V ∗ is H–equivariant, where
H acts on V ∗ by (h · l)(v) := l(h−1v). By equivariance, p and p∗ restrict to maps
pH : V H →WH and (p∗)H : (W ∗)H → (V ∗)H .
The map pH is injective if and only if (p∗)H is surjective, and pH is surjective
if and only if (p∗)H is injective. In particular, pH is an isomorphism if and only if
(p∗)H is an isomorphism.
Proof. It suffices to show that the natural map φ : (U∗)H → (UH)∗ sending an
invariant linear functional l to its restriction l|UH is an isomorphism, because then
(p∗)H and (pH)∗ are naturally isomorphic, and in general a linear map is injective
(respectively, surjective) if and only if its dual is surjective (respectively, injective).
1For our purposes, the more classical fact that sheaf cohomology agrees with singular cohomol-
ogy for locally contractible, paracompact Hausdorff spaces is sufficient, since in all the situations
where we apply this result the spaces in question have the homotopy types of CW complexes.
10 DANIEL A. RAMRAS AND MENTOR STAFA
The map φ is injective, since if l ∈ (U∗)H is non-zero, then there exists x ∈ U
such that l(x) 6= 0, and then linearity and H–invariance of l give
l
(∑
h∈H
h · x
)
=
∑
h∈H
l(h · x) = |H |l(x) 6= 0
(since the characteristic of k does not divide |H |). To prove surjectivity of φ,
consider a linear functional l : UH → k. Choose a splitting q : U → UH of the
inclusion UH →֒ U and set
l˜ :=
1
|H |
∑
h∈H
h · (l ◦ q).
Then l˜ is an H–invariant extension of l, so φ( l˜ ) = l. 
We now complete the proof of Proposition 3.2. The fact that π∗ restricts to
an isomorphism H∗(X)H → H∗(X/H) follows by applying the Lemma to the case
V = H∗(X), W = H∗(X/H) (with trivial H–action) and p = π∗. 
In order to describe how Proposition 3.2 interacts with equivariant maps of
spaces, we will need the following construction.
Definition 3.4. Let H be a finite group, and let V be a k[H ]–module, with k a
field of characteristic not dividing |H |. The averaging map
α : V → V H
is the k–linear map defined by
α(v) =
1
|H |
∑
h∈H
h · v.
To simplify notation, we set v := α(v).
We now list some basic properties of the averaging map.
Lemma 3.5. Let α : V → V H be the averaging map of the k[H ]-module V (where
k is a field of characteristic not dividing |H |). Then
(1) α|V H is the identity (so α is idempotent with image V H);
(2) α(h · v) = α(v) for all h ∈ H, v ∈ V ;
(3) α is the orthogonal projection of V onto V H with respect to any H–invariant
inner product (that is, 〈v − α(v), α(v)〉 = 0 if 〈 , 〉 is H–invariant).
Proposition 3.6. Let H1 and H2 be finite groups acting on spaces X1 and X2,
and assume the actions are good. Let f : X1 → X2 be a map that is equivariant
with respect to a homomorphism φ : H1 → H2 (meaning that f(h · x) = φ(h) · f(x)
for all h ∈ H,x ∈ X). Let f : X1/H1 → X2/H2 be the map induced by f . Let k be
a field of characteristic not dividing |H1| or |H2|. Then under the isomorphisms in
Proposition 3.2, the map
f
∗
: H∗(X2/H2;k)→ H∗(X1/H1;k)
corresponds to
f∗ : H∗(X2;k)H2 → H∗(X1;k)H1
(in particular, f∗ maps H2–invariant classes to H1–invariant classes), while the
map
f∗ : H∗(X1/H1;k)→ H∗(X2/H2;k)
HOMOLOGICAL STABILITY FOR COMMUTING ELEMENTS IN LIE GROUPS 11
corresponds to
f∗ = α ◦ f∗ : H∗(X1;k)H1 → H∗(X2;k)H2 .
Proof. Let πi : Xi → Xi/Hi be the quotient map. First we consider f∗. Say
x ∈ H∗(X2;k)H2 . By Proposition 3.2, there is a unique class x2 ∈ H∗(X2/H2;k)
satisfying π∗2x2 = x2. Then we have
π∗1f
∗
x2 = f
∗π∗2x2 = f
∗x2,
as desired.
Next, given x1 ∈ H∗(X1)H1 , we want to show that f∗(π1)∗x1 = (π2)∗α(f∗x1).
We have
(π2)∗α(f∗x1) =
1
|H2|
∑
h∈H2
(π2)∗h∗f∗x1 =
1
|H2|
∑
h∈H2
(π2)∗f∗x1
= (π2)∗f∗x1 = f∗(π1)∗x1
as desired. 
4. FIW -modules and FIW#-modules
Here we provide a quick introduction to the theory of FIW -modules, as developed
by J. Wilson. More details can be found in [62].
Let Wn denote the nth Weyl group of classical type A, B, C, or D. These cor-
respond to the symmetric group Sn for type A, the signed permutation group
Bn = Z2 ≀ Sn for both types B and C, and the even signed permutation group
Dn 6 Bn for D. In this section, we write Z2 as the group {−,+} with + as identity
element, so that elements of Z2 ≀ Sn are pairs consisting of a permutation and a
list of n signs; note that Z2 ≀ Sn is in bijection with the set of permutations σ of
the 2n–element set {±1, . . . ,±n} satisfying σ({−t, t}) = {σ(t),−σ(t)}. The even
signed permutation group Dn can be seen as the index 2 subgroup of Bn obtained
as the kernel of the projection Z2 ≀Sn → Z/2Z counting the number of minus signs
modulo 2. We have standard inclusions jn : Wn →֒Wn+1 sending a signed permu-
tation σ of n to the signed permutation of n+ 1 that agrees with σ on n ⊂ n+ 1
and is the identity on {±(n+ 1)}.
As we saw in Section 2, the homology of spaces of commuting elements can be
described using representations of Weyl groups and this perspective will be used
throughout the paper.
4.1. FIW -modules. For W = A, B, C, or D, the category FIW is the category
whose objects are the sets n = {±1, . . . ,±n} and 0 = {0}, indexed by the natural
numbers, and whose morphisms are the injections φ : m → n such that φ(−t) =
−φ(t) for all t ∈ m (here we use the convention that − − i = i), together with
an extra condition depending on the type (A, B, C or D). Namely, the category
FID is the subcategory defined by the additional condition that an isomorphism
must reverse an even number of signs (that is, |{i ∈ {1, . . . , n} : φ(i) = −i}|
must be even), FIA is the subcategory consisting of morphisms that preserve all
signs, and FIB = FIC is the category with no further restriction on morphisms
(following Wilson, we will use the notation FIBC := FIB = FIC). This implies that
Aut(n) = Sn in type A, Aut(n) = Z2 ≀Sn = Bn in types B and C, and Aut(n) = Dn
in type D.
12 DANIEL A. RAMRAS AND MENTOR STAFA
Note that there are inclusions of categories FIA →֒ FID →֒ FIBC . The notation
FIW will stand for one of the above three categories.
Remark 4.1. Elementary arguments show that each of the categories FIW has
the property that Aut(n) acts transitively on the set of morphisms Mor(m,n)
(via composition). In particular, every morphism m → n can be written in the
form σ ◦ imn, where imn : m → n is the (unique) morphism satisfying i(j) = j
for 1 6 j 6 m and σ is a signed permutation lying in Aut(n). Note here that
Mor(m,n) is empty unless m 6 n.
Definition 4.2 (FIW -modules). An FIW -module V over a ring R is a functor
V : FIW →ModR
to the category of R-modules. Given a morphism φ : n → m in FIW , we will
sometimes abbreviate V (φ) to φ∗ when V is clear from context.
A sub-FIW -module of V is an FIW -module V
′ with V ′(n) 6 V (n) a submodule
for each n, and V ′(φ) = V (φ)|V ′(n) for each morphism φ : n→m in FIW .
An FIW -space X is a functor
X : FIW → Top.
Note that the homology of an FIW -space with coefficients in a ring R is an
FIW -module over R.
Remark 4.3. A consistent sequence of Wn–representations is a sequence of Wn–
representations Vn together with structure maps fn : Vn → Vn+1 that are equi-
variant with respect to the inclusions jn : Wn →֒ Wn+1. Remark 4.1 implies that
each FIW -module V is determined by its underlying consistent sequence of Wn–
representations Vn := V (n0), with structure maps
(in)∗ = V (in) : Vn → Vn+1,
where in : n0 → (n+ 1)0 satisfies in(j) = j for 1 6 j 6 n. Similarly, an FIW -
space X is determined by its sequence of Wn–spaces Xn = X(n), together with the
structure maps (in)∗.
Not all consistent sequences of Wn–representations (or Wn–spaces) extend to
FIW –modules (or FIW –spaces). However, Wilson [62, Lemma 3.4] provides a char-
acterization of those consistent sequence that do extend. Wilson’s proof imme-
diately extends to FIW –objects in any category, and we will apply the result to
FIW -spaces in Section 6. To state the result in full generality, we define a consis-
tent sequence C ofW–representations in a category C to be a sequence of objects Cn
in C together with homomorphisms Wn → AutC(Cn) (denoted τ 7→ τ∗) and mor-
phisms φn : Cn → Cn+1 satisfying the equivariance condition φn◦τ∗ = (jn(τ))∗◦φn.
Note that every functor FIW → C has an underlying consistent sequence of Wn–
representations.
Lemma 4.4 (Wilson). Let C be a consistent sequence of Wn–representations in
the category C. Then C extends to an FIW–object C˜ : FIW → C (with underlying
consistent sequence C) if and only if τ∗ ◦ φn−1 ◦ · · · ◦ φm = φn−1 ◦ · · · ◦ φm for all
τ ∈ Wn satisfying τ(i) = i for i > m.
As discussed in Section 6, our key examples of FIW -modules will be produced
from the classical sequences of Lie groups using Lemma 4.4.
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Definition 4.5 (Finite Generation). We say that an FIW -module V is generated
in stage n if Vn is not contained in any proper sub-FIW -module of V . This means
that for each m > n, the union of the images of Vn under FIW -morphisms n→ m
spans Vm.
We say that V is finitely generated if it is generated in stage n for some n and
Vn is finite-dimensional.
Remark 4.6. All of the FIW -modules V considered in this article will be finite-
dimensional, in the sense that each Vn is finitely generated over the coefficient ring
R. In this setting, if V is generated in stage n, then it is automatically finitely
generated as well.
We will use the following result of Wilson repeatedly.
Proposition 4.7 ([62, Proposition 5.2]). If V and W are finite-dimensional FIW -
modules that are generated in stages m and n, respectively, then V ⊗W is generated
in stage (at most) m+ n.
4.2. Representation stability. Now we give the precise definition of representa-
tion stability and uniform representation stability. These notions were first defined
by Church and Farb [18] for a sequence of Gn-representations Vn (for some sequence
of groups Gn), mainly for the purpose of studying stability properties of represen-
tations of symmetric groups. Afterwards we will explain how these notions relate
to homological stability.
A partition of a non-negative integer n is a sequence of non-negative integers
λ := (λ1 > λ2 > · · · > λl > 0)
with
∑
λi = n. We write λ ⊢ n or |λ| = n to indicate that λ is a partition of n.
Note that for n = 0, we allow the empty partition. There is a well-known bijection
between partitions λ ⊢ n and irreducible representations of the symmetric group
Sn over fields of characteristic zero; we denote the representation corresponding
to the partition λ ⊢ n by Vλ. For instance the if λ = (n) then Vλ is the trivial
one-dimensional representation of Sn. If λ := (λ1, . . . , λt) ⊢ k is a partition of k,
then for any n > k + λ1 we may define a partition λ[n] := (n− k, λ1, . . . , λt). Now
we can define the irreducible Sn-representation V (λ)n as
V (λ)n := Vλ[n].
Note that for each λ, V (λ)n is defined only for sufficiently large n (namely n >
|λ|+λ1). This process associates an infinite sequence of irreducible representations
of symmetric groups to each partition λ of a non-negative integer. In particular,
for the empty partition λ = ∅, this sequence is n 7→ V (∅)n = V(n), the sequence of
trivial one-dimensional representations of Sn.
Over fields of characteristic zero, the hyperoctahedral group Bn = Z2 ≀ Sn has
irreducible representations indexed by double partitions λ = (λ+, λ−) of n, where
λ+ ⊢ m and λ− ⊢ n − m for some m 6 n. As before, we write Vλ for the
representation associated to λ. In general, for a double partition λ = (λ+, λ−) of k
and for n > k + λ+1 we define the partition λ[n] := ((n − k, λ+), λ−). Now we can
define the irreducible Bn-representation
V (λ)n := Vλ[n].
Once again, when λ+ = λ− = ∅, we obtain the sequence of trivial one-dimensional
representations of Bn.
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Finally, we consider the case of the even-signed permutation group Dn 6 Bn.
For each double partition λ as above, we set
V (λ)n := Res
Bn
Dn
Vλ[n].
Wilson [62, Proposition 3.30] showed that if V is a finitely generated FID-module,
then Vn is the restriction of a Bn–representation for sufficiently large n, and hence
(over a field of characteristic zero) admits a (unique) decomposition as a sum of
representations of the form V (λ)n. (It should be noted that V (λ)n is not always
irreducible as a Dn–module.) Once again, the empty double partition gives rise to
the sequence of 1-dimensional trivial representations of Dn.
Definition 4.8 (Representation stability). Let V be an FIW -module over a field
k of characteristic zero. We say that V is representation stable if it satisfies the
following conditions:
(I) Injectivity: The maps (in)∗ : Vn → Vn+1 are injective, for all sufficiently
large n;
(II) Surjectivity: The image (in)∗(Vn) generates Vn+1 as a k[Wn]-module, for
all sufficiently large n;
(III) Multiplicities: For all sufficiently large n, there exists an isomorphism of
Wn-representations
Vn ∼=
⊕
λ
cλ,nV (λ)n,
and for each λ, the multiplicity cλ,n of V (λ)n is eventually independent of
n.
Remark 4.9. The decompositions in (III) above are unique if they exist, and so
the multiplicities cλ,n are well-defined. In types A, B, and C, such a decomposition
always exists, since all representations of Wn are of the form V (λ)n in these cases
(over fields of characteristic zero).
Definition 4.10 (Uniform Representation Stability). Let V = {Vn, φn} be a rep-
resentation stable FIW -module with cλ,n constant for all n > Nλ. Then the V is
called uniformly representation stable if N = Nλ can be chosen independently of
λ. In this case, we say that V has stable range n > N .
Wilson [62] shows that an FIW -module V is uniformly representation stable if
and only if it is finitely generated. Here we are mainly interested in the “if” part
of the statement.
Theorem 4.11 ([62, Theorem 4.27, 4.28]). Let k be a field of characteristic 0 and
let V be a finitely generated FIW -module over k. Then V is uniformly representation
stable.
Given an FIB-module V , composing V : FIB →ModR with the inclusion FID →֒
FIB yields the restricted FID-module V |D. The following corollary is immediate
from the definition of V (λ)n in type D.
Corollary 4.12. Let V be a an FIB-module that is uniformly representation stable
with stable range n > N . Let V |D be the restriction of V to an FID-module (that
is, the composition of the functor V with the inclusion FID →֒ FIB). Then V |D is
also uniformly representation stable with stable range n > N .
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Remark 4.13. Since the trivial representation of Wn corresponds to V (∅)n, The-
orem 4.11 implies that in a finitely generated FIW –module, the dimensions of the
isotypical components of the trivial representation eventually stabilize. We will
deduce a stronger version of this statement in Proposition 4.21.
4.3. FIW#–modules. We now introduce extensions of the categories FIA = FI
and FIBC , due to Church–Ellenberg–Farb [17] and Wilson [62], respectively. These
categories can be used to establish bounds on the stable range of a finitely generated
module.
Define FIBC# to be the category whose objects are the based sets n0 = n∪{0},
n = 1, 2, . . . (with 0 as the basepoint), and whose morphisms are based maps
φ : n0 →m0
that are injective on n \ φ−1(0) and satisfy φ({i,−i}) = {φ(i),−φ(i)} (we set
−0 = 0).
The category FIA# is the subcategory of FIBC# consisting of those morphisms
that preserve signs (that is, φ : n0 → m0 lies in FIA# if φ(i) ∈ {0, 1, . . . ,m} for
each i ∈ {1, . . . , n}). This category is equivalent to the category FI# introduced
in [17], whose objects are finite sets and whose morphisms S → T are partially
defined injections
S ⊃ A ψ−→∼= B →֒ T.
Note that each morphism φ : n0 → m0 in FIBC# restricts to a partially defined
injection {1, . . . , n} ⊃ A φ
′
−→∼= B ⊂ {1, . . . ,m}, where A = {i : φ(i) 6= 0}. The
equivalence of categories FIA#→ FI# carries n0 to {1, . . . , n} and takes φ : n0 →
m0 to φ
′. (Composition in FI# is defined so as to make this a functor.)
As observed by Wilson, there is no natural analogue of these extensions in type
D, so we do not define FID#. As such, the symbol FIW# will refer to one of the
above two categories.
There are canonical embeddings of categories FIW →֒ FIW#, sending n 7→ n0
and sending a morphism φ : n→m to the unique base-point preserving extension
φ0 : n0 → m0.
Definition 4.14 (FIW#-modules). An FIW#-module over a ring R is a functor
V : FIW#→ModR
from FIW# to the category of R-modules.
Note that each FIW#–module has an underlying FIW -module, defined via re-
striction along the embedding FIW →֒ FIW#.
The following result is due to Church–Ellenberg–Farb [17] in the case of FIA#–
modules, and due to Wilson [62] in the case of FIBC#–modules.
Theorem 4.15. Let V be an FIW#-module over a field of characteristic zero. If
V is finitely generated in stage k, then V is uniformly representation stable with
stable range n > 2k.
We are mainly interested in stability for subspaces of invariants, and in this case
a better bound can be obtained. First let us recall the branching rules for induced
representations of symmetric and hyperoctrahedral groups (see [25]).
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Given a representation V of Sn over a ring R, let V ⊠R denote the external tensor
product of V with the trivial representation of Sk (so V ⊠R is a representation of
Sn × Sk). We will use similar notation for the hyperoctahedral groups Bn.
Lemma 4.16. Let k be a field of characteristic zero. For each partition λ of n,
the Sn+k-representation induced by Vλ is
Ind
Sn+k
Sn×SkVλ ⊠ k
∼=
⊕
µ
Vµ,
where the direct sum is taken over those partitions µ of n + k obtained from λ by
adding one box to each of k different columns (of the corresponding Young tableaux).
Lemma 4.17. Let k be a field of characteristic zero. For each double partition
λ = (λ+, λ−) of n, the Bn+k-representation induced by V(λ+,λ−) is
Ind
Bn+k
Bn×BkV(λ+,λ−) ⊠ k
∼=
⊕
µ+
V(µ+,λ−),
where the direct sum is taken over those partitions µ+ of n+k obtained from λ+ by
adding one box to each of k different columns (of the corresponding Young tableaux).
We learned the following result from John Wiltshire–Gordon.
Proposition 4.18. In types A, B, and C, if an FIW#–module V is generated in
stage d, and X extends to an FIW#-space, then for n > d we have
dim(VWnn ) = dim(V
Wd
d ).
Proof. A complete classification of FI#-modules is given in [17, Theorem 4.1.5],
whereas Wilson gives a classification of FIB#-modules in [61, Theorem 3.7]. In
particular, an FIW#-module V can always be written as
(5) V ∼=
⊕
n>0
MW (Un),
where Un is a representation of Wn, and the FIW#-module MW (Un) satisfies
MW (Un)r = Ind
Wr
Wn×Wr−nUn ⊠Q
if r > n and MW (Un)r = 0 otherwise; moreover, MW (Un) is generated in stage
n. The trivial representation corresponds to the partition λ = (n) of n, whose
corresponding Young tableaux is simply n boxes aligned horizontally. Using the
branching rules above, one sees that if Un is an irreducible representation of Wn
and
Ind
Wn+k
Wn×WkUn ⊠Q
contains a copy of the trivial representation ofWn+k, then Un must be trivial itself.
Next, observe that for any Wn–representations A and B,
Ind
Wn+k
Wn×Wk(A⊕B)⊠Q ∼=
(
Ind
Wn+k
Wn×WkA⊠Q
)
⊕
(
Ind
Wn+k
Wn×WkB ⊠Q
)
.
Decomposing an arbitrary representation Un of Wn into irreducibles, we now see
that the dimension of
(MW (Un)n+k)
Wn+k ∼=
(
Ind
Wn+k
Wn×WkUn ⊠Q
)Wn+k
agrees with that of UWnn = (MW (Un)n)
Wn (for k > 0). This establishes the lemma
for modules of the form MW (Un), and the general case then follows from the de-
composition (5). 
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4.4. Representation stability and homological stability.
Definition 4.19. An FIW#–space is a functor X : FIW#→ Top.
Recall from Remark 4.3 that an FIW -space X is determined by the sequence
of Wn–spaces Xn = X(n), together with the jn–equivariant maps (in)∗ : Xn →
Xn+1 induced by the morphisms in. We will denote the induced maps Xn/Wn →
Xn+1/Wn+1 by in.
The goal of this section is to establish the following result, which will be used to
prove the homological stability results to follow.
Theorem 4.20. Let n 7→ Xn be a consistent sequence of good Wn–spaces whose
degree k rational homology extends to a finitely generated FIW -module. Then the
sequence of quotient spaces
· · · in−1−−−→ Xn/Wn in−→ Xn+1/Wn+1 in+1−−−→ Xn+2/Wn+2 in+2−−−→ · · ·
is strongly rationally homologically stable in degree k.
If, moreover, the FIW –module Hk(X ;Q) is generated in stage d, then the maps
(in)∗ are surjective for n > d.
In types A, B, and C, if the FIW –module Hk(X ;Q) is generated in stage d,
and extends to an FIW#-module, then the above sequence is strongly rationally
homologically stable for n > d. In type D, if the FID–module Hk(X ;Q) is generated
in stage d, and is the restriction of an FIBC#-module, then once again the above
sequence is strongly rationally homologically stable for n > d.
In order to prove Theorem 4.20, we need a general observation regarding equivari-
ant maps between representations. We will use the averaging operator α : V → V H ,
denoted α(v) = v, from Definition 3.4.
Proposition 4.21. Let j : H1 → H2 be a homomorphism between finite groups,
and consider a j–equivariant map φ : V1 → V2, between QHi–modules. If φ(V1)
generates V2 as a QH2–module, then the averaging map
V H11 → V H22
defined by v 7→ φ(v) is surjective.
Consequently, if V is a finitely generated FIW -module over a field of character-
istic zero, and V is generated in stage d and has stable range n > N , then the
averaging map VWnn → VWn+1n+1 is surjective for n > d and is an isomorphism for
n > N .
Moreover, if V is a finitely generated FIW#–module over a field of characteristic
zero, and V is generated in stage d, then the averaging map VWnn → VWn+1n+1 is an
isomorphism for n > N .
Remark 4.22. We will give an elementary proof of Proposition 4.21 below. We
note, however, that the result can be deduced from Wilson [62, Proposition 4.16],
which states that if an FIW -module V is generated in stage d, then its surjectiv-
ity degree ([62, Definition 4.12]) is at most d. Taking a = 0 in the definition of
surjectivity degree, this says that the natural map
In : (Vn)Wn → (Vn+1)Wn+1
between coinvariants (see [62, p. 288]) is surjective for n > d. The composition
VW →֒ V ։ (V )W is an isomorphism for every Q[W ]–module V , and under these
isomorphisms the averaging map agrees with the map In.
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Proof of Proposition 4.21. First we show that the averaging maps satisfy
(6) φ(v) = φ(v).
This is a straightforward verification (using Lemma 3.5):
φ(v) =
1
|H2|
∑
h∈H2
h · φ
 1
|H1|
∑
g∈H1
g · v

=
1
|H1||H2|
∑
h∈H2
∑
g∈H1
h · φ(g · v)

=
1
|H1|
∑
g∈H1
(
1
|H2|
∑
h∈H2
h · (j(g) · φ(v))
)
=
1
|H1|
∑
g∈H1
(
j(g) · φ(v)
)
=
1
|H1|
∑
g∈H1
(
φ(v)
)
= φ(v)
Next, given v ∈ V Hn+1n+1 , the hypotheses guarantee that there exist xi ∈ Vn and
hi ∈ Hn+1 such that
v =
∑
i
hi · φn(xi).
Since v = v, we have
v =
∑
i
hi · φn(xi) =
∑
i
hi · φn(xi) =
∑
i
φn(xi),
and by (6) we have ∑
i
φn(xi) =
∑
i
φn(xi) = φn
(∑
i
xi
)
.
Since
∑
i xi ∈ V Hnn , this completes the proof of surjectivity. The consequences
for finitely generated FIW – and FIW#–modules then follow from Remark 4.13,
Proposition 4.18, and (in type D), Corollary 4.12. 
Proof of Theorem 4.20. By Proposition 3.6, the maps
Hk(Xn/Wn;Q)
(φn)∗−−−→ Hk(Xn+1/Wn+1;Q)
are isomorphic to the averaging maps
Hk(Xn;Q)
Wn −→ Hk(Xn+1;Q)Wn+1 .
If Hk(X ;Q) is generated in stage d as an FI–module, then Lemma 4.21 shows that
this map is surjective for n > d. Moreover, Theorem 4.11 (together with the fact
that V (∅)n is the trivial representation for each n) shows that there exists N such
that the domain and range of this map have the same dimension (as Q–vector
spaces) for n > N , and hence are isomorphisms (note that N > d). If Hk(X ;Q)
extends to an FIW#–module, then by Proposition 4.18 we can take N = d. 
HOMOLOGICAL STABILITY FOR COMMUTING ELEMENTS IN LIE GROUPS 19
5. Direct powers and symmetric products
In this section, we discuss some simple examples of representation stability and
deduce a homological stability result for symmetric products. In subsequent sec-
tions, the representation stability results proven here will be applied to spaces of
commuting elements in Lie groups.
5.1. Direct powers. We wish to describe an FI#–structure on the sequence of
direct powers Xn of a based space (X, x0). To do this, we need to introduce some
notation. Given a partially defined function S ⊂ A g→ X , where S is a (finite) set,
let g0 : S → X denote the extension defined by setting g0(s) = x0 for all s /∈ A.
Definition 5.1. Given a based space (X, x0), let P(X) = P(X, x0) denote the
FI#–space defined by sending a finite set S to the |S|–fold product
XS = Map(S,X)
and sending a partially defined injection S ⊃ A φ→ B ⊂ T to the map XS → XT
given by sending f : S → X to (f ◦ φ−1)0.
It is an exercise to check that this defines a functor out of the category FI#. The
corresponding FIA#–space takes f : m0 → n0 to the map f∗ : Xm → Xn defined
by
f∗(x1, . . . , xm) = (y1, . . . , yn),
where yi = xf−1(i) if f
−1(i) exists, and yi = x0 otherwise. Applying the functor
H∗(−;Q) or H∗(−;Q) then yields an FI#–module (in the latter case, this relies on
the canonical isomorphism between FI# and FI#op; see [17, Section 4]). Since an
FI#–module restricts to an FI–module, we see that H∗(−;Q) and H∗(−;Q) are FI–
modules. In both cases, the underlying consistent sequences of Sn–representations
is determined by the natural actions of Sn on X
n (permuting the factors), along
with the maps (x1, . . . , xn) 7→ (x1, . . . , xn, x0) (for the homological case) or the
maps (x1, . . . , xn+1) 7→ (x1, . . . , xn) (for the cohomological case).
Definition 5.2. We say that X is of finite (rational) type if Hk(X ;Q) is finite
dimensional for each k > 0.
Proposition 5.3. If X is path connected and of finite type, then the FI#–module
Hk(P(X);Q) is finite dimensional and is generated in stage k. Consequently, the
underlying sequence of symmetric group representations is uniformly representation
stable with stable range n > 2k.
Proof. By the Ku¨nneth Theorem, H∗(Xn;Q) is isomorphic to the n–fold tensor
product of H∗(X ;Q) with itself. Under this isomorphism, the FI#–module struc-
ture on Hk(P(X);Q) is described by essentially the same formulas as for Xn itself,
with sequences of points in X replaced by n–fold tensors and the basepoint x0 re-
placed by the class [x0] ∈ H0(X ;Q). Now, Hk(Xn;Q) is generated by simple tensors
of the form a = a1⊗a2⊗· · ·⊗ak, with ai ∈ H|ai|(X ;Q), and
∑
i |ai| = k. If n > k,
then we must have |ai| = 0 for some i, meaning that ai = q[x0] for some q ∈ Q, and
hence a is in the image of one of the structure maps Hk(X
n−1;Q) → Hk(Xn;Q)
defining the FI–module structure on Hk(P(X);Q). This shows that Hk(P(X);Q)
is generated in stage k, and the result now follows from Theorem 4.15. 
Lemma 5.4. If X is semi-locally contractible, then the same holds for Symn(X)
for each n > 1 (in other words, Xn is a good Sn–space).
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The proof is similar to the proof that the symmetric product construction is
homotopy invariant.
Recall that the infinite symmetric product Sym∞(X) is simply the colimit of the
sequence of maps between the finite symmetric products. Theorem 4.20 now yields
the following corollary.
Corollary 5.5. Let X be a good, path connected space of finite type. Then the
maps
Hk(Sym
nX ;Q) −→ Hk(Symn+1X ;Q) −→ Hk(Sym∞(X);Q)
are isomorphisms for n > k.
Remark 5.6. In the case where X has the homotopy type of a CW complex, the
statement of Corollary 5.5 was shown by Steenrod [58, Eq. (22.7)] (using other
methods) with Q replaced by the ring of integers.
Following Steenrod, we use the compactly generated topology on Xn (as in
Steenrod [57]) when forming the symmetric product. We note that ifX is Hausdorff,
this does not affect the weak homotopy type of Symn(X). More generally, we claim
that if X is Hausdorff and G is a compact group acting on X , then the identity map
k(X)/G→ X/G is a weak equivalence, where k(X) denotes X with the compactly
generated topology. Since homotopy groups are defined in terms of maps out of
compact spaces, it suffices to show that a subset of k(X)/G is compact if and
only if it is compact in X/G, and that the two subspace topologies on such sets
coincide. Compact sets in k(X) and in X coincide by Steenrod [57, Theorem
3.2], and since the quotient maps k(X) → k(X)/G and X → X/G are proper
(Bredon [13, Theorem I.3.1]), the same holds for k(X)/G and X/G. Finally, if
K ⊂ k(X)/G is compact, then the identity map to K ⊂ X/G is a homeomorphism,
since X/G is Hausdorff (ibid.).
5.2. Signed direct powers. Consider a space (X, x0) equipped with an involution
τ : X → X fixing the basepoint x0. We wish to describe an action of Br = Z2 ≀ Sr,
on Xr extending the permutation action of Sr. For ease of notation, in this section
we view Z2 as the group {0, 1}, with 0 as identity, and we write the group operation
as +. (One should think of the sign associated to ǫ ∈ Z2 as (−1)ǫ.) In this notation,
the subgroup Dr 6 Br of even-signed permutations is given by
Dr = {((t1, . . . , tr), σ) ∈ Br : |{i : ti = 1}| is even.}
Using the involution τ , we can now endow Xr with the action of Z2 ≀ Sr given by
(t1, . . . , tr, σ) · (x1, . . . , xr) = (τ t1(xσ−1(1)), . . . , τ tr (xσ−1(r))),
where τ0 := IdX (and τ
1 := τ).
Every morphismm0 → n0 in the category FIBC# factors uniquely as ν◦f , where
f : m0 → n0 is a morphism in FIBC# that preserves signs (that is, f({0, . . . , n}) ⊂
{0, . . .m}), and ν : n0 → n0 is a bijection that satisfies ν({±i}) = {±i} for 1 6
i 6 n and is the identity on the complement of the image of f (that is, ν acts as
negation of some subset of the image of f and acts as the identity on the remaining
elements).
We will refer to such maps f and ν as unsigned partial injections and partial
negations, respectively. If f ′ : n0 → p0 is another unsigned partial injection and
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ν′ : p0 → p0 is another partial negation that restricts to the identity on the com-
plement of the image of f ′, then we have
(ν′ ◦ f ′) ◦ (ν ◦ f) = ν′′ ◦ (f ′ ◦ f),
where ν′′ is the partial negation
ν′′(i) =
{
ν′ ◦ f ′ ◦ ν ◦ f(j), if f ′ ◦ f(j) = i,
i, if i is not in the image of f ′ ◦ f .
Note that, by definition, ν′′ restricts to the identity on the complement of the image
of f ′ ◦ f .
Lemma 5.7. Let (X, x0) be a based space equipped with an involution τ : X → X
fixing x0. Then P(X) extends to an FIBC#–space (and, by restriction, to an FIBC–
space and an FID–space), whose structure maps are determined as follows: For an
unsigned partial injection f : m0 → n0 we set
f∗(x1, . . . , xm) = (y1, . . . , yn),
where
yi =
{
xj if f(j) = i,
x0 if f
−1(i) = ∅,
and for a partial negation ν : n0 → n0 we set
ν∗(x1, . . . , xn) = (y1, . . . , yn),
where
yi =
{
xi if ν(i) = i,
τ(xi) if ν(i) = −i.
Proof. One checks, by a (tedious) computation, that these assignments satisfy
ν′∗ ◦ f ′∗ ◦ ν∗ ◦ f∗ = ν′′∗ ◦ f ′∗ ◦ f∗,
where ν′′ is the partial negation defined above. 
We denote the FIBC#–space constructed in Lemma 5.7 by Pτ (X) = Pτ (X, x0).
Remark 5.8. For a general morphism φ : m0 → n0, the FIBC#–space Pτ (X)
satisfies
φ∗(x1, . . . , xm) = (y1, . . . , yn)
where
yi =

xj , if φ(j) = i,
τ(xj), if φ(j) = −i,
x0 if φ
−1(i) = ∅.
Proposition 5.9. Let X be a path connected, semi-locally contractible space of
finite type. If τ : X → X is an involution fixing x0 ∈ X, then the homology groups
Hk(X
r;Q) form a uniformly representation stable sequence of Br–representations,
with stable range r > 2k. Consequently, the maps
Hk(X
r/Br;Q) −→ Hk(Xr+1/Br+1;Q)
(induced by inserting the basepoint in one factor) are isomorphism for r > k.
The same statement holds with Dr in place of Br.
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Proof. By Proposition 5.3, Hk(Pτ (X);Q) is finitely generated as an FI–module.
It follows immediately that it is also finitely generated as an FID-module and as
an FIBC–module, since the structure maps for these enhanced modules include
the FI structure maps. Representation stability in type B/C now follows from
Theorem 4.11, and in type D it then follows from Corollary 4.12. The last part
follows from Theorem 4.20. 
Remark 5.10. Say X is a space with involution τ . Since (Z2)
r is normal in Br,
we have a homeomorphism Xr/Br ∼= Symr(X/Z2), where Z2 acts via τ . Hence in
type B/C the homological stability statement in Proposition 5.9 is a special case of
the one for ordinary symmetric products. It follows from Steenrod [58, Eq. (22.7)]
that in type B/C, the stability result in Proposition 5.9 also holds integrally (see
Remark 5.6).
6. FIW -modules arising from Lie groups
Let {Gr}r>1 denote one of the following classical sequences of Lie groups:
• Gr = SU(r) or Gr = U(r) (type A);
• Gr = SO(2r + 1) (type B);
• Gr = Sp(r) (type C);
• or Gr = SO(2r) (type D).
In this section, we review the structure of the maximal tori and Weyl groups in
these sequences and construct two finitely-generated FIW –modules associated to
each sequence. We will work exclusively with rational (co)homology in this section
and in all subsequent sections (any field of characteristic zero would suffice), so we
will drop the coefficients from the notation for simplicity.
We begin by specifying the standard inclusions Gr →֒ Gr+1. For Gr = SU(r),
U(r), SO(2r), and SO(2r + 1) these inclusions are given by A 7→ A ⊕ I, where I
denotes an identity matrix of size 1 (in type A) or 2 (in types B and D); so our
convention is to put the additional 1’s in the lower right corner of the matrix.
Following Brocker–tom Dieck [15], we view Sp(r) as the group of 2r × 2r block
matrices
C = C(A,B) =
[
A −B
B A
]
such that C ∈ U(2n). (Here A and B are arbitrary n × n complex matrices,
and A and B are their entry-wise complex conjugates.) The standard inclusion
Sp(r) →֒ Sp(r + 1) is the homomorphism[
A −B
B A
]
7→
[
A⊕ 1 −B ⊕ 0
B ⊕ 0 A⊕ 1
]
,
where 0 and 1 are viewed as 1× 1 complex matrices.
Next we make a choice of maximal torus Tr = T (Gr) 6 Gr in each of our
groups, with the property that in each sequence, the standard inclusion maps Tr
to Tr+1, and we describe the associated Weyl groups NTr/Tr and their actions on
the maximal tori. This discussion will mostly follow [15], and we refer the reader
there for further details. Our choices are as follows:
• T (U(r)) is set of diagonal unitary matrices;
• T (SU(r)) := T (U(r)) ∩ SU(r);
• T (SO(2r)) := SO(2)⊕ · · · ⊕ SO(2);
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• T (SO(2r + 1)) := 1⊕ SO(2)⊕ · · · ⊕ SO(2);
• T (Sp(r)) := {C(D, 0) : D ∈ T (U(r))} = {D ⊕D : D ∈ T (U(r))}.
Note that [15] uses the torus SO(2)⊕· · ·⊕SO(2)⊕1 6 SO(2r+1); our choice above
ensures that the standard inclusion SO(2r+1) →֒ SO(2r+3) carriesNT (SO(2r+1))
into NT (SO(2r + 3)).
In each type, there are isomorphisms of Weyl groups NTr/Tr ∼= Wr, where Wr
is the abstract Weyl group associated to the type (as defined in Section 4). We
briefly specify these isomorphisms. (In the sequel, these isomorphisms are treated
as identifications, so that Wr refers to either the abstract group or to NTr/Tr).
Type A: In type A, NTr is generated by Tr together with the signed permutation
matrices P of determinant one, and the desired isomorphism is provided by sending
P to its underlying (unsigned) permutation of the standard basis for Cn. The action
ofWr = Sr on T (U(r)) ∼= (S1)r is simply given by permuting the coordinates of the
torus (and as r varies, this in fact gives us the the FIA#-space P(S
1) considered
in Section 5). This action restricts to the determinant-one sub-torus T (SU(r)) ⊂
T (U(r)).
Types B and D: For the special orthogonal groups, we will use the notation
for Br and Dr from Section 5.2. For Gr = SO(2r + 1), the isomorphism Wr =
Br → NTr/Tr sends σ ∈ Sr ⊂ Wr to the class represented by the permutation
matrix that permutes the ordered pairs of standard basis vectors pi = (e2i, e2i+1)
(i = 1, . . . , r) according to σ (preserving the ordering within the pairs) and fixes e1,
while the element ((0, . . . , 0, 1), e) (where e ∈ Sr is the identity) maps to the class
of diag(−1, 1, . . . , 1,−1). These elements generate Br, so this determines the map.
The case of Gr = SO(2r) is similar: σ ∈ Sr maps to the class of the permutation
matrix that permutes the pairs qi = (e2i−1, e2i) (i = 1, . . . , r) according to σ, while,
for instance, ((1, 1, 0, . . . , 0), e) maps to the class of diag(1,−1, 1,−1, 1, . . . , 1). Sim-
ilarly, for SO(2r) and SO(2r + 1), we have Tr ∼= (SO(2))r.
In both of the above cases, the Weyl group acts on Tr ∼= (SO(2))r by permuting
the factors and negating the angle of rotation (this is seen by conjugating matrices
in SO(2) by diag(1,−1)). If we identify SO(2) with S1 in the usual way, then signed
permutations in Wr act via permutations and complex conjugation.
Type C: In our notation NT (Sp(r)) is generated by T (Sp(r)) together with
matrices of the form P ⊕ P , with P a permutation matrix, together with the
matrices
Cj =
[
Aj Bj
Bj Aj
]
,
for j = 1, . . . r, where Bj is the r× r matrix with a 1 in position (j, j) and all other
entries zero, and Aj = I−Bj . The isomorphismWr = Br → NT (Sp(r))/T (Sp(r))
sends σ ∈ Sr to the class of Pσ⊕Pσ (where Pσ is the permutation matrix associated
to σ) and sends (ǫ1, . . . , ǫr, e) (ǫi ∈ {0, 1}) to the class of the product Cǫ11 · · ·Cǫrr .
Note that there are canonical homeomorphisms T (Sp(r))
∼=−→ T (U(r)) ∼= (S1)r,
sending C(D, 0) to D, and the Weyl group acts by permutations and complex
conjugation on these circle factors: Explicitly,
(Pσ ⊕ Pσ) · C(diag(λ1, . . . , λn), 0) = C(diag(λσ−1(1), . . . , λσ−1(r)), 0),
and
Cj · C(diag(λ1, . . . , λn), 0) = C(diag(λ1, . . . , λj , . . . , λn), 0).
The following result is proven by a case-by-case inspection.
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Lemma 6.1. The standard inclusions Gr →֒ Gr+1 map NTr to NTr+1, and the
induced maps NTr/Tr → NTr+1/Tr+1 agree with the standard inclusions jr : Wr →֒
Wr+1.
Proposition 6.2. For each n > 0, the Wr–spaces T
n
r form a consistent sequence
with respect to the standard inclusions Tr →֒ Tr+1, and these sequences extend to
FIW–spaces.
For Gr = U(r), the FIA–space r 7→ T nr is isomorphic P((S1)n) (with the identity
element in (S1)n as basepoint), and hence extends to an FIA#–space.
For Gr = SO(2r+1) or Sp(r), the FIW–space r 7→ T nr is isomorphic Pτ ((S1)n),
where τ is complex conjugation, and hence extends to an FIBC#–space.
For Gr = SO(2r), the FID–space r 7→ T nr is isomorphic to the restriction
Pτ ((S
1)n)|D.
Proof. Consistency of the sequences follows from Lemma 6.1.
Except in the case Gr = SU(r), we have
T nr
∼= ((S1)r)n ∼= ((S1)n)r,
where the second homeomorphism is defined by
((z11, . . . , z1r), . . . , (zn1, . . . , znr)) 7→ ((z11, . . . , zn1), . . . , (z1r, . . . , znr)).
From the above descriptions of the Weyl group actions and Lemma 6.1, we see that
this homeomorphism is equivariant with respect to the signed permutation actions
of Wr, where on the left the action is the diagonal action on (Tr)
n induced by the
action of Wr on Tr ∼= (S1)r, and on the right the action is exactly that occurring
in the definition of P((S1)n), where (S1)n is considered as a space with involution
z 7→ z (complex conjugation in each coordinate). The result now follows from
Corollary 5.5 in the case Gr = U(r), and from Proposition 5.9 in the other cases.
For Gr = SU(r), Lemma 4.4 shows that r 7→ T (SU(r))n is a sub–FI–space of
r 7→ T (U(r))n. (Note that in this case T nr ∼= ((S1)r−1)n, and we no longer have an
FI#–space). 
Corollary 6.3. For each n > 0, the FI–modules {Hk(T nr )}r>1 are generated in
stage k, and are uniformly representation stable for r > 2k (except possibly in the
case Gr = SU(r)).
Proof. In all cases except for Gr = SU(r), this follows from Proposition 6.2 together
with Propositions 5.3 and 5.9.
For Gr = SU(r), we need to show that the FI–module {Hk(T nr )}r>1 is generated
in stage k. Note that the action of Wr−1 6 Wr on Tr agrees with the usual
permutation action on (S1)r−1. The homeomorphism
T nr
∼= ((S1)r−1)n ∼= ((S1)n)r−1,
now endows ((S1)n)r−1 with aWr–action, which when restricted toWr−1 gives the
defining action for P((S1)n). In fact, if we restrict the FI–space r 7→ T nr along the
functor FI→ FI defined by sending r to r+ 1 and sending φ : r→ s to the unique
extension φ˜ : r+ 1 → s+ 1 satisfying φ˜(r + 1) = s + 1, we obtain the FI–space
P((S1)n). For each k > 0, the kth homology of this restricted FI–space is generated
in stage k, and so the same is automatically true for the original FI–space. 
Next we consider the flag manifolds G/T . For each of the above sequences of Lie
groups, the spaces Gr/Tr admit left actions of Wr, defined by [n] · gTr = gn−1Tr.
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The standard inclusions induce maps Gr/Tr → Gr+1/Tr+1 making these sequences
consistent, but these sequences do not satisfy the conditions in Lemma 4.4 and
hence do not extend to FIW –spaces. Nevertheless, Wilson [62, Corollary 6.5] showed
that the cohomology of these spaces has the structure of a co–FIW -module. We will
give a direct proof of the dual statement in homology, using a relationship between
the translation action of Wr and its conjugation action.
Let G be a compact Lie group with maximal torus T 6 G, and let ET → BT
and EG→ BG denote the (functorial) simplicial models for the universal principal
bundles (as defined, for instance, in [53]). The principal action of NT 6 G on EG
descends to an action of W = NT/T on EG/T . We will call this the translation
action of W on EG/T .
Lemma 6.4. Consider the homotopy equivalence i : ET/T → EG/T induced by
the inclusion T →֒ G. Then the conjugation action of W on H∗(ET/T ) and the
translation action of W on H∗(EG/T ) coincide under the isomorphism i∗, and
similarly for homology.
Proof. Recall that for a Lie group H , the simplicial model for EH is the geomet-
ric realization of the simplicial space whose space of k–simplices is Hk+1. The
face maps are given by deletion of elements from a string, while the degenera-
cies are given by repetition. The principal action of H on EH is given by right-
multiplication.
Note that the inclusions ET/T → ENT/T → EG/T are both homotopy equiv-
alences. The space EN also admits a conjugation action of N , which descends
to a conjugation action of W on ENT/T , and the map ET/T → ENT/T is
W–equivariant (when ET/T has the conjugation action). Moreover, the princi-
pal action of N on EN also descends to a W–action on ENT/T , making the
map ENT/T → EG/T equivariant. Hence to prove the lemma, it will suffice to
show that for every [n] ∈ W , the conjugation and translation actions of [n] on
ENT/T are homotopic to each other, and we prove this by exhibiting a simpli-
cial homotopy between these maps. Recall (see [39] for instance) that a simpli-
cial homotopy between maps f, g : ENT → ENT consists of a collection of maps
hki : (NT )
k+1 → NT k+2 for k = 0, 1, 2, . . . and 0 6 i 6 k, satisfying a collection
of identities (these identities simply amount to saying that the hki combine into a
simplicial map ENT×∆1 → ENT , where ∆1 is the standard simplicial 1–simplex).
We define
hi(n0, ..., nk) = (n0n, ..., nin, n
−1nin, ..., n−1nkn);
one readily checks that all of the identities hold. One checks that this map is well-
defined on equivalence classes modulo the principal action of T (given by right-
multiplication in all coordinates), and hence descends to a simplicial homotopy
between the translation and conjugation actions of [n] on ENT/T , as desired. 
Borel [11, Proposition 29.2(a)] showed that for a compact, connected Lie group
G with maximal torus T 6 G, the ring H∗(G/T ) is isomorphic to the cokernel of
the map (i∗)+ : H∗(BG)+ → H∗(BT ) induced by the inclusion i : T →֒ G (here
H∗(BG)+ is the ideal consisting of elements in non-zero degrees). The conjugation
action of NT on BG is homologically trivial because for every element g ∈ G, the
conjugation map cg : BG → BG induced by g is nullhomotopic (thought of as an
automorphism of the groupoid whose nerve is BG, the functor cg is isomorphic to
the identity via a continuous natural transformation). This implies that the image
26 DANIEL A. RAMRAS AND MENTOR STAFA
of (i∗)+ is contained in theW–invariantsH∗(BT )W , and by Baird [7, Theorem B.2],
we also have an isomorphism H∗(G/T ) ∼= H∗(BT )/(H∗(BT )W )+, where again +
denotes the ideal of non-zero degree elements. By comparing dimensions, it follows
that the image of (i∗)+ is exactly (H∗(BT )W )+.
We now give a functorial version of these results.
Proposition 6.5. For each compact, connected Lie group G and maximal torus
T 6 G, the map f : G/T → BT classifying the principal T–bundle G → G/T is
surjective in rational cohomology (and, dually, injective in rational homology), and
the kernel of f∗ is precisely (H∗(BT )W )+.
Proof. First we prove that f∗ : H∗(BT ) → H∗(G/T ) is surjective. It suffices to
prove surjectivity in degree 2, because H∗(G/T ) is generated in degree 2 (since
H∗(BT ) is generated in degree 2, this follows from either Borel or Baird’s result).
We have a map of fibrations
(7)
T T
G EG
G/T EG/T ≃ BT,
=
i
f
which gives rise to a map between the Serre spectral sequences for these fibrations.
Consider the differentials d2 : E
0,1
2 → E2,02 in the two spectral sequences: on the
right, this differential is an isomorphism (since EG is contractible), and on the left,
it is surjective since H2(G) = 0 (in general, H∗(G) is an exterior algebra concen-
trated in odd degrees - see Reeder [51], for instance). We thus have a commutative
diagram
H1(T ) H1(T )
H2(G/T ) H2(BT ),
d2
=
∼= d2
f∗
and it follows that f∗ is surjective in degree 2 (and hence in all degrees).
Since we know that there is an isomorphismH∗(G/T ) ∼= H∗(BT )/(H∗(BT )W )+,
and these graded vector spaces are finite dimensional in each degree, to show that
ker(f∗) = (H∗(BT )W )+ it suffices to check that (H∗(BT )W )+ 6 ker(f∗). As
an ungraded W–representation, H∗(G/T ) is the regular representation (see, for
instance, Baird [7, Theorem B.1]), and hence W acts freely on H∗(G/T )+, so
f∗((H∗(BT )W )+) = 0. 
Proposition 6.6. The consistent sequences of Wr–modules r 7→ Hk(Gr/Tr) extend
to finitely generated FIW –modules.
Proof. Let 1×Ws ⊂Wr+s denote the subgroup of elements fixing 1, . . . , r ∈ s0. By
Lemma 4.4, we need to prove that the action of 1×Ws on the image of the map
Hk(Gr/Tr) −→ Hk(Gr+s/Tr+s)
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induced by the standard inclusion is trivial.
Note that in Diagram (7) above, we may take the map G → EG to be the
inclusion of one fiber of the fibration EG→ EG/G (giving a specific choice for the
classifying map f). This choice gives us a commutative diagram
(8)
Gr/Tr EGr/Tr
Gr+s/Tr+s EGr+s/Tr+s
fr
fr+s
relating the classifying maps from Proposition 6.5, and moreover this choice ensures
that the maps fr and fr+s are Wr– and Wr+s–equivariant (respectively), where on
the right the Weyl group actions are induced by the principal actions of NTr 6 Gr
and NTr+s 6 Gr+s on the universal bundles.
Since (fr+s)∗ is injective, to complete the proof it suffices to show that 1 ×Ws
acts trivially on the image of Hk(EGr/Tr) in Hk(EGr+s/Tr+s). By Lemma 6.4,
this is equivalent to showing that 1×Ws acts trivially on the image of Hk(BTr) in
Hk(BTr+s), where now 1×Ws 6Wr+s is acting by conjugation. But the image of
Tr in Tr+s is fixed point-wise under conjugation by 1 ×Ws, and the same is true
after applying the bar construction.
Commutativity of Diagram (8) in fact yields an isomorphism of FIW –modules
Hk(Gr/Tr)
∼=−→ H∗k (BT )/(H∗k(BT )W ) (for k > 0), and finite generation now follows
from Wilson [62, Theorem 6.1] (for k = 0, connectedness of Gr implies that the
FIW –module Hk(Gr/Tr) is constant, with value the trivial representation). 
7. Stability for commuting elements in compact Lie groups
In this section we prove several of our main results regarding the homology of
spaces of commuting elements in compact, connected Lie groups. All coefficients in
this section are, implicitly, rational (any field of characteristic zero would suffice).
7.1. Stability for classical sequences of Lie groups. Throughout this section,
Gr will again denote one of the classical Lie groups: SU(r) or U(r) (type A);
SO(2r + 1) (type B); Sp(r) (type C); or SO(2r) (type D); and Tr = T (Gr) 6 Gr
will be the maximal torus defined in Section 6, with Weyl group Wr .
Fix positive integers n and k. We now study how the homology groups
Hk(Rep(Z
n, Gr)1) and Hk(Hom(Z
n, Gr)1)
vary with r.
Theorem 7.1. The sequences r 7→ Rep(Zn, Gr)1 satisfy strong rational homological
stability. In homological degree k, stability holds for r > k.
Proof. By Theorem 2.2, these spaces are homeomorphic to T nr /Wr, and the homeo-
morphisms commute with the stabilization maps induced by the standard inclusions
(Remark 2.3). By Corollary 6.3, the sequence r 7→ Hk(T nr ) is generated in stage
k as an FIW –module, and in all cases except Gr = SU(r), this module extends to
FIW#. For Gr 6= SU(r), the result now follows from Theorem 4.20.
When Gr = SU(r), Theorem 4.20 still tells us that the the maps
Hk(T
n
r )
Wr ∼= Hk(T nr /Wr) −→ Hk(T nr+1/Wr+1) ∼= Hk(T nr )Wr
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are surjective for r > k. It remains to prove injectivity for r > k. The inclusions
SU(r) →֒ U(r) restrict to inclusions i = ir : Tr →֒ T ′r := T (U(r)) between the
diagonal maximal tori, and the action of Wr on Tr is just the restriction of its
action on T ′r. For r > k, we thus have a commutative diagram
Hk(T
n
r )
Wr Hk(T
n
r+1)
Wr+1
Hk((T
′
r)
n)Wr Hk((T
′
r+1)
n)Wr+1 ,
i∗ i∗
∼=
and it will suffice to show that i∗ : Hk(T nr ) → Hk((T ′r)n) is injective. This can be
seen by direct computation using the Ku¨nneth Theorem, or from the fact that the
Serre spectral sequence for the fibration sequence Tr → T ′r det−−→ S1 collapses (for
dimension reasons) at the E2 page. 
Remark 7.2. In types A, B, and C, the homological stability result in Theorem
7.1 holds integrally by Steenrod [58, Eq. (22.7)].
Next we consider homological stability for Hom(Zn, Gr).
Remark 7.3. The method we use here, which is based on work of Wilson [62],
does not provide a definite bound on the stable range. We will derive stability
bounds in Section 10 by another method, but those bounds are not expected to be
optimal. In principle, a bound on the stable range of the FIW –modules Hk(Gr/Tr),
in conjunction with the method presented here, could lead to an improved stability
bound for Hk(Hom(Z
n, Gr)).
Proposition 7.4. The sequences r 7→ Hom(Zn, Gr)1 satisfy strong rational homo-
logical stability.
Proof. By Theorem 2.1 (along with the naturality statement in Remark 2.3), ho-
mological stability for Hom(Zn, Gr)1 is equivalent to homological stability for the
sequence
r 7→ Gr/Tr ×Wr T nr .
Hence by Theorem 4.20, it suffices to show that for each k > 0, the FIW –module
r 7→ Hk(Gr/Tr × T nr )
is finitely generated.
Fix k > 0. The Ku¨nneth Theorem provides a decomposition
Hk(Gr/Tr × T nr ) ∼=
k⊕
i=1
Hi(Gr/Tr)⊗Hk−i(T nr ),
and by naturality of the Ku¨nneth isomorphism, this is in fact a decomposition of
FIW –modules. Recall that the FIW -modules
r 7→ Hi(Gr/Tr) and r 7→ Hk−i(T nr )
are each finitely generated (Propositions 6.6 and 6.2). Tensor products of finitely
generated FIW -modules are again finitely generated (Proposition 4.7), and the same
holds for sums, so this completes the proof. 
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7.2. A note on π2(Rep(Zn,U(r))) and π2(Rep(Zn, SU(r))). Here we make a short
note on the second homotopy group of these representation spaces by showing that
they are non-trivial, which is in contrast with a result of Florentino, Lawton and
Ramras in the case of free group character varieties [23, Theorem 5.12].
We will make use of a result of Lawton and Ramras [34], who show that the uni-
versal cover of Rep(Zn,U(r)) is Rep(Zn,R×SU(r)) ∼= Rep(Zn,R)×Rep(Zn, SU(r)).
Therefore, there is an isomorphism
π2(Rep(Z
n,U(r))) ∼= π2(Rep(Zn, SU(r))).
Moreover, if π1(G) is finite, it was shown by Biswas, Lawton and Ramras [10] that
Rep(Zn, G)1 is simply connected, and by the Hurewicz theorem we have
π2(Rep(Z
n, G)1) ∼= H2(Rep(Zn, G)1;Z).
One such Lie group is SU(r). By Theorem 7.1 we know that the second homology
of Rep(Zn, SU(r)) stabilizes for r > 2. That is, for all r > 2 we have
H2(Rep(Z
n, SU(2));Z) ∼= H2(Rep(Zn, SU(r));Z).
From [56, Ex. 7.1] the Poincare´ series of Rep(Zn, SU(2)) is ((1 + s)n + (1− s)n)/2,
and we can see that the coefficient of s2 is
(
n
2
)
. Therefore we have the following
Proposition 7.5. The homotopy groups π2(Rep(Zn,U(r))) ∼= π2(Rep(Zn, SU(r)))
have rank
(
n
2
)
.
We note that Lawton–Ramras [34, Theorem 5.3] actually shows that
π2(Rep(Z
n, SU(2))) ∼= π2(Rep(Zn,U(2))) ∼= Z.
7.3. Stability with respect to number of commuting elements. Fix a com-
pact, connected Lie group G (not necessarily of classical type) with maximal torus
T and Weyl group W . We now study how the homology of spaces of commuting
n–tuples in G varies as we increase n.
Observe that the maps
T n = Rep(Zn, T )
i−→ Rep(Zn, G)1
and
φ : G/T ×W T n → Hom(Zn, G)1
from Section 2 are Sn–equivariant, where on the left, Sn acts by permuting the
coordinates of T n and acts trivially on G/T , and on the right, Sn acts by permuting
the coordinates of Zn. Hence the induced maps
i∗ : H∗(T n/W )
∼=−→ H∗(Rep(Zn, G)1)
and
φ∗ : H∗(G/T ×W T n)
∼=−→ H∗(Hom(Zn, G)1),
which are isomorphisms by Theorems 2.1 and 2.2, are isomorphisms of Q[Sn]-
modules. We now extend these maps to isomorphisms of FI#–modules.
First we explain the FI#–module structure on the domains of i∗ and φ∗. The
diagonal action ofW on T n commutes with the permutation action of Sn. Moreover,
the inclusions in : T
n →֒ T n+1, defined by (t1, . . . , tn) 7→ (t1, . . . , tn, 1), are W–
equivariant. It follows that W in fact acts on the FI#–space P(T ) through maps
of FI#–spaces. Hence P(T ) has the structure of a W–object in FI#–spaces, or,
equivalently, an FI#–object inW–spaces. Applying the quotient space functor then
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yields an FI#–space n 7→ T n/W , whose underlying consistent sequence is given by
the permutation actions and the maps induced by the inclusions in.
To understand the FI#–module structure on the domain of φ∗, first note that
given two FI#–spaces X and Y , there is a direct product FI#–space X×Y defined
on objects by n0 7→ X(n0)× Y (n0) and on morphisms by sending φ : n0 →m0 to
X(φ)× Y (φ). In particular, considering G/T as a constant FI#–space, we obtain
an FI#–space G/T × P(T ), with underlying consistent sequence n0 7→ G/T × T n.
Again, W acts through maps of FI#–spaces, so the consistent sequence n0 7→
G/T ×W T n extends to an FI#–space by the same reasoning as above.
In order to endow the ranges of i∗ and φ∗ with the structures of FI#–modules,
note that there is a canonical isomorphism of categories FI#
∼=−→ FI#op which is
the identity on objects and takes a partial injection
S ⊃ A ψ−→∼= B →֒ T
to the morphism S → T in the opposite category corresponding to
T ⊃ B ψ
−1
−−−→∼= A →֒ S.
We may thus consider P(Z) as an FI#op–object in groups, and applying the con-
travariant functors Rep and Hom (followed by homology) makes the ranges of i∗
and φ∗ into FI#–modules.
Tracing the definitions yields the following result.
Lemma 7.6. The maps i∗ and φ∗ induce isomorphisms of FI#–modules.
Next, if X is an FI#–object in W–spaces, where W is a finite group, then since
the isomorphisms
Hk(Xn)
H ∼=−→ Hk(Xn/H)
in Proposition 3.2 are natural with respect to equivariant maps, they in fact provide
an isomorphism of of FI#–modules.
Lemma 7.7. The FI#–modules
n0 7→ Hk(Rep(Zn, G)1) and n0 7→ Hk(Hom(Zn, G)1)
are isomorphic (respectively) to the FI#–modules
Hk(P(T ))
W and Hk(G/T × P(T ))W
Since the structure maps for the FI#–modules
Hk(P(T )) and n0 7→ Hk(G/T × P(T ))
areW–equivariant, these are in fact FI#–objects in the category of Q[W ]–modules.
In general, passage to W–invariants defines a functor from Q[W ]–modules to Q–
modules, so the W–invariants of an FI#–module over Q[W ] form an FI#–module
over Q, and similarly for FI–modules. We have the following general fact regarding
generators for these fixed-point submodules.
Lemma 7.8. Let H be a finite group, and let V : FI → k[H ]–Mod be an FI–
module over the group ring k[H ], where k is a field of characteristic not dividing
|H |. Let R : k[H ]–Mod → k–Mod denote the forgetful functor, and assume that
R ◦ V is generated in stage k. Then the FI–module V H is generated in stage k as
well.
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Proof. Say x ∈ V Hn , with n > k. We must show that x can be written as a sum of
images of elements in V Hk under the structure maps for V
H . By hypothesis, there
exist xi ∈ Vn, yi ∈ Vk, and φi : k→ n such that
x =
∑
i
xi and xi = φi∗(yi).
Consider the H–invariant elements xi and yi (as in Definition 3.4). Since x = x,
linearity of the averaging map implies that x =
∑
i xi. Since each φi∗ is a map of
k[H ]–modules, we have
φi∗(yi) = φi∗(yi) = xi,
so
x =
∑
i
xi =
∑
i
φi∗(yi).
But yi ∈ V Hk , so this shows that x is in the k–linear subspace of V Hn spanned by
the images of the maps
φi∗ : V
H
k −→ V Hn ,
as desired. 
Theorem 7.9. Let G be a compact, connected Lie group, and fix k ∈ N. The
sequences of Sn-representations
n 7→ Hk(Rep(Zn, G)1) and n 7→ Hk(Hom(Zn, G)1)
are uniformly representation stable with stable range n > 2k. Consequently, the
sequences {Rep(Zn, G)1/Sn}n>1 and {Hom(Zn, G)1/Sn}n>1 satisfy strong rational
homological stability, and in homological degree k, stability in fact holds for n > k.
Proof. By Lemmas 7.6 and 7.7 together with Theorems 4.11 and 4.20, it suffices to
show that the FI#–modules Hk(P(T ))
W and Hk(G/T × P(T ))W are generated in
stage k. Proposition 5.3 tells us that Hk(P(T )) is finitely generated in stage k, and
the same holds for Hk(P(T ))
W by Lemma 7.8. Next, we have a decomposition of
FI#–modules
(9) Hk(G/T × P(T )) ∼=
k⊕
i=0
Hi(G/T )⊗Hk−i(P(T )).
Since the FI-module n0 7→ Hk−i(P(T )) is generated in stage k − i, and Hi(G/T )
is constant, we see that each term in this decomposition is generated in stage k or
earlier. Hence Hk(G/T × P(T )) is generated in stage k as well, and Lemma 7.8
completes the proof. 
8. Infinite-dimensional constructions
Fix a compact and connected Lie group G. As observed in Section 7.3, the
sequence {Hom(Zn, G)}n>0 extends to an FI-space. In this section we will consider
several infinite-dimensional constructions associated to this FI-space. Once again,
all coefficients in this section are rational.
First, note that {Hom(Zn, G)}n>0 also has the structure of a simplicial space,
in which the structure maps are the restrictions of those on the bar construction of
G. Following [2], we denote the geometric realization of this simplicial space by
BcomG := |Hom(Z•, G)|.
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The inclusion Hom(Zn, G) ⊆ Gn implies that the space BcomG is a subspace of the
classifying space BG of G.
We define Bcom(G)1 ⊂ BcomG to be the subspace
Bcom(G)1 := |Hom(Z•, G)1|.
It is important to note that for G = SU(n), U(n), or Sp(n), we have
BcomG = BcomG1
(since all of the representation spaces are connected in these cases).
The spaces BcomG and Bcom(G)1 were introduced by Adem, Cohen and Torres-
Giese [2] and used by Adem, Gomez [3] and Adem, Gomez, Lind, Tillman [4] to
define commutative K–theory. In particular, BcomU := colimnBcomU(n) represents
(reduced) commutative complex K-theory.
The other construction we will study is an analogue of the James reduced prod-
uct, and was introduced by Cohen and Stafa [20]. Recall that for a CW-complex
X with a non-degenerate basepoint ∗, the James reduced product J(X) of X is
defined as the quotient space
J(X) :=
(∐
n≥0
Xn
)
/ ∼,
where ∼ is the equivalence relation generated by (. . . , ∗, . . . ) ∼ (. . . , ∗ˆ, . . . ), which
omits the basepoint. Equivalently, this is the free topological monoid generated
by X with the basepoint ∗ acting as the identity element, endowed with the weak
topology above.
Define the space Comm(G) as the quotient space
Comm(G) :=
(∐
n≥0
Hom(Zn, G)
)
/ ∼,
where ∼ is the same relation as above. Note that Comm(G) ⊆ J(G). We will focus
here on the subspace
Comm(G)1 :=
(∐
n≥0
Hom(Zn, G)1
)
/ ∼,
and as above, for G = SU(n), U(n), or Sp(n), we have
Comm(G)1 = Comm(G).
Now let T 6 G be a maximal torus with Weyl group W . The conjugation maps
φn : G/T ×W T n → Hom(Zn, G)1
can be assembled to give maps
φ′ : G/T ×W BT → Bcom(G)1
and
φ′′ : G/T ×Wr J(T )→ Comm(G)1.
The next result was proven for Bcom(G) in [2, Theorem 6.1] and for Comm(G)
in [20, Theorem 7.1].
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Theorem 8.1. The maps
φ′ : G/T ×W BT → Bcom(G)1
and
φ′′ : G/T ×W J(T )→ Comm(G)1
induce isomorphisms in rational (co)homology.
Now let {Gr}r>1 be one of the classical sequences of Lie groups, with maximal
tori Tr 6 Gr (as in Section 6) and Weyl groups Wr. For a fixed positive integer k,
consider the consistent sequences of Wr–representations
{Hk(Gr/Tr ×BTr)}r>1, and {Hk(Gr/Tr × J(Tr))}r>1,
with structure maps induced by those for the consistent sequences {Gr/Tr}r>1 and
{Tr}r>1 (note here that both constructions B and J are functorial). The argument
in the proof of Proposition 6.6 shows that these sequences extend to FIW –modules.
First we show that these FIW -modules are representation stable, which implies
strong homological stability for Bcom(Gr)1 and Comm(Gr)1. Note that except in
the caseGr = SU(r), the FIW -modules r 7→ B(Tr) and r 7→ J(Tr) extend to FIW#–
modules (since this holds before applying the functors B and J by Proposition 6.2).
Proposition 8.2. The FIW -modules r 7→ Hk(BTr) are generated in stage k. Hence
these modules are uniformly representation stable for r > 2k (except possibly in the
case Gr = SU(r)).
Proof. For Gr = U(r), Sp(r), SO(2r), or SO(2r + 1), the Weyl group Wr acts
on Tr ∼= (S1)r via permutations and complex conjugation, so Sr < Wr acts on
BTr ∼= (BS1)r by permuting the factors. We have an isomorphism
H∗(BTr) ∼= Q[x1, . . . , xr],
where |xi| = 2, and in cohomology this action just permutes the set of genera-
tors x1, . . . , xr; the action in homology is simply dual to this action. It can easily
be seen (e.g. [62, Example 1.4]) that the degree–k submodule of the FI–module
r 7→ Q[x1, . . . , xr], with the prescribed action of the symmetric group, is finitely
generated in stage k. Alternatively, we can view BTr as (BS
1)r ≃ (CP∞)r, and
for increasing r its degree k rational cohomology is generated in stage k by Propo-
sition 5.9.
For Gr = SU(r), the subgroup Sr−1 6Wr ∼= Sr consisting of permutations fixing
r acts on T (SU(r)) ∼= (S1)r−1 by permuting the factors, and hence acts on
H∗(BT (SU(r))) ∼= Q[x1, . . . , xr−1]
by permuting the generators. Finite generation in this case now follows by the same
argument as in Corollary 6.3. 
Proposition 8.3. The FIW -modules r 7→ Hk(J(Tr)) are generated in stage k.
Hence these modules are uniformly representation stable for r > 2k (except possibly
in the case Gr = SU(r)).
Proof. The homology of the James reduced product J(Tr) is the tensor algebra
T
(
H˜∗(Tr)
)
generated by the reduced homology of the maximal torus. Define
Vr := H˜∗(Tr) =
r⊕
i=1
Hi(Tr).
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The action of the Weyl group preserves homological degree in H∗(Tr) and the tensor
grading in the direct sum decomposition
T[Vr] =
⊕
n>0
V ⊗nr =
⊕
n>0
(
r⊕
i=1
Hi(Tr)
)⊗n
.
Then we have
Hk(J(Tr)) ∼=
m⊕
n=0
 ⊕
Σij=k
Hi1(Tr)⊗ · · · ⊗Hin(Tr)
 ,
and this extends to a decomposition of FIW -modules. Each factor {Hij (Tr)}r>1 is
generated in stage ij by Corollary 6.3, so by Proposition 4.7, {Hk(J(Tr))}r>1 is
generated in stage k = Σij . 
Arguments analogous to the proof of Proposition 7.4 (using Theorem 8.1 and
Propositions 8.2 and 8.3) show that the sequences
{Bcom(Gr)1}r>1 and {Comm(Gr)1}r>1
satisfy strong rational homological stability. In Section 10, we will derive bounds
on the stable range by another method. We note that, as in Remark 7.3, a bound
on the stable range for the FIW -modules {Hk(Gr/Tr)}r>1 could lead to improved
stability bounds for {Bcom(Gr)1}r>1 and {Comm(Gr)1}r>1.
Remark 8.4. Recall that for Gr = U(r), SU(r), or Sp(r), we have Bcom(Gr)1 =
BcomGr and Comm(Gr)1 = Comm(Gr). The stable cohomology rings H
∗(BcomU),
H∗(BcomSU), and H∗(BcomSp) were computed by Adem–Gomez [3], and each is
polynomial.
Recall from Theorem 2.2 the homeomorphism
(10) T n/W
∼=−→ Hom(Zn, G)1/G = Rep(Zn, G)1.
Similarly, we can obtain the following homeomorphisms.
Proposition 8.5. Let G be a compact Lie group. Then there are homeomorphisms
Comm(G)1/G ∼= J(T )/W,
and
Bcom(G)1/G ∼= BT/W.
Proof. The first homeomorphism was shown in [56, Theorem 1.2]. The second
homeomorphism follows from the homeomorphism (10), which yields a simplicial
homeomorphism between the simplicial spaces n 7→ T n/W (whose geometric real-
ization is BT/W ) and n 7→ Rep(Zn, G)1 (whose realization is Bcom(G)1/G). 
Theorem 8.6. The sequences
r 7→ Bcom(Gr)1/Gr and r 7→ Comm(Gr)1/Gr
satisfy strong rational homological stability. In homological degree k, stability holds
for r > k.
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Proof. The proof is similar to that of Theorem 7.1. By Proposition 8.5 we have
H∗(Bcom(G)1/G) ∼= H∗(BT )W ,
and
H∗(Comm(G)1/G) ∼= H∗(J(T ))W ,
and except in the case of SU(r), the result will follow from Propositions 8.3 and 8.2
together with Theorem 4.20 once we show that the actions ofW on J(T ) and on BT
are good. Note that J(T ) is a CW complex, and May [38, Appendix] shows thaT
BT has the homotopy type of a CW complex, since it is the geometric realization
of a simplicial space in which each level is CW complex. The space BT/W has the
homotopy type of a CW complex for the same reason: this space is the geometric
realization of a simplicial space n 7→ T n/W , and T n/W is triangulable for each n
(since the action ofW is algebraic, the quotients are semi-algebraic by Schwarz [52]).
We claim that J(T )/W also has the homotopy type of a CW complex. This space is
the colimit of the diagram formed by all maps T n/W → T n+1/W given by inserting
the identity element in one coordinate. These maps are cofibrations, so this colimit
is homotopy equivalent to the corresponding homotopy colimit.
In the case Gr = SU(r), following the argument in 7.1, it suffices to prove injec-
tivity of the maps BT (SU(r)) → BT (U(r)) and JT (SU(r)) → JT (U(r)) induced
by the inclusion SU(r) →֒ U(r).
For the classifying spaces, the determinant map T ′r → S1 induces a simplicial
map BT (U(r)) → BS1. This map is a level-wise Hurewicz fibration and hence
(by [37, Theorem 12.7]) a fibration on geometric realizations, with fiber BT (SU(r)).
Since the homology of BS1 ≃ CP∞ is concentrated in even degrees, the Serre
spectral sequence for this fibration collapses at the E2 page, and hence the inclusion
of the fiber is injective in homology, as desired.
For the James constructions, recall that we saw in the proof of Theorem 7.1 that
Tr →֒ Tr+1 is injective on homology, and since we are working rationally this map
admits a splitting. To obtain the homology of the James construction, we take the
tensor algebras, and functoriality of this construction implies that we again have a
split injection between the tensor algebras. 
Remark 8.7. For G = U(r), Proposition 8.5 implies that
(11) H∗(Bcom(G)1)∼=H∗(BT )W∼=H∗(Symr(BS1)).
Hence in this case the homological stability result in Theorem 9.4 holds integrally,
as explained in Remark 5.6. In light of Remark 5.10, the same holds in types B
and C.
We note that in (11) we are using the homeomorphism BT ∼= (BS1)r, which
holds when the product (BS1)r is given the compactly generated topology [37,
Corollary 11.6]. Since geometric realizations of simplicial Hausdorff spaces are
Hausdorff [47], using the compactly generated topology does not affect the weak
homotopy type of the symmetric product (as discussed in Remark 5.6).
9. Stability for equivariant (co)homology
In this section we prove that the Gr-equivariant (co)homology of Hom(Zn, Gr),
Comm(Gr), and BcomGr, where Gr acts by conjugation, also stabilizes for suffi-
ciently large r. In the case of Hom(Zn, G), equipped with the permutation action
of the symmetric group Sn, we show that the G-equivariant (co)homology forms a
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representation stable sequence of Q[Sn]–modules. We emphasize the cohomological
statements in this section, which are needed in the next section.
We will need a result from Baird [7] regarding rational equivariant (co)homology.
As naturality will be crucial for us, we explain in detail the maps involved in this
isomorphism. Given a left G–space X , the inclusion XT →֒ X induces a map
(12) EG×T XT −→ EG×G X,
where EG is a universal principal (right) G–bundle. (We will sometimes denote
the homotopy orbit space EG ×G X by XhG.) The Weyl group W = NT/T acts
on EG×T XT ∼= EG/T ×XT via ([e], x) · [n] = ([e · n], n−1 · x), and the map (12)
is invariant under this action, yielding an induced map
(13) ι : (EG×T XT )/W −→ EG×G X
sending [e, x] to [e, x].
Theorem 9.1 ([7, Theorem 3.5]). Let G be a compact and connected Lie group
acting on a paracompact Hausdorff space X such that for every x ∈ X, there exists
a maximal torus T (x) 6 G such that T (x) 6 Gx (where Gx 6 G denotes the
stabilizer subgroup). Then for each maximal torus T 6 G, the map ι induces an
isomorphism
ι∗ : H∗G(X)
∼=−→ H∗ ((EG×T XT ) /W )
in rational cohomology.
The action ofW on H∗(EG/T ) in Theorem 9.1 is induced by the principal action
of NT 6 G on EG, which descends to an action of W = NT/T on EG/T . Recall
(Lemma 6.4) that up to homotopy, this action agrees with the conjugation action
of W on BT .
Remark 9.2. The map ι in Theorem 9.1 is natural in the following sense. Say
h : G → G′ is a continuous homomorphism and h(T ) 6 T ′ for some maximal
tori T 6 G and T ′ 6 G′. If X and X ′ are G and G′–spaces (respectively), and
f : X → X ′ is an h–equivariant map (meaning that f(g · x) = h(g) · f(x) for all
g ∈ G, x ∈ X) satisfying
f(XT ) ⊂ (X ′)T ′ ,
then we have a commutative diagram
(EG×T XT )/W EG×G X
(EG′ ×T ′ (X ′)T ′)/W EG′ ×G′ X ′
ι
ι
in which the vertical maps are induced by h and f .
For completeness, we sketch the proof of Theorem 9.1.
Proof of Theorem 9.1. To begin, let E be a right G–space and let H 6 G be a
subgroup. Then G acts on E ×G/H via (e, [g]) · g′ = (e · g, [(g′)−1g]), and we have
a homeomorphism
(14) ψ : E/H
∼=−→ E ×G (G/H)
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induced by the inclusion E →֒ E × (G/H), e 7→ (e, [1]) (the inverse of (14) is the
map induced by (e, [g]) 7→ [e · g]). Next, let W = NH/H , and let Y be a left
W–space. Then the induced homeomorphism
(15) ψ × IdY : (E ×H Y )/W = E/H × Y
∼=−→ (E ×G (G/H))× Y,
is W–equivariant, where [n] ∈ W acts on (E×H Y )/W via [e, y] · [n] = [e ·n, n−1 ·y]
and on (E ×G (G/H))×Y via (e, [g], y) · [n] = (e, [gn], n−1 ·y). Hence (15) descends
to a homeomorphism
(16) (E ×H Y )/W
∼=−→ ((E ×G (G/H))× Y )/W ∼= E ×G (G/H ×W Y ).
Now, consider a left G–space X . Then the fixed point space XH is invariant
under NH , and hence inherits an action of W . Setting Y = XH in (16) gives a
homeomorphism
(17) (E ×H XH)/W
∼=−→ ((E ×G (G/H))×XH)/W ∼= E ×G (G/H ×W XH).
The map
(18) φ : G/H ×W XH −→ X
induced by ([g], x) 7→ (g · x) is G–equivariant (where in the domain of φ, G acts by
left translation on G/H , and trivially on XH) so we have an induced map
(19) φG : E ×G
(
G/H ×W XH
) −→ E ×G X.
Composing (17) and (19) yields a map
(E ×H XH)/W −→ E ×G (G/H ×W XH) −→ E ×G X
sending [e, x] to [e, x], so it remains only to show that (19) induces an isomorphism in
rational cohomology. The proof of Baird [7, Theorem 3.3] shows that the underlying
G–equivariant map (18) is an isomorphism in rational cohomology. When E = EG,
the domain and range of (19) fiber over EG/G = BG, and by comparing the Serre
spectral sequences for these fibrations we see that (19) induces an isomorphism in
rational cohomology, as desired. 
When X is Hom(Zn, G), Comm(G), or BcomG, with G acting by conjugation,
we have the following corollary of Theorem 9.1.
Corollary 9.3. For each compact, connected Lie group G, the inclusion T →֒ G
of a maximal torus induces maps
(1) (EG/T × T n)/W −→ EG×G Hom(Zn, G)1
(2) (EG/T × J(T ))/W −→ EG×G Comm(G)1
(3) (EG/T ×BT )/W −→ EG×G Bcom(G)1,
each of which induces an isomorphism in rational cohomology:
(1) H∗G(Hom(Z
n, G)1)
∼=−→ H∗(BT × T n)W ,
(2) H∗G(Comm(G)1)
∼=−→ H∗(BT × J(T ))W ,
(3) H∗G(Bcom(G)1)
∼=−→ H∗(BT ×BT )W .
Proof. Item (1) is due to Baird [7, Corollary 4.4], and follows from Theorem 9.1 and
Proposition 3.2 by taking X = Hom(Zn, G)1. The key point is that each n–tuple
in Hom(Zn, G)1 lies in a maximal torus (note also that Hom(Zn, G)T1 = T
n, since
if (g1, . . . , gn) is fixed by all t ∈ T , then each gi lies in the centralizer Z(T ), which
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is just T itself). Note that the action of W on BT ×T n is good; the proof is similar
to the argument in the proof of Theorem 8.6.
The other two cases are similar, by taking X = Comm(G)1 or X = Bcom(G)1
in Theorem 9.1. We begin by showing that both of these spaces are paracompact
and Hausdorff, and that the actions of W on BT × J(T ) and BT × BT are good.
First, Comm(G)1 is a closed subspace of the CW complex J(G), and in general
closed subspaces of paracompact spaces are paracompact. Pazzis [47] implies that
the simplicial space Bcom(G)1 is Hausdorff. To see that Bcom(G)1 is paracompact,
note that this space, being a geometric realization, may be written as the colimit of
its skeleta, which are all compact. Moreover, the inclusion of one skeleton into the
next is a closed embedding, since the skeleta are compact Hausdorff. In general, it
follows from Michael’s theory of selections [42] that colimits of closed embeddings
between paracompact Hausdorff spaces are paracompact (see [45]). The proof that
the action on BT ×BT is good is similar to the case of BT × T n. For BT × J(T ),
note that since T is a CW complex, so is J(T ). The quotient space (BT ×J(T ))/W
is the geometric realization of a simplicial space n 7→ (T n × J(T ))/W . We showed
in the proof of Theorem 8.6 that J(T )/W has the homotopy type of a CW complex,
and a similar argument applies to (T n × J(T ))/W . We conclude, using May [38,
Appendix], that (BT ×J(T ))/W has the homotopy type of a CW complex as well.
Next, we need to verify that each stabilizer in Comm(G)1 and in Bcom(G)1
contains a maximal torus. But this follows immediately from the fact that each
n–tuple in Hom(Zn, G)1 lies in a maximal torus. To complete the proof, we need
to check that Comm(G)T1 = J(T ) and Bcom(G)
T
1 = BT . Each point in Comm(G)1
has a unique non-degenerate representative (g1, . . . , gn) with gi 6= 1, and if this
point is fixed by all t ∈ T , then as above we find that gi ∈ Z(T ) = T for each
i. The equality Bcom(G)
T
1 = BT follows similarly, using the fact that fixed points
commute with geometric realization. 
Theorem 9.4. Each of the following sequences of spaces satisfies strong rational
(co)homological stability:
r 7→ EGr ×Gr Hom(Zn, Gr)1,
r 7→ EGr ×Gr Comm(Gr)1,
r 7→ EGr ×Gr Bcom(Gr)1.
In (co)homological degree k, stability holds for r > k.
Proof. We begin by considering the homomorphism spaces. Using the Ku¨nneth
Theorem and Corollary 9.3 we have isomorphisms
HGrk (Hom(Z
n, Gr)1) ∼=
⊕
i+j=k
(Hi(T
n
r )⊗Hj(BTr))Wr
that are natural in r, and by Lemma 6.4, the action of Wr on Hj(BTr) is that
induced by conjugation. Each term Hi(T
n
r )⊗Hj(BTr) in the direct sum is an FIW -
module finitely generated in stage 6 i+ j = k by Corollary 6.3 and Proposition 8.2,
along with Proposition 4.7. For Gr = U(r), Sp(r), or SO(2r+1), the FIW -modules
in question are in fact FIW#–modules, and for Gr = SO(2r), the FID-modules in
question are restrictions of the FIB-modules associated to SO(2r+1). Theorem 4.20
now implies that the Wr–invariants in these modules stabilize for r > k.
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Finally, we address the case Gr = SU(r). Let T
′
r = T (U(r)) 6 U(r) denote the
diagonal maximal torus. As in the proof of Corollary 6.3, it suffices to show that
the maps
H∗(BTr × T nr ) −→ H∗(BT ′r × (T ′r)n)
(induced by the inclusion Tr →֒ T ′r) are injective. In that proof we established
injectivity of H∗(T nr ) → H∗((T ′r)n), and injectivity of H∗(BTr) → H∗(BT ′r) was
established in the proof of Proposition 8.2. The Ku¨nneth decomposition now com-
pletes the proof in this case.
Similar arguments apply to Comm(Gr)1 and Bcom(Gr)1, using Propositions 8.3
and 8.2. 
Remark 9.5. For G = U(r), Sp(r), or SO(2r + 1), Corollary 9.3 imply that
(1) HG∗ (Hom(Z
n, G)1)∼=H∗(BT × T n)W∼=H∗(Symr(BS1 × (S1)n)), and
(2) HG∗ (Bcom(G)1)∼=H∗(BT ×BT )W∼=H∗(Symr(BS1 ×BS1)).
As in Remark 8.7, it follows from Remark 5.6 that Theorem 9.4 holds integrally in
these cases.
Theorem 9.6. Let G be a compact and connected Lie group. The sequence of
Sn-representations
n 7→ HGk (Hom(Zn, G)1)
is uniformly representation stable with stable range n > 2k. Consequently, the se-
quence
n 7→ Hom(Zn, G)1/Sn
satisfies strong G-equivariant rational homological stability, and in homological de-
gree k, stability holds for r > k.
Proof. Consider the action of the symmetric group Sn on EG×GHom(Zn, G)1 that
is trivial on EG and permutes the coordinates of n–tuples in Hom(Zn, G)1. The
latter action of Sn commutes with the conjugation action of G, giving a well-defined
Sn–action on the homotopy orbit space.
Recall that the conjugation map
φ : G/T ×W T n −→ Hom(Zn, G)1
is both Sn–equivariant and G–equivariant (where on the left, Sn acts trivially on
G/T and by permutations on T n, while G acts by left-translation on G/T and
trivially on T n). Since φ is G–equivariant, it induces a map of fibration sequences
G/T ×W T n (G/T ×W T n)hG BG
Hom(Zn, G)1 (Hom(Zn, G)1)hG BG,
φ φhG =
where in the middle column we use the notationXhG := EG×GX . By Theorem 2.1,
φ induces an isomorphism in rational (co)homology, and a comparison of the Serre
spectral sequences for these fibrations shows that the induced map φhG between
homotopy orbit spaces is also an isomorphism in rational (co)homology. Note that
Sn–equivariance of φ implies Sn–equivariance of φhG.
Next, we have an Sn–equivariant homeomorphism
(G/T ×W T n)hG ∼= ((G/T × T n)hG)/W = (EG×G (G/T × T n))/W,
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where on the rightW acts trivially on EG. Furthermore, we have an Sn–equivariant
homeomorphism [7, eq. (28)]
EG×G (G/T × T n) ∼= EG×T T n = EG/T × T n
given by [e, gT, t] 7→ [e · g, t] (with inverse [e, t] 7→ [e, T, t]). This homeomorphism is
also W–equivariant if we give EG×T T n the action [e, t] · [n] = [en, n−1tn].
Lemma 6.4 now gives an isomorphism of FI–modules
{HGk (Hom(Zn, G))}n>1 ∼= {Hk(BT × T n)W }n>1,
where W acts on BT ≃ EG/T by conjugation. So it will suffice to show that
{Hk(BT × T n)W }n>1 is generated in stage k (note that both of these are in fact
FI#–modules).
By Lemma 7.8, it will suffice to show that the FI–module {Hk(BT ×T n)}n>1 is
generated in stage k. The Ku¨nneth Theorem gives
Hk(BT × T n) ∼=
⊕
i+j=k
Hi(BT )⊗Hj(T n),
which is a decomposition of FI–modules (where the FI–structure on Hi(BT ) is
trivial). By Corollary 6.3, each term in this direct sum decomposition is generated
in stage k, and hence the same is true for the sum.
For the last statement of the Theorem, note that we have a homeomorphism
EG×G (Hom(Zn, G)/Sn) ∼= (EG×G Hom(Zn, G))/Sn,
where on the right, Sn acts trivially on EG. The statement now follows from
Proposition 3.6, because EG ×G Hom(Zn, G) has the homotopy type of a CW
complex; indeed it is the geometric realization of a simplicial space k 7→ (Gk+1 ×
Hom(Zn, G))/G, and each of these quotients is triangulable by Schwarz [52] (as in
the proof of Theorem 8.6). 
Remark 9.7. In Sections 11 and 12 we extend the homological stability results in
this article in several directions. Remarks 11.7 and 12.4 deal discuss extensions of
the results in the present section.
10. Stability bounds for classical sequences of Lie groups
In this section, we use the Eilenberg–Moore spectral sequences associated to the
fibrations
(20) Hom(Zn, Gr) −→ Hom(Zn, Gr)hG −→ BG
(and similarly for Bcom(Gr) and Comm(Gr) in place of Hom(Z
n, Gr)), in con-
junction with the results of the previous sections, to derive stability bounds for
the various spaces of commuting elements in the classical sequences of Lie groups.
We refer to McCleary [40] and Smith [55] for background on the Eilenberg–Moore
spectral sequence (in particular, see [55, Theorem 6.1].) We note that these sources
place the spectral sequence in the second quadrant, so that the differentials are of
“cohomological type” and the total cohomological degree of Ep,q2 is p+q. In order to
simplify notation in the arguments to follow, we will reindex this as a first quadrant
spectral sequence by reflecting across the vertical axis (that is, the q–axis).
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Theorem 10.1. Let E → B be a fibration, with B simply connected, and consider
a map f : X → B. Let X ×
B
E denote the pullback of E along f . If all four spaces
are of finite type, then there is a first quadrant spectral sequence with
Ep,q2 = Tor
H∗(B;Q)
p,q (H
∗(X ;Q);H∗(E;Q))
converging to H∗(X ×
B
E;Q). The differential on the r-th page has the form
dr : E
p,q
r −→ Ep−r,q−r+12 .
A commutative diagram of pullback squares induces a map of spectral sequences,
and on the E2 page this map agrees with the induced map between Tor groups.
We will only need the last statement for the case when X is a point, and we spell
out the statement in more detail below (Corollary 10.2).
Some additional comments are in order. First, convergence means that for each
k > 0, there exists R = R(k) such that for r > R(k), the groups Ep,qr with
q = p+ k form the associated graded group of a filtration on Hk(X ×
B
E;Q). Next,
to understand the groups TorH
∗(B;Q)
p,q (H
∗(X ;Q);H∗(E;Q)), we consider H∗(X ;Q)
as a graded module over the graded ring H∗(B;Q) via the map f∗. Given a graded
moduleM over a graded ringR, there exists a resolution ofM by grading-preserving
maps between graded free R–modules (here freeness just refers to the underlying
ungraded module). Tensoring such a resolution with H∗(E;Q) (over H∗(B;Q))
yields a graded chain complex. If we consider the sub-chain complex consisting of
elements in grading q, then the pth homology of this complex is independent of the
chosen resolution, and is the group TorH
∗(B;Q)
p,q (H
∗(X ;Q);H∗(E;Q)).
Taking X to be a point yields the following special case of Theorem 10.1.
Corollary 10.2. Let F → E → B be a fibration, with B simply connected and all
spaces of finite type. Then there is a first quadrant spectral sequence with
Ep,q2 = Tor
H∗(B;Q)
p,q (Q;H
∗(E;Q))
converging to H∗(F ;Q). The differential on the r-th page has the form
dr : E
p,q
r −→ Ep−r,q−r+12 .
A commutative diagram
(21)
F F ′
E E′
B
f
of fibrations over B induces a map between the associated spectral sequences, and
on the E2 page this map agrees with the map
TorH
∗(B;Q)
p,q (Q;H
∗(E′;Q)) −→ TorH∗(B;Q)p,q (Q;H∗(E;Q))
induced by the map of H∗(B;Q)–modules f∗ : H∗(E′;Q)→ H∗(E;Q).
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The Tor groups in the spectral sequences used below are computed over the
rational cohomology rings H∗(BGr). We now recall the structure of these rings
and of the maps
(22) π : H∗(BGr+1) −→ H∗(BGr)
induced by the standard inclusions Gr →֒ Gr+1.
Proposition 10.3. We have the following isomorphisms:
(1) H∗(BU(r)) ∼= Q[c1, . . . , cr], with |ci| = 2i.
(2) H∗(BSU(r)) ∼= Q[c2, . . . , cr], with |ci| = 2i.
(3) H∗(BSp(r)) ∼= Q[p1, . . . , pr], with |pi| = 4i.
(4) H∗(BSO(2r + 1)) ∼= Q[p1, . . . , pr], with |pi| = 4i.
(5) For r > 1, H∗(BSO(2r)) ∼= Q[p1, . . . , pr−1, y2r], with |pi| = 4i, |y2r| = 2r.
The maps (22) have the following behavior on the above polynomial generators:
(1) For Gr = U(r) or SU(r), we have ci 7→ ci for i < r and cr+1 7→ 0.
(2) For Gr = Sp(r) or SO(2r + 1), we have pi 7→ pi for i < r and pr+1 7→ 0.
(3) For Gr = SO(2r) and r > 1, we have pi 7→ pi for i < r− 1 and pr, y2r 7→ 0.
Proof. This follows from the arguments in [44, §III.3]. Briefly, one first calculates
H∗(Gr) by analyzing the spectral sequence for the fibration
Gr −→ Gr+1 −→ Gr+1/Gr,
finding that it is exterior on generators in one degree less than the above polynomial
generators for H∗(BGr). The structure of these spectral sequences also determines
the map H∗(Gr+1)→ H∗(Gr). The spectral sequences for the fibrations
Gr −→ EGr −→ BGr
then determine the structure of H∗(BGr), and a comparison of these spectral se-
quences for r and r+1 shows that the maps (22) are determined by the correspond-
ing maps Gr →֒ Gr+1 between the fibers of these fibrations. 
Remark 10.4. In each of the above cases, we can rename the polynomial generators
as x1, . . . , xr so that their degrees are non-decreasing. This will be implicit in the
arguments to follow. For Gr = SO(2r), there is sometimes an ambiguity in this
choice of ordering, since |y2r| = |pr/2| when r is even. This will not affect the
arguments.
Lemma 10.5. The map
HkGr+1(Hom(Z
n, Gr+1)1) −→ HkGr (Hom(Zn, Gr+1)1)
induced by the standard inclusion Gr →֒ Gr+1 is an isomorphism for k 6 2r, and
similarly for Bcom(−) or Comm(−) in place of Hom(Zn,−).
Proof. We will study the Eilenberg–Moore spectral sequence associated to the pull-
back diagram
EGr ×Gr Hom(Zn, Gr+1)1 EGr+1 ×Gr+1 Hom(Zn, Gr+1)1
BGr BGr+1
HOMOLOGICAL STABILITY FOR COMMUTING ELEMENTS IN LIE GROUPS 43
induced by the standard inclusion i : Gr →֒ Gr+1.
To describe the E2 page of this spectral sequence, we need a graded resolution
of H∗(BGr ;Q) as a graded module over H∗(BGr+1;Q). In all cases other than
Gr = SO(2r), we see that H
∗(BGr ;Q) is simply the quotient of H∗(BGr+1;Q) by
the ideal generated by the polynomial generator in the highest grading; for ease of
notation we denote this generator by x. This gives us a 2-step free resolution
(23) 0←− H∗(BGr ;Q)←− H∗(BGr+1;Q)←− Σ|x|H∗(BGr+1;Q)
where Σd is the operator on graded modules that adds d to all gradings. The
first map in (23) is multiplication by x and the second map is the quotient map
(Bi)∗ : H∗(BGr+1;Q) −→ H∗(BGr;Q) induced by i. Note that the shift in grading
in the first term of this sequence makes multiplication by x grading-preserving.
To compute the Tor groups on the E2 page of the spectral sequence, we tensor
this resolution (over H∗(BGr+1)) with H∗Gr+1(Hom(Z
n, Gr+1)1;Q), which gives a
graded chain complex concentrated in degrees p = 0 and p = 1. The shift in
grading implies that E1,q2 = 0 for q 6 2r + 1, so that for k 6 2r the only group
contributing to the line of total cohomological degree k (namely the line q = p+ k)
is E0,k2
∼= HkGr+1(Hom(Zn, Gr+1)1;Q). Moreover, there is no room for non-trivial
differentials in the spectral sequence, so this gives the desired isomorphism.
For Gr = SO(2r), let A = Q[p1, . . . , pr, y2r+2] ∼= H∗(BGr+1). For z ∈ A, set
Az˜ := Σ|z|A, and write elements in Az˜ in the form a · z˜ (so |a · z˜| = |a| + |z|).
Similarly, we define A z˜ ∧ w˜ := Σ|z|+|w|A, and elements in A z˜ ∧ w˜ are written in
the form a · z˜ ∧ w˜. We can resolve Q[p1, . . . , pr−1, y2r] over A as follows:
0 Q[p1, . . . , pr−1, y2r] A⊕ Σ2rA (Ay˜2r+2 ⊕Ap˜r)⊕(Σ2rAy˜2r+2 ⊕ Σ2rAp˜r)
(A p˜r ∧ y˜2r+2)⊕Σ2r(A p˜r ∧ y˜2r+2)
α β γ
The maps α, β, and γ, are defined by
α(a, b) = (Bi)∗(a) + ((Bi)∗(b))y2r,
β((a · y˜2r+2, a′ · p˜r), (b · y˜2r+2, b′ · p˜r)) = (ay2r+2 + a′pr, by2r+2 + b′pr),
and
γ(a · p˜r∧ y˜2r+2, b · p˜r∧ y˜2r+2) = ((apr · y˜2r+2,−ay2r+2 · p˜r), (bpr · y˜2r+2,−by2r+2 · p˜r)).
The shift in grading again implies that E1,q2 = 0 for q 6 2r+1, and also that E
2,q
2 = 0
for q 6 6r+1, so for k 6 2r the only group contributing to the line of total cohomo-
logical degree k (namely the line q = p + k) is E0,q2
∼= HkGr+1(Hom(Zn, Gr+1);Q).
Moreover, there is no room for non-trivial differentials into the groups E0,qr for
q 6 2r. 
In the arguments below, we will resolve Q = H∗(pt;Q) as a module over
H∗(BGr) using the Koszul complex. We now recall the details of this construction,
following Lang [33, Section XXI.4]. Lang works in the ungraded setting, so we will
explain how to include gradings. Let A = Q[x1, . . . , xr], with grading |xi| = di (we
give constant polynomials grading zero). We will assume that the grading satisfies
d1 6 · · · 6 dr. The Koszul complex K(A) of A is the graded chain complex
0 Q A = F0 · · · Fr−1 Frd0 d1 dr−1 dr
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defined as follows. We define Fp = Fp(A) to be the free A–module of rank
(
r
p
)
(in
particular, F0 = A). The differential d0 is simply the unital surjection sending all xi
to zero. In order to describe the grading on Fp and the differential dp : Fp → Fp−1
for p > 0, we adopt the following notation. For p > 1, we will view Fp as the
free module A–module on the set of formal symbols x˜i1 ∧ x˜i2 ∧ · · · ∧ x˜ip with
1 6 i1 < i2 < . . . < ip 6 r. The grading on the submodule Ax˜i1∧x˜i2∧· · ·∧x˜ip 6 Fp
is defined so that the map a · x˜i1 ∧ x˜i2 ∧ · · · ∧ x˜ip 7→ a gives an isomorphism
Ax˜i1 ∧ x˜i2 ∧ · · · ∧ x˜ip ∼= Σ|xi1 |+···+|xip |A
of graded A–modules. The differential dp is defined on generators by
dp(x˜i1 ∧ x˜i2 ∧ · · · ∧ x˜ip) =
p∑
j=1
(−1)j−1xij · x˜i1 ∧ · · · ∧ ̂˜xij ∧ · · · ∧ x˜ip .
The definition of the gradings ensures that dp preserves them, so the subgroups
(Fp)q 6 Fp
consisting of homogeneous elements in grading q form a subcomplexK(A)q ofK(A).
Since the sequence x1, . . . , xr is regular, the Koszul complex is exact [33, Theo-
rem XXI.4.6]. Note that exactness in the ungraded sense immediately implies that
the portion of the sequence in each homogeneous degree is also exact.
The next result will give a vanishing curve in our Eilenberg–Moore spectral
sequences.
Lemma 10.6. The Koszul resolution of H∗(BGr) satisfies (Fp)q = 0 for q <
p(p+ 1) (except in the case Gr = SO(2) ∼= S1).
Proof. The minimum shift in grading among the free summands in Fp occurs for
the summand corresponding to x1 ∧ x2 ∧ · · · ∧ xp, where the this shift is
∑p
i=0 |di|.
By inspection, this sum is always smallest in the case Gr = U(r). 
We can now derive our stability bounds for the homology of spaces of commuting
elements in the classical groups.
Theorem 10.7. For each n > 1, the sequences
{Hom(Zn, Gr)1}r>1, {Bcom(Gr)1}r>1, and {Comm(Gr)1}r>1
satisfy strong rational homological stability, and in homological degree k, stability
holds once r − ⌊√r⌋ > k.
Proof. We work in cohomology. The arguments for Hom(Zn,−), Bcom(−), and
Comm(−) are completely analogous, so we will focus on Hom(Zn,−). We consider
map of Eilenberg–Moore spectral sequences associated to the diagram of fibrations
(24)
Hom(Zn, Gr)1 Hom(Zn, Gr+1)1
(Hom(Zn, Gr)1)hGr (Hom(Z
n, Gr+1)1)hGr
BGr
i
j
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where the horizontal maps i and j are induced by the standard inclusion. Consider
the commutative diagram
HkGr+1 (Hom(Z
n, Gr+1)1)
HkGr+1 (Hom(Z
n, Gr+1)1) H
k
Gr
(Hom(Zn, Gr)1) ,
ι
j∗
in which ι is the map from Lemma 10.5, and hence is an isomorphism for r > k/2.
By Theorem 9.4, the composite j∗ ◦ ι is an isomorphism for r > k, and we conclude
that j induces an isomorphism in cohomology for r > k.
To simplify notation, let H∗r and H
∗
r+1 be the graded H
∗BG–modules
H
∗
r = H
∗
GrHom(Z
n, Gr)1 and H
∗
r+1 = H
∗
GrHom(Z
n, Gr+1)1,
with module structures induced by the projections from the homotopy orbit spaces
to BGr. Denote the spectral sequences associated to the fibrations on the left and
right of Diagram (24) by {Ep,qm (r), dm = dm(r)} and {Ep,qm (r+1), dm = dm(r+1)},
respectively.
Claim 10.8. The map
(25) Ep,q2 (r + 1) −→ Ep,q2 (r)
induced by (24) is an isomorphism if q 6 r + p(p+ 1).
Proof. This map of Tor groups arises from the map of graded chain complexes
(26) K(A)⊗A H∗r+1 −→ K(A)⊗A H∗r
induced by j∗ : H∗r+1 → H∗r . Say q 6 r+p(p+1). Recall that K(A)p a direct sum of
copies A, with gradings shifted upwards by at least p(p+1). Hence K(A)⊗AH∗r+1
and K(A) ⊗A H∗r are direct sums of copies of H∗r+1 and H∗r , respectively, and the
map (26) is simply a direct sum of copies of the map H∗r+1 → H∗r , but again with
grading shifted up by at least p(p+ 1). In grading q, then, (26) splits as a sum of
maps of the form j∗Hlr+1 → Hlr , where l 6 q − p(p + 1) 6 r, and this map is an
isomorphism by Theorem 9.4. 
A triple of integers (p, q,m) with m > 2, thought of as a point on page m of the
spectral sequence(s), will be called stable if the map
(27) Ep,qm (r + 1) −→ Ep,qm (r)
is an isomorphism. So Claim 10.8 asserts that all triples (p, q, 2) with q 6 r+p(p+1)
are stable, and we wish to prove that all points of the form (p, q,m) with q 6
r − √r + p are stable. To simplify notation and terminology, we refer to q − p as
the (total) cohomological degree of the point (p, q,m), and we refer to the points
{(p, q,m) : q = p + k} as the line of cohomological degree k (on page m). Note
that each differential out of the line of cohomological degree k maps to the line of
cohomological degree k + 1.
Claim 10.9. On page 2 + s, all points of cohomological degree at most r − s are
stable (s = 0, 1, . . .).
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Proof. We use induction on s. For s = 0, this is a weaker statement than Claim 10.8.
Assume the claim for some s > 0, and consider a point (p, q, 2 + s + 1) with
cohomological degree at most r − (s+ 1). We need to prove that
(28) Ep,q2+s+1(r + 1) −→ Ep,q2+s+1(r)
is an isomorphism. Let m = 2 + s. The map (28) is simply the map on homology
induced by the map of chain complexes
(29)
Ep−m,q−m+1m (r + 1) E
p,q
m (r + 1) E
p+m,q+m−1
m (r + 1)
Ep−m,q−m+1m (r) E
p,q
m (r) E
p+m,q+m−1
m (r).
dm dm
dm dm
The point (p, q,m+1) has cohomological degree q− p 6 r− (s+1), and the points
(p−m, q −m+ 1,m), (p, q,m), and (p+m, q +m− 1,m)
have cohomological degrees (q − p) + 1, q − p, and (q − p) − 1, respectively, so all
three are stable by the induction hypothesis. Hence the vertical maps in (29) are
isomorphisms, and it follows that the induced map in homology is an isomorphism
as well. 
Letting s = ⌊√r⌋, we find that all points of cohomological degree at most r−⌊√r⌋
are stable on page m = 2 + ⌊√r⌋.
Next, we claim that for m > 2 + ⌊√r⌋, all differentials in and out of the lines
of cohomological degree at most r − ⌊√r⌋ are zero. Recall that by Lemma 10.6,
all groups Ep,qm with q < p(p + 1) = p
2 + p are zero. The line of cohomological
degree k (that is, the line q = p + k) intersects the curve q = p2 + p at p =
√
k,
so all groups of the form Ep,p+km with p >
√
k are zero. In particular, if p >
√
r
then the groups Ep,qm with cohomological degree at most r−⌊
√
r⌋ are zero (since in
this situation we have p >
√
r >
√
r − ⌊√r⌋ > √q − p). On pages m > 2 + ⌊√r⌋,
differentials map at least 2 + ⌊√r⌋ > √r units in the horizontal direction. Hence
on pages m > 2 + ⌊√r⌋, all differentials in and out of groups cohomological degree
at most r − ⌊√r⌋ map to trivial groups. This proves the claim.
It follows that for each integer k with 0 6 k 6 r − ⌊√r⌋, the groups
Ep,q
2+⌊√r⌋(r + 1) and E
p,q
2+⌊√r⌋(r)
of cohomological degree k form the associated graded groups of filtrations on
Hk(Hom(Zn, Gr+1)) and Hk(Hom(Zn, Gr)) (respectively). The maps
Ep,q
2+⌊√r⌋(r + 1) −→ E
p,q
2+⌊√r⌋(r)
are the induced maps between the associated graded groups of these filtrations, and
we have shown that these maps are isomorphisms. It follows that
Hk(Hom(Zn, Gr+1)1) −→ Hk(Hom(Zn, Gr)1)
is an isomorphism as well, completing the proof. 
Remark 10.10. The argument above in fact yields the slightly better bound
r − ⌊√r⌋+ 1 > k,
except in the case r = 1, k = 1, and G1 = SO(2).
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11. Nilpotent representations and noncompact Lie groups
In this section, we extend our stability results to certain noncompact Lie groups,
and to finitely generated nilpotent discrete groups.
Let G be a complex reductive affine algebraic group (that is, the complexification
of a compact Lie group). For a discrete group π, let Xπ(G) denote the G-character
variety of π, defined as the GIT quotient Hom(Zn, G)//G of Hom(Zn, G) by G.
This space is homeomorphic to the subspace of closed orbits in Rep(Zn, G) =
Hom(Zn, G)/G, and the inclusion is in fact a homotopy equivalence, and hence a
homology isomorphism [23, Proposition 3.4]. We denote by Xπ(G)1 the connected
component of the trivial representation.
These results in this section are based on the following result, as well as earlier
work of Florentino–Lawton [22] and Pettet–Souto [48] in the abelian case.
Theorem 11.1 (Bergeron [8]). Let Γ be a finitely generated nilpotent group and
let G be the group of complex or real points of a (possibly disconnected) reductive
linear algebraic group, defined over R in the latter case. If K is a maximal com-
pact subgroup of G, then there is a K-equivariant strong deformation retraction
of Hom(Γ, G) onto Hom(Γ,K). In particular, Hom(Γ, G)1 deformation retracts to
Hom(Γ,K)1, and XZn(G)1 deformation retracts to Rep(Z
n,K)1
We will mainly be interested in the free nilpotent groups, which we now define.
The descending central series of the free group Fn is given by
(30) Fn = Γ
1
✄ Γ2 ✄ Γ3 ✄ · · · ,
where Γ2 = [Fn, Fn] and inductively Γ
q+1 = [Fn,Γ
q], for all q > 2. The free
nilpotent groups, then, are the quotients Fn/Γ
q.
We will also use the following interesting result of Bergeron and Silberman. Their
result works for any nilpotent group, but we state it only for Fn/Γ
q.
Theorem 11.2 (Bergeron-Silberman [9]). Let K be a compact Lie group. Then
the abelianization map Fn/Γ
q −→ Zn induces an inclusion
Hom(Zn,K) →֒ Hom(Fn/Γq,K)
for each q > 2, and on identity components this map is in fact a homeomorphism
Hom(Zn,K)1
∼=−→ Hom(Fn/Γq,K)1.
In other words, if a homomorphism Fn/Γ
q → K lies in the path component of
the trivial representation, then its image is in fact abelian.
Let {Gr}r>1 denote one of the classical infinite families of compact, connected Lie
groups – namely Gr = SU(r), U(r), SO(2r+1), Sp(r), or SO(2r), and let Gr(C) de-
note its complexification (explicitly, these groups are SLr(C), GLr(C), SO(2r+1,C),
Sp(2r,C), and SO(2r,C), respectively). Let Tr(C) = T (Gr(C)) 6 Gr(C) denote
the complexification of Tr 6 Gr. Since the standard inclusions Gr →֒ Gr+1 and the
inclusions Tr →֒ Gr are algebraic maps, they induce maps between complexifica-
tions, which restrict to maps T (Gr(C)) → T (Gr+1(C)). It is a standard fact that
these inclusions in fact induce isomorphisms NTr/Tr
∼=−→ NT (Gr(C))/T (Gr(C))
(in the semi-simple case, this follows from [46, §5.1.4, Problem 24]). We will denote
both Weyl groups by Wr.
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Combining Theorems 11.1 and 11.2, we see that for each of the classical sequences
of Lie groups, and for each n > 1, the inclusion
Hom(Zn, Gr)1 →֒ Hom(Fn/Γq, Gr(C))1
is a homotopy equivalence, and the same holds for the character varieties. Combined
with Theorem 10.7 and Theorem 7.1, this yields the following corollary.
Corollary 11.3. Fix positive integers n and q, with q > 2, and let Gr be as above.
The sequences
r 7→ Hom(Fn/Γq, Gr(C))1 and r 7→ XFn/Γq (Gr(C))1
are strongly rationally homologically stable, and in degree k, stability holds for r −
⌊√r⌋ > k in the former case and for r > k in the latter case.
The infinite dimensional constructions from Section 8 also have nilpotent ana-
logues. The spaces
(31) B(q,G) := |Hom(F•/Γq, G)|
were introduced in [2], and were used to define nilpotent K–theory [3, 4]. (Note
that the case q = 2 corresponds to BcomG.) Since the spaces Hom(Fn/Γ
q, G) are
not necessarily path-connected, we will focus on the subspace B(q,G)1 ⊂ B(q,G)
defined by
B(q,G)1 := |Hom(F•/Γq, G)1|.
This gives filtrations of BG as follows:
Bcom(G) = B(2, G) ⊆ B(3, G) ⊆ B(4, G) ⊆ · · · ⊆ BG
and
Bcom(G)1 = B(2, G)1 ⊆ B(3, G)1 ⊆ B(4, G)1 ⊆ · · · ⊆ BG.
Corollary 11.4. Fix a positive integer q > 2, and let Gr(C) be as above. The
sequences
r 7→ B(q,Gr(C))1 and r 7→ Comm(Gr(C))1
are strongly rationally homologically stable, and in degree k, stability holds for r −
⌊√r⌋ > k.
Proof. Theorems 11.1 and 11.2 show that the inclusion of simplicial spaces
(32) Bcom(Gr)1 →֒ B(q,Gr(C))1
is a level-wise homotopy equivalence. The degeneracy maps for these simplicial
spaces are inclusions of simplicial complexes by the argument in Villarreal [60,
Theorem 2.19] (see also [31] in the non-compact case). By Lillig’s Union Theo-
rem [35], this implies that these simplicial spaces are proper, and hence the map
(32) is a homotopy equivalence by the results in [38, Appendix]. The stability
bound now follows from Theorem 10.7 in this case.
Next, we claim that the inclusion
Comm(Gr)1 →֒ Comm(Gr(C))1
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induces an isomorphism in rational (co)homology, which will complete the proof.
Consider the commutative diagram
(33)
Gr/Tr ×Wr J(Tr) Comm(Gr)1
Gr(C)/Tr(C)×Wr J(Tr(C)) Comm(Gr(C))1.
i
φ′′
φ′′(C)
It will suffice to show that the conjugation maps φ′′ and φ′′(C), and the inclusion
i, are homology equivalences.
The map φ′′ is a homology equivalence by Theorem 8.1. We claim that the
proof of that result also applies to φ′′(C). Theorem 8.1 was proven using Baird [7,
Theorem 3.3], and while that result is stated for actions of compact, connected
Lie groups, we claim that it also holds for complexifications of such groups. The
key fact about compact, connected Lie groups G used in Baird’s proof is that
G/NT has trivial rational (co)homology. The same is true, however, for the com-
plexification G(C), because a comparison of fibration sequences shows that the
inclusion j : G/T →֒ G(C)/T (C) (where T (C) is the complexification of T ) is a
W–equivariant homotopy equivalence, and hence induces an isomorphism between
W–fixed points in homology. By Proposition 3.6, this map agrees with the map in
homology induced by G/NT → G(C)/NT (C).
Finally, to show that
i : Gr/Tr ×Wr J(Tr) −→ Gr(C)/Tr(C)×Wr J(Tr(C))
induces an isomorphism in rational homology, it suffices (by Proposition 3.6) to
show that the Wr–equivariant maps Gr/Tr → Gr(C)/Tr(C) and J(Tr)→ J(Tr(C))
are rational homology equivalences. The first map is in fact a homotopy equivalence
(as mentioned in the previous paragraph), and since Tr → Tr(C) is a homotopy
equivalence, the same is true after applying the James construction, because of the
natural isomorphism H∗(J(X)) ∼= T(H˜∗(X)). 
Nilpotent analogues of Comm(G) were introduced in [20]. Define
(34) X (q,G) :=
(∐
n≥0
Hom(Fn/Γ
q, G)
)/
∼,
where X (2, G) = Comm(G), and the corresponding subspaces
X (q,G)1 :=
(∐
n≥0
Hom(Fn/Γ
q, G)1
)/
∼ .
We thereby obtain filtrations of J(G) as follows:
Comm(G) = X (2, G) ⊆ X (3, G) ⊆ X (4, G) ⊆ · · · ⊆ J(G)
and
Comm(G)1 = X (2, G)1 ⊆ X (3, G)1 ⊆ X (4, G)1 ⊆ · · · ⊆ J(G).
We now prove (weak) homological stability for these constructions.
Corollary 11.5. Fix a positive integer q > 2, and let Gr(C) be as above. Then
there are isomorphisms
HkX (q,Gr(C))1 ∼= HkX (q,Gr+1(C))1
for r − ⌊√r⌋ > k.
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Proof. In light of Theorem 11.2 and Theorem 10.7, it suffices to show that
HkX (q,Gr(C))1 ∼= HkComm(Gr(C))1
for each r > 1. To begin, note that the stable splitting in [20, Theorem 5.2] (stated
there for compact groups) still holds for Gr(C) since (as discussed in the proof of
Corollary 11.4) the inclusions
Hom(Fn/Γ
q, Gr(C))1 →֒ Hom(Fn+1/Γq, Gr(C))1
are cofibrations. That is, we have decompositions
ΣX(q,Gr(C))1 ≃ Σ
∨
n>1
Ĥom(Fn/Γ
q, Gr(C))1,
where Ĥom(Fn/Γ
q, Gr(C))1 is the quotient of Hom(π,GLr(C))1 by the subspace
Sn,q(Gr(C)) consisting of all the nilpotent n-tuples with at least one coordinate
equal to the identity element of Gr(C). The argument in [50, Theorem 4.1] now
shows that the natural map
Ĥom(Zn, Gr(C))1 −→ Ĥom(Fn/Γq, Gr(C))1
is a homotopy equivalence, completing the proof. 
As an immediate consequence of Theorem 11.1 and Theorem 7.9, we also have
stability with respect to the maps of discrete groups Fn/Γ
q −→ Fn+1/Γq.
Corollary 11.6. Let G be as in Theorem 11.1. Then for each q > 2, the sequences
n 7→ Hom(Fn/Γq, G)1 and n 7→ XFn/Γq (G)1
are strongly rationally homologically stable, and in homological degree k, stability
holds for r > k.
Real reductive groups. Since Theorems 11.1 applies to real reductive groups, we
can also consider families of such groups whose maximal compact subgroups corre-
spond to the classical sequences of compact Lie groups. For instance, the maximal
compact subgroup of SLr(R) is SO(r), and hence we obtain strong homological
stability (with the same bounds as above) for all four sequences
{Hom(Fn/Γq, SLr(R))1}r>1, {XFn/Γq (SLr(R))1}r>1,
{B(q, SLr(R))1}r>1, and {Comm(SLr(R))1}r>1.
A similar statement applies to the sequence of real symplectic groups Sp(2r,R),
which are reductive with maximal compact U(r).
Finally, consider the indefinite groups U(s, r) and SO(s, r), which are real reduc-
tive with maximal compact subgroups U(s)×U(r) and SO(s)×SO(r), respectively.
In these cases, we may stabilize with respect to either variable r or (equivalently)
s. In general, for Lie groups G and H there are homeomorphisms
Hom(Zn, G×H) ∼= Hom(Zn, G)×Hom(Zn, H),
and similarly for the character varieties. Moreover, by Ebert–Randal-Williams [21,
Theorem 7.2], geometric realization commutes with products of simplicial spaces
up to weak homotopy equivalence, so the map
Bcom(G×H) −→ Bcom(G)×Bcom(H)
HOMOLOGICAL STABILITY FOR COMMUTING ELEMENTS IN LIE GROUPS 51
is a weak homotopy equivalence, and hence an isomorphism in (co)homology.2 The
Ku¨nneth Theorem now shows that the sequences
{Hom(Zn,U(s, r))}r>1, {XZn(U(s, r))}r>1, and {Bcom(U(s, r))}r>1
are all strongly rationally homologically stable (with the same stability bounds),
and similarly for SO(s, r) in place of U(s, r) (at least after restricting to the con-
nected components of the trivial representations).
Remark 11.7. The results in this section can be extended to equivariant homol-
ogy. For instance, consider the Gr(C)–equivariant homology of Hom(Zn, Gr(C))1.
Comparing the fibrations
(Hom(Zn, Gr(C))1)hGr(C) −→ BGr(C)
and
(Hom(Zn, Gr)1)hGr −→ BGr,
one sees (using Theorem 11.1) that the homotopy orbit spaces are in fact homotopy
equivalent. The other cases are similar.
12. Finite covers of Lie groups
In this section we show that passing to a finite cover of the underlying Lie
group does not change the homology of the various spaces of commuting elements
considered in this article. In particular, this allows us to extend our stability
results to the Spin groups, and to the projective unitary and general linear groups
(although in the latter case, there are no stabilization maps, so we have only weak
stability).
Proposition 12.1. Let p : G→ H be a finite covering homomorphism between con-
nected Lie groups, and let k be a field whose characteristic does not divide | ker(p)|.
Then for each n > 1 and each q > 2, the induced maps
Hom(Fn/Γ
q, G)1 −→ Hom(Fn/Γq, H)1
are isomorphisms in (co)homology with coefficients in k. If G and H real algebraic,
then the same holds for
B(q,G)1 −→ B(q,H)1.
When G and H are either compact or complex reductive affine algebraic groups, the
same holds for the maps of character varieties
XFn/Γq (G)1 −→ XFn/Γq (H)1
and for the map
Comm(G)1 −→ Comm(H)1.
Finally, when G and H are compact, the same holds for
Bcom(G)1/G→ Bcom(H)1/H and Comm(G)1/G→ Comm(H)1/H.
2Here it is important that we give Bcom(G) × Bcom(H) the compactly generated topology
associated to the product topology.
52 DANIEL A. RAMRAS AND MENTOR STAFA
Proof. For the first statement recall that by a result of Goldman [26, Lemma 2.2],
the map of homomorphism spaces is a normal covering map with structure group
Hom(Fn/Γ
q, ker(p)) = ker(p)n (note here that ker(p) 6 G is discrete and normal,
hence central by [30, Theorem 6.13]). The transfer in homology now shows that
this map is a homology equivalence under the stated assumption on coefficients.
The result for character varieties follows by the same reasoning, since under the
stated assumptions on G and H , the map between character varieties is a again
a normal covering map (with the same structure group) by Lawton–Ramras [34,
Theorem A].
The result for B(q,G)1 → B(q,H)1 now follows from the fact that a level-wise
homology isomorphism between proper simplicial spaces is a homology equivalence
on realizations (May [38, Appendix]). The assumption that G and H are real
algebraic groups ensures properness, as discussed in the proof of Corollary 11.4.
The proof that Comm(G)1 → Comm(H)1 is a homology equivalence is similar
to the argument in the proof of Corollary 11.4. We will need to choose compatible
maximal tori in T 6 H and T˜ 6 G, with Weyl groups W and W˜ (respectively) in
order to construct a commutative diagram
(35)
G/T˜ ×
W˜
J(T˜ ) Comm(G)1
H/T ×W J(T ) Comm(H)1
i
φ′′
φ′′
analogous to (33).
Let T be a maximal torus of H , and define T˜ := p−1(T ). We claim that T˜ is
a maximal torus of G. Note that p induces an isomorphism of Lie algebras, and
hence the maximal tori in G and H have the same rank. Since all finite covers of
a torus are disjoint unions of tori (of the same rank as the base torus), the identity
component p−1(T )0 6 p−1(T ) is a maximal torus in G, so it suffices to show that
p−1(T ) is connected. As discussed above, ker(p) 6 Z(G), so p−1(T ) centralizes
p−1(T )0 (note that by an elementary covering space argument, p−1(T ) is generated
by p−1(T )0 together with ker(p)). Since maximal tori are their own centralizers,
this completes the proof of the claim. Next, note that p induces an isomorphism
W˜ → W between the Weyl groups of T˜ and T , since these groups are naturally
isomorphic to the Weyl groups of the root systems associated to T˜ and T [29,
Chapter 11] (and p induces an isomorphism of Lie algebras).
Following the argument in the proof of Corollary 11.4, it will now suffice to
show that p induces homology equivalences J(T˜ )→ J(T ) and G/T˜ → H/T . Since
p : T˜ → T is a homology equivalence, the first statement follows from the natural
isomorphism H∗(J(X)) ∼= T(H˜∗(X)). For the second statement, we claim that
there is a commutative diagram
G/T˜ BT˜
H/T BT,
j˜
p Bp
j
where the horizontal maps are classifying maps for the bundles G → G/T˜ and
H → H/T . To obtain these compatible classifying maps, choose a point e0 ∈ EG
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and let e0 denote its image in EH under the map EG → EH induced by p. The
inclusions G/T˜ ⊂ EG/T˜ , [g] 7→ e0 · g and H/T ⊂ EH/T , [h] 7→ e0 · h yield the
desired classifying maps.
By Proposition 6.5, the horizontal maps j˜ and j become isomorphisms in coho-
mology after modding out the ideal of positive degree Weyl–invariants on the right-
hand side. The map Bp : BT˜ → BT is Weyl–equivariant and a (co)homology equiv-
alence (by May [38, Appendix]), so it restricts to an isomorphism between these
ideals. It follows that the map G/T˜ → H/T is an isomorphism in (co)homology, as
desired.
The last two statements follow similarly, using Proposition 8.5. 
We end by discussing some examples in which Proposition 12.1 applies.
Example 12.2. For r > 2, the Spin group Spin(r) is the universal covering group
of SO(r), and since π1(SO(r)) = Z/2 for r > 2, this is in fact a double covering.
Let p : Spin(r) → SO(r) be the covering map. The standard inclusions
SO(r) →֒ SO(r + 1)
(block sum with the 1× 1 identity matrix) induce maps Spin(r)→ Spin(r+1), and
it follows from Proposition 12.1 (and the earlier results in the article) that these
maps induce homology isomorphisms after applying any of the functors considered
in Proposition 12.1 (see also Remark 1.4). Moreover, the stable ranges are the same
as for the special orthogonal groups.
Example 12.3. For each of the families of compact or complex Lie groups con-
sidered in this article, there is an associated family of projective groups obtained
by modding out the centers (although in some cases the center is trivial). In each
case, we obtain (weak) homological stability results for the various functors con-
sidered in Proposition 12.1. Note that the standard inclusions do not map centers
to centers, and hence we do not have maps between the projective groups inducing
these homology isomorphisms.
Remark 12.4. As in Remark 11.7, the results in this section extend to equi-
variant homology. For instance, if p : G → H is a finite covering, to compare
the G–equivariant homology of Hom(Zn, G)1 to the H–equivariant homology of
Hom(Zn, H)1, we compare the fibrations
(Hom(Zn, G)1)hG −→ BG
and
(Hom(Zn, H)1)hG −→ BH.
The induced map Bp : BG → BH is a (rational) homology equivalence by [38,
Appendix], and the map of fibers is as well (by Proposition 12.1). Comparing the
Serre spectral sequences for the two fibrations, we obtain the desired isomorphism
in equivariant homology.
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