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Computer simulation is used to study tracer or chain diffusion in polyelectrolyte gels. 
Owing to the limitation of present computer power, a mesoscopic approach is adopted to 
handle long time dynamics in this thesis. Brownian Dynamics (BD) simulation is mainly 
employed to study the self-diffusion of tracer particles and polymer chain in a cross-linked 
gel network based on a coarse-grained bead-spring lattice model with a truncated 
Lennard-Jones potential representing the excluded volume effect and a screened 
electrostatic interaction accounting for charge effect. Several effects are investigated 
including the network porosity, flexibility, degree of cross-linking (for tracer particle 
diffusion only), and electrostatic interaction. In addition, Dissipative Particle Dynamics 
(DPD) method is implemented to examine hydrodynamic interaction for tracer diffusion in 
gel network that is ignored by BD simulation. 
 
For tracer particle diffusion, the long-time diffusivity of tracer particle is studied in 
both uncharged and charged system. It is interesting to find that for charged system the 
diffusion is further hindered by the electrostatic interaction, regardless of whether the 
tracer particle and the network are oppositely or similarly charged. However, there exists a 
difference in the hindrance mechanism between the two cases. For the polymer chain 
diffusion, the conformation and dynamic properties of polymer chains are examined. For 
uncharged system, a decrease in diffusivity of chain is observed with the decrease of the 
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porosity of the network. The difference in diffusion behavior of an oppositely and 
similarly charged chain in gel network is discussed for varied charge amount or Debye 
length. The static properties of the chain are used to explain the difference between the 
two cases, such as the average bond angle, the mean-square end-to-end distance, the 
mean-square radius of gyration, and the three average eigenvalues of the moment of 
inertia tensor. Finally, the applicability of the DPD method to study the hydrodynamic 
interaction for the tracer diffusion in gel network is demonstrated, and the advantages or 
disadvantages of the DPD and BD method are also addressed. 
 
These computer simulation results based on the simplified coarse-grained model 
shed light on the diffusion behaviour of a tracer particle or chain at mesoscopic level. The 
unusual behaviour of tracer or chain caused by the attractive electrostatic force is 
intriguing, which can be explained by electrostatic entrapment effect. This effect is 


















BD          Brownian dynamics 
COM           center of mass 
DNA         deoxyribonucleic acid 
DPD            Dissipative particle dynamics 
EVE            Excluded volume effect 
MC          Monte Carlo  
MD          Molecular dynamics 
MSD         mean square displacement 
RDF            radial distribution function 
SDE            stochastic differential equation 
VV             velocity Verlet integrator 
 
Symbols 
a  Radius of the particle 
aij      The maximum repulsion force between particle i and j 
D  Long-time diffusivity of polyelectrolyte 
D0  Diffusivity of a particle at infinite dilute solution 
e  Unit vector  
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E1, E2, E3  Eigenvalues of the moment of inertia tensor 
E  Moment of inertia tensor 
F  Force vector of all the particles 
Fi  Force on particle i  
FCi  Conservative force on particle i  
FDi  Dissipative force on particle i  
FRi  Random force on particle i  
g(r)  Radial distribution function   
gbb(r)    Radial distribution function for bead to bead 
gbc(r)    Radial distribution function for bead to COM 
gtb(r)    Radial distribution function for tracer to bead 
H  The minimum separation distance between the surfaces of particles 
K       Jump frequency, which depends on temperature and diffusant size 
k  Spring constant for network 
kB  Boltzmann constant 
ks  Spring constant for chain 
l0  Equilibrium bond length for network 
l0s  Equilibrium bond length for chain 
lB  Bjerrum length 
L  Length of simulation box 
m  Bead mass 
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M  The number of beads on one chain 
MSD Mean square displacement 
N  Number of beads of network per dimension 
Q       Total effective charge on beads 
r  Distance between two particles 
rc   Cut-off length 
rcm  Center of mass of a chain 
ri  Position of bead i 
Rg  Radius of gyration of a chain 
Rn  end-to-end distance of a chain 
Rn  end-to-end vector 
R  random force 
t  Time 
T  Temperature 
Uij    Total interaction energy 
Uel     Electrostatic interaction energy 
Uex  Lennard-Jones potential 
Usp  Elastic bond energy 
v  Exponent of scaling laws 
v       velocity 
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w   Energy depth of Lennard-Jones potential 
Z  Bead charge 
 
Greek Letters 
α Correction factor 
κ       Screening parameter 
Β       Porosity 
∆t  Integral time step 
∆W  Random number vector of Wiener process 
ε  Permittivity of the solvent 
φ  Volume fraction of beads 
λ  Debye screening length 
µ   Solvent viscosity 
θ       Bond angle between two connectors of a chain 
θij          Random number 
σ  Distance parameter of Lennard-Jones potential 
ζ  Friction coefficient 
ξ       Correlation length or network mesh size 
Ψi         Surface electrical potential of particle i 
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In recent years, the study concerning diffusive process of tracers in polymer gel 
system has received considerable attentions. As a tracer, the particle or single chain 
diffusion is strongly affected by its interaction with the constituents and the microstructure 
of the matter. Therefore, understanding particle or single chain diffusion in a network is 
essential for a variety of practical applications. For the past decades, computer simulation 
has been proven adequate to study the microstructure and dynamics of polyelectrolyte gels. 
In this thesis, Brownian dynamics and Dissipative Particle Dynamics simulation methods 
are implemented to study the self-diffusion of tracer or polymer chain in polyelectrolyte 
gel system. Despite a comparatively simple bead-spring model of polyelectrolyte gel 
applied in this work, the dynamic properties of particle or single polymer chain still show 
a strong dependence on the structural or chemical properties of the polymer gel system. 
 
1.1 The need to understand the tracer diffusion in gel 
network 
 
A polymer gel is an elastic cross-linked polymer network with a fluid filling the 
interstitial space of the network. Polymer gels are wet and soft and look like a solid 
material, but are capable of undergoing large deformations. Living organisms are largely 
made of gels. Except for bones, teeth, nails, and the outer layers of skin, mammalian 
tissues are highly aqueous gel materials that are largely composed of protein and 
polysaccharide networks in which the water contents are up to 90% (blood plasma). This 
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makes it easier for the organism to effectively transport ions and molecules while keeping 
its solidity. As one of the most important polymer gels, a polyelectrolyte gel is a network 
of charged polymers. The dynamic properties of polyelectrolyte gels can vary in response 
to the changes in the properties of the surrounding medium (i.e. pH, presence of ions, etc.) 
or external inputs. For instances, ployacrylamide-co-sodium is a typical polyelectrolyte 
gel and can be used as a model material. The charge effect plays an important role in the 
behavior of this gel. It can affect phase behavior of polyelectrolyte gel as well as the 
corresponding transition process significantly. Another interesting polyelectrolyte gel is 
polyampholyte, which contains both cationic and anionic groups in its structure. Therefore 
polyampholyte molecules can be either positively or negatively charged, with more 
complicated behavior of repulsion and attraction.  
 
According to the above properties, polymer gels have become increasingly 
important in human’s life, such as personal care products (e.g., diapers, feminine care 
products, and incontinence products); industrial separations (e.g., waste water treatment, 
membrane processes, and protein and biological purification process); and 
pharmaceuticals (e.g., controlled-release technology, bioadhesives, and enteric dosage 
forms). To develop practical applications of polymer gel, a fundamental understanding of 
the small molecule (tracer) diffusion in gel is required. 
 
Although polymer gels are important, understanding their mechanisms is extremely 
difficult due to the many complicated factors involved. First, unlike the diffusion process 
in dilute polymer solution, the gel system is highly concentrated with complicated internal 
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structure. The network of a gel is dynamic and could be unstable. For instances, the 
cross-links in a polymer gel (physical gel) are dynamic, and can break up or construct 
according to the change of surrounding conditions. It also can swing due to conflictions by 
the surrounding molecules (e.g., solvent or the polymer molecules). Consequently, the 
continual changes of a gel network affect the tracer diffusion in the gel network. Second, 
the diffusion of a tracer in gel network is sensitive to the tracer-gel interaction potential 
which depends on various surrounding conditions, such as concentration of gel, 
temperature, pH, ionic strength, electric field and solvent system. A small variation in 
these variables may influence the tracer diffusion significantly. Finally, most experiments 
on the tracer diffusion in gel network are always constrained by the limitations of 
experimental methods. For examples, the light scattering method is a popular method to 
measure the dynamic profile of tracer diffusivity, but this experiment needs highly 
transparent solution to ensure single scattering. Also, the size of dye in fluorescence 
correlation spectroscopy also brings error in measurement, and the small value of tracer 
diffusivity can influence the accuracy of electron spin resonance image (ESRI) and 
nuclear magnetic resonance (NMR) methods. Unfortunately, so far we can not find an 
experimental method for tracer diffusion in gel network without any limitations, and most 
experimental conditions are obtained by trial and error. It remains a challenge to find 
efficient experimental methods for tracer diffusivity in many polymer gel systems. 
Therefore, to find a useful alternative method to study the diffusion in gel becomes one of 
the objectives in this study. 
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1.2 Significance of computer simulations 
 
To widen and improve the use of polymer gels, computer simulation is an 
alternative approach by which various aspects of gel behavior can be investigated. 
Computer simulations play an important role to predict the results for problems in 
statistical mechanics which might be quite intractable by approximated method. It is also a 
useful tool to complement experimental studies, in which one may encounter difficulties 
in controlling parameters, and measuring certain physical properties. To some extent, 
computer simulation can be viewed as a testing tool of theories by idealized ‘experiments’. 
Also, the results of computer simulations may be compared with those of real experiments 
and provide insight into the underlying physics of experimentally observed behavior. This 
dual role of simulation, as a bridge between models and theoretical predictions on the one 
hand, and between models and experimental results on the other, is illustrated by Allen 
and Tildesley (1987). 
          
Since macroscopic properties of experiment (the equation of state, transport 
coefficients, structural information and so on) can be correlated to the microscopic details 
of a system (the masses of the atoms, the interactions between them, molecular geometries 
etc.), computer simulation could be used to study a lot of physical phenomena at 
molecular scale, for example crystallization, tracer’s diffusion, phase transition, and so on 
(Hockney and Eastwood, 1981).  
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1.3 Theoretical prediction of tracer diffusion in gel 
network: computer simulation 
 
Some scientists have successfully obtained the tracer diffusivity in gel network 
using computer simulation. However, computer simulation of a gel system is 
time-consuming in contrast to the computation for the dilute polymer solution. This is 
because if an atomistic level model is applied to each molecule, there will be millions of 
atoms and the amount of calculation is beyond the capacity of current computers. 
Therefore, for an efficient and larger-scale computer simulation, a coarse-grained model 
of polymer gel would be used preferably. 
 
Several simulation methods have been used to study polymer gels, such as 
Molecular Dynamics (MD), Brownian Dynamics (BD), Monte Carlo (MC) and 
Dissipative Particle Dynamics (DPD) simulation methods. MD, DPD and BD are usually 
used in dynamics problems; while MC simulation is mainly applied to equilibrium 
properties. There are two kinds of MD method. The typical one uses a particle to represent 
each atom or molecule including solvent molecules, while the other one is coarse-grained 
by treating the solvent as a continuum. Compared with BD, the latter MD method retains 
the particle inertial effect in the equation of motion, and therefore it can examine 
dynamics properties at smaller time scale. DPD is similar to the first kind of MD method, 
but it always employs a ‘soft’ repulsive interaction instead of ‘real’ atom interaction used 
in MD method. The short-time detailed behavior may not be reflected sufficiently in DPD 
simulation that advantageously uses a time step. Nevertheless, MD method is a very time 
consuming method as the model of this simulation method and its time step are all 
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constructed at microscopic level. In contrast to MD, DPD and BD methods, MC method 
involves generation of configurations by random moves that do not follow any 
force-motion laws. As such, MC method is in principle suitable for investigation of static 
properties. In BD method, the solvent is treated as a continuum and a coarse-grained 
model is applied with a time step, which can be larger (mesoscopic level) if the inertial 
term of equation of motion is neglected. Compared to MD and MC methods, the time 
consuming problem can be resolved to some extent by BD simulation method. DPD can 
study the long-time dynamics of polymer systems with a larger time step since a ‘soft’ 
repulsive interaction is adopted instead of a ‘stiff’ one used in MD or BD simulation 
method. Besides, the hydrodynamic interaction can be included in DPD because the 
solvent particles with a dissipative force are considered in this method. Therefore, in our 
work, DPD and BD simulation method are implemented to study the diffusion of tracer or 
polymer chain in gel network. 
 
Some researchers have already attempted to study the polyelectrolyte gel by 
computer simulation. Oldiges et al. (1998) investigated the diffusion of small tracer 
molecules in small gel by MD method. it was limited to the short-time behavior because 
the computation is very expensive. Durr et al. (2002) used MC method to study tracer 
particles diffusing in static gel. They worked on the diffusion behavior of small molecules 
in condensed polymer system with different lattice models. BD method (Miyata et al., 
2002) was also used to study tracer particles diffusing in static polymer gel. For these 
studies, the gel dynamics was neglected. Teixeira and Licinio (1997) examined the 
dynamics of gel network, and the anomalous diffusion of polymer segments based on a 
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bead-spring model. They calculated the average mean square displacement of beads 
subject to random and spring forces, without the volume exclusion effect. For polymer 
chain diffusion, Likhtman (2005) reported a convincing agreement between simulation 
and experiments, although using a Gaussian chain model in BD simulation has some 
disadvantages regarding systematic discrepancies such as time-temperature superposition.  
 
In Brownian dynamic simulation where the solvent is treated as a continuum, one of 
the most difficult problems is the implementation of hydrodynamic interaction between 
particles. It involves the use of a complicated mobility matrix and sometimes even an 
Ewald sum. To handle hydrodynamic interaction, DPD appears to be an easier alternative. 
The solvent is modeled by soft particles along with the introduction of a random and a 
dissipative force. For polymer systems, the scaling laws for the radius gyration was 
verified by DPD simulation, in which several bead-spring models of polymer chains in 
dilute solution were implemented (Vasileios et al., 2005). The simulation results showed 
good agreement with the experimental data of single deoxyribonucleic acid (DNA) chain 
under shear flow, irrespective of the number of beads.  
 
In this thesis, Brownian dynamics simulations were carried out to examine the 
diffusion of probe particles in a 3D flexible cross-linked network, which is modeled on the 
basis of a bead-spring cubic lattice similar to that used by Teixeira and Licinio (1997), by 
which the dynamics of a network is considered. The dynamics of a network seems usually 
to be neglected in MC and MD simulation (atomistic level) due to a long computation 
time. Also, since there is no study about tracers or polymer chains diffusing in gel network 
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taking into accounts both flexibility and hydrodynamic interaction, we are motivated to 
investigate the diffusion of tracer particles in a flexible cross-linked network by DPD 
methods. It aims to compare the results of DPD simulation with those of BD simulation, 
and address the suitability of DPD simulation for tracer diffusion. 
 
1.4 Research objectives 
 
We intend to investigate the dynamic behavior of tracer particle or chains in 
polyelectrolyte gel by BD and DPD simulations, in a hope to shed light on the influence of 
polyelectrolyte gel systems on tracer diffusion and conformation. A comparison of the 
results between the two simulation methods will be made in order address the suitability 
of DPD for tracer diffusion. The fundamental investigation conducted in this thesis aims 
to improve the understanding of tracer dynamics and diffusion behavior in a dynamic gel. 
The findings can hopefully provide an insight into how to better select and design 
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1.5 Outline of the thesis 
 
This thesis is organized into six chapters, including the present introduction as 
Chapter 1. A comprehensive literature review is presented in Chapter 2, in which an short 
overview of computer simulation in polymer gel system with particular emphasis on the 
previous  research works in this field are presented. In Chapter 3, we study the tracer 
diffusion in cross-linked polyelectrolyte gel network. Four effects on the diffusion of 
tracer are investigated by Brownian Dynamics simulation, including the flexibility, 
cross-linking degree of the network, excluded volume effect, and charge effect. To 
examine the diffusion of polymer chains in gel network, we investigate the effects of chain 
length, porosity of network and charge effect on the diffusivity and structural properties of 
the chain in Chapter 4. Chapter 5 presents the DPD simulation of tracer diffusion, and 
addresses the comparison between BD simulation and DPD simulation, and the suitability 
of the latter. Finally, the conclusions and recommendations for future studies are presented 
in Chapter 6. 
 
                                                                                                                                 Chapter 2 
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For a few decades, dynamics of polymer system (Doi and Edwards, 1986) have 
been widely studied by computational simulation methods. As mentioned in Chapter One, 
one of the most important parts of this project is to conduct the simulation for the tracer or 
short chain diffusion in polyelectrolyte gel network. Several simulation models and 
methods have been used to study polymer gel systems. With the fast development of 
computer technology, complex gel models may now be explored by computational 
simulation and the results of simulation are also more reliable and accurate than before. In 
this chapter, we introduce the basic concepts of computer simulation in polymer science 
and review the recent progress in the study of tracer diffusion in gel network by computer 
simulation. Firstly, we briefly introduce the fundamental roles of computer simulation 
method and model.  Secondly, we describe the previous computer simulation works on the 
network of polymer gel. Thirdly, we review several relevant research works about the 
tracer diffusion in polymer gel. We then discuss the previous theoretical works on the 
diffusion behavior in polymer gel. Finally, we briefly describe experimental studies on the 
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2.1 Theoretical background of computer simulation 
2.1.1 Simulation methods 
 
Four simulation methods have been widely used to study polymer systems, Monte 
Carlo method (MC) (Allen and Tildesley, 1987; Frankel and Smit, 2002), molecular 
dynamic method (MD) (Allen and Tildesley, 1987; Frankel and Smit, 2002), Brownian 
dynamics method (BD) (Őttinger, 1996), and Dissipative Particles Dynamics method 
(DPD) (Koelman and Hoogerbrugge, 1992, 1993).  
 
MC method is completely different from other three methods because it does not 
satisfy any equation of motion, and random artificial moves are extensively used for 
generating sufficient configurations under equilibrium conditions. In principle, it is mainly 
used to study the static properties. MD is broadly implemented to precisely describe the 
physical behavior of molecules at atomic level based on Newton’s equation of motion. It 
is almost like doing a real experiment, in which the details of the molecules are considered 
particularly. As such, MD is very time consuming and cannot be used for large length and 
time scales. BD, in contrast, overcomes the difficulty by treating the solvent as continuum 
and coarse graining. This method is based on the Langevin equation. Each particle in the 
system experiences a random force such that the Brownian motion it undergoes can be 
simulated. The hydrodynamic resistance on each particle is affected by the motions of all 
other particles, and the hydrodynamic interaction is transmitted through the continuum 
solvent. Therefore, a simple relation between the drag force and velocity of the particle, 
such as the Stokes law, must be modified to account for the hydrodynamic interaction. 
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This involves the use of a complicated hydrodynamic interaction tensor, if available for a 
particular system. Although the coarse graining and the continuum solvent can reduce the 
number of particles in a simulation, it is difficult to handle the complicated hydrodynamic 
interaction in many cases. 
 
Dissipative particle dynamics (DPD) is also usually used a simplified model to 
study the polymer system at a mesoscopic level. The DPD method was introduced by 
Hoogerbruge and Koelman (1992), who presented a novel method for simulation of 
hydrodynamic phenomena. It is the first time that the complicated interplay between 
hydrodynamic interactions and solids’ variable configuration under flow conditions in 
which large departures from equilibrium configurations occur can be simulated in full 
three dimensions (3D). DPD method is somewhat similar to BD because both methods 
employ random forces and simplified models. However, In BD the frictional and random 
forces do not conserve momentum. In DPD, however, the particular functional forms of 
the frictional and random forces ensure that all forces obey Newton’s third law. Therefore, 
the correct ‘hydrodynamic’ (Navier-Stokes) behavior on sufficiently large length and time 
scales can be reflected by this method. Also, all presented numerical studies suggest that, 
in the limit where the integration time step δt→0, Navier-Stokes equation can represent 
the large-scale behavior of the DPD fluid. Compared with MD method, DPD is more 
useful when studying the mesoscopic structure of complex liquids. In fact, the ‘‘point 
particles’’ in DPD can not be treated as molecules in a fluid, but rather as clusters of 
particles that interact dissipatively. In DPD, the number of particles is much smaller than 
in conventional MD, thereby leading to a reduction of computation time. However, if we 
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are only interested in static properties, we could have used standard MC or MD on a 
model with the same conservative forces, but without dissipation. The real advantage of 
DPD shows up when we try to model the dynamics of complex liquids.  
 
2.1.2 Interaction potentials 
 
In this part, the equations of motion in BD and DPD methods are mainly discussed. 
The usefulness of BD lies in its capability to investigate systems with large time and 
length scales, which can be a serious problem for MD, and even for some MC simulations 
at atomistic or molecular level. A short time-step needed to handle the fast motion and 
thus a very long run needed to allow evolution of the slower modes make MD simulations 
very expensive. In BD simulation, the solvent particles are omitted from the simulation, 
and their effects on the solute are represented by a combination of random forces and 
frictional terms. Therefore, Newton’s equations of motion can be replaced by the 
Langevin equation (Eq.2.1), in which F is force associated with interaction energy or 
external fields, v is velocity and R is the random force: 
RvFv ++= ζ
dt
dm                                              (2.1) 
In the first order Langevin equation, the acceleration term is neglected because the 
time step is sufficient enough that the motion of particles can be treated as even. The 
forces acting on each bead are balanced all the time. Usually, some interaction forces 
could be considered such as spring force, excluded-volume repulsive force and 
electrostatic force, respectively. The hydrodynamic interaction only can be incorporated 
when the hydrodynamic interaction tensor, which depends on all bead positions, is used in 
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the Eq. (2.1). The random force should always be considered as it is the term represents 
the Brownian motion, which satisfies the fluctuation-dissipation theorem. The details 
about these forces will be discussed as following. The flowchart of a BD algorithm is 
shown in Figure 2.1: 
 
 
Figure 2.1 Flowchart for a typical BD algorithm 
 
  
I.  Hydrodynamic Interaction 
The hydrodynamic interaction tensor depends on all bead positions. The simplest 
form of this tensor is the Oseen-Burgers tensor. Oseen-Burgers tensor satisfies the 
incompressibility condition of solvent, which leads to a simplification of Stochastic 
Differential Equation (SDE). Various modifications or regularizations have been 
suggested for the Oseen-Burgers tensor, the most famous of which is the Ronte-
At a given time point in BD, the particle positions r(t) is 
known. 
Evaluate the force at the current time step F(t) from the inter-
particle potential U(rn). 
Sample the random forces 
Compute the particle position at the next time point 
r(t+∆t). 
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Prager-Yamakawa expression (Ottinger, 1996). However, calculation of this 
interaction is a very time consuming part in BD simulation.  
II. Excluded Volume Effect 
The excluded volume effect represents the effect of the steric interaction between 
segments: no volume overlapping. This interaction changes the statistical property 
of the chain entirely. It has been theoretically proved that for a single chain in dilute 
solution, the radius of gyration gR is proportional to 
ν)1( −M (M is the number of 
beads on one chain), where 5.0=ν (neglecting the excluded volume effect) 
and 6.0≈ν  (considering the excluded volume effect). In my simulations, the 
excluded volume effect is taken into account via a repulsive Lennard-Jones potential 
with the cut-off, σ6/12=Cr  for good solvent condition, where σ is unit length. This 
purely repulsive potential can avoid the discontinuities in the interaction potential 
and keep the interaction forces in the finite range because of truncation and shifting  
(Frenkel and Smit, 2002).                   
III. Stretching Potential 
Two kinds of spring laws are extensively used in bead-spring model. One is 
harmonic spring with equilibrium length. It is a linear elastic spring. The other kind 
is finitely extensible nonlinear elastic springs (FENE springs), in which there is a 
maximum extension for each spring (Ottinger, 1987). The spring law used in the  
Brownian dynamics simulations is harmonic spring with equilibrium length l0. The 
spring constant can be inferred from comparison of some bulk properties (e.g., 
compressibility) between simulation and experiment. Also, the polymer chains have  
been shown to behave like a harmonic spring with spring constant values linked to 
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some characteristic sizes (e.g. length of polymer chain and cross-linking) through 
some simple equation (Jensenius and Zocchi, 1997). 
IV. Electrostatic Interaction 
For strong polyelectrolyte, one may regard ions as small particles and describe the 
electrostatic interaction among the charged beads and counterions directly using 
Coulomb energy. This primitive method is easily understood and more accurate for 
a system with strong electrostatic interactions. However, it is not easy to implement, 
because  
¾ Treating counterions as particles will introduce new length scales.  
¾ Periodical (or other) boundary conditions should be applied to regulate 
motion of particles, even for a single polyelectrolyte chain. 
¾ The long range Coulomb energy is extremely difficult to evaluate by 
merely summing over neighboring ion pairs because the summation converges too 
slowly. Ewald summation method (Ewald, 1921) is usually used to overcome this 
problem.  
¾ As more particles are present in simulation, computation time is longer. 
 
In the literature, two methods are often used to treat the electrostatic potential for a 
charged chain in a solvent: Linearized Debye-Hückel approximation (Schmitz, 1993) 
and the D.L.V.O. theory (Derjaguin and Landau, 1941; Verwey and Overbeekk, 
1948). In this thesis, the improved D.L.V.O. theory, which is introduced by Wiese 
and Healy (1970), is used in view of the long computation time required for the 
primitive model. However, determining the effective charge density, and screening 
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length in the approximation are not trivial, requiring comparison with experiment or 
simulations based on a primitive model.  
 
The DLVO theory is named after Derjaguin, Landau, Verwey and Overbeek who 
developed it in the 1940s. The theory describes the force between charged surfaces 
interacting through a liquid medium. It combines the effects of the van der Waals 
attraction and the electrostatic repulsion due to the so called double layer of 
counterions. The electrostatic part of the DLVO interaction is computed in the mean 
field approximation in the limit of low surface potentials; the electrical energy is 
much smaller than the thermal energy, kBT. For two spheres of radius a with 
constant surface charge Z separated by a center-to-center distance r in a fluid of 
dielectric constant ε containing monovalent ions at concentration n, the electrostatic 














+=                                        (2.2) 
where λB is the Bjerrum length, κ − 1 is the Debye-Hückel screening length, which is 
given by κ2 = 4πλBn, and kBT is the thermal energy.  
V.  Brownian Motion (Ottinger, 1996) 
The fluctuation-dissipation theorem of the second kind shows that the Brownian 
force BtF  satisfies ( )'2' ttTkFF BBtBt −>=< ζδ   and 0>=< BtF .Since Brownian 
force FtB represents the results of many independent collisions, according to central 
limit theorem, it is natural to assume that is FtB is a Gaussian process.  







ζ                            (2.3) 
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              tB
B dWTkdtF ζ2=                                                (2.4) 
One can find that as a linear transformation of the Gaussian process, Wt should itself 
be a Gaussian process, and Eq. (2.3) implies 0>=< tW . Consequently, the second 
moment is ( )',min' ttWW tt >=< . In addition, Wt has two important properties:  
0' >=−< tt WW  and. ( ) '2' ttWW tt −>=−< .  
 
DPD is a very promising method for mesoscopic studies of soft systems and 
recently has attracted considerable interest in studies of static properties of polymers. The 
equation of motion in DPD simulation includes three terms: conservative term, dissipative 
term and random term. The conservative term can be derived from the potential between 
particles, which is similar to the above mentioned potentials in BD simulation, such as 
excluded volume effect, stretching potential and electrostatic potential. The dissipative 
term corresponds to a frictional force. The random term in DPD is different from the one 
in BD simulation because it relates to the dissipative term to satisfy the fluctuation-
dissipation theorem. The details of the equation will be discussed in Chapter 5. In many 
DPD simulations, a soft steric interaction force is used, so that a larger time step can be 
used. 
 
In order to implement DPD simulation method well, several integration methods 
have already been discussed in some relevant papers (Vattulainen et al., 2002; Nikunen et 
al., 2003), such as Molecular Dynamic- velocity Verlet (MD-VV), Dissipative Particle 
Dynamics-Velocity Verlet (DPD-VV), Self-Consistent – Velocity Verlet (SC-VV) and 
Self-Consistent – Thermostat (SC-Th). MD-VV and DPD-VV are both based on the 
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simple Velocity-Verlet, and the difference between them is that DPD-VV scheme updates 
the dissipative force for the second time at the end of each integration step, while, in the 
MD-VV corresponding to the standard Velocity-Verlet scheme used in classical MD 
simulations the forces are updated once per integration step, but the dissipative forces are 
evaluated based on intermediate “predicted” velocities. Contrast to the above two schemes, 
SC-VV is a self-consistent velocity-verlet integration scheme, in which the unphysical 
artifacts in the above two methods can be eliminated by using functional iteration to 
determined the velocity and dissipative forces self-consistently. Vattulainen et al. (2002) 
examined the performance of various commonly used integration schemes in DPD 
simulations, and considered this issue using three different model systems. Specifically 
they clarified the performance of integration schemes in hybrid models, which combine 
microscopic and meso-scale descriptions of different particles using both soft and hard 
interactions. They found that in all four model systems many present integrators may give 
rise to surprisingly pronounced artifacts in physical observables such as the radial 
distribution function, the compressibility, and the tracer diffusion coefficient. The artifacts 
were found to be strongest in systems, where interparticle interactions were soft and 
predominated by random and dissipative forces, while in systems governed by 
conservative interactions the artifacts were weaker. Regarding the integration schemes, the 
best overall performance was found for integrators in which the velocity dependence of 
dissipative forces was taken into account, and particularly good performance was found 
for an approach in which velocities and dissipative forces were determined self-
consistently. The temperature deviations from the desired limit can be corrected by 
carrying out the self-consistent integration in conjunction with an auxiliary thermostat. It 
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is similar in spirit to the well-known Nose-Hoover thermostat. Further, they showed that 
conservative interactions can play a significant role in describing the transport properties 
of simple fluids, in contrast to approximations often made in deriving analytical theories. 
In general, their results illustrated the main problems associated with simulation methods 
in which the dissipative forces were velocity dependent, and pointed to the need to 
develop new techniques to resolve these issues. 
 
Moreover, Nikunen et al. (2003) assessed the quality and performance of several 
novel dissipative particle dynamics integration schemes that have not previously been 
tested independently. Based on a thorough comparison they identified the respective 
methods of Lowe and Shardlow as particularly promising candidates for future studies of 
large-scale properties of soft matter systems. Also, Jakobsen and Mouritsen (2005) 
investigated the occurrence of artifacts in the results obtained from dynamical simulations 
of coarse-grained particle-based models. The particles were modeled by beads that interact 
via soft repulsive conservative forces such as defined in dissipative particle dynamics 
simulation, harmonic bond potentials, as well as bending potentials imparting stiffness to 
the lipid tails. Two different update schemes were investigated: dissipative particle 
dynamics with a Velocity-Verlet-like integration scheme, and Lowe–Andersen 
thermostatting with the standard Velocity-Verlet integration algorithm. By varying the 
integration time step, they examined various physical quantities, in particular pressure 
profiles and kinetic bead temperatures, for their sensitivity to artifacts caused by the 
specific combination of integration technique and the thermostat. Serrano et al. (2006) 
showed in detail the derivation of an integration scheme for the dissipative particle 
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dynamic model (DPD) using the stochastic Trotter formula. They also compared their 
numerical integrator to other available DPD integration schemes. To evaluate integration 
schemes, the accuracy of the equilibrium temperature and the computational cost should 
be considered. As DPD–Trotter is among the best integrators for the DPD equations, the 
authors explained in detail how to apply the stochastic Trotter formula to the particular 
case of DPD. The aim was to furnish a non-trivial example to be used as a reference when 
one wishes to derive new integration schemes based on the stochastic Trotter formula for a 
general set of Stochastic Differential Equations (SDE). They also tested the behavior of 
the radial distribution function in the DPD model. For an ideal gas, they found that the 
DPD–Trotter scheme presents no spatial correlations at any scale. The stochastic Trotter 
formula could be successfully applied to the DPD model and the procedure to tailor the 
integrator scheme has been explained in detail. The DPD–Trotter integrator can display 
correctly the radial distribution functions for an ideal gas (no conservative forces among 
particles) and also for a non ideal gas. Following this important example, it should be 
straightforward to apply the stochastic Trotter formula to new mesoscopic models and 
more general SDE. 
 
Apart from different integration schemes for DPD, the time step also affects the 
simulation results. Too large a time step in dissipative particle dynamics simulations can 
lead to systematic errors in the computed properties. The main source of errors is the 
inaccurate integration of the conservative force. This error can be reduced to some extent 
by constructing a smoother force without any abrupt change at the cut-off distance, but the 
improvement is not obvious. It is possible to find combinations of parameters for the 
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random and dissipative forces that make errors cancel, but the combinations will depend 
on the system’s thermodynamic state and on the particular force model. The only safe 
measure is to use small time steps, i.e. comparable with those used in MD simulations. 
Alternatively, an improved integration algorithm can be used for the conservative force, 
but it may not improve the situation significantly (Bjorn et al., 2004).  
 
In my simulation, as the dissipative forces in DPD depend on the velocities which 
in turn are affected by the dissipative forces, the DPD-VV is able to account for this form 
of calculation by updating the dissipative forces for a second time at the end of each 
integration step. This help to improve its performance considerably yet keeping it 
computationally efficient since the additional update of dissipative forces is not 
particularly time-consuming. In previous studies (Vattulainen et al., 2002), the DPD-VV 
scheme has shown good overall performance. 
 
2.1.3 Coarse graining and hybrid model 
 
Computer simulations can be implemented at different levels: electrons (sub-
atomistic), atoms (microscopic), monomers or groups of monomers (mesoscopic models), 
entire polymer chains (semi macroscopic), or volume elements (macroscopic). Molecular 
dynamics (MD) is often the method of choice, and indeed it can elucidate various physical 
phenomena on a microscopic level. In general, an atomistic approach is problematic since 
many intriguing processes in soft matter systems are not dictated by microscopic details 
but rather take place at mesoscopic length and time scales (roughly 1–1000 nm and 1–
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1000 ns) which are beyond the practical limits of MD. In such cases, it is necessary to 
model soft matter systems by viewing them from a larger perspective than from a 
microscopic point of view. In practical terms, this means that one has to design ways to 
simplify the underlying systems as much as possible, while still retaining the key 
properties which are expected to govern the processes of interest. Since the BD method 
takes into account individual particle motions except solvent molecules, it sometimes 
remains classifiable as a microscopic modeling technique. In view of the large degrees of 
freedom and the wide range of time scales involved in BD simulation of polymer systems 
coarse-graining (mesoscopic models) of the polymer systems are needed. Coarse graining 
is a zoom-out method, which ignores the structural details at atomic level. In polymeric 
gel simulations, each elementary particle represents a number of atoms, typically a 
monomer or several monomers. Each polymer is then modeled by a bead-spring system as 
shown in Figure 2.2. This model retains a considerable degree of freedom and exhibits 
orientability and strechability. In order to avoid unphysical stretch, appropriate springs and 
moving time steps should be used. Dissipative particle dynamics (DPD) is particularly 
well suited for studying mesoscopic physical properties of model systems. Despite its 
advantages, DPD has certain practical problems that have to be resolved before extensive 









Figure 2.2 Coarse Grained Bead – Spring Model of a polymer network with periodical 
boundary condition.  
 
 
One feasible approach involves the use of hybrid models. It aims to combine 
microscopic models of biomolecules with a mesoscale modeling of the solvent. One can 
examine microscopic properties of complex biological molecules in an explicit solvent but 
with a reduced computational cost. While biomolecules are described by hard 
conservative interactions such as Lennard-Jones and Coulombic forces, the solvent can be 
described by DPD as a softly interacting fluid. The drawback is that the integration 
schemes may again lead to deviations from the true equilibrium behavior. The role and 
effect of integration schemes in these cases, where both soft and hard interactions are used 
within a meso-scale DPD simulation, has been studied encouragingly (Witold et al., 2002; 
Liu and Zhong, 2008; Milos et al., 2008).  
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These examples clearly draw attention to the current need to study the performance 
of DPD methods under various conditions, and develop new simulation techniques where 
the special features of DPD are properly accounted for. The molecular modeling repertoire 
is comprised of three simulation techniques: molecular dynamics (MD), dissipative 
particle dynamics (DPD), and the fluid particle model (FPM) (Witold et al., 2002). They 
can depict multi-resolution molecular structures found in complex fluids ranging from 
single micelle, colloidal crystals, large-scale colloidal aggregates up to the mesoscale 
processes of hydrodynamical instabilities in the bulk of colloidal suspensions. This 
undertaking was accomplished with a two-level discrete particle model consisting of the 
MD paradigm with a Lennard-Jones (L-J) type potential for defining the colloidal particle 
system, and DPD or FPM for modeling the solvent, which is quit similar to the model C 
described by Vattulainen et al. (2002).  
 
For the study of dynamics in gel system, the slow dynamics of a huge network is 
computationally unfeasible at the atomistic level, even using parallel computing algorithm. 
The detour via mesoscopic level overcomes this difficulty, even though force fields for the 
mesoscopic model and a back-mapping procedure have to be used. The back-mapping 
procedure can be done by analyses at different levels. Coarse-graining simulations use an 
effective force field from the results of a finer level, which can be obtained by fine-
graining simulations. In the case of polymers, the details of back-mapping method have 
been described by Girard and Muller-Plathe (2004). 
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2.1.4 Periodic boundary condition (PBC) 
 
To simulate a solution at finite concentrations, we must place simulated particles in 
a finite region, in which the concentration is maintained at the prescribed value. This 
region, termed as simulation box, is replicated throughout space to form an infinite lattice. 
In the course of simulation, as a particle moves in the original box, its periodic image in 
each of the  replicated boxes moves in exactly the same way. Thus, when a particle leaves 
the central box, one of its images will enter through the opposite surface. 
 
Figure 2.3 Schematic representation of a 2D periodical system 
 
In practice, when dealing with short-range forces, the algorithm can be optimized 
by using the so called periodic image criterion in order to reduce unwanted pairwise 
computation. The main idea is that by assuming the interaction range h to be less than the 
size of the box length, a particle in the primary box does not interact with all other 
particles and images, but only with those whose centre lie within one box length centered 
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on the particle location (Frenkel and Smit, 2002). A two-dimensional version of a 
periodical system is shown in Figure 2.3. 
 
2.2 Computer simulation of tracer diffusion in gel 
 
As mentioned in Chapter one, computer simulation can be a ‘bridge’ between 
theoretical models and experiments. Also, thanks to fast development of computer 
technology, more and more complex models of gel can be explored by computational 
simulation, and the results of simulation are also more reliable and accurate than before. In 
this section, we focus on the relevant computer simulation works of tracer diffusion in gel.  
 
2.2.1 Models of gel network 
 
Computer simulations of polyelectrolyte gel are difficult due to the complexity of 
network structure. Models of gel network have been investigated for dynamics 
considerations, length scale and structure topology, and so on. A gel network model could 
be static or dynamic, on macroscopic, mesoscopic or microscopic (atomistic) scale. The 
topology of a gel network is also multifarious, such as cubic lattice which is the simplest 
one, diamond lattice, end-linked network, entangled long chains system, etc. The use of a 
static network model, and assumed the motion of network itself could be screened because 
tracer or solvent particle move much faster than the network particle. (Suderrajan, 1996; 
Oldiges et al., 1998; Miyata et al., 2002) 
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As above mentioned, MD is widely employed to precisely describe the physical 
behavior of molecule at atomic level. Kremer et al. (1996, 1998, 2000, 2004, and 2005) 
have simulated polymer networks by MD method, and studied the equilibrium swelling 
behavior of a polyelectrolyte gel under different conditions. Kremer and Everaers (1996) 
studied the elastic properties of a polymer gel with diamond lattice connectivity. The 
systems were constructed by interpenetrating networks to get the desired concentration of 
cross-links. They calculated the shear modulus, and obtained results same as those from 
the classical models of rubber elasticity. This behavior arises from the quenched topology 
of network, such as entanglements. 
 
The structure and relaxation of end-linked polymer networks have also been 
studied with MD methods by Kenkare et al. (1998). These authors studied near-perfect tri- 
and tetra-functional networks with hard chain beads at liquid-like packing fractions. 
Because the system evolves on a collision-by-collision basis, efficient book-keeping 
algorithms can be used to speed up the calculations, thereby allowing longer times to be 
simulated. The networks were constructed by end-linking free chains; precursor chains 
ranging from 20 to 150 beads; the total number of beads in the system ranging from 
21,000 to 45,000. Kenkare et al. found that the dynamics of cross-links and chain inner 
segments were similar to those in the melt at short times but exhibited spatial localization 
at long times. Also, using MD method Mueller (1998) showed that fundamental atomistic 
processes in water-swollen poly (vinyl alc.) could be obtained, and calculated the 
distribution of re-orientational correlation times of water molecules. For flow systems, 
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non-equilibrium molecular dynamics (NEMD) was employed by Daniel and Plischke 
(2005) to study the gelation behavior of cross-linked polymer gel under shear flow 
conditions. 
 
A gel network is indeed dynamical. Using MD simulation to study long-time 
dynamics will be very expensive if the structure of the gel network is considered at 
molecular level. Therefore, a coarse-grained BD simulation method appears more 
appropriate in practice. Licinio and Teixeira (1997, 1998) investigated the internal 
dynamics of swollen polymer networks by BD simulation, and observed an anomalous 
diffusion of gel network, which has been verified by other methods. 
 
Multiphase fluid motion in microchannels and microchannel networks involves 
complicated fluid dynamics and is fundamentally important to diverse practical 
engineering applications such as ink-jet printing, DNA and protein micro-/nano-arraying, 
and fabrication of particles and capsules for controlled release of medicines. Liu et al. 
(2007) conducted the simulations of multiphase fluid motion in microchannels and 
microchannel networks using a modified dissipative particle dynamics method that 
employed a new conservative particle-particle interaction combining short-range repulsive 
and long-range attractive interactions to simulate the multiphase systems. The application 
of new conservative particle-particle interaction allowed the behavior of multiphase 
systems consisting of gases, liquids, and solids to be simulated. The numerical results 
obtained by using the dissipative particle dynamics (DPD) agreed well with those from 
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other sources, and clearly demonstrated the potential value of this DPD method for 
modeling and analyzing multiphase flow in microchannels and microchannel networks. 
 
From simulations, it is found that a gel is a complicated topological structure, and 
not merely the property of “holding together”. Although the topology of the gel does not 
change during swelling, it does not mean that the interior of the gel remains the same. 
Chains cannot be stretched indefinitely and cross-linking points connected by a short 
chain will not be able to become separated as much as points connected by long chains. 
Modeling and prediction of gel behavior are difficult problems which often require the use 
of empirical parameters to correlate experimental data for a given system. 
 
2.2.2 Diffusion behavior in polyelectrolyte gel 
 
Diffusion is the process associated with random molecular motions, and depends 
on temperature, pressure, solute size and viscosity. Diffusivity can span a wide range 
depending on the medium. For diffusion in polymer gel, the diffusion rate should lie 
between those in liquids and in solids, depending strongly on the concentration and degree 
of swelling of polymers. It remains a challenge to understand, predict and control the 
diffusion of molecules in polymer systems. Computer simulation methods appear 
appropriate to study this complex system. In the studies of tracer or polymer chain 
diffusion in polymers, different behaviors have been observed. The diffusion of the tracer 
or polymer chain is affected by the physical properties of the polymer network and its 
interactions between the polymer and the solvent.  
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Cuthbert et al. (1999) used MD simulation for amorphous atactic polypropylene 
structure with three different sizes to study the transport of small molecules in the polymer 
networks, and analyzed the diffusion coefficients and solubilities of He, Ar, CO2. They 
found that the characteristic length scale for the turnover from the anomalous to the 
diffusive regime is insensitive to the simulation system size, but dependent on penetrant 
size. This finding is different from that for diffusion in either static or percolating 
networks, indicating the importance of dynamic coupling between the penetrant motion 
and the thermal motion of the polymer matrix. 
  
MD simulations have also been applied to investigate the diffusion behavior of 
solvent molecules in a gel. Mueller-Plathe (1998) examined the processes in water-
swollen poly (vinyl alc.) and concluded that the concept of different dynamical states of 
water in this hydrogel made sense at low temperature but not at room temperature or 
above. At all temperatures, the re-orientation of a water molecule was faster if it was 
surrounded by other water molecules than if it was close to the polymer.  
 
For tracers in a gel system, Oldiges et al. (1998) investigated the diffusion of 
individual acetonitrile molecules in polyacrylamide hydrogels by MD simulation, and 
found that the mobility and the re-orientation of the probe particles depended on their 
location within the polymer network. They reported that strong polymer-solute 
interactions, which were dominated by H bonding, resulted in a significant retardation of 
the transport properties. In the solvent-rich pores of the polymer matrix the acetonitrile 
molecules moved freely as in pure water. Also, the simulation results of diffusion 
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coefficients revealed good agreement with the experimental data. Sunderrajan and Hall 
(1996) studied the mutual diffusivity in a polymer-penetrant system by MD method. These 
authors modeled the penetrants as hard spheres and the polymer as a collection of 
stationary hard chains, and calculated the penetrant mutual diffusivity by a functional of 
two competing factors: a thermodynamic factor and a friction factor. Since MD 
simulations are very computation intensive, most of research works consider the diffusion 
of small particles in a small network.  
 
Compared to MD, MC involves a shorter computer time in general. Using MC, 
Durr et al. (2002) examined the tracer-diffusion of small molecules through dense systems 
of chain polymers within an athermal lattice model. They took into account hard-core 
interactions by means of the site exclusion principle. Jilge et al. (1990) studied the inter-
diffusion of fully compatible polymers in binary (A-B) mixtures by MC method. Tracer 
diffusion coefficients were obtained from the time dependence of mean-squared 
displacements (MSD) of center of gravity of the chains, and thus the approximation 
theories for self-diffusion and inter-diffusion could be tested.  
 
Netz and Dorfmuller (1995, 1997) investigated particle diffusion through different 
gel networks by MC computer simulations. They carried out simulation for particle 
diffusion through polyacrylamide gel network (Netz and Dorfmuller, 1995). The model 
structures were built on a diamond lattice in a simulation box with periodic boundary 
conditions. The parameters of model structure could be obtained by the available 
experimental procedures. Then, they (Netz and Dorfmuller, 1997) used the model 
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structure with randomly placed point obstacles and cage-like structures to explore a broad 
range of geometrical structures and compared the results with those of their previous work 
(Netz and Dorfmuller, 1995). The diffusion coefficient was calculated as a function of 
tracer size and obstacle concentration. Anomalous diffusion was found for very high 
fractions of excluded volume. The anomalous diffusion exponent diverged as the tracer 
size became comparable to the size of pores.  
 
BD simulations are more suitable to study long-time dynamics than MD, and have 
been applied to tracer diffusion. Van and Snook (1984) used BD method to simulate 
charge-stabilized dispersions, and calculated MSD to determineand the local self and 
tracer diffusivities. Tracer diffusion in rodlike polymer solution was investigated by 
Branka and Heyes (1994). Kirchhoff and Loewen (2005) studied tracer diffusion in 
mixtures of spheres and rotating rods. Zhou and Chen (2005) investigated the self-
diffusion of tracers in dilute polyelectrolyte solutions. 
 
For networks, Miyata et al. (2001, 2002) used BD to investigate the self-diffusion 
of a tracer particle in a non-charged and charged cubic lattice. Both the excluded-volume 
and the electrostatic interaction between the tracer particle and the cubic lattice were taken 
into account, and were found to result in the reduction in the self-diffusion coefficient as 
compared to that for the free diffusion (Miyata and Kurumada, 2001). The electrostatic 
force was calculated under the assumption of Debye-Huckel approximation, and thus was 
not long-ranged. One recent paper was presented by Streek et al. (2004), studying DNA 
separation in gel system by BD. Different methods can be also combined. Oyen and 
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Hentschke (2005) investigated the swelling of ordered mesh gel networks by a MD-MC 
hybrid technique. The swelling behavior of network was studied by varing the temperature, 
pressure and fluid composition. So far, there exists no study on the tracer diffusion in a 
dynamic gel network by BD.  
 
Moreover, DPD has also been used to study the dynamic properties of polymer, 
such as diffusion behavior of polymer chain in dilute or semi-condensed solutions (Qian et 
al., 2007; Czerwinska, 2007). The diffusion mechanism of a polymer chain strongly 
adsorbed on a solid surface in dilute solution was studied by DPD simulations, and the 
difference between the scaling law of a polymer chain diffusing on a fluid membrane and 
on a solid surface was also discussed, which could be explained by the solid surface 
inhomogeneity which induced reptation (Qian et al., 2007). Czerwinska (2007) pointed 
out the importance of mesoscale flows of liquid for various nano- and biotechnology 
applications. In his paper, a numerical study of micro-liquids phenomena was conducted 
by DPD. This paper proved that a correct prediction of the molecular diffusion effects 
played a predominant role on the correct prediction of the behavior of immersed structure 
in the mesoscopic flow. These findings demonstrated the practical problems associated 
with the use of DPD and raised concerns regarding its future application to large-scale 
simulations of polymer systems. Also, the results revealed the convincing prospective of 
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2.3 Physical models of diffusion in gel  
 
In the past decades, various techniques have been used to study the diffusion in 
polymer solutions and gels, such as gravimetry (Hu and Chou, 1996), membrane 
permeation (Smith and Sefton, 1988), fluorescence (Wisnuddel and Torkelson, 1996) and 
dynamic light scattering.  To elucidate available data, several theoretical models have 
been used to describe the diffusion in polymer solution or gel, and these models are based 
on different physical concepts (the obstruction effects, the hydrodynamic interactions, the 
free volume theory and others) and their applicability varies (Amsden, 1998). The 
summary of many of these models are shown in table 2.1.  
 
 In the models based on the obstruction effects, such as the model of Mackie and 
Meares (Mackie and Meares, 1995), Wang’s model(Wang, 1954) and the model of Hard 
sphere theory (Johansson et al., 1991) , the dynamics of polymer chains are neglected in 
contrast to the diffusing molecules. Thus the polymer is represented by fixed and 
impenetrable segments immersed in a solution. For Hydrodynamic theory, we reviewed 
Cukier’s model (Cukier, 1984), Phillies’s model (Philies, 1986) and Reptation model 
(122). Combining the above two theories, it leads to the Amsden’s model (Amsden, 1998). 
For the free volume theory, there exist the models of Fujita and Yasuda.The model of Petit 





Table 2.1 Summary of the physical models of diffusion in polymer solution and gel 
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D  Large diffusants Concentrated polymer solutions 
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As shown in Table 2.1, few models can be implemented in polymer solution or gel 
with high concentrations and large size diffusants. Moreover, diffusion in polymer 
systems is a very complicated process that the properties of the diffusants, the polymer 
network, and the solvents are of importance. Hence, the physical models should consider 
the obstruction by the polymer network, the hydrodynamic interactions in the system, and 
the thermodynamic agitation, which may cause the difficulties of  estimating and 
predicting the diffusion coefficient of a diffusant in the polymer system.  In view of these 
difficulties in theoretical study, computer simulation could be a better choice for 
concentrated polymer systems with small or large size diffusants. In this thesis, the 
diffusant could be a tracer or short chain. 
 
2.4 Experimental study  
 
 
Several experimental techniques have been used to measure the diffusion 
coefficient in gel systems. Schlick and Pilar (2000) applied Electron Spin Resonance 
imaging (ESRI) to measure macroscopic diffusion coefficients of paramagnetic guests in 
polymeric systems. They reported the diffusion coefficients of small paramagnetic tracer 
(nitroxide spin probes) and spin-labeled poly(ethylene oxide) in hydrogels at different 
temperatures (Schilick, 1995). This technology was also used by Xu et al. (1996) to study 
the rotational dynamics of a main-chain liquid crystal poly(ether) in its nematic phase. 
Gao et al. (1996) measured the translational diffusion coefficients of small paramagnetic 
molecules as tracers in cross-linked polystyrene networks swollen by dimethyl formamide 
(DMF), using two-dimensional spatial-spectral ESR imaging (2D ESRI). 
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Coppens and Bell (1999a, 1999b) studied the influence of the strong adsorption 
sites and of various geometrical parameters to explain the trends observed in pulsed-field 
gradient NMR experiments. They (Coppens and Bell 1999b) also verified the mean-field 
theory at low loading of zeolites with a well-connected network of mostly weak 
adsorption sites by Dynamic Monte-Carlo simulations of self-diffusion and transport 
diffusion on lattice models of zeolites. Matsukaawa et al. (1999) conducted the study of 
diffusion in gel by NMR method. They reported that with the increase of swelling degree 
of poly(N,N-dimethylacrylamide) (PDMAA) gel (from 10% to 70%), the diffusion 
coefficient of water molecules increases from 1.2 ×10-5 to 1.7 ×10-5cm2s-1 ( free 
diffusion coefficient is 1.8 ×10-5cm2s-1). The similar behavior for Polyethylene glycol 
(PEG) in PDMAA gel also can be observed, which is quantitatively consistent with theory. 
 
Recently, Kang et al. (2005) studied the translational tracer diffusion of spherical 
macromolecules in crowded suspensions of rod-like colloids. A wide range of tracer size 
was covered by combining several experimental methods: fluorescence correlation 
spectroscopy for small tracer spheres, dynamic light scattering for intermediate sized 
spheres, and video microscopy for large spheres. The authors also proposed a theory based 
on a variational solution of the appropriate Smoluchowski equation without hydrodynamic 
interactions. The theory could be further developed to describe diffusion through 
dynamical networks at high suspension concentrations. With the inclusion of 
hydrodynamic interactions, quantitive agreement with the experiments was found for 
larger tracer spheres, while qualitative agreement for smaller spheres.  
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Chapter 3  
 
Brownian dynamics simulation of tracer diffusion 





Probe diffusion has been commonly used as a technique called microrheology to 
explore dynamics and rheology of soft matters such as polymer solutions, colloidal gels, 
hydrogels, etc. (Mason and Weitz, 1995) The particle diffusion is strongly affected by its 
interaction with the constituents and the microstructure of the matter. Besides, diffusion is 
also of fundamental importance for the controlled release of drug molecules from a 
hydrogel that can change in volume in response to external stimuli such as a change in 
temperature or pH (Hoffman et al., 1986; Sahoo et al., 1998; Park, 1999), and imposition 
of an electric field (Sawahata, 1990). Therefore, understanding particle diffusion in a 
network is essential for a variety of practical applications. For the past two decades, 
computer simulation has proven adequate to investigate diffusion and dynamics in 
solutions of linear polyelectrolyte (Chang and Yethiraj, 2003; Zhou and Chen, 2005, 2006; 
Stoltz et al., 2007) or uncharged polymer (Sunderrajan et al., 1996; Cuthbert et al., 1999; 
Durr et al., 2002).  
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Molecular dynamics (Netz and Dorfmuller, 1998; Oldiges and Tonsing, 2000) and 
Monte Carlo (Netz and Dorfmuller, 1995) simulations have both been used to study the 
diffusion of small molecules in a cross-linked polymer network, such as polyacrylamide 
gel. Although the detailed gel architecture and the local gel dynamics could be simulated, 
the system size was restricted to be quite small for the subsequent simulation of the 
penetrant diffusion (Netz and Dorfmuller, 1998; Oldiges and Tonsing, 2000). Much longer 
simulations are needed for the investigation of the translational dynamics to calculate the 
statistically relevant translational diffusion coefficients, on a larger timescale that allows 
the probe molecules to undergo hopping between the local environments (Oldiges and 
Tonsing, 2000). 
 
Miyata et al. (2002) used Brownian dynamics simulation to investigate the self-
diffusion of a charged particle in a swollen counter-charged hydrogel. On the basis of a 
cubic lattice, the cross-linked polymers in the hydrogel were modeled by straight chains, 
each comprised of jointed tangent hard spheres. Such a cubic lattice model represents a 
rigid network, through which the tracer particle diffuses. They focused on the effect of 
attractive electrostatic interaction between the tracer and the network by varying the 
network charge density. The network porosity is kept high at 0.9994 such that the volume 
exclusion is comparatively unimportant. For the ionic strength ranging from 0.02 to 1 M, 
they found that the tracer diffusivity can be reduced substantially at high enough network 
charge density and low enough ionic strength. This significant hindrance to diffusion is 
attributed to the entrapment of tracer particles due to the electrostatic attraction.  
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The flexibility of a cross-linked network was considered by Licinio and Teixeira 
(1997), who examined the anomalous diffusion of polymer segments based on a bead-
spring model. A 3D gel is represented by a cubic lattice network, where a bead is placed 
on each crosslink point connecting to 6 adjacent points by Hookean springs.  They 
calculated the average mean square displacement of beads subject to the random and 
spring forces without volume exclusion effect. Similar simulation was also carried out for 
fractal networks (Teixeira and Licinio, 1999). Recently, dynamics light scattering was 
employed by Teixeria et al. (2007) to experimentally investigate the anomalous diffusion 
of polymer segments of poly(methyl-methacrylate) gel and polyacrylamide gel. They 
measured the intensity autocorrelation function caused by the submicron particles that 
were trapped during the gel synthesis. For such a system, the volume exclusion and 
network flexibility are both important. However, there exists no simulation work that 
takes the two effects into consideration. We are thus motivated to investigate the diffusion 
of tracer particles in a flexible cross-linked network, which is also allowed to carry charge. 
 
In this chapter, we conduct Brownian dynamics simulation to examine the 
diffusion of probe particles in a 3D flexible cross-linked network, which is modeled on the 
basis of a bead-spring cubic lattice similar to that used by Teixeira and Licinio (1997). 
The concentration of the probes is assumed to be very low so as to neglect their interaction. 
The degree of cross-linking is adjustable via removal of some of the springs. The network 
and tracer particles can be either charged or uncharged. For the former case, the charge 
sign of the tracer can be the same as or opposite to that of the network. We incorporate the 
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excluded volume effect, but neglect the hydrodynamic interactions between the beads and 
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3.2 Description of the methods 
 
The diffusion of a tracer particle in a polymeric gel is investigated by Brownian 
dynamics simulation. A simple cubic lattice comprised of cross-linked bead-spring chains 
is used to represent the gel network with the beads being located only at the crosslink 
points. We adopt a cubic simulation box of side length L, where N3 network beads and a 
tracer particle are placed, and implement periodic boundary condition as usual. The degree 
of cross-linking can be adjusted by removing some of the springs from the cubic lattice as 
illustrated in Figure 3.1. In order to maintain the network connectivity, caution has been 
taken to ensure no isolated segments resulting from such removal. The tracer and gel 
beads are of equal diameter σ, and are generically called particles hereafter. The solvent is 
treated as a continuum. The network porosity is defined as the volume fraction of free 
space: 333 6/1 LNπσβ −= . 
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Figure 3.1 Schematic of a bead-spring cross-linked network. Each stick connector 
represents a spring. 
 
 












ζ ,   (i=0,1,…,N3)  (3.1) 
where ri and ζi are the position vector and friction coefficient of particle i (i=0 denoting 
the tracer), Ri is the random force due to the incessant collision of the solvent molecules 
with the particle, and Uij is the pairwise interaction potential. The particle inertial effect 
has been neglected in Eq. (3.1) under the condition that the timescale is much larger than 
that for the relaxation of the particle momentum iim ζ/ , where mi is the particle mass. In 
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this study, we neglect the hydrodynamics interactions between the particles, and consider 






ijij UUUU ++=         (3.2) 
where the superscripts ex, el and sp denote the excluded volume effect, electrostatic 
interaction, and spring force (for adjacent network beads only), respectively.  
 
Table 3.1 Relation between l0/σ and β. 
l0/σ 10 5 2.5 2 1.67 1.43 1.25β 0.9995 0.996 0.966 0.934 0.886 0.818 0.728
 
 
For the network flexibility, we use the elastic potential energy of a harmonic 
spring for every two adjacent connected beads given by 
( )20lrkU ijspij −=        (3.3) 
where k is the spring constant, rij the center-to-center distance between the beads, and l0 
the equilibrium bond length, which is set equal to the corresponding distance in the rigid 
counterpart at the same porosity. Note that the length ratio σ/0l  is related to the network 
porosity by 3/10 ]/)1(6[/
−−= πβσl , and some selective values are listed in Table 3.1. The 



















wU σσ      (3.4) 
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with the energy depth w=1.2kBT (=4.9×10-21J at 25oC) and the cutoff rC=21/6σ, where kB is 
the Boltzmann constant, T is the absolute temperature, and σ can be regarded as the 
particle diameter (=5 nm). The parameter values are chosen to ensure a good solvent 
condition for the corresponding linear polymer.  For the charge effect, we adopt the 
screened electrostatic interaction energy derived by Hogg et al. (1966), and Wiese and 
Healy (1970):  




















ij  (3.5) 
where ε0 is the permittivity of a vacuum, εr the dielectric constant of water, λ the Debye 
screening length characterizing the double layer thickness, H the minimum separation 
distance between the surfaces of particles, and ψi the surface electrical potential when 








3=        (3.6) 
At high enough ionic strength, Eq (3.5) is superior to the simple Debye-Huckel model, 
because the latter regards particles as charge points, thereby requiring a thick double layer. 
To take into account possible counterion condensation, one can use the effective charge on 
each particle.  
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Figure 3.2  The time step in predictor/corrector method  
 
The time evolution of the position of each particle is determined by numerically 
integrating Eq. (3.1). Hereafter, we normalize all lengths by σ, energy by kBT, particle 
charge by 2/10 )( TkBrσεπε ,  spring constant by kBT/σ 2, and time by σ2/D0, where D0 is the 
tracer diffusivity in the pure solvent. We have tested both Euler’s method and the 
predictor-corrector integrator, and the comparison finds that the former with time step 
∆t=0.0001 can produce results with acceptable accuracy except for sufficiently low 
porosity. As shown in Figure 3.2, the predictor-corrector integrator may be better than the 
Euler method, because ∆t can be increased to 0.0002. However, this method takes more 
than twice CPU time by Euler method. Therefore, in our simulation, we prefer the Euler 
method as the integrator. For particles with density of 1000 kg/m3 and ≥σ 5 nm in 
aqueous solution, this time step is at least 5 times larger than the relaxation time of the 
particle momentum. 
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For each independent run, the tracer particle is initially placed at the center of the 
simulation box and a cubic lattice network (N3) is generated as the initial configuration. 
The system is then equilibrated for 106 time steps (∆t=0.0001) followed by the generation 
of equilibrium configurations for the next 107 time steps to calculate the dimensionless 








t rr −+−= ∑
−
=
   (3.7) 
where tntn ∆=  and M denotes the number of total time steps. For particles with diameter 
of 5 nm in water at 25oC, the dimensional ∆t is 29 ps and the production period is 290 µs, 
in comparison with ∆t=1 fs and the production time (106 time steps) of 1 ns in the 
previous work of molecular dynamics simulation (Oldiges and Tonsing, 2000). The tracer 





dD =        (3.8) 
as a function of time. The short-time diffusivity is identified by the D value in the limit of 
vanishing time, which nonetheless is still much longer than the momentum damping time 
to ensure the validity of Eq. (3.1). Determination of the long-time diffusivity, which is the 
asymptotic D for large enough time, could be computation intensive for certain cases. This 
is because for each case, a sufficient number (at least 20) of independent runs must be 
carried out, over which the long-time diffusivity is then averaged in order to attain a 
sufficiently accurate value. 
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Otherwise, the fluctuating results would not show clear trends. On a Dell Precision 
690 workstation, one run takes about 3-40 hrs, depending on the porosity and whether the 
system is charged. In addition to the tracer diffusivity, we also compute the radial 
distribution function for tracer-bead pairs and for bead-bead pairs in order to investigate 
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3.3 Results and discussions 
 
The system size effect has been examined by increasing N to ensure that the 
diffusivity results converge acceptably.  For the investigated ranges of porosity in different 
cases, the appropriate system sizes used are summarized as follows.   For the uncharged 
systems with 100% cross-linking, we use N=4 except for β=0.818 and 0.728 (N=10). If the 
cross-linking is less than 100%, N=8 is used except for β=0.9995 and 0.996 (N=4). For the 
charged systems, we use N=4 for 100% cross-linking, and N=8 for the remaining cases. 
We also note that when l0/σ (or β) is large enough, the excluded volume interactions 
between network beads can be neglected without incurring a significant error. For the 
cases of 100% cross-linking, the error for tracer diffusivity is below 5% whenβ>0.996, 
but increases to 45-50% when β<0.886 as shown in Table 3.2. The error is larger for the 
cases with a lower degree of cross-linking. The details of system sizes used in our 
simulation are listed out in Table 3.3. 
 




0.966 0.886 0.818 0.728 
With EVE 0.879 0.501 0.116 0.016 
Without 
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Table 3.3 The system sizes in simulation 
 
                       System  
                             Size 
       
















0.9995 √   
0.996 √   
0.966 √   
0.886 √   





0.728   √ 
0.9995 √   
0.996 √   
0.966  √  
0.886  √  






0.728  √  
0.9995 √   
0.996 √   




degree 0.886 √   
0.9995  √  
0.996  √  
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3.3.1 Uncharged network 
 
 
Figure 3.3 Normalized long-time tracer diffusivity for uncharged systems 
 
For an uncharged network, we investigate the effects of its porosity, flexibility and 
cross-linking extent. In the present model, the flexibility of a 100% cross-linking gel can 
be adjusted by varying the spring constant. Two types of network are investigated: rigid 
network and flexible network. In Figure 3.3, the long-time diffusivities of tracer in these 
two different networks are compared. The constant k of flexible network is equal to 80 
(normalized value). Noticeable differences can be observed between two different 
networks. The spring constant can be used to represent the ‘stiffness’ of network. As 
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shown in Figure 3.4, with the reduction of porosity the slope of curve is changed from -
0.5912 (β=0.818) to -0.0116 (β=0.996). At low porosity, the caging effect is strong, and 
the escape of the tracer from a unit cell is strongly affected by the fluctuation of the 
network beads, which is controlled by the spring constant. Therefore, there is a stronger 
dependence on the results.  
 
 
Figure 3.4 The long- time diffusivity of tracer particle in neutral gel network vs. the 
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Next, we would like to study the tracer behavior in these two different networks at 
low porosity. For a rigid network, a simple geometry analysis can be conducted to find: (1) 
the lowest network porosity to accommodate a tracer is β = 0.66, and (2) when β < 0.815, 
the tracer will be trapped permanently in the unit cubic cell where it is initially located. To 
illustrate this behavior, we plot the MSD against time in Figure 3.5. One can find that the 
MSD becomes constant at long time for k = ∞ and β = 0.728, indicative of the cage effect, 
whereas the transition from the short-time to long-time diffusion can be clearly seen 
for β = 0.818 (slightly higher than 0.815). Note that for our simulation of a rigid network, 
the network beads are fixed in space, rather than dynamical.  Figure 3.6a plots the tracer 
diffusivity as a function of time for β = 0.818. The asymptotic long-time diffusivity, which 
can be obtained when 2.0≥t , shows a decreasing function of the spring constant. At this 
porosity, the excluded volume effect is strong, leading to substantial hindrance to the 
tracer diffusion. When the spring constant increases progressively, the network flexibility 
is reduced, so is the positional fluctuation of the network beads. This reduction makes it 
more difficult for the tracer to diffuse away from a unit cubic cell to enter an adjacent one 
owing to the lower possibility for the formation of a larger opening as a pathway. 
Therefore, the long-time diffusion is slowed down. The fluctuation of the network can be 
demonstrated by the results shown in Figure 3.7, which plots the radial distribution 
function of bead-bead and of bead-COM with COM denoting the center of mass of the 
network. The attenuation of g(r) with the decrease of spring constant could indicate a 
stronger fluctuation of gel beads, which make tracer hopping easier among unit cells.  
 
 




                (a) 
 
        (b) 
Figure 3.6 Normalized tracer diffusivity versus time for a 100% cross-linking uncharged 
network with varying spring constant at β = 0.818 (a) and 0.728 (b). 
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Figure 3.7 Radial distribution function for uncharged network with different spring 
constant: (a) bead – bead; (b) bead – COM. 
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When the porosity becomes lower (β<0.815), the tracer may get trapped in a unit 
cubic cell for a long time, depending on the network flexibility. The long-time diffusion is 
primarily controlled by the tracer escaping mechanism. For a flexible network, such 
escaping could be possible, provided that the positional fluctuation of the network beads is 
strong enough (i.e., small enough k) to create sufficiently large openings for the tracer to 
pass through. This behavior can be seen in Figure 3.6b for β = 0.728.  The long-time 
diffusivity can be reliably obtained for 60≤k  within the time period investigated. For 
higher but finite k, in contrast, the diffusivity seems to level off only slightly at long times. 
In the limiting case of a rigid network, the long-time diffusion becomes anomalous with 
the diffusivity behaving as 2.3−t . The scaling, which reflects the rate of the diffusivity 
decaying to zero, is obtained from a linear fit to the curve in Figure3.6b. Recently, 
Teixeira et al.(2007) applied dynamic light scattering to measure the diffusivity for latex 
particles (198 nm) in polymethy-methacrylate gel, and magnetic particles (60 nm) in 
polyacrylamide gel. The particles, which are much larger than the gel mesh size, were 
added to the solution during the gel synthesis, resulting in the permanent entrapment 
within the gel.  According to the simulation work of Licinio and Teixeira (1997), the 
segment diffusion of a 3D flexible network is anomalous, and hence the long-time 
diffusivity of trapped particles should scale as 5.1−t to follow the gel dynamics.  Although 
permanent entrapment of tracer particles takes place in our rigid network at β = 0.728, the 
network itself does not show any dynamics at all. This difference accounts for the faster 
decaying of the tracer anomalous diffusion obtained in the rigid network.  For flexible 
networks, it can be seen from Figure 3.6b that when the spring constant increases, the 
tracer diffusivity at long time decreases more rapidly with time. However, the data 
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analysis becomes difficult for large k due to the increased fluctuation of the simulation 
results, which is attributable to the strong spring force. Therefore, it is inconclusive as to 
whether the tracer diffusion remains Fickian or becomes anomalous for k between 80 and 
200.  
 
Table 3.4 Normalized long-time tracer diffusivity for uncharged systems with 100% cross-
linking.   
 
D/D0 
β  0.818 0.886 0.966 0.9995 
k=80  0.116±0.007 0.50±0.04 0.88±0.06 0.97±0.06 
k=∞  0.048±0.004 0.46±0.04 0.85±0.06 0.98±0.08 
 
 
Table 3.4 lists the long-time diffusivity for a rigid network and a flexible one of k=80 
with varying porosity (β>0.815). The largest difference in diffusivity between the two 
cases occurs at β=0.818, where the excluded volume effect is significant, but the 
permanent entrapment in the rigid network has not yet occurred.  No comparison is made 














Figure 3.8 Normalized long-time tracer diffusivity versus degree of cross-linking for an 
uncharged network with k = 80 and varying porosity. 
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The variation of long-time tracer diffusivity with the degree of cross-linking for 
k=80 and various porosities is shown in Figure 3.8. Although the diffusivity is found to 
decrease generally with increasing cross-linking, the variation becomes pronounced only 
for the network with low enough porosity, say β = 0.818. A change in the degree of cross-
linking can lead to a change in the network structure.  
 
To explore this effect, firstly, we plot in Figure 3.9 the radial distribution function 
of tracer-bead g(r) for β = 0.966, 0.886 and 0.818. Various cross-linking degrees of gel 
network is investigated for three different porosities. which is based on A significant 
effect of the cross-linking degree of network can be observed when the porosity is  
β<0.966. With the decrease of the porosity, the differences among the results for different 
cross-linking extent increase, consistent with the observation from the results of tracer 
diffusivity in gel (cf. Figure3.8). At the same time, the value of the first peak in each curve 
of g(r) decreases with the decrease of cross-linking degree, and also g(r) becomes more 
diffuse, indicative of a less ordered network and a weaker caging effect. 
 
To provide more information, we plot in Figure 3.10a the radial distribution 
function of tracer-bead gtb(r) for k = 80 and β = 0.818 because a significant difference can 
be observable only when the porosity of network is lower enough (cf. Figure 3.9). The 
corresponding radial distribution function of bead-bead gbb(r) is presented in Figure 3.10b, 
and the radial distribution function of bead-COM gbc(r) is shown in Figure 3.10c. It can be 
seen from Figure 3.10b and Figure 3.10c that gbb and gbc become more diffuse when the 
                                                                                                                                 Chapter 3 
 62
cross-linking extent is reduced, indicative of the formation of a weaker network structure. 
In Figure3.10c, gbc(r) even becomes nearly a constant when the cross-linking degree is 
lower than 50%. As such, the network is no longer of an ordered structure, and cannot 
obstruct the tracer diffusion so strongly, as reflected by the lower probability of close 























                                   (a)                                                                    (b)     
       
        
 
                                                                            (c) 
 
Figure 3.9 The comparison of RDF of tracer-bead with different porosities and different 
cross-linking degrees (spring constant k=80) (a) β= 0.966 (b) β= 0.886   (c) β= 0.818   
 
 










Figure 3.10 Pair radial distribution function for uncharged network with k=80, β = 0.818 
varying degree of cross-linking: (a) tracer-bead, (b) bead-bead. (c) bead-COM  
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To examine the effect of spring constant for network of different cross-linking 
degree, we plot the long-time diffusivity against the spring constant for β=0.818 and 
different cross-linking density in logarithmic scale in Figure3.11. There appears to be a 
power-law behavior for 100% cross-linking ( 59.00 ~/
−kDD ).  When the cross-linking 
density is decreased, the dependence of the tracer diffusivity on the spring constant 
becomes weaker, in particular for the degree of cross-linking lower than 50%.  The 
weaker dependence on the spring constant arises from the increased ease for the tracer 




Figure 3.11 Normalized long-time tracer diffusivity versus spring constant for an 
uncharged network with β = 0.818 and varying degree of cross-linking.  
 
                                                                                                                                 Chapter 3 
 66
3.3.2 Charged network 
 
For a charged network, we would like to address the physical parameters before 
presenting the simulation results. Taking a typical monomer size of about 0.3 nm, we 
consider the case where a network bead represents 30 monomers, each of which can carry 
an elementary charge. Based on a coiled state in good solvent, the bead diameter is about 
5 nm and its dimensionless charge is about 12 if the degree of dissociation is 50%.  The 
Debye screening length can vary from 1 to 10 nm when the ionic strength is decreased 
from 0.1 to 0.001 M. Therefore, it is reasonable to use a dimensionless charge of O(10) for 
particles and a dimensionless Debye length of  O(1). Note that the size and charge of the 
tracer particle are comparable to those used by Miyata et al. (2002).   
 
Table 3.5 Normalized long-time tracer diffusivity for similarly-charged systems with 
λ=0.5 and 100% cross-linking.  
 
D/D0 
β 0.886 0.966 0.996 0.9995 
k=80 0.019±0.002 0.31±0.02 0.82±0.07 0.93±0.06 |Q|=12 k=∞ 0.0012±0.0001 0.23±0.02 0.85±0.07 0.95±0.07 
k=80 0.017±0.001 0.07±0.01 0.72±0.06 0.93±0.06 
|Q|=18 k=∞ 5.6 E-4±4E-5 0.03±0.01 0.74±0.06 0.95±0.07 
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Figure 3.12 Normalized tracer diffusivity versus time for a 100% cross-linking charged 









                                                                 (a) 
 
 
          (b) 
Figure 3.13 Normalized tracer diffusivity versus time for a 100% cross-linking charged 
network with k=80, λ=0.5, |Q|=18 and varying porosity: (a) similarly charged (b) 
oppositely charged 
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We first consider the cases of 100% cross-linking. Figure 3.12a (similarly charged) 
and Figure 3.12b (oppositely charged) plot the tracer diffusivity against time for λ=0.5, 
k=80 and various network porosities when the dimensionless charge of each particle is 
|Q|=12. In Figure 3.13 (|Q|=18),  a similar but stronger effect can be observed compared 
with the results shown in Figure 3.12. More detailed discussion will be given later. For the 
similarly charged cases, it can be seen that the long-time diffusion can be reached at 1≈t , 
which is longer than that for the uncharged counterpart (c.f. Figure 3.6a), indicative of 
slower diffusion due to the charge effect. Analogous to the behavior in the uncharged 
system, the long-time diffusivity decreases with decreasing porosity.  
 
Table 3.5 shows the long-time diffusivity for k=80 and ∞; |Q|=12 and 18. A 
comparison with Table 3.4 finds that the tracer diffusivity is considerably smaller than that 
for its uncharged counterpart, when the porosity is low. For instance, the long-time 
diffusivities for |Q|=12 and k = 80 are 0.31 and 0.019 for β = 0.966 and 0.886, respectively, 
as compared to 0.88 and 0.50 for the uncharged counterparts. The decrease in diffusivity 
can be attributed primarily to the electrostatic interaction between the particles, leading to 
an additional repulsion experienced by the tracer when moving towards network beads. 
Since λ is O(1), this extra repulsion has a longer range than the steric effect. It is 
interesting to address the subtle effect of the network flexibility on the tracer diffusion.  At 
a high porosity, the tracer will most likely encounter only one network bead at a time, 
thereby hardly experiencing the effects from other beads that are far away. The flexibility 
renders the network to behave like a cushion, allowing the encountered bead to retreat and 
the tracer to advance more.  As a result, their encounter time on average is increased, 
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accounting for the slight decrease in the long-time diffusivity as compared to that in a 
rigid network.  When the porosity is decreased to become low enough, the tracer may feel 
the effects from more than one network bead at a time, and the mechanism of tracer 
escaping becomes increasingly important. Besides, the collective repulsive electrostatic 
interaction causes the tracer to preferably take a path following an energy valley between 
network beads. For a flexible network, the positional fluctuation of the beads as well as 
the electrostatic repulsion exerted by the approaching tracer increases the possibility of the 
formation of a larger opening for the tracer to diffuse into another unit cell, thereby 
leading to a greater diffusivity than in the corresponding rigid network (see Table 3.5).    
   
 
Figure 3.14 Parameter for double layer overlapping as a function of network porosity. 
 
For the oppositely charged cases, one can find from Figure 3.12b that the tracer 
diffusivity is no longer a monotonic increasing function of the network porosity.  For the 
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two higher porosities (β=0.9995 and 0.996), the tracer diffusivity is much smaller than 
that for its similarly-charged counterpart (cf. Figure 3.12a).  This intriguing behavior can 
be explained by the electrostatic attraction between the tracer and nearby network beads. 
At high enough porosities, the tracer can interact with one network bead at a time, as 
mentioned earlier. When the tracer diffuses towards a bead by chance, the electrostatic 
attraction can cause the tracer to associate with the bead and stay around for some time 
until the fluctuating thermal energy becomes large enough for their breakup. Therefore, 
each of the network beads can be regarded as a temporary trap, impeding the tracer 
diffusion. Miyata et al. (2002) used the similar mechanism to explain the substantial 
decrease of tracer diffusivity in their simulation for a rigid network. In the high porosity 
regime, the diffusivity decreases with deceasing porosity, owing to an increase in the trap 
number density. However, a different behavior is observed when the network porosity is 
further reduced. At β=0.966, the diffusivity at long time becomes larger than those for the 
two prior cases. This interesting behavior is associated with the double layer overlapping 
between the network beads. The extent of double layer overlapping can be estimated by 
the parameter )/(2 0 σλα −= l , which becomes O(1) for the onset of overlapping. Figure 
3.14 plots α against β for three values of λ.  For λ = 0.5, α is 0.67 and 1.5 at β = 0.966 and 
0.886, respectively, as opposed to 0.11 and 0.25 at β = 0.9995 and 0.996. The double layer 
overlapping leads to a decreased variation of the electrostatic interaction energy with 
position, namely, the tracer will experience a smaller electrical force when moving in the 
network. Therefore, the aforementioned effect of the temporary electrostatic traps is 
substantially weakened.  Note that the tracer diffusivity remains lower than its uncharged 
counterpart at β = 0.966, but becomes comparable at β = 0.886.  










In Figure 3.15, the long-time diffusivity of tracer in oppositely charged network is 
plotted against porosity β. An interesting trend of diffusivity can be seen, and classified 
into four regions regarding β. When β > 0.996, the diffusivity of tracer increases with the 
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increase of porosity. For 0.97 < β < 0.996, the diffusivity of tracer decrease with the 
increase of porosity. When 0.94 < β < 0.97, a similarly trend is seen, but the decrease 
slows down. The last region is 0.886 < β < 0.94, in which the diffusivity of tracer 
increases with the increase of porosity again. Although the explanation for this interesting 
phenomenon is still unclear, the influence of the overlapping between the double layers 
may play an important role. Besides the effect of porosity, we also consider the flexibility 
of network in charged case.  Table 3.6 presents a comparison of the tracer long-time 
diffusivity between the flexible network (k=80) and the corresponding rigid network 
(k=∞). It is interesting to find that while the tracer diffusivity for |Q|=12 differs only 
slightly between k= 80 and ∞ for the four porosities, the difference becomes pronounced 
at β=0.9995 and 0.996 when |Q|=18. The larger tracer diffusivity in the flexible network 
may be attributed to an increased ease of the tracer escaping from an entrapping bead, 
because both can undergo thermal motion. 
 
Table 3.6 Normalized long-time tracer diffusivity for oppositely-charged systems with 
λ=0.5 and 100% cross-linking. 
D/D0 
β  0.886 0.966 0.996 0.9995 
k=80 0.52±0.02 0.79±0.04 0.30±0.04 0.53±0.08 |Q|=12 k=∞ 0.52±0.03 0.77±0.06 0.28±0.04 0.52±0.07 
k=80 0.49±0.04 0.56±0.04 0.022±0.004 0.039±0.02
|Q|=18 k=∞ 0.55±0.04 0.51±0.03 0.005±0.002 0.02±0.01 
 
To explore how the amount of charge affects the interaction between tracer and gel 
beads, the radial distribution function for tracer-bead is plotted in Figure 3.16. For the 
similarly charged network (Figure 3.16a), the radial distribution function slightly shifts to 
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the right, indicating that the repulsive electrostatic force may push the tracer away from 
the gel beads. The larger Q, the stronger the repulsive force becomes. Therefore, the 
location of the first peak increase from r=1.6 to r= 5.5 with the increase of the charge on 
each bead. Compared with the results of tracer diffusivity in similarly charged network 
(see Table 3.5), the diffusivity decreases with the increase of charge on each bead, and the 
results of RDF can support the observed trend for the diffusivity. 
 
For the oppositely charged network with β=0.9995  (Figure 3.16b), with the 
increase of amount of charge, the radial distribution function of tracer-bead pairs shows 
more peaks, implying that the structure of the gel network becomes more ordered.  At 
such a high porosity, the tracer hardly encounter more than one gel bead at a time. The 
attractive interaction can keep the tracer around the bead for some time. This behavior, 
however, does not occur for the similarly charged counterpart. Also, the first peak is 
strong and located at r ≈1. As shown in Table 3.6, the diffusivity in oppositely network is 
decreased with the increase of the charged on each bead, which agree with the conclusion 









































                                                               (b)        
Figure 3.16   The radial distribution function of tracer-bead in charged network with 
varied charge on each beads (β= 0.9995 and λ= 0.5): (a) similarly charged; (b) 
oppositely charged. 
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The effect of double layer thickness on the radial distribution function of tracer- 
beads is also investigated. The results are presented in Figure 3.17. For the similarly 
charged system, as shown Figure 3.17a, the position of the first peak moves to a higher 
radial value, and the peaks become more pronounced. The stronger electrostatic repulsion 
makes the tracer experience effectively a more ordered network.  
 
Table 3.7 Normalized long-time tracer diffusivity for charged systems with β=0.9995 
and 100% cross-linking: ++ is similarly charged; +- is oppositely charged. 
 
D/D0 
  λ  0.5 1.0 2.0 3.0 
  ++  0.93±0.06 0.88±0.06 0.59±0.04 0.43±0.01 
  +-  0.53±0.08 0.039±0.004 0.21±0.03 0.043±0.07 
 
 
For the oppositely charged system, the results are shown in Figure 3.17b. One can see 
that the peaks of g(r) become most pronounced when λ=1.0, indicating the strongest 
charge effect. This finding is consistent with the diffusivity behavior shown in Table 3.7, 


































Figure 3.17   The radial distribution function of tracer-bead in similarly charged network 
with β=0.9995 and Q=12: (a) similarly charged, (b) oppositely charged. 
 









Figure 3.18 Normalized long-time tracer diffusivity versus degree of cross-linking for a 
charged network (hollow symbols) with |Q|=12, λ=0.5 and k=80: (a) similarly charged, (b) 
oppositely charged. The results for the corresponding uncharged counterparts are also 
shown (filled symbols) for comparison. 
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The effect of cross-linking extent on the tracer diffusivity is also examined for 
λ=0.5, |Q|=12 and k=80, with the results shown in Figure 3.18. The results for the 
corresponding uncharged cases are also presented for comparison. For similarly charged 
cases (Figure 3.18a), the diffusivity decreases weakly with increasing cross-linking, 
analogous to the uncharged system.  The opposite behavior, however, could be found for 
the oppositely charged counterpart at β=0.886 and 0.966 (see Figure 3.18b).   
 
The effect of cross-linking degree of network on the radial distribution function of 
tracer-bead is presented in Figure 3.19 for similarly charged cases and in Figure 3.20 for 
oppositely charged cases. In Figure 3.19, it can be observed that with the decrease of 
cross-linking degree of gel network the fist peak shifts to the right and g(r) becomes more 
diffuse, implying that the tracer in the low cross-linking gel network can travel more 
freely than in the high cross-linked of gel network. This behavior is found for different 
porosity, and becomes more obvious for lower porosity. At low porosity, the network 
connectivity and the corresponding ordered structure makes it difficult for tracer to diffuse 
because of strong steric effect.  With reduced corsslinking, formation of large  openings is 
possible, thereby  facilitating the tracer diffusion. 
 
In contrast, g(r) for the oppositely charged case (Figure 3.20) shows a different 
dependence on the degree of crosslinking. The value of first peak increases with the 
decrease of the cross-linking degree of the network, for all the three values of porosity, 
indicative of a stronger entrapment effect for a lower degree of crosslinking. However, the 
diffusivity behavior could be different, depending on the porosity, as shown in Figure 3.18. 
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The effect of crosslinking extent appears not to affect the tracer diffusivity when the 






























                                                                      (c) 
 
Figure 3.19 The comparison of radial distribution function of tracer for the similarly 
charged cross-linked network with different porosities (beads sizes) and different cross-
linked degrees (spring constant k=80) (a) β=0.996 (b) β=0.966   (c) β=0.886    
 
 













































Figure 3.20 The comparison of radial distribution function of tracer for the oppositely 
charged cross-linked network with different porosities (beads sizes) and different cross-
linked degrees (spring constant k=80) (a) β=0.996 (b) β=0.966   (c) β=0.886    
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To further explore how the entrapment effect changes with varying cross-linking 
extent, we investigate gtb for the oppositely charged case with β=0.966 in Figure 3.21b, 
while the result for its similarly charged counterpart is shown in Figure 3.21a for 
comparison.  Differences can be clearly seen from the two figures.   For the oppositely 
charged case, the first peak is sharper and stronger, occurring always at a lower r (≈1), but 
the waviness of gtb subsides faster as r is increased. This behavior is even more 
pronounced at lower β. For instance, the first peak value can be as high as 33 for β=0.996 
and 40% cross-linking, although the figure is not presented. It evidently indicates the 
frequent occurrence of tracer entrapment via the electrostatic attraction. Also, it is 
noteworthy from Figure 3.21a that for the oppositely charged cases, the first peak value 
decreases with increasing cross-linking, indicative of the weakened entrapment effect. 
This interesting behavior can be explained again by the overlapping of double layers, 
leading to the decreased electrostatic force when the porosity is low enough and the 
degree of cross-linking is high.  In a network with weaker structure (a lower degree of 
cross-linking), however, some of the network beads may not have as many nearby 
neighbors to interfere, and can thus trap the tracer more strongly, reflected by the stronger 
peak in Figure 3.21b and the lower diffusivity in Figure 3.18b.  For the similarly charged 
cases, in contrast, the first peak shifts to a larger r and becomes weaker with decreasing 
cross-linking (see Figure 3.21a). In addition, the first peak is also located at greater r when 

















     (b) 
Figure3.21 Radial distribution function of bead-tracer pairs for a charged network with 



















Figure 3.22 Pair radial distribution function for a network with with k=80, |Q|=0 or 12, 
λ=0.5,β=0.966: (a) tracer-bead [100% cross-linking] (b) bead-bead [100% cross-linking] 
(c) tracer-bead [50% cross-linking] (d) bead-bead [50% cross-linking].  
 
 







Figure 3.22 Pair radial distribution function for a network with with k=80, |Q|=0 or 12, 
λ=0.5,β=0.966: (a) tracer-bead [100% cross-linking] (b) bead-bead [100% cross-linking] 
(c) tracer-bead [50% cross-linking] (d) bead-bead [50% cross-linking].  
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It is interesting to compare the radial distribution function between charged and 
uncharged system. In Figure 3.22a and 3.22b, we plot gtb and gbb for the 100% cross-
linking network with  λ=0.5, |Q|=12 or 0, and k=80. Similar plots are made for 50% cross-
linking in Figure 3.22c and 3.22d. One can clearly see from Figure 3.22b that gbb curves 
coincide for the three cases, indicating the same static structure of 100% cross-linking 
network. In contrast, gtb presented in Figure 3.22a exhibits a significant difference among 
the three cases. For the oppositely charged case, the electrostatic attraction leads to the 
strong first peak located at 1≈r , representing the near contact between the tracer and a 
bead. For the similarly charged case, the first peak becomes weaker and considerably 
shifts to 2≈r , because the electrostatic repulsion prevents the tracer from getting very 
close to a bead. For the uncharged system, in contrast, no obvious characteristic separation 
distance is seen. When the cross-linking degree is decreased to 50%, the charge effect 
causes gbb to differ from that of the uncharged case for r<2.2, as seen in Figure 3.22d. This 
difference can be explained by the weaker network structure that allows a closer approach 
between the uncharged beads. We find from Figure 3.22c that gtb becomes more diffuse 















Figure 3.23 Normalized long-time tracer diffusivity versus dimensionless double layer 
thickness for a charged network with k=80, |Q|=12 and β=0.9995: (a) similarly charged, (b) 
oppositely charged.  
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For the two different charge cases, the effect of double layer thickness on the tracer 
diffusivity is presented in Figure 3.23 for β=0.9995, |Q|=12 and k=80. One can see that the 
diffusivity for the oppositely-charged case is not a monotonic function of the double layer 
thickness, as opposed to the similarly-charged counterpart. For the former, the slight 
increase in diffusivity with increasing λ is attributable to the stronger double layer 
overlapping, thereby leading to the weakened electrostatic entrapment effect and the 
change in microstructure. It should be noted that a further increase in double layer 
thickness would require a larger system size to maintain the accuracy and even to ensure 
the validity, because of the increased range of the electrostatic interaction. Our testing 
finds that at sufficiently large λ and small β, the projection of constant energy surfaces can 
show cusps, and thus the calculated interaction force becomes nonphysical. This problem 
















A coarse-grained Brownian dynamics simulation has been employed to study the 
behavior of tracer particles in a gel network under the free draining condition.  The simple 
mesoscopic model based on a bead-spring cubic lattice allows us to explore the tracer 
diffusion qualitatively without a need to implement the structural details of a realistic gel. 
We focus on four factors: network porosity, flexibility, degree of cross-linking and 
electrostatic interactions. For low enough porosities, an increased flexibility or reduced 
cross-linking can considerably increase the tracer diffusivity owing to the high possibility 
for the formation of larger openings for the tracer to escape from a unit cell to an adjacent 
one. The electrostatic interaction gives rise to distinct behaviors between similarly- and 
oppositely-charged cases. The tracer diffusivity for the latter case is not a monotonic 
function of the network porosity and double layer thickness. This interesting behavior is 
ascribed to the tracer entrapment by the network beads due to the electrostatic attraction. 
The entrapment effect is strong at high porosities, because the tracer-bead pair can hardly 
be interfered by remaining beads, which are far away. At low enough porosity, the tracer 
diffusivity may also increase with increasing cross-linking.    
 
Finally, we would like to address the negligence of hydrodynamic interaction in 
the present study. In the first place, it might be justified by the likelihood of considerable 
hydrodynamic screening for our concentrated system. Hydrodynamic interaction is long-
ranged in nature, and can in principle be examined using available hydrodynamic models, 
such as the Rotne-Prager tensor, together with the Ewald-sum technique. However, the 
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corresponding computation will become rather intensive. Since the primary objective of 
this study is to explore the effect of network properties to understand how the tracer 
diffusion is affected qualitatively, we avoid the complicated computation incorporating the 
hydrodynamic interaction. Such an approach may speculatively lead to overestimated 
diffusivities. It is surely interesting and worthwhile to investigate this overlooked 
interaction in future.    




Brownian dynamics simulation of chain diffusion 




Diffusion in polymeric gel is complex and the diffusion rate should lie between 
those in liquids and in solids, depending strongly on the structural properties of the gel. 
This process is of fundamental importance and practical use for controlled release of drug 
molecules from a hydrogel that can change in volume in response to external stimuli such 
as a change in temperature or pH (Hoffman et al., 1986; Sahoo et al., 1998; Park, 1999), 
and imposition of an electric field (Sawahata, 1990). It remains a challenge to predict and 
control the diffusion of tracer particles or chain molecules in a gel, in view of complicated 
molecular interactions and microstructure. Therefore, it is crucial to gain a sound 
understanding of chain diffusion and dynamics in a gel network in order to better engineer 
practical applications.  
 
Experimental approach has been widely used to study drug delivery, bio-separation 
medium or biomaterials, which contain short or long polymer chains. Essentially, these 
applications involve the dynamics of chains in gel system. Wu et al. (1997) conducted 
neutron reflectivity and forward recoil scattering to study the diffusion of linear 
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polystyrene in its crosslinked counterpart. Their experimental results showed agreement 
with the theoretical calculation from Flory- Rehner theory. They also reported a limit for 
the molecular weight, beyond which the polymer diffusion could not be observed. Deriu et 
al. (1991) implemented small-angle neutron scattering (SANS) method to study the 
network dynamics of agarose gels, and they also made comparison between the 
experimental work and computer simulations of a model gel. Despite the success of such a 
study, there still remain limitations and difficulties when one intends to experimentally 
investigate the microscopic behavior of these systems. Computational approach appears 
suitable as a supplementary tool. 
 
In the past two decades, computer simulation has proven adequate to investigate 
diffusion and dynamics in solutions of linear polyelectrolyte (Chang and Yethiraj, 2003; 
Zhou and Chen, 2005, 2006; Stoltz et al., 2007) or uncharged polymer (Sunderrajan et al., 
1996; Cuthbert et al., 1999; Durr et al., 2002). The diffusion behavior of small molecule 
has been widely investigated by computer simulation methods, such as molecular dynamic 
method (MD) (Daniel and Plischke, 2005; Mann et al., 2004, 2005; Kremer, 1998; Grest 
et al., 2000; Kremer et al., 2005; Cuthber et al., 1999; Mueller-Plathe, 1998; Kenkare et al., 
1998; Oldiges et al., 1998; Everaers and Kremer, 1996; Sunderrajan and Hall, 1996; 
Duering et al., 1994), Monte Carlo method (MC) (Oyen and Hentschke, 2005; Durr et al., 
2002; Coppens and Bell, 1999ab; Netz and Dorfmuller, 1995, 1997; Jilge, 1990), 
Brownian dynamics method (BD) (Kirchhoff and Loewen, 2005; Zhou and Chen, 2005; 
Martin et al., 2004; ; Miyata et al., 2002; Licinio and Teixeira, 1997, 1999; Ottinger, 1998; 
Van and Snook, 1984; Branka and Heyes, 1994).  
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MD (Oldiges and Tonsing, 2000; Netz, and Dorfmuller, 1998) and MC (Netz and 
Dorfmuller, 1995) simulations at atomistic level have both been used to study the 
diffusion of small molecules at small timescale in a crosslinked polymer network, such as 
polyacrylamide gel. Villani (2004) implemented MD simulation to study the dynamics 
and conformation of elastin oligopeptide pulled at the chain ends in an attempt to 
understand how the network deformation and stress is transmitted to individual chains. 
The simulation is expensive because a highly parallel algorithm must be implemented in 
the computation for the feasibility of a desired timescale. Muthukumar (1991) applied 
coarse-grained MC simulation to investigate the diffusion of a freely jointed chain in a 
concentrated polymer system and discuss the scaling behavior with relevance to the 
experimental observation of chain diffusion in gel electrophoresis. Lee and Chakraborty 
(2002) used MC simulation to investigate the dynamics of polymer in a random disordered 
medium in an attempt to explore problems related to gel separation, DNA diffusion and 
facilitated transport through the pores in the system. They claimed that the attractive 
interaction between the chain beads and sites in the system may increase the mobility of 
the chain, contrary to the repulsive or neutral interaction.  
 
BD simulations of entangled monodisperse polymeric liquids were carried out by 
Masubuchi et al. (2001). Based on the Langevin equation, they used a new primitive chain 
model that is coarse-grained at the level of segments between consecutive entanglements. 
The scaling behavior of the longest relaxation time and the self-diffusion coefficients were 
studied, showing a good agreement with experimental data. Recently, Likhtman (2005) 
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used BD simulation to verify experimental measurements in monodisperse polymer melts 
system. He reported a convincing agreement between simulation and experiments, 
although the use of a Gaussian chain model in his BD simulation shows some 
disadvantages regarding systematic discrepancies. The dynamics of gel network was also 
studied by Teixeira and Licinio (1997), who examined the anomalous diffusion of 
polymer segments based on a bead-spring model by using BD simulation. A 3D gel was 
represented by a cubic lattice network, where a bead was placed on each crosslink point 
connecting to 6 adjacent points by Hookean springs.  They calculated the average mean 
square displacement of beads subject to random and spring forces without volume 
exclusion effect. Similar simulation was also carried out for fractal networks (Teixeira and 
Licinio, 1999). Recently, dynamics light scattering was employed to experimentally 
investigate the anomalous diffusion of polymer segments of poly(methyl-methacrylate) 
gel and polyacrylamide gel (Teixeira et al., 2007). The authors measured the intensity 
autocorrelation function caused by submicron particles that were trapped during the gel 
synthesis. For such a system, the volume exclusion and network flexibility are both 
important. However, there exists no simulation work on chain diffusion in a flexible 
network, in particular for consideration of the charge effect. 
 
In this chapter, Brownian dynamics simulation is carried out to examine the 
diffusion of short chain molecules in a 3D flexible network, which is modeled by a 
bead-spring cubic lattice similar to that in Chapter 3. The network and polymer chain can 
be either charged or uncharged. For the former case, the charge sign of the polymer can be 
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the same as or opposite to that of the network. The excluded volume effect is incorporated, 
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4.2 Description of the methods 
 
The diffusion of a chain molecule in a gel network is investigated by Brownian 
dynamics simulation. A simple cubic lattice made of cross-linked bead-spring chains is 
used to represent the gel network with the beads being located only at the crosslink points. 
We adopt a cubic simulation box containing N3 network beads and a polymer chain with 
M beads, and implement periodic boundary condition as usual.  The polymer and gel 
beads are of equal size, and are called particles hereafter. The solvent is treated as a 
continuum. The dynamics of each of the particles is described by the Langevin equation: 










ζ ,   (i=1,2,…,N3+M)        (4.1) 
where ri and ζi are the position vector and friction coefficient of particle i, R is the random 
force due to the incessant collision of the solvent molecules with the particle, and Uij is the 
pairwise interaction potential. The particle inertial effect has been neglected in Eq. (4.1) 
under the condition that the timescale is much larger than the relaxation time of particle 
momentum iim ζ/ , where mi is the particle mass. In this study, we neglect hydrodynamics 
interactions between the particles, and consider steric, charge and flexibility effects with 






ijij UUUU ++=         (4.2) 
where the superscripts ex, el and sp denote the excluded volume effect, electrostatic 
interaction, and spring force (for adjacent connected particles).  
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For the network flexibility, we use the elastic potential energy of a harmonic 
spring for every two adjacent beads given by 
( )20lrkU ijspij −=     for the gel           (4.3.1) 
 ( )20sijsspij lrkU −=           for the polymer                (4.3.2)            
where k and ks are the spring constants, rij the distance between the particles, l0 is the 
equilibrium bond length equal to the interbead separation distance in the corresponding 
rigid network at the same porosity, and ls0 is the equilibrium bond length for the chain 
molecule, which is set as unity. The steric effect is considered for non-connecting particles, 


















wU σσ           (4.4) 
with the energy depth w=1.2kBT and the cutoff rC=21/6σ, where kB is the Boltzmann 
constant, T is the absolute temperature, and σ can be regarded as the particle diameter. It 
should be noted that the topological constraint for spring crossing is absent because of the 
phantom chains and gels adopted in this study. For the charge effect, we adopt the 
screened electrostatic interaction derived by Hogg et al. (1966), and Wiese and Healy 
(1970): 




















ij     (4.5) 
where ε0 is the permittivity of a vacuum, εr the dielectric constant of water, λ the Debye 
screening length characterizing the double layer thickness, H the minimum separation 
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distance between the surfaces of particles, and ψi the surface electrical potential when 








3=          (4.6) 
 
The time evolution of the position of each particle is determined by numerically 
integrating Eq (4.1) using Euler’s method. Hereafter, we normalize all lengths by σ, 
energy by kBT, particle charge by 2/10 )( TkBrσεπε , spring constant by kBT/σ 2, and time by 
σ2/D0, where D0 is the diffusivity of an isolated particle in pure solvent. The time step is 
∆t=0.0001.  For particles with density of 1000 kg/m3 and ≥σ 5 nm in aqueous solution, 
this time step is at least 5 times larger than the relaxation time of particle momentum. 
 
For each run, the diffusing chain is initially placed near the centre of the simulation 
box and a cubic lattice network (N3) is generated as the initial configuration. The system is 
then equilibrated for 104 time steps followed by generation of equilibrium configurations 







tMSD cmcm rr −+−= ∑
−
=
        (4.7) 
where rcm is the position of center of mass of the chain given by 






1 rr                (4.8) 
tntn ∆= , j denotes the number of total time steps. The tracer diffusivity normalized by D0 
is determined by 






dD =             (4.9) 
as a function of time. At least 10 independent runs are carried out for each case and the 
average is taken so as to reduce the statistical error. Determination of the long-time 
diffusivity, which is the asymptotic D for large enough time, could be computation 
intensive for certain cases.   
 
In addition to the chain diffusivity, the conformation properties are also calculated 











θθ                      (4.10) 
where θ is the bond angle between two adjacent connectors as shown in Figure 4.1. If the 
orientation distribution is uniform, θcos  vanishes. In the limiting case where the chain 
becomes rodlike, θcos  is equal to unity.  
 
 
Figure 4.1 Schematic of a bond angle between two connectors of a chain. 
 
θ 
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The polymer size can be characterized by the mean-square radius of gyration 
defined as 











2 1 rr           (4.11) 
or by the mean square end-to-end distance  
     ( )21M2 rr −=nR                           (4.12) 
 








1 rrrrE                      (4.13) 
The three average eigenvalues <E1> <E2> and <E3> ( 321 EEE ≥≥ ) for this tensor can be 
determined, and satisfy the following condition: 
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4.3 Results and discussions 
 
The system size effect is first examined by increasing the box size at a given 
concentration of the network beads. At a given porosity, boxes with 4×4×4, 8×8×8 
and 10×10×10 network beads are tested. Table 4.1 illustrates the results of chain 
diffusivity, gyration radius, and end-to-end distance for k=80, ks=10, andβ=0.9995 and 
0.934. It can be seen that acceptably accurate results can be obtained from an 8×8×8 
network. Therefore, this size is adopted for most of the calculations. 
 
Table 4.1. Test for the system size of an uncharged network with k=80 and ks=10. 
4×4×4 8×8×8 10×10×10 M β 
D/D0 <Rn2> <Rg2> D/D0 <Rn2> <Rg2> D/D0 <Rn2> <Rg2> 
0.9995 0.322 3.50 0.728 0.334 3.48 0.725 0.326 3.49 0.727 3 
0.934 0.217 3.47 0.726 0.215 3.45 0.713 0.216 3.45 0.712 
0.9995 0.199 8.45 1.49 0.198 8.62 1.53 0.198 8.61 1.52 5 
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4.3.1 Uncharged chain and gel 
 
  
    (a)                                (b) 
 
   (c)                                (d) 
Figure 4.2. Various properties of the diffusing chain versus the chain spring constant in a 
rigid network with β=0.934: (a) chain diffusivity, (b) θcos , (c) mean-square end- end 
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The effect of chain flexibility on its diffusion behaviour in a rigid gel network is 
investigated for β=0.934, where the center-to-center distance between two neighbouring 
network beads is 2. As shown in Figure 4.2a, the chain flexibility shows an observable 
influence on the chain diffusivity only when the chain spring constant is low enough. 
Figure 4.2b, 4.2c and 4.2d plot >< θcos , <Rn2> and <Rg2> against ks. Compared with the 
chain diffusivity in gel network, the chain conformation shows a stronger dependence on 
the chain flexibility. For the self-diffusion of a free-draining chain in the absence of the 
network, the Rouse model predicts D/D0 =1/3, 1/5 and 1/10 for M=3, 5 and 10, 
respectively, independent of the chain spring constant. It can be seen from Figure 4.2a that 
the presence of the gel considerably decreases the chain diffusivity as compared to the 
prediction of the Rouse model, primarily due to the moderate caging effect originating 
from volume exclusion at this network porosity. Under this condition, a weak dependence 
of the chain diffusivity on the chain flexibility emerges. A decrease in the chain flexibility 
reduces the chain mobility when ks<10, but the diffusivity does not change much if ks is 
further increased. It is interesting to find the correlation between the chain diffusivity and 
conformation in the rigid network. As can be seen from Figure 4.2c and 4.2d, both <Rn2> 
and <Rg2> decrease with increasing ks, whereas >< θcos  increases. For small enough ks, 
the chain experiences a very weak constraint for its conformation associated with the 
connectivity. When a chain bead escapes a unit cell by overcoming the caging effect, it 
does not strongly drag the adjacent beads to move in a similar way. Namely, the chain 
beads do not diffuse so dependently. Therefore, the bond angles show a weak correlation 
for small ks, reflected by the smaller >< θcos , and the average distance between adjacent 
beads is larger. Note that in the absence of network, >< θcos  for a phantom chain with 
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vanishing bead volume can be analytically found to be zero, because the orientation 
behavior of each bond is independent of the other bonds, thereby showing a uniform 
distribution in the orientational space. For the simplest case of M=3 where there is only 
one bond angle, the angle corresponding to >< θcos  changes from 81°for ks=5 to 75°
for ks=80. Figure 4.3 plots the average eigenvalues for the moment of inertia tensor to 












Figure 4.3. Average eigenvalues for the moment of inertia tensor of a diffusing chain in a 








Figure 4.4. Variation of chain diffusivity with the spring constant of the network for β= 
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The effect of the network flexibility is investigated by varying k. Figure 4.4 plots 
the chain diffusivity as a function of k forβ=0.934 and ks=10. It can be found that the 
chain diffusivity slightly decreases with increasing k in the investigated k range. The effect 





Figure 4.5.  Diffusivity of the chain with ks=10 versus the network porosity for a rigid 
network or a flexible network (k=80). 
 






Figure 4.6.  Conformation behavior of the chain with ks=10 versus the network porosity 
for a rigid network: (a) mean-square end-end distance, (b) mean-square radius of gyration, 
and (c) >< θcos . 
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The dependence of the chain diffusivity on the network porosity is investigated 
with the results shown in Figure 4.5 for ks=10.  The chain diffusivity is found to decrease 
with decreasing porosity due to the increased steric effect. The difference in results 
between the rigid and flexible (k=80) network is very slight in the investigated porosity 
range. Figure 4.6 plots <Rn2>, <Rg2> and >< θcos  of the diffusing chain with ks=10 
againstβfor a rigid network. It can be seen that the end-to-end distance and the radius of 
gyration appear not to change much with decreasing porosity, whereas the average bond 
angle generally exhibits an increasing trend.   
 
To better understand the effect of porosity on the chain conformation, we analyze 
the simplest case (M=3 and ks=10) in the rigid network because the short chain has only 
one bond angle. Figure 4.7 plots the distributions of Rn2, θ, θcos , and the two bond 
lengths for two cases: (a) the absence of the network (i.e., β=1), and (b) the presence of a 
rigid network with β=0.886. It can be seen from Figure 4.7c that in the absence of the 
network, θcos  shows nearly a uniform distribution except for 5.0cos −<θ (θ > 120o ) 
where the probability decreases with decreasing θcos . Using the calculated average bond 
length of about 1.2, we estimate the critical angle for the overlapping of the two end beads 
to be about 130o, which is very close to 120o. Since the steric effect will prevent the end 
beads from overlapping, the probability distribution function of θcos  decreases from 
this critical angle. It should be noted that a chain conformation with θ > 120o can still exist 
but with a lower likelihood, provided that stretching of the bonds takes place. In the 
presence of the rigid network, the probability distribution function of θcos  becomes 
bimodal with the two peaks at 3.0~cosθ  and 1 (θ ~73o and 0o).  This interesting 
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change in the probability distribution function can be explained by the steric effect of the 
network on the chain conformation. At β=0.886, the center-to-center distance between two 
neighbouring network beads is only 1.67, suggesting that each unit cell can most likely 
accommodate merely one chain bead at a time, and also a chain bead can escape a unit cell 
only through the opening (size~ 36.11267.1 =−× ) between the four network beads on 
one of the six surfaces. This strong caging effect causes the two end beads of the chain to 
be located more favourably in two non-neighbouring unit cells, leading to a decrease in 
the possibility of considerable closeness between the two beads ( 1.0cos −<θ ). In fact, the 
peak of the distribution function at 3.0~cosθ along with the average bond length equal 
to 1.2 implies that the three chain beads appear to be preferentially located in three 
connected unit cells that form a right angle. Additionally, under this restrictive condition, 
the chain diffuses in the network via reptation, and hence can possibly take a rodlike 
conformation (θ near 0o) as reflected by the other peak ( 1~cosθ ). As a result, >< θcos  
becomes greater when the chain diffuses in the network than without the network. This 
behaviour is consistent with the right shift of the Rn2 distribution as shown in Figure 4.7a, 
despite a slight increase in < Rn2>.  It can also be found from Figure 4.7d that the 
distribution of the bond length becomes slightly broader when the network is present, 
although the average bond length is about 1.2 for both cases. This is because the energetic 
penalty associated with the spring force may now be tolerated when compared to the 
difficulty of a chain bead escaping a unit cell due to the tougher steric obstacle from the 
network. It is worth noting from Fig. 7b that the distribution of θ exhibits a less 
pronounced distinction between the two cases than that of θcos . This can be understood 
from the behaviour of the orientational space; for a uniform distribution, an orientation 
                                                                Chapter 4 
 112
near the equator (θ =90o) has a larger solid angle and is more probable than one near the 
poles (θ =0o and 180o). Therefore, the peak at 1~cosθ  and the corresponding rodlike 
conformation cannot increase < Rn2> too much.    
 
The above analysis for M=3 can justify the gradual change in >< θcos with the 
network porosity as seen in Figure 4.6c. Similar behaviour is expected for M=5 and 10, 
although an increase in the chain bead number leads to more complicated coupling among 
the beads. At high enoughβ, the chain will encounter only a network bead at a time, and 
can thus diffuse quite freely because the steric constraint is very weak. When the porosity 
decreases, the chain diffusion is progressively restricted by the reduced free space and 
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    (a)                               (b) 
  
                 (c)                           (d) 
Figure 4.7. Distribution functions of the static properties of the chain (M=3) in the 
presence or absence of a rigid network: (a) square of end-to-end distance, (b) bond angle θ, 
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4.3.2 Charged chain and gel  
 
For the charge effect, the ranges of the relevant dimensionless quantities have been 
discussed in Chapter 3 for a tracer in a gel. These parameters and their appropriate values 
are also used here. In the absence of the gel network, the chain charge leads to intrachain 
electrostatic repulsion, and hence an extended conformation. Figure 4.8a plots 
ungg RR ><>< 22 /  against the double layer thickness λ for Q=9 and ks=10, where 
ungR >< 2  is the mean-square radius of gyration for the uncharged counterpart. Figure 4.8b 
plots >< θcos  against the double layer thickness with λ=0 denoting the uncharged case. 
The degree of extension becomes higher with increasing λ and M, due to the increased 













Figure 4.8. Conformation of a charged chain (ks=10) versus the double layer thickness in 
the absence of a network: (a) mean-square gyration radius normalized by the uncharged 
counterpart, and (b) >< θcos .  









Figure 4.9. Normalized chain diffusivity versus double layer thickness for ks=10, k=80, 
andβ=0.996:  ++ (|Q|=6 (a), |Q|=9 (b), |Q|=12 (c)) and +- (|Q|=6 (d), |Q|=9 (e), |Q|=12 
(f)) denote the similarly and oppositely charged cases, respectively. 








Figure 4.9. Normalized chain diffusivity versus double layer thickness for ks=10, k=80, 
andβ=0.996:  ++ (|Q|=6 (a), |Q|=9 (b), |Q|=12 (c)) and +- (|Q|=6 (d), |Q|=9 (e), |Q|=12 
(f)) denote the similarly and oppositely charged cases, respectively. 
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The effect of the gel network on the chain diffusion is first examined by fixing 
β=0.996, ks=10, and k=80, but varying the charge and double layer thickness. The 
diffusivity results are the presented in Figure 4.9. As expected, the effect of electrostatic 
interaction increases with increasing |Q|. It is interesting to find the different trends for the 
variation of the chain diffusivity with double layer thickness between the similarly 
charged and oppositely charged cases. For the former cases, the chain diffusivity 
decreases with increasing double layer thickness as shown in Figure 4.9a-4.9c. In contrast, 
for the oppositely charged network (see Figure 4.9d-4.9f), the chain diffusivity shows a 
non-monotonic behaviour; it firstly decreases and then increases with increasing double 
layer thickness. For the shortest chain (M=3), the variation of the diffusivity is stronger 
than for the longer chains (M=5 and 10), in particular when the charge is high (|Q|=12). 
The non-monotonic variation of the diffusivity with double layer thickness is also seen for 
the diffusion of tracer particles in an oppositely charged network. In the prior work (Zhou 
and Chen, 2009), the pronounced decrease in tracer diffusivity for the oppositely charged 
case is attributed to the entrapment effect arising from electrostatic attraction. This effect 
is significant when the double layer thickness is sufficiently smaller than the pore size. 
Under this condition, each network bead behaves like an electrostatic trap, which can 
capture the tracer particle for some time, thereby reducing the tracer’s long-time 
diffusivity. Such an effect also applies to the chain diffusion in an oppositely charged 
network. However, the behaviour becomes more complicated because some of the chain 
beads may get trapped, while the others may remain free. When the double layer becomes 
thick enough, the variation of the electrostatic potential with position is weakened, thereby 
leading to a smaller electrostatic force. The competition among nearby network beads can 
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also make the entrapment effect weaker. This can explain the non-monotonic variation of 
the chain diffusivity with the double layer thickness. When M=3 and β is sufficiently large, 
the chain beads may all be attracted by a network bead at the same time, leading to a 
considerable decline in diffusivity. For longer chains, however, it is likely that only some 
of the beads are trapped by the network beads, and the diffusion of the free beads can still 
contribute to the diffusivity of the whole chain, or even facilitate the detachment of the 
trapped beads via the chain connectivity. For the cases where the diffusing chain and the 
network are similarly charged, the electrostatic repulsion simply results in an additional 
resistance to the chain diffusion, and therefore the chain diffusivity decreases with 












Figure 4.10 Variations of <Rg2> (a) and >< θcos (b) of the diffusing chain with λ for 
ks=10, k=80, |Q|=9, andβ=0.996: +- and ++ denote the oppositely and similarly charged 
case, respectively 
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It is interesting to investigate the chain conformation apart from its diffusion in an 
attempt to find their correlation. Figure 4.10a shows >< 2gR against λ for |Q|=9, ks=10, 
k=80, and β=0.996. It can be seen that the radius of gyration increases with increasing λ, 
but there is hardly a noticeable difference between the two charged cases, except for M=10 
at λ=2. Similarly, a plot of >< θcos  versus λ given in Figure 4.10b shows only a slight 
disparity between the two charged cases. These results indicate that the chain becomes 
more extended due to the intrachain electrostatic repulsion. The conformation of the 
diffusing chain appears not to be affected noticeably by the sign of the charge carried by 
the network, although the diffusion behaviour can be quite different as seen in Figure 4.9. 
For a thin double layer (λ=0.5) and a short chain (M=3), however, a subtle change in 
conformation behaviour can be noticed by varying the charge magnitude for the 
oppositely charged case. It is found that >< θcos  is 0.29, 0.31 and 0.14 for |Q|=6, 9 and 
12, respectively, as opposed to 0.29, 0.34 and 0.38 for the similarly charged counterparts. 
The probability distribution of θcos  is shown in Figure 4.11. When the charge is small, 
the probability distribution looks similar and >< θcos  is about 0.3, nearly 
indistinguishable between the two charged cases. However, for the oppositely charged 
case with |Q|=12, there exists a distinct peak in the distribution function at 15.0~cos −θ  
(corresponding to θ~99o), leading to the smaller >< θcos , indicative of the likelihood of 
attraction of more than a chain bead to a network bead. This behaviour does not occur for 
the corresponding similarly charged case, for which the increased probability 
near 1cos =θ , to the contrary, implies more straightening of the chain.     
 




Figure 4.11. Distribution of >< θcos  of a diffusing chain with ks=10 and M=3 in a 
charged network with k=80, β=0.996, and λ=0.5: ++ and +- denote similarly and 
oppositely charged cases, respectively. 
 




Figure 4.12. Normalized chain diffusivity versus porosity for |Q|=9, ks=10, k=80, and 
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The variation of the chain diffusivity with the network porosity is presented for 
ks=10, k=80, |Q|=9 and λ=1.0 in Figure 4.12. For the similarly charged case, the diffusivity 
monotonically decreases with the porosity. Apart from the steric effect, the electrostatic 
repulsion between the chain and network gives rise to an additional resistance to the chain 
diffusion. This extra resistance increases with the double layer thickness. For the 
oppositely charged case, the diffusivity is comparatively low for the largest porosity 
(β=0.996). As discussed earlier, this diffusion hindrance is attributed to the entrapment 
effect due to the electrostatic attraction. When the porosity is reduced, the double layer 
becomes comparatively thick as compared to the pore size, thereby leading to a weak 
variation of the electrostatic potential with the position. Apart from the weakened 
electrostatic attraction, the neighbouring beads can now compete to attract the diffusing 
chain. As a result, the chain experiences a reduced average resistance, accounting for the 
higher diffusivity at β=0.966 than that at β=0.996. With a further decease in the porosity, 
the steric effect becomes dominant, and hence the diffusivity decreases. It can also be seen 
from Figure 4.12 that the chain diffusivity is smaller for the similarly charged case than 
for oppositely charged case except for high enough porosities. The effect of porosity on 
the chain conformation is shown in Figure 4.13, which plots the mean-square radius of 
gyration normalized by the corresponding value in the absence of the network. It is found 
that when the porosity becomes low enough, the chain is more extended for the oppositely 
charged case than for the similarly charged counterpart. The reduced chain extension for 
the latter can be explained by a compression effect due to the repulsive electrostatic force 
exerted by the network beads.   
 




Figure 4.13 Mean-square gyration radius of the diffusing chain normalized by the value in 
the absence of the network as a function of porosity for |Q|=9, ks=10, k=80, and λ=1.0: ++ 
















Brownian dynamic simulation has been conducted to investigate the diffusion and 
conformation of chain molecules in a gel network based on a coarse-grained bead-spring 
model. The chain and network are free-draining, and prohibition of connector crossing is 
not taken into account.  Several effects on the chain diffusion and conformation have 
been examined including the chain flexibility, chain length, network flexibility, network 
porosity, and charge.  
 
For uncharged systems, a decrease in the chain or network flexibility can slow 
down the chain diffusion. However, this effect is weak unless the flexibility is very high. 
The chain diffusivity declines with decreasing network porosity, while the end-to-end 
distance and radius of gyration do not shown significant changes. At low enough porosity, 
the chain diffusion takes the mode of reputation, evidenced by the change in bond angle 
distribution. For charged systems, the chain diffusion exhibits different behaviors between 
the oppositely and similarly charged cases. For high network porosity, the chain diffusion 
could be strongly hindered for the oppositely charged cases due to electrostatic entrapment. 
The chain diffusivity can therefore become a non-monotonic function of porosity, in 
contrast to the behavior of its similarly charged counterpart.           




Dissipative particle dynamics simulation of tracer 




The behavior of a wide range of materials such as gels, colloids, polymer solutions, 
proteins, and DNA molecules can be understood in terms of mesoscale interactions 
between components with effective sizes ranging from nanometers to micrometers. As a 
popular simulation technique for mesoscale polymer system, dissipative particle dynamics 
(DPD) method has received considerable attention in the past two decades. This novel 
method first introduced by Hoogerbruge and Koelman (1992) takes into account 
hydrodynamic effects. The basic idea behind DPD is that many important properties of 
soft matters are determined by the collective properties of clusters of molecules or super-
molecular domains rather than by the individual molecules. This method was improved by 
Espanol and Warren (1995), who expressed the total force on each DPD particle as the 
sum of three pair-wise additive terms: a conservative force, a dissipative force and a 
random force. They also carried out a detailed analysis using the fluctuation-dissipation 
theorem to show that the relative amplitudes of the dissipative and random forces have to 
satisfy a certain relation in order to ensure that the hydrodynamic simulation follows the 
canonical ensemble. While the dissipative and random forces act in unison as a thermostat 
for the simulation, the conservative soft repulsive force embodies the essential chemistry 
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of the system. Ideally, one would like to derive the conservative force from detailed 
atomistic interactions.  
 
The advantage of DPD over conventional molecular dynamics MD is the use of a 
smaller number of particles and a large timescale. Each particle represents a cluster of 
molecules. The introduction of noise and dissipation represents a mesoscopic-level 
description for hydrodynamic behavior. In contrast to Brownian dynamics (BD) based on 
the Langevin equation with solvent being a continuum, the hydrodynamic interaction is 
accounted for implicitly by the DPD solvent particles which behave as a Newtonian fluid. 
Moreover, BD does not satisfy Newton’s third law and hence it does not conserve 
momentum. As a consequence, BD can not explore hydrodynamic behavior essentially 
unless a hydrodynamic interaction model is incorporated and implemented. Although MD 
can conserve momentum, it is too computation expensive for colloid or polymer systems, 
because of large length and time scales involved. 
  
As above discussed, DPD is a very promising method for mesoscopic studies of 
soft matters and recently has attracted considerable attention for static properties of   self-
assemblies, such as micells or vesicles (Xin et al., 2007; Chen et al., 2007; Xia et al., 2007; 
Smith et al., 2007;  Sheng et al., 2007; Lee et al., 2007; Suji et al., 2007); or dynamic 
properties of polymer (Vasileios et al., 2005; Qian et al., 2007; Czerwinska, 2007), such as 
self-diffusion of polymer chain (Vasileios et al., 2005; Qian et al., 2007).  
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DPD has been used to study the morphology and static properties of polymer 
systems. Xia et al. (2007) constructed DPD simulations for the morphology and structure 
of multicompartment micelles or vesicles formed from ABC block copolymers in water. 
By varying the chain architecture and the component of copolymers, a rich variety of 
morphologies were observed, such as oblate vesicles, trumpet vesicles, layered ribbon-like 
micelles and Y-shaped micelles. The newly identified morphologies provide useful 
information for future rational design and synthesis of novel multicompartment micelles 
and vesicles. Lee, et al. (2007) implemented DPD to investigate the effect of chain length 
on the structural properties of the immiscible polyethylene (PE)/poly(L-lactide) (PLLA) 
polymer in a polymer blend and in a system with their diblock copolymer. Xin, et al. 
(2007) examined the multicompartment micelles formed by blending star and linear 
triblock copolymers by dissipative particle dynamics, focusing on the influences of 
blending options and blending ratios. The copolymer chain compartments were also 
studied systematically. Chen et al. (2007) simulated the formation and stabilization of gold 
nanoparticles in poly(ethylene oxide)-poly(propylene oxide)-poly(ethylene oxide) (PEO-
PPO-PEO) block copolymer micelles. The DPD simulation results of gold-copolymer-
water system not only agreed well with previous experimental data, but also provided 
more structure information on microscopic level could be provided. Smith et al. (2007) 
examined the interaction of a lipid bilayer membrane with a spherical particle in solution, 
with the aim of controlling the passage of foreign objects into and out of vesicles. 
Micellization of a diblock copolymer in dilute solution was studied by Sheng et al. (2007). 
The micelles deviated significantly from the spherical shape and solvophilic blocks were 
observed to be entrapped in the solvophobic core for compatible diblocks. Arai et al. 
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(2007) investigated the spontaneous formation process of threadlike micelles from a 
random configuration of surfactant molecules. 
 
In addition, DPD method is also widely used to study static properties of other 
systems besides polymer morphology (Satoh and Chantrell, 2006; Liu et al, 2007; 
Goicochea et al., 2007; Sugii et al., 2007). Satoh and Chantrell (2006) investigated the 
validity of the application of the dissipative particle dynamics (DPD) method to 
ferromagnetic colloidal dispersions by conducting simulations for a two-dimensional 
system. The characteristics of aggregate structures had been compared with the results of 
MC and BD simulations in order to address the validity of the application of the DPD 
method to particle dispersion systems. Liu et al. (2007) studied the influence of 
polymerization on the phase separation of binary immiscible mixture by 2D dissipative 
particle dynamics simulations. Sugii et al. (2007) conducted a meso-scale simulation of 
lipid bilayers based on DPD method, and reported good agreement with experiments and 
MD simulations in the literature. Chen, et al. (2007) investigated the self-assembly phase 
behavior of peptide amphiphile (PA) molecules. Their simulations showed that these 
molecules were self-assembled into three-dimensional fiber-like cylindrical aggregates by 
the assistance of water solvent. The results were sensitive to various factors including the 
size of solvent beads, temperature, and the bead ratio of PA to solvent. The calculated 
diameter of the cylindrical aggregate agreed well with the experimental data. 
 
For dynamics properties, DPD has been widely used to study polymer systems for 
the past two decades. Vasileios et al., 2005 investigated several bead-spring models of 
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polymer chains in dilute solution for verification of scaling laws of gyration radius. They 
also examined a single DNA molecule under shear flow and reported good agreement with 
the average extensions measured from experiments, irrespective of the number of beads. 
Surprisingly, however, coarse graining with more than five beads was found to degrade 
the agreement for the autocorrelation function of the extension. A detailed discussion of 
mapping the coarse grained DNA to the real system was made. Qian et al. (2007) 
elucidated the diffusion mechanism of a strongly adsorbed polymer chain on a solid 
surface based on comprehensive three-dimensional DPD simulations. The different 
scaling laws found for a polymer chain diffusing on a fluid membrane and on a solid 
surface could be explained by the solid surface inhomogeneity that induced reptation. 
Czerwinska (2007) reported the importance of mesoscale flows of liquid for various nano- 
and biotechnology applications. The need of a mesoscale approach was realized when the 
physical phenomena relates to the diffusion effects that the continuum model may not 
suitable to handle this problem. In recent years many mesoscale models have been 
developed, particularly to study flows of gas. However, the mesoscale behavior of a liquid 
substantially differs from that of gas. In his paper, a numerical study of micro-liquids 
phenomena was conducted by a Voronoi DPD method. The method originates from the 
material science field and is one of very few numerical techniques that can describe 
correctly molecular diffusion processes in mesoscale liquids. This paper proved that a 
correct prediction of molecular diffusion effects plays a predominant role on the correct 
prediction of the behavior of immersed structures in the mesoscopic flow. These findings 
demonstrate the serious practical problems associated with the use of DPD and raise 
concerns regarding its future application to large-scale simulations of polymer systems. 
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Despite the drawbacks, DPD remains promising because it can handle hydrodynamics 
appropriately for systems with large length and time scales.  
 
In view of the advantages of DPD, I would like to investigate the tracer diffusion 
behavior by this simulation method, taking into account the effects of hydrodynamics 
interaction, flexibility of network and excluded volume effects. It aims to compare the 
results of DPD simulation with the previous results of BD simulation, and address the 
















                                                                                                                                 Chapter 5 
 133
5.2 Description of the methods 
 
The diffusion of a tracer particle in a polymeric gel is investigated by DPD 
simulation. A simple cubic lattice made of cross-linked bead-spring chains is used to 
represent the gel network with the beads being located only at the crosslink points, which 
is same as the model in Chapter 3 & 4. A cubic simulation box containing N3 network 
beads, a tracer particle and solvent particles is used. The number of solvent particles 
depends on the network porosity and the specified solvent density, and will be discussed 
later. Periodic boundary condition is implemented as usual.   
 
In the DPD simulation model, each particle moves according to Newton’s equation 
of motion obeying certain force laws. The mass of each particle is equal to m and the 
change in their positions ri and velocity vi are given by the following two equations:  
 
 iF=dt
dm iv                                                        (5.1) 




                                                       (5.2) 
 
The force consists of conservative (FiC), dissipative (FiD) and random forces (FiR). 








i ra ije)(ωF                                          (5.3) 
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)(ω                                     (5.4) 
where aij is the maximum repulsion force between particle i and j; and rij = ri – rj, rij=|rij|, 
eij = rij /|rij|, and rc is the cut-off distance. The dissipative force FiD tends to reduce the 
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)()( θσωF                           (5.7) 
with                         Tk Bγσ 22 =                                          (5.8) 
 
where θij is a random number with zero mean and unit variance. Espanol and Warren 
(1995) showed that Eq. (5.5) and (5.7) ensure momentum conservation and satisfies the 
fluctuation-dissipation theorem. 
 
For the network beads, each will experience an additional force due to the network 
connectivity and flexibility. A harmonic spring is used for the connector between two 
neighboring network beads. The force is given by 
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( )ije0lkspi −= ijrF      (5.9) 
 
where k is the spring constant, rij the distance between the beads and l0 is the equilibrium 
bond length equal to the separation distance of two connected beads in the corresponding 
rigid network at the same porosity. 
 
Hereafter, the mass, length and time are normalized by m, rc and Tkmr Bc
2 . The 
system density is fixed at 3, and the volume fraction of the network beads is equal to 
pNN
3=φ  where Np is the total number of the particles including the network beads, 
tracer and solvent particles. The porosity βis equal to 1-φ. 
 
  




Figure 5.1 The accuracy of different time step in two different porous networks. 
 
Several different integration methods had already been discussed in the relevant 
literatures (Vattulainen et al., 2002; Nikunen et al., 2003; Jakobsen and Mouritsen, 2005; 
Serranoa et al., 2006). In my simulation work, I use dissipative particle dynamics-Verlet 
velocity (DPD-VV) as integration scheme of stochastic differential equation as shown in 
Table 5.1.  
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Since the dissipative forces in DPD depend on the velocities  which in turn are 
affected by the dissipative forces, the DPD-VV is able to handle such dependence by 
updating the dissipative forces (see in Step (0)-(5) of Table 5.1) for a second time at the 
end of each integration step. This helps to improve its performance considerably yet 
keeping it computationally efficient since the additional update of dissipative forces is not 
particularly time-consuming. In previous studies (Vattulainen et al., 2002), the DPD-VV 
scheme has shown good overall performance. The time step is tested from 0.01 to 0.1 for 
the diffusivity of tracer in DPD solvent with the results shown in Figure 5.1. It is evident 
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5) Calculate },{ jj vrF
D
i  
6) Calculate physical quantities 
 
Table 5.1  Integation scheme of DPD-VV 
 
                                                                                                                                 Chapter 5 
 138
5.3 Results and discussions 
5.3.1 Solvent behavior 
 
In the work of other scientists Hafskjold et al. (2004), three different models of fluid 
were tested. For the first fluid, the conservative force is absent, so it corresponds to an 
ideal gas and is customarily called “ideal DPD fluid”. The dynamics of the system arises 
only from thermal noise and dissipative coupling between pairs of particles. For the 
second model, a soft conservative force is incorporated. The value of aij equal to 25 was 
found to be able to reflect the behavior of water system. For the third fluid, the particles 
interact via the trunctated Lennard-Jones potential to mimic strong steric interactions. 
However, as the truncated Lennard-Jones is stiff, the time step must be small enough 
(normalized time step ~ 0.001). 
 
Since the third model is considered to be too computationally time consuming for 
diffusion behavior in condensed polymer system, the second model (aij=25) is adopted for 
the simulations of this project. A 3D simulations box with periodic boundary conditions is 
used with the box length equal to 10 for most cases because the error has been found to 











Figure 5.2 Radial distribution functions g(r) for model B; aij is 0, 10, 25, 45 or 65. 
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To demonstrate the effect of the soft repulsive force, Figure 5.2 plots the radial 
distribution function of the solvent particles for various values of aij. It can be seen that 
when aij is equal to zero, the ideal behavior of g(r)=1 is obtained. For non-zero aij, typical 
behavior of simple liquid can be observed. The first and second peaks occur at r/rc=0.85 
and 1.5, respectively. These values are close to 0.86 and 1.55 reported by Vattulainen et al. 
(2002). The liquid structure becomes more pronounced when aij is increased, because of 
the stronger steric effect. For different solvent, the appropriate value of aij can be 
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5.3.2 Diffusion behavior of network beads 
 
 































Figure 5.3 MSD of network beads for different porosities of the network (k=80). The inset 
is the tracer MSD for comparison. 
 
 
The diffusion behavior of network beads is investigated by varying network 
porosity in a simulation box with side length equal to 10. In Figure 5.3, which plots the 























                                                                                                                                 Chapter 5 
 142
mean square displacement (MSD) of network beads against time for k=80, the inset 
presents the corresponding MSD of the tracer for comparison. As shown, the MSD of the 
network beads reduces with decreasing network porosity. Table 5.2 lists the diffusivities 
of the network beads and the tracer determined from the MSD for k=40 and 80. The 
diffusivity of the network beads is much smaller than that of the tracer, because the 
connectivity for the network beads wields a strong constraint for their diffusion.  
 
It should be noted that for an infinite network, the long-time diffusivity of network 
beads should vanish. However, the use of a finite simulation box along with periodic 
boundary condition inevitably leads to a nonzero long-time diffusivity for the network 
beads, which is equal to the diffusivity of the center of mass of the network. If the network 
beads are free-draining points (i.e., no excluded volume effect), this diffusivity normalized 
by D0 should be equal to N-3, according to the Rouse model. Such an estimate is also 
included in Table 5.2 for comparison. One can find that the diffusivity of the network 
beads predicted by DPD is always smaller than N-3, and also decreases with increasing 
network spring constant. Figure 5.4 plots the deviation of the diffusivity from the case of 
free-draining points against the volume fraction of the network beads (1-β).  The smaller 
diffusivity can be primarily attributed to the hydrodynamic interaction incorporated in the 
DPD simulation, which is expected to slow down the diffusion. This behavior is evident 
from Figure 5.4 that the deviation increases with the volume fraction of the network beads. 
Note that the steric effect between the network beads is expected to be weak due to the 
sufficiently strong spring force, which makes a close encounter between two beads very 
unlikely. The argument is supported by the small diffusion distance estimated from the 
                                                                                                                                 Chapter 5 
 143
square root of MSD shown in Figure 5.3, as compared to the nominal separation distance 
10/N. When the network spring constant becomes higher, the stronger restoring force can 
further restrain the random motion of the network beads, thereby leading to a decrease in 
the bead diffusivity. The tracer diffusivity is also decreased as seen from Table 5.2, and 
will be addressed in the following subsection.      
 
Table 5.2. Diffusivity comparison between the tracer and the network beads. Note that the 






N-3 β k=80 k=40 k=80 k=40 
4 0.016 0.979 0.941 0.944 0.012 0.0121 
6 0.0046 0.928 0.817 0.840 0.0028 0.0035 
7 0.0029 0.886 0.737 0.788 0.0017 0.0020 
8 0.002 0.829 0.645 0.650 0.0007 0.0008 





























Figure 5.4 Deviation of the diffusivity of the network beads from the free-draining case as 
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Figure 5.5 The normalized diffusivity of tracer in gel network with various porosities. 
 
 
In this subsection, the tracer diffusion behaviors are examined and are compared 
with the previous results by BD simulation method. In Figure 5.5, the normalized 
diffusivity of tracer (D/D0) in the network of varying flexibility (k=10, 40, 80) is plotted 
against the network porosity ranging from 0.829 to 0.997. It can be observed that the 
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diffusivity of tracer increases with the increase of network porosity, consistent with 
previous conclusion by BD simulation method (Chapter 2). When the porosity becomes 
low enough, the dependence of the diffusivity on flexibility becomes weak, similar to 
what is observed from the BD simulation. In Table 5.3, the DPD results shown in Figure 
5.5 are compared with those calculated by BD simulation. The influence of the network 
flexibility in DPD becomes weak at low porosity. When the porosity is 0.829, the tracer 
diffusivity is almost the same between k=40 and 80. However, the tracer diffusivity 
calculated exhibits a considerable difference between the two values of spring constant at
β=0.818. The diminished difference in the diffusivity predicted by DPD is attributable to 
the soft repulsion. 
 
 
Table 5.3 Comparison between BD and DPD for the long-time diffusivity of tracer in gel 




DPD BD β 
K=40  K=80 
β 
K=40 K=80 
0.997 0.983 0.978 
0.991 0.974 0.969 
0.979 0.944 0.941 
0.996 0.973 0.971 
0.958 0.911 0.879 0.966 0.893 0.890 
0.928 0.840 0.817 0.934 0.760 0.740 
0.886 0.788 0.737 0.886 0.525 0.503 
0.829 0.650 0.645 0.818 0.185 0.115 
 
 







 Figure 5.6 the normalized diffusivity of tracer in gel network with various flexibilities, 
porosity of network is 0.886; (a) by DPD method (b) comparison between DPD and BD 
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In Figure 5.6a, the normalized diffusivity of tracer particle by DPD method for gel 
network withβ=0.886 is shown as a function of the spring constant. Also, a comparison 
of the results between DPD and BS with similar ranges of spring constant is shown in 
Figure 5.6b. The slope of black line (DPD) is about -0.4, while the slop of the line with 
‘●’ symbol (BD) is about -0.8. The difference between the results of BD and DPD is due 
to the difference in the ‘stiffness’ of excluded volume interaction between two methods.  
 
Figure 5.7 presents the normalized diffusivity as a function of porosity for a 
network with k=80. Both results from DPD and BD are shown for comparison. As can be 
seen when the porosity is high enough (≈> 0.96), the results from both methods agree well 
with each other. However, at low porosity, the diffusivity predicted by DPD becomes 
much larger than that by BD. For instance, when the porosity is about 0.82, the difference 
could be a factor of 5. The large difference is attributed to the different interaction forces 














Figure 5.7 Comparison of tracer diffusivity in uncharged gel network with various 
porosities by DPD and BD. 





                                                                                                                                 Chapter 5 
 150
At low porosity, the steric interaction gives rise to the caging effect, which plays a 
dominant role in tracer diffusion. Therefore, this barrier can be described appropriately 
only when one uses a proper model for the steric interaction. In BD, a truncated Lennard-
Jones potential is used, leading to a very strong repulsive force when overlapping is about 
to take place. In DPD method, a very soft steric interaction force is adopted. The repulsive 
force is a linear function of center-to-center distance, allowing for a considerable extent of 
overlapping. In Figure 5.7, the results for DPD using larger values of aij are also shown for 
comparison. As can be seen that an increase in aij (or repulsive force) can decrease the 
tracer diffusing only slightly. It indicates that the DPD method with soft steric effect is not 
appropriate for systems where the steric effect predominates the behavior. To improve, 
one may need to use a stiffer steric interaction, such as the truncated Lennard-Jones 
potential. However, such a change would require the use of a smaller time step, and 


















Figure 5.8 Comparison of tracer diffusivity in charged gel network with various porosities 
by DPD and BD; k=80, Q=12, λ=0.5. ＋＋ repulsively charged, ＋－ oppositely charged. 
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For charged system, the tracer diffusivity in different network by DPD method is 
compared with that by BD simulation method, as shown in Figure 5.8. The spring constant 
of network is 80, and the normalized charge on each bead is 12. the simulation results 
from the two methods show a similar trend, but the tracer diffusivity by DPD is much 
lower than that by BD simulation. This interesting difference may suggest the importance 
of hydrodynamic interaction for charged systems, which has been taken into account in 
DPD simulation. At high porosity, the tracer will encounter one network bead at a time, 
their hydrodynamic interaction affects the dynamics of the tracer and the gel. For 
oppositely charged case, the kinetics of the entrapment and detachment can be slowed 
down by the hydrodynamic interaction. Even for similarly charged case, the tracer will 
experience the electrostatic repulsion from a network bead at a larger distance than the 
steric effect. It can make both the approach and retreat slower, thereby reducing the tracer 
diffusivity. At low porosity, the steric effect is important, but the DPD method with soft 
steric interaction can tolerate overlapping to some extent. Therefore the volume exclusion 
cannot be well reflected. This is responsible for the significant discrepancy between the 
results of tracer diffusion in gel network by the BD and DPD method. It implies that for 
the tracer diffusing in semi-condensed gel system, the DPD method may not be suitable to 
reflect the realistic behavior of tracer, although this method takes into account the 
hydrodynamic interaction. Hydrodynamic screening has been well (Licinio and Teixeira, 
1999; Kagaku, 2001; Kurt et al., 2005) that the hydrodynamics interaction could be 
ignored when the density of system is high enough. However, in charged system, the 
hydrodynamic interaction appears to be important even when the porosity is not very high.   
 




            
         Dissipative Particle Dynamics has been used to study the diffusion behavior of tracer 
particle in gel network. This method can produce the results to reflect some tendency of 
tracer diffusion in gel network or the dynamics of network itself, such as the mean square 
displacement and diffusion coefficient with varying porosity of network and spring 
constant of network. The long-time diffusion coefficient of tracer particle is found to 
decrease with decreasing network porosity and increasing spring constant. However, the 
diffusion behavior of tracer particle in uncharged gel network shows a significant 
difference between the predictions by BD and DPD simulation methods, especially when 
the network porosity is low enough. As a relatively ‘soft’ potential implemented in DPD 
method in contrast to the truncated Lennard-Jones potential representing the excluded 
volume effect in BD method, the steric effect may not be appropriately modeled in DPD 
method. However, for the charged gel network in which the hydrodynamic interaction 
appears important, the mesoscopic approach -DPD is promising if a better description of 
the steric effect can be adopted without compromising the advantage of using a larger time 
step.  




Conclusion and Recommendations 
 
Brownian Dynamics (BD) simulation has been conducted to study the 
self-diffusion of a tracer particles or a polymer chain in a cross-linked gel network based 
on a coarse-grained bead-spring lattice model. For both charged and uncharged systems, 
static and dynamic properties of the tracer particle or chain are calculated and discussed. 
Dissipative Particle Dynamics (DPD) method has also been carried out to examine the 
hydrodynamic interaction for the tracer diffusion in gel network, which is neglected in the 
BD simulation. 
 
6.1 Concluding marks 
 
For tracer particle in gel network, a coarse-grained Brownian dynamics simulation 
has been employed to study the diffusion behavior of tracer particle in a gel network under 
the free draining condition. The simple mesoscopic model based on a bead-spring cubic 
lattice is suitable to explore the long-time tracer diffusion qualitatively without a need to 
implement the structural details of a realistic gel. Four factors are examined: network 
porosity, flexibility, degree of cross-linking and electrostatic interactions. For low enough 
porosities, an increased flexibility or reduced cross-linking can considerably increase the 
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tracer diffusivity owing to a high possibility for the formation of larger openings for the 
tracer to escape from a unit cell to an adjacent one. The electrostatic interaction gives rise 
to distinct behaviors between similarly- and oppositely-charged cases. The tracer 
diffusivity for the latter case is not a monotonic function of the network porosity and 
double layer thickness. This interesting behavior is ascribed to the tracer entrapment by 
the network beads due to the electrostatic attraction. The entrapment effect is strong at 
high porosities, because the tracer-bead pair can hardly be interfered by remaining beads, 
which are far away. At low enough porosity, the tracer diffusivity may also increase with 
increasing cross-linking.    
 
For chain in network, Brownian dynamic simulation is also used to investigate the 
diffusion and conformation of chain molecules in a gel network based on a coarse-grained 
bead-spring model. The chain and network are free-draining, and prohibition of connector 
crossing is not taken into account. Several effects on the chain diffusion and conformation 
have been examined including the chain flexibility, chain length, network flexibility, 
network porosity, and charge. For uncharged systems, a decrease in the chain or network 
flexibility can slow down the chain diffusion. However, the decrease in diffusivity is not 
noticeable unless the flexibility is high enough. The chain diffusivity declines with 
decreasing network porosity, while the end-to-end distance and radius of gyration do not 
show significant changes. At low enough porosity, the chain diffusion takes the mode like 
reptation, evidenced by the change in bond angle distribution. For charged systems, the 
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chain diffusion exhibits different behaviors between the oppositely and similarly charged 
cases. For high network porosity, the chain diffusion could be strongly hindered for the 
oppositely charged cases due to electrostatic entrapment. The chain diffusivity can 
therefore become a non-monotonic function of porosity, in contrast to the behavior of its 
similarly charged counterpart.    
 
To address the hydrodynamic interaction, Dissipative Particle Dynamics has been 
used to study the diffusion behavior of a tracer particle in gel network. This method can 
produce results to show some tendency of tracer diffusion in gel network or dynamics of 
network itself. The long-time diffusion coefficient of the tracer particle is found to 
decrease with decreasing network porosity and increasing spring constant. However, the 
diffusion behavior of tracer particle in uncharged gel network shows a discrepancy 
between BD and DPD, when the network porosity is low enough. As a relatively ‘soft’ 
potential implemented in DPD method in contrast to the truncated Lennard-Jones potential 
representing the excluded volume effect in BD method, the steric effect may not be 
appropriately modeled in DPD method. However, for the charged gel network where the 
hydrodynamic interaction appears important, the mesoscopic approach -DPD is promising 
if a bettermodel for steric effect can be adopted without compromising the advantage of 
using a larger time step.  
 
 





It is important to address two points: the negligence of hydrodynamic interaction 
in the study of BD simulation, and an improvement for the simulation model in BD or 
DPD. Although DPD can include the hydrodynamics interaction, it is still a developing 
method with debate, which could be further improved in the future. Hydrodynamic 
interaction is long-ranged in nature, and can in principle be examined in BD using 
available hydrodynamic models, such as the Rotne-Prager tensor, together with the 
Ewald-sum technique. Although, the corresponding computation will become rather 
intensive, it is interesting to use this approach for the sake of comparison with DPD 
method, as well as for insights into the hydrodynamic interaction when the steric effect is 
also strong. The usually claimed screening effect of hydrodynamic interaction can also be 
examined or verified. On the other hand, a more realistic model could be used with a 
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