In this paper, we propose a new supervised feature extraction algorithm in synthetic aperture radar automatic target recognition (SAR ATR), called generalized neighbor discriminant embedding (GNDE). Based on manifold learning, GNDE integrates class and neighborhood information to enhance discriminative power of extracted feature. Besides, the kernelized counterpart of this algorithm is also proposed, called kernel-GNDE (KGNDE). The experiment in this paper shows that the proposed algorithms have better recognition performance than PCA and KPCA.
Introduction
Synthetic aperture radar (SAR) has been widely used in many fields, such as terrain surveying, marine monitoring, and earth observation, because of its all-time, allweather, penetrating ability and high resolution. SAR automatic target recognition (ATR) is the essential technology in SAR image interpretation and analysis.
Generally, the procedure of SAR ATR can be divided into four major steps: detection, discrimination, feature extraction, and recognition. The goal of detection is to locate the potential region of interest. In the discrimination phase, the region of interest is processed to remove the false alarms. The feature extraction is one of the crucial steps for SAR ATR, which can reduce the dimensionality of SAR images greatly and improve recognition efficiency. Finally, the extracted features of the target clips are recognized in the last stage of SAR ATR system.
It has been observed that many feather extraction techniques have been proposed. Principal component analysis (PCA) and linear discriminant analysis (LDA) were used for SAR image feature extraction [1, 2] because of their simplicity and effectiveness. Both of them are based on a global linear structure and need to transform a two-dimensional image into a one-dimensional vector. This will cause a large calculation burden since feather extraction is implemented in a very highdimensional vector space.
In addition, the kernel trick [3, 4] is applied to extending linear feature extraction algorithms to nonlinear ones. These methods transform input space to other higher or even infinite dimensional inner product space, using nonlinear operators, which is performed by a kernel mapping function. Kernel PCA (KPCA) [5] and kernel LDA (KLDA) [6] describe that in detail.
Recently, the manifold learning algorithm-local preserving projection (LPP) is proposed [7] . But it might not be suitable for SAR ATR, because of its minimization problem, which results in discarding larger principle components.
Based on the manifold learning method, we design neighborhood geometry and target function using the average of similar dispersion of dataset, and then, calculate the linear embedding mapping, according to category information. When this method was extended to vector space, we named it as generalized neighbor discriminant embedding (GNDE). In order to reduce calculation burden, a kernel function was employed to replace the high-dimensional vector inner product. This is the kernel GNDE (KGNDE) method mainly discussed in this paper. It was hoped to solve the nonlinear problem better and improve target identification rate in SAR ATR.
The rest of this paper is organized as follows: We introduce the GNDE in section 2, and KGNDE is proposed in section 3. In section 4, we verify GNDE and KGNDE by the MSTAR database. Finally, we conclude the paper in section 5.
Assume that M is the manifold structure embedded in R m Euclidean space. Given a training set {x i ∈ ℝ m , i = 1, 2, …, N} ⊂ M and their homologous labels {y i ∈ [1, 2, …, c], i = 1, 2, …, N}, where N denotes the total number of training samples in training set, and c is the total class number in the training set. In the integrated class and neighborhood information, GNDE aims at finding a linear embedding map V ∈ ℝ m × l :
, l ≪ m, so that samples in the same class keep their neighborhood information and samples in different classes apart from each other. The object function of GNDE is as follows:
is the affinity weight matrix [8] , which is defined as
where t 1 and t 2 are constants, ε 1 and ε 2 define radius of local neighborhood. Equation 1 shows that maximizing J V makes samples from different classes apart from each other while samples in the same class proximate in the feature space, which is helpful for discrimination.
Referring to (1) and (2), we can infer that
where
Impose an additional constraint:
where E l×l is l × l unit matrix. Finally, optimization problem reduces to find:
Therefore, the optimal embedding map V = [v 1 , v 2 , …, v l ] is the set of orthogonal eigenvectors of M V corresponding to the l largest eigenvalue.
GNDE is formally stated as follows:
1) Compute affinity weight matrix W according to (2) .
2) According to (3) and (4), compute object matrix M V , resolve the maximization problem as (7) and get the optimal embedding map V. 3) Feature extraction: given a testing sample x T , extracted feature is z T = V T x i .
Kernel generalized neighbor discriminant embedding
The kernel function is widely used to enhance the classification of linear dimensionality reduction methods. GNDE can be further improved by kernel function, which is named KGNDE. Assume that a nonlinear mapping φ :
where H is a certain high-dimensional feature space.
The main purpose of KGNDE is to find embedding
According to kernel trick property, Φ = 
The objective function of KGNDE is as follows:
where w ij is defined as (2) . Based on kernel theory, each element of kernel matrix
N × N is as follows:
Sometimes, we use Gauss or polynomial function instead of (9) . Furthermore, we can recompute k(z i ):
According to (8) and (10), we can get
Define an object matrix M K ,
We can infer that
Impose the additional constraint:
Finally, the object function can be written as:
Therefore, the optimal embedding map A = [α 1 , α 2 , …, α l ] is the set of orthogonal eigenvectors of M K corresponding to the l largest eigenvalue. 
KGNDE is formally stated as follows:
1) Compute the affinity weight matrix W according to (2) , compute kernel matrix K according to (9) . 2) According to (11) and (12), compute the object matrix M K , resolve the maximization problem as (15) and get the optimal embedding map A. 3) Feature extraction: given a testing sample
Now, we concern the computational complexity of the proposed algorithms. In most cases, the number of training samples is less than the dimension of the training sample (N ≪ m). Therefore, like most of other feature extraction methods, the computational bottlenecks of GNDE and KGNDE are solving the generalized eigenvalue problems, whose computational complexity are O(m 3 ) and O(N 3 ), respectively.
Experiment
We use the Moving and Stationary Target Acquisition and Recognition (MSTAR) dataset to evaluate GNDE and KGNDE. The training dataset contains SAR images at the depression angle 17°, and testing dataset contains SAR images at the depression angle 15°. Both training dataset and testing dataset cover full 0°~360°aspect ranges. Table 1 lists a detailed information about the type and number included in the training and testing datasets [9] .
Experiment steps
1) Image pre-processing: Speckle suppression and target segmentation are used for removing speckles and background clutters, respectively. Then we use gray enhancement based on power function to enhance information in the dataset. Finally, we get 2) Feature extraction: Both GNDE and KGNDE are utilized to extract feature of DATA. In order to examine recognition performance of these methods, PCA and KPCA are also used to extract feature. In this paper, both KPCA and KGNDE use polynomial function as the kernel function, as is shown in (16):
where μ is the function parameter. In this paper, we choose μ = 5. 3) Classification: Nearest neighbor classifier (NNC) [10] is utilized to classify extracted feature based on this algorithm.
Experiment results
Firstly, we compare GNDE with PCA. As is shown in Figure 4 , GNDE performs better than PCA. PCA is an unsupervised method based on a linear structure, while GNDE is a supervised method based on manifold structure. Global linear structure is not applicable for highdimensional dataset, but manifold structure is. Besides, supervised method is conducive to cluster so that classification is easier. Therefore, GNDE is superior to PCA. Secondly, KGNDE is compared with KPCA. From Figure 5 , we can see that KGNDE performs better than KPCA as well. The kernel trick can handle nonlinear problems in a high-dimensional dataset. However, KGNDE is a supervised method based on not only the kernel trick but also the manifold structure. The manifold structure can fit the real structure of the dataset, and the supervised method is a benefit to classification. So, KGNDE performs better than KPCA.
Finally, as is shown in Table 2 , KGNDE performs slightly poorer than GNDE. Recognition performance of kernel trick is closely related to kernel functions; polynomial function may not be suitable for DATA feature extraction.
Conclusions
Feature extraction is the key step in SAR ATR. In this paper, a new feature extraction algorithm and its kernel counterpart are proposed. Based on the manifold structure, both GNDE and KGNDE get linear transformation to achieve low-dimensional embedding of the dataset. Compared with the linear structure, the manifold ways can detect the underlying nonlinear structure, which preserves local information so that manifold ways is more robust. In addition, GNDE and KGNDE are supervised methods. Through these algorithms, the extracted feature can gain better clustering effect than unsupervised methods, which is helpful for classification. 
