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Introduction.
The so-called “Mackey functors” associated to a finite group G have long
been a standard tool both in group theory and in algebraic topology, where
they appear as natural coefficients for G-equivariant cohomology theories.
The reader can find modern introductions to Mackey functor in the topo-
logical context e.g. in [LMS], [M], [tD], or a more algebraic treatment in
[T]. A derived version of the theory has been suggested in [K2].
In topological applications, the group G does not have to be finite — one
can generalize the notion of a Mackey functor to allow G to be an arbitrary
compact Lie group equipped with its standard topology.
The goal of the present paper is to suggest another generalization. We
do not equip G with any topology, but we do not require it to be finite —
we only require that G is finitely generated.
We should note that formally, the definition of a G-Mackey functor de-
pends not on the group G but on the category of finite G-sets. Thus already
in the original definition, one can allow G to be infinite — it is only G-sets
we consider that have to be finite. However, the finer points of the theory
break down, and the resulting category of G-Mackey functors seems not to
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be the right thing to consider. What we suggest in the present paper is an
alternative theory of “Mackey profunctors” that seems to behave better and
preserve most of the nice properties of Mackey functors for finite groups. In
fact, our theory is a “profinite completion” of the usual theory — roughly
speaking, giving a G-Mackey profunctor is equivalent to giving a system of
W -Mackey profunctors for all finite quotients W of the group G, related by
some natural compatibility maps. This allows to transfer most of the finite
theory to our profinite case without much effort.
We note that both the naive generalization of Mackey functors and our
theory of Mackey profunctors only depend on the profinite completion Ĝ
of the group G. This is still a compact group with respect to its natural
profinite topology. However, the topology is very different from the standard
topology on Lie groups, and the theory we develop also looks differently —
in effect, it is completely orthogonal to the theory of Mackey functors for
compact Lie groups. At present, we do not know whether there is a general
context that unifies the two.
Formally, the theory developed in the paper is self-contained, and the
whole paper could be considered simply en extended exercise in homolog-
ical algebra. However, given the length of the exercise, we should say at
least a couple of words about motivations. These are twofold. Firstly, one
can wonder whether there is a meaningful stable equivariant homotopy the-
ory for profinite groups, and treat the theory of Mackey profunctors as a
first step in this direction – a sort of homological approximation of the full
homotopical theory. This point of view has been suggested recently by C.
Barwick in [B], and it looks extremely interesting. Our motivations are more
mundane and have to with Topological Cyclic Homology of [BHM]. Here
the relevant topological group has long been understood to be the unit circle
S1. In practice, what one considers is not the full unit circle but all its finite
subgroups — that is, the subgroups Z/nZ ⊂ S1 formed by roots of unity
of order n, n ≥ 1. However, one can package the same groups differently
— they are also finite quotients of the infinite cyclic group Z. Does this
have any relevance for Topological Cyclic Homology? At present, we do not
know the answer, but we strongly suspest that it is positive. In particular,
a compatible system of Z/nZ-Mackey functors generated by a Z-Mackey
profunctor in our sense looks quite similar to the projective system used to
define the spectrum TR(A) associated to a ring spectrum A.
In spite of the fact that our main interest is in the group Z, we found out
that the theory in full generality is actually more transparent (in particular,
the fact that Z is commutative obscures things). Thus we start with a
completely arbitrary group G. At some point in the story, we need to
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require it to be finitely generated, but this is the only restriction. We develop
profinite counterparts both for the classic theory of Mackey functors and for
its derived version constructed in [K2].
The paper is organized as follows. Section 1 contains preliminaries and
notation. Section 2 is a brief recapitulation of the standard theory of Mackey
functors. Section 3 introduces G-Mackey profunctors and contains the be-
ginning of the theory, up to the point when we need to go to the derived
setting. In particular, we introduce the notion of a “normal system”, an
axiomatization of a compatible family of W -Mackey functors for all the fi-
nite quotients W of the group G. To go to the derived setting, we use some
technology developed in [K2]. In Section 4, we recall this technology and
we develop it further (in particular, Subsection 4.3 is new). Section 5 is also
new — while its main result is a version of a result proved in [K2], we give an
alternative proof that is easier and cleaner. In Section 6, we start develop-
ing the theory of derived Mackey profunctors. We use both the technology
of [K2] and new tools created for this paper. These new tools also allow to
clean up and strengthen some of the results of [K2]; we take the opportunity
to do so in Section 7. Then in Section 8, we continue with derived Mackey
profunctors, and we prove the results that depend on a derived version of the
notion of a normal system. Finally, in Section 9, we show how our abstract
machinery works in the particular case G = Z, the infinite cyclic group.
Acknowledgements. A large part of this work was done in April 2014,
during my visit to J. Dieudonne´ Laboratory of the University of Nice-Sophia
Antipolis, with its wonderful people and great working atmosphere. I am
very grateful to E. Balzin and C. Simpson for setting up the visit, and
for many useful discussions. In fact, the only distractions during my visit
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it has become, reaching new lows each week. I am grateful to the people
of Ukraine for their courage and humanity, since this is the only thing that
stands between us and complete darkness, and I wish them total victory in
the struggle against their barbarian neighbor.
1 Preliminaries.
We start with recalling some facts about combinatorics of simplicial sets
and homology of small categories that we will need in the paper. All the
material is quite standard; we mostly include it to fix notation.
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1.1 Homology of small categories. For any two objects c, c′ ∈ C of a
category C, we will denote by C(c, c′) the set of maps in C from c to c′. For
any object c ∈ C in a category C, we will denote by C/c the category of
objects c˜ ∈ C equipped with a map c˜→ c. Any map f : c→ c′ in C induces
a functor
(1.1) f! : C/c→ C/c
′
sending a map c˜→ c to its composition with f , and if C has fibered products,
then this functor has a right-adjoint
(1.2) f∗ : C/c′ → C/c
sending a map c˜→ c′ to the natural projection c˜×c′ c→ c.
For any category C, an inverse system {ci} of objects in C is a collection
of objects ci ∈ C, i ≥ 1, equipped with transition maps ci+1 → ci.
For any small category C and ringR, we denote by Fun(C, R) the category
of functors from C to the category of R-modules. For any R-module M , we
will denote by MC ∈ Fun(C, R) the constant functor with value M , and we
will sometimes shorten it toM if C is clear from the context. For any object
c ∈ C, we will denote by Mc ∈ Fun(C, R) the representable functor given by
(1.3) Mc(c
′) =M [C(c, c′)],
the sum of copies of M numbered by elements in the set of maps C(c, c′).
The category Fun(C, R) is abelian. We denote its derived category by
D(C, R). If C is the point category pt, so that Fun(pt, R) is the category
of R-modules, we shorten the notation by setting D(R) = D(pt, R), the
derived category of R-modules. Representable objects Mc of (1.3) generate
the category D(C, R) in the sense that every object E ∈ D(C, R) can be
represented by an h-projective complex whose terms are sums of objects of
the form (1.3).
For any functor γ : C → C′ between small categories, composition with
γ gives a pullback functor γ∗ : Fun(C′, R) → Fun(C, R). It has a left and a
right-adjoint functor known as the left and the right Kan extension; we
denote them by γ!, γ∗ : Fun(C, R) → Fun(C
′, R). The derived functors
L
q
γ!, R
q
γ∗ : D(C, R) → D(C
′, R) are left resp. right-adjoint to the pull-
back functor γ∗ : D(C′, R) → D(C, R). If C′ is the point category pt, and
τ : C → pt is the tautological projection, then the Kan extension functors
τ!, τ∗ are just the colimit and limit over the small category C. We denote
C q(C, E) = L
q
τ!E ∈ D(R)
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for any E ∈ Fun(C, R). The homology groups H q(C, E) of this complex are
by definition the homology groups of the category C with coefficients in E.
In some situations, computing the derived Kan extensions is easy. For
any example, for any c ∈ C, γ : C → C′ and R-module M , we have
(1.4) L
q
γ!Mc ∼=Mγ(c),
where Mc, Mγ(c) are the representable functors (1.3). Another case is a
functor γ : C → C′ that admits a right-adjoint δ : C′ → C. Then we have a
natural isomorphism
γ! ∼= δ
∗,
and in particular, γ! is an exact functor, so that we also have an isomorphism
(1.5) L
q
γ! ∼= δ
∗
on the level of derived categories.
Given a small category C, two algebras R1, R2 flat over a commutative
ring k, and two objects E1 ∈ Fun(C, R1), E2 ∈ Fun(C, R2), we denote by
E1 ⊗k E2 ∈ Fun(C, R1 ⊗k R2)
their pointwise tensor product, and we use the same notation for the de-
rived pointwise tensor product of objects in the derived categories D(C, R1),
D(C, R2). If k is clear from context, we drop it from notation. If we have
two small categories C1, C2, and objects E1 ∈ D(C, R1), E2 ∈ D(C, R2), then
their box product is given by
E1 ⊠k E2 = π
∗
1E1 ⊗k π
∗
2E2 ∈ D(C1 × C2, R1 ⊗k R2),
where π1, π2 are projections from C1×C2 to C1 resp. C2. Again, if k is clear
from context, we drop it from notation.
Assume given two small categories C, C1, a ring R, and an object T ∈
Fun(C1,Z). Define a functor j
T
C : D(C, R)→ D(C × C1, R) by setting
(1.6) jTC (E) = E ⊠ T.
If we have another small category C′ and a functor γ : C′ → C, we have an
obvious isomorphism
(1.7) (γ × id)∗ ◦ jTC
∼= jTC′ ◦ γ
∗.
We will need the following easy result.
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Lemma 1.1. Assume that for any object c ∈ C1, T (c) is a finitely generated
flat Z-module. Then for any small category C, the functor jTC of (1.6) has
a left-adjoint lTC : D(C × C1, R) → D(C, R), and for any functor γ : C
′ → C
between small categories, the base change map
(1.8) lTC′ ◦ (γ × id)
∗ → γ∗ ◦ lTC
induced by the isomorphism (1.7) is itself an isomorphism.
Proof. Since the category D(C × C1, R) is generated by objects Mc×c1 of
(1.3), c × c1 ∈ C × C1, M an R-module, it suffices to construct l
T
C for such
objects. By adjunction, it is given by
(1.9) lTC (Mc×c1) =Mc ⊗ T (c1).
To prove that (1.8) is an isomorphism, it again suffices to check it after
evaluating at an object Mc×c1 , and moreover, it suffices to consider the case
when C′ = pt is a point category. In this case, the claim immediately follows
from (1.3) and (1.9). 
1.2 Fibrations and cofibrations. Throughout the paper, we will heav-
ily use the machinery of [SGA]. To fix the terminogoly, here are the basic
ingredients.
• A morphism f : c1 → c2 in a category C
′ is cartesian with respet to
a functor γ : C′ → C if any f ′ : c′1 → c2 with π(f) = π(f
′) factors
uniquely as f ′ = p ◦ f with invertible π(p).
• A functor π : C′ → C is a prefibration if for any c ∈ C′ and any
morphism f : b → π(c) in C, there exists a cartesian f ′ : b′ → c with
π(f ′) = f .
• A prefibration is a fibration if the composition of any two cartesian
maps is cartesian.
• For any map f : b′ → b in C, the associated transition functor f∗ :
π−1(b) → π−1(b′) between fibers of a fibration π : C′ → C sends
c ∈ π−1(b) to the source c′ of the cartesian map f ′ : c′ → c with
π(f ′) = f (one checks that this is functorial, and f∗ is well-defined up
to a canonical isomorphism).
• For any two fibrations γ1 : C1 → C, γ2 : C2 → C, a functor F : C1 → C2
such that γ1 ∼= γ2◦F is cartesian if it sends cartesian maps to cartesian
maps.
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The notions of a cocartesian map, a cofibration π : C′ → C, a transition
functor f∗ : π
−1(b′) → π−1(b), and a cocartesian functors are obtained by
passing to opposite categories.
For any cartesian square
(1.10)
C′1
γ′
1−−−−→ C′
ν1
y yν
C1
γ1
−−−−→ C
of small categories, if γ is a fibration or a cofibration, then γ′ is also a
fibration resp. a cofibration. Moreover, for any cartesian functor F : C1 → C2
between fibrations γ1 : C1 → C, γ2 : C2 → C, and an arbitrary functor
ν : C′ → C, we can form the commutative diagram
(1.11)
C′1
F ′
−−−−→ C′2
γ′
2−−−−→ C′
ν1
y ν2y yν
C1
F
−−−−→ C2
γ2
−−−−→ C
with cartesian squares. Then γ′2, γ
′
1 = F
′ ◦ γ′2 are fibrations, the functor F
′
is cartesian, and for any ring R, the isomorphism F
′∗ ◦ ν∗2
∼= ν∗1 ◦F
∗ induces
by adjunction a base change map
(1.12) ν∗2 ◦R
q
F∗ → R
q
F ′∗ ◦ ν
∗
1 .
Dually, if γ1, γ2 are cofibrations, and F is cocartesian, we have the base
change map
(1.13) L
q
F ′! ◦ ν
∗
1 → ν
∗
2 ◦ L
q
F!.
We prove the following easy result for which we could not find a convenient
reference.
Lemma 1.2. If F in (1.11) is a cartesian functor between fibrations, then
the base change map (1.12) is an isomorphism, and if F is a cocartesian
functor between cofibrations, then (1.13) is an isomorphism.
Proof. We will prove the claim for cofibrations; the proof for fibrations is
dual. First of all, it clearly suffices to prove the claim when C′ = pt, and ν
is the embedding onto an object c′ ∈ C. Next, the category Fun(C1, R) is
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generated by representable functors (1.3), so it suffices to prove that for any
c ∈ C1 and any R-module M , the natural map
ν∗2L
q
F!Mc → L
q
F ′! ν
∗
1Mc
is an isomorphism. By (1.4), we have L
q
F!Mc ∼=MF (c), and since γ1, γ2 are
cofibrations, (1.3) gives canonical identifications
ν∗1Mc
∼=
⊕
f∈C(γ1(c),c′)
Mf∗(c), ν
∗
2MF (c)
∼=
⊕
f∈C(γ1(c),c′)
Mf∗(F (c)).
Since F is cocartesian, we have f∗(F (c)) ∼= F (f∗(c)), so that to finish the
proof, it remains to notice that L
q
F ′!Mf∗(c)
∼=MF (f∗(c)) by (1.4). 
In particular, by taking C2 = C, we can apply Lemma 1.2 to any cartesian
diagram (1.10). This shows that for any cofibration γ : C′ → C and any
E ∈ D(C′, R), the value of the Kan extension L
q
γ!E at some object c ∈ C
can be expressed as
L
q
γ!E(c) ∼= H q(γ
−1(c), E),
where γ−1(c) ⊂ C′ is the fiber of the cofibration γ over c.
If γ : C′ → C is not a cofibration, then it can still be factorized as
(1.14) C′
e
−−−−→ γ\C
t
−−−−→ C,
where γ\C is the comma-category of the functor γ (that is, the category
of triples 〈c′, c, f〉, c′ ∈ C′, c ∈ C, f : γ(c′) → c), t is the natural projec-
tion sending 〈c′, c, f〉 to c, and e is the natural embedding sending c′ to
〈c′, γ(c), id〉. Then t is a cofibration, while e has a right-adjoint s : γ\C → C′
sending 〈c′, c, f〉 to c′. Therefore by (1.5), we have
L
q
γ! ∼= L
q
t! ◦ L
q
e! ∼= L
q
t! ◦ s
∗.
In particular, if M is an R-module, and MC′ ∈ Fun(C
′, R) is the constant
functor with value M , then s∗MC′ ∼=Mγ\C ∈ Fun(γ\C, R), and we have
(1.15) L
q
γ!M ∼= L
q
t!M.
For example, let C′ = pt, the point category, embedded by γ to an object
c ∈ C. Then (1.14) reads as
pt −−−−→ c\C
t
−−−−→ C,
where c\C is the category of objects c′ ∈ C equipped with a map c → c′,
and t is the tautological projection forgetting the map. In this case, the
cofibration t is discrete, so that t! is an exact functor, and we have
(1.16) L
q
γ!M ∼= γ!M ∼= t!M ∼=Mc,
where Mc is the representable functor (1.3).
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1.3 Pointed sets. We will denote by Sets the category of sets, with ∅
being the empty set and pt being the one-element set. A pointed set is a set
S equipped with a distinguished element o ∈ S. We will denote the category
of pointed sets by Sets+. For any set S equipped with a subset A ⊂ S, we
denote by S/A ∈ Sets+ the pointed set obtained by the pushout square
A −−−−→ Sy y
pt
i
−−−−→ S/A,
with the distiguished element i(pt) ∈ S/A. For example, for any set S, the
quotient S+ = S/∅ is given by
(1.17) S+ = S ⊔ {o},
that is, the union of S with a new element o which we take as distinguished.
The functor Sets → Sets+ sending S to S+ is left-adjoint to the forgetful
functor Sets+ → Sets. The category Sets+ has finite coproducts given by
(1.18) S ∨ S′ = (S ⊔ S′)/{o, o′},
and we have (S ⊔ S′)+ = S+ ∨ S
′
+ for any two sets S, S
′ ∈ Sets. The smash
product S ∧ S′ of two pointed sets S, S′ ∈ Sets+ is given by
(1.19) S ∧ S′ = (S × S′)/(({o} × S′) ∪ (S × {o′})),
and we have (S × S′)+ = S+ ∧ S
′
+. The one-point set ∅+ is both the initial
and the terminal object of Sets+, and for any S ∈ Sets+, we have
(1.20) S ∧ ∅+ = ∅+.
1.4 Simplicial objects. As usual, we denote by ∆ the category of non-
empty finite totally ordered sets, – or in other words, finite ordinals, – with
[n] ∈ ∆ being the set with n elements, n ≥ 1. A simplicial object in a
category C is a functor ∆o → C from the opposite category ∆o. More
generally, an n-simplicial object is a functor (∆o)n → C from the n-fold
self-product (∆o)n = ∆o × · · · × ∆o; we extend it to n = 0 by setting
(∆o)0 = pt, so that a 0-simplicial object is just an object in C. We denote
the category of n-simplicial objects in C by (∆o)nC. For any object c ∈ C
and any n-simplicial object c′ ∈ (∆o)nC, we denote by C(c, c′) ∈ (∆o)n Sets
the n-simplicial set given by
(1.21) C(c, c′)([m]) = C(c, c′([n])), [m] ∈ (∆o)n.
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For any abelian category E , we have the Dold-Kan equivalence
(1.22) ∆oE ∼= C≥0(E)
between ∆oE and the category C≥0(E) of chain complexes in E concentrated
in non-negative homological degrees. The equivalence sends a simplicial
object E ∈ ∆oE to its normalized chain complex C q(E). For any ring R and
any E ∈ Fun(∆o, R), the complex C q(E) it quasiisomorphic to the homology
complex C q(∆o, E).
For any simplicial set S ∈ ∆o Sets and any abelian group M , we have
the standard normalized chain complex
(1.23) C q(X,M)
that computes the homology of X with coefficients in M . If we consider the
functor M [X] ∈ Fun(∆o,Z) given by
(1.24) M [X]([n]) =M [X([n])],
then the complex (1.23) corresponds to M [X] under the Dold-Kan equiv-
alence (1.22). In particular, it computes the homology of the category ∆o
with coefficients in M [X], so that we have a natural quasiisomorphism
C q(X,M) ∼= C q(∆o,M [X]).
For an n-simplicial set X, there are two ways to define homology. Firstly,
we can consider the restriction δ∗X ∈ ∆o Sets with respect to the diagonal
embedding δ : ∆o → (∆o)n, and set
C q(X,M) = C q(δ∗X,M).
Secondly, we can take
C q(X,M) = C q((∆o)n,M [X]),
where M [X] has the same meaning as in (1.24). The two definitions are the
same up to a quasiisomorphim: for any ring R and any E ∈ Fun((∆o)n, R),
the adjunction map gives a canonical quasiisomorphism
(1.25) C q(∆o, δ∗E)→ C q((∆o)n, E).
In particular, for any two simplicial sets X1,X2 ∈ ∆
o Sets, their box product
X1 ⊠X2 is a 2-simplicial set given by
X1 ⊠X2([n1]× [n2]) = X1([n1])×X2([n2]),
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the restriction δ∗(X1 ⊠ X2) is the pointwise product X1 × X2, and (1.25)
gives the Ku¨nneth quasiisomorphism
C q(X1 ×X2,Z) ∼= C q(X1 ⊠X2,Z) = C1(X1,Z)⊗ C2(X2,Z).
For pointed simplicial set X ∈ ∆o Sets+, the reduced chain complex is given
by
C q(X,Z) = C q(Z,Z)/Z · o,
there o ∈ X([1]) is the distiguished element. For reduced chain complexes,
the Ku¨nneth formula reads as
C q(X1 ∧X2,Z) ∼= C q(X1,Z)⊗ C q(X2,Z),
where X1 ∧ X2 is the pointwise smash product of pointed simplicial sets
X1,X2 ∈ ∆
o Sets+.
1.5 Contractible simplicial sets. Denote by ∆+ ⊂ ∆ the subcategory
of non-empty finite ordinals and maps between them that send the terminal
element to the terminal element. The embedding ∆+ ⊂ ∆ has a left-adjoint
functor κ : ∆ → ∆+ that adds a new terminal element to an ordinal. We
will denote by [n]+ ∈ ∆+, n ≥ 0 the ordinal with n + 1 elements, so that
κ([n]) = [n]+.
We say that a 0-simplicial set S ∈ Sets is contractible if S = pt, and we
introduce the following inductive definition.
Definition 1.3. For any n ≥ 1, an n-simplicial set X ∈ (∆o)n Sets is con-
tractible if we have
X ∼= (κ× idn−1)∗X˜
for some functor X˜ : ∆o+ × (∆
o)n−1 → Sets called an extension of X, and
the restriction of X˜ to [0]+ × (∆
o)n−1 ⊂ ∆o+ × (∆
o)n−1 is a contractible
(n− 1)-simplicial set.
We say that a pointed n-simplicial set is contractible if it becomes con-
tractible after forgetting the distiguished point, and we note that the prod-
uct of contractible n-simplicial sets and the smash-product of contractible
pointed n-simplicial sets is obviously contractible. Moreover, by (1.20), the
smash product S ∧X of a contractible pointed n-simplicial X and a pointed
set S is automatically contractible.
Lemma 1.4. For any contractible n-simplicial set X, we have a natural
isomorphism
C q(X,Z) ∼= Z.
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Proof. Applying (1.25) inductively, we see that it suffices to prove that for
any E ∈ Fun(∆o+,Z), the natural map
C q(∆o, κ∗E)→ E([0]+)
is a quasiisomorphism. Since κ : ∆o → ∆o+ is right-adjoint to the embedding
∆o+ ⊂ ∆
o, we have
C q(∆o, κ∗E) ∼= C q(∆o+, E),
and since [0]+ ∈ ∆
o
+ is the terminal object, the claim is obvious. 
We will need the following standard examples of contractible n-simplicial
sets.
Example 1.5. For any n ≥ 0, the elementary n-simplex In ∈ ∆
o Sets given
by
In([m]) = ∆([m], [n + 1]), [m] ∈ ∆
o
is contractible (I˜n ∈ ∆
o
+ Sets is given by In([m]+) = ∆+([m]+, [n]+)).
Example 1.6. Let ρ : ∆→ Sets be the forgetful functor taking an ordinal
to itself considered simply as a set, and extend it to the forgetful functor
ρ+ : ∆+ → Sets+ by taking the terminal element as the distiguished point.
For any set S, let ES ∈ ∆o Sets be the simplicial set given by
ES([n]) = Sn = Sets(ρ([n]), S).
Then as soon as S is not empty, ES is contractible – to obtain an extension
E˜S ∈ ∆o+ Sets, let
E˜S([n]+) = Sets+(ρ+([n]+), S),
where we choose an arbitrary element in S and treat it as a pointed set.
Example 1.7. For any simplicial set X ∈ ∆o Sets, let C(X) be the 2-
simplicial pointed set obtained by pushout square
X ⊠ {s, t} −−−−→ {s, t}y y
X ⊠ I −−−−→ C(X),
where I = I1 ∈ ∆
o Sets is the simplicial interval, {s, t} ⊂ I is the constant
simplicial set formed by its two ends, and we choose s ∈ {s, t} ⊂ C(X) as
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the distiguished point. Then if X is contractible, C(X) is also contractible.
Indeed, an extention C˜(X) : ∆o+ ×∆
o → Sets is given by the same square
with X replaced by its extension X˜ , and since X˜([0]+) must be the one-
element set pt, the restriction of C˜(X) to [0]+ ×∆
o is the interval I.
Remark 1.8. Example 1.7 is the reason we need to bother with n-simplicial
sets – I do not know whether one can define a contractible C(X) ∈ ∆o Sets+
with the same properties.
1.6 Triangulated categories. Finally, we need some results on triangu-
lated categories. It is worthwhile to mention that as in [K2], our notion of a
triangulated category is the original one of Verdier, with derived categories
D(C, R) giving examples. We also assume known the notion of a t-structure
on a triangulated category D introduced in [BBD], and the fact that such a
structure is completely defined by the subcategories D≤i ⊂ D, i an integer.
The standard t-structure on D = D(C, R) is obtained by taking as D≤i(C, R)
the full subcategory spanned complexes concentrated in cohomological de-
grees ≤ i. For any t-structure, we denote by D− ⊂ D the union of all the
full subcategories D≤i ⊂ D.
For an inverse system Ei of objects in a triangulated category D with
infinite products, the telescope Tel(Ei) is defined by the distiguished triangle
(1.26) Tel(Ei) −−−−→
∏
iEi
id−t
−−−−→
∏
iEi −−−−→ ,
where t is the product of the transition maps Ei+1 → Ei. If we throw away a
finite number of terms in the inverse system, the telescope does not change,
and if the inverse sysem is a constant one with value E, then its telescope
is also isomorphic to E. If D = D(C, R), then the inverse system Ei comes
from an inverse system of complexes in Fun(C, R), and we have
(1.27) Tel(Ei) ∼= lim
i
←
q
Ei,
where lim
q
in the right-hand side is the derived functor of the inverse limit.
Analogously, for a direct system Ei of objects in C, its telescope tel(Ei)
is defined by the distinguished triangle
(1.28)
⊕
iEi
id−t
−−−−→
⊕
iEi −−−−→ tel(Ei) −−−−→ ,
where t is the sum of the transition maps Ei → Ei+1. It enjoys the properties
similar to Tel. Moreover, if D = D(R) is the derived category of modules
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over a ring R – or more generally, the derived category of an abelian category
satisfying AB5 – then the homology objects HH q(tel(Ei)) are given by
HH q(tel(Ei)) = lim
i
→
HH q(Ei),
where HH q(Ei) are the homology objects of Ei.
We will also need one more technical result. Assume given two triangu-
lated categories D1, D2, and a pair of triangulated functors ϕ : D2 → D1,
ρ : D1 → D2 such that ρ is right-adjoint to ϕ. Moreover, assume given
full triangulated subcategories D′1 ⊂ D1, D
′
2 ⊂ D2 such that the quo-
tients D1/D
′
1, D2/D
′
2 are well-defined, and denote by q1 : D1 → D1/D
′
1,
q2 : D1 → D1/D
′
1 the quotient functors. Finally, assume that D
′
1 ⊂ D1 is
left-admissible – that is, q1 has a right-adjoint functor r : D1/D
′
1 → D1.
Lemma 1.9. In the assumptions above, assume that ϕ : D2 → D1 sends
D′2 ⊂ D2 into D
′
1 ⊂ D1, thus induces a functor
ϕ : D2/D
′
2 → D1/D
′
1.
Then the functor
ρ = q2 ◦ ρ ◦ r : D1/D
′
1 → D2/D
′
2
is right-adjoint to the functor ϕ.
Proof. We note that if the projection q2 has a left-adjoint functor l :
D2/D
′
2 → D2, the statement is obvious: ρ is right-adjoint to q1 ◦ ϕ ◦ l
∼=
ϕ ◦ q2 ◦ l, and since q2 is the localization functor, l must be fully faithful, so
that q2 ◦ l ∼= Id.
In the general case, note that for an arbitrary object E ∈ D2, we have a
natural map
(1.29) q2(E)
q2(a(ϕ))
−−−−−→ (q2 ◦ ρ ◦ ϕ)(E)
(q2◦ρ)(a(q1))
−−−−−−−−→ (q2 ◦ ρ ◦ r ◦ q1 ◦ ϕ)(E)
where a(ϕ) : Id → ρ ◦ ϕ, a(q2) : Id → r ◦ q1 are the adjunction maps, and by
definition, we have
(q2 ◦ ρ ◦ r ◦ q1 ◦ ϕ)(E) ∼= (q2 ◦ ρ ◦ r ◦ ϕ ◦ q2)(E) = (ρ ◦ ϕ)(q2(E)).
The map (1.29) is functorial in E, and since q2 is a localization functor, it
induces a map
a(ϕ) : Id → ρ ◦ ϕ.
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Analogously, for any E ∈ D1, we have a diagram
(ϕ ◦ ρ ◦ r ◦ q1)(E)
a(ρ)
−−−−→ (r ◦ q1)(E)
a(q1)
←−−−− E,
where a(ρ) : ρ ◦ ϕ → Id is the adjunction map, and by the definition of
Verdier localization, it induces a map
a(ρ) : ϕ ◦ ρ→ Id .
To prove that the maps a(ϕ) and a(ρ) define an adjunction between ϕ and
ρ, it remains to check that the composition morphisms
ρ
a(ρ)
−−−−→ ρ ◦ ϕ ◦ ρ
ρ(a(ϕ))
−−−−→ ρ, ϕ
ϕ(a(ρ))
−−−−→ ϕ ◦ ρ ◦ ϕ
a(ϕ)
−−−−→ ϕ,
are equal to the identity maps. This is a straightforward exercise that we
leave to the reader. 
2 Recollection on Mackey functors.
We will also need some facts from the classical theory of Mackey functors;
this is reasonably well-known, but we include a brief sketch for the conve-
nience of the reader. We follow the exposition in [K2, Section 2].
2.1 Definitions. For any group G, let BG be the category with the same
objects as ΓG, the category of finite G-sets, and with Hom-sets given by
(2.1) BG(S1, S2) = Z[Iso(ΓG/S1 × S2)]/([S ⊔ S
′]− [S]− [S′]).
That is, BG(S1, S2) is the free abelian group spanned by isomorphism classes
of diagrams
(2.2) S1 ←−−−− S −−−−→ S2
in ΓG, modulo the relations [S ⊔S
′] = [S] + [S′], where ⊔ stands for disjoint
union. Composition of diagrams is defined by taking fibered products. One
checks easily that BG is an additive category, with direct sum given by
disjoint union of G-sets.
Definition 2.1. A G-Mackey functor with values in some ring R is an addi-
tive functor from BG to the category ofR-modules. The category of R-valued
G-Mackey functors is denoted by M(G,R).
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Example 2.2. For any S ∈ ΓG, let A(S) = B
G(pt, S), where pt is the one-
point set with the trivial G-action. Then A is a Z-valued Mackey functor
known as Burnside Mackey functor. Explicitly, we have
A(S) = Z[Iso(ΓG/S)]/([S ⊔ S
′]− [S]− [S′]).
We further note that if S = pt, then A(pt) = BG(pt, pt) is a ring, known
as the Burnside ring of the group G and denoted AG. As a group, AG is
freely generated by the set of isomorphisms classes of G-orbits, that is, G-
sets of the formG/H, H ⊂ G a cofinite subgroup. The product is induced by
the cartesian product of orbits. In particular, it is obviously commutative.
Moreover, for a G-orbit S = G/H, we have a natural equivalence
(2.3) ΓG/S ∼= ΓH ,
so that A(G/H) = AH , the Burnside ring of the group H. For any ring R,
the Burnside ring AG maps naturally to the center of the category M(G,R)
– that is, for any M ∈ M(G,R) and any a ∈ AG, we have a natural map
a : M → M . Explicitly, if a = [S0] ∈ A
G is the class of a G-set S0 ∈ ΓG,
then for any S ∈ ΓG, the map a(S) : M(S) → M(S) corresponds to the
diagram
(2.4) S
f
←−−−− S × S0
f
−−−−→ S,
where f : S × S0 → S is the natural projection.
A useful alternative description of Mackey functors is due to Lindner [L].
Let QΓG be the category with the same objects as ΓG, and with morphisms
given by isomorphism classes of diagrams (2.2). Then by definition, both
ΓG and the opposite category Γ
o
G are subcategories in QΓG: objects are the
same, and a diagram (2.2) defines a map in ΓG ⊂ QΓG resp. Γ
o
G ⊂ QΓG if
and only if the map S → S1 resp. S → S2 is an isomorphism.
Definition 2.3. A functor M from ΓoG to an additive category is additive
if the natural map
(2.5) M(S1 ⊔ S2)→M(S1)⊕M(S2)
is an isomorphism for any S1, S2 ∈ ΓG. A functor M from QΓG is additive
if so is its restriction to ΓoG ⊂ QΓG.
Then for any ring R, the full subcategory
Funadd(QΓG, R) ⊂ Fun(QΓG, R)
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spanned by additive functors is naturally identified with M(G,R), and the
embedding has a left-adjoint additivization functor
(2.6) Add : Fun(QΓG, R)→ Funadd(QΓG, R) ∼=M(G,R).
The maps (2.5) for all S1, S2 ∈ ΓG can be bundled together into a single
map of functors
s∗ → p∗1 ⊕ p
∗
2,
where we denote by p1, p2 : QΓG × QΓG → QΓG the natural projections,
and we denote by s : QΓG ×QΓG → QΓG the disjoint union functor. Then
M ∈ Fun(QΓG, R) is additive if and only if the map s
∗M → p∗1M ⊕ p
∗
2M is
an isomorphism. We also note that s is right and left-adjoint to the diagonal
embedding δ : QΓG → QΓG×QΓG, and the projections p1, p2 are right and
left-adjoint to the embeddings i1, i2 : QΓG → QΓG×QΓG sending S to S×∅
resp. ∅ × S. Thus s∗ ∼= δ!, p
∗
1
∼= i1!, p
∗
2
∼= i2!, and saying that (2.5) is an
isomorphism is equivalent to saying that the natural map
(2.7) δ!M → i1!M ⊕ i2!M
is an isomorphism
It is clear from Lindner’s description that an R-valued Mackey functor
M ∈ M(G,R) is completely defined by the following data:
(i) an R-module M(S) for any finite G-set S ∈ ΓG, and
(ii) two maps
(2.8) f∗ :M(S)→M(S
′), f∗ :M(S′)→M(S)
for any map f : S → S′ in ΓG.
By additivity, it suffices to specify M(S) and f∗, f
∗ for G-orbits S =
G/H. Traditionally, M(G/H) is denoted by MH . The maps f∗ and f
∗
should satisfy some compatibility conditions encoded in the structure of
the category QΓG. Explicitly, for any two maps f
′ : G/H ′ → G/H,
f ′′ : G/H ′′ → G/H induced by embeddingsH ′,H ′′ ⊂ H, the fibered product
(G/H ′)×G/H (G/H
′′) decomposes into a disjoint union
(2.9) (G/H ′)×G/H (G/H
′′) =
∐
s∈S
G/Hs
of G-orbits indexed by the finite set S = H ′ \H/H ′′, and we must have
(2.10) f
′∗ ◦ f ′′∗ =
∑
s∈S
f˜ ′′s∗ ◦ f˜
′∗
s ,
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where f ′s : G/Hs → G/H
′′, f ′′s : G/Hs → G/H
′ are projections of the
component G/Hs of the decomposition (2.9). This is known as the double
coset formula.
2.2 Fixed points. Assume now given a subgroup H ⊂ G, let NH ⊂ G
be its normalizer, and let W = NH/H. Then for any finite G-set S ∈ ΓG,
the subset SH ⊂ S of H-fixed points is naturally a finite W -set. Sending
S ∈ ΓG to S
H gives a functor
(2.11) ϕH : ΓG → ΓW .
This functor is left-exact, thus extends to a functor Q(ϕH) : QΓG → QΓW .
Since Q(ϕH) obviously commutes with the functors δ, i1, i2 of (2.7), the
corresponding left Kan extension functor
Q(ϕH)! : Fun(QΓG, R)→ Fun(QΓW , R)
preserves additivity in the sense of Definition 2.3. By definition, the geo-
metric fixed points functor
ΦH :M(G,R) = Funadd(QΓG, R)→M(W,R) = Funadd(QΓW , R)
is induced by the functor Q(ϕH)!.
On the other hand, one can simply restrict a G-action on a set S to an
action of the subgroup H ⊂ G; this gives a left-exact functor ρH : ΓG → ΓH
and its extensionQ(ρH) : QΓG → ΓH . The corresponding left Kan extension
functor Q(ρH)! also preserves additivity and induces the categorical fixed
points functor
ΨH = Q(ρH)! :M(G,R)→M(H,R).
We note that for two subgroups H ′ ⊂ H ⊂ G, we have an obvious isomor-
phism
(2.12) ϕH
′
◦ ρH ∼= ρWH ◦ ϕH
′
,
where we denote W ′ = NH′/H
′ and WH = (NH′ ∩ H)/H
′ ⊂ W ′, and it
induces an isomorphism
(2.13) ΦH
′
◦ΨH ∼= ΨW
H
H′ ◦ΦH
′
.
We also note that for any subgroup H ⊂ G, the centralizer ZH ⊂ G of the
group H acts on the functor ρH , thus on ΨH , so that it can be promoted to
a functor
(2.14) Ψ˜H :M(G,R)→M(H,R[ZH ]),
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where R[ZH ] is the group algebra of the centralizer. If H ⊂ G is cofinite,
then the functor ρH has a left-adjoint functor
(2.15) γH : ΓH → ΓG
given by the identification (2.3) composed with the forgetful functor (explic-
itly, we have γH(S) = (G × S)/H). The functor γH is also left-exact, and
the corresponding functor Q(γH) : QΓH → QΓG is adjoint to Q(ρ
H) both
on the left and on the right. Thus we have
ΨH = Q(ρH)! ∼= Q(γH)
∗,
and this allows to compute ΨH rather explicitly (in particular, it is an exact
functor).
Geometric fixed points are usually much more difficult to compute ex-
plicitly, and we will only give one result in this direction. Denote by
(2.16) InflH = Q(ϕH)∗ :M(W,R)→M(G,R)
the inflation functor right-adjoint to ΦH . Assume that the subgroup H ⊂ G
is normal, so that W = G/N , and Let
(2.17) λN : ΓG/N → ΓG
be the fully faithful embedding sending a G/N -set S to the same set on
which G acts via the map G → G/N . For every G-orbit S, we have one of
the two alternatives: either SN is empty, or SN = S, and S lies in the image
of the embedding λN . Let
Q(λN ) : QΓG/H → QΓG
be the functor induced by the embedding λN , and let
MN (G,R) ⊂M(G,R)
be the full subcategory spanned by M ∈ M(G,R) such that M(S) = 0 for
any S ∈ ΓG with empty S
N .
Lemma 2.4. The inflation functor InflN is fully faithful and identifies the
category M(W,R) with the full subcategory MN (G,R) ⊂ M(G,R), with
inverse equivalence given by Q(λN )
∗. For anyM ∈ M(G,R), the adjunction
map
(2.18) M → InflN ΦNM
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is surjective, and for any S ∈ ΓG/N , we have a short exact sequence
(2.19)
⊕
f :S′→S
M(S′)
∑
f∗
−−−−→ M(S) −−−−→ ΦN (M)(S) −−−−→ 0,
where f∗ is as in (2.8), and the sum is over all maps f : S
′ → S in ΓG such
that S′ has no elements fixed under N ⊂ G.
Remark 2.5. Note that by additivity of M ∈ Fun(QΓG, R), the image of
the map
∑
f∗ in (2.19) is not only the sum of the images of individual maps
f∗, it is actually the union of these images.
Proof. The functor λN : ΓG/N → ΓG is a fully faithful embedding, and
ρN is by definition right-adjoint to this embedding. Therefore for any M ∈
M(W,R), we have an adjunction map
(2.20) M → λ∗Nϕ
N∗M,
whereM ∈ Fun(ΓW , R) is the restriction of the Mackey functor M to ΓW ⊂
QΓW , and analogously, for any M ∈ M(G,R), we have an adjunction map
(2.21) ϕN∗λ∗NM →M,
whereM is obtained by restriction to ΓG ⊂ QΓG. Moreover, the map (2.20)
is an isomorphism, and it is compatible with the maps f∗ of (2.8), so that
it gives an isomorphism
M ∼= Q(λN )
∗Q(ϕN )∗M = Q(λN )
∗ InflN M.
In general, the map (2.21) does not commute with the maps f∗, but it
clearly does so if M lies in MN (G,R) ⊂ M(G,R), and in this case, it is
an isomorphism. Since by definition, InflN = Q(ϕN )∗ sends M(W,R) into
MN (G,R), we conclude that Infl
N and Qλ∗N are indeed inverse equivalences
between M(W,R) and MN (G,R). Now, the cokernel of the map
∑
f∗ in
(2.19) is clearly functorial in S and trivial for S with empty SN , thus defines
a functor Φ : M(G,R) → MN (G,R) equipped with a map Id → Φ. This
map becomes an isomorphism after restricting to MN (G,R), thus gives an
adjunction between Φ and the embedding MN (G,R) ⊂ M(G,R). This
identifies Φ and ΦN . 
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2.3 Products. Assume now given two rings R, R′. Then we can define a
natural tensor product functor
(2.22) M(G,R)×M(G,R′)→M(G,R ⊗R′).
To do it, use Lindner’s description. cartesian product of G-sets commutes
with fibered products, thus extends to a functor
(2.23) m : QΓG ×QΓG → QΓG.
The productM ◦M ′ of two Mackey functorsM ∈ M(G,R), M ′ ∈ M(G,R′)
is then defined by
(2.24) M ◦M ′ = Add(m!(M ⊠M
′)).
This is clearly associative and commutative in the obvious sense. Moreover,
for any subgroup H ⊂ G, the functors QρH : QΓG → QΓH , Qϕ
H : QΓG →
QΓW commute with m; therefore the fixed points functors Ψ
H , ΦH are
tensor functors.
For any three Mackey functors M1 ∈ M(G,R1), M2 ∈ M(G,R2), M ∈
M(G,R1 ⊗R2), a map M1 ◦M2 →M by adjunction corresponds to a map
(2.25) µ˜ :M1 ⊠M2 → m
∗M.
To see such maps more explicitly, one can first restrict to the subcategory
ΓoG ⊂ QΓG. Then the functor m is left-adjoint to the diagonal embedding
δ : ΓoG → Γ
o
G × Γ
o
G, and again by adjunction, (2.25) induces a map
µ :M1 ⊗M2 = δ
∗(M1 ⊠M2)→M
in Fun(ΓoG, R1 ⊗R2). In other words, we have a map
(2.26) µ :MH1 ⊗M
H
2 →M
H
for any cofinite subgroup H ⊂ G, and for any two cofinite subgroups
H1,H2 ⊂ G and a G-map f : G/H1 → G/H2, we have
(2.27) µ(f∗(a1)⊗ f
∗(a2)) = f
∗µ(a1 ⊗ a2), a1 ∈M
H2
1 , a2 ∈M
H2
2 .
Lemma 2.6. A collection of maps (2.26) satisfying (2.27) define a map
(2.25) if and only if we also have
(2.28)
f∗(µ(a1 ⊗ f
∗(a2)) = µ(f∗(a1)⊗ a2), a1 ∈M
H1
1 , a2 ∈M
H2
2 ,
f∗(µ(f
∗(a1)⊗ a2) = µ(a1 ⊗ f∗(a2)), a1 ∈M
H2
1 , a2 ∈M
H1
2 ,
for any two cofinite subgroups H1,H2 ⊂ G and a map f : G/H1 → G/H2.
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Proof. By adjunction, the maps (2.26) define a map (2.25) in the category
Fun(ΓoG × Γ
o
G, R); explicitly, it is given by
(2.29) µ˜(b1 ⊗ b2) = µ(p
∗
1(b1)⊗ p
∗
2(b2))
for any cofinite H1,H2 ⊂ G and any elements b1 ∈ M1(G/H1), b2 ∈
M2(G/H2), where p1 : (G/H1)×(G/H2)→ G/H1, p2 : (G/H1)×(G/H2)→
G/H2 are the natural projections. This map µ˜ is a map in Fun(QΓG ×
QΓG, R) if and only if for any cofinite H
′
1 ⊂ G, a map g : G/H
′
1 → GH , and
an element b1 ∈M1(G/H
′
1), we have
(2.30) µ˜(g∗b1 ⊗ b2) = (g × id)∗(µ˜(b1 ⊗ b2)),
and similarly for the product in the opposite order. Combining (2.29) and
(2.30) gives
(2.31) µ(p∗1g∗(b1)⊗ p
∗
2(b2)) = (g × id)∗µ(p
∗
1(b1)⊗ p
′∗
2 (b2)),
where p′2 : (G/H
′
1) × (G/H2) → G/H2 is the natural projection. Since
p∗1 ◦ g∗ = (g × id)∗ ◦ p
∗
1 and p
′
2 = p2 ◦ (g × id), (2.31) is exactly the first
equation in (2.28) with f = g× id, a1 = p
∗
1b1, a2 = p
∗
2b2. Thus (2.29) implies
that µ˜ is a map in Fun(QΓG×QΓG, R). Conversely, µ is expressed in terms
of µ˜ by
µ(a1 ⊗ a2) = δ
∗µ˜(a1 ⊗ a2), a1, a2 ∈M
H ,
where δ : G/H → (G/H × G/H) is the diagonal embedding, and since
δ∗ ◦ (g × id)∗ = g∗ ◦ δ
∗, the equation (2.30) together with the opposite
equation imply (2.25). 
In particular, if our base ring R is commutative, we have a natural
product map R ⊗ R → R, so that the product (2.22) induces a symmetric
tensor product on the category M(G,R). A Green functor is a ring object
in the category M(G,R). Explicitly, a Green functor structure on a Mackey
functor M is given by a ring structure on every MH , H ⊂ G cofinite; the
maps f∗ are ring maps, and the maps f∗ satisfy the projection formula
(2.28). For example, the Burnside Mackey functor A of Example 2.2 is a
Green functor (in fact, A is the unit object for the product on M(G,Z),
and more generally, the unit object for the product (2.22)).
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3 Mackey profunctors.
3.1 Definitions. In the classical theory of Mackey functors, one always
assumes that the group G is finite (or compact, in the topological versions of
the theory). We do not do so since there is no formal need: it is only the G-
sets that have to be finite (otherwise BG(−,−) of (2.1) would be identically
0). However, for a infinite group G, there is the following useful alternative
version of the category M(G,R).
Definition 3.1. For any group G, a G-set S is admissible if
(i) for any element s ∈ S, its stabilizer Gs ⊂ G us cofinite, and
(ii) for any cofinite subgroup H ⊂ S, its fixed point set SH ⊂ S is finite.
Denote the category of admissible G-sets by Γ̂G, and note that it is a
small category (with the number of isomorphism classes of objects depending
on the cardinality of G). A subset of an admissible G-set and the product of
two admissible G-set is admissible, so that we can form the quotient category
Q Γ̂G and consider the functor category Fun(Q Γ̂G, R) for any ring R. As in
the case of finite sets, we have natural embeddings Γ̂G ⊂ Q Γ̂G, Γ̂
o
G ⊂ Q Γ̂G.
Definition 3.2. A functor M from Γ̂
o
G to an additive category with ar-
bitrary products is additive if for any admissible G-set S ∈ Γ̂G, with the
quotient map q : S → S/G, the natural map
(3.1) M(S)→
∏
s∈S/G
M(q−1(s))
induced by the decomposition S =
∐
s∈S/G q
−1(s) is an isomorphism. An
R-valued G-Mackey profunctor M is a functor from Q Γ̂G to the category of
R-modules whose restriction to Γ̂
o
G is additive.
We will denote the category of R-valued G-Mackey profunctors by
M̂(G,R) ⊂ Fun(Q Γ̂G, R).
We note right away that since the abelian category of R-modules satisfies
AB4∗, additivity is preserved under kernels and cokernels; thus M̂(G,R) is
also abelian and satifies AB4∗.
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By definition, a finite G-set is admissible, and additivity in the sense of
Definition 3.2 obviously implies additivity in the sense of Definition 2.3, so
that we have an embedding ΓG ⊂ Γ̂G and a restriction functor
(3.2) M̂(G,R)→M(G,R).
If G is finite, the restriction functor is an equivalence. For some infinite
groups – for example, for the groupG = Zp of p-adic integers – the restriction
functor, while not an equivalence, is at least fully faithful. In general, it is
not even that.
Example 3.3. Let B̂G be an additive category whose objects are admissible
G-sets, and whose Hom-sets are given by (2.1) with ΓG replaced by Γ̂G. Then
for any S ∈ Γ̂G, the representable functor B̂G(S,−) is a functor from Q Γ̂G
to abelian groups, and it is obviously additive in the sense of Definition 3.2.
Thus it gives a Z-valued G-Mackey profunctor, and we obtain an embedding
B̂G ⊂ M̂(G,Z).
This embedding is fully faithful.
In particular, Example 2.2 generalizes to Mackey profunctors, so that we
have the completed Burnside ring ÂG = B̂G(pt, pt) and the corresponding
G-Mackey profunctor Â ∈ M̂(G,Z). As in the case of usual Mackey functor,
ÂG maps into the center of the category M̂(G,R) for any ring R. In fact,
the full subcategory in B̂G spanned by finite G-sets can be alternatively
described as follows. For any cofinite subgroup H ⊂ G, classes of G-sets
S ∈ ΓG with empty S
H form a two-side ideal BGH ⊂ BG. Then for any
S1, S2 ∈ ΓG, we have
B̂G(S1, S2) = lim
H
←
BG(S1, S2)/B
G
H(S1, S2),
where the limit is taken over all cofinite subgroups H ⊂ G. Explicitly, we
have
(3.3) B̂G(S1, S2) =
∏
H⊂G
Z[(S1 × S2)
H/WH ],
where the product is taken over all conjugacy classes of cofinite subgroups
H ⊂ G, and for any such H, WH = NH/H is the quotient of the normalizer
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NH ⊂ G by the subgroupH ⊂ NH ⊂. In particular, the completed Burnside
ring is indeed a completion of the usual Burnside ring – we have
(3.4) ÂG =
∏
H⊂G
Z,
where the product is over all conjugacy classes of cofinite subgroups H ⊂ G.
For the usual Burnside ring AG, the formula is the same, but the product
is replaced with the sum.
3.2 Normal systems. For any cofinite subgroup H ⊂ G and any admis-
sible G-set S ∈ Γ̂G, the fixed point set S
H is by definition finite, so that
as in the usual Mackey functors case, we have a natural left-exact functor
ϕH : Γ̂G → ΓW and the corresponding adjoint pair of functors
(3.5)
ΦH = QϕH! : Fun(Γ̂G, R)→ Fun(ΓW , R),
InflH = QϕH∗ : Fun(ΓW , R)→ Fun(Γ̂G, R).
For the same reasons as in the usual case, these functors preserve additivity,
thus induce functors between categories of G-Mackey profunctors. For any
M ∈ M̂(G,R) and any pair N ⊂ N ′ ⊂ G of cofinite normal subgroup, we
have a natural isomorphism
(3.6) ΦN
′
M ∼= ΦN
′/NΦNM.
Thus every Mackey profunctorM ∈ M̂(G,R) induces a collection of Mackey
functors ΦNM related by the isomorphisms (3.6).
To axiomatize the situation, denote by N(G) the partially ordered set of
cofinite normal subgroups N ⊂ G, ordered by inclusion, treat it as a small
category in the usual way, and let
ΓG ⊂ ΓG × N(G)
o
be the full subcategory spanned by pairs 〈S,N〉 such that N acts trivially
on S. Thus explicitly, morphisms from 〈S,N〉 to 〈S′, N ′〉 are pairs of a G-
equivariant map f : S → S′ and an inclusion N ′ ⊂ N . We have a natural
forgetful functor
(3.7) ν : ΓG → N(G)
o, 〈S,N〉 7→ N.
This functor is a fibration, with fiber over N ∈ N(G) equivalent to ΓW ,
W = G/N , and with transition functors ϕN
′/N , N ⊂ N ′ ⊂ G.
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Now let QΓG be the category with the same objects as ΓG, with mor-
phisms from 〈S,N〉 to 〈S′, N ′〉 given by isomorphism classes of diagrams
〈S,N〉 ←−−−− 〈S˜,N ′〉 −−−−→ 〈S′, N ′〉
in ΓG, and with compositions given by pullbacks (we note that the necessary
pullbacks in ΓG do exist). Then the fibration (3.7) defines a cofibration
QΓG → N(G), 〈S,N〉 7→ N,
with fibers QΓW and transition functors Q(ϕ
N ′/N ). Explicitly, an object
M ∈ Fun(QΓG, R) is given by a collection of objects MN ∈ Fun(QΓW , R),
N ∈ N(G), W = G/N , and transition morphisms
(3.8) ΦN
′/NMN →MN ′
for any N,N ′ ∈ N(G), N ⊂ N ′.
Definition 3.4. For any group G, a normal system of G-Mackey functors
is an object M ∈ Fun(QΓG, R) such that for any N ∈ N(G), W = G/N ,
the object MN ∈ Fun(ΓW , R) is additive in the sense of Definition 2.3,
and for any N,N ′ ∈ N(G), N ⊂ N ′, the transition morphism (3.8) is an
isomorphism.
Normal systems obviously form an additive category with arbitrary sums;
we denote it by N (G,R). Moreover, we have a natural functor
(3.9) ϕ : N(G)o × Γ̂G → ΓG
given by ϕ(N×S) = 〈SN , N〉, and it defines a functor Q(ϕ) : N(G)×Q Γ̂G →
QΓG. If we denote by p : N(G) × QΓG → QΓG the natural projection,
then for any Mackey profunctor M ∈ M̂(G,R), ϕ!p
∗M ∈ Fun(QΓG, R) is
a normal system in the sense of Definition 3.4, so that we have a natural
functor
Φ = Q(ϕ)! ◦ p
∗ : M̂(G,R)→ N (G,R).
with a right-adjoint functor
Infl = p∗ ◦Q(ϕ)
∗ : N (G,R)→ M̂(G,R).
Explicitly, for any M ∈ M̂(G,R), we have Φ(M)N ∼= Φ
NM , and the tran-
sition maps (3.8) are the isomorphisms (3.6). Conversely, for any normal
system M = {MN} ∈ N (G,R), we have
(3.10) InflM = lim
N
←
InflN MN ,
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where the limit is over N ∈ N(G) and with respect to the transition maps
adjoint to (3.8). We note that by Lemma 2.4, all the transition maps in
the inverse system InflN MN are surjective. For any M ∈ M̂(G,R), the
adjunction map M → Infl(Φ(M)) is the natural map
(3.11) M → Infl(Φ(M)) ∼= lim
N
←
InflN ΦNM,
induced by the adjunction maps (2.18).
Proposition 3.5. (i) For any normal cofinite subgroup N ⊂ G, the in-
flation functor InflN is fully faithful, and the inflation functor Infl of
(3.10) is also fully faithful.
(ii) For any R-valued G-Mackey profunctor M ∈ M̂(G,R), the natural
map (3.11) is surjective.
(iii) If Φ(M) = 0 for some M ∈ M̂(G,R), then M = 0.
Proof. For any normal cofinite N ⊂ G with the quotient W = G/N , let
M̂N (G,R) ⊂ M̂(G,R) be the full subcategory spanned by Mackey pro-
functors M such that M(S) = 0 whenever SN = ∅. Then as in the proof
of Lemma 2.4, M̂N (G,R) is equivalent to M(W,R), with an equivalence
given by restriction to ΓW ⊂ Γ̂G, and the inverse equivalence given by Infl
N .
In particular, InflN is fully faithful. Moreover, again as in the proof of
Lemma 2.4, for any M ∈ M̂(G,R) we have exact sequences (2.19), where S
and S′ are admissible G-sets.
To prove that Infl is fully faithful, we have to prove that the adjunction
map Φ ◦ Infl → Id is an isomorphism. In other words, for any normal sys-
tem M = {MN} ∈ N (G,R) with M̂ = Infl(M), and any normal cofinite
subgroup N ⊂ G with quotient W = G/N , we have to show that the map
ΦN (M̂ ) → MN is an isomorphism. By (2.19), this is equivalent to proving
that for any S ∈ ΓW ⊂ Γ̂G, the kernel of the natural surjective map
(3.12) M̂(S)→MN (S)
is the union of the images of the maps f∗, with f as in (2.19). Indeed, by
definition, we have
M̂(S) = lim
N
←
MN (S),
where the limit is taken over all cofinite normal subgroups N ⊂ G, and by
(2.19), for any N ′ ⊂ N ⊂ G, the kernel of the map MN ′(S) → MN (S) ∼=
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ΦN/N
′
(MN ′)(S) consists of elements of the form f
N
∗ (mN ), mN ∈MN ′(SN ),
f : SN → S, where SN ∈ Γ̂G is an admissible G-set with no elements fixed
under N . Then by induction on normal cofinite subgroups N ⊂ N , any
element m˜ in the kernel of the map (3.12) can be represented as a series
(3.13) m˜ =
∑
N⊂N
fN∗ (m˜N )
for some m˜N ∈ M̂ (SN ), f
N : SN → S, S
N
N = ∅. But then the union
(3.14) S′ =
∐
N
SN
is an admissible G-set, with a natural map f : S′ → S and no elements fixed
under N , and m˜ is the image of the element(∏
N
m˜N
)
∈ M̂(S′)
under the map f∗.
The argument for (ii) is exactly the same: for any admissible G-set S,
every element m˜ in the target of the map (3.11) evaluated at S can be
represented as a series (3.13), with N = G, and if we take S′ as in (3.14),
with the map f : S′ → S, then m˜ is the image of the element
f∗
(∏
N
m˜N
)
∈M(S′)
under the canonical map (3.11).
Finally, for (iii), assume given M ∈ M̂(G,R) with trivial Φ(M). Then
by (2.19), for any S ∈ Γ̂G, any element m ∈M(S), and any normal cofinite
subgroup N ⊂ G, there exists a map f : SN → S in Γ̂G and an element
mN ∈ M(SN ) such that m = f∗(mN ), while S
N
N is empty. By induction,
we can choose a decreasing sequence of cofinite normal subgroups Ni ⊂ G,
i ≥ 1, admissible G-sets Si ∈ Γ̂G and elements mi ∈ M(Si) such that
Ni+1 ⊂ Ni, the intersection of all the subgroups Ni is empty, S
Ni
i is empty,
and f i∗(mi) = mi−1 for some maps f
i : Si → Si−1, i ≥ 1, where we let
S0 = S and m0 = m. Note that since ∩Ni = ∅, S
N
i is empty for any fixed
cofinite normal subgroup N ⊂ G and almost all i. Therefore the union
S′ =
∐
i≥1
Si
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is an admissible G-set, and so is S′0 = S
′⊔S. We have the natural projection
p : S′0 → S and two maps i, f : S
′ → S′0 – the natural embedding i, and
the disjoint union f of all the maps f i. Moreover, we have p ◦ f = p ◦ i. It
remains to notice that if we let
m˜ =
∏
i≥0
mi ∈
∏
i≥0
M(Si) =M(S
′
0),
then we have f∗(m˜) = m˜ and
m = p∗(m˜)− p∗(i∗(m˜)) = p∗(f∗(m˜))− (p ◦ i)∗(m˜) =
= (p ◦ f)∗(m˜)− (p ◦ i)∗(m˜) = 0.
Since S ∈ Γ̂G was arbitrary, this means that M = 0. 
3.3 Separated profunctors. We note that Proposition 3.5 (iii) does not
imply that the canonical map (3.11) is always an isomorphism – a priori,
the functor Φ is only right-exact, so that the kernel of the map (3.11) can
have a non-trivial image under this functor. We do not know whether this
can happen, and for which groups. Therefore we introduce the following.
Definition 3.6. An R-valued G-Mackey profunctor M is separated if the
natural surjective map (3.11) is an isomorphism.
We denote by M̂s(G,R) ⊂ M̂(G,R) the full subcategory spanned by
separated G-Mackey profunctors. By Proposition 3.5 (i), the inflation func-
tor Infl induces an equivalence between M̂s(G,R) and the category N (G,R)
of normal systems in the sense of Definition 3.4. The subcategory M̂s(G,R)
is closed under subobjects (indeed, in the definition, it suffices to require that
the map (3.11) is injective, and this property is inherited by subobjects).
We do not know whether M̂s(G,R) ⊂ N (G,R) is closed under quotients or
extensions.
Remark 3.7. Note that while M̂s(G,R) ∼= N (G,R) has infinite sums, they
do not commute with evaluation – for any S ∈ Γ̂G andMi ∈ M̂(G,R), i ≥ 0,
the map ⊕
i
Mi(S)→
(⊕
i
Mi
)
(S)
is not an isomorphism (the right-hand side is a certain completion of the
left-hand side).
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Definition 3.8. The canonical filtration on a separated G-Mackey profunc-
tor M ∈ M̂s(G,R) is the descreasing filtration F
NM indexed by normal
cofinite subgroups N ⊂ G such that FNM ⊂M is the kernel of the adjunc-
tion map
M → InflN ΦNM.
By Proposition 3.5, a separated Mackey profunctor is automatically com-
plete with respect to the canonical filtration.
Lemma 3.9. The embedding M̂s(G,R) ⊂ Fun(Q Γ̂G, R) admits a left-ad-
joint additivization functor Add : Fun(Q Γ̂G, R)→ M̂
s
(G,R).
Proof. For any two normal subgroups N ′ ⊂ N ⊂ G, the fixed points functor
ΦN/N
′
preserves additivity, thus commutes with the addivization functor
Add. Therefore for any object E ∈ Fun(QΓG, R), we can apply addivization
fiberwise with respect to the projection QΓG → N(G) and obtain an object
Add(E) ∈ Fun(QΓG, R) such that Add(E)N is additive for any N ⊂ G.
Moreover, if the transition morphisms (3.8) for E were isomorphisms, then
the transition morphisms for Add(E) are also isomorphisms, so that Add(E)
is a normal system. Now to define the additivization functor M̂(G,R) →
M̂s(G,R) ∼= N (G,R), it suffices to set
Add(E) = Infl(Add(Φ(E)))
for any E ∈ Fun(Q Γ̂G, R). We then have a natural morphism αE : E →
Add(E), Add(E) is additive, and Add(αE) is an isomorphism for any E, so
that Add is indeed left-adjoint to the embedding M̂s(G,R) ⊂ M̂(G,R). 
We can now extend the material of Subsection 2.2 and Subsection 2.3 to
Mackey profunctors. First, we note that as in the Subsection 2.3, we have
the adjoint pair of functors
(3.15) ρH : Γ̂G → Γ̂H , γH : Γ̂H → Γ̂H ,
for any cofinite subgroup H ⊂ G, and the functor
QρH!
∼= Qγ∗H : Fun(Γ̂G, R)→ Fun(Γ̂H , R)
obviously preserves additivity, thus induces a categorical fixed points functor
(3.16) ΨH : M̂(G,R)→ M̂(H,R).
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As in (2.14), the functor ΨH can be refined to a functor Ψ˜H : M̂(G,R) →
M̂(H,R[ZH ]). We also have the isomorphism (2.13). Therefore in par-
ticular, the functors ΨH and Ψ˜H send separated Mackey profunctors to
separated ones.
Moreover, even if a subgroup H ⊂ G is not cofinite, we still have a well-
defined functor ϕH : Γ̂G → Γ̂W of (2.11), where W = NH/H, and NH ⊂ G
is the normalizer of H ⊂ G. Therefore we have the inflation functor
InflH = Q(ϕH)∗ : M̂(W,R)→ M̂(G,R).
We also have the inflation functor InflH : N (W,R)→ N (G,R), and it com-
mutes with the functor Infl of Proposition 3.5, so that InflH sends separated
Mackey profunctors to separated ones. On the subcategories of separated
Mackey profunctors, InflH has a left-adjoint geometric fixed points functor
ΦH = Add ◦S(ϕH )! : M̂s(G,R)→ M̂s(W,R),
where Add is the additivization functor provided by Lemma 3.9. The iso-
morphism (2.13) also holds, as long as H ⊂ G is cofinite.
Finally, we note that for any rings R1, R2, (2.24) with the addivization
functor Add provided by Lemma 3.9 defines an associative commutative
product
(3.17) M̂s(G,R1)× M̂s(G,R1)→ M̂s(G,R1 ⊗R2).
The fixed point functors ΦH , ΨH are tensor functors with respect to this
product, and the completed Burnside Mackey functor Â ∈ M̂s(G,Z) is the
unit object. If R1 = R2 = R is a commutative ring, we can compose the
product with the natural functor induced by the product map R⊗R→ R,
and this turns M̂s(G,R) into a symmetric monoidal unital category.
4 Generalities on the S-construction.
To proceed further, we need to recall and generalize slightly a certain con-
struction introduced in [K2, Section 4]. It bears some similarity to Wald-
hausen’s S-construction used in the definition of algebraic K-theory, so we
denote it by the same letter. In fact, one can introduce an even more gen-
eral construction that would include both Waldhausen’s construction and
the construction of [K2, Section 4] as particular cases. However, we will not
do it here; we restrict our attention to what is really needed for the theory
of Mackey functors.
32
4.1 The constructions. We start with the following general definition.
Definition 4.1. A class of morphisms I in a category C is admissible if it
is closed under compositions, contains all identity maps, and for any two
maps f : c1 → c, i : c2 → c in C with i in I, there exists a cartesian square
(4.1)
c12
f ′
−−−−→ c2
i′
y yi
c1
f
−−−−→ c
in C with i′ in I. Given an admissible class I, we denote by CI ⊂ C the
subcategory with the same objects, and those morphisms between them
that lie in the class I.
Example 4.2. If a category C has all fibered products, then the class of all
maps is admissible. We will denote this class by Id.
Example 4.3. In Example 4.2, we can also let I consist of all monomor-
phisms in C. We denote this class by Inj.
Definition 4.4. Assume given a small category C with an admissible class
of maps I. For any two objects c, c′ ∈ C, the category QIC(c, c
′) is the
category of diagrams
(4.2) c
i
←−−−− c˜
f
−−−−→ c′
in C, with i in I, and isomorphisms between such diagrams. The category
QIC is the category with the same objects as C, with morphisms from c to c
′
given by isomorphism classes of objects of the category QIC(c, c
′), and with
composition given by pullbacks.
To simplify notation, in the situation of Example 4.2, we will denote
QC(−,−) = QIdC(−,−) and QC = QIdC.
Example 4.5. Consider the situation of Example 4.2 with C = ΓG, the
category of finite G-sets for some group G. Then QC = QΓG is the category
considered in Section 2.
Note that the categories QIC(c, c′) of Definition 4.4 fit together to form
a 2-category QIC; the category QIC is only a truncation of this 2-category.
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In general, this truncation loses some information, and the resulting cate-
gory may not be the right one to consider. In particular, this is the case
for the category QΓG – diagrams (2.2) can have non-trivial automorphisms,
and when we pass to QΓG, we completely forget them. Thus when consid-
ering derived Mackey functors, it would be more natural to work not with
functors from QΓG to complexes of modules over a ring R, but with func-
tors from QΓG to such complexes. Of course, to do this, one has to define
functors from a 2-category to complexes in the correct way. This has been
done in [K2], in several different ways that are all proved to be equivalent.
The resulting category DM(G,R) of “derived Mackey functors” of [K2] in-
deed behaves better than the derived category D(M(G,R)) of the abelian
category M(G,R).
In the present paper, we will adopt the least technically cumbersome of
the approaches of [K2], namely, that of [K2, Subsection 4.2]. Let us recall
the construction and its main properties (for an heuristic description and
motivation, see [K2, Subsection 4.1]).
The construction uses the simplicial technology overviewed in Subsec-
tion 1.4. Recall that any object [n] ∈ ∆ in the category ∆ of finite non-
empty ordinals can be treated as a small category: a functor f : [n]→ C to
some category C is the same thing as a diagram
(4.3) c1
f1
−−−−→ . . .
fn−1
−−−−→ cn
in C. A morphism α : f → f ′ between two such functors is given by a
commutative diagram
(4.4)
c1
f1
−−−−→ . . .
fn−1
−−−−→ cn
α1
y yαn
c′1
f ′1−−−−→ . . .
f ′n−1
−−−−→ c′n,
where the bottom row represents f ′.
Definition 4.6. For any small category C equipped with an admissible class
of morphisms I, the category SIC is given by the following:
(i) objects are pairs 〈[n], f〉 of [n] ∈ ∆ and a functor f : [n]→ C,
(ii) morphisms from 〈[n], f〉 to 〈[n′], f ′〉 are given by a pair of a morphism
ϕ : [n] → [n′] and a morphism α : f ′ ◦ ϕ → f such that for any
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i, j ∈ [n], the commutative square
(4.5)
c′ϕ(i) −−−−→ c
′
ϕ(j)
αi
y yαj
ci −−−−→ cj
induced by (4.4) is cartesian, and the maps αi, αj are in I.
As in Definition 4.4, if I = Id is the class of all maps, we will drop it
from notation and denote SC = SIdC.
By definition, the category SIC is equipped with a forgetful functor π :
SIC → ∆ sending 〈[n], f〉 to [n]. This functor is a fibration. Its fiber
(SIC)[1] over [1] ∈ ∆ is naturally identified with the category C
o
I opposite to
the category CI . For n ≥ 2, the fiber (SIC)[n] is opposite to the category of
diagrams (4.3), with morphisms given by diagrams (4.4), with αi in I and
cartesian squares. Note that by Definition 4.1, it suffices to require that αn
is in I.
Note that for any two objects c, c′ ∈ C = (SIC)[1], the category QIC(c, c
′)
of Definition 4.4 can be described in terms of the category SIC in the fol-
lowing way. Consider the diagram
(4.6) [1]
s
−−−−→ [2]
t
←−−−− [1]
in ∆, where s, t : [1]→ [2] send the unique element in [1] ∈ ∆ to the initial
resp. terminal object of the ordinal [2] ∈ ∆. Then QIC(c, c
′) is equivalent
to the category of diagrams
c
s˜
−−−−→ c[2]
t˜
←−−−− c′
in SIC that are sent to (4.6) by the projection π : SIC → ∆, and such that t˜
is cartesian with respect to π. The equivalence sends an object in QI(c, c
′)
represented by a diagram (4.2) to the diagram
(4.7) c −−−−→ [c˜→ c′] ←−−−− c′,
where [c˜→ c′] is an object in (SIC)[2] represented by the arrow c˜→ c
′.
Definition 4.7. A map f : [n]→ [n′] in the category ∆ is special if it sends
the terminal element in [n] to the terminal element in [n′]. For small category
C with an admissible class of maps I, a morphism 〈f, α〉 : 〈[n], f〉 → 〈[n′], f ′〉
is special if f = π(〈f, α〉) is special and αn : c
′
n′ → cn is an isomorphism
(that is 〈f, α〉 is cartesian with respect to the fibration π : SIC → ∆).
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Definition 4.8. For any ring R, an object M ∈ D(SIC, R) is special if it
can be represented by such a complex M q in Fun(SIC, R) that M q(f) is a
quasiisomorphism for any special map f in SC. The full subcategory in
D(SIC, R) spanned by special objects is denoted by DSI(C, R).
Remark 4.9. The notion of a special map in Definition 4.7 is different
from the one used in [K2, Subsection 4.2]. However, the resulting category
DSI(C, R) is clearly the same.
For any M ∈ DSI(C, R) and any object c ∈ C, we can evaluate M
at c by considering c as an object of Co = (SIC)[1] ⊂ SIC; this gives an
object M(c) ∈ D(R). For any two objects c, c′ ∈ C, an object in QIC(c, c
′)
represented by a digram (4.2) defines a natural map from M(c) to M(c′) –
namely, the composition map
(4.8) M(c)
M(s˜)
−−−−→ M([c˜→ c′])
M(t˜)−1
−−−−−→ M(c′)
induced by the corresponding diagram (4.7). If f resp. i in (4.2) is the
identity map, then we will denote the map (4.8) by i∗ resp. f∗; in general,
(4.8) is the composition f∗ ◦ i
∗. This is compatible with the composition of
diagrams, so that every map M ∈ DSI(C, R) induces a functor from QIC to
the derived category D(R).
This construction can be refined in the following way. For any object
c ∈ SIC represented by a diagram (4.3), let q(c) = cn, and for any morphism
f = 〈f, α〉 : c→ c′ in SIC, c ∈ (SIC)[n], c
′ ∈ (SIC)[n′], let q(f) ∈ QIC(cn, c
′
n′)
be the diagram
(4.9) cn
α
←−−−− c′f(n) −−−−→ c
′
n′ ,
where the map on the right is the composition of the natural maps in the
diagram (4.3). Then sending c to q(c) and f to the isomorphism class of
q(f) defines a functor
(4.10) q : SIC → QIC
such that q(f) is invertible for any special morphism f in SIC. Therefore
for any ring R and any M ∈ D(QIC, R), the pullback q
∗M ∈ D(SIQ, R) is
special, so that we have a natural pullback functor
(4.11) q∗ : D(QIC, R)→ DSI(C, R).
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Lemma 4.10. The truncation functors with respect to the standard t-struc-
ture on D(SIC, R) send special objects to special objects, thus induce a t-
structure on DSI(C, R) ⊂ D(SIC, R) given by
DS≤iI (C, R) = DSI(C, R) ∩D
≤i(SIC, R) ⊂ DSI(C, R)
for any integer i. The functor (4.11) gives an equivalence
Fun(QIC, R) ∼= Fun(SIC, R) ∩ DSI(C, R) ⊂ D(SIC, R)
between the heart of this t-structure and the category Fun(QIC, R).
Proof. Clear. 
Definition 4.11. Assume given two small categories C, C′ with admissible
classes of maps I, I ′. A morphism ϕ : 〈C, I〉 → 〈C′, I ′〉 is a functor ϕ : C → C′
that sends morphisms in I to morphisms in I ′ and cartesian squares (4.1)
in C to cartesian squares in C′. For any two such morphisms ϕ,ϕ′ : C → C′,
a map α : ϕ → ϕ′ is Q-compatible if for any object c ∈ C, α : ϕ(c) → ϕ′(c)
is in I ′, and for any morphism f : c→ c′ in C, the commutative square
ϕ(c)
α
−−−−→ ϕ′(c)
ϕ(f)
y yϕ′(f)
ϕ(c′)
α
−−−−→ ϕ′(c′)
is cartesian.
Example 4.12. Assume given a morphism f : c → c′ in a small category
C with fibered products. Then the functors f!, f
∗ of (1.1), (1.2) both give
morphisms between 〈C/c, Id〉 and 〈C/c′, Id〉, and both adjunction maps Id→
f∗ ◦ f!, f1 ◦ f
∗ → Id are Q-compatible.
Lemma 4.13. (i) A morphism ϕ : 〈C, I〉 → 〈C′, I ′〉 in the sense of Defi-
nition 4.11 induces a functor S(ϕ) : SIC → SI′C
′. This functor com-
mutes with projections to ∆ and sends special maps to special maps,
thus induces a pullback functor
S(ϕ)∗ : DSI′(C
′, R)→ DSI(C, R)
for any ring R. Moreover, ϕ induces a functor Q(ϕ) : QIC → QI′C
′,
and we have q ◦ S(ϕ) ∼= Q(ϕ) ◦ q.
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(ii) For any two such morphisms ϕ,ϕ′ : 〈C, I〉 → 〈C′, I ′〉, a Q-compatible
map α : ϕ → ϕ′ induces maps of functors S(α) : S(ϕ) → S(ϕ′),
Q(α) : Q(ϕ)→ Q(ϕ′).
Proof. Clear. 
4.2 Basic properties. On the level of full derived categories, the functor
q∗ of (4.11) is usually not an equivalence – DSI(C, R) is an example of a
triangulated category with a t-structure that is not equivalent to the derived
category of its heart. From our point of view, it is DSI(C, R) that is the
right category to consider, and it is the correct replacement of the derived
category D(QIC, R).
To study it, we need one result essentially proved in [K2, Section 4].
Denote by S˜IC the category of diagrams
(4.12) c1
s1←−−−− c0
s2−−−−→ c2
in SIC with special maps s1, s2, and let π1, π2 : S˜IC → SIC be the projections
sending such a diagram to c1 resp. c2. Both projections are cofibrations,
and we have the natural endofunctor
(4.13) L
q
π2!π
∗
1 : D(SIC, R)→ D(SIC, R)
of the derived category D(SIC, R). Moreover, cofibrations π1, π2 admit a
common section λ : SIC → S˜IC sending c to a diagram (4.12) with c1 =
c2 = c0 = c, s1 = s2 = id, and the adjunction map L
q
λ! ◦ λ
∗ → Id induces a
natural map
(4.14) a : Id ∼= L
q
π2! ◦ L
q
λ! ◦ λ
∗ ◦ π∗1 → L
q
π2!π
∗
1 .
Lemma 4.14. Assume given a small category C and an admissible class
of morphisms I. Then the functor (4.13) takes values in DSI(C, R) ⊂
D(SIC, R) and induces a functor
Sp : D(SIC, R)→ DSI(C, R)
left-adjoint to the embedding DSI(C, R) →֒ D(SIC, R), with the adjunction
induced by the natural map (4.14).
Proof. Say that a map f : [n] → [n′] is co-special if it identifies the ordinal
[n] with an initial segment of the ordinal [n′], and say that a map f in SIC
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is co-special if so is its image π(f) with respect to the canonical projection
π : SIC → ∆. Then by the same argument as in [K2, Lemma 4.8], the
classes of special and co-special maps form a complementary pair on SIC
in the sense of [K2, Definition 4.3], and the result immediately follows from
[K2, Lemma 4.6]. 
Corollary 4.15. For any morphism ϕ : 〈C, I〉 → 〈C′, I ′〉 in the sense of
Definition 4.11, and any ring R, the pullback functor S(ϕ)∗ of Lemma 4.13
admits a left-adjoint functor
S(ϕ)! : DSI(C, R)→ DSI′(C
′, R).
Proof. It suffices to set S(ϕ)! = Sp ◦L
q
S(ϕ)!, where the functor Sp is pro-
vided by Lemma 4.14, and L
q
S(ϕ)! : D(SIC, R)→ D(SI′C
′, R) is the derived
left Kan extension functor with respect to S(ϕ) : SIC → SI′C
′. 
In some special cases, S(ϕ)! is easy to compute. In particular, assume
given two categories C, C′ with fibered products, equip them with admissible
classes Id of all morphisms, and assume given a pair of adjoint functors
ϕ : C′ → C, ψ : C → C′ such that both send fibered products to fibered
products, and both adjunction maps Id → ψ◦ϕ, ϕ◦ψ → Id are Q-compatible
in the sense of Definition 4.11 (such a situation occurs, for instance, in
Example 4.12). Then by Lemma 4.13, the adjunction maps induce natural
maps
S(ψ) ◦ S(ϕ)→ Id, Id → S(ϕ) ◦ S(ψ),
and these maps give an adjunction between S(ϕ) and S(ψ), so that we have
a natural isomorphism
(4.15) S(ψ)! ∼= S(ϕ)
∗ : DS(C, R)→ DS(C′, R).
The specialization functor Sp does not enter into the picture at all.
In the general case, to control S(ϕ)!, it is useful to have a reasonably
explicit description of objects Sp(F ), F ∈ D(SIC, R). Such a description
is in fact provided in [K2, Lemma 4.6]. We will need it in one particular
case – namely, for objects of the form Sp(Mc) ∈ DSI(C, R), where M is an
R-module, c ∈ Co ∼= (SIC)[1] ⊂ SIC is an object of C considered as an object
of SIC, and Mc ∈ Fun(SIC, R) is the representable functor (1.3). To obtain
such a description, note that the categories QIC(c,−) fit together into a
cofibration
(4.16) ρc : Q
c
IC → SIC
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whose fiber over c′ ∈ SIC is the category QIC(c, q(c
′)), and whose transition
functor corresponding to a morphism f is given by the composition with the
diagram q(f) of (4.9).
Lemma 4.16. For any c ∈ C and any R-module M , we have a natural
identification
(4.17) Sp(Mc) ∼= L
q
ρc!M,
where ρc is the cofibration (4.16), and M ∈ Fun(Q
c
IC, R) is the constant
functor with value M .
We note that by definition, for any special map f in SIC, the transi-
tion functor of the cofibration ρc is an equivalence of categories, so that by
base change, the right-hand side of (4.17) is a special object in D(SIC, R).
Explicitly, for any c′ ∈ SIC, we have a natural identification
(4.18) Sp(Mc)(c
′) ∼= H q(QIC(q(c), q(c
′)),M),
where the right-hand side denotes the homology of QIC(q(c), q(c′)) with
coefficients in the constant functor with value M . We also note that by
adjunction, we have a natural map Mc → q
∗Mq(c), and since q
∗Mq(c) is
special, it factors through a map
(4.19) Sp(Mc)→ q
∗Mq(c).
In terms of the identification (4.18), this map becomes the map
H q(QIC(q(c), q(c
′)),M)→ H0(QIC(q(c), q(c
′)),M) ∼=M [QIC(q(c), q(c
′))]
corresponding to the identfication of QI(q(c), q(c
′)) with the set of isomor-
phism classes of objects in the groupoid QI(q(c), q(c
′)). In particular, (4.19)
identifies q∗Mq(c) with the truncation at 0 of the object Sp(Mc) with respect
to the standard t-structure on DSI(C, R).
Proof of Lemma 4.16. As shown in the proof of [K2, Lemma 4.6], to compute
the specialization functor (4.13), we can replace S˜IC with its subcategory
SIC spanned by diagrams (4.12) with c0 lying in (SIC)[1] ⊂ SIC. To apply
this to Mc, use its explicit description (1.16). Then by base change, we
obtain an isomorphism
Sp(Mc) ∼= L
q
ρ˜c!M,
where ρ˜c : Q˜
c
I → SIC is a cofibration whose fiber over c
′ ∈ SIC is the category
of diagrams
c
p
−−−−→ c˜
i
←−−−− q(c′)
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in SIC with special i and co-special p (the meaning of co-special is the same
as in the proof of Lemma 4.14). But the category QcI is actually embedded
into Q˜cI , with the embedding sending a diagram (4.2) to the corresponding
diagram (4.7). It remains to notice that the embedding ι : QcI → Q˜
c
I admits
a right-adjoint functor, so that L
q
ι!M ∼=M , and L
q
ρ˜c!M ∼= L
q
ρc!M . 
Lemma 4.16 has one immediate corollary. Say that a pair 〈C, I〉 of a
small category C and an admissible class of morphisms I is discrete if all the
categories QI(c, c
′) of Definition 4.4 are essentially discrete categories (that
is, groupoids with trivial automorphism groups).
Corollary 4.17. Assume given a small category C and a class of morphisms
I, and assume that the pair 〈C, I〉 is discrete. Then the functor q∗ of (4.11)
is an equivalence of categories.
Proof. Under the assumptions of the Corollary, the cofibration ρc of (4.16)
is actually discrete for any c ∈ C. Therefore by base change, the functors ρc!
is exact, and we have
Sp(Mc) ∼= L
q
ρc!M ∼= ρc!M
for any R-module M . Moreover, it is easy to see that
ρc!M ∼= q
∗Mc˜,
where c˜ denotes c considered as an object in QIC. But by adjunction, we
have
L
q
q! Sp(Mc) ∼=Mc˜,
so that the adjunction map L
q
q!q
∗E → E is an isomorphism for an object
E ∈ D(QIC, R) of the form E =Mc˜, c ∈ C. Since such objects generate the
category D(QIC, R), we have L
q
q!q
∗ ∼= Id, so that q∗ is fully faithful. Since
objects of the form Sp(Mc), c ∈ C, generate the category DSI(C, R), the
functor (4.11) is also essentially surjective. 
4.3 A base change lemma. We will also need one general result that in
some cases greatly simplifies the computation of the functors S(ϕ)! provided
by Corollary 4.15.
The setup is the following. Assume given a small category C with fibered
products and a full subcategory C′ ⊂ C closed under fibered products. More-
over, assume that the embedding C′ ⊂ C admits a right-adjoint functor
ϕ : C → C′.
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Then by adjunction, ϕ automatically sends fibered products to fibered prod-
ucts, thus gives a morphism ϕ : 〈C, Id〉 → 〈C′, Id〉 in the sense of Defini-
tion 4.11.
Moreover, assume also given an admissible class of maps I in C. Since
C′ ⊂ C is closed under taking fibered products, I ′ = I ∩ C′ is then an
admissible class of maps in C′, with C′I′ = C
′ ∩CI ⊂ CI . Assume further that
ϕ sends morphisms in I to morphisms in I ′, so that it induces a functor
ϕ : CI → C
′
I′ and a morphism ϕ : 〈C, I〉 → 〈C
′, I ′〉. In addition, assume that
〈C, I〉, and therefore also 〈C′, I ′〉, is discrete in the sense of Corollary 4.17,
so that we have natural equivalences of categories
DSI(C, R) ∼= D(QIC, R), DSI′(C
′, R) ∼= D(QI′C
′, R).
Remark 4.18. If I = Inj is the class of all monomorphisms in C, as in
Example 4.3, then all these assumption on I are automatically satisfied.
Then we have tautological embedding morphisms i : 〈C, I〉 → 〈C, Id〉,
i : 〈C′, I ′〉 → 〈C′, Id〉, and i ◦ ϕ ∼= ϕ ◦ i, so that we have an isomorphism
S(ϕ)∗ ◦ S(i)∗ ∼= S(i)∗ ◦ S(ϕ)∗
of the corresponding pullback functors of Lemma 4.13. By adjunction, it
induces a base change map
(4.20) S(ϕ)! ◦ S(i)
∗ → S(i)∗ ◦ S(ϕ)!,
where the adjoint functors S(ϕ)! are those of Corollary 4.15.
Proposition 4.19. Under the assumptions above, assume further that for
any c ∈ C, the adjunction map ϕ(c) → c is in the class I. Then the base
change map (4.20) is an isomorphism.
Before we prove this, we need a technical lemma. Fix an object c ∈ C, and
let (C/c)I be the category of objects c
′ ∈ C equipped with a map f : c′ → c,
with morphisms from f1 : c
′
1 → c to f2 : c
′
2 → c given by morphisms
i : c′1 → c
′
2 in the class I such that f2 ◦ i = f1. Then we have a natural
forgetful functor (C/c)I → CI . Composing the opposite functor with the
obvious embedding CoI → QIC, we obtain a functor
jc : (C/c)
o
I → QIC.
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Lemma 4.20. For any c ∈ C and any R-module M , we have a natural
isomorphism
S(i)∗ Sp(Mc) ∼= L
q
jc!M ∈ DSI(C, R) ∼= D(QIC, R),
where in the right-hand side, M ∈ Fun((C/c)Io, R) stands for the constant
functor with value M .
Proof. To compute L
q
jc!M , we can use the decomposition (1.14) and the
isomorphism (1.15). Spelling out the definition, we check that the comma-
category jc\QIC is the category of diagrams
(4.21) c
f
←−−−− c1
i
←−−−− c2
p
−−−−→ c3
in C, with i in the class I, and morphisms between such diagrams are given
by commutative diagrams
c
f
←−−−− c1
i
←−−−− c2
p
−−−−→ c3∥∥∥ α1x yα2 yα3
c
f ′
←−−−− c′1
i′
←−−−− c′2
p
−−−−→ c′3
in C such that α1 is in I and α2 is an isomorphism. The cofibration t :
jc\QIC → QIC sends a diagram (4.21) to c3 ∈ Q
IC.
Inside the category jc\QIC, we have a full subcategory jc\QIC spanned
by diagrams (4.21) with invertible i, and the embedding jc\QIC ⊂ jc\QIC
has a right-adjoint ρ : jc\QIC → jc\QIC. Therefore we have canonical
identifications
L
q
jc!M ∼= L
q
t!M ∼= L
q
t!ρ
∗M ∼= L
q
t!M,
where t is the restriction of the projection t to jc\QIC. It remains to notice
that we have a cartesian square
QIcC −−−−→ jc\QIC
ρc
y yt
SIC
q
−−−−→ QIC
of categories and functors, and apply Lemma 4.16 and the base change
isomorphism (1.13). 
Proof of Proposition 4.19. We have to prove that for any E ∈ D(SC, R), the
map
(4.22) S(ϕ)!S(i)
∗ Sp(E)→ S(i)∗S(ϕ)! Sp(M)
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induced by (4.20) is an isomorphism. Since the derived category D(SC, R)
is generated by objects of the form Mc, c ∈ C, M an R-module, it suffices to
prove this for E = Mc. By adjunction, we have S(ϕ)! Sp(Mc) ∼= Sp(Mϕ(c)),
and under the identification of Lemma 4.20, (4.22) becomes the natural map
L
q
ϕ!L
q
jc!M → L
q
jϕ(c)!M.
Moreover, the functor ϕ induces a natural functor ϕc : (C/c)
o
I → (C
′/ϕ(c))oI′
such that ϕ ◦ jc ∼= jϕ(c) ◦ ϕc, so that it suffices to prove that L
q
ϕc!M is the
constant functor with value M .
But the assumptions of the proposition imply that if we denote by ι :
C′ → C the embedding functor, then the adjunction maps
(4.23) Id → ι ◦ ϕ, ϕ ◦ ι→ Id
both lie pointwise in the class I. Therefore they also induce an adjunction
between the embedding C′I′ ⊂ CI and the functor ϕ : CI → C
′
I′ . When we pass
to the opposite categories, the embedding C
′o
I′ ⊂ C
o
I becomes right-adjoint to
ϕ : CoI → C
′o
I′ .
It remains to notice that the embedding ι : C′I′ → C
o
I extends to a functor
ιc : (C
′/ϕ(c))oI′ → (C/c)
o
I sending f : c
′ → ϕ(c) to its composition with the
adjunction map ϕ(c) → c. Moreover, the adjunction maps (4.23) induce
maps of functors
Id → ιc ◦ ϕc, ϕc ◦ ιc → Id,
and these maps give an adjunction between ϕc and ιc. Thus L
q
ϕc!M ∼=
ι∗cM
∼=M is indeed the constant functor. 
5 Additivization.
We will also need one result concerning a more special situation – that of a
small category C that admits finite coproducts.
5.1 The setup. We start with a formal definition and the statement.
Definition 5.1. A pair 〈C, I〉 of a small category C and an admissible class
of morphisms I in C has finite coproducts if the following holds.
(i) The category C has finite coproducts and an initial object ∅ ∈ C.
(ii) For any c ∈ C, the sole morphism ∅ → c is a monomorphism and lies
in the class I.
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(iii) The coproduct of two morphisms in the class I is in the class I, and
the coproduct of two cartesian squares (4.1) in C is cartesian.
Definition 5.2. Assume that a small category C has finite coproducts, and
an admissible class of morphisms I in C is compatible with coproducts in the
sense of Definition 5.1. For any ring R, an object E ∈ DSI(C, R) is additive
if for any two objects c1, c2 ∈ C with the natural maps i1 : c1 → c1 ⊔ c@,
i2 : c2 → c1 ⊔ c2, the natural map
(5.1) M(c1 ⊔ c2)
i∗1⊕i
∗
2−−−−→ M(c1)⊕M(c2)
is an isomorphism. The full subcategory in DSI(C, R) spanned by additive
objects is denoted by DSaddI (C, R) ⊂ DSI(C, R).
Lemma 5.3. In the situation of Definition 5.2, an object M ∈ DSI(C, R)
is additive if and only if the map (5.1) is an isomorphism whenever c1 ∼= c2.
Proof. Definition 5.1 (ii) and (iii) immediately imply that for any two objects
c1, c2 ∈ C with coproduct c = c1⊔c2, the natural maps i1 : c1 → c, i2 : c2 → c
are in the class I. Moreover, Definition 5.1 (ii) implies that we have ∅×c′ ∅ =
∅ for any c′ ∈ C, and then Definition 5.1 (iii) implies that c1 ×c c1 ∼= c1 and
c2 ×c c2 ∼= c2 (in other words, i1 and i2 are monomorphisms). Therefore
for any M ∈ DSI(C, R), the endomorphisms i
∗
1 ◦ i1∗ : M(c1) → M(c1),
i∗2 ◦ i2∗ : M(c2) → M(c2) are equal to the identity maps. Moreover, if we
consider the map
i = i1 ⊔ i2 : c = c1 ⊔ c2 → c ⊔ c,
then i∗ ◦ i∗ :M(c)→M(c) is also the identity map. Thus the compositions
p1 = i1∗ ◦ i
∗
1 :M(c)→M(c),
p2 = i2∗ ◦ i
∗
2 :M(c)→M(c),
p = i∗ ◦ i
∗ :M(c ⊔ c)→M(c ⊔ c),
are idempotent endomorphisms, with images M(c1), M(c2), M(c). But the
natural map M(c⊔ c)→M(c)⊕M(c) intertwines p with p1⊕ p2. Therefore
if this map is an isomorphism, then so is the map (5.1). 
The additivity condition is obviously preserved under truncation functors
with respect to the t-structure of Lemma 4.10 on DSI(C, R) (and those are
by definition the truncation functors with respect to the standard t-structure
on D(SIC, R)). Therefore the subcategory DS
add
I (C, R) ⊂ DSI(C, R) inherits
a natural t-structure.
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Proposition 5.4. In the situation of Definition 5.2, the embedding
DSaddI (C, R) ⊂ DSI(C, R)
admits a left-adjoint additivization functor
Add : DSI(C, R)→ DS
add
I (C, R)
that is right-exact with the respect to the natural t-structures.
One example of a category with coproducts is the category ΓG of finite
G-sets for some group G, and the class of all maps is compatible with co-
products in the sense of Definition 5.1. In this case, Proposition 5.4 has
been essentially proved in [K2]. However, the proof is pretty roundabout,
and the details are hard to trace. Therefore we reprove Proposition 5.4 from
scratch using the additivization technique of [K1, Subsection 3.2] (which is
essentially due to T. Pirashvili). The proof is split into a sequence of lemmas
and takes up the rest of this section.
5.2 Finite sets. We first consider the case C = Γ, the category of finite
sets, with the class Inj of all monomorphisms as in Example 4.3. These
obviously satisfy all the assumptions of Definition 4.1. The category QInjΓ
is naturally equivalent to the category Γ+ of finite pointed sets, that is,
finite sets with a distiguished element. The equivalence sends a pointed set
S with the distinguished element o ∈ S to the complement S = S \{o}, and
a pointed map f : S → S′ goes to the diagram
(5.2) S ←−−−− f−1(S
′
) −−−−→ S
′
.
Moreover, the pair 〈Γ, Inj〉 is discrete. Thus Corollary 4.17 applies to 〈Γ, Inj〉,
so that for any ring R, we have a canonical equivalence
DSInj(Γ, R) ∼= D(Γ+, R).
For any integer n ≥ 0, let us denote by [n] ∈ Γ the set with n elements, and
in keeping with our convention (1.17), we denote by [n]+ ∈ Γ+ the pointed
set with n non-distiguished elements. Moreover, let jn : pt → Γ+ be the
embedding onto [n]+, and let Tn = jn!Z = Z[n]+ ∈ Fun(Γ+,Z) be the object
represented by [n]+ ∈ Γ. Then since [0]+ is canonically a retract of [1]+,
T0 is canonically a retract of T1, so that we have a canonical direct sum
decomposition
(5.3) T1 = T0 ⊕ T
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for a certain object T ∈ Fun(Γ+,Z). Explicitly, T is given by
(5.4) T (S) = Z[S]/Z · o, S ∈ Γ+,
where o ∈ S is the distiguished element. Now consider the functor
jT : D(R)→ D(Γ+, R), j
T (M) =M ⊠ T
of (1.6), with C = pt being the point category, and C1 = Γ+. Then the
decomposition (5.3) induces an isomorphism
(5.5) j1! ∼= j0! ⊕ j
T ,
so that jT has an obvious right-adjoint functor rT : D(Γ+, R) → D(R)
sending E ∈ D(Γ+, R) to the direct summand of E([1]+) complementary to
its direct summand E([0]+). Moreover, by (5.4), T satisfies the assumptions
of Lemma 1.1, so that jT has a left-adjoint functor
(5.6) lT : D(Γ+, R)→ D(R).
Note that if we let T ′ = j1∗Z ∈ Fun(Γ+,Z), then the isomorphism T ([1]+) ∼=
Z extends by adjunction to a map ε : T → T ′. This induces a functorial
map
jT → jT
′ ∼= j1∗,
and by adjunction, we obtain a natural map
(5.7) ε : j∗1 → l
T .
Lemma 5.5. Proposition 5.4 holds for the pair 〈Γ, Inj〉. Moreover, the func-
tor jT induces an equivalence
jT : D(R) ∼= DSaddInj (Γ, R) ⊂ DSInj(Γ, R)
∼= D(Γ+, R),
and the addivization functor
Add : D(Γ+, R)→ D(R) = DS
add
Inj (Γ, R)
coincides with the functor lT of (5.6).
Proof. One observes immediately that rT ◦ jT = Id, so that jT is a fully
faithful embedding, and moreover, an object E ∈ D(Γ+, R) is additive if
and only the adjunction map jT rT (E)→ E is an isomorphism. This proves
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the first claim. The second immediately follows from the definition, since lT
is left-adjoint to jT . 
Note that more generally, given a small category C, we have a natural
functor
jTC : D(C, R)→ D(C × Γ+, R)
of (1.6), and by Lemma 1.1, it has a left-adjoint functor lTC . If we denote by
j1 : C → C × Γ+ the embedding sending c ∈ C to c × [1]+, then we have a
natural map
(5.8) j∗1 → l
T
C
defined by the same procedure as the map (5.7).
5.3 The general case. Now consider an arbitrary small category C equip-
ped with an admissible class of morphisms I. Then on one hand, we can
consider the product C × Γ, with the admissible class of maps I × Inj, and
obtain the corresponding category
DSI×Inj(C × Γ, R)
for any ring R. On the other hand, we can consider the derived category
D(SIC×Γ+, R). Note that any object E ∈ D(SIC×Γ+, R) gives in particular
a functor from SIC to the derived category D(Γ+, R). Say that E is special
if it sends special maps in SIC to invertible maps, and let
(5.9) DSI(C,Γ+, R) ⊂ D(SIC × Γ+, R)
be the full subcategory spanned by special objects. Then the functor q of
(4.10) defines a pullback functor
(5.10) q∗ : DSI(C,Γ+, R)→ DSI×Inj(C × Γ, R),
and we observe the following.
Lemma 5.6. The functor q∗ of (5.10) is an equivalence of categories.
Proof. Same as Corollary 4.17. 
We can now define the additivization functor required in Proposition 5.4.
Assume that the pair 〈C, I〉 has finite coproducts in the sense of Defini-
tion 5.1. Then sending an object c × S ∈ C × Γ to the coproduct of copies
of the object c ∈ C numbered by elements of the finite set S gives a functor
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m : C × Γ → C, and the conditions of Definition 5.1 insure that m is a
morphism
(5.11) m : 〈C × Γ, I × Inj〉 → 〈C, I〉
in the sense of Definition 4.11. Therefore we have a pullback functor
S(m)∗ : DSI(C, R)→ DSI×Inj(C × Γ, R) ∼= DSI(C,Γ+, R).
We also have the embedding e : C → C × Γ sending c ∈ C to c× [1], and e is
a morphism
e : 〈C, I〉 → 〈C × Γ, I × Inj〉,
so that we have a pullback functor
S(e)∗ : DSI×Inj(C × Γ, R)→ DSI(C, R).
Since m ◦ e ∼= Id, the composition S(e)∗ ◦ S(m)∗ is the identity functor.
On the other hand, the functor jTSIC : D(SIC, R)→ D(SIC × Γ+, R) ob-
viously sends DSI(C, R) into DSI(C,Γ+, R), and by Lemma 1.1, the adjoint
functor lTSIC also sends special objects into special objects, thus induces a
functor
LT : DSI(C,Γ+, R)→ DSI(C, R).
We define an endofunctor Add of the category DSI(C, R) by
(5.12) Add = LT ◦ S(m)∗.
We note that this functor is right-exact with respect to the standard t-
structures. Moreover, the embedding j1 of (5.8) coincides with the compo-
sition
q ◦ S(e) : SIC → C × Γ+,
so that j∗1 ◦S(m)
∗ ∼= S(e)∗ ◦S(m)∗ is the identity functor, and the canonical
map (5.8) induces a natural map
(5.13) ε : Id ∼= j∗1 ◦ S(m)
∗ → Add .
Then Proposition 5.4 immediately follows from the following fact.
Lemma 5.7. For any E ∈ DSI(C, R), Add(E) ∈ DSI(C, R) is additive in
the sense of Definition 5.2, and if E were already additive, then the natural
map ε : E → Add(E) of (5.13) is an isomorphism.
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Proof. For any object c ∈ C, restricting the morphism m of (5.11) to {c} ×
Γ ⊂ C × Γ gives a morphism
mc : 〈Γ, Inj〉 → 〈C, I〉,
and by Lemma 5.3, E ∈ DSI(C, R) is additive if and only if so are all
the restrictions S(mc)
∗E. By Lemma 1.1, the additivization functor Add
commutes with the restriction functors S(mc)
∗. We conclude that both
claims of the lemma can be checked after applying the functors S(mc)
∗,
c ∈ C. In other words, we may assume right away that 〈C, I〉 ∼= 〈Γ, Inj〉. Then
we can identify DSI(C, R) ∼= D(Γ+, R), the product functor m becomes the
smash product functor
m : Γ+ × Γ+ → Γ+
sending [n]+ × [n
′]+ to their smash product [n]+ ∧ [n
′]+ ∼= [nn
′]+ of (1.19),
and by Lemma 5.5, it suffices to prove that we have
LT ◦m∗ ∼= jT ◦ lT ,
where LT : D(Γ+ × Γ+, R) → D(Γ+, R) is the functor l
T applied along the
first variable. By adjunction, this is equivalent to checking that m∗ ◦ j
T ∼=
jT ◦ rT , or in other words, that
(5.14) m∗(T ⊠ E) ∼= T ⊗ r
T (E)
for any E ∈ Fun(Γ+, R), where r
T is the right-adjoint functor to jT . To
check this, it is convenient to use the equivalence
P : Fun(Γ+, R) ∼= Fun(Γ−, R),
where Γ− is the category of finite sets and surjective maps between them
(with the same notation as here, this statement is proved in [K1, Lemma
3.10], and wrongly asserted to belong to folklore in [K1, Remark 3.11] – in
fact it is also explicitly due to Pirashvili [P]). The equivalence sends T to
the object t ∈ Fun(Γ−,Z) given by t([1]) = Z and t([n]) = 0 for n 6= 1.
The functor rT becomes evaluation at [1], and jT becomes the embedding
sending M to M ⊗ t. And crucially, as shown in [K1, Lemma 3.18], the
functor m∗ becomes the restriction to the diagonal Γ− → Γ− × Γ−, so that
(5.14) reads as
t⊗ P (E) ∼= t⊗ (P (E)([1])).
Since t([n]) = 0 for n 6= 1, this is obvious. 
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6 Derived Mackey profunctors.
We can now develop the derived version of the theory of Section 3. We
assume given a group G, and we consider the category ΓG of finite G-sets.
It has fibered products, so that Example 4.2 and Example 4.3 both apply,
and produce two classes of admissible maps in ΓG – all maps, and injective
maps.
6.1 Pointed sets. We first consider the second class – that is, we equip
ΓG with the admissible class Inj of all injective maps. The category QInjΓG
of Definition 4.4 is then naturally equivalent to the category ΓG+ of finite
pointed G-sets – that is, finite G-sets equipped with a distinguished G-fixed
element. The equivalence is the same as in the case of the category of finite
sets: it sends a pointed G-set S with the distinguished element o ∈ S to the
complement S = S \{o}, and a pointed map f : S → S′ goes to the diagram
(5.2). We have a natural embedding ΓG → ΓG+ sending a finite G-set S to
the set S+ of (1.17), with G acting triviality on the added distiguished point
o. The category ΓG+ has finite coproducts given by (1.18), and every G-set
S decomposes as
(6.1) S = [G/H1]+ ∨ · · · ∨ [G/Hn]+ =
 ∐
1≤i≤n
[G/Hi]

+
,
where Hi ⊂ G, 1 ≤ i ≤ n are cofinite subgroups, and [G/Hi] are the
corresponding G-orbits. For any S1 ∈ ΓG+, we have a natural identification
(6.2) ΓG+(S, S1) =
∏
i
ΓG+([G/Hi]+, S1) =
∏
i
SHi1 ,
where SHi1 ⊂ S1 is the subset of Hi-fixed points.The pair 〈ΓG, Inj〉 is discrete
in the sense of Corollary 4.17, so that we have a canonical equivalence
(6.3) DSInj(ΓG, R) ∼= D(ΓG+, R)
for any ring R.
Analogously, let Γ̂G be the category of G-sets admissible in the sense of
Definition 3.1, with the admissible class Inj of all monomorphisms. Then
the same equivalence identifies QInj Γ̂G with the category Γ̂G+ of admissible
pointed G-sets. The category Γ̂G+ also has coproducts, and any S ∈ Γ̂G+ has
a decomposition (6.1) although possibly with an infinite number of terms.
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We have a natural embedding Γ̂G ⊂ Γ̂G+, S 7→ S+. The pair 〈Γ̂G, Inj〉 is
discrete in the sense of Corollary 4.17, so that we have an equivalence
(6.4) DSInj(Γ̂G, R) ∼= D(Γ̂G+, R)
for any ring R.
Now fix a cofinite subgroup H ⊂ G, with the normalizer NH ⊂ G and
the quotient W = NH/H. Then the fixed points functor ϕ
H of (2.11)
tautologically extends to a functor
ϕH : Γ̂G+ → ΓW+
sending S to SN . This functor preserves smash products, that is, we have
(6.5) (S1 ∧ S2)
H = SH1 ∧ S
H
2 .
for any S2, S2 ∈ Γ̂G+. Moreover, assume that H = N is normal, so that
NH = G and W is the quotient G/N . Then ϕ
N has a left-adjoint λN :
ΓW+ → Γ̂G+ sending a W -set S to the same same on which G acts via the
quotient map G→ W . Thus the pullback functor λN∗ is right-adjoint to the
pullback functor ϕN∗, and since ϕN ◦ λN is obviously the identity functor,
ϕN∗ is a full embedding.
We will also need an explicit description of the left-adjoint functor
(6.6) L
q
ϕN! : D(Γ̂G+, R)→ D(ΓW+, R).
To obtain it, we use simplicial combinatorics of Subsection 1.4 and Sub-
section 1.5. So, we consider n-simplicial pointed admissible G-sets – that
is, functors X : (∆o)n → Γ̂G+ from the n-fold self-product (∆
o)n to the
category Γ̂G+.
Definition 6.1. The homology complex C q(X,E) of an n-simplicial pointed
admissible G-set X with coefficients in an object E ∈ D(Γ̂G+, R) is the
complex
C q(X,E) = C q((∆o)n,X∗E),
where X∗ : D(Γ̂G+, R)→ D((∆
o)n, R) is the pullback functor associated to
X : (∆o)n → ΓG+.
Lemma 6.2. Assume given a pointed n-simplicial admissible G-set X such
that for any cofinite subgroup H ⊂ G, the fixed point set XH is contractible
in the sense of Definition 1.3. Then for any E ∈ D(Γ̂G+, R), the map
E([0]+)→ C q(X,E)
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induced by the distinguished point embedding [0]+ → X is a quasiisomor-
phism.
Proof. Instead of an arbitrary E, it suffices to consider the generators MS
of the category D(Γ̂G+, R) given by (1.16), M an R-module, S ∈ Γ̂G+ an
admissible pointed G-set. Fix M and S, and consider the n-simplicial set
Γ̂G+(S,X) of(1.21). Then by (1.16), we have
C q(X,MS) ∼= C q(Γ̂G+(S,X),Z) ⊗M,
the homology of the n-simplicial set Γ̂G+(S,X) with coefficients in M . But
S has the decomposition (6.1), and (6.2) gives an isomorphism
Γ̂G+(S,X) ∼=
∏
i
XHi .
Since all the terms XHi in the product are by assumption contractible, the
product itself is contractible, and we are done by Lemma 1.4. 
Definition 6.3. For any normal cofinite subgroup N ⊂ G, an n-simplicial
pointed G-set X ∈ (∆o)nΓG+ is N -adapted if
(i) the fixed points subset XN is isomorphic to the constant n-simplicial
set pointed [1]+ with the trivial G-action, and
(ii) for any cofinite subgroup H ⊂ G not containing N , the fixed points
subset XH ⊂ X is contractible in the sense of Definition 1.3.
Lemma 6.4. For any cofinite normal subgroup N ⊂ G, there exists an
admissible 2-simplicial pointed G-set S that is N -adapted in the sense of
Definition 6.3.
Proof. Let
S =
∐
N⊂G
[G/N ]
be the disjoint union of all G-orbits [G/N ], N ⊂ G a cofinite normal sub-
group. Then S is an admissible G-set. Fix a cofinite normal subgroup
N ⊂ G, and let
SN = S \ S
N .
Then (SN )
N is empty, and (SN )
H is not empty for any cofinite subgroup
H ⊂ G not containing N . Therefore the 2-simplicial set C(ES) obtained by
combining Example 1.6 and Example 1.7 satisfies all the assumptions. 
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Lemma 6.5. For any n-simplicial pointed admissible G-set X adapted to
N , any S ∈ Γ̂G+, and any E ∈ D(Γ̂G+, R), the natural map
(6.7) C q(SN ∧X,E)→ C q(S ∧X,E)
induced by the embedding SN → S is a quasiisomorphism.
Proof. As in the proof of Lemma 6.2, we may assume that E =MS′ , M an
R-module, S′ ∈ ΓG+ an admissible pointed G-set. Fix M and S
′, and for
any n-simplicial pointed admissible G-set Y , consider the n-simplicial set
Γ̂G+(S
′, Y ) of(1.21). Then by (1.16), we have
(6.8) C q(Y,MS′) ∼= C q(Γ̂G+(S
′, Y ),Z)⊗M.
The pointed set S′ has the decomposition (6.1), and (6.2) gives an isomor-
phism
Γ̂G+(S
′, Y ) ∼=
∏
i
Y Hi .
Since S is admissible, all but a finite number H1, . . . ,Hn of subgroups
Hi ⊂ G do not contain N ⊂ G. Denote by Y the product of the terms
corresponding to these subgroups, so that we have
(6.9) Γ̂G+(S
′, Y ) ∼= Y ×
n∏
i=1
Y Hi .
Then by the Ku¨nneth formula, (6.8) gives a quasiisomorphism
(6.10) C q(Y,MS) ∼=M ⊗ C q(Y ,Z)⊗
n⊗
i=1
C q(Y Hi ,Z).
Now, by Definition 6.3 (ii), for every cofinite H ⊂ G not containing N , the
fixed point set XH is contractible. Thus if we take Y = S ∧X, then for any
such H,
Y H = (S ∧X)H = SH ∧XH
is also contractible, and then Y , being the product of contractible pointed
n-simplicial sets, is itself contractible. Then by Lemma 6.2, (6.10) reduces
to a quasiisomorphism
C q(S ∧X,MS) ∼=M ⊗
n⊗
i=1
C q(SHi ∧XHi ,Z),
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where the product is over those subgroups Hi ⊂ G in (6.1) that contain N .
But for such subgroups, SHi ⊂ S lies in SN ⊂ S. Therefore if we do the
same reduction for Y = SN ∧X, then the result is exactly the same. 
Now fix an N -adapted 2-simplicial admissible pointed G-set X – for
example, the one provided by Lemma 6.4 – and consider the functor
mX : (∆
o)2 × Γ̂G+ → Γ̂G+
given by
mX([n1]× [n2]× S) = X([n1]× [n2]) ∧ S.
Let p : (∆o)2 × Γ̂G+ → Γ̂G+ be the natural projection, and for any E ∈
D(Γ̂G+, R), let
AvX(E) = L
q
p!m
∗
XE.
Then AvX is an endofunctor of the category D(Γ̂G+, R), a sort of “averaging”
over the pointed 2-simplicial G-set X. By base change, for any S ∈ Γ̂G+
and any E ∈ D(Γ̂G+, R), we have
AvX(E)(S) ∼= C q(S ∧X,E).
The natural embedding [1]+ ∼= X
N → X induces a functorial map S →
S ∧X, so that we have a functorial map
(6.11) Id→ AvX .
Moreover, define a functor ΦN : D(Γ̂G+, R)→ D(ΓW+, R) by
ΦN = λN∗ ◦ AvX .
Then for any S ∈ Γ̂W+ and any E ∈ D(Γ̂G+, R), we have
(6.12) ΦN (E)(S) = C q(λN (S) ∧X,E),
and for any S ∈ Γ̂G+ and any E ∈ D(Γ̂G+, R), we have
ϕN∗ΦN (E)(S) = C q(SN ∧X,E).
The map SN → S induces a map ϕN∗ΦN → AvX , and by Lemma 6.5, this
map is a quasiisomorphism. Thus (6.11) induces by adjunction a map
(6.13) L
q
ϕN! → Φ
N .
Proposition 6.6. The map (6.13) is an isomorphism of functors.
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Proof. As in Lemma 6.2, we may assumeE =MS ,M an R-module, S ∈ Γ̂G+
an admissible G-set with decomposition (6.1). Then by adjunction,
L
q
ϕN! MS =MϕN (S) =MSN ,
so that for any S˜ ∈ ΓW+, we have
L
q
ϕN! MS(S˜) =M ⊗ Z
[
ΓW+(S
N , S˜)
]
=M ⊗
⊗
i
Z[S˜Hi ],
where the product is taken over all subgroups Hi ⊂ G in (6.1) that contain
N . On the other hand, the value ΦN(MS)(S˜) of the functor Φ
N can be
computed by (6.12). Then as in the proof of Lemma 6.5, we have
ΦN (MS)(S˜) ∼=M⊗
⊗
i
C q(S˜Hi ∧XHi ,Z),
where again, the product is taken over all subgroups Hi ⊂ G in (6.1) that
contain N . To finish the proof, it remains to notice that for each of these
subgroups, we have
S˜Hi ∼= S˜Hi ∧ [1]+ ∼= S˜
Hi ∧XHi
by Definition 6.3 (i). 
6.2 Profunctors. Now equip the category ΓG with the admissible class of
all maps, fix a ring R, and consider the category DS(ΓG, R) of Definition 4.8.
We have an embedding ΓoG
∼= (SΓG)[1] ⊂ SΓG and the corresponding restric-
tion functor DS(ΓG, R)→ D(Γ
o
G, R). Note that every object E in D(Γ
o
G, R)
defines in particular a functor from ΓoG to the additive category D(R).
Definition 6.7. An R-valued derived G-Mackey functor is an object E ∈
DS(ΓG, R) such that the corresponding functor Γ
o
G → D(R) is additive in
the sense of Definition 2.3. The full subcategory in DS(ΓG, R) spanned by
derived Mackey functors is denoted by DM(G,R) ⊂ DS(ΓG, R).
We note that the pair 〈ΓG, Id〉 has finite coproducts in the sense of Defi-
nition 5.1, and the additivity conditions of Definition 2.3 and Definition 5.2
are identically the same. Therefore we have
DM(G,R) = DSadd(ΓG, R) ⊂ DS(ΓG, R),
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and Proposition 5.4 insures that the embedding DM(G,R) ⊂ DS(ΓG, R)
admits a left-adjoint additivization functor
(6.14) Add : DS(ΓG, R)→ DM(G,R).
The triangulated subcategory DM(G,R) ⊂ DS(ΓG, R) inherits a natural
t-structure, and the additivization functor Add is right-exact with respect
the natural t-structures. The induced functor on the hearts t-structures is
the additivization functor (2.6).
Analogously, consider the category Γ̂G of G-sets admissible in the sense
of Definition 3.1. It also has fibered products, so that for every ring R, we
have the category DS(Γ̂G, R) and the restriction functor
DS(Γ̂G, R)→ D(Γ̂
o
G, R).
Every object E ∈ D(Γ̂
o
G, R) in turns gives a functor Γ̂
o
G → D(R).
Definition 6.8. AnR-valued derived G-Mackey profunctor is an object E ∈
DS(Γ̂G, R) such that the corresponding functor Γ̂
o
G → D(R) is additive in
the sense of Definition 3.2. The subcategory of derived Mackey profunctors
is denoted by D̂M(G,R) ⊂ DS(Γ̂G, R).
The additivity condition of Definition 3.2 is preserved under truncation
with respect to the natural t-structure on DS(Γ̂G, R), so that D̂M(G,R) ⊂
DS(Γ̂G, R) inherits a natural t-structure. We denote by
D̂M
−
(G,R) =
⋃
i
D̂M
≤i
(G,R)
the full subcategory of objects bounded from above with respect to this t-
structure. The pullback functor q∗ of (4.11) commutes with restrictions to
Γ̂
o
G, so that we have a natural functor
q∗ : D(M̂(G,R))→ D̂M(G,R),
where D(M̂(G,R)) is the derived category of the abelian category M̂(G,R)
of R-valued G-Mackey profunctors of Definition 3.2. By Lemma 4.10, this
induces a fully faithful embedding
(6.15) M̂(G,R) ⊂ D̂M
≤0
(G,R) ⊂ D̂M(G,R)
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that identifies the category M̂(G,R) with the heart of the natural t-structure
on D̂M(G,R). We denote by
(6.16) τ : D̂M
≤0
(G,R)→ M̂(G,R)
the associated truncation functor.
As in the non-derived case, if G is finite, all admissible G-sets are also
finite, so that ΓG = Γ̂G and D̂M(G,R) = DM(G,R). In the general
case, we still have an embedding ΓG → Γ̂G and the restriction functor
DS(Γ̂G, R) → DS(ΓG, R). This clearly sends objects additive in the sense
of Definition 3.2 to objects additive in the sense of Definition 2.3, so that
we have a natural forgetful functor
(6.17) D̂M(G,R)→ DM(G,R).
This is compatible with the natural t-structures and induces the restriction
functor (3.2) on their hearts.
The identity functor ΓG → ΓG defines a morphism
(6.18) i : 〈ΓG, Inj〉 → 〈ΓG, Id〉
in the sense of Definition 4.11, so that we have a restriction functor
(6.19) S(i)∗ : DM(G,R)→ DSInj(ΓG, R) ∼= D(ΓG+, R).
Analogously, we have a morphism i : 〈Γ̂G, Inj〉 → 〈Γ̂G, Id〉 and a restriction
functor
(6.20) S(i)∗ : D̂M(G,R)→ DSInj(Γ̂G, R) ∼= D(Γ̂G+, R).
Definition 6.9. The homology complex C q(X,E) of an n-simplicial pointed
admissible G-set X with coefficients in a derived Mackey profunctor E ∈
D̂M(G,R) is the complex
C q(X,E) = C q(X,S(i)∗E),
where S(i)∗ is the restriction functor (6.20), and C q(X,S(i)∗E) is the ho-
mology complex of Definition 6.1.
While the homology complex of Definition 6.1 is obviously covariant with
respect to X, the homology complex of Definition 6.9 is also contravariant:
we have a natural map
(6.21) f∗ : C q(X ′, E)→ C q(X,E)
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for any E ∈ D̂M(G,R) and any map f : X → X ′ of n-simplicial pointed
admissible G-sets. It also enjoys the following continuity properties that we
will need later.
Lemma 6.10. (i) Assume given an n-simplicial pointed admissible G-
set X and an inverse system {Ei} of derived Mackey profunctors Ei ∈
D̂M
≤0
(G,R). Then we have a natural identification
C q(X,Tel(Ei)) ∼= Tel(C q(X,Ei)),
where Tel is the telescope of (1.26).
(ii) Assume given a derived Mackey profunctor E ∈ D̂M
≤0
(G,R) and an
inverse system of subsets Xi+1 ⊂ Xi ⊂ X of an n-simplicial pointed
admissible G-set X with intersection X = ∩iXi. Then we have a
natural identification
C q(X,E) ∼= Tel(C q(Xi, E)).
Proof. For (i), note that we have Tel(X∗Ei) ∼= X
∗ Tel(Ei), and then note
that for an inverse system Mi of objects in D
≤n(∆o, R), with some fixed
integer n indepedent of i, we have
C q(∆o,Tel(Mi)) ∼= Tel(C q(∆
o,Mi)).
For (ii), observe that we have Tel(X∗i E)
∼= X
∗
E by (3.1), and use the same
argument. 
Assume now given a subgroup H ⊂ G, with normalizer NH ⊂ G and the
quotient W = NH/H. Then the functor ϕ
H of (2.11) defines a morphism
ϕH : 〈Γ̂G, Id〉 → 〈Γ̂W , Id〉
in the sense of Definition 4.11, so that we have a pullback functor
(6.22) S(ϕH)∗ : DS(Γ̂W , R)→ DS(Γ̂G, R).
This functor clearly preserves additivity in the sense of Definition 3.2, thus
sends a derived Mackey profunctor to a derived Mackey profunctor. We also
have the left-adjoint functor
(6.23) S(ϕH)! : DS(Γ̂G, R)→ DS(Γ̂W , R)
provided by Corollary 4.15.
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Definition 6.11. The inflation functor
InflH : D̂M(W,R)→ D̂M(G,R)
is the functor induced by the pullback functor (6.22).
For any normal subgroup N ⊂ G with the quotient W = G/N , say that
an object E ∈ DS(Γ̂G, R) is supported at N if for any admissible G-set S,
the natural map E(S)→ E(SN ) is a quasiisomorphism. Then by definition,
InflN factors through the full subcategory
(6.24) D̂MN (G,R) ⊂ D̂M(G,R)
spanned by objects E ∈ D̂M(G,R) supported at N . Note that by (3.1), a
derived Mackey profunctor E ∈ D̂M(G,R) is supported at N if and only if
M([G/H]) = 0 for any cofinite H ⊂ G not contained in N ⊂ G.
Lemma 6.12. For any normal subgroup N ⊂ G, the inflation functor in-
duces an equivalence
InflN : D̂M(W,R) ∼= D̂MN (G,R).
Proof. More generally, we will prove that S(ϕN )∗ induces an equivalence
between DS(Γ̂W , R) and the full subcategory in DS(Γ̂G, R) spanned by ob-
jects supported at N . This is equivalent to proving that the adjunction
map
S(ϕN )!S(ϕ
N ) ∗ E → E
is an isomorphism for any E ∈ DS(Γ̂W , R), and the adjunction map
E → S(ϕN )∗S(ϕN )!E
is an isomorphism for any E ∈ DS(Γ̂G, R) supported at N . But by Propo-
sition 4.19, we have
(6.25) S(i)∗ ◦ S(ϕN )! ∼= L
q
ϕN! ◦ S(i)
∗,
where S(i)∗ are the canonical restriction functors (6.19), (6.20), and L
q
ϕN! is
the functor (6.6). Since we obviously also have S(i)∗ ◦S(ϕN )∗ ∼= ϕN∗ ◦S(i)∗,
it suffices to prove both claims after restriction to Γ̂G+. But then, it is
equivalent to proving that ϕN∗ induces an equivalence between D(Γ̂W+, R)
and the full subcategory in D(Γ̂G+, R) spanned by objects supported at N .
Since ϕN has a fully faithful left adjoint λN , this is obvious. 
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Now assume that the subgroup H ⊂ G is cofinite. Then we have the
adjoint pair of functors ρH , γH of (3.15), and we note that this is in fact
a situation of Example 4.12 with C = Γ̂G, c = [G/H], c
′ = [G/G], and
f : c → c′ the natural projection. Indeed, for any a G-set S equipped with
a map f : S → [G/H], the preimage f−1(e) ⊂ S of the image e ∈ [G/H] of
the unity element e ∈ G is an H-set, and sending f : S → [G/H] to f−1(e)
gives an equivalence of categories
Γ̂G /[G/H] ∼= Γ̂H .
Under this equivalence, f∗ of Example 4.12 becomes the restriction functor
ρH , and f! becomes its left-adjoint functor γ
H . Then (4.15) becomes the
isomorphism
(6.26) S(γH)∗ ∼= S(ρH)!,
and this functor preserves additivity in the sense of Definition 3.2.
Definition 6.13. The categorical fixed points functor
ΨH : D̂M(G,R)→ D̂M(H,R)
is the functor induced by the functor (6.26).
As in the underived situation, the centralizer ZH ⊂ G of any cofinite
group H ⊂ G acts on the functor ρH and its adjoint γH , thus on ΨH =
S(γH)∗, so that it can be promoted to a functor
(6.27) Ψ˜H :M(G,R)→M(H,R[ZH ]),
where R[ZH ] is the group algebra of the centralizer.
Now we note that for any cofinite subgroup H ⊂ G with normalizer
NH ⊂ G and quotient WH = NH/N , we have ϕ
H ∼= ϕH ◦ ρNH , so that
(6.28) S(ϕH)! ∼= S(ϕ
H)! ◦ S(ρ
NH )! ∼= S(ϕ
H)! ◦ S(γ
NH )∗.
Lemma 6.14. For any cofinite normal subgroup N ⊂ G with the quotient
W = G/N , the functor S(ϕN )! of (6.23) sends D̂M(G,R) ⊂ DS(Γ̂G, R) to
DM(W,R) ⊂ DS(ΓW , R).
Proof. By (6.28), we may replace G with NH – in other words, we may
assume right away that H = N ⊂ G is normal, and W = G/N . Then as
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in the proof of Lemma 6.12, Proposition 4.19 provides a canonical isomor-
phism (6.25), and by Proposition 6.6, for any E ∈ DS(Γ̂G, R), the values
S(ϕN )!(E)(S), S ∈ ΓW can be computed by (6.12), where the right-hand
side is the homology complex of Definition 6.9. Then the claim becomes
obvious – we have
(S ⊔ S′)+ ∧X ∼= (S+ ∧X) ∨ (S
′
+ ∧X)
for any two G-sets S1, S2, . 
Definition 6.15. The geometric fixed points functor
ΦH : D̂M(G,R)→ DM(W,R)
is the functor induced by the functor (6.23).
By definition, the functor ΦH is left-adjoint to the inflation functor InflH
of Definition 6.11. For any subgroup H ′ ⊂ H ⊂ G, the isomorphism (2.12)
induces an isomorphism
(6.29) ΦH
′
◦ΨH ∼= ΨW
H
H′ ◦ΦH
′
,
a derived version of the isomorphism (2.13).
Lemma 6.16. The functors InflH of Definition 6.11, ΨH of Definition 6.13
are exact with respect to the standard t-structures, and induce the functors
InflH , ΨH of (3.5) resp. (3.16) on their hearts. The functor ΦH of Defini-
tion 6.15 is right-exact with respect to the standard t-structures, and induces
the functor ΦH of (3.5) on their hearts (that is, we have τ ◦ ΦH ∼= ΦH ◦ τ ,
where τ is the truncation functor (6.16)).
Proof. The first claim is obvious, the second immediately follows by adjunc-
tion. 
7 Mackey functors and representations.
If the group G is finite, then any admissible G-set S is finite, so that derived
Mackey profunctors are the same as derived Mackey functors studied in
[K2]. However, most of the proofs in [K2] are rather involved. Throughout
this section, we assume that G is a finite group, and we reprove some of
the results from [K2] using the technology we have developed, especially
Proposition 6.6.
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7.1 Fixed points as representations. Fix a finite group G. For any
subgroup H ⊂ G, denote
(7.1) Φ
H
= ΦH ◦ΨH : DM(G,R)→ D(R),
and let
(7.2) Φ q =
⊕
H⊂G
Φ
H
: DM(G,R)→
∏
H⊂G
D(R)
be the sum of the functors Φ
H
over all conjugacy classes of subgroupsH ⊂ G.
Lemma 7.1. (i) If the image Φ q(M) of a derived Mackey functor M ∈
DM(G,R) under the functor (7.2) lies in
∏
H D
≤n(R) for some integer
n, then M lies in DM≤n(G,R) ⊂ DM(G,R).
(ii) The functor Φ q of (7.2) is conservative (that is, if Φ q(f) is invertible,
then f is invertible).
Proof. For (i), let M ′ = τ>nM be the truncation of M with respect to the
standard t-structure on DM(G,R). We need to prove that M ′ = 0. By
(6.29) and induction on cardinality of G, we may assume that ΨHM ′ = 0
for any proper subgroup H ⊂ G. Then M ′ is supported at G, and by
Lemma 6.12,M ′ ∼= InflG(ΦG(M ′)) and ΦG(M ′) ∼=M ′([G/G]). In particular,
ΦG(M ′) is non-trivial only in homological degrees > n. Since the functor
ΦG is left-exact with respect to the standard t-structure, the natural map
ΦGM → ΦGM ′ is an isomorphism in these homological degrees, and since
by assumption ΦGM = Φ
G
M lies in D≤n(R), we have ΦGM ′ = 0 and
M ′ ∼= InflG(ΦG(M ′)) = 0.
For (ii), let M be the cone of the map f . Then Φ
q
(M) = 0, so that
M must lie in DM≤n(G,R) for any integer n. Therefore M = 0, and f is
invertible. 
By (6.29), we have Φ
H ∼= Ψ{e} ◦ ΦH , where {e} ⊂ WH is the trivial
subgroup in the quotient WH = NH/H, NH ⊂ G the normalizer of H. We
can promote Ψ{e} to the functor Ψ˜{e} of (6.27), and this promotes Φ
H
to a
functor
(7.3) Φ˜H = Ψ˜{e} ◦ ΦH : DM(G,R)→ D(R[WH ]).
Lemma 7.2. For any H ⊂ G, the functor Φ˜H of (7.3) admits a fully faithful
right-adjoint functor
RH : D(R[H])→ DM(H,R).
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Proof. The functor Φ
H
= S(ϕH ◦ ρH)! has an obvious right-adjoint RH =
S(ϕH ◦ ρH)∗. Explicitly, if we consider the object TH ∈ M(G,Z) given by
TH(S) = Z[S
H ], S ∈ ΓG,
then we have RH(M) = M ⊗ T for any M ∈ D(R). To promote it to a
right-adjoint functor RH , observe that W = WH acts on T , so that it can
be considered as an object T ∈ D(ptW ×SΓG,Z), where ptW is the groupoid
with one object with automorphism group W . Then RH is given by
(7.4) RH(M) = R
q
π2∗(π
∗
1M ⊗ T ),
where π1 : ptW × SΓG → ptW , π2 : ptW × SΓG → SΓG are the natural
projections. Explicitly, for any S ∈ ΓG, we have
(7.5) RH(M)(S) ∼= C
q
(W,M ⊗ T (S)) = C
q
(W,M [SH ]).
This implies that for any S ∈ ΓH , we have
(7.6) (ΨH ◦RH)(M)(S) ∼= RH(M)(γH (S)) ∼= C
q
(W,M [γH (S)
H ]).
However, points in the orbit G/H fixed under H correspond to elements
g ∈ G that normalize H, so that we have a natural identification [G/H]H ∼=
[NH/H]
H ∼=W . Then by the definition of the functor γH , we have
γH(S)
H ∼= SH ×W
for any S ∈ ΓH . Therefore (7.6) implies that Ψ
H(RH(M)) ∈ DM(H,R) is
supported at H, and
(ΨH ◦RH)(M)([H/H]) ∼= C
q
(W,M [W ]) ∼=M,
so that Φ
H
(RH(M)) = Φ
H(ΨH(RH(M))) ∼= M . Thus the adjunction map
Φ˜H(RH(M))→M is an isomorphism. 
Lemma 7.3. Any object M ∈ DM(G,R) is a finite iterated extension of
objects of the form RH(MH), MH ∈ D(R[WH ]), H ⊂ G a subgroup.
Proof. For any M ∈ DM(G,R), denote by Supp(M) the set of all con-
jugacy classes of subgroups H ⊂ G such that M([G/H ′]) 6= 0 for some
subgroup H ′ ⊂ H. Take an object M ∈ DM(G,R), and choose sub-
group H ∈ Supp(M) that is minimal by inclusion – that is, no proper
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subgroup H ′ ⊂ H lies in Supp(M). Let M ′ be the cone of the adjunction
map M → RH(Φ˜
H(M)). Then by (7.5), Supp(RH(Φ˜
H(M))) is contained
in the set of subgroups H ′ ⊃ H, and in particular, Supp(RH(Φ˜
H(M))) lies
inside Supp(M). Then Supp(M ′) is also contained in Supp(M). However,
since RH is fully faithful, H does not lie in Supp(M
′), so that the inclu-
sion Supp(M ′) ⊂ Supp(M) is strict. By induction on the cardinality of
Supp(M), this finishes the proof. 
7.2 Maximal Tate cohomology. By Lemma 7.3 and Lemma 7.2, the
category DM(G,R) is an iterated extension of full subcategories D(R[WH ]),
H ⊂ G, WH = NH/H. To describe the gluing data between these subcate-
gories, one needs to compute the composition functors
(7.7) EHH′ = Φ˜
H′ ◦RH : D(R[H])→ D(R[H
′])
for pairs of different subgroups H,H ′ ⊂ G. This can be done using a certain
natural generalization of Tate cohomology of finite groups.
Definition 7.4. A finitely generated Z[G]-module M is induced if M =
iH(M
′), where H ⊂ G is a proper subgroup, M ′ is a finitely generated
Z[H]-module, and iH : Z[H]-mod → Z[G]-mod is the induction functor
left-adjoint to the obvious restriction functor Z[G]-mod → Z[H]-mod. For
any finitely generated Z[G]-moduleM , the maximal Tate cohomology groups
Hˇ
q
(G,M) are given by
Hˇ
q
(G,M) = RHom
q
Db(Z[G])/Di(Z[G])(R,M),
where Dbf (Z[G]) is the bounded derived category of the category of finitely
generated Z[G]-modules, and Dbi (Z[G]) ⊂ D
b
f (Z[G]) is the smallest Karoubi-
closed full triangulated subcategory containing all induced modules.
Remark 7.5. The difference with the usual Tate cohomology is that one
takes the quotient not by the subcategory Dpf(Z[G]) ⊂ Dbf (Z[G]) of per-
fect complexes of Z[G]-modules but by the larger subcategory Dbi (Z[G]) ⊂
Dbf (Z[G]) of induced modules.
We note that since the category Db(Z[G]) is small, taking the quotient
in Definition 7.4 presents no problem. In effect, one considers the category
I of objects V ∈ Dbf (Z[G]) equipped with a map V → Z whose cone lies in
Dbi (Z[G]), and one has
(7.8) Hˇ i(G,M) = lim
V ∈I
→
Hom(V,M [i]) = lim
V ∈I
→
H i(G,M
L
⊗ V ∗), i ∈ Z,
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where V ∗ = Hom(V,Z) ∈ Dbf (Z[G]) is the object dual to V . Since the index
category I is filtered, the limit in the right-hand side of (7.8) is an exact
functor. One can then use (7.8) to define maximal Tate cohomology with
coefficients.
Definition 7.6. For anyM ∈ D(R[G]), the maximal Tate cohomology mod-
ules Hˇ
q
(G,M) are given by
Hˇ
q
(G,M) = lim
V ∈I
→
H
q
(G,M
L
⊗ V ∗),
where I and V ∗ are as in (7.8).
One can further refine this to obtain a maximal Tate cohomology ob-
ject Cˇ
q
(G,M) ∈ D(R) with homology modules Hˇ
q
(G,M). To do this, it
is convenient to use the following technical gadget. Assume given a com-
plex V q ∈ C≥o(Z[G]-mod) of Z[G]-modules concentrated in non-negative
homological degrees, and let V ∈ Fun(∆o,Z[G]) ∼= Fun(ptG ×∆
o,Z) be the
simplicial Z[G]-module corresponding to V q under the Dold-Kan equivalence
(1.22). Then for any M ∈ D(R), we can consider the object
(7.9) Cˇ
q
(G,V q,M) = C q(∆o, R
q
π2∗(V ⊗ π
∗
1M)) ∈ D(R),
where π1 : ptG×∆
o → ptG, π2 : ptG×∆
o → ∆o are the natural projections.
This object is functorial in M and in V q – for any two complexes V q, V ′
q
, any
map f : V q → V ′
q
induces a functorial map
(7.10) Cˇ
q
(G,V q,−)→ Cˇ
q
(G,V ′
q
,−).
Definition 7.7. A complex P q of finitely generated Z[G]-modules is maxi-
mally adapted if
(i) Pi = 0 for i < 0, P0 = Z, and for every i ≥ 1, Pi is flat over Z and
induced in the sense of Definition 7.4, and
(ii) for any proper subgroup H ⊂ G, the complex P q is contractible as a
complex of Z[H]-modules.
Example 7.8. For any n-simplicial admissible pointed G-set X that is G-
adapted in the sense of Definition 6.3, the complex P q = C q(X,Z) with its
natural G-action is maximally adapted in the sense of Definition 7.7.
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Lemma 7.9. For any maximally adapted complex P q, and any object M ∈
D(R[G]), the homology modules of the object Cˇ
q
(G,P q,M) of (7.9) are nat-
urally identified with the maximal Tate cohomology modules Hˇ
q
(G,M) of
Definition 7.6. For any two maximally adapted complexes P q, P ′
q
and any
map f : P q → P ′
q
identical in degree 0, this identification commutes with the
map (7.10).
Proof. For any object E ∈ D(∆o, R) represented by a complex of simplicial
R-modules, we can apply the Dold-Kan equivalence termwise and obtain a
bicomplex E
q
q
. The sum-total complex of this bicomplex then represents the
homology object C q(∆o, E). If the bicomplex is of finite length in either of
the two directions, then the sum-total complex is the same as the product-
total complex. Therefore for a complex V q ∈ C≥0(Z[G]-mod) of finite length,
we have a natural isomorphism
Cˇ
q
(G,V q,M) ∼= C
q
(G,M ⊗ C q(∆o, V )) ∼= C
q
(G,M ⊗ V q).
For a general complex V q, we can consider its stupid filtration F
q
V q given
by
F lVi =
{
Vi, i ≤ l,
0, i > l.
Then V q = lim
l
→
F lV q, and since homology commutes with direct limits, we
have an identification
(7.11) Cˇ
q
(G,V q,M) ∼= lim
l
→
C
q
(G,M ⊗ F lV q).
Since the limit is filtered, its homology modules are then naturally identified
with the corresponding direct limits of the homology groups H
q
(G,M ⊗
F lV q). Now take a maximally adapted complex P q, and consider the double
limit
lim
V ∈I
→
lim
l
→
H
q
(G,M ⊗ F lP q ⊗ V ∗).
By Definition 7.7 (i), we have Hˇ
q
(G,M ⊗ Pi) = 0 for any i ≥ 1, so that the
natural embedding
lim
l
→
H
q
(G,M ⊗ F lP q)→ lim
V ∈I
→
lim
l
→
H
q
(G,M ⊗ F lP q ⊗ V ∗)
is an isomorphism. By Definition 7.7 (ii), the limit (7.11) vanishes for any
induced M = iH(M
′), M ′ ∈ D(R[H]), H ⊂ G a proper subgroup. By the
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projection formula, for any M ∈ D(R[G]) and V ′ ∈ Dbi (Z[G]), the product
M ⊗ V is a direct summand of a finite iterated extension of objects of this
type, so that the natural embedding
lim
V ∈I
→
H
q
(G,M
L
⊗ V ∗)→ lim
V ∈I
→
lim
l
→
H
q
(G,M ⊗ F lP q ⊗ V ∗)
induced by the embedding Z = P0 → P q is also an isomorphism. This
finishes the proof. 
Now note that for any two maximally adapted complexes P q, P ′
q
, their
product P q ⊗ P ′
q
is also maximally adapted, and the embeddings Z = P0 →
P q, Z = P ′0 → P
′
q
induce natural maps
P q → P q ⊗ P ′
q
, P ′
q
→ P q ⊗ P ′
q
.
The corresponding maps (7.10) then provide functorial quasiisomorphisms
Cˇ
q
(G,P q,M) ∼= Cˇ
q
(G,P q ⊗ P ′
q
,M) ∼= Cˇ
q
(G,P ′
q
,M).
Thus up to a quasiisomorphism, C q(G,P q,−) does not depend on the choice
of a maximally adapted complex P q, so that we can drop it from notation
and obtain a maximal Tate cohomology functor
(7.12) Cˇ
q
(G,−) : D(R[G])→ D(R).
Strictly speaking, this functor is only defined up to a non-canonical isomor-
phism, but we will ignore this.
Finally, we record one further refinement of maximal Tate cohomology.
For any subgroup H ⊂ G and any M ∈ D(R[G]), the cohomology complex
C
q
(H,R) carries a natural action of the group WH = NH/H, NH ⊂ G
the normalizer of H ⊂ G, so that C
q
(H,−) is a functor from D(R[G]) to
D(R[WH ]). To obtain a similar maximal Tate cohomology functor
(7.13) Cˇ
q
(G,−) : D(R[G])→ D(R[WH ]),
it suffices to choose a maximally adapted complex P q of H-modules such
that the H-action is extended to an action of NH . Choosing an H-adapted
pointed n-simplicial NH -set X in Example 7.8 does the job.
7.3 Gluing data. We can now describe the gluing functors EHH′ of (7.7).
For any two subgroups H,H ′ ⊂ G, denote
(7.14) c(H ′,H) = HomG([G/H], [G/H
′ ]) ∼= [G/H ′]H .
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The group WH = AutG([G/H]) acts on this set on the left, and the group
W ′H = AutG([G/H
′]) acts on the right. Denote by
(7.15) c(H ′,H) =WH\c(H
′,H)/WH′
the double quotient. Moreover, assume that H ′ ⊂ G lies in the normalizer
NH ⊂ G, and consider the intersection N
H
H′ = NH ∩ NH′ ⊂ G. Then H
′
lies in NHH′ as a normal subgroup, so that we can consider the subgroup
WHH′ = N
H
H′/H
′ ⊂WH′ = NH′/H
′, and the associated induction functor
(7.16) ι : D(R[WHH′ ])→ D(R[WH′ ]).
By definition, the functor Φ˜H
′
only depends on H ′ up to a conjugation, so
that the following results gives a complete description of the functors EHH′ .
Proposition 7.10. For any two subgroups H,H ′ ⊂ G, H 6= H ′, and an
object M ∈ D(R[WH ]), E
H
H′(M) = 0 unless H
′ is conjugate to a subgroup
in NH containing H ⊂ NH . If H ⊂ H
′ ⊂ NH , then we have a natural
isomorphism
EHH′(M)
∼= ι
(
Cˇ
q
(H ′/H,M)
) [
c(H ′,H)
]
,
where Cˇ
q
(−,−) is the refined maximal Tate cohomology functor (7.13), ι is
the induction functor (7.16), and c(H ′,H) is the finite set (7.15).
Proof. Take some M ∈ D(R[WH ]). Assume first that H
′ = G, so that WH′
is trivial, and (7.13) reduces to (7.12). Choose a 2-simplicial finite pointed
G-set X that is G-adapted in the sense of Definition 6.3. Then RH(M)
is given by (7.4), and as in the proof of Lemma 6.14, we have a natural
identification
(7.17) EHG (M)
∼= C q(X,R
q
π2∗(π
∗
1M ⊗ TH))⊗ TH)).
Note that by definition, we have TH = S(ϕ
H)∗T , where T ∈ M(WH ,Z)
sends a WH -set S to Z[S]. Therefore by base change, (7.17) yields an iden-
tification
(7.18) EHG (M)
∼= C q(Y,R
q
π2∗(π
∗
1M ⊗ T )),
where we denote Y = XH . If H ⊂ G is not normal, so that NH ⊂ G is
a proper subgroup, then for every subgroup H0 ⊂ NH containing H, the
fixed point set Y H0/H = XH0 is contractible by Definition 6.3 (ii), and
EHG (M) = 0 by Lemma 6.2. If H ⊂ G is normal, so that G = NH , then Y
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is a WH -adapted 2-simplicial pointed WH -set. By Definition 6.1 and (1.25),
the right-hand side of (7.18) is then given by
(7.19) C q(X,R
q
π2∗(π
∗
1M ⊗ T ))
∼= C q(∆o, R
q
π∗2(π
∗
1M ⊗ δ
∗Y ∗T )).
But by definition, the simplicial Z[WH ]-module δ
∗Y ∗T corresponds to the
maximally adapted complex P q = C q(Y,Z) of Example 7.8, so that the
right-hand side of (7.19) is exactly (7.9).
In the general case, recall that by (2.3), the category ΓH′ is naturally
identified with the category of finite G-sets S equipped with a G-equivariant
map S → [G/H ′]. Then every element f : [G/H] → [G/H ′] of the set
c(H ′,H) of (7.14) defines in particular an object in ΓH′ . This object is an
orbit of the form [H ′/Hf ], where the subgroup Hf ⊂ H
′ ⊂ G is conjugate
to H in G, and well-defined up to conjugation in H ′. For any S ∈ ΓH′ , we
then have a natural identification
(γH
′
(S))H ∼=
∐
f∈c(H′,H)
SHf ,
and by definition, this gives an isomorphism
ΨH
′
TH ∼=
⊕
f∈c(H′,H)
THf ,
where THf ∈ M(H
′,Z) corresponds to the subgroup Hf ⊂ H
′. The group
WH acts on C(H
′,H), and then for any f ∈ c(H ′,H), its stabilizer WHf =
AutH′([H
′/Hf ]) ⊂WH acts on THf . Therefore by base change, we have
(7.20) EHH′
∼=
⊕
f∈WH\c(H′,H)
E˜
Hf
H′ ,
where E˜
Hf
H are the functors (7.7) for Hf considered as a subgroup in H
′. If
Hf ⊂ H
′ is not normal – that is, H ′ is not conjugate to a subgroup in NH
– then the right-hand side of (7.20) vanishes. In the case H ⊂ H ′ ⊂ NH ,
the group WH′ acts on the quotient WH\c(H
′,H), and the stabilizer of any
element is conjugate to WHH′ ⊂WH′ . Therefore (7.20) can be rewritten as
EHH′
∼= ι
(
E˜HH′
) [
c(H ′,H)
]
,
where ι is the induction functor (7.16), and c(H ′,H) is the finite set (7.15).
Plugging in the expression for E˜HH′ , we get the claim. 
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7.4 Autoequivalences. Proposition 7.10 is essentially a reformulation
of [K2, Corollary 7.10]. The full story in [K2] is considerably more elabo-
rate. Roughly speaking, one refines the gluing data description obtained in
Proposition 7.10 to a certain DG coalgebra, and then uses it to give a full
description of the category DM(G,R). We will not need this. However, we
will prove one useful corollary of Proposition 7.10.
Consider the full subcategory
DS(ΓG,ΓG+, R) ⊂ D(SΓG × ΓG+, R)
spanned by special objects, as in (5.9). As in (5.10), we have a natural
equivalence
DS(ΓG,ΓG+, R) ∼= DSId× Inj(ΓG × ΓG, R).
As in (5.11), the cartesian product functor m : ΓG×ΓG → ΓG is a morphism
in the sense of Definition 4.11, so that we have the pullback functor
S(m)∗ : DS(ΓG, R)→ DS(ΓG,ΓG+, R).
Moreover, for any simplicial pointed finite G-set X : ∆o → ΓG+, we have
the pullback functor
(id×X)∗ : DS(ΓG,ΓG+, R)→ DS(ΓG,∆
o, R),
where DS(ΓG,∆
o, R) ⊂ D(SΓG ×∆
o, R) is again defined as in (5.9).
Definition 7.11. The smash product M ∧X of a derived Mackey functor
M ∈ DM(G,R) and a simplicial finite pointed G-set X ∈ ∆oΓG+ is given
by
M ∧X = L
q
π!(id×X)
∗S(m)∗M,
where π : ∆o × SΓG → SΓG is the natural projection.
Let us record some of the obvious properties of the smash product of
Definition 7.11. First of all, if G is trivial, so that DM(G,R) ∼= D(R), then
we have
(7.21) M ∧X ∼=M ⊗ C q(X,Z),
where C q(X,Z) = C q(X,Z)/Z · {o} is the reduced chain complex of the
pointed simplicial set X. In the general case, by base change, we have a
natural identification
(M ∧X)(S) ∼= C q(X ∧ S+,M)
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for any S ∈ ΓG, where the right-hand side is as in Definition 6.1. This
is additive in S, so that for any M ∈ DM(G,R) and any X ∈ ∆oΓG+,
the smash product M ∧X is also a derived Mackey functor. The Ku¨nneth
formula provides a natural quasiisomorphism
(M ∧X1) ∧X2 ∼=M ∧ (X1 ∧X2)
for any X1,X2 ∈ ∆
oΓG+. For any subgroup H ⊂ G, the obvious isomor-
phism ρH(X1 ∧X2) ∼= ρ
H(X1)∧ ρ
H(X2) induces by adjunction a projection
formula isomorphism
γH(ρH(X) ∧ S+) ∼= X ∧ γ
H(S)+,
and this induces a natural functorial isomorphism
ΨH(M ∧X) ∼= ΨH(M) ∧ ρH(X).
This isomorphism respects the WH -action, thus gives an isomorphism
(7.22) Ψ˜H(M ∧X) ∼= Ψ˜H(M) ∧ ρH(X)
of extended functors of (2.14). Also, we have ϕH(X ∧S+) ∼= X
H ∧ϕH(S)+,
and this induces a functorial isomorphism
InflH(M) ∧X ∼= InflH(M ∧XH).
By adjunction, we obtain an isomorphism
(7.23) ΦH(M ∧X) ∼= ΦH(M) ∧XH
for any M ∈ DM(G,R) and any X ∈ ∆oΓG+.
Definition 7.12. A simplicial finite pointed G-set X ∈ ∆oΓG+ is homo-
logically adapted to a normal subgroup N ⊂ G if for any subgroup H ⊂ G
containing N , the reduced chain complex C q(XH ,Z) is quasiisomorphic to
Z, while for any subgroup H ⊂ G not containing N , the complex C q(XH ,Z)
is acyclic.
Example 7.13. For any n-simplicial finite pointed G-set X adapted to N
in the sense of Definition 6.3, the diagonal δ∗X is homologically adapted to
N in the sense of Definition 7.12.
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Lemma 7.14. Assume given a normal subgroup N and a simplicial finite
pointed G-set X ∈ ∆oΓG+ homologically adapted to N in the sense of Defi-
nition 7.12. Then for any E ∈ DM(G,R), we have a natural isomorphism
X ∧ E ∼= InflN (ΦN (E)).
Proof. Since XG has non-trivial homology, it is not empty, so that we have
a nontrivial G-equivariant map i : [1]+ → X. This map then automatically
induces a quasiisomorphism Z ∼= C q(XH ,Z) for any H ⊂ G containing N .
Consider the natural map
i˜ : E ∼= [1]+ ∧ E → X ∧E
induced by i. Then by (7.23), X∧E lies inside the subcategory DMN (G,R),
so that i˜ factors through a map
InflN (ΦN (E))→ X ∧ E,
and again by (7.23), this map becomes an isomorphism after applying the
conservative functor Φ q of Lemma 7.1. 
Definition 7.15. A simplicial finite pointed G-set X ∈ ∆oΓG+ is a ho-
mological sphere if for any subgroup H ⊂ G, the reduced chain complex
C q(XH ,Z) is quasiisomorphic to Z placed in some degree dH .
Example 7.16. For any finite set S, let X(S) = IS/IS be the quotient
of the product of copies of the simiplicial interval I numbered by elements
s ∈ S by its boundary
IS =
∐
s∈S
{s} × IS\{s} ⊔
∐
s∈S
{t} × IS\{t},
where s, t ∈ I are the endpoints. Then C q(X(S),Z) is Z placed in degree
|S|, the cardinality of S. Let G act on X(G) via its action on itself. Then
for any subgroup H ⊂ G, we have X(G)H ∼= X(G/H), so that X(G) is a
homological sphere in the sense of Definition 7.15 (with dH = |G/H|, the
cardinality of the orbit G/H).
Example 7.17. More generally, for any finite-dimensional representation
V of the group G over R, consider its one-point compactification SV , choose
its finite triangulation compatible with the G-action, and let X be the cor-
responding simplicial pointed G-set. Then X is a homological sphere, with
dH = dimR V
H . If V = R[G] is the regular representation, one recovers
X(G) of Example 7.16.
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Proposition 7.18. Assume given a simplicial finite pointed G-set X ∈
∆oΓG+, and assume that X is a homological sphere in the sense of Defi-
nition 7.15. Then the endofunctor EX of the category DM(G,R) sending
M to M ∧X is an autoequivalence.
Proof. For any subgroup H ⊂ G and M ∈ DM(G,R), the isomorphisms
(7.22), (7.23) and (7.21) provide a functorial isomorphism Φ˜H(M ∧ X) ∼=
Φ˜M (M)[dH ], where Φ˜
H is the functor (7.3). By adjunction, we obtain func-
torial base change maps
(7.24) RH(M) ∧X → RH(M)[dH ], M ∈ D(R[WH ]),
where RH is the adjoint functor of Lemma 7.2. Applying the functors Φ˜
H′ ,
H ′ ⊂ G another subgroups, we obtain functorial maps
(7.25) EHH′(M)[dH′ ]→ E
H
H′(M)[dH ]
where we have used the identification EHH′(M)[dH′ ]
∼= Φ˜H
′
(RH(M) ∧ X)
provided by (7.23) and (7.21). Assume for the moment that all the maps
(7.25) are isomorphisms. Then by Lemma 7.1 (ii), the maps (7.24) are also
isomorphisms, so that EX preserves the full subcategories RH(D(R[H])) ⊂
DM(G,R) of Lemma 7.3, and induces a homological shift on each of these
subcategories. Moreover, by adjunction, EX is fully faithful on objects of the
form RH(M), H ⊂ G,M ∈ D(R[H]). Then by Lemma 7.3, it is fully faithful
on the whole DM(G,R), and since homological shifts are autoequivalences,
it is essentially surjective, again by Lemma 7.3.
It remains to prove that all the functorial maps (7.25) are isomorphisms.
By Proposition 7.10, it suffices to consider the case when H lies in H ′ as a
normal subgroup, and in this case, the cone of the map (7.25) is a sum of
terms of the form
Cˇ
q
(H ′/H,M ⊗ C q(XH/XH
′
,Z)).
But since the finite simplicial pointed WH -set X
H/XH
′
has no non-trivial
points fixed under H ′/H ⊂ WH , the reduced chain homology complex
C q(XH/XH
′
,Z) is induced in the sense of Definition 7.4, and the maximal
Tate cohomology in question indeed vanishes. 
8 Derived normal systems.
To proceed further, we need to describe a derived version of the theory of
normal systems introduced in Subsection 3.2.
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8.1 The comparison theorem. Consider the fibration ν of (3.7), and
recall that its fibers are identified with the categories ΓW , W = G/N ,
N ∈ N(G) a normal cofinite subgroup in G, while the transition functors
are the functors ϕN
′/N , N ⊂ N ′ ⊂ G. Note that the S-construction of
Definition 4.6 can be applied fiberwise to the fibration ΓG/N(G)
o. Namely,
let S(ΓG/N(G)
o) be the category of pairs 〈[n], f〉 of [n] ∈ ∆ and a functor
f : [n] → ΓG such that ν ◦ f : [n] → N(G)
o is the constant functor onto an
object N ∈ N(G)o, with morphisms from 〈[n], f〉 to 〈[n′], f ′〉 given by a pair
of a morphism ϕ : [n] → [n′] and a morphism α : f ′ ◦ ϕ → f such that for
any i, j ∈ [n], the commutative square (4.5) induced by (4.4) is cartesian in
Γ. Then ν induces a forgetful functor
S(ν) : S(ΓG/N
o(G))→ N(G).
This functor is a cofibration whose fibers are the categories SΓW , and whose
transition functors are functors S(ϕN
′/N ). Say that a morphism f in the
category S(ΓG/N(G)
o) is special if S(ν)(f) is invertible, and f is special in
the sense of Definition 4.8 when considered as a morphism in a fiber of the
cofibration S(ν). Say that an object E ∈ D(SΓG, R) is special if it can be
represented by complex E q such that E q(f) is a quasiisomorphism for any
special morphism f , and denote by
(8.1) DS(ΓG/N(G)
o, R) ⊂ D(S(ΓG/N(G)
o), R)
the full subcategory spanned by special objects. Then every special object
E ∈ DS(ΓG/N(G)
o, R) defines a collection of objects EN ∈ DS(Γ̂G, R),
N ∈ N(G), W = G/N , and transition morphisms
(8.2) S(ϕN
′/N )!EN → EN ′
for any N,N ′ ∈ N(G), N ⊂ N ′.
Definition 8.1. A derived normal system of G-Mackey profunctors is a
special object E ∈ DS(ΓG/N(G)
o, R) such that for any N ∈ N(G), W =
G/N , the object EN ∈ DS(Γ̂W , R) lies in DM(W,R) ⊂ DS(Γ̂W , R), and
for any N,N ′ ∈ N(G), N ⊂ N ′, the map
ΦN
′/NEN → EN ′
induced by (8.2) is an isomorphism.
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By definition, derived normal systems form a full triangulated subcate-
gory in DS(ΓG/N(G)
o, R); we denote this category by DN (G,R). For any
integer i, we let
DN≤i(G,R) = DN (G,R) ∩ DS≤i(ΓG/N(G)
o, R) ⊂ DS(ΓG/N(G)
o, R).
We note that since the functors ΦN
′/N are only right-exact with respect to
the standard t-structure, these subcategories do not automatically give a
t-structure on DN (G,R). Nevertheless, they are perfectly well-defined. So
is the subcategory
DN−(G,R) =
⋃
i
DN≤i(G,R) ⊂ DN (G,R),
and the truncation functor τ of (6.16) induces a natural functor
(8.3) τ : DN≤0(G,R)→ N (G,R).
Now let S˜(ΓG/N(G)
o) be the category of diagrams (4.12) in S(ΓG/N(G)
o)
with special s1, s2, and note that the projections π1, π2 : S˜(ΓG/N(G)
o) →
S(ΓG/N(G)
o) are cocartesian over N(G). Therefore by Lemma 1.2, (4.13)
provides a functor
Sp : D(S(ΓG/N(G)
o), R)→ DS(ΓG/N(G)
o, R)
left-adjoint to the embedding (8.1) that induces the specialization functor
of Lemma 4.14 on the fiber over every N ∈ N(G)o. Then the functor ϕ of
(3.9) induces a functor
S(ϕ) : S Γ̂G×N(G)→ S(ΓG/N(G)
o),
and S(ϕ) induces a pair of adjoint functors
(8.4)
S(ϕ)∗ :DS(ΓG, R)→ DS(Γ̂G,N(G), R),
S(ϕ)! = Sp ◦L
q
S(ϕ)! :DS(Γ̂G,N(G), R)→ DS(ΓG, R),
where as in (5.9), DS(Γ̂G,N(G), R) ⊂ D(S Γ̂G×N(G), R) is the full tri-
angulated subcategory spanned by objects E such that the corresponding
functor S Γ̂G → D(N(G), R) is special in the sense of Definition 4.8. If we
let p : S Γ̂G×N(G)→ S Γ̂G be the natural projection, then we obtain a pair
of adjoint functors
(8.5)
Φ = S(ϕ)! ◦ p
∗ : DS(Γ̂G, R)→ DS(ΓG/N(G), R),
Infl = R
q
p∗ ◦ S(ϕ)
∗ : DS(ΓG/N(G), R)→ DS(Γ̂G, R).
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Explicitly, for any E ∈ DS(Γ̂G, R), we have Φ(E)N = S(ϕ
N )!(E) for any
cofinite normal N ⊂ G, and the transition morphisms (8.2) are induced by
the natural isomorphisms ϕN
′/N ◦ϕN ∼= ϕN
′
. Thus by Lemma 6.14, for any
E ∈ D̂M(G,R) ⊂ DS(Γ̂G, R), Φ(E) is a derived normal system in the sense
of Definition 8.1, so that the functors Infl and Φ of (8.5) induce a pair of
adjoint functors between the categories D̂M(G,R) and DN (G,R).
Proposition 8.2. Assume that the group G is finitely generated. Then for
any integer i, the functors (8.5) induce a pair of inverse equivalences between
the triangulated categories D̂M
≤i
(G,R) and DN≤i(G,R), and they also
induce equivalences between D̂M
−
(G,R) and DN−(G,R).
Proof. Since both functors of (8.5) are triangulated, in particular commute
with shifts, it suffices to consider the case i = 0. By Lemma 6.16, the
functor Φ of (8.5) sends D̂M
≤0
(G,R) into DN≤0(G,R). By definition, for
any E ∈ DN≤0(G,R) with components EN , N ∈ N(G), and any admissible
G-set S ∈ Γ̂G, the value of the inflation Infl(E) at S is given by
(8.6) Infl(E)(S) = lim
N
←
q
EN (S
N )),
where lim
q
in the right-hand is the derived inverse limit functor, taken over
N ∈ N(G). Thus in general, even for E ∈ DN≤0(G,R), Infl(E) does not
have to lie in D̂M
≤0
(G,R). However, since the group G is finitely generated,
for any integer i ≥ 1, there exists at most a finite number of cofinite normal
subgroups N ⊂ G with |G/N | ≤ i, so that their intersection Ni ⊂ G is also
a normal cofinite subgroup. The subset N(G) formed by the subgroups Ni
is cofinal, so that we have
(8.7) lim
N
←
q
EN (S
N )) ∼= lim
i
←
q
ENi(S
Ni).
By (1.27), the limit in the right-hand side is isomorphic to the telescope
Tel(ENi(S
Ni)) of the inverse system ENi(S
Ni). Therefore Infl at least sends
DN≤0(G,R) into D̂M
≤1
(G,R). Moreover, for any E ∈ DN≤0(G,R), the
truncation at 1 of Infl(E)(S) is given by
(8.8) R1 lim
i
←
Ei(S
Ni),
where we denote Ei = τ(E)Ni , and τ(E) ∈ N (G,R) is obtained by the
truncation functor (8.3). The projective system Ei(S
Ni), i ≥ 1 is a part
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of the natural projective system (3.10) for the normal system τ(E). In
particular, its transition maps are surjective. Therefore the group (8.8)
vanishes, so that for a finitely generated group G, we have
Infl
(
DN≤0(G,R)
)
⊂ D̂M
≤0
(G,R) ⊂ D̂M(G,R).
Moreover, as in the proof of Lemma 6.14, we have
(8.9) ΦN (E)(S) ∼= C q(S+ ∧XN , E)
for any N ∈ N(G), W = G/N , S ∈ ΓW ⊂ Γ̂G, E ∈ D̂M(G,R), XN an N -
adapted pointed admissible n-simplicial G-set in the sense of Definition 6.3.
By Lemma 6.10 (i), for any E ∈ DN≤0(G,R), we have
C q(S+ ∧XN ,Tel(Infl
Ni ENi))
∼= Tel(C q(S+ ∧XN , Infl
Ni ENi)),
so that this imples that
ΦN (Infl(E)) ∼= Tel(ΦN (InflNi(ENi))),
and as soon as Ni ⊂ G becomes contained in N ⊂ G, the inverse system in
the right-hand side becomes the constant system with value EN . Thus the
adjunction map
Φ(Infl(E))→ E
is an isomorphism for any E ∈ DN≤0(G,R).
To finish the proof, we have to prove that the adjunction map E →
Infl(Φ(E)) is an isomorphism for any E ∈ D̂M
≤0
(G,R). Choose adapted
2-simplicial sets XN = C(ESN ) for all cofinite normal subgroups N ⊂ G as
in Lemma 6.4, so that effectively, we have
XN ′ ⊂ XN
whenever N ′ ⊂ N , and we have [1]+ ∼=
⋂
N XN . Then (8.9) gives an isomor-
phism
InflN (ΦN (E))(S) ∼= C q(S+ ∧XN , E)
for any S ∈ Γ̂G and E ∈ D̂M(G,R), and by (8.6) and (8.7), this gives an
isomorphism
Infl(Φ(E))(S) = lim
i
←
q
C q(S+ ∧Xi, E)),
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where we denote Xi = XNi . Then by Lemma 6.10 (ii), for E ∈ D̂M
≤0
(G,R)
we have
lim
i
←
q
C q(S ∧Xi, E)) ∼= C q(∩i(S+ ∧Xi), E) = C q(S+ ∧ ∩iXi, E),
and since ∩iXi is the constant 2-simplicial set [1]+, the right-hand side is
naturally identified with E(S). 
8.2 Corollaries. Comparing Proposition 8.2 and Proposition 3.5, we see
that the situation in the derived case is better: every derived Mackey pro-
functor bounded from above is separated in the derived sense. In particular,
this is true for a Mackey profunctor E considered as a derived Mackey pro-
functor via the embedding (6.15), even if M is not separated in the sense
of Definition 3.6. The reason for the discrepancy is that the fixed points
functor Φ is only exact on the right, while the inverse limit functor is only
exact on the left. Thus even for E ∈ M̂(G,R) ⊂ D̂M(G,R), Infl(Φ(E)) can
contain contributions coming from the derived functor R1 lim← that do not
appear in (3.11). Thus we could expect the derived theory to allow us to
improve results in the underived setting. Here is a first example.
Lemma 8.3. For any finitely generated group G, the natural embedding
D̂M
−
(G,R) ⊂ DS−(Γ̂G, R) admits a left-adjoint additivization functor
Add : DS−(Γ̂G, R)→ D̂M
−
(G,R).
This functor is right-exact with respect to the standard t-structures and in-
duces the functor
(8.10) Add = τ ◦ Add ◦q∗ : Fun(Q Γ̂G, R)→ M̂(G,R)
left-adjoint to the embedding M̂(G,R) ⊂ Fun(Q Γ̂G, R).
Proof. IfG is finite, so that D̂M(G,R) = DM(G,R), take the functor (6.14)
provided by Proposition 5.4. In the general case, applying Add fiberwise to
the fibration SΓG → N(G) gives a functor Add : DS
−(SΓG/N(G), R) →
DS−(SΓG/N(G), R), and as in Lemma 3.9, the functor
Add = Infl ◦Add ◦Φ : DS−(Γ̂G, R)→ D̂M
−
(G,R)
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does the job. By construction, it is right-exact with respect to the standard
t-structures, so that by adjuncion, (8.10) indeed defines a functor adjoint to
the embedding M̂(G,R) ⊂ Fun(Q Γ̂G, R). 
As a consequence of this, for finitely generated groups, all the material
of Subsection 3.3 that depends on Lemma 3.9 can be now generalized to
arbitrary Mackey profunctors. This concerns the categorical fixed points
functor ΨH with its refinement Ψ˜H , the inflation functor InflH , the geometric
fixed points functor ΦH , and the product (3.17).
We can now give the derived versions of all this material. Firstly, we
can extend the geometric fixed points functor ΦH to the case of a subgroup
H ⊂ G that is not cofinite – indeed, the fixed points functor ϕH : Γ̂G → Γ̂H
and the inflation functor InflH = S(ϕH)∗ are perfectly well defined in this
case, and the inflation has a left-adjoint ΦH given by
ΦH = Add ◦S(ϕH )!,
where Add is the additivization functor provided by Corollary 8.3. If H ⊂
G is normal, then the adjunction map ΦH ◦ InflH → Id is obviously an
isomorphism, so that InflH is still fully faithful, as in Lemma 6.12. The
isomorphism (6.29) also extends to the case when H ⊂ G is cofinite, but
H ′ ⊂ H ⊂ G is not.
Also, we can extend the product (2.24) to derived Mackey functors. In-
deed, the cartesian productm : Γ̂G× Γ̂G → Γ̂G is a morphism in the sense of
Definition 4.11 with respect to the admissible classes of all maps. Therefore
for any rings R1, R2, we can define the product E1 ◦E2 ∈ D̂M(G,R1 ⊗R2)
of two derived Mackey profunctors E1 ∈ D̂M(G,R1), E2 ∈ D̂M(G,R2) as
(8.11) E1 ◦ E2 = Add(S(m)!E1 ⊠ E2),
where again, Add is the additivization functor of Corollary 8.3. The fixed
points functors ΨH , ΦH are tensor functors with respect to this product.
The product is associative and commutative, with the unit given by the
derived completed Burnside Mackey profunctor Â q ∈ D̂M(G,Z) expressed
as
Â q = Add(S(e)!Z),
where e : pt→ Γ̂G is the embedding onto the one-point G-orbit [G/G] ∈ ΓG.
The derived completed Burnside ring ÂG q of the group G is the DG ring of
endomorphisms of Â q ∈ D̂M(G,Z). By adjunction, it is given by
ÂG q = Â q([G/G]),
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and since Â q is the unit object for the tensor product, ÂG q acts on any
E ∼= Â q ◦E ∈ D̂M(G,R) – more precisely, we have an action map
(8.12) ÂG q⊗E → E
functorial with respect to E.
Another thing we can now extend to derived Mackey profunctors is the
notion of a smash product of Definition 7.11.
Definition 8.4. Assume that the group G is finitely generated. The smash
product M ∧ X of a derived Mackey profunctor M ∈ D̂M
−
(G,R) and a
simplicial admissible pointed G-set X ∈ ∆o Γ̂G+ is given by
M ∧X = Add(L
q
π!(id×X)
∗S(m)∗M) ∈ D̂M
−
(G,R),
where π, (id×X)∗ and S(m)∗ are as in Definition 7.11.
Remark 8.5. There is a relation between smash products and the Mackey
functor product (8.11) similar to (7.21), but since in this paper, we do not
have enough technology to explore it properly, we will return to it elsewhere.
Proposition 7.18 also generalizes to Mackey profunctors but with a cer-
tain twist. Assume given a sequence {d q} of integers numbered by cofinite
subgroups H ⊂ G, and assume that the sequence is non-descreasing in the
following sense: for any H ⊂ H ′ ⊂ G, we have dH ≥ dH′ . For any integer
n, let
(8.13) D̂M
≤n−d q
(G,R) ⊂ D̂M
−
(G,R) ⊂ D̂M(G,R)
be the full subcategory spanned by objects M ∈ D̂M(G,R) such that
M([G/H]) lies in D≤n−dH (R) for any cofinite subgroup H ⊂ G.
Lemma 8.6. Assume that the group G is finitely generated. Then an object
M ∈ D̂M
−
(G,R) lies in the subcategory (8.13) if an only if for any cofinite
subgroup H ⊂ G, Φ
H
(M) = ΦH(ΨH(M)) lies in D≤n−dH (R) ⊂ D(R).
Proof. Since the sequence {d q} is non-decreasing, M lies in the subcat-
egory (8.13) if and only if ΨH(M) lies in D̂M
≤n−dH
(H,R) for any cofi-
nite subgroup H ⊂ G. If this happens, Φ
H
(M) lies in D≤n−dH (R) since
ΦH is left-exact with respect to the standard t-structures. Conversely, if
81
Φ
H′
(M) ∈ D≤n−dH′ (R) for any cofinite H ′ ⊂ H, then Φ(ΨH(M)) lies in
DN≤n−dH (H,R) by Lemma 7.1 (i), and then ΨH(M) ∼= Infl(Φ(ΨH(M)))
lies in D̂M
≤n−dH
(H,R) by Proposition 8.2. 
I do not know whether for a general non-descreasing sequence {d q}, the
subcategories (8.13) for all integers n define a t-structure on D̂M(G,R).
However, note the following. The notion of a homological sphere of Defini-
tion 7.15 extends literally to infinite groups: a simplicial pointed admissible
G-set X ∈ ∆o Γ̂G+ is a homological sphere if C q(X
H ,Z) ∼= Z[dH ] for any
cofinite subgroup H ⊂ G. Moreover, if one modifies Example 7.16 by letting
(8.14) X(G) = lim
H⊂G
→
X(G/H),
where the limit is taken over all cofinite subgroups H ⊂ G, then X(G) is a
homological sphere, with dH = |G/H|.
Lemma 8.7. Assume that the group G is finitely generated. Assume given a
homological sphere X ∈ ∆o Γ̂G+, with the sequence of degrees {d q}. Then for
any integer n, the functor EX , M 7→M ∧X is an equivalence of categories
between D̂M
≤n
(G,R) and D̂M
≤n−d q
(G,R).
Proof. If the group is finite, this is Proposition 7.18. In the general case,
apply Proposition 8.2 and Lemma 8.6. 
As a consequence of this, the subcategories (8.13) do form a t-structure
on D̂M(G,R) if the sequence {d q} corresponds to a homological sphere (for
example, one can take dH = |G/H|, with the sphere (8.14)). However, in
this case, the subcategory⋃
n
D̂M
≤n−d q
(G,R) ⊂ D̂M
−
(G,R) ⊂ D̂M(G,R)
equivalent to D̂M
−
(G,R) need not coincide with the whole D̂M
−
(G,R).
I do not know whether the functor EX is an autoequivalence of the whole
D̂M(G,R).
Another consequence of Lemma 8.3 is the following result that turns out
to be very useful for constructing Mackey profunctors.
Definition 8.8. An R-valued derived Mackey functor M ∈ DM(G,R) is
locally finitely supported if M lies in DM≤n(G,R) for some integer n, and
for any integer m, M([G/H]) lies in D≤m(R) for all but a finite number of
cofinite subgroups H ⊂ G.
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Lemma 8.9. Assume that the group G is finitely generated. Then for any
integer n and any ring R, the forgetful functor
D̂M
≤n
(G,R)→ DM≤n(G,R)
induced by the forgetful functor (6.17) has a left-adjoint completion functor
DM≤n(G,R)→ D̂M
≤n
(G,R).
Moreover, if M ∈ DM(G,R) is locally finitely supported in the sense of
Definition 8.8, then the adjunction map M → M̂ from M to its complection
M̂ is an isomorphism.
In other words, for finitely generated groups, locally finitely supported
derived Mackey functors canonically extend to derived Mackey profunctors.
Proof. The completion functor is the composition Add ◦S(i)!, where i :
ΓG → Γ̂G is the natural embedding. Explicitly, for any M ∈ DM
≤n(G,R),
its completion M̂ is given by
M̂ = lim
N
←
q
InflN ΦNM,
where the derived inverse limit in the right-hand side is taken over all cofinite
normal subgroups N ⊂ G, and ΦN is the geometric fixed points functor
S(ϕN )! : DM(G,R) → DM(W,R), W = G/N . If M is finitely supported
– that is, M([G/H]) = 0 for all but a finite number of cofinite subgroups
H ⊂ G – then the inverse system stabilizes at a finite step, and we haveM ∼=
S(i)∗M̂ , as required. To extend the argument to a locally finitely supported
derived Mackey functor M , note that the completion functor is left-exact
with respect to the standard t-structure, and that by Definition 8.8, for any
integer m, the truncation τ≥mM with respect to the standard t-structure is
a finitely supported derived Mackey functor. 
8.3 Computations. To finish the section, we will now describe explicitly
the derived versions of the profunctors B̂G(S,−) of Example 3.3 (and in
particular, we will compute the derived Burnside ring ÂG q).
For any admissible G-set S, consider the derived Mackey profunctor
Add(Sp(ZS)) ∈ D̂M
≤0
(G,Z),
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where ZS ∈ Fun(S Γ̂G,Z) is the functor represented by S ∈ Γ̂G ⊂ S Γ̂G,
Sp is the specializaion functor of Lemma 4.14, and Add is the additivzation
functor of Lemma 8.3. For any two admissible G-sets S, S′ ∈ Γ̂G, let
(8.15) B̂G q(S, S′) = Add(Sp(ZS))(S
′).
Note that by adjunction, we have
B̂G q(S, S′) = Hom
q
(Add(Sp(ZS)),Add(Sp(ZS′))),
so that we have natural associative product maps
(8.16) B̂G q(S1, S2)⊗ B̂G q(S2, S3)→ B̂G q(S1, S3).
These maps can be refined so that B̂G q(−,−) becomes an A∞-category, but
we will not need this; we refer an interested reader to [K2, Subsection 1.6].
However, we note that by adjunction, we have a natural map
(8.17) B̂G q(S1, S2)→ B̂G(S1, S2)
for any S1, S2 ∈ Γ̂G, where the right-hand side is as in (3.3), and these maps
are multiplicative with respect to the product (8.16). In particular, setting
S1 = S2 = pt, we obtain a natural map of DG rings
(8.18) ÂG q → ÂG,
where ÂG is the completed Burnside ring of (3.4).
Proposition 8.10. For any finitely generated group G and any admissible
G-sets S, S′ ∈ Γ̂G, we have
(8.19) B̂G q(S, S′) ∼=
∏
H⊂G
C q(WH ,Z[(S × S
′)H ]),
where the product is over all the conjugacy classes of cofinite subgroups
H ⊂ G, WH = AutG([G/H]) is the quotient NH/H, as in (3.3), and and
C q(WH ,−) is the homology complex of the group WH with coefficients in the
free abelian group Z[(S1 × S2)
H ] spanned by the fixed point set (S1 × S2)
H .
In particular, B̂G q(S1, S2) lies in D
≤0(Z), and the map (8.17) identifies its
truncation at 0 with B̂G(S1, S2) of (3.3).
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Proof. The claim is clearly compatible with the functors Φ and Infl of Propo-
sition 8.2, so it suffices to consider the case when the group G is finite. Then
the addivization functor Add in (8.15) is the functor of Proposition 5.4. Thus
to evaluate the right-hand side of (8.15), we need to restrict Sp(ZS) via the
map mS′ : Γ → ΓG and then apply the functor L
T . By Lemma 4.16, we
have
Sp(ZS) = L
q
ρS!Z,
where ρS is the natural cofibration (4.16) with c = S. Thus if denote by
ρ˜ : Q˜ → Γ+ the fibration obtained by the cartesian square
Q˜ −−−−→ QSΓG
ρ˜
y ρSy
SInjΓ
S(mS′)−−−−→ SΓG,
then Q˜ descends to a fibration ρ : Q → Γ+ ∼= QInjΓ, in the sense that there
is a cartesian square
Q˜ −−−−→ Q
ρ˜
y yρ
SInjΓ
q
−−−−→ Γ+,
and we have a natural identification
B̂G q(S, S′) ∼= LTL
q
ρ!Z.
Explicitly, the category Q is the category of triples 〈S1, S2, f〉 of a finite
set S ∈ Γ, a finite G-set S2 ∈ ΓG, and a map f : S2 → S1 × S × S
′.
Morphisms from 〈S1, S2, f〉 to 〈S
′
1, S
′
2, f
′〉 are given by pair of a map S1 → S
′
1
in Γ+ ∼= QInjΓ represented by a diagram
(8.20) S1
i
←−−−− S˜1
g1
−−−−→ S′1
in Γ with injective i, and a map g2 : S
′
2 → S2 in ΓG that fit into a commu-
tative diagram
S2
g2
←−−−− S′2 S
′
2
f
y y yf ′
S1 × S × S
′ i×id× id←−−−−− S˜ × S × S′
g1×id× id
−−−−−−→ S′1 × S × S
′
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in ΓG with cartesian square on the left. The projection ρ sends 〈S1, S2, f〉
to S1 ∈ Γ.
Moreover, let R be the category of finite G-sets S equipped with a mor-
phism f : S → S×S′, with maps from f : S → S×S′ to f
′
: S
′
→ S×S′ given
by injective maps g : S
′
→ S such that f ◦g = f
′
. Then for any 〈S1, S2, f〉 ∈
Q, we can compose f with the natural projection S1 × S × S
′ → S × S′ to
obtain a map f : S2 → S × S
′, and sending 〈S1, S2, f〉 to f and sending a
map 〈i, g1, g2〉 to g2 gives a functor Q → R. This functor has a left-adjoint
ν : R → Q that sends a finite G-set S with a map f : S → S × S′ to the
triple 〈S/G,S, q × f〉, where q : S → S/G is the quotient map. Therefore
L
q
ν!Z = Z, and we have
B̂G q(S, S′) ∼= LT (L
q
τ!Z),
where τ = ρ ◦ ν : R → Γ+ sends S with a map f : S → S × S
′ to the
quotient S/G. By definition, LT ◦ L
q
τ! is left-adjoint to the composition
τ∗ ◦ jT where jT is the functor of (5.5). Explicitly, this composition sends
an abelian group M to M ⊗ τ∗T ∈ Fun(R,Z). But the functor τ : R→ Γ+
factors through the subcategory ΓoInj ⊂ Γ+ of finite sets and maps between
them represented by diagrams (8.20) with invertible g1, and the functor
τ : R → ΓoInj is a cofibration. If we let O = τ
−1([1]) be the fiber of this
cofibration over [1] ∈ ΓoInj, then the cartesian square
O
η
−−−−→ Ry yτ
pt −−−−→ ΓoInj
induces a base change isomorphism τ∗(jT (M)) = M ⊗ τ∗T ∼= L
q
η∗M , so
that by adjunction, we have
LT (L
q
τ!Z) ∼= C q(O,Z).
It remains to notice that by definition, O is the groupoid of all G-orbits
[G/H] equipped with a map [G/H] → S × S′, and giving such a map is
equivalent to giving and element s ∈ (S × S′)H . Therefore C q(O,Z) is
exactly the same as the right-hand side of (8.19). This finishes the proof. 
In particular, we see that the derived Burnside ring ÂG q is given by
ÂG q ∼=
∏
H⊂G
C q(WH ,Z),
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where as in (8.19) and (3.4), the product is over all conjugacy classes of
cofinite subgroups H ⊂ G. Comparing this to (3.4), we see that in degree 0,
the homology of ÂG q is exactly the underived completed Burnside ring ÂG.
9 The cyclic group case.
We finish the paper by showing how all the abstract machinery that we have
developed works in the particular case G = Z, the infinite cyclic group.
9.1 Overview. All cofinite subgroups in Z are of the form lZ ⊂ Z, l ≥ 1.
To simplify notation, denote
(9.1) Ml =M([Z/lZ])
for any Z-Mackey functor M ∈ M(Z, R). For any l ≥ 1, Ml carries a
natural action of the quotient group Z/lZ, and we denote the generator of
this group by σ. For any l, l′ ≥ 1, the quotient map q : Z/ll′Z → Z/lZ
induces canonical maps
(9.2) vl′,l = q∗ :Mll′ →Ml′ , fl′,l = q
∗ :Ml′ →Mll′ .
Lemma 9.1. The category M(Z, R) is equivalent to the category of collec-
tions of R[Z/lZ]-modules Ml, l ≥ 1, equipped with maps (9.2) satisfying
(9.3)
vl′,l = vl′,l ◦ σ
l,
fl′,l = σ
l ◦ fl′,l,
vl′′,l = vl′,l ◦ vl′′,l′ ,
fl′′,l = fl′′,l′ ◦ fl′,l,
fl′′,l ◦ vl′,l = vl′l′′/l,l′′ ◦ fl′l′′/l,l′ if l
′/l and l′′/l are coprime
tl′,l = fl′,l ◦ vl′,l,
where tl′,l = 1 + σ
l + σ2l + · · · + σ(l
′−1)l is the averaging over the subgroup
Z/l′Z ⊂ Z/ll′Z.
Proof. The first four equations represent the functoriality of the maps f∗,
f∗ of Subsection 2.1, and the last two equations express the double coset
formula (2.10). 
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A Z-Mackey profunctor is in particular a Z-Mackey functor, so that we
will still use the notation Ml, and we still have the canonical maps (9.2).
For any l ≥ 1, we denote
(9.4)
γl = γ
lZ : Γ̂Z → Γ̂Z,
Ψl = ΨlZ : M̂(Z, R)→ M̂(Z, R).
Of course, lZ ⊂ Z is canonically isomorphic to Z as an abstract group, so
that Ψl is an endofunctor of the category M̂(Z, R). For any l, l′ ≥ 1, we
obviously have Ψl ◦Ψl
′
= Ψll
′
.
The completed Burnside ring ÂZ is easy to compute. As a group, it is
given by
(9.5) ÂZ = Z〈ε1, ε2, . . . 〉,
the group of infinite linear combinations of generators εi numbered by all
integers i ≥ 1. The generator εi corresponds to the Z-orbit Z/iZ. The
product in ÂZ is given by
(9.6) εiεj =
ij
{i, j}
ε{i,j},
where {i, j} stands for the least common multiple of i and j. In particular,
we have
ε2i = iεi.
The element ε1 ∈ ÂZ is the unit of the ring ÂZ. The Burnside ring acts on
any M ∈ M̂(Z, R), and the action of the generators εi is given by (2.4). In
particular, for any l, l′ ≥ 1 and any M ∈ M̂(Z, R), we have
(9.7) εll′ = vl,l′ ◦ fl,l′ :Ml →Ml,
where vl,l′ and fl,l′ are the natural maps (9.2).
Remark 9.2. A reader might notice that the ring ÂZ in fact coincides
with the universal Witt vectors ringW(Z). We will explore this coincidence
elsewhere.
All subgroups in Z are normal, so that for any separatedM ∈ M̂s(Z, R),
the terms in the canonical filtration (3.11) are numbered by positive integers
l ≥ 1, and we have F l
′ZM ⊂ F lZM whenever l′ is divisible by l. It is
convenient to consider a slightly different filtration on M by letting
(9.8) F lM = ∩n≤lF
nZM ⊂M
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for any l ≥ 1. Then F l
′
M ⊂ F lM whenever l′ ≥ l, F lZM ⊃ F lM ⊃ F l!ZM ,
and M is automatically complete with respect to the filtration F lM .
By definition, for any groupG, we have Γ̂G = Γ̂Ĝ, where Ĝ is the profinite
completion of the group G. In particular, M(Z, R) =M(Ẑ, R). Note that
Ẑ =
∏
p
Zp,
where the product is over all primes p. For every prime p, let
(9.9) Z′p =
∏
l 6=p
Zl,
where the product is over all primes distinct from p. Then we have Ẑ =
Zp × Z
′
p. Denote by
(9.10) Φ(p) = Φ̂Z
′
p : M̂(Z, R) = M̂(Ẑ, R)→ M̂(Zp, R)
the geometric fixed points functor with respect to the embedding Z′p ⊂ Ẑ,
and let M (p) = Φ(p)(M) for any M ∈ M̂(Z, R).
Definition 9.3. The Zp-Mackey profunctor M
(p) ∈ M̂(Zp, R) is called the
p-typical part of the Z-Mackey profunctor M ∈ M̂(Z, R).
Cofinite subgroups in Zp are of the form Zp ⊂ Zp, q = p
n−1, n ≥ 1; as
before, we simplify notation and denote
Mn =M(Zp/qZp)
and Ψn = ΨqZp for any M ∈ M̂(Zp, R) and any such q. Since qZp is ab-
stractly isomorphic to Zp, we can treat Ψ
n as an endofunctor of the category
M(Zp, R). We further simplify notation by setting Ψ = Ψ
1. We have nat-
ural isomorphisms Ψn ∼= (Ψ1)n, so that the notation is consistent. If M is
separated, we also renumber the canonical filtration (3.11) on M by setting
(9.11) FnM = F qZpM
for any n ≥ 1 and q = pn.
89
9.2 The p-typical decomposition. It turns out that under some as-
sumptions, a Z-Mackey profunctor M is completely determined by the p-
typical parts of the functors Ψl(M), l ≥ 1 not divisible by p.
Namely, fix a prime p, and assume that the base ring R is p-local – that
it, all integers i ≥ 1 coprime to p are invertible in R. Then the completed
Burnside ring ÂZ is given by (9.5), and in particular, 1i εi with i coprime to p
is a well-defined idempotent in R⊗ÂZ. Any Z-Mackey functorM ∈M(Z, R)
comes equipped with an action of ÂZ⊗R, thus with commuting idempotent
endomorphisms 1i εi. Moreover, for any l prime to p, Â
Z⊗R contains a
well-defined idempotent element
(9.12) ε(l) =
1
l
εl ·
∏
i does not divide l
(
1−
1
i
εi
)
,
where the product is over i prime to p. We have
1 =
∑
l prime to p
ε(l),
so that for any M ∈ M̂(Z, R), we have a canonical decomposition
(9.13) M =
∏
l prime to p
M(l),
where M(l) is the image of the idempotent ε(l). We will say that M ∈
M̂(Z, R) is type l if M = M(l), and we will denote by M̂l(Z, R) the full
subcategory spanned by Mackey profunctors of type l. We then have the
natural decomposition
(9.14) M̂(Z, R) ∼=
∏
l prime to p
M̂l(Z, R).
Now note that for any l ≥ 1 not divisible by p, (2.13) with H = Z′p ⊂ Ẑ and
H ′ = lZ′p ⊂ H gives an isomorphism
(ΨlM)(p) = Φ(p)ΨlM ∼= ΨZpΦlZ
′
pM,
and ΨZp in the right-hand side can be promoted to the functor Ψ˜Zp of
(2.14). In particular, (ΨlM)(p) carries a natural action of the cyclic group
Z/lZ ⊂ ZZp ⊂ Zp × Z/lZ = Ẑ/lZ
′
p, so that we can promote the functor
Φ(p) ◦Ψl to a functor
(9.15) Φ
(p)
(l) : M̂(Z, R)→ M̂(Zp, R[Z/lZ]).
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Proposition 9.4. Assume that R is p-local. Then for any l prime to p, the
functor Φ
(p)
(l) of (9.15) induces an equivalence
(9.16) Φ
(p)
(l) : M̂l(Z, R)
∼= M̂(Zp, R[Z/lZ]),
where M̂l(Z, R) ⊂ M̂(Z, R) is the term of the decompositon (9.14) corre-
sponding to l.
Proof. Since R is p-local, for any l ≥ 1 not divisible by p, the functor
Rl = R{e} : D(R[Z/lZ])→ DM(Z/lZ, R)
provided by Lemma 7.2 is exact with respect to the standard t-structure,
thus induces a functor from R[Z/lZ]-modules to M(Z/lZ, R) right-adjoint
to the restriction functor Ψ{e}. Explicitly, we have
(9.17) Rl(M)n =Mσl/n
∼=Mσ
l/n
for any R[Z/lZ]-moduleM and divisor n of the integer l, where σ :M →M
generates the action of Z/lZ. The functor is fully faithful. Applying this
functor pointwise over QZp, we obtain a functor
R˜l : M̂(Zp, R[Z/lZ])→ M̂(Zp × (Z/lZ), R)
right-adjoint to the functor Ψ˜l, and moreover, we have R˜l ◦ Ψ˜
l ∼= Id, so that
R˜l is fully faithful. Composing it with the inflation functor Infl
lZ′p , we obtain
a fully faithful embedding
Rl : M̂(Zp, R[Z/lZ])→ M̂(Z, R)
right-adjoint to the functor Φ
(p)
(l) of (9.15). By (9.17) and (9.7), for any
E ∈ M̂(Zp, R[Z/lZ]) and any n ≥ 1 prime to p, the generator εn of the
completed Burnside ring ÂZ acts on Rl(E) by n id if n divides l and by 0
otherwise. By (9.12), this means that Rl(E) is of type l, that is, the functor
Rl factors through a fully faithful embedding
Rl : M̂(Zp, R[Z/lZ])→ M̂l(Z, R).
This embedding is then automatically right-adjoint to the functor (9.16), so
to finish the proof, it suffices to check that Rl is essentially surjective. By
(9.14), we may as well prove that the fully faithful functor
R q =
∏
l prime to p
Rl :
∏
l prime to p
M̂(Zp, R[Z/lZ])→ M̂l(Z, R)
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is essentially surjective. By construction, this functor is right-adjoint to
Φ(p)
q
=
∏
Φ
(p)
(l) : M̂(Z, R)→
∏
l prime to p
M̂(Zp, R[Z/lZ]),
so it suffices to prove that the adjunction map a : Id → R q ◦ Φ(p)
q
is an
isomorphism. Moreover, since R q is fully faithful, we know that Φ(p)
q
(a) = id,
so it suffices to check that the functor Φ(p)
q
is conservative. However, we can
extend it to a functor
(9.18) Φ(p)
q
: D̂M
≤0
(Z, R)→
∏
l prime to p
D̂M
≤0
(Zp, R[Z/lZ]),
with the same definition, and note that since R is p-local, the extended
functor is exact with respect to the standard t-structures. Therefore it
suffices to check that the extended functor Φ(p)
q
is conservative. This is
clear: Proposition 8.2 and Lemma 7.1 (ii) show that the functor
Φ q =
∏
n≥1
Φ
nZ
: D̂M
≤0
(Z, R)→
∏
n≥1
D≤0(R)
is conservative, and Φ q factors through Φ(p)
q
. 
We note that (9.17) allows to describe the decomposition 9.13 rather
explicitly. In particular, for any M ∈ M̂(Z, R), and any integer n ≥ 1 of
the form n = lpm, l prime to p, we have a natural decomposition
(9.19) Mn ∼=
∏
l′ prime to p
(
Φ
(p)
(ll′(M)m
)
σl
,
where σ in the right-hand side is the generator of the group Z/ll′Z, and it
acts on Φ
(p)
(ll′)(M) ∈ M̂(Zp, R[Z/ll
′Z]) via the group algebra R[Z/ll′Z].
Lemma 9.5. Assume that R is p-local, and assume that a Z-Mackey pro-
functor M ∈ M̂(Z, R) is separated in the sense of Definition 3.6. Then
the canonical filtration (9.8) on M induces the canonical filtration (9.11) on
M (p) =M(1) by
(FmM (p)) ∼= (F p
m
M)(1),
and we have
(grnF M)(1) =
{
grmF M
(p), m = pn,
0, otherwise.
Proof. Immediately follows from (9.19). 
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9.3 Fixed points data. On the level of derived Mackey profunctors, we
still have an identification D̂M(Z, R) ∼= D̂M(Ẑ, R), so that taking the p-
typical part of a derived Mackey profunctor makes sense (at least for derived
Mackey profunctors bounded from above). Moreover, by Proposition 8.10,
the elements εl ∈ ÂZ, l prime to p lift to elements in the degree-0 homology
of the derived completed Burnside ring ÂZ q, thus act on any object E ∈
D̂M(Z, R) by (8.12). Thus it is reasonable to expect that Proposition 9.4
has a derived version.
However, it turns out that if we restrict our attention to D̂M
−
(Z, R) ⊂
D̂M(Z, R), we can do much better: there is an alternative model of the
category D̂M
−
(Z, R) that is reasonably simple, requires no assumptions on
the ring R, and in the p-local case, makes the p-typical decomposition of
Proposition 9.4 completely obvious.
To describe this model, denote by I the groupoid of all finite Z-orbits
and isomorphisms between them. We have a decomposition
I =
∐
n≥1
ptn,
where ptn is a groupoid with one object with automoprhism group Z/nZ.
For any M ∈ D(I,R) and n ≥ 1, we denote by
Mn ∈ D(ptn, R)
∼= D(R[Z/nZ])
its restriction to ptn ⊂ I. For any prime p, let Ip ⊂ I be the full subcategory
given by
(9.20) Ip =
∏
n≥1
ptnp ⊂ I,
and let I q be the disjoint union of the categories Ip over all primes. Denote
by
(9.21) i : I q → I
the functor that acts on Ip by the embedding (9.20), and let
(9.22) π : I q → I
be the functor that acts on Ip by the union of the natural projections ptnp →
ptn corresponding to the quotient maps Z/pnZ → Z/nZ. For any ring R,
any object M ∈ Fun(I,R), and any integer n ≥ 1 we denote by Mn the
restriction of M to ptn ⊂ I, and for any prime p and an object M ∈
Fun(I q, R), we denote by Mp,n the restriction of M to ptnp ⊂ Ip ⊂ I q.
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Definition 9.6. For any prime p and integer n ≥ 1, a Z[Z/pnZ]-moduleM
is p-adapted if it gives a finitely generated projective Z[Z/pZ]-module after
restriction to Z/pZ ⊂ Z/pnZ. A functor M ∈ Fun(I q,Z) is adapted if for
any p, n, its component Mp,n is a p-adapted Z[Z/npZ]-module. An adapted
complex is an acyclic complex P q in Fun(I q,Z) such that Pi = 0 for i < 0,
P0 is the constant functor Z, and Pi is adapted for i > 0.
Definition 9.7. An R-valued fixed points datum with respect to P q is a pair
〈M q, α〉 of a complex M q in Fun(I,R) and a map
(9.23) α : π∗M q → i∗M q ⊗ P q,
where i, π : I q → I are projections (9.21) and (9.22). A map of fixed points
data data from 〈M q, α〉 to 〈M ′
q
, α′〉 is a map of complexes f :M q →M ′
q
such
that α′ ◦π∗f = (i∗f ⊗ id)◦α, and the category of R-valued fixed points data
with respect to P q is denoted by Cα(P q, R).
We say that an object 〈M q, α〉 in Cα(P q, R) is acyclic if the underlying
complex M q is acyclic, and we say that a map in Cα(P q, R) is a quasi-
isomorphism if it is a quasiisomorphism of the underlying complexes. In-
verting quasiisomorphisms in Cα(P q, R), one obtains the derived category
of R-valued fixed points data that we denote by Dα(P q, R). We note that
this localization procedure presents no set-theoretical problems, by the same
argument as in [K2, Lemma 1.7].
We can also do the localization in two steps. First, we define the cate-
gory Hα(P q, R) of R-valued fixed points data and chain-homotopy classes of
morphisms between them. This is a triangulated category. Then we take its
Verdier localization with respect to the full subcategory spanned by acyclic
complexes. This shows that the category Dα(P q, R) is triangulated. The
obvious forgetful functor
(9.24) η : Dα(P q, R)→ D(I,R), 〈M q, α〉 7→M q
is a triangulated functor. We note that it is conservative (that is, for any
morphism f in Dα(P q, R), η(f) is invertible if and only if f is invertible).
Remark 9.8. Usually, another way to construct and study unbounded de-
rived categories is to use model structures in the sense of Quillen. This does
not seem to work for the category Cα(P q, R). Indeed, it is a very simple
example of the category of DG comodules over a DG coalgebra, and those
are not known to possess reasonable model structures.
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Lemma 9.9. The forgetful functor η of (9.24) has a right-adjoint functor
ρ : D(I,R)→ Dα(R).
Proof. Let H(I,R) be the triangulated category of complexes in Fun(I,R)
and chain-homotopy classes of maps between them, so that D(I,R) is the
quotient of H(I,R) by the subcategory of acyclic complexes. Then the
forgetful functor η is induced by the forgetful functor ηh : Hα(P q, R) →
H(I,R), and this has an obvious right-adjoint ρh : H(I,R) → Hα(P q, R)
given by
(9.25) ρh(M) =M ⊕ π∗(i
∗M ⊗ P q).
Moreover, the quotient functor q : H(I,R) → D(I,R) has a right-adjoint
fully faithful functor r : D(I,R) → H(I,R) sending M ∈ D(I,R) to
its h-injective representative in H(I,R). Thus we are in the situation of
Lemma 1.9, so that the functor
ρ = q ◦ ρh ◦ r : D(I,R)→ Dα(P q, R)
with q : Hα(P q, R) → Dα(P q, R) being the natural projection, is right-
adjoint to η. 
Now denote by R = η ◦ ρ : D(I,R) → D(I,R) the composition of the
forgetful functor η of (9.24) with its right-adjoint ρ provided by Lemma 9.9.
Note that by (9.25), the adjunction map R→ Id fits into a functorial exact
triangle
R −−−−→ R −−−−→ Id −−−−→ ,
where R : D(I,R)→ D(I,R) is given by
(9.26) R(M) = π∗(i
∗r(M)⊗ P q).
Lemma 9.10. For any M ∈ D(I,R), we have
(9.27) R(M)n ∼=
⊕
p a prime
Cˇ
q
(Z/pZ,Mnp),
where R is the functor of (9.26), and Cˇ
q
(Z/pZ,−) in the right-hand side are
the maximal Tate cohomology objects (7.12). Moreover, we have R ◦R = 0,
and every object in Dα(P q, R) is a cone of objects of the form ρ(M), M ∈
D(I,R).
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Proof. Note that for any n ≥ 1, any h-injective complex E of R[Z/nZ]-
modules, and any finite-length complex K q of Z[Z/nZ]-modules that are
finitely generated and flat over Z, the product E⊗K q is h-injective. There-
fore for each term F lP q of the stupid filtration on the adapted complex P q,
the product i∗r(M) ⊗ F lP q is h-injective. Since the functor π∗ commutes
with filtered direct limits, (9.26) implies that
(9.28) R(M) ∼= lim
l
→
R
q
π∗(i
∗M ⊗ F lP q).
For any n and p, the complex P p,n
q
considered as a complex of Z[Z/pZ]-
modules is obviously maximally adapted in the sense of Definition 7.7, so
that (9.27) follows from (9.26). To prove that R ◦R = 0, it then suffices to
check that
(9.29) Cˇ
q
(Z/p′Z, Cˇ
q
(Z/pZ,M)) = 0
for any two primes p, p′, and any M ∈ D(R[Z/pp′Z]). For any integer
n ≥ 2, the trivial representation Z of the cyclic group Z/nZ has a standard
2-periodic projective resolution P˜ q. Using this resolution, one immediately
observes that the cohomology algebra H
q
(Z/nZ,Z) is the algebra Z[u] with
a single generator u of degree 2, subject to a single relation nu = 0. Thus
for any M ∈ D(R[Z/nZ]), we have a natural map
(9.30) u :M →M [2].
If n = p is a prime, then the cone of the augmentation map P˜ q → Z is maxi-
mally adapted in the sense of Definition 7.7. Using this complex to compute
maximal Tate cohomology, we conclude that for any M ∈ D(R[Z/pZ]), we
have
(9.31) Cˇ
q
(Z/pZ,M) ∼= lim
l
→
q
C
q
(Z/pZ,M)[2l],
where the limit is taken with respect to the map (9.30). This shows that
vC
q
(Z/pZ,M) is p-local, and trivial if p is invertible in M . Thus (9.29)
trivially holds if p 6= p′, and we may assume that p = p′. The natural map
π : H
q
(Z/pZ,Z)→ H
q
(Z/p2,Z)
induced by the quotient map Z/p2Z → Z/pZ sends the generator u ∈
H2(Z/pZ,Z) to pu ∈ H2(Z/p2,Z), so that π(u)2 = 0. Therefore for any
M ∈ D(R[Z/pZ]) of the form M = C
q
(Z/pZ,M ′), M ′ ∈ D(R[Z/p2Z]), the
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natural map (9.30) squares to 0. The same is then true for arbitrary sums
of objects of this type. Then by (9.31), we have
Cˇ
q
Z/pZ,⊕
l≥0
C
q
(Z/pZ,M)[2l]
 = 0
for any M ∈ D(R[Z/p2Z]). To deduce (9.29), evaluate its left-hand side by
(9.31) and compute the limit by the telescope construction (1.28).
Finally, for the last claim, take an object E ∈ Dα(P q, R), and let E be the
cone of the adjunction map E → ρ(η(E)). Then R(η(E)) = R ◦ R(E) = 0,
so that the adjunction map E → ρ(η(E)) becomes an isomorphism after
applying η. Since η is conservative, E ∼= ρ(η(E)). 
Lemma 9.11. The category Dα(P q, R) does not depend on the choice of the
adapted complex P q.
Proof. Any map f : P q → P ′
q
between adapted complexes P q, P ′
q
compatible
with augmentations induces a functor f∗ : C
α(P q, R)→ Cα(P q, R) given by
f∗(〈M q, α〉) = 〈M q, (id⊗f) ◦ α〉.
This functor commutes with the forgetful functors η. Moreover, by (9.27),
the base change map
f∗ ◦ ρ→ ρ ◦ f∗
induced by the isomorphism η ◦ f∗ ∼= f∗ ◦ η is also an isomorphism. Then
by adjunction, f∗ is fully faithful on the full triangulated subcategory in
Dα(P q, R) spanned by ρ(D(I,R)), and by Lemma 9.10, this is the whole
category D(P q, R). Moreover, its essential image contains the full subcate-
gory in Dα(P ′
q
, R) spanned by ρ(D(I,R)), and by Lemma 9.10, this is the
whole category D(P ′
q
, R). Therefore f∗ is an equivalence of categories. To
finish the proof, it suffices to note that if P q is a projective resolution P q of
the constant functor Z ∈ Fun(I,Z), then the cone P q of the augmentation
map P˜ q → Z is obviously an adapted complex, and for any other adapted
complex P ′
q
, we have a map f : P q → P ′
q
. 
Note that because of Lemma 9.11, it is safe to drop P q from notation
and denote Dα(R) = Dα(P q, R).
Assume now given a subgroup H ⊂ Ẑ, recall that the groupoid I is the
groupoid of finite Ẑ-orbits, and let IH ⊂ I be the full subcategory spanned
by orbits on which H acts trivially. Say that an object M ∈ D(I,R) is
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supported at H if M(i) = 0 for any i ∈ I \ IH , and denote by DH(I,R) ⊂
D(I,R) the full subcategory spanned by objects supported at H. Then the
subcategory DH(I,R) ⊂ D(I,R) is canonically a direct summand, and the
embedding DH(I,R) ⊂ D(I,R) has an obvious left-adjoint functor
(9.32) ϕH : D(I,R)→ DH(I,R).
Explicitly, ϕH(M)(i) = M(i) if i ∈ I lies in IH ⊂ I, and 0 otherwise.
Moreover, let DαH(R) ⊂ D
α(R) be the full subcategory spanned by objects
M such that η(M) ∈ D(I,R) is supported at H. Then by Lemma 9.10, the
adjoint functor ρ of Lemma 9.9 sends DH(I,R) ⊂ D(I,R) into D
α
H(R) ⊂
Dα(I,R), and the functor (9.32) defines a functor
(9.33) ϕH : Dα(R)→ DαH(R)
left-adjoint to the embedding DαH(R) ⊂ D
α(R).
9.4 Derived correspondence. Now we go back to D̂M(Z, R), the cat-
egory of R-valued derived Z-Mackey profunctors. We will use the same
shorthand notation (9.1), (9.4), (9.10), where Ψ and Φ now stand for fixed
points functors on the derived level. Moreover, for any n ≥ 1, we denote
Φn = ΦnZ : D̂M(Z, R)→ DM(Z/nZ, R),
and we let
Φ˜n = Ψ˜{e} ◦ Φn : D̂M(Z, R)→ D(R[Z/nZ]),
where as in (7.3), {e} ⊂ Z/nZ is the trivial group. Let
Rn = InflnZ ◦R{e} : D(R[Z/nZ])→ D̂M(Z, R)
be the right-adjoint functor to Φ˜n, where R{e} is as in Lemma 7.2, and
{e} ⊂ Z/nZ is again the trivial group. Note that for any M ∈ D(R[Z/nZ]),
Rn(M) is supported at nZ ⊂ Z.
Lemma 9.12. For any n, l ≥ 1 and M ∈ D(R[Z/nZ]), we have
Φ˜l(Rn(M)) ∼=

M, l = n,
Cˇ
q
(Z/pZ,M), n = pl, p a prime,
0, otherwise.
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Proof. Since Rn(M) is supported at nZ ⊂ Z, Φ˜l(Rn(M)) vanishes unless l
divides n, and in this case, Φ˜l(Rn(M)) is given by Proposition 7.10, with
G = Z/nZ. It remains to note that by [K2, Lemma 7.15 (ii)], the maximal
Tate cohomology Cˇ
q
(Z/mZ,M) with any coefficients vanishes unless m is a
prime. 
Taken together, the functors Φ˜n define a functor
(9.34) Φ˜ : D̂M(Z, R)→ D(I,R)
such that Φ˜(M)n = Φ˜n(M), and the functors Rn together provide its right-
adjoint
R˜ =
∏
n
Rn : D(I,R)→ D̂M(Z, R).
Now for any n ≥ 1, choose an admissible pointed 2-simplicial Z-set Xn that
is adapted to nZ ⊂ Z in the sense of Definition 6.3. For any prime p, let
Xpn = X
npZ
n ⊂ Xn. Denote
(9.35) P p,n
q
= C q(Xpn/,Z),
and let P q be the complex in Fun(I q,Z) whose value at ptnp ⊂ Ip ⊂ I is
given by the complex P p,n
q
.
Lemma 9.13. The complex P q is adapted in the sense of Definition 9.6.
Proof. For any [m] ∈ ∆o × ∆o, if an element x ∈ Xpn([m]) is fixed under
Z/pZ ⊂ Z/pnZ, it is also fixed under nZ ⊂ Z, and then it must lie in ι([1]+)
by Definition 6.3 (i). Therefore Z/pZ ⊂ Z/npZ acts freely on the quotient
Xpn/[1]+, so that P
p,n
i is p-adapted for any i ≥ 1. By construction, P
n,p
0 is
C q([1]+,Z) = Z. To finish the proof, we note that the pointed n-simplicial
set X
p
n is contractible by Definition 6.3 (ii), so that the right-hand side of
(9.35) is an acyclic complex. 
We can now define our comparison functor from D̂M(Z, R) to the cate-
gory Dα(R) of fixed points data. We will denote it by
(9.36) ν : D̂M(Z, R)→ Dα(R).
By Lemma 9.11, we are free to choose any adapted complex P q to define
the category of fixed points data Dα(R); we will use the one provided by
Lemma 9.13. For any E ∈ D̂M(Z, R) and any integer n ≥ 1, let
(9.37) ν(E)n = C q(Xn ∧ [Z/nZ]+, E).
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The group Z/nZ acts on Xn× [Z/nZ]+ via the second factor, so that ν(E)n
is a complex of R[Z/nZ]-modules. Taking together ν(E)n for all n ≥ 1, we
obtain a natural complex ν(E) in Fun(I,R).
To promote ν(E) to an object in Dα(R), we need to construct (Z/pnZ)-
equivariant maps
αp,n : ν(E)n → P
p,n
q
⊗ ν(E)np
for all primes p and integers n ≥ 1. Note that the natural inclusion ι :
[1]+ → X
p
n defines (Z/pnZ)-equivariant morphisms
ιp,n : Enp = C q([Z/npZ]+, E) = C q([1]+ ∧ [Z/npZ]+, E)→ ν(E)np,
so that it suffices to construct morphisms
(9.38) αp,n : ν(E)n → P
p,n ⊗ Enp
and take αp,n = ιp,n◦αp,n. By definition, the Z-action on X
p
n factors through
Z/pnZ, and the quotient (Xpn ∧ [Z/pnZ]+)/(Z/pnZ) of the product X
p
n ∧
[Z/pnZ]+ by the diagonal (Z/pnZ)-action is of course isomorphic to X
p
n.
Thus the embedding Xpn ⊂ Xn induces a natural map
Xpn ∧ [Z/pnZ]+
q
−−−−→ Xpn −−−−→ Xn,
where q is the quotient map. If we let Z act on Xpn∧ [Z/pnZ]+ via the second
factor, then this map is Z-equivariant. Taking its product with the natural
projection
Xpn ∧ [Z/pnZ]+ −−−−→ [Z/pnZ]+ −−−−→ [Z/nZ]+,
we obtain a map
ap,n : X
p
n ∧ [Z/pnZ]+ → Xn ∧ [Z/nZ]+.
By definition, under this map, the diagonal (Z/pnZ)-action on the left goes
to the action of Z/pnZ on the right via the second factor, and conversely,
the action via the second factor on the left goes to the diagonal action on
the right. To construct the morphism αp,n of (9.38), it remains to use the
natural identification
C q(Xpn ∧ [Z/pnZ]+, E)
∼= C q(Xpn,Z)⊗ C q([Z/pnZ]+, E)
∼= P p,n
q
⊗ Epn,
and take as αp,n the natural morphism a
∗
p,n of (6.21).
We note that by construction, for any subgroupH ⊂ Ẑ with the quotient
W = Ẑ/H, the composition ϕH ◦ ν of the comparison functor ν of (9.36)
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with the restriction functor ϕH of (9.33) factors through the fixed points
functor ΦH , so that ν induces a natural functor
(9.39) ν : D̂M(W,R)→ DαH(R)
such that ν ◦ ΦH ∼= ϕH ◦ ν.
Proposition 9.14. (i) If H = nẐ ⊂ Ẑ is a cofinite subgroup, then the
functor ν of (9.39) is an equivalence of categories.
(ii) For any subgroup H ⊂ Ẑ with the quotient W = Ẑ/H, and any integer
l, let DαH(R)
≤l ⊂ DαH(R) be the full subcategory spanned by objects M
such that ν(M) lies in D≤l(I,R) ⊂ D(I,R). Then the functor ν of
(9.39) induces an equivalence between D̂M
≤l
(W,R) and DαH(R)
≤l.
Proof. As in the proof of Lemma 6.14, Proposition 6.6 provides an isomor-
phism of functors
Φ˜ ∼= η ◦ ν : D̂M(Z, R)→ D(I,R),
where ν is the functor (9.36). It induces a base change map
ν ◦ R˜→ ρ,
and by comparing Lemma 9.10 and Lemma 9.12, we see that this map is also
an isomorphism. For any subgroup H ⊂ Ẑ, the functor Φ˜ induces a functor
Φ˜ : D̂M(W,R) → DH(I,R), the functor R˜ induces a right-adjoint functor
R˜ : DH(I,R) → D̂M(W,R), and we have induced isomorphisms Φ˜ ∼= η ◦ ν,
ν ◦ R˜ ∼= ρ.
Assume first that the subgroup H is cofinite, that is, H = nẐ ⊂ Ẑ
for some n ≥ 1, and W = Z/nZ. Denote by D̂M(W,R)fr ⊂ D̂M(W,R),
DαH(R)
fr ⊂ DαH(R) the full triangulated subcategories generated by images
of the functors R resp. ρ. Then by adjunction, ν induces a fully faithful
functor
D̂MH(Z, R)
fr → DαH(R)
fr.
But Lemma 9.10 implies that DαH(R)
fr = DαH(R), so that ν is essentially
surjective, and by Lemma 7.1 (ii), the functor Φ˜ : D̂M(W,R) → DH(I,R)
is conservative, so that the same argument shows that D̂M(W,R)fr =
D̂M(W,R). Therefore ν is fully faithful on the whole of D̂M(W,R). This
proves (i).
101
For (ii), note that that for a cofinite subgroup H ⊂ Ẑ, the statement
immediately follows from Lemma 7.1 (i). In the general case, it remains to
apply Proposition 8.2. 
To see how Proposition 9.14 implies the p-typical decomposition of Sub-
section 9.2, note that for any l ≥ 1, the functor γl of (9.4) induces a functor
γl : I → I, the pullback functor γ
∗
l lifts to a natural functor
γ∗l : D
α(R)→ Dα(R),
and we have γl ◦ ν ∼= ν ◦ Ψ
l. Moreover, fix a prime p, and take H = Z′p, so
that IH ⊂ I is the union of groupoids ptq ⊂ I, q = p
m, m ≥ 0. Then for
any l prime to p, the functor γl can be refined to a functor
γ˜l : I
H × ptl → I
lH
sending ptq × ptl to ptql ⊂ I
lH , and this lifts to a functor
(9.40) γ˜∗l : D
α
lH(R)→ D
α
H(R[Z/lZ]).
We then have a natural isomorphism
(9.41) ν ◦ Φ
(p)
(l)
∼= γ˜∗l ◦ ν,
where Φ
(p)
(l) , l prime to p are the functors (9.18).
Corollary 9.15. Assume that the ring R is p-local. Then for any integer
n, the functor
Φ(p)
q
: D̂M
≤n
(Z, R)→
∏
l prime to p
D̂M
≤n
(Zp, R[Z/lZ])
of (9.18) is an equivalence of categories.
Proof. Choose an adapted complex P q, and let P q ⊂ P q be the sum of its
components P p,n
q
(in other words, we remove all the compoments P p
′,n
q
with
p′ 6= p). Then if we consider the category Cα(P q, R), the only non-trivial
components of the map α of (9.23) relate Mn
q
, n ≥ 1, and Mpn
q
. Therefore
any object 〈M,α〉 of Cα(P q, R) splits into a direct sum of objects supported
at
γl(I
H) =
∐
m≥0
ptpml ⊂ I
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over all l ≥ 1 prime to p, and the pullback functors γ˜∗l of (9.40) induce an
equivalence of categories
Dα(P q, R) ∼=
∏
l prime to p
DαH(P q, R[Z/lZ]).
By Proposition 9.14 and (9.41), to finish the proof, it remains to show that
the natural functor Dα(P q, R) → Dα(P q, R) = Dα(R) induced by the em-
bedding P q ⊂ P q is an equivalence of categories. The argument for this
is exactly the same as in Lemma 9.11: one simply needs to observe that
since the ring R is p-local, the only non-trivial Tate cohomology terms in
the right-hand side of (9.27) are those with our fixed prime p. 
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