We introduce the NP-hard graph-based data clustering problem s-PLEX CLUSTER VERTEX DELETION, where the task is to delete at most k vertices from a graph so that the connected components of the resulting graph are s-plexes. In an s-plex, every vertex has an edge to all but at most s − 1 other vertices; cliques are 1-plexes. We propose a new method based on "approximation and tidying" for kernelizing vertex deletion problems whose goal graphs can be characterized by forbidden induced subgraphs. The method exploits polynomial-time approximation results and thus provides a useful link between approximation and kernelization. Employing "approximation and tidying", we develop data reduction rules that, in O(ksn 2 ) time, transform an s-PLEX CLUSTER VERTEX DELETION instance with n vertices into an equivalent instance with O(k 2 s 3 ) vertices, yielding a problem kernel. To this end, we also show how to exploit structural properties of the specific problem in order to significantly improve the running time of the proposed kernelization method. extended abstract the proofs focused on 2-PLEX CLUSTER VERTEX DELETION, here we present the kernelization for the general s-plex cluster vertex deletion set problem, which is only slightly more technical.
Introduction
The contributions of this work are two-fold. On the one hand, we introduce a vertex deletion problem in the field of graph-based data clustering. On the other hand, we propose a novel method to derive (typically polynomial-size) problem kernels for NP-hard vertex deletion problems whose goal graphs can be characterized by forbidden induced subgraphs. More specifically, using the introduced kernelization through "approximation and tidying", we provide polynomial-time data reduction rules that transform, in O(ksn 2 ) time, an s-PLEX CLUSTER VERTEX DELETION instance into an equivalent instance comprising O(k 2 s 3 ) vertices. Here, it is essential that the number of vertices in the output instance only depends on the parameter k, not on the size of the input graph. The data reduction rules yield a so-called problem kernel [4, 13] . In the following, we define and motivate the problem s-PLEX CLUSTER VERTEX DELETION and discuss the main contributions of this work.
Motivation Many vertex deletion problems in graphs can be considered as "graph cleaning procedures", see Diaz and Thilikos [8] or Marx and Schlotter [21] . This view particularly applies to graph-based data clustering, where the graph vertices represent data items and there is an edge between two vertices if and only if the corresponding items are similar enough [28, 30] . The task is then to find clusters of the given items such that items within a cluster are similar, while items from different clusters are dissimilar. The resulting clusters may reveal information about the input data. For example, consider a group of diseased people. From this group, we can obtain a graph whose vertices represent the persons and where an edge is drawn between two persons with similar symptoms. A clustering of the so-obtained graph might reveal that the group of diseased people actually consists of multiple people subgroups (the clusters of the graph), each suffering from a distinct disease that must be cured independently. Ideally, the graph to be clustered has only cliques as connected components: then, by considering each connected component as a cluster, clearly every two items in the same cluster are similar, whereas items in different clusters are dissimilar. We call a graph that has only cliques as connected components a cluster graph. However, due to faulty data or outliers, the given graph may not be a cluster graph and it needs to be cleaned in order to become a cluster graph [30] . A recent example for this is the NP-hard CLUSTER VERTEX DELETION problem [17] , where the task is to delete as few vertices as possible such that the resulting graph is a cluster graph. The vertices removed might be considered as outliers or might be identified as "hubs": people having and spreading multiple diseases at once. The drawback of the CLUSTER VERTEX DELETION approach is that asking the connected components of a graph to be cliques often seems overly restrictive [6, 29] . As a result, too many vertex deletions from the input graph may be necessary to transform it into a cluster graph, too strongly changing the original data. Therefore, we relax the requirement of each connected component being a clique and allow (by varying a parameter s) to balance the number of vertices to be deleted against the density and size of the resulting clusters: in the NP-hard [20] s-PLEX CLUSTER VERTEX DELETION problem studied here, we replace cliques by so-called s-plexes (where s is typically a small constant):
s-PLEX CLUSTER VERTEX DELETION Input: An undirected graph G = (V , E) and an integer k ≥ 0. Question: Is there a vertex set S ⊆ V with |S| ≤ k such that G[V \ S] is a disjoint union of s-plexes?
Herein, an s-plex is a graph where every vertex has an edge to all but at most s − 1 other vertices [29] . Subsequently, we refer to the solution set S as s-plex cluster vertex deletion set and call a disjoint union of s-plexes an s-plex cluster graph. The concept of s-plexes has recently received considerable interest in various fields, see, e.g., [3, 7, 15, 22, 23, 25, 31] . Summarizing, s-PLEX CLUSTER VERTEX DELETION blends and extends previous studies on CLUSTER VERTEX DELETION [17] (which is the same as 1-PLEX CLUSTER VERTEX DELETION) and on s-PLEX CLUSTER EDITING [15] , where in the latter problem one tries to add and delete at most k edges to transform a graph into an s-plex cluster graph.
Previous Work
The two "sister problems" of s-PLEX CLUSTER VERTEX DELE-TION, namely s-PLEX CLUSTER EDITING and CLUSTER VERTEX DELETION, have been subject to recent research [15, 17] . For CLUSTER VERTEX DELETION, Hüffner et al. [17] have developed fixed-parameter algorithms using the iterative compression technique [14] introduced by Reed et al. [27] . Their algorithm solves CLUS-TER VERTEX DELETION on a graph with n vertices and m edges in O(2 k · n 2 (m + n log n)) time, where k is the number of allowed vertex deletions. In the same work, Hüffner et al. [17] also described how to compute an O(k 2 )-vertex problem kernel for CLUSTER VERTEX DELETION in O(k 9 + mn) time, exploiting a problem kernel for 3-HITTING SET by Abu-Khram [1] . Roughly speaking, a problem kernel is an equivalent (smaller) instance whose size is bounded by a function only depending on a parameter and computable in polynomial time. Guo et al. [15] have shown a problem kernel with O(ks 2 ) vertices for s-PLEX CLUSTER EDITING computable in O(n 4 ) time, where k is the number of allowed edge modifications. In the same work, Guo et al. [15] developed a forbidden induced subgraph characterization for s-plex cluster graphs: every graph that is not an s-plex cluster graph contains a forbidden induced subgraph consisting of at most s + √ s + 1 vertices that can be found in O(s(n + m)) time. This yields a trivial search tree algorithm to solve s-PLEX CLUSTER VERTEX DELETION in O((s + √ s + 1) k · s(n + m)) time by repeatedly searching for a forbidden induced subgraph in the input graph and branching into all possibilities of deleting one of its vertices. A problem kernel for s-PLEX CLUSTER VERTEX DELETION can be obtained from a general result from Kratsch [19] , who showed polynomial-size problem kernels for constant-factor approximable problems contained in the classes MIN F + 1 and MAX NP. Since s-PLEX CLUSTER VER-TEX DELETION is contained in MIN F + 1 , applying Kratsch's method [19] yields an O(k s+ √ s+1 )-vertex problem kernel for s-PLEX CLUSTER VERTEX DELETION. His method is based on problem kernels for HITTING SET, which have also been studied by Abu-Khzam [1] .
Our Results Complementing and extending results for CLUSTER VERTEX DELE-TION [17] , we prove an O(k 2 s 3 )-vertex problem kernel for s-PLEX CLUSTER VER-TEX DELETION that can be found in O(ksn 2 ) time. We emphasize that the corresponding kernelization algorithm for s-PLEX CLUSTER VERTEX DELETION is completely different from the O(ks 2 )-vertex-kernelization for s-PLEX CLUSTER EDIT-ING [15] . As vertex deletion is a "more powerful" operation than edge modification, a larger problem kernel in the case of s-PLEX CLUSTER VERTEX DELETION does not come unexpectedly. Our main conceptual contribution is the "approximation and tidying" kernelization method outlined in Sect. 3. A decisive advantage over the O(k s+ √ s+1 )-vertex problem kernel for s-PLEX CLUSTER VERTEX DELETION that can be obtained from a general result from Kratsch [19] is that, in our O(k 2 s 3 )-vertex bound, the value of s does not influence the degree of the polynomial in k.
Organization of This Paper Section 2 explains the concept of kernelization and basic notation. This is followed by an introduction of the approximation and tidying method in Sect. 3. Section 4 applies the method to s-PLEX CLUSTER VERTEX DELETION. Section 5 shows a more efficient execution of the proven data reduction rules. Finally, Sect. 6 summarizes our findings and provides an outlook on future research challenges.
Preliminaries
Parameterized algorithmics [10, 12, 26] is an approach to find optimal solutions for NP-hard problems. The idea is to accept the seemingly inevitable combinatorial explosion, but to confine it to one aspect of the problem, the parameter. More precisely, a problem is fixed-parameter tractable (FPT) with respect to a parameter k if there is an algorithm solving any problem instance of size n in f (k) · n O(1) time for some computable function f . A common method in parameterized algorithmics is to provide polynomial-time executable data reduction rules that lead to a problem kernel [4, 13] . This is perhaps the concept in parameterized algorithmics with the widest practical relevance [13, 16] .
Problem Kernelization Polynomial-time data reduction and problem kernelization is a core tool of parameterized algorithmics [4, 13] . Herein, viewing the underlying problem as a decision problem, the goal is, given any problem instance x (a graph in our case) with a parameter k (the number of vertex deletions in our case), to transform it in polynomial time into a new instance x with parameter k such that |x | is bounded by a function in k (ideally, a polynomial in k), k ≤ k, and (x, k) is a yesinstance if and only if (x , k ) is a yes-instance. We call (x , k ) the problem kernel. It is desirable to get the problem kernel size |x | as small as possible.
Notation We only consider undirected, finite graphs G = (V , E), where V is the set of vertices and E is the set of edges. Throughout this work, we use n := |V | and m := |E|. We use V (G) and E(G), respectively, to denote the vertex and edge set of a graph G. We call two vertices v,
For a set F of graphs, we call a graph F -free if it does not contain any graph isomorphic to a graph in F as an induced subgraph. For the class of F -free graphs, the graphs in F are called forbidden induced subgraphs.
The Method: Approximation and Tidying
For a set F of graphs, we outline a kernelization method for F -FREE VERTEX DELE-TION: given an undirected graph G = (V , E) and an integer k ≥ 0, decide whether the graph can be made F -free by deleting at most k vertices. For example, if we let F contain the graphs shown in Fig. 1 , then F -FREE VERTEX DELETION is precisely 2-PLEX CLUSTER VERTEX DELETION [15] . For finite sets F , the problem F -FREE VERTEX DELETION is clearly fixed-parameter tractable with respect to the parameter k, obtained by a straightforward branching strategy. Moreover, one may observe that its minimization version is in MIN F + 1 , a class of minimization problems whose optimum solution can be expressed using a certain type of universally quantified first-order logic formulae [18] . Therefore, using a technique due to Kratsch [19] , F -FREE VERTEX DELETION admits a problem kernel containing O(k h ) vertices, where h is the maximum number of vertices of a graph in F . We present an alternative technique to kernelize F -FREE VERTEX DELETION problems for finite sets F . While the technique of Kratsch [19] is more general, the approach presented here seems to be useful to obtain smaller problem kernels. For example, the forbidden induced subgraphs for s-PLEX CLUSTER VERTEX DELETION consist of at most s + √ s + 1 vertices [15] ; therefore, Kratsch's technique [19] yields an O(k s+ √ s+1 )vertex problem kernel. In contrast, we obtain an O(k 2 s 3 )-vertex problem kernel using the approximation and tidying method described below. It comprises the following three steps.
Approximation
Step The task of this step is to compute in polynomial time an approximate solution X for F -FREE VERTEX DELETION. Let c be the corresponding approximation factor. Obviously, the residual graph G − X is F -free. Since X is a Fig. 1 , a partition of the input graph G into an F -free graph (that is, 2-plex cluster graph) G − X and an approximate solution X is shown Fig. 3 For F being the set of graphs shown in Fig. 1 and a tidying set T , the tidy subgraph G − T is shown. The tidiness property is satisfied: adding one of the vertices v and w (but not both) to G − (T ∪ X) results in an F -free graph, that is, the induced subgraphs surrounded by the dashed lines are 2-plex cluster graphs factor-c approximation, we can abort with returning "no-instance" if |X| > ck. Otherwise, we proceed knowing that |X| ≤ ck. It remains to shrink and bound the number of vertices in the residual graph G − X. To this end, we use the property that G − X is F -free. The partition of the input graph G into an F -free graph G − X and a vertex set X is illustrated in Fig. 2 .
Tidying Step The Approximation
Step computes a vertex set X with |X| ≤ ck such that G − X is F -free. However, since F -freeness can be difficult to exploit, the task of the Tidying Step is structuring the input further to make problem-specific data reduction rules applicable. To this end, we compute in polynomial time a vertex subset T of G − X (called tidying set) such that re-inserting any single vertex v ∈ X into G − (T ∪ X) leaves it F -free. This property is illustrated in Fig. 3 ; we refer to it as tidiness property and call G − T the tidy subgraph of G. The tidiness property enables us to find a family of induced subgraphs of G, each being F -free and overlapping with both G − X and G[X]. We will see that this helps us analyzing the structure of the connections between the approximate solution X and the residual graph G − X. This, in turn, enables us to find suitable data reduction rules to shrink G − X.
To compute the tidying set T , greedy algorithms and polynomial-time data reduction are employed. Roughly speaking, the data reduction ensures that the tidying set does not become too large.
First, we describe the data reduction. Compute for each v ∈ X a maximal set F (v) of forbidden induced subgraphs that pairwise intersect exactly in v. If |F (v)| > k, then v must be deleted in any attempt to transform the input graph G into an Ffree graph by at most k vertex deletions: if v was not deleted, then a vertex of each forbidden induced subgraph in F (v) would have to be deleted. This, however, is not affordable since |F (v)| > k. Hence, a "high-degree data reduction rule" can delete v from both G and X and decrease the parameter k of allowed vertex deletions by one.
Second, we describe how to compute the tidying set T , show that its size is bounded, and argue that G − T fulfills the tidiness property. We define the tidying set
The tidying set of the whole graph is defined as T := v∈X T (v). Since after the high-degree data reduction rule |F (v)| ≤ k, we know that |T (v)| ≤ ak, where a is the maximum number of vertices of a forbidden induced subgraph in F . Combining this with |X| ≤ ck, one gets |T | ≤ ack 2 . The tidiness property of G − T now follows easily: assume that, for some v ∈ X,
Then, there is a forbidden induced subgraph F in G that contains v and no vertices from T . As this implies that F contains no vertex from F (v), this contradicts the maximality of F (v). The tidiness property is exploited in the final Shrinking Step.
Shrinking
Step This is the most unspecified step, which has to be developed using specific properties of the studied vertex deletion problem. In this step, the task is to shrink the tidy subgraph G − T using problem-specific data reduction rules that exploit the tidiness property. From these data reduction rules, one obtains a graph G comprising vertices from the approximate solution X, from the tidying set T , and from the tidy subgraph G − T , each having been shrunken by data reduction rules. These data reduction rules also yield a new parameter value k , which corresponds to the number of allowed vertex deletions in G . To make sure that all data reduction rules are correct, one has to prove that (G , k ) is a yes-instance if and only if the input (G, k) is a yes-instance. This, together with a size bound on G , shows that (G , k ) is a problem kernel. Depending on the strength of the applied data reduction rules, the resulting problem kernel size is as follows: the factor-c approximate solution X has size at most ck. The tidying set T based on size-at-most-a forbidden induced subgraphs has size at most ack 2 . If one shrinks the tidy subgraph G − T to at most f (k) vertices, then one obtains a problem kernel with ck + ack 2 + f (k) vertices.
Summarizing, approximation and tidying works by first computing in polynomial time an approximate solution for a vertex deletion problem. Based on the approximate solution, the input graph is further structured (in our words, tidied up) in order to make problem-specific data reduction rules applicable. Herein, the Approximation
Step and the Tidying Step work for vertex deletion problems for graph properties characterized by a finite set of forbidden induced subgraphs. One example for such a problem is s-PLEX CLUSTER VERTEX DELETION.
In the next section, we present a problem kernel for s-PLEX CLUSTER VER-TEX DELETION using approximation and tidying. On the one hand, we present the problem-specific Shrinking Step. On the other hand, we also show how the problemindependent Approximation Step and Tidying Step can be executed efficiently if one exploits properties of the specific graph property to be established.
Kernelization for s-Plex Cluster Vertex Deletion
In this section, we give a detailed description of the steps outlined in Sect. 3 to obtain a problem kernel for s-PLEX CLUSTER VERTEX DELETION. First, we show how the Approximation Step and the Tidying Step can be executed for s-PLEX CLUSTER VERTEX DELETION. Then, we give a detailed presentation of the Shrinking Step.
Approximation Step
Following the approximation and tidying kernelization method, we greedily compute a constant-factor approximate s-plex cluster vertex deletion set X using the forbidden induced subgraph characterization of s-plex cluster graphs [15] . To this end, we employ an O(s · (n + m))-time algorithm by Guo et al. [15] that finds, in a graph that is not an s-plex cluster graph, a forbidden induced subgraph of at most c = s + √ s + 1 vertices. We repeatedly find a forbidden induced subgraph in the given input graph G, add its vertices to X, and remove its vertices from G, until G is an s-plex cluster graph. In this way, we find pairwise vertex-disjoint forbidden induced subgraphs for s-plex cluster graphs in G. If more than k such forbidden induced subgraphs are found, then it is clear that (G, k) is a no-instance. Otherwise, we obtain a set |X| ≤ ck ∈ O(ks) such that G − X is an s-plex cluster graph. Hence, the computation of X takes O(ks · (n + m)) time, as we apply Guo et al.'s [15] algorithm at most k + 1 times.
It remains to bound the number of vertices in the residual graph G − X. To this end, using the following definition, we make observations about the connected components of G − X.
Since X is an s-plex cluster vertex deletion set, each set in H(X) induces an s-plex in G.
Tidying Step
Let X be the approximate s-plex cluster vertex deletion set computed in the Approximation Step. For each v ∈ X, greedily compute a maximal set F (v) of forbidden induced subgraphs pairwise intersecting exactly in v. Since the forbidden induced subgraphs for s-PLEX CLUSTER VERTEX DELETION contain at most s + √ s +1 vertices [15] , this can be done in O(n s+ Proof If an s-plex cluster vertex deletion set does not contain v, then it contains one vertex of each of the (more than k) forbidden induced subgraphs in F (v). Thus, 1 In Sect. 5, we present a slightly modified version of our kernelization algorithm that can be performed in
every size-k s-plex cluster vertex deletion set must contain v. For the running time, we use the following simple data structure. Create k + 1 lists and,
In Reduction Rule 1, we identify vertices that must be part of any s-plex cluster vertex deletion set of size at most k. Hence, we remove them from the input graph G and search for a s-plex cluster vertex deletion set of size k in the remaining graph G , where k is k decremented by the number of vertices removed by Reduction Rule 1. If we find an s-plex cluster vertex deletion set S for G , then we can extend it to an s-plex cluster vertex deletion set for G by adding the vertices to S that we previously identified to be part of any s-plex cluster vertex deletion set of size at most k. The data reduction rules in the remainder of this paper will be substantially different: we remove vertices from the input graph G to obtain a smaller graph G but do not put them into an s-plex cluster vertex deletion set. Instead, we show how any s-plex cluster vertex deletion set of size at most k for G can be turned into an s-plex cluster vertex deletion set of size at most k for G. As every s-plex cluster vertex deletion set for G is also an s-plex cluster vertex deletion set for G , this shows that (G, k) is a yes-instance if and only if (G , k) is a yes-instance, thus establishing the correctness of our data reduction rules. The first data reduction rule of this kind is the following: Proof This data reduction rule is obviously correct, as each set H ∈ H(X) that is nonadjacent to X induces an isolated s-plex in G. For the running time, observe that H(X) can be constructed in O(n + m) time: using breadth-first search, we remember for each vertex of G − X to which connected component of G − X it belongs and put it into a set in H(X) accordingly. It remains to remove sets in H(X) from G that have no neighbors in X.
In the following, we assume that the input graph G is reduced with respect to Reduction Rules 1 and 2. Moreover, we assume that X is an s-plex cluster vertex deletion set of size O(ks), and that a maximal set of forbidden induced subgraphs F (v) that pairwise intersect exactly in v has been computed for each v ∈ X. The tidying set is T (v) := F ∈F (v) V (F ) \ X for each v ∈ X and the tidying set for the whole graph is T := v∈X T (v). Since the set F (v) of forbidden induced subgraphs is maximal, the tidy subgraph G − T fulfills the tidiness property, that is, for each v ∈ X, deleting X \ {v} from G − T results in an F -free graph. Moreover, since each forbidden induced subgraph in F (v) has at most s + √ s + 1 ∈ O(s) vertices, we conclude |T | ∈ O(k 2 s 2 ) from |F (v)| ≤ k and from |X| ∈ O(ks).
So far, we have bounded |T ∪ X|. It remains to shrink and bound the number of vertices in G − (T ∪ X); more specifically, we bound the number of vertices in the tidy subgraph G − T . To this end, we show a way to execute the Shrinking Step for s-PLEX CLUSTER VERTEX DELETION, which is the main technical contribution of this work.
Shrinking Step
We now show how the tidiness property can be exploited in designing further problem-specific data reduction rules. To this end, we need the following lemma: In the Shrinking Step, it is crucial to exploit the fact that X is an s-plex cluster vertex deletion set, implying that G − X is an s-plex cluster graph. The tidiness property now reveals useful structural information about the connections of the s-plex cluster vertex deletion set X to the connected components of G − X. For example, observe that each vertex v ∈ X can be adjacent to vertices of arbitrarily many connected components of G − X. In contrast, below we show that in the tidy subgraph G − T , each vertex v ∈ X is adjacent to vertices of at most one "large" connected component of G − (T ∪ X). Specifically, we prove the following lemma, which will be exploited by further data reduction rules and the proof of the kernel size:
Lemma 4
The tidiness property of G − T implies for each v ∈ X:
Proof We show that if one of the properties listed in Lemma 4 is not satisfied for some v ∈ X, then there is a forbidden induced subgraph F with V (F ) ∩ X = {v} and V (F ) ∩ T = ∅, contradicting the tidiness property of G − T .
(1) Assume that there are s + 1 sets H 1 , . . . , H s+1 such that a vertex v ∈ X is adjacent to u i ∈ H i \ T for i ∈ {1, . . . , s + 1}. The vertices u i are connected because they are neighbors of v. Additionally u 1 is nonadjacent to the s vertices u 2 , . . . , u s+1 . Hence, G[{v, u 1 , . . . , u s+1 }] is not an s-plex cluster graph and, therefore, a forbidden induced subgraph.
(2) Assume that for a vertex v ∈ X, there are two sets U, W ∈ H(X) such that v is adjacent to the vertices u ∈ U \ T and w ∈ W \ T . Moreover, assume that W \ T Toward our goal of obtaining a problem kernel, we have already computed an approximate solution X and the tidying set T with |T ∪ X| ∈ O(s 2 k 2 ) in Sects. 4.1 and 4.2. Therefore, it still remains to reduce the size of G − (T ∪ X), that is, to reduce the size of the set H \ T for each H ∈ H(X). To this end, we distinguish between two types of sets in H(X):
See Fig. 4 for an illustration. The remainder of this section is mainly devoted to data reduction rules that shrink the size of large sets in H(X). We deal with Xseparated sets and non-X-separated sets separately. The intuitive idea to bound the number of vertices in X-separated sets is as follows. We use the fact that H ∩ T is a separator to show that if there are significantly more vertices in H \ T than in H ∩ T , then some vertices in H \ T can be removed from the graph. Together with the size bound for T , one can then obtain a bound on the number of vertices in Xseparated sets. The intuitive idea to bound the number of vertices in non-X-separated sets is to use the properties stated in Lemma 4. Roughly speaking, Lemma 4(1) and Lemma 4(2) guarantee that each vertex from X is adjacent to only one large connected component of G − T . From Lemma 4(3), it then follows that if there is a large non-X-separated set H ∈ H(X), then most of its vertices have the same neighbors in X. This observation can be used to show that some vertices in H \ T can be removed from the graph. In the following, we exhibit the corresponding technical Intuitively, if for any X-separated set H ∈ H(X), the set H \ T is so large that any optimal s-plex cluster vertex deletion set would delete H ∩ T to disconnect the s-plex H \ T from the rest of the graph, then we shrink H \ T such that any optimal s-plex cluster vertex deletion set would still delete H ∩ T details. First, we shrink the size of the X-separated sets. After that, we shrink the size of the non-X-separated sets.
Shrinking X-separated Sets
The following data reduction rule decreases the number of vertices in large Xseparated sets. Intuitively, because each X-separated set H ∈ H(X) induces an s-plex, any optimal s-plex cluster vertex deletion set will, if H \ T is much larger than H ∩ T , cut off H from X by deleting H ∩ T instead of deleting some vertices in H \ T . Hence, for X-separated sets H ∈ H(X) for which H \ T is much larger than H ∩ T , we shrink H \ T such that an optimal s-plex cluster vertex deletion set will still delete H ∩ T . This is illustrated in Fig. 5 . Proof First, we show the correctness. Let u ∈ H be the vertex that is removed by Reduction Rule 3. If (G, k) is a yes-instance, then obviously (G − {u}, k) is a yesinstance as well. Now suppose that (G − {u}, k) is a yes-instance. Let S be an s-plex cluster vertex deletion set of size at most k for G − {u}. If S is an s-plex cluster vertex deletion set for G, then (G, k) is obviously a yes-instance. Otherwise, u is contained in a forbidden induced subgraph F in G − S; we show that in this case one can use S to construct an s-plex cluster vertex deletion set S of size at most k for G. Since With Reduction Rule 3, the number of vertices in H \ T is bounded from above by |H ∩ T | + 2s − 3 for each X-separated set H ∈ H(X). It remains to shrink the size of non-X-separated sets.
Shrinking Non-X-separated Sets
Our goal is to find vertices in a non-X-separated set H ∈ H(X) that can safely be removed by a data reduction rule. To this end, we exploit that in a non-X-separated set H ∈ H(X), almost all vertices have the same neighbors in X by Lemma 4(3). This makes a large set of vertices in H "equivalent", so that many of them may be removed by data reduction rules. To formalize this, we capture the vertices having the same neighbors in X in an X-module:
On Definition 3, we base the (quite technical) definition of redundant vertex sets, which contain "candidate" vertices for removal. The definition is illustrated in Fig. 6 . H ∈ H(X) . We call a subset R ⊆ H redundant if there is an Xmodule Z with R ⊆ Z ⊆ H that contains those vertices from H that are nonadjacent to at least one vertex in R. Fig. 6 A redundant subset R of a set H ∈ H(X) is shown. The redundant set R is contained in an X-module Z containing those vertices from H that are nonadjacent to at least one vertex in R. Note that all vertices in Z have the same neighbors in X and that vertices in R might be nonadjacent to each other Employing Definition 4, we state the following data reduction rule. After its correctness proof, the computation of redundant sets is described.
Definition 4 Let

Reduction Rule 4 Let R ⊆ H be a redundant subset of some H ∈ H(X).
If |R| > k + 2s − 1, then choose an arbitrary vertex from R and remove it from G.
Lemma 6 Reduction Rule 4 is correct.
Proof Assume that for a vertex set H ∈ H(X) Reduction Rule 4 chooses to remove u ∈ R from G, where R is a redundant subset of H . Let G denote the graph G − {u}. We have to show that (G, k) is a yes-instance if and only if (G , k ) is a yes-instance. Obviously, if (G, k) is a yes-instance, then (G , k) is also a yesinstance. If (G , k) is a yes-instance, then there is an s-plex cluster vertex deletion set S with |S| ≤ k for G . We now show that S is also an s-plex cluster vertex deletion set for G, implying that (G, k) is a yes-instance. Assume for the purpose of contradiction that G − S contains a forbidden induced subgraph. Because G − S is an s-plex cluster graph, G − S contains a forbidden induced subgraph F containing u. In the subsequent arguments for the contradiction, we use the following two claims, which are proven afterwards. We now show Claim 2. For the purpose of contradiction, assume that there is
Claim 2 For an
Because w ∈ Z and Z is an X-module, w is adjacent to v, contradicting our assumption. Therefore, v is nonadjacent to Z and, in particular, nonadjacent to R \ S. According to Claim 1, the at least 2s − 1 vertices in R \ (S ∪ {u}) are connected but nonadjacent to v in G − S. This implies that there is a forbidden induced subgraph in G − S, contradicting G − S being an s-plex cluster graph.
With the completion of the correctness proof of Reduction Rule 4, we obtained a data reduction rule for non-X-separated sets in H(X). Since applying Reduction Rule 4 requires the existence of a large redundant subset of some H ∈ H(X), we shall in the following present a way to compute such redundant subsets. This finally leads to the proof of the problem kernel for s-PLEX CLUSTER VERTEX DELETION.
Finding Redundant Sets
We now show how to efficiently find a redundant subset R ⊆ H for a non-X-separated set H ∈ H(X). To this end, recall that X is an s-plex cluster vertex deletion set and that T is a tidying set. Intuitively, we first build vertex subsets of H that potentially violate Definition 4 for redundant sets. Then, we show that the remaining vertices of H constitute a redundant set. See Fig. 7 for an illustration of the following definitions. Let A(H ) be the set of vertices in H that are nonadjacent to at least one vertex in H ∩ T ; let B(H ) be the set of vertices in H that are nonadjacent to at least one vertex from X that has some neighbor in H \ T ; finally, let C(H ) be the set of vertices in H that are nonadjacent to at least one vertex in 
Problem Kernel Size
Now we have all ingredients to prove the size of our problem kernel for s-PLEX CLUSTER VERTEX DELETION. In the next section, we will improve the running time of our kernelization algorithm to O(ksn 2 , where X is the approximate s-plex cluster vertex deletion set and where T is the tidying set. To bound the number of vertices that remain in G − (T ∪ X) after applying all data reduction rules, we have to bound the number of vertices in H \ T for all H ∈ H(X). Since Reduction Rule 2 has been applied, each H ∈ H(X) is adjacent to X and, therefore, either X-separated or non-X-separated. For an X-separated set H one has |H \ T | ≤ |H ∩ T | + 2s − 3 (Reduction Rule 3). Moreover, since each X-separated set contains at least one vertex of T , there are at most |T | many X-separated sets in H(X). Hence, the number of vertices in H \ T for all X-separated sets is at most |T | + |T |(2s − 3) ∈ O(k 2 s 3 ).
It remains to count the vertices contained in non-X-separated sets. To this end, we partition the approximate s-plex cluster vertex deletion set X into X 1 := {v ∈ X | there is exactly one set H ∈ H(X) such that H \ T is adjacent to v} and X 2 := X \ X 1 . According to Lemma 4(2), each non-X-separated set H ∈ H(X) for which H \ T is adjacent to a vertex v ∈ X 2 contains O(s) vertices. From |X 2 | ∈ O(ks), we conclude that there are at most O(ks 2 ) vertices in non-X-separated sets H ∈ H(X) for which H \ T is adjacent to a vertex v ∈ X 2 .
It finally remains to count the vertices in sets H ∈ H(X) for which H \ T is adjacent to only vertices in X 1 . Let these sets be contained in the setH ⊆ H(X 
Speeding up the Kernelization Algorithm
So far, we focused on the kernel size rather than the running time of the kernelization. The bottleneck of the kernelization result given by Theorem 1 is the computation of the tidying set T in Sect. 4.2, which relies on finding for each v ∈ X a maximal set F (v) of forbidden induced subgraphs that pairwise intersect exactly in v, thus taking O(ksn s+ √ s+1 ) time. The maximality of F (v) was used to prove that G − T satisfies the tidiness property. This, in turn, helped us to show that T satisfies the properties stated in Lemma 4. However, we obtain a much faster kernelization if we do not demand that F (v) is maximal; rather, this section shows how to compute, in O(ksn 2 ) time, a bounded-size set T that also satisfies the properties in Lemma 4.
Lemma 10
Let X be an s-plex cluster vertex deletion set. For all v ∈ X, vertex sets T (v) satisfying the following properties can be found in O(ksn 2 ) time: Obviously, after that, since neither step (1), nor step (2), nor (3) apply, T (v) satisfies the properties stated by the lemma. Clearly, for each fixed v ∈ X, all steps work in O(n 2 ) time. The stated time bound of O(ksn 2 ) then follows by exploiting |X| ∈ O(ks).
The set v∈X T (v) resulting from Lemma 10 satisfies exactly the properties stated for the tidying set T in Lemma 4. Hence, the expensive computation of the tidying set T in Sect. 4.2 can be replaced by the computation described in the proof of Lemma 10. In order to bound the size of the set v∈X T (v), a slightly modified version of Reduction Rule 1 allows us to remove vertices v from X for which T (v) is large:
Reduction Rule 1 If there is a vertex v ∈ X such that |T (v)| > 2ks, then delete v from G and from X and decrement the number k of allowed vertex deletions by one.
Lemma 11
Reduction Rule 1 is correct and can be exhaustively applied in O(n + m) time.
Proof For each v ∈ X, the three steps in the proof of Lemma 10 "collect" vertices of forbidden induced subgraphs that pairwise intersect exactly in v. For each found forbidden induced subgraph, at most 2ks vertices are added to T (v). Hence, if |T (v)| > 2ks, then more than k forbidden induced subgraphs pairwise intersect exactly in v. Hence, v must be contained in any s-plex cluster vertex deletion set of size at most k. The running time follows analogously to that of Reduction Rule 1. 
Conclusion
There are two main performance aspects of problem kernelization-one is the size of the problem kernel and the other one is its (polynomial) running time. Both need to be optimized. Studying s-PLEX CLUSTER VERTEX DELETION and introducing the approximation and tidying kernelization method, we contributed to both. Our results are based on linking kernelization with polynomial-time approximation, obtaining preprocessing rules to detect combinatorial input structures to be exploited by effective data reduction rules. The approximation and tidying kernelization method likely applies to other vertex deletion problems whose goal graphs can be characterized by forbidden induced subgraphs. This is a rich class of graphs, among others containing various cluster graphs. When applicable, our method may allow for significantly smaller problem kernel sizes than the more general method by Kratsch [19] .
As to future work, it remains to provide further applications for kernelization through approximation and tidying. It also seems interesting to test the practical usefulness of the developed data reduction rules. Finally, it would be desirable to start a general study under which conditions fixed-parameter tractable vertex deletion problems possess polynomial-size kernels. Known candidates having no polynomial-size kernel (unless NP ⊆ coNP/poly, implying a collapse of the polynomial-time hierarchy to the third level [4, 5] ) are CONNECTED VERTEX COVER and CAPACITATED VERTEX COVER [9] .
In the field of graph-based data clustering, it is desirable to compare the clustering results using the s-plex concept with clustering results using other cluster concepts, like s-clubs [2, 24] (subgraphs with diameter at most s) or overlapping clusters [11] . For s-PLEX CLUSTER VERTEX DELETION, it remains to find a fixed-parameter algorithm that is faster than finding forbidden induced subgraphs and branching into all possibilities of deleting one of a forbidden induced subgraph's vertices.
