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Abstract
Nonlinear Model Predictive Control (NMPC) is a powerful technique that
can be used to control many industrial processes. Different and often con-
flicting control objectives, e.g., reference tracking, disturbance rejection and
minimum control effort, are typically present. Most often these objectives
are translated into a single weighted sum (WS) objective function. This
approach is widespread because it is easy to use and understand. However,
selecting an appropriate set of weights for the objective function is often non-
trivial and is mainly done by trial and error. The current study proposes a
systematic procedure for tuning Nonlinear MPC based on multi-objective
optimisation methods. Advanced methods allow an efficient solution of the
multi-objective problem providing a systematic overview of the controller be-
haviour. Moreover, through analytic relations it is possible to link a solution
obtained with these novel methods to a set of weights for a weighted sum
objective function. Applying this set of weights causes the WS to generate
the same solution as obtained with the advanced method. Hence, an appro-
priate controller can be selected based on the alternatives generated by the
advanced method, while the corresponding weights for a WS can be derived
for implementing the controller in practice. The procedure is successfully
tested on two benchmark applications: the Van de Vusse reactor and the
Tennessee Eastman plant.
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1. Introduction
Model Predictive Control (MPC) has been extensively studied and suc-
cessfully applied to a number of real-life industrial problems (see for an
overview [1, 2] and all the references therein). Several aspects contribute
to the success of MPC: (i) its systematic approach to handle complex control
problems with multiple inputs and outputs, (ii) its ability to explicitly incor-
porate constraints on state and control variables, (iii) its versatility enabling
the control of a wide variety of applications in chemical, mechanical and elec-
trical engineering, and (iv) its optimisation based nature enabling an opti-
mised process behaviour. Classic MPC involves a linear process model, linear
constraints and a quadratic objective. During the last two decades exten-
sions to Nonlinear MPC (NMPC) have been elaborated by allowing nonlinear
process models, constraints and objective functions (see, e.g., [3, 4, 5, 6, 7]).
As (N)MPC is an optimisation based control strategy, an objective func-
tion has to be specified. Often this objective function is a weighted sum of
different terms (e.g., deviations from selected setpoints). However, the selec-
tion of an appropriate set of weights, i.e., the tuning of the controller, is in
general not a trivial task. Selecting different sets of weights allows trading
off the different terms and generates different but mathematically equivalent
solutions. In multi-objective optimisation, which aims at finding optimal so-
lutions to multiple and conflicting objectives, these points are called Pareto
optimal solutions [8]. From these Pareto optimal solutions, one has to be
selected by the Decision Maker (DM) (e.g., the control engineer) according
to his/her preferences and the selected set of weights has to be implemented
in the controller.
Lately, the multi-objective nature of MPC tuning has been explicitly
recognised. An overview on the tuning of linear MPC controllers was writ-
ten by [9, J. L. Garriga and M. Soroush]. For linear MPC [10, W. Wojsznis
et al] prioritised the objectives by imposing increasing weights with the order
of importance given to the objectives. [11, J.H. van der Lee et al.] presented
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a procedure for tuning of MPC controllers based on a multi-objective ap-
proach that exploits a genetic algorithm and fuzzy logic. [12, Bemporad and
Mun˜oz de la Pen˜a] proposed a novel algorithm based on the generation of
the Pareto frontier and at each sampling time a selection of the desired con-
trol action is performed by the DM. In particular, the work focuses on the
trade-off between closed-loop promptness and noise rejection. In addition,
some criteria on how to select Pareto points in order to guarantee stability
of the controller are given for the linear case.
On the NMPC side, two recent articles [13, V. M. Zavala] and [14, A.
Flores-Tlacuachuac] opened new perspectives towards multi-objective model
predictive control. In particular the proposed algorithm, does not require
the expensive computation of the Pareto front but translates the problem
into the tracking of the so called utopia point (i.e., the infeasible point that
has as coordinates the optimal solution of all objectives taken one by one).
In this implementation the decision maker does not have to make a choice
at any step. It is assumed that the best solution is the one known as the
compromised solution, i.e., the closest point to the utopia point but still be-
longing to the Pareto front. This approach exhibits several advantages from
the on-line application point of view: (i) the Pareto front does not need to be
generated at each NMPC step, (ii) it does not need weights to be adjusted
or any other decision to be made. However, the selected point is determined
by the shape and scaling of the Pareto set and may not always reflect the
preferences of a DM.
The aim of the current work is to allow the decision maker to select an
appropriate weight matrix for NMPC controllers in view of, e.g., grade tran-
sitions. A systematic presentation of possible optimal alternatives (i.e., the
Pareto set) typically facilitates the selection by the decision maker. However,
varying the weights of the weighted sum approach to approximate the Pareto
set is conceptually easy but will in practice suffer from intrinsic drawbacks
[15]. For instance, a systematic variation of weights does not necessarily lead
to a uniform spread of solutions on the Pareto front. This explains the diffi-
culties experienced by the practitioner to tune the weight matrix with a trial
and error procedure. Reducing a weight and increasing another other does
not necessarily lead to a proportional response in the results. The current
work uses novel multi-objective approaches to generate an accurate repre-
sentation of the Pareto set (e.g., Normal Boundary Inersection (NBI) [16],
3
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(Enhanced) Normalised Normal Constraint (ENNC) [17, 18]). From these
sets the decision maker can select one point according to his/her preferences.
Based on analytic relations [16, 19] the corresponding weights for a weighted
sum implementation in the controller are derived. This approach has the ad-
vantage that a systematic representation of alternatives is possible while the
traditional weighted sum formulation for the controller itself can still be used.
Moreover, the proposed procedure along with the cited works about multi-
objective model predictive control strongly connects with the open field of
economic (N)MPC. In particular, the proposed procedure also allows the DM
to also optimally tune economic (N)MPC objectives.
The paper is structured as follows. Section 2 introduces the NMPC prob-
lem formulation. In Section 3 the systematic procedure at the core of this
work is presented. In Section 4 the two case studies are introduced and con-
sequently in Section 5 results are provided. Finally, Section 6 summarises
the main conclusions.
2. NMPC with tracking objective formulation
In the classic NMPC formulation the objective function is most often
obtained by combining different objective functions via a weighted sum ap-
proach. Moreover, when the NMPC is formulated as a tracking problem to
a given reference its mathematical formulation is as follows:
min
u(τ)
J(x(τ),u(τ), tc, tp) (1)
with:
J(x(τ),u(τ), tc, tp) =
∫ t+tp
t
F (x(τ),u(τ))dτ (2)
F = (x− xs)⊤Q(x− xs) + (u− us)⊤R(u− us) (3)
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subject to:
x˙(τ) = f(x(τ),u(τ)), ∀ τ ∈ [t, t+ tp] (4)
u(τ) ∈ U, ∀ τ ∈ [t, t+ tc] (5)
u(τ) = u(τ + tc), ∀ τ ∈ [t+ tc, t+ tp] (6)
x(τ) ∈ X, ∀ τ ∈ [t, t+ tp] (7)
x(τ) ∈ Xf , ∀ τ ∈ [t, t+ tp] (8)
where x˙ represents the dynamic system in the form of Ordinary Differ-
ential Equations (ODEs), an extension to Differential Algebraic Equations
(DAEs) is equally possible. Additionally, it was shown by [20, F.Manenti
et al.] and [21, S. Dubljevic and P. D. Christofides] that the (N)MPC
formulation can also be used for Partial Differential/Algebraic Equations
(PDEs/PDAEs). x are the state variables, u are the control variables, tc
and tp are respectively the control and prediction horizon. Xf represents the
terminal set. Moreover, t is the independent variable within the NMPC algo-
rithm while τ represents the process time. Finally, J is the objective function
obtained via a Weighted Sum approach, in which Q and R are weight ma-
trices. Nowadays, the selection of the weights that constitute the matrices
Q and R is mainly done with an exhausting trail and error procedure or by
following heuristic tuning procedures for linear MPC. This research aims at
closing the gap by presenting a systematic procedure which is suitable for
both linear and nonlinear MPC controllers.
3. NMPC Multi-Objective Tuning Procedure
The Multi-Objective Tuning Procedure (MOTP) that is introduced in
this work consists of a multi-objective dynamic optimisation performed, when
needed, in between the NMPC algorithm. The main application of the pre-
sented techniques results in the situation when the plant, subjected to the
NMPC controller, is performing a planned transient from one operating point
to a second known one. Hence, it can be assumed, for example, that an upper
Real Time Optimisation (RTO) layer is present above the NMPC and feeds
the controller with a new set-point to be tracked. Figure 1 displays a scheme
of the procedure. At this point the MOTP is performed and a set of optimal
control policies is returned to the decision maker (DM) (e.g., the responsible
for the plant) who can choose among them. The decision step can also be per-
formed within the procedure by introducing some a-priori knowledge on the
5
Postprint	  version	  of	  paper	  published	  in	  Computers	  &	  Chemical	  Engineering,	  2014,	  Volume	  61	  Pages38–50.	  
	  The	  content	  is	  identical	  to	  the	  published	  paper,	  but	  without	  the	  final	  typesetting	  by	  the	  publisher.	  
Journal	  homepage:	  http://www.journals.elsevier.com/computers-­‐and-­‐chemical-­‐engineering/	  
Original	  file	  available	  at:	  http://dx.doi.org/10.1016/j.compchemeng.2013.10.003	  
	  
	  
Postprint	  version	  of	  paper	  published	  in	  Computers	  &	  Chemical	  Engineering,	  2014,	  Volume	  61	  Pages38–50.	  
	  The	  content	  is	  identical	  to	  the	  published	  paper,	  but	  without	  the	  final	  typesetting	  by	  the	  publisher.	  
Journal	  homepage:	  http://www.journals.elsevier.com/computers-­‐and-­‐chemical-­‐engineering/	  
Original	  file	  available	  at:	  http://dx.doi.org/10.1016/j.compchemeng.2013.10.003	  
	  
	  
3.1. Multi-objective Optimisation
In this section the reader is introduced to Multi-Objective Optimisation
Problems (MOOP) and the advanced methods that are the base of the sys-
tematic tuning procedure.
The general formulation of a multi-objective optimisation problem can
be formulated as:
min
x∈Rn
{J1(x), J2(x), . . . , Jm(x)} (9)
subject to : g(x) ≥ 0 (10)
h(x) = 0 (11)
with m ≥ 2. Here, each Ji(x) denotes an individual objective function,
which are all grouped into the cost vector J(x) = [J1(x), J2(x), . . . , Jm(x)]
⊤.
The vector g = [g1(x), g2(x), . . . , gnineq(x)]
⊤ : Rn → Rnineq and vector h =
[h1(x), h2(x),. . . ,hneq(x)]
⊤ : Rn → Rneqc represent the inequality and equality
constraints, respectively. Hence, the feasible decision space is S = {x :
g(x) ≤ 0 and h(x) = 0} and its mapping into the cost space yields the
feasible cost space J = {J(x) : x ∈ S}. In multi-objective optimisation
typically no single solution exists. To determine a set of optimal solutions
the concept of Pareto optimality is used.
Definition. A point x∗ ∈ S , is Pareto optimal iff there does not exist another
point x ∈ S , such that Ji(x) ≤ Ji(x∗) for all i and Jj(x) < Jj(x∗) for at least
one objective function j.
Furthermore, the following items are introduced, considering a minimiza-
tion framework: the minimizer x∗i of the i-th cost function Ji(x), the utopia
point J∗ = [J∗1 , J
∗
2 , . . . , J
∗
m]
⊺ which contains the minima of the individual ob-
jective functions Ji(x
∗
i ), the individual minima cost vectors J(x
∗
i ), which is
the cost vector evaluated for the individual minimizer x∗i , the nadir point
JN = max[JN1 , J
N
2 , . . . , J
N
m ]
⊺ which contains the worst value, for each objec-
tive, obtained from the individual minima cost vectors, the pay-off matrix Φ,
whose i-th column is J(x∗i )− J∗, and the Convex Hull of Individual Minima
CHIM which is defined as follows.
Definition. Given the utopia point J∗ and the individual minima cost vec-
tors J(x∗i ), then the set of points in R
n that are a convex combination of
J(x∗i ) − J∗, i.e., {Φw : w ∈ Rn ,
∑m
i=1wi, wi ≥ 0}, is referred to as the
CHIM.
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Finally, in order to obtain all the points of the Pareto set, a scalarisa-
tion approach is used in this case. The original multi-objective optimisation
problem is converted in a parametric single objective optimisation problem.
When this problem is solved for different values of the scalarisation parame-
ters, a part of the Pareto front is obtained. In particular in this work the total
number of single objective subproblems arising from the selected scalarisation
method is given by the following formula:
Np =
(m+ p− 2)!
(m− 1)!(p− 2)! (12)
where Np is the total number of single objective problems, m is the num-
ber of objective function considered and p is the number of single objective
problems that the DM desired along one of the edges of the CHIM. In partic-
ular for a bi-objective problem Np = p. Several scalarisation methods exist
in literature [8]. In the following subsections the scalarisation methods used
in this work are presented.
3.1.1. Weighted Sum (WS).
As mentioned, the convex weighted sum is still the most often employed
technique in practice:
min
x∈S
Jws =
m∑
i=1
wiJi with wi ≥ 0 and
m∑
i=1
wi = 1 (13)
with wi ≥ 0 and
∑m
i=1wi = 1. Despite its simplicity, the weighted sum
approach has several intrinsic drawbacks [15]. A uniform distribution of the
weights does not necessarily results in an even spread on the Pareto front
and points in non-convex parts of the Pareto set cannot be obtained.
3.1.2. Normal Boundary Intersection (NBI).
NBI reformulates the MOOP as follows [16]:
max
x∈S,λ
λ (14)
subject to : Φw − λΦe = J(x)− J∗ (15)
with wi ≥ 0 and
∑m
i=1wi = 1. Here w is the vector of scalarisation
parameters, so called weights. Hence,Φw indicates a point on the hyperplane
8
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Figure 2: Schematic representation of NBI (left) and (E)NNC (right) for a bi-objective
problem.
containing all individual minima and −λΦe describes the (quasi-)normal
direction to this plane. The plane is constructed by solvingm single objective
optimisation problems, where m is the number of objective considered in the
MOOP. Each problem has as objective, one of the objectives considered
alone and the solution of such a problem is called an anchor point. The
anchor points constitute the vertices of the Convex-Hull of Individual Minima
(CHIM). The rationale behind the method is that the intersection between
the (quasi-)normal from any point Φw on the CHIM and the boundary of
the feasible cost space closest to the utopia point is expected to be Pareto
optimal. To this end, (14) introduces the maximisation of the length λ
along the (quasi-)normal described bym additional equality constraints (15).
A geometric interpretation of NBI for a bi-objective case is presented in
Figure 2.
3.1.3. (Enhanced) Normalised Normal Constraint (ENNC).
ENNC reformulates the MOOP in an alternative way:
min
x∈S
Jk (16)
9
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subject to:
(J(x∗k)− J(x∗i ))⊤(J(x)− Jp) ≤ 0 (17)
i = 1 . . .m, i 6= k.
with wi ≥ 0 and
∑m
i=1wi = 1 as scalarisation parameters. Here, in-
dicate normalised variables. The rationale is to minimise the single most
important objective k (16), while reducing the feasible cost space by adding
m − 1 hyperplanes (17) that are orthogonal to the plane through the (nor-
malised) individual minima. Normalisation can be achieved by first shifting
the objectives such that the utopia point coincides with the origin and after-
wards pre-multiplying them with a matrix T:
J(x) = T(J(x)− J∗). (18)
As Messac and Mattson [23] considered in the classic NNC only the shifting
and scaling of the individual objectives, the matrix T is diagonal with as
elements:
[T]i,i =
1
Ji − J∗i
(19)
where Ji = max{Ji(x∗j), j = 1, . . . ,m} is the maximum for objective function
i given the set of individual minimisers x∗j . In their ENNC, Sanchis et al.
[18] introduce a different matrix T that can be generalized as follows:
T = EΦ−1 (20)
with E a matrix containing zeros on the diagonal and ones on the off-diagonal.
As Φ = TΦ = EΦ−1Φ = E, it is clear that the normalisation based on
(20) maps the individual minima to the m vertices of an m-dimensional
unit hypercube that each contain exactly one zero (see also Figure 2 for a
geometric interpretation).
3.2. Analytic link between solutions of different scalarisation methods.
In order to appreciate the proposed tuning procedure the reader has to
understand that scalarisation methods must in principle be able to generate
the same Pareto optimal point. Therefore equivalence relations must exist
that link a solution obtained with one method to settings of another method.
It is possible to demonstrate that those links exist and their proofs are mainly
10
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based on on showing that the different scalarisation reformulations give rise to
identical stationary points, i.e., solutions satisfying the first-order optimality
or Karush-Kuhn-Tucker conditions. For sake of brevity the proofs are not
reported in this paper but can be found in [16, I. Das & J. Dennis, 1998]
and [19, F. Logist & J. Van Impe]. Moreover, the last work presents that a
stationary point obtained with the ENNC method can be analyticly linked
to a solution of the WS (i.e., the weight matrix leading to the same solution).
This analytic link will be exploited in the proposed procedure to obtain the
optimal weight matrix for the NMPC.
3.2.1. From ENNC to NBI
Provided that the additional ENNC inequality constraints are active,
ENNC and NBI yield a same stationary point x∗NBI = x
∗
ENNC and related
Lagrange multipliers:
λ∗NBI =
1
m− 1λ
∗
ENNC (21)
µ ∗NBI =
1
m− 1µ
∗
ENNC (22)
(T−1)
⊤


ν∗NBI,1
...
ν∗NBI,m−1
ν∗NBI,m

 =
1
m− 1


ν∗ENNC,1
...
ν∗ENNC,m−1
1−
m−1∑
i=1
ν∗ENNC,i


(23)
where λ∗NBI are the Lagrange multipliers for the inequality constraints and
µ∗NBI the ones for the equality constraints present in the original MOOP
formulation, while ν∗NBI are the multipliers for the additional constraints de-
fined during the scalarisation of the MOOP by the NBI method. In the same
way, λ
∗
ENNC and µ
∗
ENNC are the multipliers for the inequality and equality
constraints present in the original MOOP while ν∗ENNC are the additional
inequality constraints imposed by the ENNC method.
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3.2.2. From NBI to WS
Equation (23) allows making the connection from ENNC to the corre-
sponding weights wWS,i of a WS via [16]:
wWS,i =
ν∗NBI,i∑m
i=1 ν
∗
NBI,i
. (24)
Hence, the weight matrix for the classic WS approach is obtained. Ap-
plying this weight matrix will steer the optimisation problem towards the
same stationary points obtained with the advanced methods.
3.3. Software: ACADO Multi-Objective
ACADO Multi-Objective is an extension of the ACADO toolkit for au-
tomatic control and dynamic optimisation with all the multi-objective ap-
proaches presented above and successfully applied to optimal control prob-
lems [24, F. Logist et al.]. Due to the self contained object-oriented, C++
implementation, the toolkit (i) is easy-to-use, (ii) does not require third-party
software, and (iii) allows a flexible control over algorithmic settings. More-
over, ACADO Multi-Objective presents several features to efficiently tackle
multi-objective optimal control problems and that are going to be exploited
for the systematic tuning procedure for (N)MPC presented in this work. The
software is available open source at www.acadotoolkit.com.
4. Case studies
The procedure to systematically tune (N)MPC controller presented in this
article is tested on two case studies: the Van de Vusse reactor and the Ten-
nessee Eastman plant. While the former is a known benchmark application
for nonlinear optimisation algorithms, the latter represents a challenging ap-
plication to test on-line control strategies. Both cases have been extensively
studied and a significant number of scientific works were based on them. In
particular a description of the two mathematical models can be found in,
e.g., [25, J. Bonilla Alarcon et al., 2010] for the Van de Vusse reactor and in,
e.g., [26, J.J. Downs & E. F. Vogel, 1993] and [27, Jockenho¨vel et al., 2003]
for the Tennessee Eastman plant. The two case studies cover a wide range of
possible scenarios arising in on-line controls problems, e.g., presence of dis-
turbances, model mismatch, presence of regularisation terms in the objective
function.
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4.1. Case Study I: Van de Vusse reactor
The Van de Vusse reactor is a well known benchmark example for (N)MPC
and it consists of a continuous stirred tank reactor in which an exothermal
reaction takes place. The reaction scheme is as follows:
A
k1−→ B k2−→ C (25)
2A
k3−→ D
The above reactions are exothermic and the heat generated needs to be
removed from the reactor through an external jacket. The key point of
this reactor is to maximise the production of B while maintaining a safe
operation. Taking into consideration these aspects it is possible to write the
following nonlinear system of ordinary differential equations that describe
the behaviour of the reactor:
dCa
dt
=
V
Vr
(Ca0 − Ca)− k1Ca − k3C2a (26)
dCb
dt
=
V
Vr
(−Cb) + k1Ca−k2Cb (27)
dCc
dt
=
V
Vr
(−Cc) + k2Cb (28)
dT
dt
=
V
Vr
(T0 − T ) + kwAr
ρCpVr
(Tk − T )− 1
ρCp
(R1 +R2 +R3) (29)
dTk
dt
=
1
mkCpk
(Qk + kwAr(Tk − T )) (30)
where Ca, Cb, Cc are the concentrations of reactant A, product B and
unwanted by-product C, ki are the reaction rates depending on temperature
T via an Arrhenius law, Ri are the heats generated by each reaction. V
and Vr are the reactant flow rate and reaction volume.
V
Vr
and Qk, the heat
removal rate, are the two control variables. ρ is the solution density, Ar and
kw are the surface and the heat transfer coefficient for the cooling jacket, mk
is the coolant flow rate, Cp and Cpk denote the heat capacity of the reaction
solution and coolant, Tk is the coolant temperature. Values used to initialise
the problem respectively are: Ca = 2.14
mol
l
, Cb = 1.09
mol
l
, Cc = 1.10
mol
l
,
T = 114.2◦C and Tk = 112.9
◦C. Moreover, the system is subject to several
constraints:
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Ci ≥ 0.0, with i = a, b, c. (31)
3.0 ≤ V
Vr
≤ 35.0 (32)
−9000.0 ≤ Qk ≤ 0.0 (33)
It has to be noted that in this work, the classic model reported in lit-
erature has been extended with an additional differential state to explicitly
account for the unwanted by-product C. This was done in order enable a
tracking term for both the product B and the by-product C in the objective
function. Hence, it is possible to write two objective functions. In particu-
lar, the terms JB for tracking the concentration of B and JC for tracking the
concentration of C can be written as follows:
JB = (Cb − Cbs)⊤w1(Cb − Cbs) (34)
JC = (Cc − Ccs)⊤w2(Cc − Ccs) (35)
When these two terms are combined a global objective unction is ob-
tained:
J = (C−Cs)⊤Qvdv(C−Cs) (36)
where C and Cs respectively identify the vector of the states and the
vector containing the reference set-points, while the matrix Qvdv represent
the weight matrix for this application. In particular, the two vectors and the
matrix can be written as:
C =
[
Cb
Cc
]
Cs =
[
Cbs
Ccs
]
(37)
Qvdv =
[
w1 0
0 w2
]
(38)
The aim of the systematic tuning procedure will be to present to the
decision maker a set of possible weights w1 and w2 from which he/she can
pick one according to his/her preferences and that will determine the tracking
policy of the controller.
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4.2. Case Study II: Tennessee Eastman Plant
The second case study concerns the Tennessee Eastman plant. For this
work the model of the whole plant has been reduced and only the mixing
zone and the nonlinear reactor are taken in consideration. This reduction
was already proposed in literature see references within [27, Jockenho¨vel et
al., 2003]. The resulting model still represents a considerable challenge and
a more then realistic test case for the proposed procedure presented for two
reasons. First, the main nonlinearities in the model of the plant are given
by the double phase reactor and the number of differential and algebraic
states is only partially reduced accounting respectively for 18 differential and
64 algebraic states. In particular the system of equations arises from the
following reaction scheme:
A(g) + C(g) +D(g) → G(liq) (39)
A(g) + C(g) + E(g) → H(liq)
A(g) + E(g) → F(liq)
3D(g) → 2F(liq)
All reactions are exothermic and irreversible. The kinetic constants de-
pend on the concentration of the reactants in the reactor gas phase and on
the temperature via an Arrhenius expression. The reactants A, C, D, E re-
act with each other in the gas phase to produce the two products G and H
and a by-product F in the liquid phase. Additionally, an inert component B
that has the function of solvent is present. The plant as a whole consists of
five main units: the reactor, the condenser, the vapor-liquid separator, the
recycle compressor and the final stripper unit to obtain the final products.
As mentioned above the method proposed in this paper is applied at the
reactor unit and the mixing zone in which the fresh reactant are mixed with
the recycle stream. The resulting stream is fed to the reactor in which the
exothermic reactions take place. It has to be noted that the composition
and amount of the recycle stream is kept constant for the simulations in this
work. Moreover, it can be eventually considered as a disturbance for fur-
ther studies. Accounting for mass and enthalpy balances for the mixing zone
and the reactor enables writing the system of differential algebraic equations:
The molar balances for the components A-H in the mixing zone can be
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written as:
dNi,m
dt
= yi,1F1 + yi,2F2 + yi,3F3 + yi,5F5 + yi,8F8 − yi,6F6 (40)
Hence, the energy balances arising in the mixing zone are:(
H∑
i=A
Ni,mcp,vap,i
)
dTm
dt
=
∑
j=1,2,3,5,8
Fj
(
H∑
i=A
yi,jcp,vap,i
)
(Tj − Tm) (41)
yi,6 =
Ni,m
H∑
j=A
Nj,m
(42)
pm =
H∑
i=A
Ni,m
RTm
Vm
(43)
In the same way the molar balances for the components in the reactor are
represented by:
dNi,m
dt
= yi,6F6 − yi,7F7 +
3∑
j=1
νijRj for i = A, ...,H (44)
Therefore the resulting energy balances for the reactor are described as:(
H∑
i=A
Ni,rcp,vap,i
)
dTr
dt
= F6
(
H∑
i=A
yi,6cp,vap,i
)
(T6 − Tr)− Q˙r −
3∑
j=1
∆HRjRj(45)
Where the term ∆HRj is defined as follows:
∆HRj =
H∑
i=A
Hiνi,j +HOFj; Hi = cp,i (Tr − T ∗) (46)
A significant difference with the mixing zone is due to the chemical reactions
taking place in the reactor, these can be mathematically expressed through
the reaction kinetics:
R1 = α1VV,r exp
[
44.06− 42600
RTr
]
p1.08A,r p
0.311
C,r p
0.874
D,r (47)
R2 = α2VV,r exp
[
10.27− 19500
RTr
]
p1.15A,r p
0.370
C,r p
1.00
E,r (48)
R3 = α3VV,r exp
[
59.50− 59500
RTr
]
pA,r (0.77 pD,r + pE,r) (49)
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The reactor input and output flows are:
F6 = 0.8334
kmol
s
√
MPa
√
pm − pr (50)
F7 = 1.5355
kmol
s
√
MPa
√
pr − ps (51)
Due to the exothermic reactions a cooling jacket is needed and the heat
exchanged can be calculated as:
Q˙r = mCW,r cp,CW (TCW,r,out − TCW,r,in) (52)
Q˙r = UAr
(
∆T1 −∆T2
ln∆T1/∆T2
)
(53)
∆T1 = Tr − TCW,r,in (54)
∆T2 = Tr − TCW,r,out (55)
Finally, since inside the reactor a two phase mixture is present, the vapor-
liquid equilibrium needs to be introduced as follows:
pi,r = γi,r xi, r p
sat
i,r (Tr) i = D, ...,H (56)
pi,r =
Ni,r,vap RT,r
VV,r
i = A,B,C (57)
psati,r (T ) = 10
−3 exp
[
Ai +
Bi
Ci + Tr − T ∗
]
i = D, ...,H (58)
pr =
H∑
i=A
pi,r (59)
yi,7 =
pi,r
pr
i = A, ...,H (60)
xi,r =
Ni,r
H∑
i=D
Ni,r
i = D, ...,H (61)
VL,r =
H∑
i=D
Ni,r,liq
ρliq,r,
VV,r = Vr − VL,r (62)
The model has been adapted from the version reported in [27, Jockenho¨vel
et al.]. In the current version the PID controllers are not implemented.
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Therefore it results in a more challenging control problem as the system is
now open-loop unstable.
Having introduced the case study in general, it allows to describe the
detail of the implementation used in this work. In particular, since only the
reactor unit is considered in this work the objective function is defined in
order to control the behaviour of this unit. Hence, temperature and pressure
inside the reactor are tracked along with a regularisation term that takes into
account the flows entering in the reactor and the flow of cooling water to the
jacket. This translates in the following objective function:
J = (x− xs)⊤QTE(x− xs) + (u− us)⊤RTE(u− us) (63)
in which x and xs are respectively the vector of the states and the vector
of set points for the two states. In the same way U and Us are the vectors of
manipulated variables and their set points used in the regularisation term.
X =
[
P
T
]
, Xs =
[
Ps
Ts
]
(64)
U =


mcw
F1
F2
F3

 , Us =


mcws
F1s
F2s
F3s

 (65)
Moreover, the above objective function was reformulated into two clearly
distinguished objective functions, as follows:
JP = (P − Ps)⊤w1(P − Ps) + (U−Us)⊤RTE
2
(U−Us) (66)
JT = (T − Ts)⊤w2(T − Ts) + (U−Us)⊤RTE
2
(U−Us) (67)
This reformulation allows the regularisation term to be directly intro-
duced in each of the two objectives. In particular, the value of the weight
for the regularisation term was fixed at RTE = 0.01. When formulating the
NMPC objective function the two equations above are going to be summed
to each other, hence, the division of RTE by two. The weight matrix RTE is
assumed to be constant and composed by a single element w3. Given this, it
is possible to write the two separate weight matrices as follows:
18
Postprint	  version	  of	  paper	  published	  in	  Computers	  &	  Chemical	  Engineering,	  2014,	  Volume	  61	  Pages38–50.	  
	  The	  content	  is	  identical	  to	  the	  published	  paper,	  but	  without	  the	  final	  typesetting	  by	  the	  publisher.	  
Journal	  homepage:	  http://www.journals.elsevier.com/computers-­‐and-­‐chemical-­‐engineering/	  
Original	  file	  available	  at:	  http://dx.doi.org/10.1016/j.compchemeng.2013.10.003	  
	  
	  
Case Study I: Van de Vusse reactor
MOTP NMPC
Final Time 2000 s Prediction Horizon (HP) 2000 s
Control Horizon (HC) 2000 s
Control Discretisation 50 Control Discretisation 50
Simulated Time 2000 s Simulated Time 4000 s
Table 1: Settings used for the MOTP and the NMPC for Case Study I: Van de Vusse
reactor
QTE =
[
w1 0.0
0.0 w2
]
(68)
RTE = w3 = 0.01 (69)
In this case study the MOTP will return the weight matrices QTE. A
particular aspect to be considered for this application is that a unique coeffi-
cient is assigned as a weight for all manipulated variable in the regularisation
term. Hence, weights w1, w2 and w3 are the weights for the pressure, the
temperature and the manipulated variables respectively.
5. Results
In this section the results obtained from the multi-objective optimisations
in the MOTP steps and the NMPC are presented. Table 1 and Table 2 report
the settings used for the solution of the MOTP and NMPC for Case Study
I: Van de Vusse reactor and Case Study II: Tennessee Eastman plant.
In particular, the settings in Table 1 have to be interpreted as follows.
For the offline problem (MOTP) a time window (final time) of 2000 s is
adopted. In this time window an optimal control profile has be found that
is discretised in 50 piecewise constant elements of equal length. Hence, one
control element corresponds to 40 s. As the offline problem is solved only
once without shifting the time window, the simulated time equals the final
time.
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Case Study II: Tennessee Eastman plant
MOTP NMPC
Final Time 7200 s Prediction Horizon (HP) 7200 s
Control Horizon (HC) 7200 s
Control Discretisation 72 Control Discretisation 72
Simulated Time 7200 s Simulated Time 36000 s
Table 2: Settings used for the MOTP and the NMPC for Case Study II: Tennessee Eastman
plant
In contrast, for the online problem (NMPC) a moving time window of
2000 s (prediction horizon HP) is used and the total simulated time is 4000 s.
In order to achieve a similar control accuracy, the control horizon HC equals
the prediction horizon HP (i.e., 2000 s) and also a piecewise constant control
discretisation with 50 elements of equal length is employed. Hence, the length
of the control element in the NMPC is equal to the length used in the MOTP,
i.e., 40 s. The settings in Table 2 have a similar interpretation.
5.1. Case Study I: Van de Vusse Reactor
For this case study also the RTO step is solved via a multi-objective
steady-state optimisation. In Figure 3, the PF obtained for the multi-
objective steady-state problem is visualised. Every point in Figure 3 rep-
resents a steady-state operation point for the reactor. Hence, it is possible
for the decision maker to select the preferred operating point for the reactor.
For this work the point represented by 2 is chosen as the new operating
point. Therefore, the MOTP step is fed with the new operating point and
takes care of solving a dynamic multi-objective optimisation with a tracking
objective function. The solution of this problem is a PF in which each point
represents an optimal control policy. Therefore, any of the optimal control
policies will guide the reactor from the starting steady-state condition, iden-
tified by △ to the new one indicated by 2. It is worth pointing out that the
procedure can be applied to any tracking problem, moving from one point in
the set to another.
Figure 4 reports the results obtained in the MOTP step. The two PFs are
respectively achieved with the classic WS (left graph) and the ENNC method
(right graph). In particular, both graphs are obtained by scalarisation of the
20
Postprint	  version	  of	  paper	  published	  in	  Computers	  &	  Chemical	  Engineering,	  2014,	  Volume	  61	  Pages38–50.	  
	  The	  content	  is	  identical	  to	  the	  published	  paper,	  but	  without	  the	  final	  typesetting	  by	  the	  publisher.	  
Journal	  homepage:	  http://www.journals.elsevier.com/computers-­‐and-­‐chemical-­‐engineering/	  
Original	  file	  available	  at:	  http://dx.doi.org/10.1016/j.compchemeng.2013.10.003	  
	  
	  
0 0.2 0.4 0.6 0.8 1 1.2 1.4−1.1
−1
−0.9
−0.8
−0.7
−0.6
Min Cc [mol/l]
M
ax
 C
b 
[m
ol/
l]
 
 
Individual minima max Cb
Individual minima min Cc
New Selected Set−Point
Pareto Points
Figure 3: Pareto Front of steady-state solutions for the Van de Vusse reactor. It was
obtained with the ENNC method and a filter to remove dominated points was applied.
Each of these points can be fed to the MOTP step in order to calculate the optimal
tracking policy to drive the system to the new operating conditions.
original multi-objective problem with the same uniform set of scalarisation
parameters.
The left graph in Figure 5 illustrates the evenly distributed set of scalari-
sation parameters. However, from the comparison between the two graphs, it
is possible to appreciate that the WS does not deliver a uniform set of Pareto
points. Hence, in the WS case a fixed variation of the scalarisation param-
eters does not correspond to a proportional change on the results obtained.
On the other hand, the Pareto front obtained with the ENNC method ap-
pears to be evenly spread.
Moreover, if the maximum distance between two consecutive points on a
PF is taken as a measure of accuracy, it can be seen how the PF obtained
with the WS approach exhibits a lack of accuracy in at least one region of the
front (i.e. in the neighborhood of the anchor point #). On the contrary, the
PF obtained with the ENNC shows the same level of accuracy on the whole
front. Hence, the ENNC guarantees a systematic accuracy on the obtained
PF, while with the WS approach this kind of accuracy is hardly achievable.
This last statement holds for the WS unless a considerable number of sub-
problems is solved.
However, as presented in Section 3.2 it is possible to obtain a set of
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Figure 4: The left graph represents the PF obtained in the MOTP step using the classic
WS algorithm, while the right one depicts the PF front obtained in the MOTP step using
the ENNC methods. Both methods used a uniform spread of weights.
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Figure 5: Set of weights used for the classic scalarisation of the WS approach (left graph)
against the weights for the WS obtained from the ENNC method through the analytic
relations (right graph).
weights that causes the WS to reproduce the Pareto set obtained with the
ENNC method. The right graph in Figure 5 illustrates the set of weights
obtained by applying the analytic relation. It is possible to appreciate that
the set of weights obtained through the analytic relations are quite different
from the evenly spread ones normally used in the WS method (compare the
two graphs in Figure 5). This difference represents in a nutshell why the
selection of weights for a WS objective function is far from easy.
In order to make this concept more clear, the two points identified with
2 and 3 of the right graph in Figure 4 are selected. These two points corre-
spond to two weight matrices 2 and 3 (right graph in Figure 5) and are then
used to perform two different scenarios in the NMPC, i.e., Scenario A and B.
Scenario A (SA) uses a weight matrix Q that leads to a better tracking of Cc
(w1 = 0.263 and w2 = 0.737) and Scenario B (SB) employs one that allows
a better tracking of Cb (w1 = 0.969 and w2 = 0.041). These scenarios are
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compared to the one using an arbitrary weight (AW) matrix Q, i.e., w1 = 0.5
and w2 = 0.5.
Since the selected weights are exactly the same for the two objectives, the
resulting tracking policy is expected to be equally focused on at the control
of both concentrations. However, it is already possible to predict what will
be the true output of the simulation performed with arbitrary weights by
considering the position of a point with coordinates (0.5,0.5) in the set of
weights depicted in the right graph in Figure 5. In fact, it can be seen how
the point identified by the arbitrary weights lies closer to the point identified
by 2. Hence, the control policy adopted by the system when the arbitrary
weights are used will be, as it will be shown, similar to the one obtained
by the weight matrix used in Scenario A. Once again, this behaviour could
have only been identified with a series of trials that would have taken a con-
siderable amount of time. On the other hand, the solution obtained by the
proposed procedure concentrates in one graph all the information needed to
select an appropriate weight matrix.
Figure 6 depicts the different responses of the plant when it is subjected
to the different weight matrices introduced above. In particular, it is pos-
sible to appreciate that the weight matrix identified as Scenario B causes
the NMPC to have a tight control on the concentration of the product B,
while the weights used in the Scenario A cause the NMPC to control more
accurately the concentration of the by-product C. Obviously, the cause of
these different behaviours lies in the discrepancy between the control actions
(Figure 7), used by the NMPC controller.
As a measure of the effect caused by the different weight matrices adopted
the integral of the absolute value of the difference between the curves is in-
troduced. Table 3 summarises the values obtained with this method. In
particular, the left part of Table 3 refers to the left graph in Figure 6, while
the right part of the same table refers to the right graph. Moreover, the curve
the curve identified as SB is taken as a reference for the left part of the table
and the curve denoted by SA is selected as a reference for the right part of
the table. Hence, the values in the left part of Table 3 correspond to the
integrals of absolute value of the difference between the curve obtained with
arbitrary weights (AW) and the curve obtained with weights for SA from the
reference SB in the left graph in Figure 6. In the same way, the right part
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Figure 6: The two graphs reported represent the behaviour of the plant when subjected
to the different weight matrices identified by the two scenarios A and B compared to the
behaviour of the plant when the weights are arbitrarily selected. The left graph shows the
trend followed by the concentration of product B, while the right one shows the trend for
the concentration of by-product C.
of Table 3 reports the values of the integrals of the absolute values of the
difference between the curve characterized by arbitrary weights (AW) and
the curve represented by SB from the reference SA.
From the two graphs in Figure 6 and the values reported in Table 3 it is
clear that the system responds in a similar way when subjected to a NMPC
controller defined with the weight matrix AW and the weight matrix SA.
On the other hand, the response of the system appears to be significantly
different when the NMPC controller is defined by the weight matrix SB. This
result is in line with what was expected from the analysis made based on the
set of weight matrices obtained from the MOTP procedure (right graph of
Figure 5).
The benefit of applying the proposed procedure for the selection of the
weight matrix for the objective function for a NMPC controller is remarkable.
In particular, the reader has to consider how cumbersome and time consum-
ing it could have been to have the system respond according to his/her pref-
erences by adopting a trial and error procedure for tuning the weight matrix.
On the other hand, the result of the MOTP concentrates in one graph all
the information needed by the practitioner to perform his/her choice.
5.2. Reliability of the controller
The Van de Vusse Reactor case study was used to test the reliability of the
proposed procedure and the used NMPC controller under different possible
scenarios arising in on-line control problems, e.g., presence of disturbances,
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Figure 7: The two graphs reported highlight the differences in control action used by
the NMPC to control the plant when subjected to the different sets of weight matrices
identified by the two scenarios A and B compared to the behaviour of the plant when the
weights are arbitrarily selected. The left graph depicts the control action for the inlet flow,
while the right one displays the action for the duty in the jacket.
Integrated Absolute Difference
Concentration of B Concentration of C
SB - AW 12.44 SA - AW 4.88
SB - SA 17.53 SA - SB 54.11
Table 3: Difference between trends followed by the state variables for both graphs in
Figure 6. The reported numbers represent the integral of the absolute values of the
difference between the curves.
model mismatch and different settings for the controller. In particular, it has
to be noted that no discussion about the stability of the (N)MPC controller
is reported in this work for the sake of brevity. The reason for this is that
a classic (N)MPC controller with the real-time algorithm scheme introduced
in [3, M. Diehl et.al] is used. A proof of the stability of such (N)MPC
controller can be found in the referenced paper. Moreover, the effect of
different prediction horizon lengths is evaluated in the next section.
5.2.1. Influence of Prediction Horizon Length
One aspect that should be considered is the impact of the proposed pro-
cedure on the design of the controller itself, i.e., how changing important
parameters such as the length of the prediction horizon will effect the re-
sponse of the controller. Figure 8 reports the comparison between the solu-
tion obtained from the off-line optimal control problem used in the MOTP
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Figure 8: The two graphs show that no differences are present in the solutions obtained off-
line and the on-line solution when halving the prediction horizon and under the assumption
that no disturbance or model mismatch is present on the model
and two NMPC controllers with different lengths of the prediction horizon.
In particular, the second controller has half of the length of the prediction
horizon of the first one. Hence, the second controller has a prediction horizon
and a control horizon of 1000 s. To enable a fair comparison the length of
one piecewise constant control element remains unaltered, i.e., 40 s. Hence,
the number of control elements in this second NMPC controller is now only
25 instead of 50 in the first one. Finally, also for the off-line optimal control
problem the same length for a piecewise constant control element, i.e., 40 s
is used, the end time is set to be 2000 s and the control discretisation is 50.
The off-line optimal control problem is solved for a time interval of 2000 s.
Both NMPC controllers and the off-line optimal control problem used the
same set of weights used for Scenario A. Under the assumption that no
disturbance is present and that the mathematical model perfectly represents
the real system, no difference is appreciable between the off-line solution and
the on-line solutions with different lengths of prediction horizon. Hence, it
can be argued that the optimal control problem solved in the MOTP and the
on-line problem solved in the NMPC are defined to deliver identical solutions.
5.2.2. Influence of disturbances
It is important to state once again that the two objectives (i.e., Equations
(34) and (35) are in conflict with each other. Hence, the behaviour of the
plant will change according to the weight matrix used to build the global
objective function (36). The proposed procedure allows for a clear under-
standing of the underlaying trade-offs between the single objective functions
and can clearly indicate to the practitioner which weight matrix will be more
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adequately representing his/her preferences.
This section will investigate the effect of disturbances on the proposed
procedure when different weight matrices are used to build the objective
function used for the NMPC. The proposed problem is exactly the same
presented in Section 5.1. The only difference is the presence of a random
disturbance on the inlet flow concentration Ca0. Moreover, the results re-
ported as Scenario B in Section 5.1 are adopted here as references. Hence, it
is assumed that the practitioner responsible for the plant opted for a more
careful control policy on the concentration of product B.
Figure 9 and Figure 10 report the response of the system when subjected
to the disturbance in comparison with the selected reference trajectory. In
particular, the left graph of Figure 9 clearly shows a significant difference in
the response of the plant. Additionally, Table 4 reports the integral of the
absolute value of the difference between the curves depicted in the left graph
of Figure 9. It can be seen that the deviation from the reference trajectory
obtained with the weight matrix of arbitrary weights, is around four times
bigger then the deviation obtained with the weight matrix (called Dis: Sce-
nario B) selected from the proposed procedure.
The main point here is that the set of weights obtained from the proposed
tuning procedure allows for a more effective rejection of the disturbance on
the interesting variable for the DM. In other words, here the focus should not
be on the better performance achieved with one particular weight matrix or
another but rather on the fact that once a weight matrix from the proposed
tuning procedure is chosen this enables to preserve the DM’s preferences even
when the system is subjected to disturbances.
In fact, the results obtained with the set of arbitrary weights do not rep-
resent the intention of the DM who chose them. The intention was clearly
to consider the concentration of product B and C equally important. In fact
as it can be seen from Figure 9 and Figure 10 the trends obtained with the
weight matrix of arbitrary weights reject the disturbance quite efficiently for
the concentration of C and on the contrary allow for a significant fluctua-
tion on the concentration of B. This is instead clearly avoided by the weight
matrix selected from the proposed procedure which reduces the effect of the
disturbance on the concentration of B while allowing for more fluctuation on
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Integrated Absolute Difference
Concentration of B
Ref - SB 10.27
Ref - AW 39.92
Table 4: Difference between trends followed by the state variables in the left graph in
Figure 9. The reported numbers represent the integral of the absolute values of the
difference of the two curves subjected to the disturbance with the reference.
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Figure 9: The two graphs reported here represent the behaviour of the plant when sub-
jected to a random disturbance on the inlet flow concentration Ca0. The weight matrix
used in this problem corresponds to the one identified by 3 in Figure 5. The left graph
shows the trend followed by the concentration of product B, while the right one shows the
trend for the concentration of by-product C.
the concentration of C.
In conclusion, the proposed tuning procedure is able to preserve the pref-
erence of the DM even when the system is subject to a disturbance. Addi-
tionally, the proposed tuning procedure appears particularly appealing for
application in situations where disturbance rejection on specific variables is
crucial, e.g., pressure control in vacuum or high pressurised equipment or
temperature control when runaways can occur. Moreover, the NMPC con-
troller adopted in this study also appears to be robust against significant
disturbances.
5.2.3. Influence of model mismatch
Finally, the proposed procedure was tested under the assumption of a mis-
match between the plant and the mathematical model used in the NMPC
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Figure 10: The two graphs reported here represent the behaviour of the plant when sub-
jected to a random disturbance on the inlet flow concentration Ca0. The weight matrix
used in this problem corresponds to the one identified by 3 in Figure 5. The left graph
displays the control action for the inlet flow, while the right one illustrates the action for
the duty in the jacket.
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Figure 11: The two graphs reported here represent the behaviour of the plant when sub-
jected to a model mismatch on reaction rate k3. The weight matrix used in this problem
corresponds to the ones used in Scenario B in Section 5.1. The left graph shows the trend
followed by the concentration of product B, while the right one shows the trend for the
concentration of waste product C.
controller. It is assumed that the reaction rate k3 in Equation (26) is an
order of magnitude bigger in the model used in the controller in respect to
the reaction rate used in the model to simulate the reactor.
The two couples of graphs reported in Figure 11 and Figure 12 illustrate
the results obtained with the model mismatch assumption. Once again it
is possible to appreciate the different behaviours of the plant according to
the weight matrix used to build the objective function. In particular, with
reference to the left graph in Figure 11, it is interesting to notice how the
solution obtained with the weight matrix 3 just exhibits a minimal off-set
from the curve chosen as reference. On the other hand, the solution obtained
with the arbitrary weight matrix shows a clear tendency to diverge from the
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Figure 12: The two graphs reported here represent the behaviour of the plant when sub-
jected a to a model mismatch on reaction rate k3. The weight matrix used in this problem
corresponds to the ones used in Scenario B in Section 5.1. The left graph displays the
control action for the inlet flow, while the right one illustrates the action for the duty in
the jacket.
Integrated Absolute Difference
Concentration of B
Ref - SB 10.85
Ref - AW 51.94
Table 5: Difference between trends followed by the state variables in the left graph in
Figure 11. The reported numbers represent the integral of the absolute values of the
difference of the two curves subjected to the model mismatch with the reference.
new given set-point.
As in the above section Table 5 reports the difference between the inte-
gral of the reference curve and the integral of the two curves obtained with
the model mismatch. In this case, the deviation from the reference trajec-
tory obtained by the implementation of the arbitrary weight matrix is five
times bigger than the one obtained with the weight matrix 3. Addition-
ally, the left graph of Figure 12 clearly indicates the significant difference
in the control actions adopted by the NMPC according to the used weight
matrix. In conclusion, even if the effects resulting from a model mismatch
are less straightforward to analyse, due to the nonlinear relations involved,
the weight matrix selected via the proposed procedure appears to preserve
the preferences expressed by the DM.
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Figure 13: The graph on the right illustrates the set of weight matrices obtained via
the MOTP with the two objectives reported in Equations (66) while the graph on the
left reports the corresponding Pareto front. In particular the selected weight matrices
successively implemented in the NMPC are identified by 2 scenario A and ⋄ B .
5.3. Case Study II: Tennessee Eastman Reactor
In this section the results for the Tennessee Eastman reactor are pre-
sented. This case study is more complex and qualifies as a challenge for
every nonlinear controller. The plant is subjected to a set point change, as
described in [27, Jockenho¨vel et al., 2003], of 60 kPa from 2820 to 2760 kPa.
No disturbance or model mismatch is considered for this application. How-
ever, based on results from previous section the procedure can deal with dis-
turbances and (limited) model mismatches. As in the previous case change in
operating condition is passed to the MOTP step which will provide the DM
with the set of optimal control policies from which he/she can pick one. For
this case study it is necessary to have a regularisation term in the objective
function. Therefore the regularisation term was directly introduced in each
of the two objectives as shown in Equation (66).
The value of the weight for the regularisation term was fixed at RTE =
0.01. When formulating the NMPC objective function the two equations
above summed, hence, the division of RTE by two. Therefore, the MOTP
has the task to return a set of weight matrices with two diagonal elements,
w1 and w2.The optimal set of weight matrices obtained, carefully rescaled to
take into consideration the regularisation term introduced, is reported in the
right graph in Figure 13 while the left graph illustrates the corresponding
Pareto set.
It can be seen that the weights in the left graph of Figure 13 appear
to be quite clustered towards the pressure objective function. This clearly
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Figure 14: The two graphs reported here represent the behaviour of the plant when sub-
jected to the different weight matrices identified by the two scenario A and B. The left
graph depicts the trend followed by the manipulated flow of coolant in the reactor jacket,
while the right one reproduces the trend for inlet flow of reactant E.
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Figure 15: The two graphs reported here represent the behaviour of the plant when sub-
jected to the different weight matrices identified by the two scenario A and B. The left
graph illustrates the trend followed by the reactor pressure P , while the right one presents
the trend for the reactor temperature.
indicates the importance of adequately controlling the pressure in this appli-
cation. Two main aspects contributed to this result: (i) the pressure is the
variable subjected to the step change and (ii) the double phase nature of the
reactor itself.
At this point the decision maker can select which control policy to apply
to move the system to the new operating point. As in the previous case two
operating policies are selected for illustrative purposes, i.e., 2 for Scenario A
(better tracking for P ) and 3 for Scenario B (better tracking for T ). Intro-
ducing the two weight matrices in the NMPC controller and performing the
described step change of 60 kPa causes the system to behave as reported in
Figures 14, 15 and 16.
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Figure 16: The graph reported here represents the behaviour of the plant when subjected
to the different weight matrices identified by the two scenario A and B. In particular the
amount of one for the two product H in the reactor is reported.
It has to be mentioned that the reported results are in accordance with
the ones reported in [27, Jockenho¨vel et al., 2003]. However, it can be seen
from the reported graphs that there is indeed a noticeable difference in the
response of the plant, according to adopted weight matrix, i.e., control policy.
From a practical point of view it can be argued that the major advantage of
applying the proposed method for the selection of weights lies in the numer-
ical quantification of the relative importance of the objectives. Additionally,
it also highlight how it is unnecessary to use extreme numbers as weights
to steer the control policy in the wanted direction. In fact it is sufficient to
stick to a convex combination of weights to have a full range of operating
conditions.
6. Conclusions
This work underlines the difficulties in performing the non-trivial task to
tune an NMPC application. The mathematical reasons why such a selec-
tion of weights is not easy are presented. A systematic procedure based on
advanced multi-objective optimisation methods is proposed and successfully
applied to two different case studies. Additionally, the proposed procedure
appears to be robust in the presence of disturbances of different nature, dif-
ferent NMPC settings and model mismatch. Moreover the weight matrices,
chosen via the described procedure result from an optimal solution, thus
ensuring the implementation of the desired control actions. Finally, when
applied to the Van de Vusse reactor the Tennessee Eastman plant the proce-
dures deliver satisfactory results. In particular, the procedure clearly iden-
tifies the relative importance of the single objective composing the global
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objective function and present the DM with a well defined set of possible
control policies from which he/she can easily pick the preferred one. Hence,
the proposed tuning procedure avoid the inefficient trial and error usually
adopted to find a suitable weight matrix. For future work, a possible exten-
tion to Economic Model Predictive Control appears challenging to the au-
thors. Furthermore, these results look promising as a step to rethink NMPC
under a direct multi-objective approach.
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