Video streaming is a dominant application over today's Internet. The current mainstream video streaming solution is to utilize the services of a Content Delivery Network (CDN) provider. By replicating video content closer to the network edge, caching provides an effective mechanism for alleviating the demand for massive bandwidth for the Internet backbone. It reduces the network traffic and capital expense for streaming the video content, and in the meantime, enhance Internet's Quality of Service (QoS). In this paper, we propose a neural adaptive caching approach, named NA-Caching, for helping cache learn to make caching decisions from its own experiences rather than a specific mathematical model, in a way similar to how a human being learns a new skill (e.g. cycling, swimming). NA-Caching leverages the benefits of the Recurrent Neural Network (RNN) as well as the Deep Reinforcement Learning (DRL) to maximize the cache efficiency by jointly learning request features, caching space dynamics and making decisions. Specifically, we utilize Gated Recurrent Unit (GRU) to characterize the evolving features of the dynamic requests and caching space. Moreover, the above GRU-based representation network is integrated into a Deep Q-Network (DQN) framework for making adaptive caching decisions online. To evaluate the performance of the proposed approach, we conduct extensive experiments on anonymized real-world traces from a video provider. The results demonstrate that our algorithm significantly outperform several candidate methods.
I. INTRODUCTION
The development of communication technologies such as 5G, Internet of Things (IoT) and etc. have accelerated an explosive growth in Internet traffic [1] - [5] , stemming mainly from the streaming of high-quality multi-media contents. Nowadays, online social network users share not only texts and images [6] , but also audio and video content. As indicated by Cisco's report [7] , video had a 75% share of the global Internet traffic in 2017 and is expected to reach 82% in the next 5 years. Such a significant growth in video traffic
The associate editor coordinating the review of this manuscript and approving it for publication was Dapeng Wu . has promoted the applications of Content Delivery Networks (CDNs) such as Akamai or Limelight, which enable fast and reliable delivery of video contents (contents and video contents are used interchangeably hereafter) over the Internet. Video applications over the Internet often have stringent requirement on the Quality of Service (QoS) between the content source and the end-user [8] . CDNs reduce access latency and bandwidth consumption at the origin server by caching contents at distributed caching nodes. Caching algorithms seek to guarantee the content availability by trying to learn the distribution of content requests in some manner [9] . Typically, the requested content is searched for on the cache server [10] . If it is not available, a miss is declared, the requested content is fetched from the origin server (usually at a higher cost in terms of longer latency and higher transit cost), stored in the cache, and delivered to the requester. Since the caching capacity is usually limited and typically much smaller than the total number of contents, some cached contents may need to be evicted to save room for the new content, and caching algorithms are typically described by the eviction method employed [11] .
There are some well known cache eviction algorithms such as Least Recently Used (LRU) [12] , First In First Out (FIFO) [13] , RANDOM [14] , CLIMB [15] , LRU(m) [16] , k-LRU [17] , and Adaptive Replacement Cache (ARC) [18] . Today's CDN providers still use these algorithms due to their simplicity for implementation. However, these conventional cache eviction algorithms may suffer major performance degradation for the following two primary reasons.
First, for the performance analysis on the existing cache eviction algorithms, it is generally assumed that the content requests follow a fixed Zipf popularity distribution, referred to as the Independent Reference Model (IRM) [14] (the defacto standard synthetic traffic model [19] ). However, it has been observed that the performance of an cache eviction algorithm under synthetic versus real data traces can vary quite greatly [20] . The reason for this deviation is usually attributed to the fact that while the content popularity distribution in a synthetic trace is fixed, real content popularity changes over time [21] , [22] .
Second, the majority of existing content eviction algorithms develop fixed control rules for making eviction decisions based on access time, frequency, size or their simple combinations. These rules do not generalize to different network conditions and traffic patterns. The stateof-the-art approach, PopCaching [23] , proposes a cache replacement algorithm by learning content popularity trends. PopCaching's performance relies on an accurate forecast of future content popularity. However, PopCaching faces a dilemma: it would like to fully leverage the request features for the prediction of content popularity with more precision, but fear the problem that request points become increasingly ''sparse'' as the context space dimensionality rises.
To overcome the aforementioned limitations, Deep Reinforcement Learning (DRL) is a promising method for cache management problem because: (i) it is model-free and does not depend on specific mathematically solvable system models (such as Markov process), thereby enhancing its applicability in complex networks with random and unpredictable behaviors; (ii) it is able to accommodate highly dynamic time-variant environments such as time-varying system states and user requests. In this paper, we propose a neural adaptive caching approach, called NA-Caching, that combines the benefits of the Recurrent Neural Network (RNN) and DRL to strengthen the representation learning of content requests and make adaptive caching decisions online.
Our contributions in this paper can be summarized as follow: (i) we formulate the cache management problem with different cache-fill and redirect preferences for the individual server to maximize the long-term average cache efficiency; (ii) we employ Gated Recurrent Unit (GRU) to learn an effective representation of evolving patterns hidden in requests and cache space; (iii) we utilize Deep Q-Network (DQN) to deal with the adaptive cache management online for the individual cache server from its own experiences. Two techniques, biased exploration and prioritized experience replay are used to optimize the general DQN framework particularly for cache management; (iv) to evaluate the effectiveness of our algorithm, we conduct extensive experiments on a video provider's anonymized real-world traces. The experimental results demonstrate that NA-Caching outperforms several candidate methods in terms of the hit rate and/or cache efficiency metric.
The rest of this paper is organized as follows. In Section II, we briefly introduce the related work. A formal statement of the cache management problem is given in Section III. Section IV introduces the system architecture and operational principles. Section V presents the proposed NA-Caching in detail. Experimental results driven by real-world traces are shown in Section VI. Section VII concludes this paper.
II. RELATED WORK
The cache management problem has been extensively studied in the literature [24] . Belady [25] propose an offline caching algorithm which evicts the object requested farthest in the future as the optimal replacement solution. For online caching, there are some well known cache eviction algorithms such as LRU [12] , FIFO [13] , RANDOM [14] , CLIMB [15] . GDS [26] is a variant of LRU which takes content size into account. Other variants incorporate access frequency information such as LRU-K [27] and GDS-Popularity [28] , or communication delay information such as LNC-R-W3 [29] . Adaptive Replacement Cache (ARC) [18] differentiates contents that have been seen only once ''recently'' and at least twice ''recently'', and adaptively partitions the cache space between the two. S4LRU [30] divides the cache into four segments represented by four equal subranges of the LRU queue. Martina et al. [17] propose a unified methodology to analyze the performance of classic cache eviction algorithms, by extending and generalizing a decoupling technique originally known as Che's approximation [31] . However, the analysis has been derived under IRM, which assumes that the content requests follow a fixed Zipf popularity distribution. It has been observed that performance of a cache eviction algorithm under synthetic versus real data traces can vary quite greatly [20] .
Forecasting the popularity of online contents has received considerable attention in recent years. To name a few, Wu et al. [32] propose a novel framework based on matrix factorization called multi-scale temporal decomposition to estimate time-sensitive popularity. In [33] , a regression method based on support vector regression with Gaussian radial basis functions is presented to predict the popularity of online videos. These approaches rarely consider how to integrate popularity forecasting into caching decision making. [34] model the content replacement problem as a multi-armed bandit problem and design algorithms to efficiently learn the popularity profile and cache the best contents. But this work ignores the similarity between contents, which results in high training complexity and a slow learning speed. PopCaching [23] utilizes the similarity between the access patterns of different content for forecasting the popularity of content. However, the performance gain is highly dependent on the dimension of feature vector.
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Considering the large scale of online video contents and their time-varying popularity distribution, we suggest that deep reinforcement learning is a promising method for effective cache management.
III. PROBLEM STATEMENT
We consider that the CDN orchestrates the distribution of a set of contents C = {1, 2, . . . , C} to multiple end users. We focus on a single cache node in such a system where cache nodes operate independently. Let t (1 ≤ t ≤ T ) denote the discretized time such that t refers to when the t-th request of the sequence R t arrives and T be the size of the request sequence. Let s indicate the storage capacity of the cache node. We assume that all contents are of the same size, so the node can hold up to s contents. Let c t represent the content being requested at time t and e t represent the feature vector of the request environment, i.e., under what circumstance the request is made.
We use a binary vector y t = [y t (1), y t (2), . . . , y t (C)] to denote the whole cache status at time t. We define the action result a t to indicate whether R t should be served (a t = 1) or redirected (a t = 0). When the content c t is found in the cache server or the request is simply redirected, the cache status vector remains unchanged y t+1 = y t . When c t is not found on the cache server, the server cache-fills the content from another (upstream) server based on the traffic mapping policy. Specifically, the node may replace an existing content in its cache with the new content c t . Let c evict denote the content that is replaced by c t . Hence, the cache status vector is changed to y t+1 according to the following equation:
NA-Caching makes one of the following decisions for request R t to maximize its caching efficiency: (1) redirect the request; (2) serve the request, cache-fill content c t upon a cache miss and determine the existing content c evict to be evicted. A caching policy is represented by π . We use cache efficiency metric [35] CE(T , π) to evaluate the efficiency of the caching system from the local cache up to the T -th request. In addition, CE(π ) denotes the long-term average cache efficiency, which is defined as follows:
where C R is the cost for every redirected request and C F for every cache-filled request, normalized as C F + C R = 2. We denote α F2R = C F /C R as the main configuration parameter that defines the server's operating point in the tradeoff. CE(T , π) takes a value in [−1 , 1] . The values of C F and C R used can be obtained from the configured α F2R and C F + C R = 2:
Our objective is to find a policy π that maximizes the longterm average cache efficiency.
IV. SYSTEM OVERVIEW
The modules and operations of the considered cache server is depicted in Fig. 1 . Each content request goes through four sequential phases. First, when a request arrives, NA-Caching updates the Original Feature Database to record up-to-date original features of the requested content. We focus on two categories of original features in this paper: the contextual features that would be variant over time (e.g., the number of video requests, age); and the semantic features that would not change (e.g., video tags including type, language, length). Then, NA-Caching learns high-dimensional embedded feature vectors after every φ hour. Parameter φ which accounts for the tradeoff between accuracy and computation cost will be carefully chosen. After that, NA-Caching sends a query to the Neural Network with the embedded features of cached contents and requested content, based on which the decision is made. Finally, NA-Caching saves the current state, the chosen action, the next state after applying the action and the corresponding reward as a tuple into the Neural Network. Such knowledge will be used to train the Neural Network which determines the server action for future requests. The detailed operations of the cache server are described below.
• Update:
1) The Request Processor receives a request.
2) The Request Processor initiates an update operation with information of the received request. 2) The Decision Making Interface obtains the server status and the cached content.
3) The Decision Making Interface extracts the highdimensional embedded feature vectors from the Embedded Feature Database for cached contents and requested content.
4) The Decision Making Interface utilize the Neural
Network with the current state and makes a decision. 5) The Decision Making Interface returns one of the following decisions: (i) redirect the request; (ii) serve the request, cache-fill the content upon a cache miss and determine the existing cached content to be evicted. 6) Based on the decision, the Content Fetcher takes a corresponding action. 7) If the action is ''redirect'', the Content Fetcher returns an HTTP response with the code 302, indicating a temporary redirection, and includes a Location: header indicating the new cache server. 8) If the action is ''serve'' and the requested content is in the cache, the Content Fetcher obtains the content and serves the request. 9) If the action is ''serve'' and the requested content is not in the cache, the Content Fetcher evicts an existing content, downloads the requested content from the upstream server and serves the request.
• Learn: resume 1) The Decision Making Interface saves the current state, the chosen action, the next state after applying the action and the corresponding reward as a tuple into the Neural Network.
2) The Neural Network periodically trains a model on a large corpus of real request traces.
V. METHODOLOGY A. MODEL ARCHITECTURE
In this study, we introduce a novel GRU-DQN model for the adaptive cache management. The proposed model, depicted in Fig. 2 , consists of two main components: (i) Gated Recurrent Unit (GRU) [36] ; (ii) Deep Q-Network (DQN) [37] . First, we employ GRU to explore the evolving characteristics of dynamic requests (left side of Fig. 2 ). Then, we utilize DQN to tackle the adaptive cache management online for the individual cache server from its own experiences (right side of Fig. 2) .
B. THE GRU EMBEDDING
In order to model the request environment, NA-Caching first extracts the video features. We collect as much information related to the video as possible. There are two categories of features in focus: the contextual features that would be variant over time (e.g., the number of video requests, age); and the semantic features that would not change (e.g., video tags including type, language, length). Specifically, to better describe the categorical (non-numeric) features (e.g. type, language), they are transformed into 0/1 coding vectors as the genres are independent of the order when they are labelled, which are inspired by the continuous bag of words language model [38] . In addition, since the numeric features (e.g. the number of video requests, length) may have a large value ranges, we normalize their values into the range of [0, 1]. We adopt the GRU framework to learn the feature embedding of contents. The standard GRU architecture can be described as an encapsulated cell with several multiplicative gate units. For a certain time step τ , the GRU cell takes the current input vector x τ as well as the hidden state vector of last time step h τ −1 as the input, and then outputs the hidden state vector of the current time step h τ :
where r τ , z τ ,h τ represent the reset gate, update gate and candidate hidden state vector, respectively; {W , U , b} are the parameters of the corresponding unit; σ (·) is the sigmoid activation function; denotes the element-wise multiplication. The reset gate is used to decide how much of the past information should be omitted. The update gate helps the model to determine how much of the past information needs to be passed along to the future. Candidate hidden state can help facilitating subsequent hidden state computation. Eventually, the last hidden state is taken as the embedded features of the requested content.
GRU is usually trained by using the Mean Square Error (MSE) loss function. However, when applied to heavy-tailed data which is common in Video on Demand (VoD) system [39] , this model may fail to produce accurate predictions. It is important to reduce the error on the most popular objects since any arithmetic mean is biased towards higher values. Given only a handful of such objects, the model may be wrong for the majority of the contents. In order to mitigate this limitation, we utilize the Mean Relative Squared Error (MRSE) instead.
C. THE DQN ALGORITHM
Under a regular Reinforcement Learning (RL) framework, the sequential decision-making problem is modeled using the Markov Decision Process (MDP) formulation. In this formulation, an agent, which is both a learner and an actor interacts with an environment (e.g., system) over a sequence of discrete time steps t ≥ 0. At each time step, the agent observes a state s t of the environment, performs an action a t according to its policy, and receives a new state s t+1 and reward r t . More specifically the objective is to maximize the discounted cumulative reward by attempting to learn a good policy π :
where γ ∈ [0, 1] is the discount factor. A well-established technique to address the aforementioned RL task is Q-learning, where the choice of Q-function is crucial to its success. The deep version of RL is introduced in the seminal work [37] from DeepMind, which extends the traditional Q-learning to bridge the gap between highdimensional sensory inputs and actions. It adopts Deep Neural Networks (DNN), known as Deep Q-Network (DQN) as Q-function to approximate the action values Q(s t , a t |θ ), where the term θ are the parameters of the Q-network and (s t , a t ) represents a state-action pair. The DQN can be trained by minimizing the following loss which is a square of Temporal Difference (TD) error:
where y t is the target value, which can be estimated by:
where θ − are the parameters used to compute the target network. Additionally, -greedy policy is applied to select the action a t according to the current state s t with (1 − ) probability, the action with the highest estimated Q value is chosen, or an action is randomly selected with probability . Two important ingredients used in DQN agent are experience replay and target network. Unlike traditional RL, which uses only immediately collected samples, DQN uses experience replay to train the Q-value estimator on a randomly sampled batch of previous experiences, thereby removing correlations in the observation sequence and smoothing over changes in the data distribution. In addition, a separate target network (which has the same structure as the DQN) is employed for generating the targets y t in the Q-learning update. More precisely, every C > 1 updates, the network Q is cloned to obtain a target networkQ which is used for generating the Q-learning targets y t for the following C updates to Q. This mechanism makes the algorithm more stable compared to standard online Q-learning.
However, there remain some limitations for the direct application of DQN to the cache management problem: (i) a simple random based exploration method usually requires extremely large number of training episodes, especially in the beginning, which could be very costly in real world environments; (ii) DQN utilizes a simple uniform sampling method for experience replay, which ignores the significance of transition samples in the replay buffer. To address the first issue, we propose a biased exploration method with a base cache management solution. Specifically, with probability, the DRL agent derives an action a base randomly from the set of base cache management solutions, such as LRU, FIFO. decays with time step t, which means with more learning, more derived (rather than random) actions will be taken. For the second problem, we adopt the prioritized experience replay method which has been introduced in [40] . It replays important transitions more frequently, and therefore learn more efficiently.
We formally present the proposed DQN-based content caching algorithm in Algorithm 1.
VI. EXPERIMENTAL EVALUATION
To realistically evaluate the performance of NA-Caching, we have conducted extensive experiments with trace-driven simulations. This section will present and analyze the experimental results.
A. DATASET
The dataset is collected by a video provider company in China. The dataset spans 2 weeks and covers 67.5 million download requests for 1.4 million distinct videos in Beijing, China. In each trace item, the following information is recorded: (i) user id (anonymized): the unique identifier of each user; (ii) request time: the timestamp when the user requests a video; (iii) video content: the name and some basic information of the video, such as type, language, length.
B. ENVIRONMENT SETTING
We build a discrete event simulator as illustrated in Fig. 1 . To compute the results given the limited computing resources, we sample and pick C = 10, 000 videos randomly in the experiment. The storage capacity is set s = 50. That is, the cache percentage is s/C = 0.5%. GRU model learns highdimensional embedded feature vectors after every φ = 1 hour. We separate the traces into two periods: (i) the warm-up period represents the input of the prediction of video popularity. This period lasts for the first seven days of the traces; (ii) the test period starts immediately after the warm-up Algorithm 1 The DQN-Based Content Caching Algorithm 1: Initialize action-value function Q with random weights θ ; 2: Initialize target action-value functionQ with weights θ − = θ ; 3: Initialize prioritized replay buffer B = ∅, = 0, p 1 = 1; 4: for t = 1 → T do 5: Apply the cache management aware exploration method to obtain a t ; 6: Execute action a t and observe the reward r t ; 7: Store transition sample (s t , a t , r t , s t+1 ) into B with maximal priority p t = max j<t p j ; 8: //Prioritized transition sampling 9: for i = 1 → N do 10 :
Compute importance-sampling weight: ω i = (|B| · P(i)) −β 1 / max j ω j ; 12: Compute target value: y i = r i + γ max a Q (s i+1 , a |θ − ); 13: Compute TD-error: δ i = y i − Q(s i , a i ); 14: Update transition priority: p i = |δ i |; 15: Accumulate weight-change: 16: end for 17: //Network updating 18: Update weights: θ = θ + η · , reset = 0; 19: From time to time copy weights into target network: θ − = θ ; 20: end for period. The experimental results presented in this section are all obtained under the above settings unless explicitly clarified.
C. BENCHMARKS
Conventional content caching algorithms do not consider the different cache-fill and redirection preferences, that is, a t = 1. It is assumed that the cache node serves every request without the redirection operation. Therefore, cache efficiency metric CE(π ) can be reduced to the long-term average hit rate metric H (π ):
We compare the performance of NA-Caching with benchmarks listed below:
• RANDOM [14] . The new content replaces a randomly selected one among all contents in the cache space when the cache is full.
• LRU [12] . The cache node maintains an ordered list to track the recent accesses of all cached contents. The least recently accessed one is replaced by the new content when the cache is full.
• FIFO [13] . The cache acts like a pipe: the new content replace the one that has been stored for the longest time when the cache is full.
• PopCaching [23] . The cache utilizes the similarity between the access patterns of different contents and forecasts their popularity. Based on it, the cache makes replacement decisions.
• Optimal Caching [25] . The cache node runs Belady's MIN algorithm. It is an optimal, offline policy for replacing the content in the cache that has the longest time to its next occurrence. However, Belady's MIN algorithm is not implementable in a real system due to the fact that it needs future information. This algorithm establishes the performance upper bound.
When considering the different cache-fill and redirection preferences, we compare the performance of NA-Caching with xLRU, which is a variant of the most widely used scheme of LRU, proposed in literature [35] . Fig. 3 shows the average cache hit rates achieved by NA-Caching and the other five algorithms under various cache percentages. It shows that NA-Caching significantly outperforms RANDOM, LRU, FIFO in all cases. When the cache percentage is lower than 1%, the performance gap between NA-Caching and Optimal is around 10%. As the cache percentage increases, this gap reduces. This is because NA-Caching keeps learning runtime dynamics and making wise decisions to approximate the optimum with the help of DNNs. Fig. 3 also shows that when the cache percentage is small, the performance of PopCaching is very close to NA-Caching. As the cache percentage increases, the performance gap between NA-Caching and PopCaching gradually increases. This is because PopCaching predicts the future popularity of contents based on average sampling, which might be superior in terms of hot contents, but is not suitable for lukewarm or cold contents. In addition, we observe that the marginal benefit of cache percentage diminishes gradually. It means that the increase in the cache capacity will no longer improve the cache hit rate significantly, and the cache hit rate is now limited by the distribution of the content popularity. Fig. 4 presents the long-term performance of the algorithms over time. We observe that NA-Caching maintains a relatively stable cache hit rate. On average, NA-Caching outperforms PopCaching, RANDOM, FIFO, LRU by 5.1%, 30.8%, 30.6% and 16.0% respectively. Fig. 5 illustrates the hit, cache-fill and redirection rate of NA-Caching compared to xLRU as α F2R increases, that is, when the cache-fill cost becomes more and more costly (going from left to right). In xLRU, we can see that the cachefill rate gradually decreases with the growth of cache-fill cost, while the redirect rate increases. A similar trend can be observed for NA-Caching. However, it is worth noting that NA-Caching outperforms xLRU in terms of cost consciousness. For low cache-fill costs (α F2R < 1), NA-Caching can reduce redirection traffic much more effectively than xLRU. This is because of the history-based nature of xLRU which will (intentionally) not bring in a content of which no previous request is ever seen. On the other hand, NA-Caching makes unbiased caching decisions from its own experiences rather than empirical assumption. Fig. 6 plots the cache efficiency of the algorithms for different α F2R values corresponding to Fig. 5 . When the cache-fill cost is low, NA-Caching achieves much higher cache efficiency than xLRU. For example, for α F2R = 0.5, NA-Caching achieves a cache efficiency of 71%, 42% higher than that of xLRU. On the other hand, when the server is constrained by cache-fill cost, the cache efficiency of xLRU approaches that of NA-Caching, with a performance gap between 5.4% and 9.0%.
D. PERFORMANCE COMPARISON

VII. CONCLUSION
In this paper, we presented design, implementation and evaluation of a novel content caching approach, NA-Caching, for making adaptive caching decisions with the objective of maximizing the long-term average cache efficiency. NA-Caching can effectively deal with the challenging content caching task upon the time-varying content popularity distribution, as it combines the strengths of the recurrent neural network (i.e. GRU) in learning the comprehensive representations of requests as well as deep reinforcement learning (i.e. DQN) for the cache server in making adaptive caching decisions online from its own experiences. We evaluated the performance of NA-Caching with experiments on real-world data traces, the experimental results demonstrated the effectiveness and superiority of NA-Caching over 6 representative algorithms.
