This work is devoted to prove the pointwise controllability of the Bernoulli-Euler beam equation. It is obtained as a limit of internal controllability of the same type of equation. Our approach is based on the techniques used in [4] .
Introduction
In this paper, we are interested in the passage from internal exact controllability of beam equation to pointwise exact controllability. We consider the following initial and boundary value problem ∂ 2 u ∂t 2 (x, t) + ∂ 4 u ∂x 4 (x, t) = g n (x, t), 0 < x < 1, t > 0, (1.1) u(0, t) = ∂u ∂x (1, t) = ∂ 2 u ∂x 2 (0, t) = ∂ 3 u ∂x 3 (1, t) = 0, t > 0, (1.2) u(x, 0) = u 0 (x), ∂u ∂t (x, 0) = u 1 (x), 0 < x < 1, (
where g n , u 0 , u 1 are in suitable spaces with supp (g n ) = [ξ, ξ + 1 n ], n ∈ N * and ξ ∈ (0, 1). Here u denotes the transverse displacement of the beam, we suppose that the length of the beam is equal to 1 and the control depends on a parameter n ∈ IN * . Recall that this model describes the transversal vibrations of the Bernoulli-Euler beam. n . The exact controllability results are given in section 3 . In section 4 we prove an inverse inequality which will give us the estimates on the internal controls in the case of a strategic point. Finally, in section 5 as n tends to infinity we prove that the pointwise exact controllability problem is obtained as limit of exact internal controllability problem of the beam equation. 
Estimation and regularity results near a point

Consider two given functions (u
) and supp (g n ) = [ξ, ξ + 1 n ], ξ ∈ (0, 1) and we will take 1 n < 1 − ξ. Let u be the solution of (1.1)-(1.3).
4)
and there exists a constant C > 0 (independent on n and T), such that
5)
for all n > 0.
Proof. In order to prove (2.5) we put
and
The solution of (1.1)-(1.3) is given by
Which implies that
We see that
Integrating (2.6) over (0, 1), we get
we shall estimate the third term of right hand side of (2.7), we used Hölder inequality, we get 9) and using Young's and Hölder inequalities, we have
Integrating (2.7) in (0, T ) and using (2.8)-(2.11), we obtain from (2.7) that
This completes the proof of proposition 2.1.
Internal exact controllability of the beams equation
We consider now the following homogenous problem
where
Lemma 3.1. Let ξ ∈ (0, 1), then for any natural integer m we have
Proof. For m ≥ 0, it is sufficient to note that for any x ∈ (0, 1), we have
The proof of lemma 3.1 is now completed.
The previous lemma is an essential tool to show the following Proposition.
Proposition 3.2. Let T ≥ 2, then we have the following. For almost all ξ ∈ (0, 1) the solution φ of (3.12)-(3.14) satisfies
Proof. The solution of (3.12)-(3.14) is given by
A simple calculation shows that
we have
for every T ≥ 2, we get
(3.18) Consequently, by lemma 3.1 and using (3.15) and (3.18), we obtain (3.16). This achieve the proof of proposition 3.2.
) and ψ n be the solution of
where χ n is the characteristic function of (ξ, ξ + 1 n ) and φ n (x, t) = nφ(x, t), φ is the solution of (3.12)-(3.14).
An inverse inequality
In this section we suppose that the point ξ is strategic, that's
The quantity
where φ is a solution of (3.12)-(3.14) defines a norm on the space D(0, 1) × D(0, 1) and the initial data φ 0 and φ 1 are given by
Let F be a real Hilbert space
We denote by F the completion of D(0, 1) × D(0, 1) for this norm and we denote by . F the following quantity:
and therefore, its dual
2 πξ < ∞. For the proof, see [1] , [2] .
The main result of this section is the following:
Theorem 4.2. For T ≥ 2, there exists c > 0, such that for (φ 0 , φ 1 ) ∈ F , the solution φ of (3.12)-(3.14) satisfies
Proof. For T ≥ 2. Using (3.17), we have For b ≥ 0, t ≥ 0, we set
As
it is sufficient to prove that there exists c > 0 such that
We have the formula 
It is enough here to consider the case p = 1 and we write 1 = b + z 0 t writh z 0 ∈ (0, 1). We have
, we find
and we have
The proof of the theorem 3.2 is complete.
Estimates on the controls
For T ≥ 2 and 1 n φ n (x, t) = φ(x, t) where φ is the solution of (3.12)-(3.14), we have Theorem 5.1.
2. If ξ is strategic and (y 0 , y 1 ) ∈ F ′ , we have
Proof. 1. Applying Hölder and Young's inequalities. Hence, we see from (3.16) and using lemma 3.3, we have
2. When the point ξ is strategic and the initial data (y 0 , y 1 ) ∈ F ′ . Hence, we see from (4.24) , that
The proof of Theorem 5.1 is now complete. 
where v ∈ L 2 (0, T ) and φ(ξ, t) + 1 2n ∂φ ∂x (ξ, t) converges for the weak* topology of to v(t) in H −1 (0, T ).
Proof. Multiplying (1.1) by ψ n (x, t) and integrating by parts on (0, T ) × (0, 1), we have
Now, we prove that (ψ n ) and (g n ) are bounded in
Using Hölder inequality, we have
Replacing (2.5) in (6.36) and from (5.29), we have
which proves that the linear forms K n are bounded in 1) ) after extraction of a subsequence of (ψ n ) n and (g n ) n still denoted by (ψ n ) n and (g n ) n , such that
The limit of K n is given in the following lemma.
where v ∈ L 2 (0, T ) and
In order to prove the previous lemma, we need the following result.
and the solution φ(x, t) of the problem (3.12)-(3.14) satisfies
Then, after extraction of a subsequence
Proof of lemma 6.3. In order to prove lemma 6.3 we suppose that w = 
with initial data
(6.42)
The trace regularity for (6.39)-(6.41) is given in the theorem below.
and the mapping
is linear and continuous. Furthermore, we have
Proof of Theorem 6.4. The proof of (6.43) and (6.45) can be done by using obvious adaptations of the proof of (2.4) and (2.5), so it is omitted. From (4.24) and (6.38) it follows that φ(ξ, t) is bounded in F , after extraction of a subsequence, φ(ξ, t) converges in L 2 (0, T ) weakly. On the other hand, from (3.16), (5.28) and (5.29) we have
Using (6.43) and (6.44) we can easily prove that the mapping
is linear and continuous. Furthermore, we have ∂φ ∂x (ξ, t)
We define the following functions
The functions Φ and S n are solutions of (3.12)-(3.14) with initial data in V × L 2 (0, 1) and
then, we prove that lim n→∞ R n = 0.
Using Hölder's inequality, we have
Thus lim
Integrating by part, we get
Passing to the limit as n tends to infinity, we obtain
which proves that v belongs to L 2 (0, T ). The proof of lemma 6.3 is now complete.
Proof of lemma 6.2. Passing to the limit in (6.35), we have
where u is the solution of (1.1)-(1.3) and ψ is the solution of (6.31)-(6.34).
Since the linear form K defined in (6.37) is meaningful on L 2 (0, 1) × V ′ × L 2 (0, T, L 2 (0, 1)), it is sufficient to prove that (K n ) n converges to K on a dense subspace of 1) ) and, for example, we consider (u 0 , u 
