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新聞や科学雑誌などの文書は,	 例えば,	 新聞であれば,	 １枚の文書内でスポーツ欄には野球の記事,	 政治
欄には国防関連の記事,	 文化欄には音楽コンサートの記事,	 といったように,	 潜在的トピック（野球・国防・
音楽コンサート）の一階層上に潜在的セクション（野球・政治・文化）が複数個存在すると考えられる.	 すな
わち,	 通常のトピックモデル	 Latent	 Dirichlet	 Allocation	 (LDA)	 で考慮している複数個の潜在的トピック
の混合だけでなく,	 同時に,	 複数個の潜在的セクションの混合も考慮する必要がある.	 また,	 それらに加え
て,	 新聞や科学雑誌などの文書は,	 前の時刻の記事の内容が現時刻の記事の内容に影響を与えていると考え
られるため,	 文書の時間発展も考慮する必要がある.	 本研究では,	 このような,	 階層構造と時間発展の構造
を持つ文書の集合中からのトピックの抽出を目指す.	 	 
前述の目的を果たすために,	 本研究では,	 トピックモデル	 Pachinko	 Allocation	 Model	 (PAM)	 および	 
Multiscale	 Dynamic	 Topic	 Model	 (MDTM)	 をもとに構築したトピックモデル	 Dynamic	 Stacked	 Topic	 Model	 
(DSTM)	 を提案する.	 ここで，一般的に,	 トピックモデルとは,	 文書中に出現する単語の共起性を利用して,	 
全文書の単語集合から教師なし学習で単語の多項分布として表現されるトピックを推定するための枠組みで
ある．トピックを単語の多項分布として表現するのと同様に,	 提案モデルでは,	 セクションをトピックの多項
分布として表現する.	 なお,	 トピックモデルでは,	 文書を単語の集合	 (bag-of-words)	 として扱う.	 
実際に,	 提案モデルを用いて	 2014	 年	 1	 月	 1	 日から	 2014	 年	 6	 月	 30	 日までの半年間の新聞記事データ
からのトピック抽出を行なった．この実験より,	 主に以下のような成果を得た.	 
	 
l トピック数ごとのパープレキシティ値（言語モデルの評価指標）をその他のモデル	 (LDA,	 PAM,	 MDTM)	 と
比較すると,	 提案モデル	 DSTM	 が	 1%	 の有意水準で統計的に有意となる.	 
l トピックおよびセクションを同時に抽出できる.	 
l 抽出したトピックを追跡しトピック内の話題の変化を捉えられるだけでなく,	 抽出したセクションを追
跡することで,	 既存のモデルでは捉えられなかったセクション内の話題の変化も捉えられる.	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