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Abstract:
Model Predictive Control (MPC) is the principal control technique used in industrial applications.
Although it offers distinguishable qualities that make it ideal for industrial applications, it can be
questioned its robustness regarding model uncertainties and external noises. In this paper we propose
a robust MPC controller that merges the simplicity in the design of MPC with added robustness. In
particular, our control system stems from the idea of adding robustness in the prediction phase of the
algorithm through a specific robust Kalman filter recently introduced. Notably, the overall result is an
algorithm very similar to classic MPC but that also provides the user with the possibility to tune the
robustness of the control. To test the ability of the controller to deal with errors in modeling, we consider
a servomechanism system characterized by nonlinear dynamics.
Keywords: Risk-sensitive filtering, model predictive control, Kalman filtering, learning control systems,
adaptive control.
1. INTRODUCTION
In industry the majority of control problems is addressed by
using the so called Model Predictive Control, shortly MPC,
Mayne (2014); Qin and Badgwell (2003); Camacho and Bor-
dons (2012). Indeed the simplicity of the algorithm, based
on a straightforward formulation, and the flexibility to deal
with constraints, make it the ideal alternative for industrial
applications. However, it can be questioned its robustness
with respect to model uncertainty and noise. Although dif-
ferent approaches can be found in literature to overcome
this shortcoming (Calafiore and Fagiano (2013); Orukpe and
Jaimoukha (2009); Bemporad and Morari (2007); Jalali and
Nadimi (2006); Kothare et al. (1996); Nicolao et al. (1996)),
in practice it is usually adopted an ad hoc MPC tuning (Ma-
ciejowski, 2009, Sec. 1), (Bemporad and Morari, 2007, Sec.
10). In this respect it is important to develop a control that can
be applied to a wide spectrum of applications and that can be
tuned even without an in-depth knowledge of the mathematics
behind it.
Therefore, in this paper we present a robust MPC control that
allows to add robustness while preserving the intuitive structure
of MPC. Furthermore we shall see how this algorithm allows
the possibility to tune the robustness of the control depending
on the needs of the specific application. The fundamental obser-
vation behind the proposed robust control is that the predictions
used in MPC heavily rely on the accuracy of the employed
state-space model. Hence the idea is to consider the usual MPC
equipped with a robust Kalman filter. More specifically in this
paper we explore the use of the robust Kalman filter proposed
in Levy and Nikoukhah (2013), see also Zorzi (2017b); Levy
and Nikoukhah (2004); Hansen and Sargent (2007, 2008). Re-
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markably, the filter admits a Kalman-like structure leading to
a simple implementation of the corresponding MPC algorithm
and allowing also a reasonably low computational burden. To
test the effectiveness of this robust MPC we apply it to control
a servomechanism system characterized by nonlinear dynamics
and we compare its performanceswith respect to standardMCP
(i.e. MPC equipped with the Kalman filter). Not surprisingly,
increasing the robustness of MPC corresponds to increase the
energy of the control and also to reduce its smoothness.
Finally, we inform the reader that the present paper only reports
some preliminary result regarding the robust MPC. In particu-
lar, the proof of Theorem 1 and the technical assumptions are
omitted and will be published afterwards.
The outline of this paper is the following. In Sec. 2 we briefly
review classic MPC formulation, in Sec. 3 we present the main
concepts behind the considered robust Kalman filter as well as
its applicability combined with MPC, in Sec. 4 we introduce
the physics of the servomechanism system that we considered
and we show different simulations to attest the efficiency of the
control system, lastly in Sec. 5 are drawn the conclusions.
2. STANDARD MPC
We consider the discrete-time state-space model
Σ :
{
xt+1 = Axt +But +Gvt
yt =Cxt +Dvt
(1)
where xt ∈ R
n, ut ∈ R
q, yt ∈ R
p, vt ∈ R
m, denote the state, the
input, output and unmeasured noise, respectively. For simplic-
ity we assume that GDT = 0, however the general case can be
easily adapted in what follows. Assume that our task is for the
output yt to follow a certain reference signal rt . To this end, we
introduce a quadratic cost function in the form:
Jt(ut ,Σ) =
Hp
∑
k=1
‖yˆt+k|t − rt+k‖
2
Qk
+
Hu−1
∑
k=0
‖∆uˆt+k|t‖
2
Rk
(2)
where yˆt+k|t represents the prediction of yt+k at time t with k >
0; ∆uˆt+k|t := uˆt+k|t − uˆt+k−1|t is the predicted variation of the
input from time t+ k− 1 to t+ k and ut = [ut|t . . . ut+Hu−1|t ]
T .
Moreover, Hp denotes the length of the prediction horizon
whereas Hu the control one. Lastly, Qk ∈ R
p×p and Rk ∈ R
q×q
indicate the weight matrices for the output prediction errors
at time t and the predicted variations of the input at time t.
According to the receding horizon strategy, the control input
ut|t to apply to Σ at time t is extracted from ut which is solution
to the following open-loop optimization problem (Maciejowski,
2001, Chapter 2)
ut|t = argmin
ut
Jt(ut ,Σ). (3)
The well known solution is:
ut|t = [Iq 0 0 · · · ](Θ
TQΘ+R)−1ΘTQ(rt −Ψxˆt|t) (4)
where
Ψ =
[
(CA)T (CA2)T . . . (CAHp)T
]T
Θ =


CB 0n×q · · · 0n×q
CAB CB · · · 0n×q
...
. . .
...
CAHp−1B · · · CAHp−Hu−1B

 .
Q=diag(Q1, · · · ,QHp)
R=diag(R0, · · · ,RHu−1)
rt =
[
rTt+1 r
T
t+2 . . . r
T
t+Hp
]T
and xˆt|t denotes the estimate of xt at time t. The latter is typically
computed by using the Kalman filter
xˆt|t = xˆt|t−1+Lt(yt −Cxˆt|t−1) (5)
xˆt+1|t = Axˆt|t−1+Kt(yt −Cxˆt|t−1)+Gut (6)
Lt = PtC
T (CPtC
T +DDT )−1, Kt = ALt (7)
Pt+1 = APtA
T −Kt(CPtC
T +DDT )KTt +GG
T (8)
where (7)-(8) is the usual Riccati iteration (Ferrante and
Ntogramatzidis, 2013). Note that the estimator xˆt|t is computed
by assuming to know the actual underlying model Σ.
Remark 1. It is worth noting that the optimization problem (3)
is usually considered with constraints, such as model uncer-
tainty constraints and stability constraints. Such constraints are
relatively easy to embed in (3), on the other hand the price to
pay is that the corresponding problem does not admit a closed
form solution. Accordingly, its computational burden increases.
In what follows we shall continue to consider the unconstrained
MPC for the following reasons: first, we will embed the model
uncertainty in a different way and second, stability issues are
not the focus of the present paper.
3. ROBUST MPC PROPOSED
In practice the actual model, denoted by Σ˜, is unknown and dif-
ferent from the nominal one, denoted by Σ. It is then reasonable
to assume that we are able to describe this uncertainty, that is
we can characterize a set of models S for which Σ˜ ∈ S . In
the robust MPC formulation the optimization problem (3) is
usually substituted by the mini-max problem (Bemporad and
Morari, 2007, Section 6):
ut|t = argmin
ut
max
Σ˜∈S
Jt(ut , Σ˜). (9)
The latter is sometimes rewritten as a constrained MPC prob-
lem. Many different uncertainty descriptions have been pro-
posed in the literature such as impulse response uncertainty
Nicolao et al. (1996), structured feedback uncertainty, Kothare
et al. (1996), polytopic uncertainty, Angeli et al. (2008), distur-
bances uncertainty, Orukpe and Jaimoukha (2009), and prob-
abilistic uncertainty, Chatterjee et al. (2011). Finally, in Yang
and Maciejowski (2015) it has been proposed a robust MPC
wherein the cost function is an exponential-quadratic cost over
the state distribution. In this way, large errors are severely
penalized.
The key observation in our MPC formulation is that the stan-
dard MPC relies on the the assumption that the actual under-
lying model is known and thus the Kalman filter (5)-(8) is
designed on it. This assumption, therefore, could deteriorate
the performance of MPC when the actual model is different
from the nominal one. We propose a robust MPC which stems
from the idea of building a control system consisting of MPC
on one hand, but equipped with a robust state estimator, that
takes into account possible differences between the actual and
the nominal model, on the other. In contrast with the usual
robust MPC formulation, which is typically based on the mini-
max Problem (9), we consider two independent optimization
problems:
• Robust estimation problem: we want to find a robust
estimate xˆt|t of xt , independently on the the fact that it will
be next used to determine the optimal control input ut|t .
As we will see, this problem is a mini-max problem itself,
but its solution gives a robust filter having a Kalman-like
structure;
• Open-loop optimization problem: assuming to have xˆt|t ,
we want to determine the optimal control input ut|t , i.e. it
coincides with Problem (3).
It is important to note that this formulation is different from
Problem (9) and represents just an approximation of it.
In this paper, we consider the robust Kalman filter proposed
in Levy and Nikoukhah (2013); Zorzi (2017b); Levy and
Nikoukhah (2004); Zorzi (2015c, 2017a) which represents the
generalization of the risk-sensitive filter (Banavar and Speyer,
1998; Boel et al., 2002; Levy and Zorzi, 2016; Zorzi and Levy,
2015). In the next Section we extend this robust filter to the case
wherein an input is present.
3.1 Robust Kalman filter with input
Assume that the nominal model Σ is in the form (1), where
vt ∈ R
m is white Gaussian noise (WGN) with E[vtv
T
s ] = δt−sIm
(δt represents the Kronecker delta function). Moreover, the
noise vt is independent of the initial state x0, whose nominal
distribution is given by f0(x0) ∼ N (xˆ0,V0). We introduce the
random vector zt = [x
T
t+1 y
T
t ]
T . At time t the model Σ is
completely described by the conditional probability density of
zt given the measurementsYt−1 := [y
T
0 y
T
1 . . . y
T
t−1 ]
T , denoted by
ft(zt |Yt−1). Note that by construction ft(zt |Yt−1) is Gaussian.
Let f˜t(zt |Yt−1) be the conditional probability density of the
actual underlying model Σ˜ at time t and assume that it is
Gaussian. The discrepancy between Σ˜ and Σ at time t can
be measured through the Kullback-Leibler divergence (Zorzi,
2014b)
D( f˜t‖ ft) =
∫
Rn+p
f˜t(zt |Yt−1) log
(
f˜t(zt |Yt−1)
ft(zt |Yt−1)
)
dzt . (10)
Thus, we define as the set of all allowable models at time t:
St := { f˜t(zt |Yt−1) | D( f˜t || ft )≤ c} (11)
that is, at time t the actual model Σ˜ belongs to a ball about Σ.
The radius of this ball, denoted by c, represents the allowable
model tolerance and must be fixed a priori. Let Gt denote the
class of estimators gt with finite second-order moments with
respect to any probability density f˜t(zt |Yt−1) ∈St .
Remark 2. It is worth noting that St can be formed by consid-
ering other types of divergence indexes (Zorzi, 2015a,b, 2014a).
We define as robust estimator of xt+1 given Yt the solution to
the following minimax problem
xˆt+1|t = argmin
gt∈Gt
max
f˜t∈St
E f˜t
[‖xt+1− gt(yt)‖
2|Yt−1] (12)
where
E f˜t
[‖xt+1−gt(yt)‖
2|Yt−1] =
∫
Rn+p
‖xt+1−gt(yt)‖
2 f˜t (zt |Yt−1)dzt
is the mean square error of the estimator with respect to the
actual model Σ˜. Finally, the robust estimator of xt given Yt ,
i.e. xˆt|t , is defined as the minimum mean square error estimator
based on (1) propagating f˜t (zt |Yt−1).
Theorem 1. The robust filter solution to (12) obeys to the
recursion (5)-(6) where
Lt =VtC
T (CVtC
T +DDT )−1, Kt = ALt (13)
Vt = (P
−1
t −θtI)
−1 (14)
Pt+1 = AVtA
T −Kt(CVtC
T +DDT )KTt +GG
T (15)
and θt > 0 is the unique solution to
− logdet(I−θtPt)
−1+ tr[(I−θtPt)
−1− I] = c. (16)
Remark 3. The robust filter in Theorem 1 can be derived by
placing the model uncertainty in the transition probability den-
sity of zt given xt , denoted by φt(zt |xt). More precisely, the
assumption is that the actual transition probability (not neces-
sarily Gaussian) belongs to the ball Tt = {φ˜t : D(φ˜t‖φt) ≤ c}.
Such a derivation is more general but less straightforward and
is similar to the one in Levy and Nikoukhah (2013).
Remark 4. The search of θt satisfying (16) can be efficiently
performed using the bisection method.
4. MPC OF A SERVOMECHANISM SYSTEM
We consider the servomechanism system presented in Bempo-
rad and Mosca (1998). It consists of a DC-motor, a gear-box,
an elastic shaft and a load as depicted in Fig.1. The input is the
voltage applied V and the output is the load angle θℓ. Similar
mechanisms are often found in the industry for a wide variety
of applications.
The usual approach in MPC is to approximate the system with a
linear model, possibly neglecting the nonlinear dynamics. This
approximation can be accurate enough as far as conventional
control problems are concerned, however it may lead to intol-
erable errors when the DC motor operates at low speeds and
rotates in two directions or when is needed a high precision
control. In this situation, indeed, are significant the effects of
the Coulomb and the deadzone friction which exhibit nonlinear
behaviors in certain regions of operation. Next, we describe the
simulation setup and we show the simulation results obtained
by applying the standard MPC and the proposed robust MPC.
4.1 Underlying Nonlinear Model
In this Section we present the complete model including the
nonlinear dynamics, that will represent the actual model in our
simulations. The equations describing the physics of the system
are:
Jℓθ¨l = ρTs−βℓθ˙ℓ−Tfℓ(θ˙ℓ)
Jmθ¨m = Tm−Ts−βmθ˙m−Tfm(θ˙m)
Tm = Kt Im
V = RIm+LI˙m+Em
Em = Kt θ˙m
Ts =
kθ
ρ
(
θm
ρ
−θℓ
)
where θℓ denotes the load angle; θm the motor angle; Tm the
torque generated by the motor;Em the back electromotive force;
V the motor armature voltage; Im the armature current; Ts
the torsional torque; Jℓ the load inertia. Moreover Tfℓ(θ˙ℓ) and
Tfm(θ˙m) represent the Coulomb and the deadzone frictions on
the load and on the motor, as described in detail in Kara and
Eker (2004):
Tfℓ(θ˙ℓ) = αℓ0 sgn(θ˙ℓ)+αℓ1e
−αℓ2|θ˙ℓ| sgn(θ˙ℓ) (17)
Tfm(θ˙m) = αm0 sgn(θ˙m)+αm1e
−αm2|θ˙m| sgn(θ˙m) (18)
where the function sgn is defined as:
sgn(x) =


1, x> 0
0, x= 0
−1, x< 0.
The profile of the nonlinear friction model is depicted in Fig. 2.
Finally, we assume that the motor armature voltage V can take
values over the range±220 volt.
The nominal values of the parameters of the servomechanism
system are reported in Table 1. In practice, these values are not
accurate because they are difficult to estimate. Accordingly, we
introduce two kinds of possible parameter perturbations, εmin
and εmax, expressing the percentage of the relative error that
each nominal value can be affected by. In the actual model every
nominal parameter is perturbed in this way: if the nominal value
is considered reliable enough it is perturbed by ±εmin = ±5%,
otherwise by ±εmax =±10%, see Tab.2.
Table 1. Nominal parameters of the servomecha-
nism system.
Symbol Value(MKS) Meaning
L 0 Armature coil inductance
Jm 0.5 Motor inertia
βm 0.1 Motor viscous friction coefficient
R 20 Resistance of armature
Kt 10 Motor constant
ρ 20 Gear ratio
kθ 1280.2 Torsional rigidity
Jℓ 25 Load inertia
βℓ 25 Load viscous friction coefficient
4.2 Linear Model for MPC
To obtain a linearized model of the servomechanism system of
Section 4.1 we eliminate the nonlinear dynamics (17)-(18), we
VR
Im
L
Em Jm
βm
θm
Tm
Tfm Ts
ρ Jℓ
βℓ
θℓ
Td
Tfℓ
Fig. 1. Servomechanism System.
θ˙
Tf
Fig. 2. Profile of the nonlinear friction model.
Table 2. Real parameters of the servomechanism
system.
Symbol Value(MKS) Meaning
L 0.8 Armature coil inductance
Jm 0.5 (1+εmax) Motor inertia
βm 0.1 (1+εmax) Motor viscous friction coefficient
R 20 (1+εmin) Resistance of armature
Kt 10 (1 + εmax) Motor constant
ρ 20 (1+εmin) Gear ratio
kθ 1280.2 (1+εmin) Torsional rigidity
Jℓ 25 (1-εmax) Load inertia
βℓ 25 (1+εmax) Load viscous friction coefficient
[αℓ0 αℓ1 αℓ2 ] [0.5 10 0.5] Load nonlinear friction parameters
[αm0 αm1 αm2 ] [0.1 2 0.5] Motor nonlinear friction parameters
set L = 0 and the saturation on V is removed. The dynamic
equations resulting from these simplifications are:{
Jℓθ¨ℓ = ρTs−βℓθ˙ℓ
Jmθ¨m = Tm−Ts−βmθ˙m
wherein we consider the nominal parameters in Tab. 1. Defining
as state vector xt = [θℓ θ˙ℓ θm θ˙m ]
T , we obtain a continuous-
time state-space linear model of type{
x˙t = A¯xt + B¯ut + G¯w˙t
yt = C¯xt + D¯w˙t
where ut is the motor armature voltage, yt the load angle, wt is
the normalized Wiener process, and matrices G¯, D¯ are chosen
heuristically in such a way to compensate the approximations
made before. Lastly this continuous-timemodel was discretized
with sampling time T = 0.1 s obtaining in this way a discrete-
time model of type (1).
4.3 Results
In this Section we want to test whether the robust Kalman
filter of Section 3 does indeed improve the accuracy of MCP.
Furthermore it is worth to highlight the effect of the tolerance
parameter c, introduced in (11), on the overall behavior of the
control.
To this aim we consider three controllers, they are constituted
by MPC coupled with: standard Kalman filter (S-MPC), robust
Kalman filter of Section 3 with c= 10−1 (R-MPC1) and c= 1
(R-MPC2). Thereafter we study their performances in response
to the reference trajectory rt , with t ≥ 0, set as a periodic square
wave taking values 0 and pi rad with period Tp= 50 sec and duty
cycle= 50%, see Fig. 3. The initial state x0 is assumed to be
zero mean and with variance equal to the variance of the state-
process noise in (1). The initial value of the load is y0 = 0 rad.
Regarding the parameters of MPC in the cost function (2) we
consider the weight matrices Qk = 0.1, Rk = 0.1 and Hp = 10,
Hu = 3.
In the first simulation we consider the ideal situation in which
the dynamics of the servomechanism can actually be repre-
sented by the linear system computed in Section 4.2, that is
the real model coincides with the nominal one. As can be seen
in Fig.3, S-MPC can track the reference trajectory likewise
0 10 20 30 40 50 60 70
0
0.5
1
1.5
2
2.5
3
seconds
ra
d
 
 
reference trajectory
S−MPC
R−MPC1
R−MPC2
Fig. 3. First simulation: load angle when the nominal and the
actual model coincide.
R-MPC1 and R-MPC2. The corresponding voltage applied is
depicted in Fig. 4; in particular in Fig. 5 we show the voltage
0 10 20 30 40 50 60 70
−300
−200
−100
0
100
200
300
seconds
Vo
lt
 
 
S−MPC
R−MPC1
R−MPC2
Fig. 4. First simulation: voltage applied when the nominal and
the actual model coincide.
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S−MPC
R−MPC1
R−MPC2
Fig. 5. First simulation: voltage applied in the time window [10,
20] sec when the nominal and the actual model coincide.
applied during the time window [10, 20] sec, when the load
angle already achieved the reference trajectory for all three
controllers. Here we notice that the input applied by R-MPC1
and R-MPC2 is less smooth than S-MPC and moreover that the
smoothness decreases with increasing tolerance. This is not a
very surprising fact given that the robust filter is constructed
under the idea of considering more uncertainties in the model-
ing. In particular, the more c is large, the more uncertainty on
the nominal model we have.
In the second simulation, the actual model is the one of Sec-
tion 4.1. Fig. 6 shows the load angle for S-MPC, R-MPC1
and R-MPC2. It is clear how R-MPC1 and R-MPC2 are able
to provide an adequate control whereas S-MPC does not. In
particular, R-MPC2 performs slightly better than R-MPC1. In
Fig. 7 is depicted the corresponding voltage applied and in Fig.
8 we show the zoom in the time window [0, 9] sec. It is clear
that the price to pay in R-MPC2 is a control with high energy
and less smooth.
To conclude, these simulations highlight how R-MPC provides
better performances than S-MPC, under the same fixed weight
matrices Q and R. More precisely the performance improves as
0 10 20 30 40 50 60 70
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d
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R−MPC1
R−MPC2
Fig. 6. Second simulation: load angle when the actual model
differs from the nominal one.
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Fig. 7. Second simulation: voltage applied when the actual
model differs from the nominal one.
the tolerance parameter c increases, however the drawback is
that the control requires more energy and it is less smooth.
5. CONCLUSIONS
Model Predictive Control is the most principled method to
address process control. One main challenge that is now pre-
sented to the research community is to find a way to gather,
in the same controller, the advantages of MPC with robustness
properties. In this paper we presented an alternative version of
MPC based on a robust Kalman filter. Its strong suits comprise
an algorithm that is easy to implement and the possibility to
tune the robustness of the control. To assess the capabilities
of this controller, we evaluated its performance with respect
to classic MPC. In particular we considered a servomechanism
system characterized by nonlinear dynamics. Furthermore, in
order to obtain more realistic simulations, a margin of error on
the values of the system parameters was introduced. Overall,
the robust MPC controller proved to be able to consistently
compensate errors in modeling more effectively than standard
MPC. Lastly we evaluated the effect of the tolerance on the
performance of the control. As expected, simulations indicate
0 1 2 3 4 5 6 7 8
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Fig. 8. Second simulation: voltage applied in the time window
[0,9] sec when the actual model differs from the nominal
one.
that increasing this parameter allows for improved accuracy on
one hand but also requires an input with higher energy.
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