Asymptotically stable sets and the stability of ω-limit sets  by D'Aniello, Emma & Steele, T.H.
J. Math. Anal. Appl. 321 (2006) 867–879
www.elsevier.com/locate/jmaa
Asymptotically stable sets and the stability
of ω-limit sets ✩
Emma D’Aniello a, T.H. Steele b,∗
a Dipartimento di Matematica, Seconda Università degli Studi di Napoli, Via Vivaldi 43, 81100 Caserta, Italy
b Department of Mathematics, Weber State University, Ogden, UT 84408-1702, USA
Received 24 March 2005
Available online 10 October 2005
Submitted by B. Bongiorno
Abstract
Let C be the collection of continuous self-maps of the unit interval I = [0,1] to itself. For f ∈ C and
x ∈ I , let ω(x,f ) be the ω-limit set of f generated by x, and following Block and Coppel, we take Q(x,f )
to be the intersection of all the asymptotically stable sets of f containing ω(x,f ). We show that Q(x,f )
tells us quite a bit about the stability of ω(x,f ) subject to perturbations of either x or f , or both. For
example, a chain recurrent point y is contained in Q(x,f ) if and only if there are arbitrarily small per-
turbations of f to a new function g that give us y as a point of ω(x,g). We also study the structure of
the map Q taking (x, f ) ∈ I × C to Q(x,f ). We prove that Q is upper semicontinuous and a Baire 1
function, hence continuous on a residual subset of I × C. We also consider the map Qf : I →K given by
x → Q(x,f ), and find that this map is continuous if and only if it is a constant map; that is, only when the
set Q(f ) = {Q(x,f ): x ∈ I } is a singleton.
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Over the past few years many papers have been written which consider the stability of dis-
crete dynamical systems for continuous self-maps of the unit interval. At least intrinsic to most
of these is the interest in how an ω-limit set ω(x,f ) reacts to perturbations in either x or f , or
both. Bruckner and Ceder, for example, consider the map ωf defined on I = [0,1] for a fixed
continuous self-map of I , where ωf (x) = ω(x,f ) is the ω-limit set of f generated by x. Our
approach is similar as we consider a map Q defined on the product space I × C, where C is the
space of continuous self-maps of I . Following Block and Coppel, we take Q(x,f ) to be the in-
tersection of all the asymptotically stable sets of f which contain ω(x,f ). We find that Q(x,f )
tells us quite a bit about the possible effects perturbations of (x, f ) may have on ω(x,f ). In
particular, we show that a chain recurrent point y is contained in Q(x,f ) if and only if for any
 > 0 there is a function g in C -close to f for which y ∈ ω(x,g). Thus CR(f )∩Q(x,f ) gives
us a very precise idea of how ω(x,f ) can be affected by perturbations of (x, f ). With this result
as a justification for our interest in Q(x,f ), we study the behaviour of the map Q : I × C →K
given by (x, f ) → Q(x,f ) in the Hausdorff metric space K. We see that Q : I × C → K has
several nice properties. In particular, Q is upper semicontinuous and contained in the first Baire
class. Thus, Q : I × C →K is continuous at a residual set of points in I × C and, for each f ∈ C,
the map Qf : I →K given by x → Qf (x) = Q(x,f ) is continuous on a residual subset of I .
We proceed through several sections. After establishing the basic definitions and recalling
some of the previously known results we will need in Section 2, in our third section we develop
some of the basics of the map Q : I × C → K as we establish our characterization of the set
CR(f ) ∩ Q(x,f ). In Section 4 we study the continuity structure of Q : I × C → K, and in
Section 5 we conclude with a brief discussion of typical behaviour.
2. Preliminaries
Let I be the unit interval of the real line. By C we denote the space of all continuous maps of
[0,1] into itself.
Let f : I → I be a continuous map of the interval into itself. Having performed the map f
once one can perform it again, and again, and again. That is, we consider the iterates f n defined
inductively by
f 1 = f, f n+1 = f ◦ f n (n 1).
We take f 0 to be the identity map, defined by f 0(x) = x for every x ∈ I .
A subset J of I is periodic with period n if f n(J ) = J and f i(J ) = J for 1 i  n− 1, and
Orb(J ) = J ∪ f (J )∪ · · · ∪ f n−1(J ) is the orbit of J . By P(f ) we denote the set of all periodic
points of f and by P(f ) its closure.
We define the trajectory of a point x ∈ I to be the set γ (x) = {f n(x): n  0}, and take the
ω-limit set of a point x ∈ I to be the set
ωf (x) = ω(x,f ) =
⋂
m0
( ⋃
nm
f n(x)
)
.
Evidently, y ∈ ω(x,f ) if and only if y is a limit point of the trajectory γ (x); that is f nk (x) → y
for some sequence of integers nk → +∞. (For a fixed f , ω(x,f ) often is, as in [1], denoted
simply by ω(x).)
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Λ(f ) =
⋃
x∈I
ω(x,f ).
Chain recurrent points of f (= CR(f )) are defined by x /∈ CR(f ) if there exists an open set U
with f (U) ⊆ U such that x /∈ U , f (x) ∈ U .
We can also think of the chain recurrent set in the following manner. Let  > 0 be given
and let x, y be any points of I . An -chain, or pseudo-orbit, from x to y is a finite sequence
{x0, x1, . . . , xn} of points of I with x = x0, y = xn and |f (xk−1) − xk| <  for k = 1, . . . , n.
A point x is chain recurrent if and only if, for every  > 0, there is an -chain from x to itself
[1, Corollary 46]. For the properties of all these sets we refer to [1].
It follows at once from the definitions that
f
(
P(f )
)= P(f ) and Λ(f ) ⊆ CR(f ).
Examples show that this inclusion can be strict.
A non-empty closed set A is said to be stable if for each open set U ⊇ A there exists an open
set V ⊇ A such that γ (x) ⊆ U for every x ∈ V . It is said to be asymptotically stable if in addition
there exists an open set U0 ⊇ A such ω(x,f ) ⊆ A for every x ∈ U0. When the set A consists of
a single point these are exactly the original definitions due to Lyapunov of a stable, respectively
asymptotically stable, equilibrium point. It follows at once from the definition that the union
of two asymptotically stable sets is again asymptotically stable and so also is the intersection,
provided it is not empty.
The following proposition from [1] records a property of asymptotically stable sets that we
will use with some frequency in the sequel.
Proposition 2.1. [1, Proposition 15] If A is an asymptotically stable set, then there exists an open
set W ⊇ A such that
(i) f (W) ⊆ W ,
(ii) ⋂n0 f n(W) ⊆ A.
Moreover, for any open set U ⊇ A we can choose W so that W ⊆ U .
As an easy corollary of the previous proposition we have that if U is a non-empty open set
such that f (U) ⊆ U , then the set ⋂n0 f n(U) is asymptotically stable [1, Corollary 14].
For any x ∈ I , let Q(x,f ) denote the intersection of all asymptotically stable sets which
contain ω(x,f ). Evidently, Q(x,f ) is a closed invariant set and ω(x,f ) ⊆ Q(x,f ).
In addition to the usual, Euclidean metric on [0,1], we will be working in three metric spaces.
Within C we will use the supremum metric given by ‖f − g‖ = sup{|f (x) − g(x)|: x ∈ I },
and we will frequently consider points in the product space I × C so that d((x,f ), (y, g)) =
|x − y| + ‖f − g‖. That I × C is complete follows from the completeness of I and C. Our
final metric space (K,H) is composed of the non-empty closed subsets K of I coupled with the
Hausdorff metric H given by H(E,F ) = inf{δ > 0: E ⊂ Bδ(F ), F ⊂ Bδ(E)}, where Bδ(F ) =
{x ∈ I : |x − y| < δ, y ∈ F }. The metric space (K,H) is compact [3].
We define the map Qf : I →K as Qf (x) = Q(x,f ), and we define the map Q : I × C →K
as Q((x,f )) = Q(x,f ).
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in [1].
Lemma 2.2. [1, Lemma 28] Let f ∈ C. For any x ∈ I , f (Q(x,f )) = Q(x,f ).
Lemma 2.3. [1, Proposition 39] Let f ∈ C. A point x is chain-recurrent if and only if x ∈
Q(x,f ).
Lemma 2.4. [1, Lemma 22] Let f ∈ C. If x ∈ Q(y,f ), then Q(x,f ) ⊆ Q(y,f ).
Lemma 2.5. [1, Lemma 34] For any x ∈ I , one of the following statements must hold:
(1) Q(x,f ) = ω(x,f ) is an asymptotically stable periodic orbit,
(2) Q(x,f ) is an asymptotically stable set B which contains ω(x,f ) and is the union of finitely
many disjoint closed intervals permuted cyclically by f ,
(3) Q(x,f ) is the intersection of a strictly decreasing sequence of asymptotically stable sets Bn
where each Bn is like B in (2).
Now, take X and Y to be topological spaces, and let Φ be a function from X into the
class of non-empty subsets of Y . We say that Φ is lower semicontinuous or l.s.c. (respectively
upper semicontinuous or u.s.c.) if for each closed (respectively open) subset V of Y the set
{x ∈ X: φ(x) ⊆ V } is closed (respectively open) in X. We say that Φ is lower semicontinuous of
class 1 or l.s.c. (1) (respectively upper semicontinuous of class 1 or u.s.c. (1)) if for each closed
(respectively open) subset V of Y the set {x ∈ I : φ(x) ⊆ V } is a Gδ (respectively Fσ ).
Let X and Y be topological spaces. A function f :X → Y is a Baire 1 function if it is a
pointwise limit of continuous functions from X to Y . A function f :X → Y is a Borel 1 function
if the inverse image of an open set is an Fσ . A function f :X → Y is a Baire 2 function if it is
a pointwise limit of Baire 1 functions from X to Y .
We now turn our attention to the Baire Category theorem. Let (X,ρ) be a metric space. A set
is of the first category in (X,ρ) if it can be written as a countable union of nowhere dense sets;
otherwise, the set is of the second category. A set is residual if it is the complement of a first
category set; an element of a residual subset of (X,ρ) is called a typical element of X. With
these definitions in mind, we recall Baire’s theorem on category.
Theorem 2.6. Let (X,ρ) be a complete metric space, with S a first category subset of X. Then
X \ S is dense in X.
3. Q(x,f ) and ω(x,f )
We begin this section by relating the set Q(x,f ) to the sensitivity the ω-limit set ω(x,f )
demonstrates with respect to perturbations of the point (x, f ). We see that the set CR(f ) ∩
Q(x,f ) gives us a precise set over which points of ω(x,f ) may range as we vary x, f , or both.
Theorem 3.1. Let (x, f ) ∈ I × C. Then y ∈ CR(f )∩Q(x,f ) if and only if for every  > 0 there
exists g ∈ C such that ‖g − f ‖ <  and y ∈ ω(x,g).
Proof. Since y ∈ Q(x,f ), by Proposition V.45 in [1], for any  > 0 there is an -chain from
x to y of least possible length k, say {x0 = x, x1, . . . , xk = y}, and since y ∈ CR(f ) there is an
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minimal we must have xi = xj and f (xi−1) = f (xj−1) for i = j and i, j = 1, . . . , k, and zi = zj
and f (zi−1) = f (zj−1) for i = j and i, j = 1, . . . , n. By joining piecewise linearly the points
(f (xi−1), xi) and (f (zi−1), zi) of I × I we can obtain a map h in the -neighbourhood of the
identity map in C such that
h
(
f (xi−1)
)= xi (i = 1, . . . , k) and h(f (zi−1))= zi (i = 1, . . . , n).
Thus if we put g = h ◦ f then y is a periodic point of g, namely gn(y) = y, and y = gk(x). So
we have just proved that for any  > 0 there is g ∈ C so that ‖f − g‖ < , y = gk(x) for some
k ∈N and y ∈ P(g). It follows that y ∈ ω(y,g) = ω(x,g).
Now we prove that if (x, f ) ∈ I × C and y /∈ CR(f ) ∩ Q(x,f ) then there exists δ > 0
so that ‖f − g‖ < δ implies y /∈ ω(x,g). First, let us suppose that y /∈ CR(f ). Since, by
[1, Proposition V.38], CR :C →K, f → CR(f ), is u.s.c., there is δ > 0 so that y /∈ CR(g) when-
ever ‖f − g‖ < δ. It follows that y /∈ Λ(g) since Λ(g) ⊆ CR(g).
Now, let us suppose that y /∈ Q(x,f ). There is A an asymptotically stable set of Q(x,f ) with
V open so that Q(x,f ) ⊆ A ⊆ V , f (V ) ⊆ V and y /∈ V . Then f n(x) ∈ V for some n > 0. For
g sufficiently close to f we have g(V ) ⊆ V and gn(x) ∈ V so that ω(x,g) ⊆ Q(x,g) ⊆ V , and
y /∈ ω(x,g). 
Corollary 3.2. Let (x, f ) ∈ I × C and let  > 0. Then there is δ > 0 so that ω(y,g) ⊆
B(CR(f )∩Q(x,f )) whenever d((x,f ), (y, g)) < δ.
After discussing Example 3.3, which will also be of use to us in the sequel, we briefly discuss
the relationship between chaos and the continuity of ωf and Qf . The properties of ωf in which
we are interested are found in [4], where Bruckner and Ceder ask questions related to the conti-
nuity of the map ωf : I →K defined as ωf (x) = ω(x,f ). They find that ωf is rarely continuous
as they obtain several characterizations for the continuity of ωf . Moreover, they show that for
functions possessing infinite ω-limit sets, ωf is Baire 1 if and only if each infinite ω-limit set
is perfect, and that the condition that ωf is Baire 1 is a notion of nonchaos strictly between the
notions that involve scrambled sets or entropy.
Example 3.3. Let {xn}n∈N ⊂ (0, 12 ) be an increasing sequence converging to 12 and let, for every
n 2, n = min
{ xn−xn−1
2 ,
xn+1−xn
2
}
. We define f in the following way:
f (x) =
⎧⎨
⎩
x if x ∈ [ 12 ,1],
xn if x ∈ Bn(xn),∀n 2,
x2 if x ∈ [0, x2]
and f is extended linearly on the intervals complementary to the Bn(xn).
Then ω( 12 , f ) = 12 and, for any n 2,
ω(xn,f ) = {xn} →H
{
1
2
}
and Q(xn,f ) = {xn} →H
{
1
2
}
but
Q
(
1
2
, f
)
=
[
1
2
,1
]
.
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Map Chaos Qf ωf
Hat map h(f ) > 0 Qf is a constant map ωf is everywhere discontinuous
Identity map h(f ) = 0 Qf is a constant map ωf is everywhere continuous
Example 3.3 h(f ) = 0 Qf is discontinuous at x = 12 ωf is continuous at x = 12
In Table 1 we summarize the relationship or, more precisely, the lack thereof, between the
chaotic behaviour of f in C, and the continuity of the maps ωf : I →K and Qf : I →K. We let
h(f ) indicate the topological entropy of f , and recall that the function found in Example 3.3 is
a 20-function, so that it possesses zero topological entropy.
We refer to the function
f (x) =
{
2x if x ∈ [0, 12 ],
2(1 − x) if x ∈ [ 12 ,1]
as the hat map.
From Table 1 we see that the continuity of ωf at a point does not imply the continuity of Qf
there, nor does the continuity of Qf imply the continuity of ωf . Moreover, Qf can be continuous
or discontinuous independently of the chaotic nature of f .
Remark 3.4. The collection Q(f ) = {Q(x,f ): x ∈ I } in Example 3.3 is not closed with respect
to the Hausdorff metric as H(Q(xn,f ), 12 ) → 0 as n → +∞ but { 12 } /∈ Q(f ). This is in contrast
to what one finds for the collection of ω-limit sets {ω(x,f ): x ∈ I }. In [2] Block et al. prove that
{ω(x,f ): x ∈ I } is closed in K whenever f ∈ C.
An in depth study of Q : I × C →K and Qf : I →K is the topic of our next section.
4. The continuity of Q : I × C → K
From Lemma 2.5 we see that Q(x,f ) may have one of three possible forms whenever (x, f )
is an element of I × C. We begin this section by showing that Q : I × C → K is continuous
at (x, f ) whenever Q(x,f ) is an asymptotically stable periodic orbit, but that Q need not be
continuous at (x, f ) whenever Q(x,f ) possesses one of the other two possible forms.
Theorem 4.1. Let f ∈ C. If Qf (x) = ω(x,f ) is an asymptotically stable periodic orbit then
Qf : I →K is continuous at x.
Proof. Since ω(x,f ) is asymptotically stable, by Proposition 2.6, there exists an open set W
such that ω(x,f ) ⊆ W ⊆ W and f (W) ⊆ W with ⋂n0 f n(W) ⊆ ω(x,f ). There is N ∈ N so
that f N(x) ∈ W , so there is δ > 0 such that f N(y) ∈ W , whenever |x−y| < δ. Hence ω(y,f ) =
ω(x,f ) and therefore Q(y,f ) = Q(x,f ), for every y ∈ I with |x − y| < δ. 
Example 4.2. Condition (2) of Lemma 2.5 in general does not imply the continuity of Qf . Here
is an example.
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f (1) = 0. We then extend f linearly on each of the four complementary intervals. Then, for
every x ∈ (0,1),
ω(x,f ) = 1
2
= Q(x,f ), ω(0, f ) = ω(1, f ) = {0,1},
but
Q(0, f ) = Q(1, f ) = [0,1].
Example 4.3. Condition (3) of Lemma 2.5 in general does not imply the continuity of Qf .
Let us define f as we did in Example 3.3. Then
Q
(
1
2
, f
)
=
[
1
2
,1
]
=
⋂
n2
[xn,1],
where each [xn,1] is asymptotically stable but Q( 12 , f ) is not.
Our previous examples show that Q : I × C →K need not be continuous at (x, f ) whenever
Q(x,f ) is not an asymptotically stable periodic orbit. Our next theorem shows, however, that Q
is at least upper semicontinuous on I × C.
Theorem 4.4. The function Q : I × C →K is upper semicontinuous.
Proof. Let (x, f ) ∈ I × C and let  > 0. We have to find δ > 0 so that Q(y,g) ⊆ B(Q(x,f ))
whenever d((y, g), (x, f )) < δ.
Let G be open in I so that Q(x,f ) ⊆ G ⊆ B(Q(x,f )) and f (G) ⊆ G. There exists n ∈ N
so that f n(x) ∈ G, and since f ∈ C there is δ1 > 0 so that f n(Bδ1(x)) ⊆ G. There is δ2 > 0
so that ‖f − g‖ < δ2 implies gn(Bδ1(x)) ⊆ G and g(G) ⊆ G. We set δ = min{δ1, δ2}. If
(y, g) ∈ I × C satisfies d((y, g), (x, f )) < δ then gn(y) ∈ G and g(G) ⊆ G. Thus, Q(y,g) ⊆
G ⊆ B(Q(x,f )). 
As corollaries of Theorem 4.4 we obtain the next two results proved in [1].
Corollary 4.5. [1, Lemma V.27] Let x ∈ I . The map f → Q(x,f ) is upper semicontinuous.
Corollary 4.6. [1, Lemma V.23] Let f ∈ C. Then Qf is upper semicontinuous.
From Theorem 4.4 we see that Q : I × C →K is continuous at a point (x, f ) if and only if it
is lower semicontinuous there. We record this observation in our following corollary.
Corollary 4.7. Let f ∈ C. Then Qf : I →K is continuous if and only if it is lower semicontinu-
ous.
In what follows we compute the Baire class of Qf .
Lemma 4.8. [4, Lemma 2.5] Let I1, . . . , In be open intervals relative to [0,1]. Let B(I1, . . . , In)
be the set of all non-empty K compact in [0,1] such that
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(2) K ∩ Ii = ∅ for each i.
Then B(I1, . . . , In) is open in (K,H).
Lemma 4.9. Let f ∈ C. Let E be the set of rationals in [0,1]. The metric space (range(Qf ),H)
is separable and has a countable basis B consisting of all sets of the form B(I1, . . . , In)∩Q(f )
where each Ii has end points in E.
Proof. We argue in a way similar to the proof of [4, Lemma 2.6]. 
Lemma 4.10. Let f ∈ C. Let A be an open subset of [0,1]. Then A˜ = {x ∈ I : Q(x,f ) ⊆ A} is
open.
Proof. Let x0 ∈ A˜. By Corollary 4.6, Qf is upper semicontinuous. Since A is an open set con-
taining Q(x0, f ), there exists an open set V containing x0 such that such that Q(y,f ) ⊆ A, for
every y ∈ V . Hence A˜ is open. 
Proposition 4.11. Let f ∈ C. Then Qf is Baire 1 if and only if Qf is l.s.c. (1).
Proof. (1) ⇒ (2). As in [4, Theorem 2.7], it suffices to show that {x: Q(x,f )∩ J = ∅} is an Fσ
set whenever J is an open inteRval relative to [0,1] with rational endpoints.
Let the countable base B be stipulated in Lemma 4.9 and let A consist of all B =
B(I1, I2, . . . , In) such that J is some Ij .
Then{
x: Q(x,f )∩ J = ∅}=⋃{Q−1f (B): B ∈A}.
This is an Fσ set because A is countable and each Q−1f (B) is an Fσ since Qf is Baire 1.
(2) ⇒ (1). Let B = B(I1, I2, . . . , In) ∩ Q(f ). It suffices to show that Q−1f (B) is an Fσ set.
Clearly
Q−1f (B) =
{
x: Q(x,f ) ⊆
n⋃
i=1
Ii
}
∩
(
n⋂
i=1
{
x: Q(x,f )∩ Ii = ∅
})
.
By Lemma 4.10, {x: Q(x,f ) ⊆⋃ni=1 Ii} is an Fσ set as it is open, and since Qf is l.s.c. (1)
each of the sets {x: Q(x,f )∩ Ii = ∅} is an Fσ set. Hence, Q−1f (B) is an Fσ set. 
Theorem 4.12. The map Q : I × C →K is Baire 1.
Proof. Let U = B(I1, I2, . . . , In) be an open set in (K,H). From [4, Theorem 2.1] it suffices to
show that Q is a Borel 1 function. Thus, we must show that Q−1(U) is an Fσ set. Since Q is
upper semicontinuous, we know that for any open set V in I , the set {(x, f ): Q(x,f ) ⊆ V } is
open in I ×C. Let Γ be the collection of all non-empty proper subsets of {1, . . . , n}, and for each
γ ∈ Γ , let Vγ =⋃i∈γ Ii . Then {(x, f ): Q(x,f ) ⊆ Vγ } = Gγ is open for each γ ∈ Γ . It follows
that the set Q−1(U) = {(x, f ): Q(x,f ) ⊆⋃ni=1 Ii}\⋃γ∈Γ Gγ . Then, Q−1(U) is the difference
of open sets. Since the difference of any two open sets is an Fσ , our conclusion follows. 
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that the points of discontinuity of Q comprise only a first category set.
Corollary 4.13. The map Q : I × C →K is continuous on a residual subset of I × C.
Proof. From [3, Theorem 10.13], we see that any Baire 1 function defined on a complete metric
space is necessarIly continuous on a residual subset of the domain. 
As a corollary of Theorem 4.12 and of Proposition 4.11 we obtain the following:
Theorem 4.14. Let f ∈ C. Then Qf is Baire 1 and l.s.c. (1).
Our next main result is found in Theorem 4.19 where we characterize those functions f
in C for which Qf : I → K is continuous. An important intermediate result critical to our
proof of Theorem 4.19 is Corollary 4.17. Corollary 4.17 is, in turn, a consequence of Propo-
sitions 4.15 and 4.16. With these two propositions we develop the necessary condition for the
map Qf : I → C to be continuous for a particular element f of C found in Corollary 4.17.
Proposition 4.15. Let f ∈ C. If there exist x1, x2 ∈ I such that Q(x1, f ) ⊂ Q(x2, f ) then Qf is
not continuous.
Proof. Let Q1 = Q(x1, f ) and Q2 = Q(x2, f ). First we notice that if Q2 is an asymptotically
stable periodic orbit then, for any x,
Q(x,f ) ⊆ Q2 ⇒ Q(x,f ) = Q2.
Hence
Q1 ⊂ Q2 ⇒ Q2 is not an asymptotically stable periodic orbit.
Assume that Q2 is an asymptotically stable set consisting in the union of finitely many disjoint
closed intervals permuted cyclically by f . As Q1 is closed invariant, by [1, Lemma V.35], each
connected component of Q2 contains a point of Q1. Let σ = H(Q1,Q2) and let 0 <  < σ .
Then Q2 is not contained in B(Q1). By Lemma V.25 in [1] there exists an asymptotically stable
set A containing Q1 and contained in B(Q1). By Proposition 2.1 there exists an open set V
containing A such that f (V ) ⊆ V and V ⊆ B(Q1). So,
Q1 ⊂ V, Q2 \ V = ∅, and f (V ) ⊂ V.
Since f (Q1) = Q1, f (V ) ⊂ V and f (Q2) = Q2, we see that f (Q2 \ V ) strictly contains
Q2 \ V . In particular, let y ∈ Q2 \V . Since f (Q2) = Q2, there exists x ∈ Q2 such that f (x) = y.
Moreover, since f (V ) ⊂ V , and y ∈ Q2\V , we see that x /∈ V . Thus, f (Q2\V ) contains Q2\V .
We now show that f (Q2 \ V ) strictly contains Q2 \ V . We consider two cases.
Case 1. V ⊂ Q2. Let y ∈ V \ f (V ). Such a point exists since V is open and f (V ) is compact.
Since y ∈ V \ f (V ) ⊂ Q2, there is x ∈ Q2 such that f (x) = y, and since y ∈ V \ f (V ), we see
that x /∈ V .
Case 2. V \Q2 = ∅. As Q2 is the union of finitely many disjoint closed intervals, we can assume
that V is the union of finitely many disjoint open intervals each one having non-empty intersec-
tion with Q2. Hence f (V ) is the union of finitely many closed intervals, and so is Q2 ∩ f (V ).
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sion has to be strict. Let y ∈ (Q2 ∩ V ) \ (Q2 ∩ f (V )). Then there is x ∈ Q2 such that f (x) = y,
and since y ∈ V \ f (V ), we see that x /∈ V .
Hence
f (Q2 \ V ) ⊃ Q2 \ V.
Set f−1Q2 (V ) = f−1(V ) ∩ Q2 and in general f−nQ2 (V ) = f−1(f−n+1Q2 (V )) ∩ Q2. If we set⋃N
n=1 f
−n
Q2
(V ) = f−NQ2 (V ), then
f−1Q2 (V ) ⊆ f−2Q2 (V ) ⊆ f−3Q2 (V ) ⊆ · · ·
and the inclusions are all strict. In particular, since f (V ) is a proper subset of V and f (Q2) = Q2,
it follows that f−1(V ) contains V as a proper subset. Moreover V ∩Q2 ⊂ f−1(V )∩Q2. In fact,
as f (Q2 \ V ) ⊃ Q2 \ V and f (Q2) = Q2, there exists x ∈ Q2 \ V such that f (x) ∈ Q2 ∩ V .
Hence x ∈ f−1(V ) ∩ Q2 but x /∈ V ∩ Q2. Since f (Q2) = Q2 and A ⊂ B ⊂ Q2 implies
f−1(A)∩Q2 ⊂ f−1(B)∩Q2, for any subsets A ⊂ B in Q2, it follows that f−1(V ∩Q2)∩Q2 ⊂
f−1(f−1(V ) ∩ Q2) ∩ Q2. But f−1(V ∩ Q2) ∩ Q2 = f−1(V ) ∩ Q2. In fact the inclusion ⊆ is
obvious, let us show ⊇. Let x ∈ f−1(V ) ∩ Q2, then there exists y ∈ V such that f (x) = y. As
x ∈ Q2 and f (Q2) = Q2, it follows that y ∈ V ∩Q2 and so x ∈ f−1(V ∩Q2)∩Q2. Therefore
f−1Q2 (V ) ⊆ f−2Q2 (V ) ⊆ f−3Q2 (V ) ⊆ · · · ,
where all of the inclusions are strict.
First, let us suppose that f−∞Q2 (V ) =
⋃∞
n=1 f
−n
Q2
(V ) is dense in Q2. Then, for every  > 0,
there exist z1 and z2 in I so that |z1 − z2| < , and Q(z1, f ) = Q2 and Q(z2, f ) ⊂ V .
In particular, consider ω(x2, f ) ⊆ Q(x2, f ) = Q2. By the definition of an ω-limit set, for
any  > 0 there is z1 ∈ B/2(ω(x2, f )) ⊆ B/2(Q(x2, f )) so that ω(z1, f ) = ω(x2, f ). Thus,
Q(z1, f ) = Q(x2, f ) = Q2, too. Since f−∞Q2 (V ) is dense in Q2, there exists z2 ∈ f−∞Q2 (V ) such
that |z1 − z2| < . Since z2 ∈ f−∞Q2 (V ) there is a natural number n for which f n(z2) ∈ V . That
Q(z2, f ) ⊂ V now follows from the fact that f (V ) ⊂ V .
Now, let us suppose that f−∞Q2 (V ) is a proper subset of Q2. Then f (f
−∞
Q2
(V ) ∪ V ) =
f−∞Q2 (V ) ∪ V , and since f−nQ2 (V ) is open for n, we have that f−∞Q2 (V ) is open, too, as it is the
union of open sets. Let z ∈ f−∞Q2 (V ) \ f−∞Q2 (V ). Then f n(z) ∈ f−∞Q2 (V ) \ f−∞Q2 (V ) for any nat-
ural number n, so that ω(z,f ) also is contained in the closed set f−∞Q2 (V )\f−∞Q2 (V ). Thus, there
exists a sequence {xn} in I converging to z so that Q(xn,f ) ⊂ V for any n, since Q(x,f ) ⊂ V
for any x ∈ f−∞Q2 (V ). Because ω(z,f ) ⊆ f−∞Q2 (V ) \ f−∞Q2 (V ) and ω(z,f ) ⊆ Q(z,f ), and
ω(z,f )∩ V = ∅, it follows that Qf is discontinuous at z.
We now address the third possibility for the structure of Q2, that is, Q2 is the intersection
of a strictly decreasing sequence of asymptotically stable sets Bn where each Bn is like in
condition (2) of Lemma 2.5. Say Bn is composed of p(n) periodic intervals. Clearly, the se-
quence {p(n)}n∈N is increasing. We consider two cases. First, suppose the sequence {p(n)}n∈N
is bounded; say limn→∞ p(n) = k. It follows that Q2 is either an asymptotically stable periodic
orbit in which case we would have Q1 = Q2, or that Q2 is the union of k nondegenerate closed
intervals permuted cyclically by f , and we have already studied this case. Thus let us suppose
that limn→∞ p(n) = ∞. Here we must also consider two possibilities. The first is that Q2 is a
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only consider the possibility that Q2 has non-empty interior. Since the trajectory of any point x
in Q2 visits any neigbourhood of any component of Q2 infinitely often, we see that ω1 ∩ω2 = ∅,
where ω1 = ω(x1, f ) ⊆ Q(x1, f ) and ω2 = ω(x2, f ) ⊆ Q(x2, f ). Let x ∈ ω1 ∩ ω2. Then for
any  > 0 there exist y1 and y2 so that min{|x − y1|, |x − y2|} <  and Q(y1, f ) = Q1 and
Q(y2, f ) = Q2; hence, Qf is not continuous at x. 
Proposition 4.16. Let f ∈ C with x1, x2 ∈ I . If Q(x1, f )∩Q(x2, f ) = ∅ then there exists x3 ∈ I
such that Q(x3, f ) ⊆ Q(x1, f )∩Q(x2, f ).
Proof. Take x3 be any element of Q(x1, f ) ∩ Q(x2, f ). Then, by Lemma 2.4, Q(x3, f ) ⊆
Q(x1, f )∩Q(x2, f ). 
Corollary 4.17. Let f ∈ C. If the elements of {Q(x,f ): x ∈ I } are not pairwise disjoint then Qf
is not continuous.
Proof. Let Q(x1, f )∩Q(x2, f ) = ∅ with x1 and x2 two distinct points in I . By Proposition 4.16
there exists x3 ∈ I such that Q(x3, f ) ⊆ Q(x1, f ) ∩ Q(x2, f ). By Proposition 4.15 Qf is not
continuous. 
With Corollary 4.17 we are now in a position to characterize those functions f in C for which
the map Qf : I →K is continuous. We see that Qf is continuous only when it is a constant map.
Important to the proof of Theorem 4.19 is the observation found in Lemma 4.18, which we state
and prove only in the case that f ∈ C. As the reader can quickly verify, however, Lemma 4.18
holds for any continuous function f defined on a connected and compact subset of a complete
metric space.
Lemma 4.18. Let f ∈ C. If Qf is continuous and it is not constant on I then there exists x ∈ I
such that Qf is not constant on any open subinterval of I containing x.
Proof. By contradiction let, for any x ∈ I , B(x)(x) be an open interval containing x such that
Qf is constant on it. Then {B(x)(x): x ∈ I } is an open cover of I . As I is compact there
exists a finite subcover of I , say {B(xi )(xi): i = 1, . . . , n}. Without loss of generality, we can
assume that the open intervals B(xi )(xi) are ordered from the left to the right, hence B(xi )(xi)∩
B(xi+1)(xi+1) = ∅, for every i ∈ {1, . . . , n − 1}. So if we call Qf (B(xi )(xi)) = Ki , it must
be, by the hypothesis of continuity of Qf , K1 = K2 = · · · = Kn, hence Qf must be constant.
Contradiction! 
Theorem 4.19. Let f ∈ C. The Qf : I → K given by x → Q(x,f ) is continuous if and only if
Qf is constant on I .
Proof. By contradiction, assume that Qf is not constant on I . Then, by Lemma 4.18, there exists
x ∈ I such that Qf is not constant on any open subinterval of I containing x. For any  > 0 we
can find an open set V so that Q(x,f ) ⊆ A ⊆ V ⊆ B(Q(x,f )), where f (V ) ⊂ V and A is an
asymptotically stable set. From Lemma 2.5, we may assume that A has s components A1, A2,
. . . , As so that f (Ai) = Ai+1 whenever i = 1,2, . . . , s − 1 and f (As) = A1. Similarly, we take
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f (V s) ⊆ V 1, and Ai ⊂ V i for all i.
Let {xn}n∈N be a sequence in I converging to x such that Q(xn,f ) = Q(x,f ) for every n ∈N.
That this is possible follows from Lemma 4.18. Since Qf is continuous, there exists ν ∈N such
that Q(xn,f ) ⊆ V for every n  ν. For a fixed n  ν set xn = y. As Qf is continuous and
Q(y,f ) = Q(x,f ), it follows from Corollary 4.17 that Q(y,f )∩Q(x,f ) = ∅. Let Ox and Oy
be two disjoint open sets contained in V and such that Q(x,f ) ⊆ Ox and Q(y,f ) ⊆ Oy . Let Ax
and Ay be asymptotically stable sets such that Q(x,f ) ⊆ Ax ⊆ Ox and Q(y,f ) ⊆ Ay ⊆ Oy ,
respectively. Appealing once again to Proposition 2.1, there exist two open sets Wx and Wy such
that Ax ⊆ Wx ⊆ Ox and Ay ⊆ Wy ⊆ Oy , with f (Wx) ⊂ Wx and f (Wy) ⊂ Wy . As was the case
for the sets A and V , we use Lemma 2.5 to decompose each of Ax , Wx , Ay and Wy into an
appropriate number of components; say that Ax and Wx each have sx components and that Ay
and Wy each have sy components. Let V i be any component of V with Jx ⊂ V i a component
of Wx and Jy ⊂ V i a component of Wy . Since f sx (Jx) ⊆ Jx and f s(V i) ⊆ V i , it follows that
f sx (Jx) ⊆ V i and that s divides sx . Similarly, s divides sy .
Say, for the sake of definiteness, that maxJx < minJy . If we set n = sx × sy , then
f n
(
V i
)⊂ V i, f n(Jx )⊂ Jx and f n(Jy )⊂ Jy.
Since f n(Jy) ⊂ Jy , it follows that ω(z,f n) ⊂ Jy for every z ∈ Jy , and that ⋂fmnm0(Jy) is an as-
ymptotically stable set of f n that contains ω(z,f n). Thus, Q(z,f n) ⊂ Jy . Say, [ax, bx] = Jx and
[ay, by] = Jy . Since f n(ay) > ay and f n(bx) < bx , there exists z ∈ (bx, ay) so that f n(z) = z.
Let z0 = max{z: f n(z) = z and z ∈ (bx, ay)}. It follows that f n(z) > z on (z0, ay), and there ex-
ists {zk}k∈N ⊆ (z0, ay) so that zk → z0 and Q(zk, f n) ⊆ Jy , which implies Q(zk, f ) ⊆ Wy . Since
f n(z0) = z0, it follows that z0 ∈ ω(z0, f ) ⊆ Q(z0, f ), so that Qf is discontinuous at z0. 
5. Typical behavior
In this brief section we make a few observations concerning the typical behavior of the map
Q : I × C →K as well as of Qf : I →K when we focus our attention on a particular element f
of C. From [5] we see that the function ω : I × C → K given by (x, f ) → ω(x,f ) is a Baire 2
function continuous on a residual subset of I × C. Using the Kuratowski–Ulam theorem, then,
we conclude that for the typical f in C, the map ωf : I →K given by x → ωf (x) = ω(x,f ) is
continuous on a residual subset of I . In contrast, from Theorem 4.12 we see that Qf : I → K
given by x → Qf (x) = Q(x,f ) is Baire 1, hence continuous on a residual subset of I , for all f .
We combine these observations in Propositions 5.1 and 5.2.
Proposition 5.1. The following hold:
(1) For the typical f in C, the map ωf : I →K given by x → ωf (x) = ω(x,f ) is continuous on
a residual subset of I .
(2) For all f in C, the map Qf : I → K given by x → Qf (x) = Q(x,f ) is continuous on a
residual subset of I .
Proposition 5.2. There is a residual subset R of C so that
(1) h(f ) > 0 whenever f ∈ R,
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whenever x ∈ I˜ .
Proof. By [6, Theorem 4], the collection E = {f ∈ C: h(f ) = 0} is a nowhere dense perfect
subset of C. Let R = I \ E , where I is the residual set of functions f in C found in the first part
of Theorem 5.1. From Proposition 5.1 it follows that for any f ∈ R there is a residual subset I˜
in I so that Qf and ωf are continuous at x whenever x ∈ I˜ . 
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