Abstract-Discovering changes in the data distribution of streams and discovering recurrent data distributions are challenging problems in data mining and machine learning. Both have received a lot of attention in the context of classification. With the ever increasing growth of data, however, there is a high demand of compact and universal representations of data streams that enable the user to analyze current as well as historic data without having access to the raw data. To make a first step towards this direction, we propose a condensed representation that captures the various -possibly recurrent -data distributions of the stream by extending the notion of possible worlds. The representation enables queries concerning the whole stream and can, hence, serve as a tool for supporting decision-making processes or serve as a basis for implementing data mining and machine learning algorithms on top of it. We evaluate this condensed representation on synthetic and real-world data.
I. INTRODUCTION
With increasing amounts of data arriving in the form of streams, there is a high demand for tools that analyze this data and extract relevant information from it. At the time of collecting the data, however, it is often not known what kind of analysis needs to be performed or there are several -possibly even dependent -analysis tasks. Whenever storing the raw data is either not feasible due to the sheer volume or impossible due to privacy concerns, conventional data mining and machine learning algorithms cannot be employed on the raw data. One possible solution to overcome these problems has recently been introduced by Geilke et al. [1] . They showed that an online density estimate can be used as condensed representation of the data, on which data mining and machine learning tasks can be performed. However, this condensed representation only represents the current distribution of the data. If the underlying distribution changes, the previous condensed representation adapts to capture the new distribution. This leads to a loss of information, since it is no longer available to the data mining and machine learning algorithms and, therefore, poses a problem for the historical analysis of the data.
A real-world example where recurrent data distributions are likely to occur is the database of a big online store. For each product category (e.g., books, laptops, clothes), we have a stream of incoming transactions, which are the products the customers are buying. The products in a category have a common set of variables, so that each product can be represented as a vector of variables. Then, for each product At the top, a data stream is illustrated that is divided into a sequence of segments S 1 , . . . , S k . Colored segments represent a data distribution and segments that are dark gray represent data distribution drifts. At the bottom is the resulting condensed representation of the data stream with online density estimates for the macro-worlds (colored rectangles), recurrent micro-worlds (white shapes), and transition probabilities (arrows).
category, the distribution of the variables changes due to technical advances (e.g., higher CPU clock speeds, larger displays) or trends (e.g., glossy displays, size of shirts, skateboards). Moreover, previously seen distributions can reoccur due to items becoming fashionable again (e.g., lower CPU clock speeds because of tablets, winter clothes vs. summer clothes). We will call these changes in the distribution of the variables data distribution drifts and the stationary distribution between consecutive drifts macro-worlds. Hence, each stream can be divided into a sequence of segments S 1 , . . . , S k (see Figure 1 for an illustration): segments corresponding to macroworlds (colored segments) and segments corresponding to data distribution drifts (segments that are dark gray). In this setting, a macro-world is considered recurrent if there are i, j ∈ [1; k], such that i = j and S i has the same data distribution as S j .
In this paper, we address the new problem of representing streams with recurrent macro-worlds. This representation allows the user to query the stream to obtain statements holding for all macro-worlds, some macro-worlds, or no macro-world. In the example given above, this could be useful to make business decisions that are good in most scenarios. We approach this problem in several steps (see Figure 2 for an illustration): First, we identify the macro-worlds and represent them using online density estimates (see Figure 2a) . If a macro-world reoccurs, the corresponding estimate is reused. In cases where a novel macro-world is identified, a new density estimate is initialized. In order to obtain the best possible estimate and to reuse as much as possible of an existing estimate, we also identify independent parts of the macro-worlds, which we call micro-worlds. For the relationships between the worlds, we construct a graph representing the transition probabilities between the macro-worlds (see Figure 2b ) and the recurrence probabilities of the micro-worlds (see Figure 2c) . Hence, the resulting condensed representation models the densities of the macro-and micro-worlds, their transition probabilities, as well as the recurrence probabilities of micro-worlds.
The main contributions are as follows: 1) A condensed representation of data that may contain several, possibly recurrent macro-worlds.
2) The introduction of micro-worlds additionally to the notion of possible worlds, where a micro-world is part of a world that is treated independently from the rest and can, therefore, be reused in other worlds.
3) The introduction of modules to recently proposed online density estimates [2] . From a probabilistic point of view, these modules are parts of the density that are independent from the remaining density and will be used as an estimate for micro-worlds. 4) An evaluation on synthetic and real-world data of modules as estimates and the detection of recurrent macro-and micro-worlds.
The remainder of the paper is structured as follows: In Section II, we discuss related work. Subsequently, in Section III, we introduce possible worlds and extend them for the purpose of representing data streams with recurrent macroand micro-worlds. In Section IV and V, we present several algorithms that provide a condensed representation of the data and evaluate them in Section VI. We conclude the paper with an outlook on future work and some final remarks (Sections VII and VIII).
II. RELATED WORK
Although there is no work targeting condensed representations that are based on stationary data distributions in the stream (in our case, these are the macro-worlds), concept drifts and recurrent concepts already received some attention in the community -to our knowledge exclusively in the context of classification. For example, Gama et al. [3] exploited the relationship between the underlying data distribution of the stream and the error rate of the learning algorithm to detect concept drifts. A similar approach was pursued by Harel et al. [4] , who resampled from the current data instances to obtain statements via the errors of the underlying algorithms. Another example is the work by Bach and Maloof [5] , who performed concept-drift detection based on the distribution of the classifiers' predictions. They employed Bayesian model comparisons, but considered the conditional probability of the prediction given the feature vector instead of the corresponding joint distribution. A rather different direction was taken by Demšar et al. [6] . They used the explanation methodology to obtain a stream of explanations, on which they then ran a Page-Hinkley test to detect concept drifts. A more general approach was pursued by Kifer et al. [7] , who made an attempt at formalizing the detection and quantification of change. They proposed a general framework to capture changes in the distribution of the stream and evaluated several test statistics with respect to their performance. Dries and Rückert [8] also based the detection of concept drifts on the distribution of the underlying stream and proposed several tests such as the CNF density estimation test.
Recently, there was also a substantial increase of work in the direction of recurrent concepts (not distributions). For example, Gama and Kosina [9] proposed a framework for handling recurrent concepts in a data stream. In order to decide whether to reuse previous models, they train meta-learners. Meta-learners were also used by Gomes et al. [10] to select models based on context information for an ensemble classifier. Other approaches were pursued by Sripirakas and Pears [11] , who used the discrete Fourier transform to store previously seen concepts in a compact way and to match the concepts without the need for user-defined thresholds, by Lazarescu [12] , who presented a multi-resolution learning approach to track concept drift and recurrent concepts, or by Gonçalves Jr and Maior de Barros [13] , who detect recurrent concepts based on the distribution of the data by employing statistical tests. As in this paper, the latter approach also incorporates an existing concept-drift detection algorithm into their framework. However, their work targets the classification setting and focuses on reusing classifiers for recurrent concepts.
For the recurrent concepts, most approaches employ some kind of model repository to store previously seen models. Whenever a concept drift is detected, the model repository is checked for a model fitting the emerging concept. If yes, the model is reused, otherwise a new model is initialized. In contrast to this, the approach presented in this paper constructs a graph consisting of macro-worlds and their independent subcomponents, which are the micro-worlds. Whereas the notion of a macro-world is in certain aspects related to the one of a concept (e.g., both capture something stationary of a data stream), micro-worlds have, to the best of our knowledge, no equivalent in current research on concept-drifting data streams.
Besides concept drifts and recurrent concepts, there are also several more specific topics that were studied. For example, the detection of novel and recurrent classes (Masud et al. [14] ), one-class classifiers in data streams (Krawczyk and Woźniak [15] and Liu et al. [16] ), or mining conept-drifting data streams with skewed distributions (Gao et al. [17] ). However, none of these special topics are covered in this paper.
Universal condensed representations have only been considered for data stream mining with an underlying stationary data distribution [1] . Otherwise, condensed representations were usually restricted to specific tasks. For example, in pattern mining, a sufficient subset of all frequent itemsets is considered a condensed representation of them if all frequent itemsets can be derived from them [18] , [19] .
To the best of our knowledge, possible worlds have not been used to model recurrent macro-worlds, yet. However, they have been used in other contexts in machine learning such as handling uncertain data [20] , [21] , mining patterns [22] , [23] , or in the context of uncertain reasoning [24] .
III. FROM STREAMS TO POSSIBLE WORLDS
In the following sections, we propose a condensed representation for data streams with recurrent macro-worlds, which is determined in three main steps (see Figure 2 for illustration): First, the data stream is divided into transition phases representing a data distribution drift (dark gray) and parts belonging to macro-worlds (colored). Second, a graph is constructed representing the relationships between the macroworlds. The edges are labeled with values expressing the probability of going from one world to another one. Finally, independent parts of the macro-worlds are identified, so-called micro-worlds, that reoccur in other macro-worlds.
To model the different macro-worlds and the relations between them, we employ the notion of possible worlds [25] . Possible worlds consist of propositional letters to which truth values are assigned. The same letter can exist in different possible worlds but may have a different truth value. Given two worlds w and w , an accessibility relation indicates whether w is accessible from w. This allows to evaluate the truth value of a given statement with respect to several interconnected worlds. In this context, two operators, and ♦, are important.
indicates whether something is necessary (i.e., holds in all worlds), and ♦ indicates whether something is possible (i.e., holds in at least one world).
The condensed representation has two levels of abstraction. The first level describes the structure of the streams, i.e., which segments exist and how they are related to each other. On this level, each segment with a stationary data distribution (segments S 2 , S 4 , S 6 , S 8 , S 10 in Figure 1 ) is associated with a possible world. The worlds themselves are described on the second level of the abstraction, for which we require a representation that estimates the underlying data distribution and supports inference tasks. The latter are basic operations, which will enable queries on the condensed representation.
In most cases, only parts of the world will reoccur. For example, in the online store example, only the features CPU clock speed and display size could be recurrent, whereas the overall world is different. Therefore, we introduce the notions of macro-and micro-worlds as addition to possible worlds (the white shapes in Figure 1 are the micro-worlds). The following definition formalizes these ideas and are based on the works by Gamut [25] . Novel compared to Gamut are the notion of macro-and micro-worlds and the introduction of probabilities.
Definition 1: Let W be a non-empty set of possible worlds with Ω ⊆ W (macro-worlds), Θ ⊆ W (micro-worlds), Ω∩Θ = ∅, Ω∪Θ = W , and ∀θ ∈ Θ ∃w ∈ Ω : θ w. Further, let R : W × W → [0; 1] be a binary relation representing the transition probabilities between possible worlds (microand macro-worlds), and let V be a valuation function that assigns a probability V w (a) for every proposition letter a in every context of w ∈ W . Then (Ω, Θ, R, V ) is a model for propositional logic.
Micro-worlds have several benefits: They are independent components, which can be treated separately. This means that only the relevant parts are considered when trying to capture them, which yields an overall smaller and probably more accurate representation. Also, similarities between macro-world are easier to detect, since worlds can be compared on a microworld basis.
IV. CONDENSED REPRESENTATION: LEVEL ONE
The first step in constructing a condensed representation of streams is to determine segments of the stream that belong to certain macro-worlds. A stream can be divided into two types of segments (see Figure 1 ): macro-world segments containing macro-world instances (i.e., instances that clearly belong to a certain macro-world) and transition segments containing transition instances (i.e., instances that belong to transitions from one macro-world to another one). Whereas macro-world instances are used to construct the possible worlds, transition instances are usually not very interesting, since it is not clear to which world they belong and are, therefore, unsuitable for improving the online density estimate of the macro-world.
In order to split the stream into these segments, we will use two algorithms: detectDrif t and equalDensities. equalDensities compares the distribution between a sample of instances and a density estimate by employing a Wilcoxon rank-sum test, and detectDrif t identifies changes in the distribution of the stream using equalDensities. The pseudocode of both are left out, as they are explained in detail in Section IV-B. Please notice that these algorithms are not the main focus of the paper, but rather tools that we employ to accomplish the task of building a condensed representation of a stream with recurrent macro-worlds. It is basically possible to use any concept-drift detection method that is based on the data distribution of the underlying stream -some of them were pointed out in the related work section.
In the remainder of this section, we will first explain how to capture the dependencies between the worlds by observing transitions from one macro-world to another, and then discuss how the individual macro-worlds are represented.
A. Relationships between macro-worlds
In order to capture the relationships between the macroworlds, we basically construct a graph where the nodes are the macro-worlds of the stream -represented by online density estimates -and an edge between two nodes N 1 and N 2 with label p means that the probability of going from macro-world w 1 to macro-world w 2 is p. Algorithm 1 is responsible for Algorithm 1: updateLevelOneRepresentation Input: unprocessed instances insts, new instances insts , the windows S B , S M , S E , density estimate f , the set of density estimates F , a set of edges m : F × F → N, significance level α
maintaining the relationships between the macro-worlds (lines 1 − 8) and for passing instances to the second level of the condensed representation (line 23), which are the online density estimates. To accomplish these tasks, it maintains a window (consisting of the sequences S B , S M , S E ), the instances that just arrived (insts ), and an additional buffer (insts), which we use to ensure that we possess enough instances to detect data distribution drifts. As soon as enough instances for concept drift detection are available (i.e., |insts| ≥ |S B |+|S M |+|S E |), the algorithm moves the window instance by instance (line 15 − 18) and performs a test to detect data distribution drifts. If a drift has been detected (line 19), all instances up to this point are removed, which includes all instances from S B , S M , and S E (see Figure 3) , and the algorithm waits until enough instances are available again (line 1−3). If no drift has been detected (line 22), it updates the counters of m, which will be used to estimate the probabilities of the edges. For any two density estimates f, f ∈ F , m stores the number of times we transitioned from the macro-world represented by f to the macro-world represented by f . Using m, the transition probability p of going from f ∈ F to f ∈ F is computed as follows (simply maximum likelihood, i.e., the relative frequency): p = m(f,f ) g,g ∈F m(g,g ) . In lines 5 − 7, the algorithm tries to match the emerging density estimates to one of the already existing ones. If none is found, a new density estimate is initialized. In the last step of the algorithm, the instances that belonged to S B in the previous iteration (see t 1 in Figure 3 ) are forwarded to the current online density estimate (line 23). Fig. 3 . In order to detect drifts in the data distribution of the stream, a window is used that is split into three segments of equal size: S B , S M , and S E . If enough instances are available to perform drift detection, insts are exactly the instances contained in S B • S M • S E , whereas insts are the new instances that need to be processed. In order to process the next instance of insts (dark gray), the algorithm treats S B •S M •S E as a queue and removes the oldest instance whenever a new instance is appended. The instance that has been removed is then forwarded to the current density estimate f . If a drift is detected (see t i ), all previous instances are discarded and the algorithm waits until enough instances are available for further drift detections.
B. Identifying macro-worlds
The procedure described above needs to identify segments with macro-world instances and segments with transition instances. In an supervised setting, there exist several methods and frameworks to detect concept drift and recurrent concepts (e.g., [13] , [9] ), which usually measure some kind of error of the classifiers and use a statistical test or property to detect a concept drift. However, since we want to use joint density estimates as condensed representation, the supervised setting does not apply in our case. Other approaches such as methods proposed by Kifer et al. [7] or Dries and Rückert [8] consider the data distribution of the stream to detect data distributions drift. Since the main focus of the paper is the condensed representation of streams with recurrent macroworlds, we decided in favor of a simple approach, in our case: the CNF density estimation test [8] , for which the authors pursued a window-based approach. They split the window into three parts and determine whether the first two parts have the same distribution as the last one. In order to capture changes in the distribution, they transform the instances to a binary representation and compare the distributions of the different parts. For this purpose, they introduce a predicate covers, use this predicate to describe subsets of variables that are consistent with a given set of instances, and perform a MannWhitney test to decide whether there is a significant difference between the distributions.
Following this idea, we employed a window-based approach (a buffer) to ensure that only those instances reach the condensed representation that really belong to the corresponding concept. Therefore, we keep instances in a buffer as long as the density estimation test could still detect a data distribution drift. Hence, we forward only the instances of S B to the density estimate of the current macro-world. Instances from S M and S E will only be forwarded if they become part of an S B of another partition, which also means that we probably do not capture all the macro-world instances that are available. To detect changes in the distribution, we perform a Wilcoxon rank-sum test [26] , [27] , [28] on S B and S E using the current density estimate -instead of the predicate covers.
V. CONDENSED REPRESENTATION: LEVEL TWO
In the previous section, we described how to identify the macro-worlds of a stream and how to model the relationships to each other using the possible worlds semantics. In this section, we consider the second level and explain how the macro-worlds can be represented in a condensed way. For this purpose, we introduce modules to density estimates that will serve as an estimate for the micro-worlds. Definition 2: Let X := {X 1 , . . . , X n } be a set of variables and let f (X 1 , . . . , X n ) be a discrete joint density. If X = A 1∪ . . .∪A k , k > 1, and A i X for 1 ≤ i ≤ k, then the factors of the product k i=1 f i (A i ) are called modules of f if, for each 1 ≤ i ≤ k, f i is a discrete joint density and there is no decomposition A i = B 1∪ . . .∪B l , such that l > 1 and f i (A i ) can be represented by a product l j=1 f i,j (B j ) where f i,j is a discrete joint density for 1 ≤ j ≤ l.
In other words, modules are the independent factors of a density. For example, if a discrete joint density f (X 1 , X 2 , . . . , X 8 ) can be represented as a product
) and the f i , i ∈ {1, 2, 3, 4}, cannot be decomposed any further, then f 1 , f 2 , f 3 , and f 4 are the modules of f .
A. Modules in density estimates
For the condensed representation, we will employ the online density estimators, called EDDO [2] , which can be used to derive modules for the estimate they represent. For example, if a Hoeffding tree [29] is used as base classifier, then the Hoeffding tree algorithm implicitly chooses a subset of variables to construct the tree. If a graph is constructed that has the classifiers of the chain as nodes and connects two nodes if the classifiers belonging to that node have common variables, then the cliques in the graph and all nodes that do not belong to a clique are the modules of the estimate. However, in this work we will pursue a more explicit approach to modules, which is applicable to data streams consisting of discrete and/or continuous variables. The algorithm we are about to present constantly estimates the structure of the density by grouping the variables into modules, which is achieved by determining connected components of the variables based on the normalized mutual information -a measure for the dependence of two random variables. For each module, an online density estimate is employed to provide a density estimate for this module. When new instances arrive, it may turn out that the proposed module does no longer match the data, because it is not a module at all, a part of a larger module, or only a part of it is a module. In this case, the module is entirely removed, and the estimate of each newly introduced or modified module is then replaced by a new online density estimate.
In the discrete case, the mutual information [30] of two variables X and Y is defined as I(X, Y ) := x∈X y∈Y p(x, y) log p(x,y) p(x)·p(y) , where p(x, y) is the probability of (x, y) ∈ X × Y and p(x) and p(y) are the corresponding marginal probabilities. For continuous variables, the summations are replaced by integrals. However, instead of computing integrals for continuous variables, we will discretize continuous variables using an online discretization method proposed by Gama and Pinto [31] . Since the mutual information does not necessarily lie between 0 and 1, which would be advantageous to define a general threshold that enables us to decide whether two variable are considered dependent on each other, we will use a normalized version of the mutual information (NMI) [32] :
where H is the entropy. The threshold to decide whether two variables are dependent on each other is set to some value θ, i.e., a value smaller than θ means not dependent, and a value larger than or equal to θ means dependent. However, not all variables that are considered as dependent on each other should end up in the same module. In some initial experiments, we noticed that the range of the normalized mutual information is often quite different and we also noticed that the NMI values provide important information about the variables that should be grouped together. Figure 4 illustrates a typical situation. Here, variables V 1 , V 5 , and V 6 are grouped together, since they have a similar NMI value of around 0.2. Variables V 2 , V 3 , V 4 , and V 9 are grouped together, since they also have a similar NMI value (around 0.48). But both groups are not joined, although V 7 and V 2 are connected to each other.
Algorithm 2 maintains the modules and their estimates. It first updates the normalized mutual information N M I for all pairs of variables (lines 2 − 3). Then, every ρ instances (line 4), the structure of the modules is recomputed. In lines 5 − 6, D is determined, which defines dependencies between two variables X i and X j iff their normalized mutual information is greater than or equal to θ 1 . Subsequently, variables with a similar normalized mutual information are grouped together and considered as modules (lines 7 − 9), so that we obtain a simple clustering of the variables based on the normalized mutual information. In the remainder, the algorithm reuses density estimates for every module existing before (lines 10 − 12) and passes the instance inst to all modules (line 17).
B. Shared modules
A module is an estimate for a micro-world that can be shared among several possible worlds. If a new macro-world emerges, we need to examine if it contains already discovered modules. Since macro-worlds are represented by estimates of Algorithm 2: updateLevelTwoRepresentation Input: variables X, recomputation threshold ρ ∈ N, instance counter count, set of modules modules, instance inst, object N M I, NMI threshold θ 1 , clustering threshold θ 2
e ← initialize density estimate modules .append((m, e)) 13 for (m, e) ∈ modules do joint densities, we require an algorithm that tests whether the estimates are constructed from the same distribution. A good choice for this task is usually the KL-divergence, which is, however, not suitable in our setting for several reasons: (1) Computing the KL-divergence is computationally expensive. (2) The estimates can differ with respect to their precision, since one estimate has been constructed from millions of instances, whereas the other one could have been constructed from a few thousand instances only. (3) Even if the estimates have reached the same level of precision, it remains unclear which KL-divergence is acceptable. As an alternative, we will use equalDensities, which employs a Wilcoxon rank-sum test to compare two distributions (see Section IV-B for reference). Using this, we can compare the distribution of the already discovered module and the newly emerging module.
C. Diverging of recurrrent micro-worlds
Since a module that is shared among several possible worlds W is the same object, updating the corresponding module would always affect every world in W . Hence, if a shared module develops differently, it can no longer be shared. In this case, we make individual copies and assign them to each world belonging to W . It is crucial that the copies are created before a deviation occurred. Otherwise, this deviation would be a part of all worlds in W . In order to solve this, we perform data distribution drift detection in combination with a buffering system as described in Section IV.
VI. EVALUATION
In this section, we evaluate the algorithms presented in Section IV and Section V. We first measure how modules affect the performance of the density estimate using synthetic and real-world datasets (the corresponding online density estimator will be denoted by EDDO M od ). Then the construction of possible worlds is evaluated on real-world data.
A. Evaluating modules

Compared to EDDO, EDDO
M od provides a more explicit representation of the density by grouping variables into independent components (modules). This leads to a representation that is easier to interpret by users, since variables that are dependent on each other are grouped together. Despite this more explicit representation, we will show that both methods have a similar performance. Since Geilke et al. already compared EDDO to 24 Bayesian net structure learners from the bnlearn package [33] with a comprehensive set of experiments and showed that EDDO outperforms standard Bayesian net structure learners, we focus our presentation on a comparison of EDDO M od and EDDO. (In further experiments, we also compared these Bayesian structure learners to EDDO M od . For example, on the US-Census dataset, the best EDDO M od estimator has an average log-likelihood of −40.47, whereas the best Bayesian structure learner TABU mle has an average log-likelihood of −45.3.)
As synthetic data, we generated streams from several Bayesian networks. For each stream, we randomly selected a number of modules 1 < k ≤ 5, and, for each module, we created between 4 and 8 new variables. Subsequently, we randomly generated Bayesian networks for each module using the random.graph method of the bnlearn package. Its parameter method was set to melancon, which uses a Markov chain to draw acyclic, directed graphs uniformly at random [34] . In order to generate the conditional probability tables (CPTs) of the nodes, we randomly chose values from the interval [0; 1) for each entry and normalized the columns, such that they sum up to 1. From the streams generated this way, we drew M instances (M ∈ {10 3 , 10 4 , 10 5 , 10 6 }). As realworld datasets, we used several publicly available datasets: Electricity, Shuttle, and Covertype. Additionally, we modified the water level dataset prepared by Schlüter and Conrad [35] , where the water level of rivers in Germany were measured over twelve years. Since the data is very sparse, we only considered two stations (Arloff and Meschede) and removed instances where parts of the measurements were missing. For each station, we had nine features: the values of the closest four neighboring stations of the previous two days (eight values) and the class attribute indicating whether the water level increased, decreased or stayed the same.
In order to measure the performance of each estimator, we split the stream in two parts, construct the density estimate from the first part, and measuring the average log-likelihood on the second part. Subsequently, we computed the average rank sum for each estimator and for each dataset. Although the KL-divergence would have been a better choice for the synthetic data, we had to use the log-likelihood due to the large number of attributes (up to 40).
The results are summarized by Figure 5 . Although in many cases, the rank sum is lower for EDDO (exceptions are, for example, the water level dataset, some cases of the electricity dataset, or bn-10
3 ), the heat map at the top shows that the differences are rather low (exceptions are the shuttle and covertype dataset). Especially if the number of instances increases, while the attributes stay fixed, EDDO M od even outperforms EDDO in many cases. This effect is due to the way the proposed method manages its modules. In the beginning, when only a few instances have been observed, the partitioning of the variables into modules changes quite strongly before it starts stabilizing. At that time, the previous modules have been discarded in favor of new modules, which results in fewer training instances for these modules, thereby yielding an estimate that is not as accurate as an estimate that has been computed with all instances. With more instances, this effect becomes less visible. For datasets with many attributes (e.g., covertype) or many values per attributes (e.g., shuttle), the effect is more visible, because fewer observations are available compared to the number of attribute-value combinations, which result in a worse estimate of the mutual information. As stated in the beginning of the section, there is a, albeit relatively small, prize to be paid for the explicit representation of modules, macro-/micro-worlds and transition probabilities.
B. Recurrent macro-and micro-worlds
Several publications monitor data distributions of streams to detect concept drifts (e.g, Gonçalves Jr and Maior de Barros [13] ) and use the detected drifts to train new classifier or to continue training previous classifiers. However, constructing a universal condensed representation that enables queries -and as a result enables data mining and machine learning tasks on top of it -has to the best of our knowledge not been considered before. Hence, there is currently no other method trying to detect something like recurrent macro-and micro-worlds, and we could only perform the evaluation of recurrent worlds based on a real-world data such as the water level dataset.
How quickly the distribution of the dataset changes is visualized by Figure 7 (see the plot at the top), which shows the distance of each instances to the vector 0 -this is not to be confused with the distribution of the data, it only indicates changes in the distribution. Between two data distribution drifts there are often only a few hundred instances, which makes the detection of macro-and micro-worlds a challenging task. However, even in this difficult setting, the proposed algorithm provides a rather accurate description of the stream, as illustrated at the bottom of Figure 7 . Large parts of this stream segment are almost exactly captured by the macro-worlds, whereas other parts show only minor deviations. In total, the algorithm finds 416 macro-and 1259 micro-worlds, of which 484 micro-and 110 macro-worlds are unique. Although it is difficult to measure the meaningfulness of the microworld detection, its classification is performed according to our intuition of the data. For example, it groups variables belonging to the same stations (i.e., measurements from different days), variables indicating the current trend of the stations (i.e., whether the water level decreased, increased, or stayed the same), or variables belonging to the same neighboring stations.
In order to evaluate the detection of recurrent microand macro-worlds, we connected the water level dataset two times in a row. Hence, all macro-and micro-worlds have to reoccur again and should be detected by the algorithm. In this setting, the proposed method rediscovers 100% of the macroworlds and 78.6% of the micro-worlds, which indicates that EDDO M od is, in principle, able to rediscover macro-and micro-worlds.
VII. OUTLOOK: QUERIES ON POSSIBLE WORLDS
The proposed condensed representation is not only able to represent streams with recurrent macro-worlds, but also enables queries on top of it, which can be used to analyze the underlying data. In order to model this, we introduce the following operators:
Definition 3: Let M = (Ω, Θ, R, V ) be a model for propositional logic, and let p be some probability. Then V M,w (φ), the probability of φ in w given M , is defined by the following clauses, which are an extension of the clauses by Gamut [25] Definition 3 provides the foundation to perform queries on the condensed representation. With inference algorithms, one can first restrict the condensed representation to the parts which are interesting to the user. Subseqently, questions like: Given world w, what is the probability that a is true? can be posed. If the operator is used, this probability is computed with respect to all worlds directly or indirectly connected to w, and if the ♦ operator is used, this probability is computed with respect to the world that is directly or indirectly connected to w and yields the largest probability for a. To compute those probabilities, inference algorithms as the ones introduced by Geilke et al. [2] can be employed.
VIII. CONCLUSIONS
We proposed a novel approach of representing data from a stream with recurrent macro-worlds (stationary data distributions) using possible worlds and online density estimates. As the density estimates enable data mining and machine tasks without access to the raw data [1] , the proposed representation allows to perform these tasks on a much broader scale. In the experiments, we showed that the representation is accurate, to a certain degree, and can capture not only recurrent macroworlds, but also enables the detection of micro-worlds. This is, to the best of our knowledge, the first time that possible worlds and micro-worlds are employed in the context of streams with recurrent data distributions.
In the future, we intend to work on several extensions of modules and the way they are computed. In the current version, a module is always considered a joint density, which could be extended to conditional densities. Moreover, we plan to reuse existing estimates more efficiently. If a module changes, the estimate is discarded and replaced by a completely new one. In some cases, however, a module might be split into several smaller modules, such that the current estimate can be reused by marginalizing out the variables. Hence, we could use an estimate that has been constructed from possibly thousands of instances instead of using an estimate that is constructed from only a few instances.
