and 18 old (O)] were randomly selected from the total number of subjects [15 Y and 25 O] for the development phase. The F1 uses 7 of the 36 most significant genes as its input variables (listed in Supplementary Figure 1) . Using the expression value of those 7 genes for a particular subject, the F1 yields the F1 score of that subject; and, based on the determined cut-off score of 53.450, the F1 classifies that subject as young if the F1 score is < 53.450 or as old if the F1 score is ≥ 53.450. As can be seen here, all 18 O subjects (red color) had F1 scores greater than the cut-off score of 53.450 and were therefore identified correctly by the F1 [sensitivity = (18/18) = 1.00]. Regarding the young subjects (Y) (blue color), all 11 of them had F1 scores lower than the cut-off score of 53.450 and were therefore identified correctly by the F1 [specificity = (11/11) = 1.00]. The mean F1 score of the Y subjects was 46.216 (top of the blue bar) and their standard deviation (whiskers above or below the top of the blue bar) was 4.452. The mean F1 score of the O subjects was 65.279 (top of the red bar) and their standard deviation (whiskers above or below the top of the red bar) was 6.129. The significance level was set at α = 0.001 (two-tailed), and the probability of significance for the F1 was P = 1.46 × 10 -9 (independent t-Test with T-value = 8.948). The F1 is parametrically distributed with respect to both groups. The F1 scores of all 29 subjects used in the development phase are shown in Supplementary Table 4.
Supplementary Figure 3. Results of the F1 super variable (function) in the validation phase.
Eleven unknown subjects [4 young (Y) and 7 old (O)], which were new and different from the 29 subjects used in the development phase, were employed here in the validation phase, the exclusive purpose of which was to test and validate the F1. The F1 uses 7 of the 36 most significant genes as its input variables (listed in Supplementary Figure 1) . Using the expression value of those 7 genes for a particular subject, the F1 yields the F1 score of that subject; and, based on the determined cut-off score of 53.450, the F1 classifies that subject as young if the F1 score is < 53.450 or as old if the F1 score is ≥ 53.450. As can be seen here, 6/7 unknown O subjects (red color) had F1 scores greater than the cut-off score of 53.450 and were therefore identified correctly by the F1 [sensitivity = (6/7) = 0.86]. Regarding the unknown young subjects (Y) (blue color), all 4 of them had F1 scores lower than the cut-off score of 53.450 and were therefore identified correctly by the F1 [specificity = (4/4) = 1.00]. The mean F1 score of the unknown Y subjects was 41.761 (top of the blue bar) and their standard deviation (whiskers above or below the top of the blue bar) was 4.306. The mean F1 score of the unknown O subjects was 61.470 (top of the red bar) and their standard deviation (whiskers above or below the top of the red bar) was 7.150. The significance level was set at α = 0.001 (two-tailed), and the probability of significance for the F1 was P = 7.85 × 10 -4 (independent t-Test with T-value = 4.956). The F1 is parametrically distributed with respect to both groups. The F1 scores of all 11 unknown subjects used in the validation phase are shown in Supplementary Table 5 . Supplementary Figure 4 . Results of hierarchical clustering of the F1 scores of all 40 subjects. The F1 scores of 15 young subjects (# 1-15) and 25 old subjects (# 16-40) were used in this hierarchical clustering. The weighted average distance algorithm was used with Euclidean distance as a metric. As can be seen from the resulted dendrogram above, the 40 subjects were classified into two groups: young group (#11-10 left to right) and old group (#16-32 left to right). The young group contains subjects # 1-15, 22, 33, 35, whereas the old group contains the remaining of the 40 subjects. The three old subjects # 22, 33, and 35 were misclassified into the young group. It is interesting to note that subject # 33, which was the only misclassification by the F1 super variable, and subjects # 2, 22, and 35 were all classified into the same sub-cluster within the young group. As can be seen from the Supplementary Table 3, all four of those subjects have F1 scores that are close to the cut-off score. It is also interesting to note that the biovariability of aging evinced by those four subjects can also be seen in the results of K-means clustering analysis (Supplementary Table 2 ) and the heat map in Figure 2 , both of which were generated by using all 36 most significant genes. , respectively]} were misclassified by the K-Means clustering analysis. This suggests that those four subjects are considerably closer to the group of the young subjects than the rest of the old subjects.
Supplementary
(^): That young subject {# 2 [45 yrs (F)]}, although classified correctly, is nearly equidistant from the centroids of the two groups, as can be seen by the D1 and D2 values based on the analysis of the 36 most significant genes. This suggests that that subject is considerably closer to the group of the old subjects than the rest of the young subjects. The scores of all 40 subjects [young (# 1-15) and old (# 16-40)] according to the F1 super variable (function). As can be seen, and based on the determined cut-off score of 53.450, all young subjects were classified correctly (F1 score < 53.450), and with the exception of one subject (*) {# 33 [64 yrs (F)]}, all old subjects were classified correctly (F1 score ≥ 53.450).

Supplementary Table 4. F1 scores of the 29 subjects used for the development of the F1 super variable.
The F1 scores of the 29 subjects [11 young subjects (# 1-15) and 18 old subjects (# 16-40)] that were used for the development of the F1 super variable are shown. As can be seen, and based on the determined cut-off score of 53.450, all 11 young subjects were classified correctly (F1 score < 53.450), and all 18 old subjects were classified correctly (F1 score ≥ 53.450). The F1 scores of the 11 unknown subjects [4 young subjects (# 1-15) and 7 old subjects (#16-40)], which were used for the validation of the F1 super variable, and which were new and different from the 29 subjects used in the development phase of the F1, are shown. As can be seen, and based on the determined cut-off score of 53.450, all 4 young subjects were classified correctly (F1 score < 53.450), and with the exception of one subject (*) {# 33 [64 yrs (F)]}, all 7 old subjects were classified correctly (F1 score ≥ 53.450). All 62 housekeeping genes of the Affymetrix HG-U133 Plus 2.0 microarray chip were analyzed for statistically significant differential expression between the old (O) and the young (Y) subjects. As can be seen, none of the housekeeping genes met the criteria for significance, i.e., an ROC AUC ≥ 0.920 and either an FC ≥ 1.10 (or FC ≤ 0.91) or a P < 9.15 x 10 -7 . The independent t-Test was used for parametric gene variables (both normality and homogeneity of variance conditions were met); the Aspin-Welch unequal-variance test (AW) was used for those gene variables that met the normality condition but not the homogeneity of variance condition; and the Mann-Whitney U test (MW) was used for the non-parametric gene variables.
The absence of either "AW" or "MW" denotes that the independent t-Test for parametric variables was used.
(NSS: Not Statistically Significant). 
Supplementary
The Confusion Matrix to the left shows the cross validation results in each of the 10 folds (presented in the 10 rows of the matrix). The first column of the matrix shows the number of test subjects that were randomly selected from the first group (Y) for validation purposes and were subsequently classified correctly. The second column shows the number of subjects that were randomly selected from the second group (O) for validation purposes and were subsequently misclassified into the first group (Y). The third column shows the number of subjects that were randomly selected from the first group (Y) for validation purposes and were subsequently misclassified into the second group (O). The fourth column shows the number of test subjects that were randomly selected from the second group (O) for validation purposes and were subsequently classified correctly.
The row vector at the bottom is the summation matrix of the Confusion Matrix, i.e. its first element is the sum of all the values of the first column of the Confusion Matrix, its second element is the sum of all the values of the second column of the Confusion Matrix, etc. As can been seen from the summation matrix, following all ten folds of cross validation, all of the 15 subjects of the first group (Y) were classified correctly; whereas of the 25 subjects of the second group (O), 23 were classified correctly, and 2 were misclassified into the first group (Y).
In total, using 10-fold cross validation, there were 2 misclassifications out of 40 subjects, and that yields a misclassification rate of 0.05. The Confusion Matrix above shows the results of the leave-one-out cross validation. Since there are totally 40 subjects, there are 40 rounds of cross validation, and during each one of those, one subject is randomly left out and used for validation purposes. The first column shows the number of test subjects that were randomly left out from the first group (Y) for validation purposes and were subsequently classified correctly. The second column shows the number of subjects that were randomly left out from the second group (O) for validation purposes and were subsequently misclassified into the first group (Y). The third column shows the number of subjects that were randomly left out from the first group (Y) for validation purposes and were subsequently misclassified into the second group (O). The fourth column shows the number of test subjects that were randomly left out from the second group (O) for validation purposes and were subsequently classified correctly.
As can been seen from the summation matrix, at the bottom of the Confusion Matrix, following all 40 rounds of leave-one-out cross validation, all of the 15 subjects from the first group (Y) were classified correctly; whereas of the 25 subjects of the second group (O), 23 were classified correctly, and 2 were misclassified into the first group (Y).
In total, using leave-one-out cross validation, there were 2 misclassifications out of 40 subjects, and that yields a misclassification rate of 0.05.
