The software available to implement and carry out efficiency analysis is crucial for the diffusion of efficiency frontier techniques among applied researchers and policy makers. The implementation of up-to-date productivity and efficiency analysis is indeed important to advance our knowledge in many fields, ranging from the public and regulated sectors to the private ones. This contribution fills a gap in the existing literature and surveys the currently available options to estimate a variety of frontier methodologies using either general or dedicated programs. We present a conceptual mapping of the key terms associated to the surveyed software and outline directions for future research.
Introduction
The availability of software and codes to perform rigorous empirical analysis is important for applied researchers and the wider scientific community. It is also increasingly important given the need to exploit data resources and the availability of big data. This need is particularly felt in the so-called frontier literature on Productivity and Efficiency Analysis (PEA) that has boomed over the last decades, since these extremum estimators tend to be rather computationally intensive. There is a wide variety of methodological surveys available on this PEA frontier literature (examples include Bogetoft and Otto (2011) , Del Gatto, Di Liberto and Petraglia (2011) , MurilloZamorano (2004) , and Parmeter and Kumbhakar (2014) , among others). Equally so, the enormous amounts of empirical applications of these PEA frontier methods have been capably summarised in a series of surveys per sector. Examples include agriculture (Bravo Ureta et al. (2007) ), banking (Aiello and Bonanno (2016)), health care (Rosko and Mutter (2011) ), ports (Odeck and Bråthen (2012) ), and water and sanitation (Worthington (2014)), among others.
While on occasion a review of some PEA frontier software has appeared in the literature (e.g., Barr (2004) or Hollingsworth (1999)), and some comparative review of available statistical tools and packages covers the gap of econometric software surveys (Korösi et al. 1993) , to the best of our knowledge no systematic and recent review of PEA software options is currently available. Therefore, the main research question that we address in this paper is: What software options exist to carry out frontier-based PEA? How many studies have analysed the existing software options? That is, what is the state of the art about the "implementation" of techniques to produce (generate) empirical evidence on productivity and efficiency? And related to this question, how many options are already available to researchers interested in the implementation of frontier models? In the existing literature, there is a lack of a unifying view on the different options available in terms of software implementation. We fill this gap by making a state of the art survey of the available software options. We also report the outcome of a clustering and a cognitive map based on the keywords of the identified relevant documents. We open a perspective to further research (outside the scope of this paper) on the field including: -a large scale evaluation and comparative assessment of the performance/validity of the existing software; -need of standard to check the quality of the available software and to create an open repository for their storage and maintenance. The method applied to carry out the survey is based on a systematic review, taking into account the specificities of the objective of the study and the limitations of the technique.
The paper is organized as follows. The next section introduces the approach followed to carry out the systematic review. The subsequent section reports the main outcome of the paper that is the state of the art of the existing options of software for PEA and outlines a comparative analysis carried out on them. The next section reports the cluster and density maps produced by the main keywords of the relevant documents identified, while the final section concludes the paper and outlines directions for further research. In the Appendix additional information on the queries carried out on Scopus and Google Scholar are reported, together with the flow diagrams of the systematic search and additional detailed information on the study carried out.
Methodology of the Survey
According to Petticrew and Roberts (2006, p. 19 ) a "systematic (literature) review is a review that strives to comprehensively identify, appraise and synthesize all the relevant studies on a given topic. Systematic reviews are often used to test just a single hypothesis, or a series of related hypotheses." In sum, it tries:
1. to collect all existing evidence that fits some pre-specified eligibility criteria in order to answer a specific research question. 2. It uses explicit, systematic methods (adopting a replicable, scientific and transparent process) that are selected with the purpose of minimizing the inherent bias, and hence, enhancing the reliability of the findings.
The principal characteristics of this approach are:
• a clearly stated objective with pre-defined eligibility criteria for inclusion of the relevant materials;
• an explicit, reproducible methodology;
• a systematic search that attempts to identify all studies and relevant materials that would meet the eligibility criteria;
• a systematic presentation and synthesis of the features of the included relevant studies and documents.
This approach has been developed initially in medical science to summarize and make sense of an often contradictory mass of empirical evidence available that is difficult to synthesise (see, e.g., the reference in this field by Higgins and Green 2011). The limitations of the approach have been described in many works, including Petticrew and Roberts (2006) who discuss the specific features of the approach for application in the social sciences. Tranfield et al. (2003) highlight the limits of the approach in the managerial field and propose a "lighter" use of the approach to provide an "evidence informed" or "evidence aware" answer to the research question (objective) of the systematic review, instead of a stronger "evidence based" information. We follow this latter approach given the specific questions we wish to address.
In Box 1, we summarize the main choices we have made in our analysis pertaining to the main objective, the eligibility criteria, explicit methodology, systematic search, and systematic presentation and synthesis.
Main objective (our research question) How many and what software exist to carry out PEA? How many studies have analysed the existing software options?
Eligibility criteria
We include only those programs or software that are diffused as a package or a toolbox and for which there is sufficient English language documentation for the user.
Explicit methodology
Systematic review on two databases with 4 a different coverage: Scopus and Google Scholar, integrated by expert knowledge and a "light" application of the systematic review approach for social sciences.
Systematic search
All details about the queries run on the two databases are described in the paper and reported in Appendix (Table 1A) .
Systematic presentation and synthesis
The outcome of the survey is reported in a summary way in Table 4 and in a more detailed way in Appendix (Table 3A) . A mapping and clustering illustration of the main keywords is reported in Figures 1  and 2 . Box 1. Choices made in the systematic review
In the selection carried out on the identified papers in the English language solely (see more details below) we avoid that articles mentioning the simple application of an existing software were considered as relevant (e.g., "our results were computed in GAMS", "we used FEAR", etc.). Equally so, articles that simply mention the availability of computer code or contain snippets of such code without a written documentation are ignored. Moreover, we distinguish between frontier software and articles describing conceptual or real decision support systems involving some use of frontier estimation. Our survey is entirely bibliographical and is limited to sources in English. In particular, we have made no attempt to make an inventory of software that is undocumented. i For instance, these can be programs that do not contain any documents or user guides, ignoring any eventual minimal installation instructions. Or, it concerns code in software that is related to a specific article or working paper, often made available on repositories or researcher's web pages. ii The key summary tables of the study (i.e., Table 4 and  Table 3A ) contain first and foremost references to the documents. The main reason to limit our survey to a bibliographical approach is that the methodology of doing a bibliographical search is rather well established. By contrast, the methodology to assemble all sources of software code is far less standardized.
Synthesizing the evidence, from the inspection of these summary tables it emerges that there has been an increase in the number of free open toolboxes proposed in the last years, denoting an increasing interest for the field and ability/willingness to share codes and programs. This leaves open the issue on how to control the quality of these existing packages (which one can be used for which purpose). We return to this issue in the concluding section when outlining directions for further research.
Let us now describe the main steps in our systematic search. The systematic survey on PEA software literature initiates with a list of 34 documents identified as relevant by expert knowledge (i.e., the authors). In this list (see Table 1 ), there are 9 books, 17 articles, 2 reports and 6 user Guides. We collect the keywords of these documents 5 (when present) to run the first broad query in the two scientific literature databases considered in our analysis, namely Scopus and Google Scholar. Books, manuals, reports, user guides and many types of documentation do not provide keywords associated. For those cases, the most repeated words in the title, abstract or introduction are taken as keywords to compose a complete repository of terms associated with (and to track the) software options. An overview on the process followed in the search on these two databases (Scopus and Google Scholar) is shown in Figure 1A .
The systematic search on Scopus was conducted with eight specifications described by the scripts reported in the top panel of Table 1A . The search was carried out on December 1 st , 2016, from 14h08m (UTC+01:00) to 17h20m. The query Q1 (see Table  1A ), was run over all the disciplinary fields in the Scopus search engine. We obtained a dataset of 7814 documents that includes research papers, articles in press, books, reports, technical notes, letters, reviews and conference proceedings distributed among the main areas of life science, health science, physical science, social science and humanities, from the year 1988 to 2016. After this first step, the query Q1 was rewritten in terms of Q2 to remove case studies that are not relevant for the purpose of this survey. A total of 3266 documents in 160 subject categories resulted from this specification, ranging from 21 to 1492 occurrences per subject category.
Thereafter, we introduced further refinements on subject classes to exclude general and irrelevant documents. This process leads us to the queries Q3 and Q4 (see Table 1A ). These refinements resulted in a total of 627 potentially relevant documents. Subsequently, the queries Q5 and Q6 (see Table 1A ) were run to limit the obtained documents to the specific knowledge area related to PEA software reviews. As an outcome, we obtained 395 potential relevant documents. Lastly, from this set of 395 potential relevant documents, a title based selection lead us to consider 29 documents for a deeper exploration based on the documents' abstract and body. The reading of the 29 documents obtained lead us to consider 1 relevant document. The left side flow diagram of Figure 1A reports a graphical representation of this process run on Scopus.
The systematic literature search on Google Scholar followed a similar reasoning, but with a difference in the specifications concerning refinements and re-refinements (since the Google Scholar engine limits queries to 256 characters). The Google Scholar systematic search was carried out on December 2, 2016, at 13h21m and ended at 16h38m (UTC+01:00). It consists in six specifications: from the broadest to the more specific ones (see Figure 1A right side flow diagram). The general terms in Q7 and Q8 are the same as Q1 and Q2 carried out in Scopus, but with a different syntax. These queries lead to a wider set of results due to Google Scholar's extensive capacity to find out documents throughout internet servers and a wider variety of document sources and types. The attempt to increase the precision of results for geographic regions, general terms and unrelated areas considerations lead us to 719 thousand occurrences. Further refinements and specifications (see queries Q9, Q10 and Q11 in Table 1A ) lead us to a title inspection on a total of 296 potentially relevant documents.
As an outcome of this title inspection, 82 documents were selected as potentially relevant documents and thereafter 33 final documents were retained for abstract reading (one of which was already included in the outcome from the Scopus database). Since in total 16 out of these 33 potentially relevant documents also belong to the initial expert documents list, a number of 17 documents was added to the original list from the 6 systematic search and 16 documents are added from additional sources. The right side flow diagram of Figure 1A summarizes this selection process.
Tables 1, 2 and 3 present the 3 lists of relevant documents obtained as well as some additional information retrieved from Google Scholar. The first column of the tables reports the id number of the document; the second column reports the reference of the document; the third column indicates the nature of the document; and the fourth column mentions the number of versions of the document available in Google Scholar.
The documents are classified into books (including book chapters), articles in scientific journals, proceedings (conference papers and reviews), reports (working papers, white papers, press releases, erratum, essays, and sales or marketing documents with a report structure), and manuals (user guides, letters, notes on software or any relevant documents with a manual structure).
The number of versions available of each document merits some discussion. In Google Scholar each document may have different versions when the document is found with different years in different repositories or different editions of the same book. Also, different digital extension formats (such as .doc, .docx, .pdf), proceedings papers that are later published as journal articles, and different language sources, or author name abbreviations may lead to different versions of the same document. It has to be noted that the additional documents reported in Table 3 were added on the basis of expert knowledge because their keywords did not match with our initial keyword specification. This is really an area of further research since combining expert knowledge and other kinds of systematic source searches (e.g., web sites of PEA scholars) may bring valuable information on existing software options.
Comparative Analysis of the Available Options
In this section, we summarize the main characteristics of each PEA software and packages inventoried by our systematic review. The main result of this paper is the content of Table 4 . Table 4 summarizes -to the best of our knowledge-the available software for PEA based on the systematic review described above. Table 5 describes seven main dimensions (based on Barr (2004)) for which the comparative assessment on the existing software for PEA is carried out, namely, Frontier Models, System Requirement, Variable and Constraints Limitation, User interface, Reports' Structure, Cost and User Support. More details can be found in the Appendix Table 3A . The programs present in Table 3A are divided in two categories: General purpose software (econometric programing languages) and Dedicated software, which also includes web-based programs. The programing languages are able to feature any DEA or SFA approach with proper knowledge of the algorithm design and specific characteristics of the tool. Our comparative analysis also lists a set of specific libraries each program grants the usage. By way of example, Benchmarking and FEAR are libraries that can be attached to the general-purpose statistical package R to enable access to up-to-date advances in DEA and SFA analysis. The web-based programs bring benefits of interoperability among different operating systems and save hardware capacity and resources. They require web browsers to perform the analysis. For instance, Opensource DEA aims to provide a free open platform and code that can be used and modified by anyone.
The information considered for the first dimension is summarized as FDH, DEA and SFA models, parametric or non-parametric approaches, in the Appendix Table 3A . The choice of the most appropriate Frontier Model is a source of discussions in surveys of core methods for productivity measurement (Del Gatto et al. 2011; Murillo-Zamorano 2004) , which mostly depends on the decision maker goals, data set and characteristics of the empirical area of assessment. A wide range of DEA models are considered by each package, from the traditional constant and variable returns to scale DEA models (Charnes Cooper and Rhodes 1978; Banker et al. 1984) , additive slack-based (Charnes et al. 1985; Tone 2001) With regard to SFA, the most relevant models inventoried are the time invariant model (Battese et al. 1989) , the generalized production frontier (Battese and Coelli 1988) , the Pitt and Lee (1981) The system requirement dimension in Table 3A looks at the different operating systems and processor requirements in which the programs can operate. The dimension "Variable and Constraints Limitation" refers to the problem size, i.e., the number of decision making units and input/output variables which the program can handle without additional data scaling or adjustments. This information is retrieved from manuals, online documentations, reports and case study applications to present a synthetic content of the packages. iii
The user's interface considers three types of usage platforms: DOS command line (CLI) or specific integrated developer environments (IDE) (e.g., the R command line prompt), particular graphical user interfaces (GUI) designed by the developers and outsourced graphical user interfaces (e.g., MS Excel in which the software borrows the environment and graphical resources to perform and report the assessment). The report structure presents the main features of the software results (such as the efficiency projection, individual scores, graphs, scripts, weights, lambdas (intensity), peers, slacks, and summary statistics (when statistical tools iv are included). Some of the simplest software options generate only a single text file with main results.
The costs listed in the seventh column relate to standalone commercial licences for a single computer during the period of one year, and are separated into academic users (university students and faculty) and business users (public v and private companies). Many packages require additional solvers, packages or programs to analyse the Frontier Models described in the second column. This information is added after the main prices, relating the specific solver/program in parenthesis, to obtain an accurate picture of the total costs for interested readers. Some programs offer customized prices depending on the problem size (i.e., number of DMUs, constraints and resource items), or grant discounts for a second year renewal. Readers are invited to consult the references and websites for more details. Finally, the user support dimension relates to the provision of technical support, user guides, documentation, manuals, FAQ, training courses, and other forms of contact and support for clients (with pricing information when applicable).
On the one hand, the necessity of empirical application against the background of a rapid development of many DEA models and ways to estimate the SFA frontiers with different assumptions for different purposes gives a lead to the usage of standard programing languages (e.g., R, Matlab vi , Gams and AMPL vii ) instead of dedicated programs. Dedicated or specific software products are designed for a limited number of features, tools and specific properties, without the possibility to explore new approaches or assumptions that may contribute to advance theory. Programing languages make it easier to follow the frontier of scientific knowledge by allowing for improvements in conventional models and by providing the tools to bring forth recent considerations. On the other hand, the inconvenience for the user to learn the syntax of a mathematical programing language and the additional work to perform simple statistical analysis may lead some researchers to opt for easier specific DEA and SFA programs.
There are few considerations that must be stated. All DEA software products in this comparative assessment are able to perform both constant (CRS) and variable (VRS) returns to scale models, and most can also handle the non-decreasing and nonincreasing returns to scale variations. For instance, PIM-DEAsoft is a much customized product with different price specifications depending on license quantity, number of DMUs, license expiration time (with an option for a permanent license) and additional models. The price information in Table 3A regards a single license for 1 year to evaluate up to 50 units including all additional packages. DPIN 3.1 and TFPIP 1.0 use DEA variants of the CRS model for both output and input oriented cases to estimate the production frontier and compute productivity indexes and determinants of efficiency change. Thus, DPIN focuses on the estimation of production technology and levels of efficiency change into Hicks-Moorsteen indices of Total Factor Productivity (TFP), whereas TFPIP approaches the Törnqvist (1936) and Fisher (1922) index number methods of TFP.
LIMDEP and NLOGIT are the only specific software products available that perform both efficiency evaluation in terms of DEA modelling and for SFA, and that can also consider partial or environmental effects on data. Readers might find prior versions of DEAFrontier referred in some textbooks and papers as Excel DEA Solver, with the same basic DEA models and tools.
Mapping and Linking Keywords Related to the Available PEA Software
In this section, we summarize the outcome of a mapping exercise carried out on the keywords of the relevant documents considered in this survey. The objective is to present some cognitive and proximity maps among concepts linked with the software and packages options available for PEA.
The network cluster illustrated in Figure 1 and the density map reported in Figure 2 summarize the results of this exercise. The set of keywords co-occurrence metrics needed to generate the two figures were created with the resources of the software tool VOSviewer (Van Eck and Waltman 2010, 2014) . The relationships illustrated in the Figures are generated by the information provided in Table 2A , namely the item occurrences (see column 2) and the link strength of the keywords (see column 3) extracted from each document. Each keyword is designed as a circle node where the number of occurrences defines the size of its label, and the strength of a link defines the network relation and position. When there is a link between two keywords, the strength of the link gets a positive number equal to one; it equals zero otherwise.
Some generic keywords were eliminated to avoid double counting the related concept/approach. Thus, both Figures 1 and 2 relate to a refined set of keywords without the expressions 'Data Envelopment Analysis (DEA)', and 'Efficiency and Productivity Analysis'. The figures 1 and 2 are obtained based on 154 connected nodes (items) and 6 isolated terms from a network of 160 relevant keywords. Note that these map projections are created based on the keywords of the relevant documentation reported by Tables 1 and 2 (i.e., the additional sources of bibliometric data are not taken into consideration).
In Figure 1 , three main clusters can be observed. The red cluster which aggregates data envelopment software and packages items, the green cluster for parametric and nonparametric models and methods, and the Blue cluster in which some general efficiency analysis expressions and R packages are included. The density of cooccurrences reported in Figure 2 expresses an intensity of the evaluated keywords' relevance according to the number of neighbouring (or adjacent) keywords in the specific document, and their importance in terms of connections with other documents. This yields a considerable importance to identify the most relevant areas and expressions for a systematic survey (Van Eck and Waltman, 2010) and to support additional systematic searches for future updates in software products. The isolated keywords clusters of interactive benchmarking (efficiency analysis) and cross-sectional items, for instance, has weak relevance as red-density words, with some less intense connection (and related documental terms) as outcome of the general queries.
Some adjustments had to be made on a few specific keywords provided by the authors or extracted from the documentation that contained spelling typos or presented several forms to designate the same expression, such as 'orderm' and 'order-m', 'nonparametric' and 'non-parametric', 'measurament' instead of 'measurement' or 'algebric' instead of 'algebraic'. The main structure of the scientific mapping did not present a significant change with this sort of items aggregation. The main result, which appears from this mapping exercise, is a kind of unified view (a compact presentation) of the different frontier models and their program implementation. It seems to support a trend towards a convergence of the parametric and nonparametric approaches in PEA (see also Daraio and Tables 1 and 2 
documents

Conclusions and Future Research
In this paper we have presented a state of the art review of the existing software options available to carry out frontier estimation and PEA analysis. The information provided is probably particularly suited for applied economists interested in the interdisciplinary field of PEA, as well as to researchers and policy makers interested in the state of the art on the tools available for frontier models implementation.
The survey has been limited to searching for the software and its related documentation. In a second step we provide a summary comparative analysis on the relevant software/documents found on the basis of the self-declared information on the web site and/or reported in the documentation. This means that a systematic comparison and or assessment of the performance of the surveyed software is out of the scope this review. This could be an interesting avenue for further research. To perform such an in-depth evaluation of the software options there are several possibilities. For instance, one can contact all software distributors, develop an exhaustive classification scheme, and perform some benchmark tests. Alternatively, one can focus on the commercial publishers and ask their collaboration to define some minimal scheme of features, or one can analyse only open source or free software.
The survey carried out in this paper highlights an increasing availability of open source toolboxes and software for the implementation of many alternative or coincident efficiency models. Another interesting avenue for further research could be to foster the development of open sources available. Von Krogh and Von Hippel (2006) analysing the research on Open Source software identify different areas of its development, including motivations of contributors and including also the process of innovation in open source software projects. In addition, they consider also the competitive dynamics enforced by open source software. This latter option is, perhaps, the most important motivation for our analysis. The availability of new open software for carrying out productivity and efficiency analysis indeed can lead to improve the available tools at the benefit of the communities of users and interested policy makers at hand.
A crucial unanswered question posed by the evidence reported in this paper is the following: what is the "quality" of these existing and available software tools? This is a relevant question to further address in future research. It is not an easy topic. For instance, Stamelos et al. (2002) propose three main steps for an open source code quality analysis, namely:
1) the definition of a set of "standard" software rules, 2) a source code analysis to assess the code developed and verify conformance to the selected rules 3) using the results of the assessment in the new release of the software. The answer to this question would be important for the eventual development of an Open Source Dynamic Digital Repository of software for running PEA whose main features of the software and the respective maintenance could be made available to the community of practitioners and policy makers. ii Obviously, we know that a lot of researchers in the PEA area offer snippets of computer code in various languages on their web pages. Examples of such web pages include: O. Badunenko (https://sites.google.com/site/obadunenko), R. Sickles (http://rsickles.rice.edu/efficiency-software/, Sickles and Zelenyuk (2017)), H.-J. Wang (http://homepage.ntu.edu.tw/~wangh/#professional), among others. However, we believe that to systematically collect all such web sites and report results in a meaningful way is promising work for the future.
iii This is coherent with the main aim of this survey: i.e., to present the state of the art of the existing software options, without entering into a full scale analysis of their performance. 
