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MINUTES OF THE 88TH MEETING
ARKANSAS ACADEMYOF SCIENCE 2004 FINANCIALSTATEMENT
SUMMARY OF 1st and 2nd BUSINESS MEETINGS
University of Arkansas-Jonesboro Ending Balance - December 31, 2003 $ 28,720.77
April 2-3, 2004
Beginning Balance -January 1, 2004 $ 26,164.94
1. Call to Order: Wayne Gray, President of the AAS,
called the meetings to order.
Net Gain $ -2,555.83
(actual loss for the year)
DISTRIBUTION OF FUNDS
2. Historian: Henry Robison reported that this is the 88th
annual meeting of the Arkansas Academy of Science.
This is the 7th time the annual meeting was held at
ASUJonesboro, the other meetings being in the years
1952,' 1967, 1973, 1980, 1990, and 1994.
$ 677.97Checking Account (Bank of Ozarks, Conway, AR)
Certificates ofDeposit
Dwight Moore Endowment
(Bank of Ozarks, Conway, AR) $ 4,889.62
3. Local Arrangements Committee: Local Arrangements
Chair Bao-an Li expressed his thanks to the many
people who have helped to host the meeting who will
also be recognized in the resolutions.
LifeMembership Endowment
(US Bank, Conway, AR) $ 5,000.00
(Bank ofOzarks, Conway, AR) $ 7,000.00
$12,000.00 $ 12,000.00
CD Unrestricted $ 3,000.004. Secretary: The minutes from 2003 business meetings at
the UA-Fayetteville campus were approved. Mostafa
Hemmati reported for Jeff Robertson on the current
membership list that included approximately 130
members and 50 student members to the Academy. A
request for $200 was made to offset mailing charges
incurred for the AAS mailings, the Newsletter, and
Journals that were not picked up at the annual meeting
was approved.
(Bank of Ozarks,Conway, AR)
$ 5,597.35Phoebe and George Harp Endowment
(Bank of Ozarks,Conway, AR)
$ 26,164.94TOTAL
INCOME:
1. ANNUALMEETING $ 500.00
5. Treasurer/Auditor: The financial report presented by
Joyce Hardin. Details on the income and expenses for
the year were presented in addition to journal cost
issues. Bob Wiley, chair of the Accounting Committee
praised the Academy and Joyce for their integrity and
good financial records. Report was unanimously
accepted.
2. ENDOWMENT DONATIONS
a. AAS Unrestricted
a. AAS Unrestricted
$ 25.00
$ 25.00
$ 50.00 $ 50.00
3. INTEREST $ 444.89
4. INDIVIDUALMEMBERSHIPS
a. Associate/Student
b. Regular
c. Sustaining
d. Sponsoring
e. Life
$ 570.00
$ 2,2<)5.00
$ 105.00$ 45.00
$ 300.00
6. Journal Editor-in-Chief: Stan Trauth indicated that he
would soon be stepping down as Journal Editor-in-
Chief. There would have to be some thought about this $ 3,315.00 $ 3,315.00
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5. INSTITUTIONALMEMBERSHIPS $ 700.00 3. MISCELLANEOUS
a. Checking Account service charge $ 8.00
b. USGS Library (refund) (1010) $ 100.00
c. NAASdues (1018) $ 57.70
6. MISCELLANEOUS
Double posted check $ 32.20
$ 165.70 $ 165.707. JOURNAL
a. Miscellaneous Sales
b. Page Charges
$ 2,940.00
$ 9,280.00
$ 800.00
$13,020.00
4. NEWSLETTER
ATUPhysical Sciences (1019) $ 70.20c. Subscriptions
$ 13,020.00
$ 18,062.09
5. OFFICE EXPENSES
Jeff Robertson (10 Hi) $ 53.36TOTAL INCOME
EXPENSES: 7. JOURNAL
a. Stan Trauth - Editorial Consultation1. ANNUALMEETING
and Travel Volume 56 (1009) $ 200.00
b. Pinpoint Color Volume 56 (101 1) $ 18,201.93
c. Joy Trauth - Editorial Consultant
a. Walt Godwin (1012)
b. Wayne Gray (1013)
$ 40.00
$ 40.09
$ 80.09 $ 80.09
Volume 57 (1017) $ (>()().()()
d. Chris McAllister volume 57 (1021) $ ,')()().()()2. AWARDS
a. Arkansas Science Fair (1015) $ 400.00
b. Conway Trophy (1014) $ 96.64
c. Arkansas Junior Academy (1020) $ 250.00
$ 19,501.93 $ 19,501.93
$ 746.64 $ 746.64 TOTAL EXPENSES $ 20,617.92
COST OFJOURNAL
VOLUME COPIES PAGES PRINTER. TOT. VOL.
COST
COST/COPY COST/PAGE
CHARGE
35 (1981) 450
36 (1982) 450
37 (1983) 450
38 (1984) 450
39 (1985) 450
40 (1986) 450
41 (1987) 450
42 (1988) 450*
43 (1989) 450*
44 (1990) 450*
45 (1991) 450*
46 (1992) 450*
47 (1993) 400
48 (1994) 450
49 (1995) 390
50 (1996) 345
51 (1997) 350
52 (1998) 350
53 (1999) 350
54 (2000) 350
55 (2001) 360
56 (2002) 350
!)(, $3,694.68 $4,620.99 $10.27
$5,233.28 $5,291.69 $11.76
$5,326.91 $5,944.44 $13.21
$5,562.97 $6,167.72 $13.71
$7,856.20 $8,463.51 $18.81
$6,175.20 $6,675.20 $14.23
$7,122.79 $7,811.25 $17.36
$7,210.79 $7,710.15 $17.13
$8,057.24 $8,557.24 $19.02
$9,298.64 $9,798.64 $21.77
$9,397.07 $9,929.32 $22.06
$9,478.56 $10,000.56 $22.22
$12,161.26 $12,861.26 $32.15
$17,562.46 $18,262.46 $40.58
$14,725.40 $15,425.40 $39.55
$11,950.00 $12,640.75 $36.64
$14,308.01 $15,008.01 $42.88
$12,490.59 $13,190.59 $37.69
$13,686.39 $14,386.39 $41.10
$14,149.07 $14,849.07 $42.43
$16,677.22 $17,498.22 $48.61
$18,201.93 $19,001.93 $54.29
$48.14
$48.11
$57.71
$63.58
$56.42
$68.11
$67.34
$66.47
$71.91
$72.05
$73.01
$86.21
$80.38
$67.63
$77.51
$80.00
$70.13
$91.60
$89.91
$92.81
$89.73
$73.94
110
103
97
150
!)K
116
116
119
136
136
116
160
270
199
158
214
144
160
160
19.5
257
The Total Volume Cost equals the printer's charge plus the editor, editorial assistant, and other miscellaneous charges.
On Volume 42 the Academy received 560 copies, but the printer did not charge us for the extra 110 copies. For comparison
purposes the calculated cost/copy is based on 450 copies.
On Volume 43 the Academy received 523 copies, but the printer did not charge us for the extra 73 copies. For comparison
purposes the calculated cost/copy is based on 450 copies.
On Volume 44 the Academy received 535 copies, but the printer did not charge us for the extra 85 copies. For comparison
purposes the calculated cost/copy is based on 450 copies.
On Volume 45 the Academy received 594 copies, but the printer did not charge us for the extra 144 copies. For comparison
purposes the calculated cost/copy is based on 450 copies.
On Volume 46 the cost was greater than usual due to the high cost of a second reprinting of 54 copies by a different printer.
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position as well as the company printing the journal.
He reports that Vol. 57 of the journal is 230 pages. A
request for the Academy to continue to support the
Journal Editor-in-Chief with an allotment of $200 to
cover incurred costs was accepted.
. Journal Managing Editor: Chris McAllister emphasized
the need for members who wish to publish in the
journal to read and follow formatting and submission
instructions. A request for $500 to cover incurred costs
associated with managing editor duties was approved.
I. Arkansas Science Fair Association: A request andapproval was obtained for $400 dollars to support theArkansas Science Fair Association from RosemaryJohnson on behalf of Michael Rapp.
I. Junior Academy of Science: The Junior Academy is inneed of new directorship. Wayne Gray announced thatJerry Manion of UCA would be the interim director. A
I
request to continue to support the Junior Science and
Humanities Symposium through an allotment of up to
$400 was approved.
r. Intel Talent Search: A request of $90 fromJim Murrayfor three plaques to given as awards was approved.
11. Committee Reports:
a. Biota Committee: the computerization of the Biota
lists are now complete and their online availability
is moving forward.
b. Science Education Committee: Mostafa Hemmati
shared information about the science education
discussions.
[. Local Arrangements Committee: Local ArrangementsChair Bao-an Li announced the various scholarlyawards presented to students for their researchpresented at the meeting symposia.
13. New Business:
a. Joyce Hardin from Hendrix announced the dates of
the 2004 meeting as April8-9, 2005 on the Hendrix
campus in Conway, Arkansas. Lyons College in
Batesville willhost the 2006 AAS meeting while
2007 and beyond are wide open for interested
institutions.
b. Walt Godwin announced that the official AAS
website is really maturing and has lots of useful
information as well as forms, executive officer
contacts and journal contents. The website is
located at http://cotton.uamont.edu/~aas.
c. Wayne Gray announced that the maintaining of the
membership list in electronic form has precipitated
the ease of an email distribution list that he has
been using to contact members. He also
commented on the need for our annual meeting to
be set in such a way as to foster a relationship with
the Junior Academy of Science. Currently the
meetings are the same weekend so that some
people associated with the JAS were prohibited
from coming to the AAS meeting and AAS
members where restricted from helping with the
JAS. Separating the meeting dates on separate
weekends would increase participation in both
events.
14. Nominations Committee: Mostafa Hemmati
announced new officers of the Academy. David Saugey
was elected by vote as Vice-President, joining Betty
Crump (President-Elect) and Stan Trauth (current Vice
President).
15. Closing: New president Betty Crump accepted the
gavel from former president Wayne Gray. Meeting
adjourned.
Jeff Robertson, AAS Secretary
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APPENDIX A
2004 AAS Award Winners
ORAL PRESENTATIONS
GRADUATE STUDENT AWARDS
Life Science:
1st place Allison Fowler
Winter Relative Abundance and Habitat Characteristics
of Swamp Rabbits inEastern Arkansas
UAM
2nd place TJ Robinson
Egg Size and Parental Quality, An Experiment to
Evaluate their Separate Effects upon Chick Performance
in the Eastern Bluebird (Sialia Sialis)
ASU
3rd place Mary Scott
Propagation of the Arkansas Fatmucket, Lampsilis powellii
(Lea, 1853)
ASU
Physical Science:
1st Sarah Spades
Analysis of Fatty Acids in Prehistoric Rock Paintings Using
GC-MS
ASU
2nd Deborah Herden
Spectral Reflectance of Rice Seedlings
UALR
3rd Burmshik Kim
Comparison of Filtered and Unfiltered Ground-Water
Quality, Eastern Arkansas
UAF
UNDERGRDUATE STUDENT AWARDS
Physical Science:
1st Andrea Hausman
Chromium-Hexavalent Bipyridyl Complexes as
Photoactivators for Protein Electron Transfer
ASU
2nd Bradley Hamilton
Metal Concentrations in Over-the- Counter Herbal
Preparations
ASU
Life Science:
Janelle Johnson1st
The Role of Fire, Nutrients, and Arthropod Predation in
Arkansas Grasslands
Hendrix
2nd Robert Neal
Feeding Response by the Leech Macrobdella diplotertia
(Annelida: Hirudinea) on Wood Frog and Spotted
Salamander Egg Masses
ASU
3rd Matthew Horton
Uptake and Storage ofMetals by Crayfish
ASU
Engineering:
1st Randy Stidham
Copper Doping of Evaporated Indium (III) Sulfide Films
ASU
POSTER PRESENTATIONS
GRADUATE STUDENT AWARDS
1st place Paul Millett
Molecular Dynamics Simulation of the Effects of Doping in
the Vicinityofa Bicrystal Grain Boundary
UAF
2nd st place Erin McCammon
AComparison of Ground-Based Thermal Infrared Imaging
to Spotlight Counts of White-Tailed Deer
UAM
UNDERGRDUATE STUDENT AWARDS
1st Sarah Young
Age and Growth Patterns of Large Mouth Bass, Small
Mouth Bass, and Spotted Bass from the Spring River in
Arkansas
ASU
2nd place Jacob Walls
Age and Growth Analysis of Centrarchid Species in the
Spring River, AR
ASU
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APPENDIX B
RESOLUTIONS
BE IT RESOLVED that we, the membership of the
Arkansas Academy of Science, offer our sincere
appreciation to the Arkansas State University for hosting the
88th annual meeting of the Arkansas Academy of Science.
We thank the Local Arrangements Committee: Chair Bao-
An Li and all of the student workers and staff, who
collectively contributed to such a successful meeting,
particularly Bill Burns (Chemistry), Robert Engelken
(Engineering), Jerry Farris (Biology and Environmental
Science, Wayne L. Gray (AAS President, UAMS), Robyn
Hannigan (Chemistry and Environmental Science), Debra
Ingram (Math and Statistics) Bruce Johnson (Physics),
Tillman Kennon (Science Education), Mike Panigot
(Chemistry), Betty Pulford (Conference Secretary), Jie Miao(Math and Statistics), Jon Russ (Chemistry and
Environmental Science), Ben Rougeau (Chemistry and
Physics), Andy Sustich (Physics), Lisa Templeton
(Conference Secretary), Stan Trauth (AAS Vice President,
Biology/ASU), and Bin Zhang (Physics). Appreciation is
expressed for the use of these excellent facilities, and the
hospitality shown to us by Arkansas State University
personnel. We especially thank our Keynote Speaker, Dr.
Jorge M. Vivanco for the technically informative and
interesting presentation entitled "The Underground
Information Highway." We thank Arkansas State University
for their donations to the Social and Banquet, which were
both excellent and thoroughly enjoyed by all. And we thank
Dr.Rick McDaniel, ASU Senior Associate Vice Chancellor
for Research and Academic Affairs for his entertaining
welcome.
We appreciate the Program Chairs, who contributed to
the organization and facility provision for this meeting:
David Gilmore (Environmental Biology), George Harp
(Arthropod Biology), Robert Engelken (Engineering),
Mostafa Hemmati (Physics), Wayne Wahls (Cell and
Molecular Biology), Brett Serviss (Plant Biology), Anwar
Bhuiyan (Chemistry), Robert Kissell (Wildlife, Ecology, and
Zoology), Tillman Kennon (Geoscience and Science
Education), James Engman (Aquatic Biology), and Anthony
Grafton (Chemistry).
We gratefully acknowledge the various directors of the
science and youth activities which are supported or
supervised by the Academy: Mostafa Hemmati, Chair of
he Science Education Committee; Mike Rapp, Director of
he Arkansas State Science Fair Association; Jim Murray,
Director of the Intel Science Talent Search; and Jerry
Vlanion. Co-Directors of the Junior Academy of Science.
We wish to thank all those who served as directors at the
egional science fairs and Junior Academy meetings
nrluding: Kathryn Shinn, Beverly Meinzer, Marty Huss,
Lynne Hehr, Gary Earleywine, Jim Edson, Brian Monson
and Mike Rapp.
The Academy appreciates the 2004 judges including
William Burns, Anne Grippo and Hector Flores
(Undergraduate and Graduate Posters), Shivan Haran and
Sergey Kudryashov (Undergraduate Engineering), Mike
Panigot and Bruce Johnson (Undergraduate and Graduate
Physical Science), Jerry Farris, AlChristian, and Ms. Betsy
Ashcraft (Undergraduate Life Science), and Jeannette
Loutsch, David Saugey, Rich Grippo, and Ms. Tiffany
Sanders (Graduate Life Science)
The Academy appreciates the Arkansas Environmental
Federation for donating to the undergraduate student
awards. We congratulate all who presented papers and
posters at this meeting. Student participants are especially
recognized since their efforts contribute directly to the
future success of the Academy and the improvement and
advancement of science in Arkansas.
The continued success of the Academy is due to its
strong leadership. We offer sincere thanks to our officers for
another excellent year: Wayne Gray (President), Betty
Crump (President-Elect), Stan Trauth (Vice President), Walt
Godwin (Past- President), Jeff Robertson (Secretary), Joyce
Hardin (Treasurer), Stan Trauth (Journal Editor-in-Chief),
Chris McAllister (Journal Managing Editor),Jeff Robertson
(Newsletter Editor), and Henry Robison (Historian).
A special thanks is offered to Renn Tumlison for
designing the new Logo for the AAS.
Finally, the membership wishes to posthumously
recognize David Chittenden and John Sealander for their
many years of numerous and valuable contributions to the
Academy and to the science profession.
Respectfully submitted this 3th day of April,2004.
Resolution Committee
Stan Trauth, Chair
BillBurns
Bin Zhang
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PROGRAM
Arkansas Academy of Science
88th Annual Meeting
April 2-3, 2004
Arkansas State University
SCHEDULE OF EVENTS
Friday morning
• 10:00 a.m. Registration begins. ASU Convocation Center lower level red entrance lobby
• 10:00 a.m.- 11:30 a.m. Academy executive meeting. Convocation Center Auditorium.
10:00 a.m. Poster session begins. Convocation Center Room A (front part). Posters willbe on display throughout the meeting.• 11:30 a.m.- 12:30 p.m. Annual meeting of the advisors and directions of the Ouachita Mountains Biological Station. Convocation Center Auditorium.
Friday afternoon
• 1:00 p.m. -3:00 p.m. Oral presentations. 4 parallel sessions in Convocation Center Auditorium, Rooms A (back part), B, and C.• 2:00 p.m. - 2:30 p.m. AAS Science Education Committee Meeting, conference room in the administration suite of the Convocation Center
• 3:00 p.m.-3:30 p.m. Coffee break.
• 3:30 p.m. -5:00 p.m. Oral presentations resume.
• 5:00 p.m. -6:00 p.m. First business meeting. Convocation Center Auditorium.
Friday evening
• 6:00 p.m.-7:00 p.m. Mixer1 '. Allparticipants are invited. Arkansas Academy of Science Camp by the pond north of the Convocation Center.
• 7:00 p.m.-8:00 p.m. Banquet and Music. Music by the Delta String Quartet. 7:10 p.m. Welcome speech. Dr. Rick McDaniel, ASU Senior Associate Vice
Chancellor for Research and Academic Affairs. Grand Hall of the Fowler Center.
• 8:00 p.m.-9:00 p.m. Keynote speech. Dr.Jorge M. Vivanco, Colorado State University. Host: Dr. Hector Flores, Dean, College ofScience and
Mathematics, ASU. Grand Hall of the Fowler Center.
Saturday morning
•7:30 a.m. -8:00 a.m. Breakfast. Convocation Center lower level red entrance lobby.
• 8:00 a.m.- 11:00 a.m. Oral presentations. Convocation Center Auditorium, Rooms A (back part), B, and C.• 11:00 a.m. -12:00 noon. Second business meeting. Convocation Center Auditorium.
12:00 noon Adjourn.
'Sponsored partially by the Arkansas State University Water-Life-Rock Laboratory.
"Concurrent event: "Wallflowers" art exhibition. Bradbury Gallery at the Fowler Center.
SECTION PROGRAMS
*Undergraduate **Graduate
SCHEDULE OF ORAL PRESENTATION SESSIONS ORAL PRESENTATIONS
Auditorium Room A Room B Room C
(back part)
Friday l:(X)p.m. Environmental Engineering! Cell and Chemistry 1
-3:00 p.m. Biology Molecular
Biology
Friday 3:30 p.m. Arthropod Physics Plant Biology
-5:00 p.m. Biology
Saturday 8:(X)am. Wildlife Geosciences Aquatic Chemistry 2
-11:00 a.m. Ecology and and Science Biology
Zoology Education Engineering 2
Friday, April2, 2004
Environmental Biology
Location: ASU Convocation Center
lower level red entrance Auditorium
Time Topic
1:00 D.F. G. . ilmore and K. Halcom, Dept. of Biological Sciences, Arkansas
State University, PO Box 599, State University, AR 724<>7. UV
RADIATION RESISTANCE OF PAINT-CONTAMINATING
BACTERIA
1:15 Darren Hess (l)Jeannette Loutsch (1) andJon Russ (2) (1) Department
of Biological Sciences, Arkansas State University, State University, AR
724(>7 (2) Department ofChemistry and Program and Environmental
Sciences, Arkansas State University, State University, AR 724(>7.
IDENTIFICATION OF CULTURED MICROBES GROWING
ON PREHISTORIC ROCK ART
(Friday 8:45 a.m.-Saturday 11:50 am Statistics Symposium. Computer
Science/Mathematics Building Room 217)
1:30 Burmshik Kim and Kenneth F. Steele, 113 Ozark Hall,Environmental
Dynamics Program, University ofArkansas, Fayetteville, AR727O1 and
Todd Fugitt Arkansas Soil and Water Conservation Commission, 101
East Capitol, Suite 350, Little Rock, AR 72201. COMPARISON OF
Journal of the Arkansas Academy of Science, Vol. 58, 2004
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FILTERED AND UNFILTERED GROUND-WATER QUALITY,
EASTERN ARKANSAS
1:30 Heng Wu. Jun Gao, Wallace D. Sharif, Mari K.Davidson, and Wayne
P. Wahls. A COMBINATORIAL,FACTORIAL APPROACH TO
REFOLDING OF RECOMBINANT REC12 PROTEIN OF
FISSION YEAST.1:45 Richard S. Grippo and Mellissa Milligan Department of Biological
Sciences, Arkansas. DIFFERENCES INWATER QJJAUTY AND
LEAF DEGRADATION ON UPPER ANDLOWER REACHES
OF TRIBUTARIES OF THE L'ANGUILLE RIVER,
ARKANSAS
1:45 Malathi Srivatsan, Dept. of Biological Sciences, Arkansas State
University, AR 72467. ACETYLCHOLINESTERASE BINDS TO
DISSOCIATED DRG NEURONS OF RAT
2:00 Blaine W. Schubert. Environmental Dynamics, 113 Ozark Hall,
University of Arkansas, Fayetteville, AR 72701. PLEISTOCENE
CAVE FAUNAS OFARKANSAS
2:00 K. Mark DeWall. Mari K.Davidson, Wallace D.Sharif, and Wayne P.
Wahls Department ofBiochemistry and Molecular Biology, University
of Arkansas for Medical Sciences, Little Rock, AR 72205. A TWO
DIMENSIONAL ELECTROPHORESIS ASSAY TO DETECT
MEIOTICALLYINDUCED SINGLE-STRANDED NICKS IN
GENOMIC DNA
Friday, April2, 2004
Engineering 1
Location: ASU Convocation Center
lower level red entrance Room A 2:15 Yang Ouand Wayne L.Gray. Dept. ofMicrobiology and Immunology,
Univ. of Arkansas for Medical Sciences, Little Rock, AR 72205.
CHARACTERIZATION OF SIMIAN VARICELLA VIRUS
GENE 29 PROMOTER
Topic
Emily Meeker. Dr. Robert Engelken, Randy Stidham, Anil Baral,
David Harlan, and Matthew Lemay, Optoelectronic Materials
Research Laboratory, College of Engineering, Arkansas State
University, P.O. Box 1740, State University, AR72467. DEPOSITION
AND PHOTOCONDUCTANCE OF SEMICONDUCTOR
POLYMER FILMS
2:30 Kara Davis, and Wayne L. Gray. Dept. of Microbiology and
Immunology. Univ. ofArkansas for Medical Sciences, Little Rock,
AR, 72205. A COSMID BASED SYSTEM FOR GENERATING
SIMIANVARICELLA VIRUS MUTANTS
1:15 David Harlan, Dr. Robert Engelken, Matthew Lemay, Randy Stidham.
Emily Meeker, and Anil Baral, Optoelectronic Materials Research
Laboratory, Arkansas State University College of Engineering, P.O.
Box 1740, State University, AR 724(57; Dr. Tito Viswanathan,
Department of Chemistry, University ofArkansas-Little Rock, 2801
South University Avenue, Little Rock, AR 72204. SPRAY
DEPOSITION OF IRON COMPOUND-BASED MAGNETIC
COMPOSITE FILMS
2:45 Jennifer Morton, Roger Abernathy Department of Mathematics andStatistics, PO Box 70, Arkansas State University, State University, AR
72467. A PROCEDURE FOR DETERMINING THE
RELIABILITYOF AFLUIDTRANSPORT SYSTEM
Friday, April2, 2004
Chemistry 1
Location: ASU Convocation Center
lower level red entrance Room C
1:30 Randy Stidham. Dr. Robert Engelken, Anil Baral, Emily Meeker,
David Harlan, and Matthew Lemay, Optoelectronic Materials
Research Laboratory, Arkansas State University College of
Engineering, P.O. Box 1740, State University, AR 72467. COPPER
DOPING OF EVAPORATED INDIUM(III) SULFIDE FILMS
Time
1:00
Topic
Sarah Spades andJon Russ, Department ofChemistry and Program of
Environmental Sciences, Arkansas State University, State University,
AR 72467. ANALYSIS OF FATTY ACIDS IN PREHISTORIC
ROCK PAINTS USING GC-MS
1:45 Anil Baral. Dr. Robert Engelken, Randy Stidham, Emily Meeker,
David Harlan, and Matthew LeMay, Environmental Sciences and
Engineering Programs, Arkansas State University, P.O. Box 1740, State
University, AR72467. ELECTRODEPOSITION OF CHROMIUM
(III)FROM GLYCINE ANDFORMIC ACID BATHS
1:15 Mai A. Elobeid. David H. Clarke, Robyn Hannigan and Jon Russ,
Department of Chemistry and Program of Environmental Sciences,
Arkansas State University, State University, AR 72467. CHEMICAL
ANALYSIS OF TOBACCO SMOKE USING GC NCD, GC-
SCD, GC-FID AND GC-ICP-MS
2:00 Willie Nelson. AlvinOng, and Daniel Bullock, Department ofPhysical
Science, Arkansas Tech University. GROWTH RATE
CALCULATIONS FOR ELECTRONIC DEVICE
PRODUCTION
1:30 Hamilton, B., Bickford, N., and Hannigan, R. Arkansas State
University, Department of Chemistry, PO Box 419, State University,
AR 72467. ELEMENTAL VARIATIONOF ENDOLYMPH AND
OTOLITH COMPOSITION INM0X0ST0MAERYTHRURUM
Friday, April2, 2004
Cell and Molecular Biology 1:45 Clarke, D., Bickford, N., Hannigan, R. Arkansas State University,
Department of Chemistry, PO Box 419, State University, AR 72467.
ANALYSIS OF DISSOLVED ORGANIC CARBON IN AN
INTERCONNECTED DITCH SYSTEM IN THE DELTA
AGRICULTURALZONE OF ARKANSAS
Location: ASU Convocation Center
lower level red entrance Room B
Topic
James J. Daly Sr.*, Max L. Baker+, and Terry L. Hostetler*;
Departments of Microbiology and Immunology* and Radiology+,
University of Arkansas for Medical Sciences, 4301 Markham Ave.
Little Rock, AR 72205. THE EFFECT OF IONIZING
RADIATIONON TRICHOMONAS VAGINALIS:INCREASE IN
LARGE, PIGMENTED INTRACELLULAR BODIES
ASSOCIATED WITH THE INABILTYOF CELLS TO DIVIDE
2:00 Ogendi. G.M., R.E. Hannigan, J.L. Farris, and D.L. Smith..
Department of Chemistry and Program for Environmental Science,
Arkansas State University, State University, AR72467. THE IMPACT
OF BLACK SHALE WEATHERING ON SEDIMENT
QUALITY:PRELIMINARYFINDINGS
Friday, April2, 2004
1:15 Stephen C. Grace' and Richard B. Walker 'Department of Biology,
University ofArkansas at Little Rock, 2801 S. University, Little Rock,
AR 72204 'Department of Chemistry and Physics, University of
Arkansas at Pine Bluff,Box 4941, 1200 N. University Ave.,Pine Bluff,
AR 71611. THIAZOLJDINES INHIBITOXIDATIVEDAMAGE
TO DNA CAUSED BYPEROXYNITRITE
Arthropod Biology
Location: ASU Convocation Center
lower level red entrance Auditorium
Time
3:30
Topic
Tsunemi Yamashita, Department of Biological Sciences, Arkansas Tech
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University, Russellville, AR 72801. LIFE HISTORY
CHARACTERISTICS, BIOMASS, AND PHENOLOGY OF
THE STRIPED SCORPION, CENTRUROIDES VITTATUS, IN
ARKANSAS.
Time
3:30
Topic
Zachary Elder and Brett E. Serviss. Department ofBiology. Henderson
State University. Arkadelphia, AR 71999-0001. POTENTIAL NEW
ADDITIONS TO THE ARKANSAS FLORA.
3:45 Dr. Laurence M. Hardy, Museum of Life Sciences, Louisiana State
University in Shreveport, One University Place, Shreveport, LA
71115 2399. TREES USED FOR TUBE SUPPORT BY
SPHODROS RUFIPES (LATREILLE 1829)(ARANEAE:
ATYPIDAE)INNORTHWESTERN LOUISIANA.
3:45 Hyatt, PhilipE. U.S.D.A. Forest Service, Southern Region. Suite 816N,
1720 Peachtree Road NW, Atlanta, GA 30309-2417. NOTEWORTHY
COLLECTIONS: ARKANSAS CAREX UPDATE
4:00 Travis D. Marsico UARK Herbarium, Biomass Research Center 141,
Fayetteville, AR 72701. VASCULAR PLANT SPECIES
INVENTORY OF RICHARDSON BOTTOMS WILDLIFE
VIEWING AREA
4:00 Janelle C.Johnson and Matthew D. Moran. Department of Biology,
Hendrix College, 1600 Washington Ave., Conway, AR 72032. THE
ROLE OF FIRE, NUTRIENTS, AND ARTHROPOD
PREDATION INARKANSAS GRASSLANDS
4:15 Don C. Bragg, USDA Forest Service, Southern Research Station, P.O.
Box 35Hi UAM, Monticello, AR 71656. HISTORICAL
REFLECTIONS ON THE ARKANSAS CROSS TIMBERS
George L.Harp. Arkansas State University, Department of Biological
Sciences, P.O. Box 599, State University, Arkansas 72467; Steve W.
Chordas III,The Ohio State University, 1791 Neil Avenue, Columbus,
Ohio 43210. SYNOPSIS OF THE WATERBOATMEN
(HEMIPTERA: CORKIDAE) OF ARKANSAS.
4:15
4:30 Paul F. Doruska*. David W. Patterson*, and Travis E. Posey** University of Arkansas School of Forest Resources; Arkansas Forest
Resources Center PO Box 3468, Monticello, AR 71656 Mid-South
Engineering, P.O. Box 1399, Hot Springs, AR 71902. STAND-LEVEL
GREEN WEIGHT EQUATIONS FOR LOBLOLLY PINE
SAWTIMBER
4:30 Michelle L. Cameron. Chris T. McAllister and Rowland M. Shelley.
Department of Biology,Texas A&MUniversity-Texarkana, Texarkana,
TX 75505 (MLC,CTM), and North Carolina State Museum ofNatural
Sciences, 4301 Reedy Creek Road, Raleigh, NC 27607 (RMS). NEW
GEOGRAPHIC DISTRIBUTION RECORDS FOR THEATOPS
POSTICUS (CHILOPODA: SCOLOPENDROMORPHA:
CRYPTOPIDAE), INOKLAHOMA.
Friday, April2, 2004
Wildlife Ecology and Zoology
Location: ASU Convocation Center
lower level red entrance Auditorium
4:45 Michael D. Warriner, Arkansas Natural Heritage Commission, 1500
Tower Building, 323 Center Street, Little Rock, AR 72201.
REDISCOVERY OF BOMBUS FERVIDUS (HYMENOPTERA:
APIDAE)INARKANSAS AFTER 90 YEARS
Time
8:00
Topic
Elizabeth Ellis and Ragupathy Kannan, Department of Biology,
University of Arkansas - Fort Smith, Fort Smith, AR 72913. THE
WESTERN KINGBIRD (TYRANNUS VERTICALIS): A
RECENTLY ESTABLISHED BREEDING BIRD IN
ARKANSAS
Friday, April2, 2004
Physics
Location: ASU Convocation Center
lower level red entrance Room A 8:15 William C. Holimon. Arkansas Natural Heritage Commission; 1500
Tower Building, 323 Center Street; Little Rock, AR 72201 ;Robert H.
Doster, U.S. Department of the Interior, Bureau of Reclamation; 555
Broadway NE, Suite 100; Albuquerque, NM 87102;
Douglas A.James, Department of Biological Sciences, University of
Arkansas, Fayetteville, AR72701; Joseph C. Neal, U.S. Forest Service,
P.O. Box 2255, Waldron, AR 72958; William M. Shepherd; 2805
Linden, Apt.3;Little Rock, AR 72205. FIRST DOCUMENTATION
THATTHE HENSLOW'S SPARROW REGULARLY WINTERS
AND BREEDS INARKANSAS
Time
3:30
Topic
Scott Austin, University of Central Arkansas, Department of Physics
and Astronomy, Conway, AR 72034. Be STAR SPECTROSCOPY
USING THE UCA FIBER-FED SPECTROGRAPH
3:45 Deborah L.Herden and AloisJ. Adams Department of Physics and
Astronomy, University of Arkansas at Little Rock, Little Rock, AR
72204. SPECTRAL REFLECTANCE OF RICE SEEDLINGS
4:00 Chris Justice and Mostafa Hemmati, Arkansas Tech University,
Russellville, AR 72801. ELECTRIC DISCHARGE: BOUNDARY
CONDITIONS
8:30 Bryan Bedrosian. Amy St.Pierre, and James C. Bednarz. INJURY
AND DEATH: ARAPTOR'S PARADOX
8:45 TJ Robinson and Thomas S. Risch,Department of Biological Sciences,
Arkansas State University, P.O Box 599, State University, AR 72467.
EGG SIZE AND PARENTAL QUALITY, AN EXPERIMENT
TO EVALUATETHEIR SEPARATE EFFECTS UPON CHICK
PERFORMANCE IN THE EASTERN BLUEBIRD {SIALIA
SIALIS)
4:15 Bin Zhang. Donald Johnson Department of Chemistry and Physics,
Arkansas State University, P.O. Box 419, State University, AR 72467-
0419. CENTRAUTY DEPENDENCE OF J/\|/ PRODUCTION
FROM A GLUON PLASMA
4:30 Bin Zhang, Department of Chemistry and Physics, Arkansas State
University, P.O. Box 419, State University, AR 72467-0419.
SIMULATING RELATIVISTIC BOLTZMANN EQUATION
FOR COLLECTIVE NUCLEAR MOTION
9:00 Robert E. Kissell, Jr. and PhilipA. Tappe. Arkansas Forest Resources
Center, School of Forest Resources, University of Arkansas
-
Monticello, Monticello, AR 716S6. AN ASSESSMENT OF
THERMAL INFRARED DETECTION RATES USING WHITE
TAILEDDEER SURROGATES4:45 Sergey I. Kudryashov, Department of Chemistry and Physics,
Arkansas State University, State University, AR 72467-0419, USA.
THE ROLE OF DYNAMICFRANZ-KELDYSH EFFECT AT
FEMTOSECOND LASER BREAKDOWN AND BULK
DAMAGEINDIELECTRICS
9:15 McCammon. ErinE.. Philip A.Tappe, and Robert E. Kissell,Jr. School
of Forest Resources and Arkansas Forest Resources Center, University
of Arkansas, Monticello, AR 71656. COMPARISON OF
BUCK:DOE AND DOE:FAWN RATIOS OBTAINED
THROUGH SPOTLIGHTING AND GROUND BASED
THERMALINFRARED IMAGING.
Friday, April2, 2004
Plant Biology
Location: ASU Convocation Center
lower levelred entrance Room B
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0:30 Allison Fowler and Robert. E. Kissell, Jr. School of Forest Resources,
University of Arkansas-Monticello, Monticello, AR 71656. WINTER
RELATIVE ABUNDANCE AND HABITAT
CHARACTERISTICS OF SWAMP RABBITS IN EASTERN
ARKANSAS.
Department, PO Box 419, State University, AR 72467. LEVELS OF
UNDERSTANDING OF PHYSICAL SCIENCE CONCEPTS
OF K-8 PRESERVICE AND INSERVICE TEACHERS
9:00 Dr. Wilson J. Gonzalez-Espada, Department of Physical Science,
Arkansas Tech University, 1701 North Boulder Avenue, Russellville
AR 72801. IS MATHEMATICS BACKGROUND A
PREDICTOR OF COMPLETION AND SUCCESS IN
GENERAL EDUCATION PHYSICAL SCIENCE?
9:45 Thomas S. Risch. Blake Grisham, Robert Langele, Elizabeth Compton,
Elizabeth Easley, and Sarah DeViney Department of Biological
Sciences, Arkansas State University. COMPARISON OF SMALL
MAMMALPOPULATIONS IN GENETICALLY MODIFIED
AND CONVENTIONAL CROPS 9:15 Steve Zimmer, Math & Science Institute, Arkansas Tech University,
Russellville, AR 72801-2222. THE RETENTION OF ABSTRACT
CONCEPTS INSCIENCE BY ADOLESCENTS10:00 Zachary D. Ramsey. Chris T. McAllister, D. Blake Sasse, and David A.
Saugey. Department of Biology, Texas A&MUniversity-Texarkana,
Texarkana, TX 75505 (ZDR, CTM); Arkansas Game and Fish
Commission, #2 Natural Resources Drive, Little Rock, AR 72205
(DBS); and U.S. Forest Service, P.O. Box 189,Jessieville, AR 71949
(DAS). PRELIMINARY RESULTS OF THE 2003 OUACHITA
MOUNTAINSBAT BLITZ,WEST-CENTRAL ARKANSAS.
9:30 Blair, B. G., G. R. Cline and W. R. Bowen.' Jacksonville State
University, Biology Department, 700 Pelham Road North,
Jacksonville, AL 36265. 'Emeritis, Maumelle, AR 72113.
GRANTSMANSHIP AND NSF STYLE STUDENT PEER
REVIEW IN AN UNDERGRADUATE RESEARCH
EXPERIENCE
10:15 TyD. Blacklock. Gary A.Heidt, and David A.Saugey; Department of
Biology University of Arkansas at Little Rock, Little Rock, AR 72204
(TDB, GAH) and U.S. Forest Service Star Route, Box 8AJessieville,
AR 71949 (DAS) REPORTED ANIMAL RABIES IN
ARKANSAS: 1991-2003
Saturday April3, 2004
Aquatic Biology
Location: ASU Convocation Center
lower level red entrance Room B
Time
8:00
10:30 Chris T.McAllister. Steve J.Upton, Charles R. Bursey, and Zachary D.
Ramsey. Department of Biology, Texas A&MUniversity-Texarkana,
Texarkana, TX 75505 (CTM, ZDR); Department of Biology, Ackert
Hall, Kansas State University, Manhattan, KS 66506 (SJU);
Department of Biology, Pennsylvania State University-Shenango
Valley Campus, Sharon, PA 16146 (CRB). PARASITES
(COCCIDIA, TREMATODA, NEMATODA) FROM SELECT
BATS (CHIROPTERA) OF ARKANSAS, MISSISSIPPI,
OKLAHOMA,AND TEXAS
Topic
Elizabeth Pope. Michelle Dare and James Engman, Biology
Department, Henderson State University, Box 7520, Arkadelphia, AR,
71999. PATTERNS INTHE OCCURRENCE OF FRESHWATER
SPONGE ON THE AQUATIC PLANT EGERIA DENSA IN
DEGRAY LAKE, ARKANSAS: DENSITY, DISTRIBUTION
AND COMMUNITY COMPOSITION.
8:15 Steve W. Chordas III.The Ohio State University, 1791 Neil Avenue,
Columbus, Ohio 43210; Patrick L. Hudson, USGS, Great Lakes
Science Center, 1451 Green Road, Ann Arbor, Michigan 48105; Eric
G. Champan, Department of Biology, Kent State University, Kent,
Ohio 44242. AUGMENTATION OF THE AQUATICDIPTERA
FAUNA OF THE WHITE RIVER NATIONAL WILDLIFE
REFUGE, ARKANSAS.
10:45 Angela D. Burns. Chris T. McAllister and Charles R. Bursey.
Department ofBiology, Texas A&MUniversity-Texarkana, Texarkana,
TX 75505 (ADB, CTM); and Department of Biology, Pennsylvania
State University-Shenango Valley Campus, Sharon, PA 16146 (CRB).
GASTROINTESTINAL HELMINTHS OF RAFINESQUE'S
BIG-EARED BAT, CORYNORHINUS RAFINESQU/I(CHIROPTERA: VESPERTILIONIDAE), FROM
SOUTHWESTERN ARKANSAS.
8:30 Henry W. Robison. Department of Biology, Southern Arkansas
University, Magnolia, AR71754; and Betty G. Crump, U.S.D.A. Forest
Service, Hot Springs National Forest, Hot Springs, Arkansas 71902.
DISTRIBUTION, STATUS, AND LIFEHISTORY ASPECTS OF
THE ARKANSAS ENDEMIC CRAYFISH, FALLICAMBARUS
HARPI HOBBS ANDROBISON
Saturday April3, 2004
Geosciences and Science Education
Location: ASU Convocation Center
lower level red entrance Room A
8:45 David A. Etnier, Department of Ecology and Evolutionary Biology,
University of Tennessee, Knoxville,TN 37996; and Henry W. Robison.
Department ofBiology, Southern Arkansas University, Magnolia, AR
71754. AN UNUSUAL HYBOGNATHUS (OSTEICHTHYES,
CYPRINIDAE) FROM LOWER WHITE RTVER, ARKANSAS
Topic
J.L. Bouldin. N.A. Bickford, G. Guha, B. Stroud, Environmental
Sciences Ph.D. Program, Arkansas State University, State University,
AR 72467. TAILWATER RECOVERY SYSTEMS FOR
IRRIGATION AS WATER RESOURCE CONSERVATION
TECHNIQUE INNORTHEAST ARKANSAS 9:00 Mary C. Scott. Jerry L. Farris, John L. Harris, Alan D. Christian,
Environmental Science Program and Department of Biological
Sciences, Arkansas State University, State University, AR. 72467.
PROPAGATION OF THE ARKANSAS FATMUCKET,
LAMPSILISPOWELLII (LEA,1853).
8:15 Robert C. Weih, Jr. and Tabitha Mattson, Spatial Analysis Laboratory(SAL), University of Arkansas-Monticello. Arkansas Forest Resources
Center, School of Forest Resources 110 University Court, Monticello,
Arkansas 71656. MODELING SLOPE IN A GEOGRAPHIC
INFORMATIONSYSTEM 9:15 Stephanie F. Barclay. Chris T. McAllister, Department of Biology,
Texas A&MUniversity, Texarkana, TX 75505; and Henry W. Robison,
Department ofBiology, Southern Arkansas University, Magnolia, AR
71754. NEW GEOGRAPHIC DISTRIBUTION RECORDS FOR
THE FLIER, CENTRARCHUS MACROPTERUS
(PERCIFORMES: CENTRARCHIDAE), FROM
SOUTHWESTERN ARKANSAS.
8:30 Dr. Ann Ross, Arkansas State University, Department of Teacher
Education, Box 2350, State University, AR 72467. A
COMPARISON OF TOPICS ANDLABORATORIES TAUGHT
IN SECONDARY CHEMISTRY COURSES TO THEIR
IMPORTANTCE AS PERCEIVED BY COLLEGE CHEMISTRY
TEACHERS INARKANSAS
9:45 Stanley E. Trauth and Robert G. Neal. Department of Biological
Sciences, Arkansas State University, State University, AR 72467-0599.8:45 Tillman Kennon, Arkansas State University, Chemistry & Physics
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FEEDING RESPONSE BY THE LEECH MACROBDELLA
DIPLOTERTIA (ANNELIDA:HIRUDINEA) ON WOOD FROG
ANDSPOTTED SALAMANDEREGG MASSES
Engineering 2
Location: ASU Convocation Center
lower level red entrance Room C
Chris T. McAllister. Charles R. Bursey, and Stanley E. Trauth.
Department ofBiology,Texas A&MUniversity-Texarkana, Texarkana,
TX 7550.5; Department of Biology, Pennsylvania State University-
Shenango Valley Campus, Sharon, PA 16146; and Department of
Biological Sciences, Arkansas State University, State University, AR
72467. HELMINTH PARASITES OF THE GROTTO
SALAMANDER, TYPHLOTRITON SPELAEUS (CAUDATA:
PLETHODONTIDAE), FROM NORTHERN ARKANSAS AND
SOUTHERN MISSOURI.
Time Topic
9:30 Shakhi
10:00
hrukh Ismonov. Ryan O.Meyer, Andrea L.Meeker, Brad Edgar,
Paul Sherman. College of Engineering, Arkansas State Univ. P.O. Box
1740, State University, AR 72467. BENCHMARK TESTING OF A
BEOWULF-CLASS PARALLEL CLUSTER FOR SCIENTIFIC
COMPUTING
9:4.5 Ryan O.Meyer. Shakhrukh Ismonov, Andrea L.Meeker, Brad Edgar,
Paul Sherman College ofEngineering, Arkansas State University, P.O.
Box 1740, State University, AR 72467. USE OF COMPACT
DIFFERENCE SCHEMES FOR SOLUTION TO
BENCHMARK PROBLEMS INAEROACOUSTICS
10: 15 Renn Tumlison and Brett Serviss. Department of Biology, Henderson
State University, Arkadelphia, AR 71999-0001. PAEDOMORPHIC
MOLE SALAMANDERS {AMBYSTOMA TALPOIDEUM) AS
CONTROLLING PREDATORS INFISHLESS PONDS, WITH
SUBSEQUENT METAMORPHOSIS
10:00 Anindo Roy* and Kamran Iqbal**. * Dept of Applied Sc, Univ. of
Arkansas at Little Rock, 2801 S. Univ. Ave.,Little Rock, AR 72204.**Dept of Syst. Eng., Univ. of Arkansas at Little Rock, 2801 S. Univ.
Ave., LittleRock, AR 72204. CAN MUSCLE STIFFNESS ALONE
STABILIZEBODY SWAY?
John Phillip Stewart. Robert G. Neal, Charles R. McDowell, and
Stanley E. Trauth, Department of Biological Sciences, Arkansas State
University, State University, AR 72467-0599. THE OCCURRENCE
OF EASTERN TIGER SALAMANDERS (AMBYSTOMA T.
TIGRINUM) INTHE HAROLD E. ALEXANDERWILDLIFE
MANAGEMENTAREA, SHARP COUNTY, ARKANSAS
10:30
10:15 Shivan Haran. Department ofMechanical Engineering, Arkansas State
University, P.O. Box 1740, State University, AR 72467-1740. Mark K.
Bradley, Planning & Research Division, Arkansas State Highway &
Transportation Dept., 10324 Interstate 30, Little Rock, AR 72203-2261.
HEALTHMONITORING OF STRUCTURES - APPLICATION
TOBRIDGES
10:45 Benjamin A. Wheeler'. Alan D. Christian-, and Stanley E. Trauth'.
'Department of Environmental Sciences, Arkansas State University,
State University, AR 72467; 'Department of Biological Sciences,
Arkansas State University, State University, AR 72467. HABITAT
ASSESSMENT FOR THE OZARK HELLBENDER
(CRYPTOBRANCHUS ALLEGANIENSIS BISHOPt) USING
STANDARD PROTOCOLS
10:30 Shivan Haran, Ph.D. Department of Mechanical Engineering,
Arkansas State University, P.O. Box 1740, State University, AR 72467-
1740. EMBEDDED PIEZOELECTRIC TRANSDUCERS IN
HEALTHMONITORING OF CONCRETE BEAMS
Saturday April3, 2004
Chemistry 2 POSTER PRESENTATIONSLocation: ASU Convocation Center
lower level red entrance Room C
Friday, April2, 2004
Engineering 2Topic
Andrea Hausman. M. Draganjac, Ryan Morgan, Angela Buckman,
Bryanna Lies, Department of Chemistry and Physics, Arkansas State
University, State University, AR 72467 and BillDurham, Department
ofChemistry and Biochemistry, University ofArkansas, Fayetteville,
AR 72701. CHROMIUM-HEXADENTATE BIPYRIDYL
COMPLEXES AS PHOTOACTIVATORS FOR PROTEIN
ELECTRON TRANSFER
Location: ASU Convocation Center
lower level red entrance Room A
Time Topic
M. Draganjac, Brad Hamilton. April Adams, Angela Buckman and
Student Affiliates, Department of Chemistry and Physics, Arkansas
State University, State University, AR 72467. GREEN CHEMISTRY
Howard, R., Bickford, N., and Hannigan, R. Arkansas State
University, Department of Chemistry, PO Box 419, State University,
AR 72467. AGE AND GROWTH ANALYSISOF CYPRINID,
ICTALURID,FUNDULID, COTTID, ANDPERCID SPECIES
INTHE SPRING RIVER,AR
8:15 Matthew Horton. Nate Bickford, and Robyn Hannigan. Arkansas
State University, Department of Chemistry, PO Box 419, State
University, AR 72467. UPTAKE ANDSTORAGE OF METALSBY
CRAYFISH
8:30 Bradley T. Hamilton (1), Robyn E. Hannigan (1), BillJ. Gurley (3),
Anne A. Grippo (2). Arkansas State University, State University, AR
72467 (1) Department of Chemistry & Physics; (2) Department of
Biological Sciences. (3) University of Arkansas for Medical Sciences,
College of Pharmacy, Department of Pharmaceutical Sciences, Little
Rock, AR. METALS CONCENTRATIONS IN OVER-THE
COUNTER HERBAL PREPARATIONS
Ben McDaniel, Nate Bickford, Robyn Hannigan Arkansas State
University, Department of Chemistry, PO Box 419, State University,
AR 72467. AGE AND GROWTH PATTERNS OF FISH
(SUCKER) FROM THE SPRING RIVERINARKANSAS
Michael J. Panigot, Jessica Botte. Jeremy Lamb, Megan McDonald.
Gayle Nichols. Valerie Qrrick. Adam Pearrow. Zachary Roe. Matt
Whiteside, Andrea Hausman, Angela Buckman, Bryanna Lies, Ryan
Morgan, Mark Draganjac, Department of Chemistry, Arkansas State
University, PO Box 419, State University, AR 72467-0419. STEPS
TOWARD THE PREPARATION OF THIOGLYCOSIDE
DENDRIMERS
8:45 Anwar A. Bhuiyan' and James R. Kincaid' 'Department of Physical
Sciences, Arkansas Tech University, Russellville, AR 72801;
'Chemistry Department, Marquette University, Milwaukee, WI53233.
STUDIES OF HOST-GUEST COMPLEXES
9:00 Jason Martin and Anthony K. Grafton* Department of Chemistry,
Lyon College, PO Box 2317, Batesville, Arkansas. MOLECULAR
DYNAMICS SIMULATIONS OF THE WATER SOLVATION
OF END-FUNTIONALIZED CARBON NANOTUBES
Walls, J., Bickford, N., and Hannigan, R. Arkansas State University,
Department ofChemistry, PO Box 419, State University, AR 72467.
AGE AND GROWTH ANALYSIS OF CENTRARCHID
SPECIES INTHE SPRING RIVER, AR.
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Young, S., Bickford, N., and Hannigan, R. Arkansas State University,
Department ofChemistry, PO Box 419, State University, AR 72467.
AGE AND GROWTH PATTERNS OF LARGE MOUTH BASS,
SMALL MOUTH BASS, AND SPOTTED BASS FROM THE
SPRING RIVERINARKANSAS.
Danielle R. Rinke. Timothy Voris and Floyd Beckford* Science
Division, Lyon College, Batesville, AR 72501. SYNTHESIS OF
ORGANOMETALLIC RUTHENIUM COMPLEXES AND
THEIR USE AS CATALYSTS FOR TRANSFER
HYDROGENATION REACTIONS INIONIC LIQUIDS.
R. Davic Pace and Patrick McLaurin Lyon College, P.O. Box 2317,
Batesville, AR 72501. A SOLVENTLESS MICROWAVE-
ASSISTED MALONICESTER SYNTHESIS
Valbona Bashari and Anthony K. Grafton* Department ofChemistry,
Lyon College, PO Box 2317, Batesville, Arkansas. THE ORIGIN OF
ESTER RESONANCE: A COMPUTATIONAL STUDY USING
HARTREE-FOCK ANDDENSITY FUNCTIONAL METHODS
Tatiana Abramova, Dr. David F. Gilmore Department of Biological
Sciences, Arkansas State University, AR, 72467. BACTERIAL
DEGRADATION OF LOW MOLECULAR WEIGHT
SULFONATES
Susan K.Gregory. Robert E. Kissell,Jr., and Philip A.Tappe, School
of Forest Resources, Arkansas Forest Resources Center, University of
Arkansas - Monticello, Monticello, AR 71656 USA. A
COMPARISON OF WHITETAILED DEER POPULATION
SIZE USING AERIAL THERMAL INFRARED IMAGING
AND INFRARED-TRIGGERED CAMERAS
Hyatt, Philip E. U.S.D.A. Forest Service, Southern Region. Suite 816N,
1720 Peachtree Road NW, Atlanta, GA 30309-2417. CYPERACEAE
FLORA OF ARKANSAS, U.S.A. IN RELATION TO THE
ARKNASAS FLORA PROJECT
Catherine L. Kossover and Cynthia J.M. Kane, Department of
Neurobiology & Developmental Sciences, University of Arkansas
Medical Sciences, 4301 W. Markham, Little Rock, AR 72205.
ALCOHOL INCREASES MICROGLIAL EXPRESSION OF
THE CHEMOKINES MIP-p,MIP-loc, and MCP-1
McCammon. Erin E.. Philip A.Tappe, and Robert E. Kissell,Jr. School
of Forest Resources and Arkansas Forest Resources Center, University
of Arkansas, Monticello, AR 71656. A COMPARISON OF
GROUND-BASED THERMAL INFRARED IMAGING TO
SPOTLIGHT COUNTS OF WHITE-TAILEDDEER.
D. Blake Sasse, Arkansas Game and Fish Commission, #2 Natural
Resources Drive,Little Rock, AR 72205. HUMANRABIES POST-
EXPOSURE TREATMENTINARKANSAS,1994-2000.
Amy M. St. Pierre and James C. Bednarz, Department of Biological
Sciences, Arkansas State University, P.O. Box 599, State University,
AR 72467. LANDSCAPE CHARACTERISTICS OF
MISSISSIPPI KITE NEST SITES IN SOUTHEASTERN
ARKANSAS
Jaimie Varner and James C. Bednarz, Department of Biological
Sciences, Arkansas State University, Jonesboro, AR 72467.
INCIDENCE OF ABNORMALITIESINFARM FIELD BIRDS
INNORTHEASTERN ARKANSAS
Hutchinson. CM.. Dowell, J.C, and Boss, S.K., Department of
Geosciences, 113 Ozark Hall, University of Arkansas-Fayetteville,
Fayetteville, AR 72701. BEDROCK GEOLOGY OF SONORA
QUADRANGLE, BENTON & WASHINGTON COUNTIES,
ARKANSAS
Powell. J.C.. Hutchinson CM, and Boss, S.K., Department of
Geosciences, 113 Ozark Hall, University of Arkansas-Fayetteville,
Fayetteville, AR 72701. BEDROCK GEOLOGY OF ROGERS
QUADRANGLE, BENTON COUNTY, ARKANSAS
S.I. Kudryashov, Department of Chemistry and Physics, Arkansas
State University, P O Box 419, Jonesboro-72467, S.D. Shukla.
Department of Mechanical Engineering, University of Memphis,
Memphis -38152, S.D. Allen, Department ofChemistry and Physics,
Arkansas State University, P O Box 419, Jonesboro-72467. NANO-
SIZED PARTICLE REMOVALFROM CRITICAL SURFACES
PC. Millett'. R.P. Selvanr', A. Saxena, "Computational Mechanics
Laboratory, Bell 4190, University ofArkansas, Fayetteville, AR 72701.
MOLECULARDYNAMICSSIMULATIONOF THE EFFECTS
OF DOPING INTHE VICINITY OF A BICRYSTAL GRAIN
BOUNDARY
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Be Star Spectroscopy Using the UCA Fiber-Fed Spectrograph
Scott Austin
Department of Physics and Astronomy
University of Central Arkansas
Conway, AR 72035
Abstract
Beginning inJune 2003, undergraduate students and the author have spectroscopically monitored bright Be stars using a
custom built fiber-fed spectrograph attached to the UCA Observatory 11-inch Schmidt- Cassegrain telescope. We have
obtained 0.8 Angstrom/pixel resolution spectra of the H-alpha line for over forty Be-Stars. Some have been observed on
multiple dates in order to detect any temporal changes. Line profiles, velocities, and observed variations for some of these
stars willbe presented.
Introduction
Be stars are spectral type B non-supergiant stars whose
Balmer lines have been observed to have been in emission
at some time (Jaschek et al., 1981). Emission lines indicate
the presence ofcircumstellar gas that has been photoionized
by the star. The line profile of the Balmer lines (e.g., H-
alpha) offers clues to the shape, orientation, and speed
(expansion and rotation) of the flattened circumstellar
envelope. Be stars exhibit a variety of line profiles. In
addition, the line profiles of many Be stars change over time.
For some Be stars, the circumstellar envelopes dissipate and
reform. The stellar absorption lines of these stars show that
these are rapidly rotating stars.
Possible mechanisms that may contribute to the
formation of the circumstellar disks include rapid rotation
(Cranmer and Owocki, 1996), stellar winds (Dessart and
Owocki 2003), magnetism (Poe and Friend, 1986), non-
radial stellar pulsations (Maintz et al., 2003), and binary
companions (Apparao, 2002). The mechanism for forming
these disks is not wellunderstood, nor is itclear what causes
some Be stars to dissipate and reform their circumstellar
disks.
Observations are needed to test the models for these
stars. We and other Be star observers around the world are
attempting tobuild up a sufficient database of the temporal-
spectral-variations for as many different Be stars as possible.
There are over 100 Be stars brighter than 6th magnitude that
are visible during the year from our latitude. The work
here represents part of the first several months of
our observational work toward this goal.
Materials and Methods
LUCA Observatory.-The UCA observatory is atopwis Science Center on the UCA campus. The UCA
campus is located in Conway Arkansas, population ca.
45,000. Given the urban location, light pollution is a
significant problem. This is one of the factors that restricts
us to studying relatively bright objects.
The observatory facilities consist of a five m dome and
a Celestron 11-inch (0.28 m) aperture f/10 Schmidt-
Cassegrain telescope (Cll). The 11-inch aperture is another
factor in limiting us to bright objects. The equatorial fork
mount of the telescope has been retrofitted with digital
setting circles, which greatly improve the pointing precision
and accuracy. Mounted on the Cll is a Meade ETX
telescope with aMeade 216XT CCD camera, which is used
for guiding while taking exposures with the Cll.
Fiber-Fed Spectrograph.-- A telescope the size of the Cll
is restricted in the size and weight of instrumentation that
can be mounted in its focal plane. This was the motivation
for building a spectrograph system using a bench
spectrograph and optical fibers to transport light from the
focal plane of the telescope to the spectrograph. In this case,
only a relatively small and lightweight assembly has to be
mounted to the telescope. The fiber/coupler assembly
holds the ends of the fibers in the focal plane and contains
optics and video used to acquire stars onto the fibers. The
design of our system is based mostly upon that built at
Harvard (Kannappan and Fabricant, 2000; Kannappan et
al., 2002). Their system required using an eyepiece for
target acquisition and guiding; our system has a video
camera system we have incorporated into the
guider/coupler assembly.
Three 100-micron diameter optical fibers are used to
transport light from the telescope to the bench spectrograph.
One fiber is used to obtain starlight and the other two are
able to monitor any sky background. Experience shows that
thus far sky background is below any significant detectable
limits. Therefore, sky subtraction has not been necessary.
The bench spectrograph consists of a fiber holder,
collimating lens, reflection diffraction grating with 1800
lines/mm, 50mm camera lens, and a Finger Lakes MaxCam
CCD camera. This results in0.8 Angstrom/pixel resolution
near H-alpha with 675 Angstrom coverage.
Data Acquisition.~The CCD camera for the bench
spectrograph is controlled with a laptop computer running
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MaxIM/DL. The images are saved in Flexible Image
Transport System (FITS) format. Multiple zero-second
exposure bias frames were acquired at the beginning of the
night. Next, a spectrum of a mercury-neon lamp was
acquired at the beginning of the night for the purpose of
wavelength calibration. Since the spectrograph is a bench-
spectrograph and is housed ina cabinet where there is little
change in temperature during the night, the wavelength
calibration is stable. Next, a spectrum of a bright
spectroscopic standard star was obtained for the purpose of
relative flux calibration. Once these calibration frames were
obtained for the night, spectra of Be stars brighter than 7th
magnitude near the meridian were acquired. To get an
adequate signal-to-noise-ratio (SNR), exposures ranged
from 10 to 45 minutes. To make fine guiding corrections to
ensure that the light from the target star travels down the
fiber, the observer must watch the video output from the
guider/coupler and make necessary adjustments with the
Cll control paddle.
Data Reduction.~The raw FITS frames are transferred
to aLINUXworkstation running Interactive Reduction and
Analysis Facility (IRAF). The FITS frames are exported to
tRAF format. The zero-second bias frames are combined to
form a master bias frame. This master bias frame is then
subtracted from the raw spectral frames. The two-
dimensional spectra are extracted and summed from each of
these frames, producing one-dimensional spectra. The lines
in the mercury-neon lamp spectrum are then identified, and
a wavelength as a function of pixel number solution is fit.
The stellar spectra are then wavelength calibrated with this
solution. The spectra of the spectral standard stars are used
to relative-flux calibrate the spectra of the Be stars. A
spectral response function is determined by comparing the
observed standard star spectrum with the known flux per
Dandpass. To relative-flux calibrate the spectra of the Be
stars, this response function is applied. Finally, the Be star
spectra are normalized to the continuum level of the spectra.
This allows us to compare H-alpha line profiles of the same
star on different dates.
Data Analysis.--IBAF is used to measure the physical
)arameters of the H-alpha line profiles of the Be stars,
"hese include parameters such as equivalent widths, peak
ntensity relative to the continuum, full-width-at-half-
maximum velocities, and for double peaked profiles, the
elative intensities of the two peaks (Andrillat, 1983). This
Hows us to determine quantitatively any changes in line
>rofiles over time.
Results
iWe have observed over forty Be stars during 2003. Tenf these stars are presented based on the criteria that theyad emission lines and were observed on multiple datesetween June 2003 and August 2003. The displayed spectra
of these ten stars are relative to the continuum level (I/Ic)
and have not been smoothed.
The 48 Librae profiles obtained on 22 and 27June 2003
June are shown in Fig. 1. The two profiles are identical,
demonstrating no significant changes over five days. This
star is known tobe a spectroscopic variable over longer time
periods (Aydin and Faragiana, 1978). Both profiles are
asymmetric and double peaked, with the blue side weaker
than the red side of the profile, similar to that reported by
Banerjee, Rawat, and Janardhan (2000). The FWHM
velocity of the profile is about 570+63 km/sec.
Delta Scorpii became a Be star in the year 2000
(Fabregat and Reig, 2000). Shown in Fig. 2 are profiles
obtained on four nights inJune and July 2003. The profiles
show a single peak with FWHM velocity of 337±63 km/sec.
The profiles did not show any significant changes over the
month of observations.
Chi Ophiuchi was observed six times between 12 June
2003 and 23 July 2003. The line profiles are shown for four
of the dates in Fig. 3. The single peaked line profile peak
I/Ic intensity varied between 6.1±0.1and 7.6±0.1. The
FWHM velocity varied between 284±63 km/sec and
300±63 km/sec. The profile from 15 March 1999 reported
by Banerjee, Rawat, and Janardhan (2000) showed a single
peak with a slight red shoulder and I/Icof about 11.5.
Observations of Omicron Herculis from 12 June 2003
and 31July 2003 are shown in Fig. 4; they show a weak
emission feature with a FWHM velocity of 280±63 km/sec
within a broad absorption feature.
4 Aquilae was observed on 20 June 2003 and 8 July
2003. The single peak profiles (Fig. 5) withFWHM velocity
of about 450+63 km/sec are within a broad absorption
feature. The I/Ic intensity may have changed slightly.
Fig. 6 shows the line profiles of V923 Aquilae from 27
June 2003 and 24 July 2003. The profiles from these two
dates are nearly identical, and have a double peak
asymmetric profile. The blue side of the profile is weaker
than the red side. The FWHM velocity is about 235±63
km/sec.
The profiles of Beta^ Cygni are shown in Fig. 7. The
observations were recorded on 22 June 2003 and 24 July
2003. The single peak profile, which is sitting ina shallow
broad emission feature, has a FWHM velocity of about
375±63 km/sec. The intensity of the emission line was
observed to be slightly stronger inJune. The H-beta profile
reported by Lacy (1977) for 12 July 1975 showed no
emission with H-beta inabsorption.
V1294 Aquilae was observed on 3 and 8July 2003. Fig.
8 shows that the profile remained unchanged. The single
peak profile exhibits a symmetric broad base. The FWHM
velocity is approximately 500+63 km/sec.
Observations of 59 Cygni from 23 June 2003 and 8July
2003 (Fig. 9) show nearly identical single peak profiles with
a FWHM velocity of about 600±63 km/sec.
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Fig. 10 shows the single peak profile of Omicron
Aquarii. The data recorded on 24 July 2003 and 7 August
2003 show no significant change. The FWHM velocity of
the profiles is about 430±63 km/sec.
Discussion and Conclusions
The Be star that seemed to undergo the most
variation of those we monitored on multiple dates was Chi
Ophiuchi. The shape of the line profile (Fig. 3) did not
change, but the peak intensity and FWHM did change. Itis
not clear from our data whether the variation is periodic or
random. We willattempt to monitor Chi Ophiuchi in 2004
with denser time coverage in order to resolve this question.
4 Aquilae, Beta^ Cygni, and Omicron Aquarii may have
changed slightly in intensity during our observations. We
willneed to revisit these stars in the future as well in order
to verify how rapidly and by how much they may be
fluctuating. The long term goal of this project is to revisit
our project stars as often a possible and necessary to record
the changes in the circumstellar disks. We then plan to
combine our data with those of other Be star researchers in
order to achieve an adequate record of the changes these
stars go through. This will then test the various Be star
model scenarios by comparing the modeled line profiles
and variations with the observed.
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Abstract
Water, one of the earth's most vital resources, is particularly significant in the Arkansas Delta agricultural landscape. While
both surface and groundwater are extremely important, 94% of the 26.9 billionL (7.1 billiongal) of water pumped daily from
the AlluvialAquifer is used for agricultural purposes. This common property is subsequently being depleted and sustainable
conservation methods are being pursued. State and federal incentive programs encourage the use of a tailwater recovery
system inagricultural irrigation. With the use of a complete recovery system, benefits include not only government incentives
for wetland habitat, but reduced groundwater use and decreased agricultural runoff entering receiving streams. Costs incurred
to the farm manager include crop loss due to reservoir storage, additional ditch construction, and the cost of a liftpump. Use
of these systems offers not only economic benefits associated with aquifer preservation but also ecological benefits including
reduced nutrient and sediment loading to receiving streams concurrent with ecosystem services. The overall benefit/cost
analysis of these systems shows that the economic benefits of using a tailwater recovery system exceed the cost. Other positive
features include the ecological benefits of surface water protection and ecosystem services.
Introduction
Surface water uses in Arkansas include navigation for
shipment of goods on the Arkansas and White rivers,
withdrawal for public water supply, and discharge for
municipality, industry and agricultural waste, and limited
rrigation for agriculture (Arkansas Environmental
federation (AEF), 2003). Although there are a variety of
uses for surface water, 73% of the total water used in the
tate is groundwater, making Arkansas the fourth largest
user of groundwater in the nation (ASWCC, 2004). It
hould also be noted that two areas of the state have been
declared critical with regard to groundwater, including a
egion of south-central Arkansas and an area in east-central
Arkansas that are experiencing depletion of the Sparta
Aquifer and the Sparta and Alluvial aquifers, respectively.
Groundwater is also used by municipalities, as a drinking
water source, as well as fire protection. Inaddition, industry
s attracted to water rich areas and often uses large quantities
of water in on-line processing and cooling.
As the largest user of water in the state, agriculture is
dependent upon this resource for the application of
ertilizers and pesticides and the irrigation ofstanding crops.
Water is also utilized as a physical herbicide in rice
)roduction, minimizing chemical application. Pimentel et
al. (2000) reported that rice and soybeans are among the
most water demanding crops, with rice requiring 1,910 Lof
water for each kg (228 gal/lb) produced and soybeans
requiring 2,000 L of water for each kg produced (238
gal/lb).
The National Agriculture Statistics Service (NASS,
2003) states that Arkansas was the largest producer ofrice in
the United States, producing 4.35 billionkg (9.6 billion lb)
in 2002. In this year, the state supported 5.91 million ha
(14.6 million acres) of crop production with 1.50 million of
those ha (3.7 million acres) under irrigation. Total irrigated
acres in northeast Arkansas included 89,702 ha (221,658
acres) in Craighead County with 31,970 and 29.495 ha
(79,000 and 63,000 acres) respectively inrice and irrigated
soybean production. NASS reported a total of 47,100
irrigated ha (116,388 acres) for Greene County, with24,848
and 20,235 ha (61,400 and 50,000 acres) inrice and irrigated
soybean production. For the same year, Poinsett County
supported 110,895 irrigated ha (274,028 acres) with 54,673
and 46,944 ha (135,100 and 116,000 acres) in rice and
irrigated soybean production. This extensive production
acreage in northeast Arkansas illustrates how water
availability and fertile soils combine to make Arkansas the
fourth largest user of groundwater in the nation (AEF,
2003).
The Mississippi River Valley Alluvial Aquifer is the
surficial aquifer system located beneath the eastern one-
third of Arkansas (Fig. 1). Large groundwater withdrawals
from this aquifer have resulted in a long-term decline of
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Fig. 1. Location and thickness of the Mississippi River Valley AlluvialAquifer as reported byUSGS.
water levels in some areas and also have reduced the
amount of water discharged into rivers. By the early 1980s,
withdrawal for irrigation and aquaculture had dropped
water levels in the AlluvialAquifer below the stream bed of
several rivers that have acted as long term drains from the
aquifer (Renken, 1998). The configuration of the water table
near rivers that incise the Mississippi River Valley Alluvial
Aquifer is influenced by seasonal changes in river stage
(USGS, 2002). During the winter and spring, greater stream
flow characterizes the rivers as influent, recharging the
aquifer and raising the water table. However, during the
dryer seasons of summer and fall, stream flow is low, and
groundwater from the aquifer is discharged into the river.
These seasonal changes in water levels in the Alluvial
Aquifer may be quite large. According toRenken (1998) the
decline in water levels in the Mississippi River Valley
AlluvialAquifer from spring to fall, 1965, was greater than
3.05 meters (10 feet) in some areas. The seasonal influx
makes the alluvial aquifer a renewable resource, albeit at a
very sluggish rate. However, the natural recharge of this
resource cannot compensate for the constant demands of
groundwater withdrawals.
Approximately 26.9 billion L (7.1 billion gal) of
groundwater per day were extracted in 2001 from the state's
aquifers. Currently, the same volume of water is extracted
daily from the Alluvial Aquifer for use in Arkansas, with
94% used by agriculture (Fig. 2) (ASWCC, 2004). Since
1996, the aquifer has fallen an average of 0.30 m(one ft) per
year with Craighead County's five-year (1996-2001) decline
equivalent to 1.12 m (3.69 ft). This county is flanked with a
1.84 and 1.23-m (6.03 and 4.05-ft) decline, respectively, in
Poinsett and Greene counties for the same five-year period
(ASWCC, 2004). In 2002 the Arkansas Water Resources
Center reported that over the next 30-year period the
Alluvial Aquifer would fall to critical levels, leaving most
irrigated farms without operational wells. Groundwater use
and uncertain aquifer levels in Arkansas have raised
concern by state officials and policy makers, calling for
conservation methods by the agricultural community and
legislation encouraging alternate plans for water utilization.
Government incentives and payback enticements are now
available to encourage these management practices.
The reuse of irrigation water from agricultural fields
targeted for discharge into receiving streams is defined as
tailwater recovery. Capture techniques vary according to
source waters used; these include groundwater, surface
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Fig 2. Groundwater use from the Mississippi River Valley Alluvial Aquifer during 1995 as reported by USGS
water from rivers, streams, and runoff. Storage reservoirs
hold water that is then utilized for irrigation. Irrigation
water is then recaptured following release from flooded
fields and redirected to the reservoir for future reuse.
Rainfall runoff from surrounding watershed otherwise
destined to be surface runoff can be stored for subsequent
use in reservoirs. Water ineach of these systems is utilized
numerous times throughout a growing season with surplus
collected during rainfall events. Conservation of this water
and its concurrent non-release may be viewed as a benefit in
both the agricultural and ecological realm.
Recent models have calculated economic benefits from
reservoir storage of diverted surface water in critical
groundwater areas of Arkansas, however, these studies
failed to incorporate environmental benefits on production
land and within downstream ecosystems (Wailes et al.,
2000a, 2000b). The non-release of irrigation water into
receiving streams conserves nutrients leached from the soil
matrix in addition to sediment suspended in discharged
irrigation water. Sediment is listed as the most common
impairment ofArkansas' waterways, impairing 14% of rivers
and streams in the state, and the US EPA (2000) cites
agriculture as the leading source of contamination of the
state's surface water.
Non-point source pollution is defined as contamination
entering waterways without a defined point of discharge.
Agricultural runoff is responsible for 25-36% ofall non-point
runoff into the country's streams and accounts for 90.5% of
the total nitrogen contamination flowing into the Gulf of
Mexico (Doering et al., 1999). Nutrient retention on
agricultural fields benefits production land and results in
decreased loading to receiving streams. Retained topsoil
contains valuable organic matter resulting in increased
fertility in production land concurrent with a decrease of
sedimentation inreceiving streams. Erosion not only results
in soil loss from agriculture fields, but also produces
negative effects in aquatic systems, such as light and
visibility attenuation, coverage of spawning areas, clogging
of gills, and transport of sediment-bound contaminants (US
EPA, 2002). Turbidity caused by erosion is often associated
with additional contaminants, such as nutrients, pathogens,
and pesticides, causing further ecological impairment.
Loss of nutrients, topsoil, and pesticides from
agricultural land results in economic losses for landowners
in addition to reduced environmental quality for receiving
streams. While on-farm impacts may be substantial, the
ecosystem benefits of runoff control are generally
considered to be much more significant. An ecosystem is
defined as an ecological community functioning as a unit
with its environment, and services provided by ecosystem
protection include recreational and consumptive uses as
well as aesthetic values associated with proximity to the
resources. Contamination adversely affects ecosystem
function and reduces the quality of freshwater resources and
related ecosystems, thereby reducing the value of services
provided by these systems (Crosson, 1986).
The use of tailwater recovery results in preservation of
groundwater concurrent with environmental benefits. The
Clean Water Action Plan, prepared by the USDA and the
US EPA jointly and released by President Clinton in
February, 1998, calls for states to deal with non-point source
pollution problems. In this report, states are required to
implement non-degradation policies, and the plan called for
improved standards and criteria for defining water quality
problems and methods for gauging progress. Seven
priorities were listed in the plan: strengthening ambient
water quality criteria, developing nutrient standards,
developing specific standards for microbial pathogens,
completing biocriteria for aquatic life, improving methods
for measuring and achieving total maximum daily loads
(TMDLs), considering possible criteria for sediment and
flow characteristics, and finding ways to implement these
standards and criteria throughout the United States (US
EPA, 1998).
Recent legislation addressing these problems includes
the 2002 Farm Bill,which established a new Conservation
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Security Program (CSP) designed to conserve resources of
concern (USDA, 2002). Soil and water conservation is
enhanced by the adoption of land based construction
practices. These practices conserve soil and water in
addition to providing payments upon adoption of these
management techniques. These efforts are defined with
three tiers of participation, and 75% cost sharing is available
for construction and utilization of grassed waterways,
contour grass strips, filter strips, and wetlands.
During the Clinton administration, the goals of the
President's Council on Sustainable Development (1997)
were the management ofagricultural activities to protect air,
soil, and water quality and the conservation of wildlife
habitat and biodiversity. These goals were intended to
increase agriculture's long-term productivity and
profitability as well as enhance human health and well-
being. The integration of pollution prevention and natural
resource conservation intoagricultural production as well as
global agricultural sustainability were primary policies
developed by the Task Force. Concurrently, the
Organization for Economic Cooperation and Development
acknowledged that agricultural activities have both
beneficial and harmful effects on the environment through
changing the quality and quantity of soil and water (OECD,
1997). Natural resources indigenous to Arkansas, including
surface water and fertile soils of agricultural production
areas, should be managed in terms of global sustainability
recommendations.
Cairns (1997) emphasized the relationships between
management and sustainability of the planet's resources and
the importance of monitoring these systems. Under the
jresent legislation, farm managers are encouraged to
conserve and improve these resources through soil
jreservation and water protection from runoff-associated
contaminants by various government incentive programs
USDA, 2003). Cairns expressed concern for ecosystem
lealth as the basis of sustainability and warned that
sustainable use of the planet will be impossible unless
mman society pays closer attention to the delivery of
ecosystem services. Society is often not aware of these
services until the service is impaired and the results are
evident. He reiterated three basic principles outlined by
Arrow et al. (1995) concerning economics and the
environment:
11. all economic activity ultimately depends upon thenvironmental resource base,
2. the environmental resource base is finite,and lastly,
3. imprudent use of the environmental resource base
may irreversibly reduce the capacity for generating material
production in the future.
According to Cairns (1997), a few ecological resources
lave received attention, such as timber and fisheries, while
most services perceived as beneficial tohuman society have
not. He called for the development of a field ofnon-market
ecosystem services and insisted they be incorporated into
the present economic system.
These ecosystem services have been included in a
benefit/cost analysis of a tailwater recovery system for
agricultural systems utilizing a reservoir-ditch-relift system
for crop irrigation. The model included benefit/cost for
agriculture as well as benefit/cost for ecosystems and their
associated services. The following model was developed
through interdisciplinary research ofecological, agricultural,
and economic sources, and values for model parameters
were obtained through peer-reviewed research.
Materials and Methods
A benefit/cost analysis model for tailwater recovery
systems was developed utilizing a simple debit/credit
model. Monetary values for various environmental benefits
may be difficult to catalogue; however, many of these
benefits have been previously identified and valuated.
Government programs provide financial support for various
types of environmentally beneficial actions by private
citizens, giving landowners a financial incentive to improve
environmental quality.
Constants and values are assigned to various functions
used in the model. Functions related to pumps include:
1. amount gas for a well pumps (reflected as total
number of acres)
2. efficiency factor between relift pump and wellpump
(a reliftpump uses one third the gas of a wellpump), and
3. government payback for relift pumps of 50% (pers.
comm. Farm Bureau and Southern Ecological Services
(SES, 2003)).
Functions related to dirt work include:
1. construction of reservoirs and ditches at 78 cents per
cubic meter (60 cents per cubic yard) (pers. comm. SES,
2003),
2. government payback for dirt work at 30% (varies with
county), and
3. conversion to wetland or natural habitat from
farmland at $168 per hectare ($68 per acre) (Conservation
Reserve Program (CRP), Wetlands Reserve Program
(WRP), and Wildlife Incentives Program (WIP) (US EPA,
2002))
Functions related to water utilization include:
1. water usage for rice and soybeans of 6.08 million L
per ha (two acre-ft per acre) ofcrop (Doering et al., 1999),
2. average growing season precipitation of 51 cm (20
inches) and evapotranspiration of 84 cm (33 inches),
3. annual ground water safe yield (groundwater removal
without onset of environmental damage is 23.3 million
cubic m (18,901 acre-ft) (Doering et al., 1999)),
4. fertility saved or lost as percentage of growth (32%
per year with loss as a function of total years farmed
with/without soil conservation practices) (Trout, 1996; Sojka
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et al., 1992), and
5. land inaccessible by irrigation (25% of the total ha
with a tailwater recovery system (Knapp et al., 1998; Sun et
al., 1992; Abdallah, 1990)).
Functions related to waterway maintenance include:
1. required dirtwork each twenty years for removal of
accumulated sediment (pers. comm. Farm Bureau and SES,
2003). (This work is ubiquitous withrelift and well systems
since feeder ditches in well systems must also be cleaned
periodically).
Initial cost includes the equal expense of pump
installation for wells and relift systems; however, gas
consumption for reliftpumps is 1/3 the gas of well pumps.
Construction cost for ditch and reservoir structures is then
calculated.
Included as benefits in the model are:
1. government financial payback programs for tailwater
recovery systems (varies with county),
2. income from created wetlands (lease of
hunting/fishing club), and
3. increased crop production from absence of cold-
water crops phenomenon (decreased water temperature
affects approximately 1% of crops).
Environmental benefits incorporated into the model
are:
1. topsoil conservation, which reduces fertility loss and
retains soil organic matter,
2. decreased nutrients to waterways-a product of ha
and $75.19 (cost of fertilitylost to river systems (Doering et
al. 1999)),
3. monetary value of $6,178 per ha ($2,500 per surface
cre)-assigned for ecological services of wetlands (estimated
or various ecological services such as filtration of sediments
nd nutrients, wildlife habitat, and various other positive
xternalities of wetland ecosystem services (Doering et al.,
999; Cairns, 1997),
4. government incentive for wetland acres (CRP, WRP,
and WIP)-valued as $168/ha/year ($68/surface acre/year)
(pers. comm. Farm Bureau and SES, 2003), and
15. ground water use; increased ground water storage ise product of the difference in amount of safe groundwatereld and groundwater used multiplied by $0.46 per cubic($5.69/acre-ft) (cost of groundwater) (Doering et al.,
Present value (Costs) are calculated as follows:
PV Cost ofWell =
(CL + WC + GC + FL) / (1 + IR) A Year
Where
CL= Annual maintenance cost
WC = Well pump cost
GC = Annual gas cost
FL= Annual fertility loss
IR= Interest Rate
Year =number of years with current system
PV Cost of relift
-
(CL+ RC + GC + DD + DR+ CLO) / (1 + IR) A Year
Where
CL= Annual maintenance cost
RC =Relift pump cost
GC = Annual gas cost
DD=Dirt work for ditches
DR=Dirt work for reservoirs
CLO = Annual crop loss to acres loss to reservoir
IR= Interest Rate
Year =number of years with current system
Present value (Benefit) are calculated as follows:
PV Benefit of well = (CSW) / (1 + IR) A Year
Where
CSW =Net Crop Sales for well
IR= Interest rate
Year =Number of years in current system
PV Benefit of relift =
(CSR + GSP + GSD + HC + CC + FS + DN+ ES +
WL + GS) /(I+ IR) A Year
Where
CSR =Net Crop Sales for relift
GSP = Government support for relift pump
GSD = Government support for dirt work
HC=Hunting club
CC = Crops saved from cold water damage
FS = Soil fertilitysaved
DN= Decreased nutrient into waterways
ES =Ecological services
WL = Wetland habitat
GS = Increased groundwater storage
IR= Interest rate
Year =Number of years in current system
Table 1 (The Present Value Benefit divided by the
Present Value Cost) produces a ratio indicating a system
with higher benefits than cost, thus resulting in an
economically positive scenario. It should also be noted that
the Internal Rate of Return (IRR) is also calculated for the
model. The IRR is defined as the interest rate at which the
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Table 1. Comparison of benefit/cost ratios of well and relift
systems for tailwater recovery system innortheast Arkansas.
Interest Rate Well B/C ratio Relift B/C ratio
0.25 1.23 6.91
0.20 8.031.44
0.18 8.621.55
0.15 9.741.78
12.610.10 2.42
17.740.05 3.89
sum of present value benefits equals the sum of present
value costs, thereby resulting in an increased economic rate
of return.
Results
Modeled with a 25% interest rate, the B/C ratio ofrelift
is approximately five times that of a well system (Table 1).
With a lower interest rate the B/C ratio difference is even
more pronounced with a ratio of 17.74 for relift and 3.89 for
well systems. The B/C ratio difference remains
approximately five times higher for the relift system than the
wellsystem, regardless of the interest rate.
The present value benefits for a relift system are
consistently higher using this analysis (Fig. 3). Included in
the benefits are government incentives and reduction of
operational costs of relift over well pumps, and also
important ecological benefits. According to this model, a
400-ha farm (1,000 acre) will accrue an initial cost of
$392,063 during construction and pump installation.
Construction costs include a 51-ha (125-acre) reservoir and
a ditch system sufficient for water movement. During the
initial year, a benefit of $694,172 willbe seen for the same
system to give a Present Value (PV) Benefit-Cost of the relift
system after the first year of$302,108. In the initialyear, the
PV Benefit-Cost for a well system willbe $28,000. Accruing
an initial cost of $32,000 for the well is offset by a $60,000
benefit, leaving the PV Benefit-Cost as $271,108 less than
the PV Benefit-Cost for relift systems.
Overall B/C of a relift versus a well system calculates
the net benefits for a relift to be greatest at the beginning of
the accrual (Fig. 4). Although these values equilibrate over
time, benefits of the relift system remain higher. A higher
continuation ofbenefits of the relift system is seen primarily
in the ecological services, decreased nutrients to the
waterways, topsoil saved, and increased wetland habitat.
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Fig. 3. Present value benefit of welland relift system versus time, calculated as B/C ratio for tailwater recovery system innortheast
Arkansas.
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Fig. 4. Present value benefit minus cost of welland relift versus time, calculated as B/C ratio for tailwater recovery system in
northeast Arkansas.
These ecological benefits are accrued as economical benefits
and are illustrated throughout the 40 years of the model.
For all scenarios modeled, the B/C Ratio is much
greater for the tailwater recovery system with the exclusion
of environmental services (Table 1). The B/C Ratio in this
situation is almost equal (relift = 1.50 and well = 1.55).
These situations are illustrated with a constant interest rate
of 0.18 and varying farm sizes (Appendix 1). A40-ha (100-
acre) farm results in a B/C Ratio of 19.05 for relift and 1.01
or well systems. Without crop subsidies, a 400-ha (1,000-
acre) farm may result in a B/C Ratio of 10.07 for relift and
4.67 for a well system. The calculated IRR for a relift
system is greater than 1.00, while the calculated IRR for the
well system is 0.3467.
Discussion
The problems associated with over exploitation of
common property such as groundwater have been voiced in
economic publications such as Tragedy of the Commons by
Garrett Hardin (1968). Hardin envisioned economic
misfortune concurrent with the overuse of common
resources and proposed that responsible parties must curtail
unequal usage of the common resource. Resources slow to
replenish, such as groundwater, must be used at a
sustainable rate to ensure continued existence and
maintenance. To remain a sustainable resource,
groundwater usage rate must not exceed recharge rate.
With agriculture utilizing approximately 25.3 billion L (6.
billion gal) of groundwater per day, it is by far the larges
stakeholder in this common resource. Hardin suggestec
that the commons could be privatized or kept as publi
property to which rights to entry and use could be allocatec
Feeny et al. (1990) suggested that self-management is bette
than government regulation options. Therefore, the
communal property utilized so heavily by agriculture
should become self-managed to avoid depletion of common
property. The self-management strategy illustrated in this
model is found to be of economic benefit for the agricultural
society as well as a self-management tool.
Ecological resources are commonly overlooked by
present day economists, and services provided by a healthy
ecosystem often go unnoticed until after their
disappearance. The services may be too numerous to
mention, and many times they cannot be measured by
common parameters. Cairns (1998) stated that technology
has raised production, resulting inreliable supplies of basic
environmental services such as water, but these common
resources are not always equitably shared. According to
Dasgupta (1990) all economic activity is based ultimately on
resources found in nature. Even raw labor is a produced
good, manufactured by natural resources such as nutrients,
air, and the water we drink; therefore all commodities are
traceable to natural resources. The cycling of nutrients,
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Variable Farm size (acre) Interest PVBenefit - PVCost well PVBenefit - PVCost relift BCR well BCR relift
10000 acre farm 10000 0.18 1544703 27316313 1.64 8.62
1000 acre farm 1000 0.18 140970 3453215 1.55 7.23
100 acre 100 0.18 597 1060905 1.01 19.05
Without groundwater 1000 0.18 140970 2789232 1.55 7.16
Without wetland revenues 1000 0.18 140970 3396989 1.55 8.50
Without ecological services 1000 0.18 140970 1386098 1.55 4.06
Without nutrient decrease into waterway 1000 0.18 140970 2960774 1.55 7.54
Without fertilizer savings 1000 0.18 140970 3441656 1.55 8.60
Saving from old crop damage 1000 0.18 140970 3447975 1.55 8.61
Without hunting club 1000 0.18 140970 3354976 1.55 8.41
Without goverment support for dirt 1000 0.18 140970 3343226 1.55 8.38
Without goverment support for pump 1000 0.18 140970 3445715 1.55 8.61
No environmental services 1000 0.18 140970 229675 1.55 1.50
Onlygroundwater savings no other 1000 0.18 140970 893657 1.55 2.97
Only ecological services no other 1000 0.18 140970 2296792 1.55 6.07
Environmental services and just crop 1000 0.18 140970 2512039 1.55 6.54
Only environmental services 1000 0.18 140970 2184575 1.55 5.82
With crop subsides 1000 0.18 926884 4108143 4.67 10.07
Appendix 1. modeled benefits of relift system versus well for irrigation at interest rate of 0.18.
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Historical Reflections on the Arkansas Cross Timbers
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Abstract
Kiichler's original map of potential natural vegetation suggested that the eastern-most extension of the "Cross Timbers"
oak-dominated woodland reached intoextreme western Arkansas. Recent investigations have found possible old-growth Cross
Timber communities innarrow strips along steep, rocky sandstone and shale ridges near Fort Chaffee and Hackett. However,
many decades of Euroamerican intervention have altered vegetation composition and structure in west-central Arkansas,
making field evaluation difficult. Fortunately, historical accounts of the area provide considerable supporting documentation.
General Land Office surveyors, for instance, traversed this portion of western Arkansas before 1850. They reported many
ridges and slopes dominated by grassy, stunted oak woodlands, with extensive prairies and richer bottomland terraces. Early
explorers, missionaries, and botanists also found similar conditions. For example, both the botanist Thomas Nuttall (in 1819)
and the Reverend William Graham (in 1845) mentioned abundant oak woodlands interspersed with glades and grasslands on
the stony hills south of Fort Smith. These historical accounts help show that, though far more restricted in their extent than
comparable stands inOklahoma or Texas, Cross Timber communities are possible in Arkansas.
Introduction
The "Cross Timbers" covers millions of hectares from
southeastern Kansas through Oklahoma into northeastern
Texas (Figure 1). These woodlands are characterized by
open forests of post oak (Quercus stellata Wang.), often with a
large component of blackjack oak {Quercus marilandica
Muenchh.) and occasionally other tree species likehickories
(Carya spp.), eastern redcedar (Juniperus virginiana L.), and,
more rarely, shortleaf pine (Pinus echinata Mill.). Understory
vegetation is usually dominated byprairie-type grasses (e.g.,
Andropogon spp.), forbs like Agrimonia spp., woody shrubs
(e.g., Vaccinium spp.), and scattered tree seedlings (Bruner,
1931). The Cross Timbers lies at the ecotone between the
eastern deciduous forest and the Great Plains and is thought
to reflect a climatic and edaphic zone in which there is
sufficient soil moisture to support hardy tree species (with
Quercus stellata and Quercus marilandica considered climax),
generally at low density (Bruner, 1931; Dyksterhuis, 1948;
Rice and Penfound, 1959). Old-growth examples of these
woodlands are dominated by stunted (<20 m tall) post oaks,
most of which are gnarled, hollow, and often quite ancient
(Therrell and Stahle, 1998).
Though the Cross Timbers region has traditionally been
thought to occur primarily inOklahoma and Texas, we are
uncertain as to how far east this association reaches. Bruner
(1931) extended his oak-hickory savannah type from central
Oklahoma along the Arkansas River Valley to at least the
Arkansas state line. Kiichler's map of potential natural
vegetation for the coterminous United States suggested that
the Cross Timbers extended into extreme western Arkansas
(Kiichler, 1964). Since his map was based on inferences
from site factors like slope, aspect, parent materials, and
other large-scale geographic information, fine-scale
community representation withina given region could differ
substantially. Hence, the actual presence of the Cross
Timbers in Arkansas is uncertain. Recent investigations by
the author and Dr. David Stahle of the University of
Arkansas have found old-growth communities similar to the
Cross Timbers innarrow strips along steep, rocky sandstone
and shale ridges near Fort Chaffee and Hackett (Figure 2).
These remnants could provide confirmation of the Arkansas
Cross Timbers as suggested by Kiichler's map.
The difficult access, low site productivity, and poor
commercial quality of the trees in the Cross Timbers has
resulted in the preservation of surprisingly large areas of
old-growth (Therrell and Stahle, 1998). However, many
decades of grazing, logging, agricultural clearing, herbicide
application, military training, and residential development
have altered the composition and structure of remnant
stands, making field evaluation of the potential examples of
the Arkansas Cross Timbers difficult. Fortunately, historical
accounts of the area have provided considerable supporting
information. This paper reviews some of the key ecological
descriptions included in this historical documentation and
relates these accounts to the current knowledge of the Cross
Timbers community type.
Materials and Methods
Study Region. -The region in Arkansas identified as
Cross Timbers by Kiichler's 1964 map includes Sebastian
County and portions of southern Franklin, western Logan,
and extreme northern Scott counties (Figures 2). Ingeneral,
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Kuchler's (1964) Cross
Timbers Zone
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Fig. 1. An enlarged portion of Kuchler's original map of
the Cross Timbers ecosystem, showing an extension into
Arkansas (adapted from Kiichler, 1964).
Fig. 2. Western Arkansas, with probable Cross Timbers
old-growth locations (triangles) found in preliminary
investigations in 2004.
the area is bounded to the south by the main spurs of the
Ouachita Mountains and to the north by the Arkansas River
floodplain. Within this region, sandstone- and shale-
dominated ridges were of particular interest, especially
those with Mountainburg sandy loams and associated soil
complexes. These soils are shallow, droughty, often stony
and frequently found on steep slopes (Cox et al., 1975).
Vegetation also helped to define the region of interest.
Cox et al. (1975) described likely Cross Timber sites in
ebastian County as poorly suited for cultivation but
cceptable range lands, with "scrubby" oak- and hickory-
ominated overstories and grassy understories. Slow
growing and shade intolerant, both post and blackjack oak
are poorly on sites where more tolerant species can
stablish and overtake them. Thus, under mesic conditions,
)ost and blackjack oak are considered transitional, typically
eplaced by white and red oaks, hickories, gums, and pine.
ottomland forests (such as those along the Arkansas River)
nd better quality sites found in the Ouachita Mountains
imit the extent of Cross Timbers in Arkansas. Areas with
xtremely stony, clayey, or very shallow soils in the Cross
imbers often experience extreme growing season
roughts, and are commonly occupied by grassy openings.
»S'ottrc£y.--Information on historical vegetation
tterns in western Arkansas were derived from multiple
sources, including General Land Office (GLO) surveys from
the mid 1820s to the early 1840s (Daniels, 2000). These
records, although not originally intended to describe
ecological features, have shown considerable promise for
interpreting presettlement vegetation in Arkansas (e.g., Foti
and Glenn, 1991; Foti, 2001; Bragg, 2003). The description
of dominant trees, forests, and landform types along the
traverses are particularly useful information provided by the
GLO notes. As an example, GLO surveyors listed most
Arkansas tree species, even though some taxa are
undeniably vague and a few were misidentified (Bragg,
2002).
Early explorers, botanists, and missionaries sometimes
recorded their travels through western Arkansas. Their
narratives provide many qualitative descriptions of
presettlement landscapes and have contributed greatly to
our knowledge of presettlement forests in Arkansas,
including possible Cross Timber communities. For
example, both the renowned botanist Thomas Nuttall and
Major Stephen H. Long conducted expeditions through the
area of interest in 1819-1820, and each left detailed records
of the vegetation he encountered.
Results and Discussion
The GLO surveyors in western Arkansas reported
many ridges and slopes dominated by grassy, stunted post
oak woodlands with extensive prairies and richer
bottomland terraces (Daniels, 2000). For instance, deputy
surveyor William Clarkson described much of the landscape
as "poor" or "thin,"often rocky, and rarely fitfor cultivation.
On February 21-22, 1827, Clarkson repeatedly passed
between small prairies interspersed with "...grove[s] of
small Post Oak & Black Jacks," which he also called
"woodlands." Blackjack oak dominated some ridges, with
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occasional references to black oak (probably Quercus velutina
Lam. and several other species of Quercus) and unspecified
hickories (Carya spp.).
Other early visitors to the area witnessed similar
environmental conditions. In 1819 Thomas Nuttall
collected plants inthe lands south ofpresent-day Fort Smith.
Even though Nuttall made scarce mention of dominant
trees, his other vegetation descriptions are revealing:
Like an immense meadow, the expanse was now
covered with a luxuriant herbage, and beautifully
decorated with flowers, amongst which Iwas
pleased to see the Painted Cup of the eastern states,
accompanied by occasional clusters of a white
flowered Dodecatheon or American primrose. The
numerous rounded elevations which chequer [sic]
this verdant plain, are so many partial attempts at
shrubby and arborescent vegetation, which nature
has repeatedly made, and which have only been
subdued by the reiterated operation of annual
burning, employed by the natives, for the purpose
of hunting with more facility, and of affording a
tender pasturage for the game (Nuttall, 1980, p.158-
159).
The use offire tokeep prairies and woodlands open was
common practice in the territory (Key, 2000). The presence
of large numbers of white-tailed deer (Odocoileus virginianus
Zimm.), bison {Bisonbison L.),and elk (Cervus elaphusL.) also
appeared in Nuttall's and other explorers' reports of the
Arkansas Cross Timbers region.
Following a rambling expedition to the Rocky
Mountains, Major Stephen H. Long and his company
passed through the Cross Timbers of Oklahoma into
extreme western Arkansas by the late summer of 1820.
Long was accompanied by a physician, Edwin James, who
later wrote a detailed account of their travels (Thwaites,
1905). Dr. James' knowledge of botany and geology
produced insightful commentaries on the Cross Timbers,
including this observation along the Canadian River in
eastern Oklahoma:
The sandstone which appears in the beds of the
streams, and the sides of the hills, is coarse and
hard, of a dark gray colour, and a horizontally
laminated structure. Itis deeply covered with a soil
of considerable fertility, sustaining heavy forests of
oak. Among these trees the upland white oak is
common, but is of rather diminutive size, and often
hollow. Ina tree of this description we observed, as
we passed, the habitation of a swarm of bees...
(Thwaites, 1905, p. 162).
James appeared to confuse post oak with true white oak(Quercus alba L.). His positive appraisal of the fertility of the
hillslope soils belied the stunted ("diminutive") stature of the
oaks, but given that they had just crossed the hot, dry,
treeless Great Plains, any type of forest may have seemec
exceptionally productive. Long's expedition continuec
along the Canadian River to its confluence with thu
Arkansas River, which they then followed to the Fort Smith
area. While they primarily followed river bottoms,
occasionally the party scaled the uplands, traveling through
oak woodlands and pockets of prairie as they entered the
Arkansas Territory.
Native American land cessations opened the region to
settlement after 1825, and waves of settlers soon followed.
By the early 1840s, Indian missionaries and traveling
preachers roamed the landscapes to minister to their
dispersed congregations. In 1844, a Methodist preacher
from Pennsylvania named William Graham was assigned a
wide-ranging circuit that included Fort Smith and ran
southward to the Ouachita Mountains. Reverend Graham,
though trained in religious matters and not botany,
frequently described natural features. For instance, he
viewed the landscapes south ofFort Smith as follows:
Some of the prairie lands are moderately
productive, while others are slaty, hard, and barren.
The upland is generally thin,and but poorly repays
cultivation. The valleys are more fertile, and yet
inferior in qualities of soil to most countries:
besides, they are very narrow and irregular. The
country is but thinly wooded with indifferent
growths of black-jack and white-oak, and is every-
where covered withlong grass and beautiful flowers
of every hue. (Graham, 1863, p. 539).
Graham's "white-oak" was almost certainly post oak
since the area in question was too harsh for Quercus alba.
Typical of the hills were Blackjack Ridge (near the present-
day village of Mansfield), for which Graham (1863, p. 540)
described as "...covered in tallgrass and the stunted species
of oak called black-jack..." or the Sugar Loaf Mountains
along the Arkansas- Oklahoma state line, which were
covered witha "...stunted growth of timber...". An excerpt
from Reverend Graham's autobiography further described
the region:
The general character of the country was that of
open barrens, with but few dense forests, with but
few tall large trees. The timber was mostly thinly
scattered, light and scraggy with glades and
openings, and the bare spaces covered with grass,
and flecked with flowers. The soil isnot very rich,
except in the valleys and bottoms, and yet is not
wholly unproductive. In the valleys and flats the
hickory walnut and pecan grow larger, and where
the soil is wet the Cyprus [sic] and cycamore [sic]
abounds. Mostly, however, the timber is light and
thin, and the country is easily cleared. Portions of
it [are] rocky, but that is true only of the ridges, and
hills. There are some pine forests... [in] the
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mountain glens and bluffs grows the beautiful trim
holley [sic]...[t]he whole country is beautiful and
variegated, with wild flowers of every hue.
(Parman, 1998, p. 327).
Graham also reported an abundance of hawks, vultures,
md the now extinct Carolina parakeet (Conuropsis
rarolinensis L.), the latter of which he colorfully described as
'...of beautiful plumage, but of horrid music..." (Parman,
1998, p. 328).
A reconnaissance spearheaded by geologist David D.
Owen covered much of the state in 1859 and 1860 (Owen et
al., 1860). Owen's work concentrated on the description of
obvious geological characteristics of the region, especially
the extensive coal beds and sedimentary formations that
dominate Sebastian and Logan counties south of the
Arkansas River floodplain. M.Leo Lesquereux, the botanist
attached to the expedition, associated vegetation with the
observed geology. He placed the grasslands of Sebastian
and Franklin counties with "prairies of Carboniferous
shales," calling them relatively sterile and difficult to
cultivate but excellent for pasture (Owen et al., 1860). The
"sandy, dry, and sterile" summits of the low hills and ridges
surrounding these prairies were often treeless or covered by
open oak-dominated woodlands. Lesquereux interpreted
the lack of trees and the abundance of shrubs as evidence of
frequent fire, although he made no specific mention of
recently burned lands along their route.
Virtually all of the early visitors to the Arkansas Cross
Timbers region commented on the extensive grasslands.
Most recognized that these prairies arose from extreme soil
onditions, although some (likeLesquereux) attributed their
)resence to frequent fire. Such openings are common
iroughout the Cross Timbers, as may be expected along
le Great Plains/Eastern Woodland ecotone. The presence
fAndropogon and other "prairie grasses" (as called by GLO
urveyors) further supports the occurrence of the Cross
imber woodlands in western Arkansas.
Conclusions
Repeated historical descriptions of open, grassy,
warled post and blackjack oak woodlands in western
Arkansas are consistent with modern Oklahoman or Texan
xamples of Cross Timbers. The presence of these
ommunities over sandstone and shale on many of the
teep, rocky ridges in Sebastian and surrounding counties,
oupled with their history of fire, a complex juxtaposition
with prairie openings, and harsh site conditions suggest that
lese stands are indeed eastern extensions of the larger
Cross Timbers ecosystem.
Unfortunately, most examples of the Cross Timbers
type in Arkansas have been degraded by decades of cutting,
pasturing, and invasion by eastern redcedar. Their
transitional position on the ecotone between the Great
Plains and eastern forests indicates that the Arkansas Cross
Timbers may be particularly vulnerable to environmental
change and conversion to other community types.
Residential and industrial development also threatens the
remaining examples. Further field work is needed to
conclusively confirm the presence of Cross Timbers in
Arkansas, and to suggest management and conservation
options.
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Abstract
The dipteran fauna of Arkansas is generally poorly known. A previous study of the Aquatic macroinvertebrates of the
White River National Wildlife Refuge, the largest refuge in Arkansas, reported only 12 diptera taxa out of 219 taxa collected
(Chordas et al., 1996). Most of the dipterans from this study were identified only to the family level. The family Chironomidae
is a large, diverse group and was predicted to be much more diverse in the refuge than indicated by previous studies. In this
study, Chironomidae were targeted, with other aquatic or semiaquatic dipterans also retained, incollections designed to better
define the dipteran fauna of the White River National Wildlife Refuge. Adult dipterans were collected from 22 sites within the
refuge using sweep-nets, two types of blacklight traps, and lighted fan traps inJune of 2001. Specimens from previous studies
were retrieved and identified to the lowest possible taxonomic level. A total of 4,917 specimens representing 122 taxa was
collected. The 122 taxa were comprised of the following: two chaoborids, 83 chironomids, 15 culicids,nine tabanids, and 13
tipulids. Of these, 46 species are new state records for Arkansas. Nine undescribed species of chironomids were collected,
and eight species records represent significant range extensions
Introduction
The White River National Wildlife Refuge (WRNWR)
was established in September of 1935, primarily as a
sanctuary for migratory waterfowl (Earngy, 1988). Located
along the Mississippi flyway in the floodplain of the lower
White River basin, WRNWR is the largest refuge in
Arkansas, overlaying portions of four counties: Arkansas,
Desha, Monroe, and Phillips. The most southern point of
WRNWR is located approximately eight km north of the
confluence of the Mississippi and White rivers. The refuge
is best known for the large number of waterfowl that utilize
ityearly (Chordas et al., 1996).
In the mid 1990s, WRNWR was expanded from 45,750
ha to approximately 64,850 ha with the procurement of
about 19,100 hectares north of the existing refuge extending
WRNWR to Clarendon, Arkansas. WRNWR now has over
350 natural and man-made lakes, numerous wetland areas
and waterways, and is traversed by 159.3 km of the White
River itself. The watershed of WRNWR is flat bottomland
of the Mississippi Alluvial Plain and is dominated by
agriculture primarily rice, cotton and soybean. Within
WRNWR, 13 different forest types, containing 31 major tree
species, are present (Chordas et al., 1996). Due to its
proximity to the confluences of the Arkansas, Mississippi,
and White rivers, WRNWR is subject to flooding during the
late winter and spring (Chordas et al., 1996).
Several studies of the WRNWR aquatic and semi-
aquatic invertebrate fauna were conducted between 1990
and 2003. Chordas et al. (1996), Christian (1995), and
Gordon et al. (1995) documented aquatic
macroinvertebrates (219 species), unionid bivalves [45
species, including the federally endangered species Lampsilis
abrupta (Say, 1831) (the pink mucket)] and aquatic mollusks
(76 species), respectively, from WRNWR. Taking into
account overlapping species listed from these studies, prior
to this publication, the total number of documented aquatic
and semi-aquatic macroinvertebrates for WRNWR stood at
273 species. The largest gap in that particular fauna group
for WRNWR was the Diptera.
The dipteran fauna, excluding the Culicidae, of
Arkansas is relatively undocumented. Although many
individual aquatic invertebrate studies have been conducted
on refuges or limited geographical areas throughout
Arkansas (e.g., WRNWR by Chordas et al., 1996;
Wapanocca National Wildlife Refuge by Harp and Harp,
1980), these studies mainly focused on larval specimens in
which Diptera were not typically identified past family and
rarely past genus. The purpose of our study was to identify
dipteran specimens from previous WRNWR studies to the
lowest taxonomic level and augment the data with
collections targeting adult dipterans, which are more readily
identifiable to species, within WRNWR.
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Materials and Methods
Adult dipterans were collected using sweep-nets,
blacklight pan traps, lighted mosquito fan traps (ABC
mosquito type traps), or aspirated from blacklight
illuminated sheets. Larval chironomids and culicids were
collected with dip nets. Forty-two dip net, 15 sweep-net,
four blacklight pan trap, four lighted mosquito fan trap, and
four blacklight illuminated sheet collections were made
within WRNWR boundaries. However, in the interest of
space and clarity, only the dip net sites that yielded
pertinent information for this study are presented (Table 1;
Fig. 1; see Chironomidae discussion). Allspecimens were
preserved in 70% ethanol. Larval chironomids specimens
from the work of Chordas et al. (1996) were identified only
to the family level. We retrieved those specimens from the
Arkansas State University Museum of Zoology, and the
second author identified them to the lowest possible
taxonomic level. Most of the larval specimens were at least
identified to the generic level. The adult chaoborids,
chironomids and culicids were identified by the authors and
deposited at the U.S. Geological Survey, Great Lakes
Science Center (Ann Arbor, MI), along with the larval
chironomids. The remaining families were sorted and sent
to recognized experts for identification (see
acknowledgments) with specimens being deposited at their
respective institutions.
Aggus (1966), Carlton and Lancaster (1995), Cochran et
al. (1993), Borkent (1981), Byers and Robison (1997), Ekrem
et al. (2003), Hudson et al. (1990), Iovina (1966), Oliver et
al. (1990), Phillips and Kilambi (1994), and Stone et al.
(1965) were referenced for known species distributions.
Even with these references, at times it was very difficult to
resolve exactly which species were indeed new state
records. Some of the species encountered in this study have
broad distributions and were, for example, generically cited
inreferences as "Occurs throughout eastern US" or "Wash,
to Nfld.,s. Calif., Kans., and Fla." (e.g., Stone et al., 1965).
In these cases, we decided to be very conservative in
claiming new state records. Thus, species with these
distributions were inferred as being "recorded" for
Arkansas, even though Arkansas is not specifically
mentioned in the distributional range, and the species may
not have previously been reported for Arkansas. Species
with narrower or more precisely defined ranges were
considered new state records if they were reasonably
determined not to have been previously recorded for
Arkansas.
Results and Discussion
One-hundred and twenty-two species of dipterans,
representing five families, were identified from 4,917
specimens collected at WRNWR (Table 2). Chironomids
species comprised the largest fraction of the fauna with 83
species (68 °/o of the total). Culicids and tipulids comprised
12% (15 species) and 10% (12 species) of the taxa,
respectively. Chordas et al. (1996) reported only 12 taxa of
dipterans from WRNWR. This study significantly increases
the known Diptera for WRNWR.
Chaoboridae (Phantom Midges).-Three species of
phantom midges Chaoborus albatus Johnson, 1921, Chaoborus
maculipes Stone, 1965, and Chaoborus punctipennis (Say, 1823)
were previously known from Arkansas (Borkent, 1981). In
this paper we report one species as a new state record,
bringing the total known for Arkansas to four species. An
additional species Chaoborus crystallinus (De Geer, 1776), was
reported from Missouri, Tennessee/Georgia, and a single
record from Texas (Borkent, 1981). The proximity of these
locations suggests that itmay also occur in Arkansas.
We collected two species of phantom midges from
WRNWR (Table 2). Chaoborus punctipennis is a common,
widespread species that had previously been reported for
Arkansas (Borkent, 1981). This species was found
throughout WRNWR (Table 2;Fig. 1). Chaoborus americanus
(Johannsen, 1903), a new state record for Arkansas, was
found only at Alligator Lake which is located in the very
southeastern portion of WRNWR (Fig. 1). Itwas collected
in sweep-net samples and at a hanging blacklight
illuminated sheet. These records slightly extend the
southernmost edge of this species' range (for fullrange see
Borkent, 1981). The aquatic larvae of Chaoborus americanus
usually occur inpermanent ponds or small fishless lakes that
are open and exposed habitats (Borkent, 1981). While
WRNWR is predominantly forested, Alligator Lake is
atypical for WRNWR, as it is a large, open, shallow,
permanent, fishless natural habitat. Alligator Lake is
apparently a fairly unique habitat as it is also the only
known site of two state records of aquatic
macroinvertebrates reported by Chordas et al. (1996). Itis
also the only known location of a few unpublished state
records of terrestrial hemipterans and one aquatic
coleopteran collected while conducting this study (S. W.
Chordas III,E. G. Chapman, unpub. data).
Chironomidae (Midges). -Previous studies of Arkansas
macroinvertebrates typically did not identify chironomids
below the family or generic level. Of those that did, the
studies were either geographically limited (e.g., Cochran et
al., 1993, St. Francis Sunken Lands) or dated (e.g. Iovina,
1966, cursory list of Arkansas chironomids). As such, the
Chironomidae of Arkansas are poorly known, and only a
fraction of the state's potential fauna is represented in the
literature. The more common or widespread species, as
well as lentic species, represent the majority of the known
fauna for Arkansas. Our collections targeted, but were not
limited to, lotic species, about which there is considerably
less known.
Chordas et al. (1996) identified larval midges only to the
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Fig 1 Collection locations within White River National Wildlife Refuge.
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Table 1 : Collecting sites within White River National Wildlife Refuge, listed from north to south.
Site Location County
1A Cooks Lake Arkansas
IB Cooks Lake Arkansas
L1 Swan Lake Monroe
2 Lambert Bayou Monroe
L2 Little Moon Lake Monroe
3 Little Moon Lake Monroe
4 Indian Bayou / State Route 1 Monroe
5 White River / State Route 1 Arkansas
6 White River / S. of St. Charles Arkansas
L3 Little White Lake Arkansas
7 Lowland Ridge Arkansas
8 Lowland Forest Arkansas
9 White River /Johnson Bay Arkansas
10 Big Island Chute Arkansas
L4 Big Island Chute Arkansas
11 Upland Forest (wet area) Arkansas
12 Upland Ridge Arkansas
13 Upland Forest Arkansas
14 Panther Creek Arkansas
15 White River / East Levee Phillips
L5 Hurricane Pond Arkansas
16 White River / Hudson's Landing ... .Phillips
L6 Columbus Lake Arkansas
L7 Prairie Bayou Arkansas
L8 H-Lake Arkansas
17 White River /Jacks Bay Arkansas
L9 Wolfe Bayou Arkansas
18 Scrubgrass Bayou Desha
19 White River / Prosperous Bayou Arkansas
20 Bottomland Forest Desha
L10 Beaver Pond Arkansas
21A Alligator Lake Desha
21B Alligator Lake Desha
21C Alligator Lake Desha
L11 Alligator Lake Desha
22 White River / Arkansas post canal .. .Arkansas
L=Larval collection only.
Collection
Method Coordinates Date
Blacklight sheet N34.51 :W-91.27 23-June-2001
Blacklight pan trap N34.51 :W-91.27 23-June-2001
Aquatic dipnet N34.44 :W-91.16 14-October-1989
Sweep-net N34.42 :W-91.13 23-June-2001
Aquatic dipnet N34.40 :W-91.12 14-October-1989
Sweep-net N34.40 :W-91.12 23-June-2001
Sweep-net N34.39 :W-91.09 23-June-2001
Sweep-net N34.37 :W-91.12 22-June-2001
Sweep-net N34.36 :W-91.12 23-June-2001
Aquatic dipnet N34.36 :W-91.10 22-July-1990
Mosquito light trap N34.35 :W-91.11 20-June-2001
Blacklight sheet N34.34 :W-91.10 20-June-2001
Sweep-net N34.34 :W-91.07 21June-2001
Sweep-net N34.33 : W-91.10 22-June-2001
Aquatic dipnet N34.33 :W-91.10 22-July-1990
Mosquito light trap N34.32 :W-91.09 20-June-2001
Mosquito light trap N34.31 :W-91.13 21-June-2001
Blacklight sheet N34.30 :W-91.12 21-June-2001
Blacklight pan trap N34.30 :W-91.12 21-June-2001
Sweep-net N34.26 :W-91.06 22June-2001
Aquatic dipnet N34.25 :W-91.15 30-September-1990
Sweep-net N34.19 :W-91.09 22-June-2001
Aquatic dipnet N34.14 :W-91.12 4-September-1990
Aquatic dipnet N34.13 :W-91.12 4-September-1990
Aquatic dipnet N34.12 : W-91.10 4-September- 1990
Sweep-net N34.ll :W-91.07 20-June-2001
Aquatic dipnet N34.10 :W-91.17 11-August- 1990
Sweep-net N34.09 :W-91.08 22-June-2001
Sweep-net N34.06 :W-91.19 21-June-2001
Mosquito light trap N34.05 :W-91.09 22-June-2001
Aquatic dipnet N34.04 :W-91.20 11-August- 1990
Sweep-net N34.04 :W-91.10 22-June-2001
Blacklight sheet N34.04 : W-91.10 22-June-2001
Blacklight pan trap N34.04 :W-91.10 22-June-2001
Aquatic dipnet N34.04 :W-91.10 22-April-1990
Sweep-net N34.02 :W-91.18 21-June-2001
family level. There were approximately 560 larval
specimens from 42 collections taken within WRNWR.
Twenty-three taxa were identified from the larval
collections, eight of which were not represented in the adult
collections. In the interest of space and clarity only the eight
taxa that augment the current chironomids faunal list are
included (Table 2). Additionally, we follow Caldwell et al.
(1997) in not recognizing three synonomies made by Boesel
(1985); these are Polypedilum digitifer Townes, 1945,
Polypedilum simulans Townes, 1945, and Polypedilum
griseopunctatum (Malloch, 1915) used as junior synonyms of
Polypedilum halterale (Coquillett, 1901).
As is often the case with speciose insect groups, many of
the species are uncommonly encountered (or at least found
in low numbers) while a few species are abundant and
commonly encountered. Our collections reflect this.
Twenty-two of the 83 chironomid species (26%) were known
from single specimens (Table 2). Further, 49 of the 83
species (59%, including all of the orthoclads) were known
from seven specimens or fewer. These 49 taxa comprised
only 4% of the total number of chironomids collected.
Conversely, 12 species (14% of the taxa) comprised 70% of
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rable 2: Diptera species collected from White River National WildlifeRefuge.
Species ;
QhaoSoridae :(2 species)? Chaoborus americanus (Johannsen. 1903)
Chaoborus punctipennis (Say, 1823) ....
rhironomidae :(83 species)
Tanypodinae :
Aolabesmyia annulata (Say, 1823)
Ablabesmyia aspera (Roback, 1959) .
? Ablabesmyia janta (Roback, 1959) .
Ablabesmyia mallochi fWalley, 1925)
Ablabesmyia rhamphe Sublette, 1964* Clinotanypus sp
# Coelotanypus sp.
? Hayesomyia senata (Walley, 1925) .
Labrundinia pilosella (Loew, 1866)
? Larsia decolorata (Malloch, 1915) .
#s Procladius (Holotanypus) sp
Procladius bellus (Loew, 1866)
Collection Site Numbers :
21A-21B
1
-3-4-6-9-10-14-16-17-
18-19-21A-21B-22
5-15-17
14- 17-21 A
10
2-4-5-17-22
2-3-5-6- 15-16- 17-2IB
L1-L2- L4-L5-L6-L7-L9-L11
L4-L5
5-16
3-4-5-6-9- 10- 15- 16- 18- 19-21A
3-6-9- 10-15-16- 18-21A
L1-L2-L4-L5-L6-L7-L9-L11
r l i 14
Tanypus neopunctipennis Sublette, 1964 1
? Tanypus punctipennis Meigen, 1818 4-18-19-21A
? Zavrelimyia sp L9
Orthocladiinae :
? Bryophaenocladius digitatus Saether, 1973 15
?oBryophaenocladius Novum Species 10
Cricotopus bicinctus (Meigen, 1818) 4
? Cricotopus politus (Coquillett, 1902) 5-6-22
? Mesosmittia partrihortae Saether, 1985 5-16
?oPseudorthocladius Novum Species 4
Smittia aterrima (Meigen, 1818) 9
Chironominae :
Axarus festivus (Say, 1823) 22Axarus taenionotus (Say, 1829) 2-5-6-15-16-17-18? Beckidia tethys (Townes, 1945) 15
Chironomus decorus Tohannsen, 1905 1-2-4-5-6- 10- 14- 15-Hi-17- U)
-21A-21B-22
? Chironomus calligraphus Goeldi, 1905 4-5-6-18-17- 19-21A
? Chironomus atrovindis Townes, 1945 21A
Chironomus chelonia Townes, 1945 5
? Chironomus loneipes Staeger, 1839 1-4-5-6-9-10-15-16-18-
21A-21B
? Chironomus natchitocheae Sublette, 1964 14
?o Chironomus Novum Species Hi
? Cladotany tarsus fusiformis Bilyj, 1989 1Cryptochironomus fulvus (Johannsen, 1905) 15?o Cryptochironomus Novum Species #7 14
?o Cryptochironomus Novum Species #2 1-15-16
? Cryptotendipes pseudotener (Goetghebuer, 1922) 14
Dicrotendipes lucifer (Johannsen, 1907) 2-3-4-5-15-16-17-18-19-22Dicrotendipes modestus (Say, 1823) 4-10-16-21A
Dicrotendipes tritomus (Keiffer, 1916) 6-18-19-21A
Endochironomus nigricans (Johannsen, 1905) 2-10-14- 15-16- 17- 18- 19-21A
Endochironomus subtendens (Townes, 1945) 18-21A
? Gillotiaalboviridis (Malloch, 1915) 5-16
Glyptotendipes lobiferus (Say, 1823) 17-21BGlyptotendipes meriodionalis Dendy &Sublette, 1959 2-3-5-14- 17-18-21A-22
?o Glyptotendipes Novum Species 19
Goeldichironomus holoprasinus (Goeldi, 1905) 21A? Harnischia curtilameltata (Malloch, 1915) 15
? Hydrobaenus sp L3-L5-L6-L8
Keifferulus dux (Johannsen, 1905) 4-15- 16- 17- 18-2 1A-2IB? Keifferulus pungens Townes, 1945 6-9-10-16- 18-19-21 AMicrochironomus nigrovittatus (Malloch, 1915) 2-22
Parachironomus carinatus (Townes, 1945) 2-4- 14-15- 16- 17-18-21 A-22.
Parachironomus directus (Dendy &Sublette, 1959) 17
? Parachironomus hazelriggi Spies, 1994 1
? Parachironomus pectinaltellae (Dendy &Sublette, 1959) 5
? Paracladopelma doris (Townes, 1945) 5-15-16-17
Paralauterborniella nigrohalteralis (Malloch, 1915) 5-15
? Paraphaenocladius sp L8
? Paratanytarsus dubius (Malloch, 1915) 18-21A
? Polypeddum albulum Townes, 1945 15-18-19
(# of sites ;
# of specimens
(14:136)
3:28)
3:7)
1:1
5:109)
'8:193
'8:68)
'2:5)
2:7)
11:163)
'8:154)
8:51)51]15]1:
1:1
4:5
L:3
1:1
1:1
1:1
3:4
2:5
1:1
1:1
1:3)
7:37
1:1)
14:266)
7:17)
1:1)
1:1)
11:78)
1:3)
1:2
1:1
1:1
1:1
3:3
1:1
10:39)
14:11.
;4:13)
9:110)
2:7)
2:3.2:10)
8:237)
1:1
1:1
1:1
'4:17)
7:43)
'7:34
;2:6) ;
9:59)
1:3
1:1
1:1
'4:22)
2:12)
;3:3) ;
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? Polypedilum angulumn Maschwitz &Cook, 2000 9-19-21A
Polypedilum digitifer Townes, 1945 1-2-4-10-14-16-17-19-22
» Polypedilum gnseopunctatum (Malloch, 1915) 5-6-15-16-19Polypedilum halterale (Coquillett, 1901) 2-3-4-6-10-16-17Polypedilum illinoense (Malloch, 1915) 2-3-4-5-6-9-10-14-15-16-17-18-19-21A-22Polypedilum obtusum Townes, 1945 2-4-5-6-10- 15-16-18-19-21 A
? Polypedilum scalaenum (Schrank, 1803) 4-5-6-10-16-19
Polypedilum simulans Townes, 1945 16-17-19-22
Polypedilum trigonus Townes, 1945 2-6-14-15-16-18-21A-21B-22
+oPolypedilum Novum Species 6-10-15-16-17-22
? Rheotanytarsus akrina (Roback, 1960) 4-5-10-15-16
+oRheotany tarsus Novum Species 16-18
?o Stempeltinella Novum Species 5
Stenochironomus macateei (Malloch, 1915) 2-4-5-6-10-15-16-17-18-22
»Stictichironomus palliatus (Coquillett, 1902) 17Tany tarsus acifer (Ekrem et al., 2003) 4-10Tanytarsus dendyi Sublette, 1964 14-22Tanytarsus neojlavellus Malloch, 1915 4-22? Tanytarsus petsuei Spies, 1998 15-22
? Tibelos jucundum (Walker. 1848) L3-L4-L6-L10
Xenochironomus xenolabis (Keiffer, 1916) 3
%+Zavreliella marmorata (Wulp, 1859) L7
Culicidae :(15 species)
Aedes vexans (Meigen, 1830) 2-3-4-6-7-9-10-11-12-15-16-
17-18-19-20-21A-22
Anopheles crucians Wiedemann, 1828 4-5-7-11
I
Anopheles punctipennis (Say, 1823) 21B
Anopheles quadnmaculatus Say, 1824 2-7-11-12-15-18Cufex erraticus (Dyar &Knab, 1906) 7-20
Culex territans Walker, 1856 4-10-11-16-22
Ochlerotatus sollicitans Walker, 1856) 2-3-11- 19-21A
Ochlerotatus triseriatus (Say, 1823) 3-16-18
Ochlerotatus trivittatus (Coquillett, 1902) 12-16- 17-19-21A-22
Psorophora columbiae (Dyar &Knab, 1906) 4-5-6-7-10-11-12-16-18-
19-20-21A-21B-22
Psorophora ferox (Humboldt, 1819) 7-9-11-16-17-19-20-22Psorophora horrida (Dyar &Knab, 1908) 11
Psorophora mathesoni (Belkin &Heinemann, 1975) 18
Toxorhynchites rutilus
septentrionalis (Dyar &Knab, 1906) 18
Uranotaenia sapphirina (Osten-Sacken, 1868) 9-16-17-18-21A-21B
Tabanidae : (9 species)
» Tabanus americanus Forster, 1771 9Tabanus atratus Fabricius, 1775 17-18- 19-21 A-22Tabanus limbatinevris Macquart, 1847 1A-10- 14-21A
? Tabanus similis Macquart, 1850 13-15-19
Tabanus trimaculatus Palisot de Beauvois, 1806 21A
Tabanus venustus Osten-Sacken, 1876 9
? Chrysops celatus Pechuman, 1949 2-3-9-13-15-16? Chrysops delicatulus Osten-Sacken, 1875 9
Chrysops geminatus Wiedemann, 1828 10
Tipulidae :(13 species)
? Dicranoptycha australis Alexander, 1926 1
? Erioptera (Erioptera) septemtrionis Osten-Sacken, 1859 1? Erioptera (Mesocyphona) caliptera Say, 1823 14
Gonomyia (Lipophleps) sulphurella Osten-Sacken, 1859 14
Helius flavipes (Macquart, 1855) 6
? Limonia (Dicranomyia) immodestoides Alexander, 1919 6
? Limonia (Limonia)rara (Osten-Sacken, 1869) 3
Limonia (Rhipidia) domestica (Osten-Sacken, 1859) 10- 16-21 A
? Pilaria imbecilla (Osten-Sacken, 1859) 21B
Pilaria tenuipes (Say, 1823) 9
? Pseudolimnophila luteipennis (Osten-Sacken, 1859) 21A
Tipula (Lunatipula) sp 6-13
3:3)
9:82
5:22
7:119)
15:202)
10:137)
'6:23)
'4:15)
9:298)
6:185)
;.5:6O)
;2:4j1:1)
10:64)
1:3)
2:2
2:4
2:3
2:3
4:7
1:1
1:2
17:778)
'4:15)
1:1)
'6:84)
2:5)
5:8,
5:9,
3:5
;6:19)
14:597)
;8:39)
jells)
1:1)
5:11)
'4:6)
3:5
1:1
1:1
6:13)
1:1)
1:1
1:4
1:1
1:3
1:3
1:1
1:1
1:1
3:6
1:1
1:1
1:1
2:2
? = New state record Totals : 122 Taxa; 4,917 specimens
O = New (undescribed) species.
% =Larval records only.
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he chironomid specimens collected. Seven chironomids
pecies were encountered at 10 or more sites, and 12 species
vere represented by 100 or more specimens (Table 2).
Nine undescribed chironomid species in eight genera
vvere found at WRNWR, and 35 species (42% of the species
collected) represent new state records for Arkansas (Table
2). Most of these species are widespread or are known from
the southeastern U.S. and would be expected in Arkansas.
However, the occurrence of six species at WRNWR
[Beckidia tethys (Townes, 1945), Bryophaenocladius digitatus
Saether, 1973, Chironomus longipes Staeger, 1839,
Cladotanytarsus fusiformis Bilyj, 1989, Keifferulus pungens
Townes, 1945, Mesosmittia partrihortae Saether, 1985)
represents significant range extensions for these species.
The most common chironomid species we found at
WRNWR were Polypedilum illinoense (Malloch, 1915) and
Chironomus decorus Johannsen, 1905. These species were
also among the three most common species reported by
Cochran et al. (1993) for the St. Francis Sunken Lands,
located north of WRNWR in the Mississippi AlluvialPlain.
Cochran et al. (1993) reported Orthocladius sp. as the most
abundant taxon in their study, whereas we did not
encounter this genus inany of our samples. Species in the
genus Orthocladius, along with many other chironomid taxa,
typically emerge in early spring (Soponis, 1977) or later in
the summer. Therefore, adults would not have been
collected during our June sampling efforts. However, it is
unknown why no Orthocladius sp. larvae were collected.
More extensive adult sampling, specifically blacklight
rapping inearly and late spring as well as late summer and
all, could potentially double the number of chironomid
axa found in the various aquatic habitats on WRNWR.
This would bring the faunal list to at least 170 chironomid
species.
Culicidae (Mosquitoes) .-Located in a bottomland
loodplain, WRNWR contains a profusion of mosquito
)reeding sites and, thus, supports large populations of
certain mosquito species. In spite of the high repellant
evels used by the authors while collecting at WRNWR, we
unavoidably and significantly contributed to subsequent
culicid cohorts. The dominant species collected were
loodwater species. The flat topography and periodic
looding of the entire refuge results in suitable breeding
environments for Aedes vexans (Meigen, 1830) and Psorophora
columbiae (Dyar and Knab, 1906), which were present in
every lighted mosquito trap sample and nearly every sweep-
net sample taken (Table 2). Additionally, agricultural fields
in particular rice fields), which surround WRNWR, are
mown to produce large numbers of Psorophora columbiae,
Anopheles quadrimaculatus Say, 1824, and to a lesser extent
Aedes vexans (Stark and Meisch, 1985).
Inaddition to the floodwater species, most of the other
mosquito species we collected have broad larval habitat
requirements and potentially inhabit many of the aquatic
environments present in WRNWR. Afew species, such as
Ochlerotatus triseriatus (Say, 1823) and Toxorhynchites rutilus
septentrionalis (Dyar and Knab, 1906), have more specific
habitat requirements in that they typically breed in tree
holes and occur most commonly in forested or shaded areas
(Siverly, 1972). Unlike the surrounding agriculturally
utilized areas, WRNWR has forested habitats that may
support these more specialized species. Although these
species are widespread and fairly common throughout their
range, they were uncommon in our collections and were
only found sporadically within WRNWR (Table 2; Fig. 1).
Chordas et al. (1996) reported only three mosquito
species in two genera from WRNWR {Anopheles crucians
Wiedemann, 1828, Anopheles punctipennis (Say, 1823) and
Culex erraticus (Dyar &Knab, 1906)). We collected these
three species in our 2001 samples plus an additional 12
species representing seven genera (Table 2). We suspect that
the culicid fauna is diverse within WRNWR and that our list
is still incomplete, perhaps by as many as 10 species. A
more in-depth and specific analysis of the area is needed to
ascertain the complete culicid fauna. All 15 species we
encountered are known for Arkansas and would be
expected within WRNWR.
Tabanidae (Deer and Horse Flies). -Chordas et al.
(1996) listed only three tabanid genera for WRNWR, and
we did not specifically target tabanids during our collecting
efforts. As a result, species of this family are
underrepresented for WRNWR, and a more detailed and
targeted survey is needed to ascertain the tabanid fauna of
the refuge. All tabanid specimens we found were
serendipitously collected in sweep-net samples while
sampling for Chironomidae. Three of the nine species we
encountered (33%) Chrysops celatus Pechuman, 1949,
Chrysops delicatulus Osten-Sacken, 1875, and Tabanus similis
Macquart, 1850 are new state records for Arkansas (Table 2).
Chrysops delicatulus was historically known through the
Midwest and northeastern United States (Michigan, New
Hampshire) (Stone et al., 1965). Our record represents a
fairly significant range extension for the species. The
remaining six species have widespread distributions, have
all been previously recorded for Arkansas and would be
expected for the WRNWR area (Carlton and Lancaster,
1995).
Tipulidae (Crane Flies). -The Tipulidae ofArkansas are
relatively unknown. A recent publication by Byers and
Robison (1997) reported 20 new state records for Arkansas
out of 26 species collected. We did not collect a single
species listed by Byers and Robison (1997). Given that our
collections were in the bottomlands of the Mississippi
AlluvialPlain and theirs were from the Ouachita Highlands,
it is understandable why the two faunas might differ.
However, it is surprising that not even the most common
species overlapped the collections.
Journal of the Arkansas Academy of Science, Vol. 58, 2004
"«
44
Additions to the Acjuatic Uiptcra (v^haobondac, i_-hironomtdac, v^uJicidac, labanidcic, lipulidacj rauna 01 the
White River National Wildlife Refuge, Arkansas
Our collecting methods afforded us sampling
opportunities for tipulids; however, a more targeted survey
is needed to better determine the tipulid fauna of WRNWR.
Most of the species we found were smaller species, whereas
Byers and Robison (1997) found primarily larger species
with most belonging to the genus Tipula. Of the 13 species
we collected, seven species (54%) are new state records for
Arkansas (Table 2). Of these seven new state records, five
are widespread species that would be expected for
WRNWR and for Arkansas. The remaining two species
have more restricted ranges. Limonia immodestoides
Alexander, 1919 is a widespread but typically more
northern species. Our collection lies along the very
southern edge of its known range. Dicranoptycha australis
Alexander, 1926 was previously known from Florida and
Georgia (Stone et al., 1965). Our collection represents a
western range extension for this species, which probably
occurs throughout the southeastern United States.
Of the 12 dipterans Chordas et al. (1996) reported for
WRNWR, seven taxa (Ceratopogonidae, Chlorotabanus
(needs verification), Odontomyia sp., Prionocera sp., Sepedon sp.,
Simulium sp., Stratiomys sp.) were not found, nor targeted, in
this study. This paper reports an additional 117 Diptera taxa
previously unknown for WRNWR. There are now 129
dipteran taxa known for WRNWR. Further, combining this
augmented Diptera fauna with the previously known 273
taxa from WRNWR, the total aquatic and semi-aquatic
macroinvertebrate taxa now known from WRNWR stands
at 390 taxa. Chordas et al. (1996) concluded that WRNWR,
as a relatively undisturbed area compared to surrounding
lands, was acting as a refugia for aquatic macroinvertebrates.
With390 taxa now recorded from WRNWR, the contention
that WRNWR may be acting as a refugia is further
suggested with this study.
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Abstract
Loblolly pine (Pinus taeda L.) is commercially the most important timber species in southern Arkansas and the southern
United States. Results of stand-level timber inventories have traditionally been reported in terms of volume, yet loblollypine
sawtimber is bought and sold based onbiomass. A straightforward stand-level conversion from volume per hectare to biomass
per hectare does not exist for Arkansas, thus complicating the valuation of standing loblolly pine sawtimber. Two equations
were developed to predict stand-level, outside-bark, green biomass per unit area for loblolly pine stands in southern Arkansas.
The merchantable sawlog equation presented herein explained approximately 95% of the variation present and had an average
error of 4.2 percent when applied to validation data. The equation for total merchantable biomass explained about 99% of the
variation and had an average error of 1.5 percent when applied to validation data. Use of these equations should simplify the
valuation of standing timber inloblolly pine sawtimber stands in southern Arkansas.
Introduction
Loblolly pine {Pinus taeda L.) is the predominant timber
species in southern Arkansas as well as the southern United
States. Of the four southern pine species, loblollypine is the
most hardy and versatile with respect to its ability to
reproduce and grow rapidly on diverse sites (Schultz, 1997).
There are approximately 13.4 million hectares of loblolly
pine forests in the southern United States (Schultz, 1997),
collectively containing over 50% of the standing timber
volume in the South (Baker and Langdon, 1990). In
Arkansas, the area inloblolly pine plantations is forecast to
more than double from the nearly 750,000 hectares today to
about 1.7 million hectares in 2040 (Wear and Greis, 2002;
Prestemon and Abt, 2002). Loblolly pine is thus a very
important commercial tree species to the forest landowners
and timber industry of Arkansas and the southern United
States.
The predominant method of buying and selling timber
n Arkansas and the southern United States is by biomass
TimberMart South, 2004). The Arkansas legislature
recognized this in the 2003 legislative session by no longer
requiring use of the Doyle logrule (a volume-based rule) as
he only legal rule for sawlog timber transactions within the
state. It is simply more efficient to determine log biomass
han log volume. This gain in efficiency does come at a cost
- it is now more difficult for a landowner to receive a
premium for higher quality large logs (James Guldin, pers.
comm.) as a high quality and low quality log of the same
dimensions contain the same amount ofbiomass.
A problem arises, however, in that most forest
inventories are conducted in terms of the timber volume
and not biomass. The landowner or land manager must then
convert from units of volume to units ofbiomass inorder to
determine timber value. To aid in this process, individual
tree biomass equations have recently been developed for
loblolly pine in Arkansas and surrounding regions
(Newbold et al., 2000; Posey, 2003). These equations can be
applied to individual-tree data collected during forest
inventories and used to produce inventory results directly in
terms of biomass.
Use of individual-tree biomass equations on inventory
data and then summarizing these data are the best
techniques to use when estimating stand-level biomass.
However, if all that is known for a location are stand
summary attributes, such as number of trees per hectare,
average height of dominant and codominant trees, basal
area per hectare, and/or quadratic mean diameter, the
individual-tree biomass equations cannot be used. This
situation arises when (a) just the results of a forest inventory
are known, (b) a stand-level growth and yieldmodel is being
used, or (c) an experienced forester's best estimates are used.
Stand-level biomass equations, or those that estimate timber
biomass per unit area from stand-level attributes, as opposed
to tree-level attributes, are required. Such stand-level
equations have not been made publicly available to date for
loblollypine in Arkansas.
While some conversions have been reported (Dicke and
McCreight, 1999; Avery and Burkhart, 2002), these factors
depend more on the diameters of individual trees
composing the stand and not stand-level attributes. One
should avoid applying such conversions to the average-sized
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ree ina stand (an attribute easily obtained from stand-level
attributes) due to the nonlinear relationship between tree
izes and conversion factors.
The objectives of this project were to develop outside-
bark, green biomass per unit area equations for sawtimber-
sized loblolly pine stands that estimate the biomass of (1) the
sawlog portion of the trees (2) the tree-length stems to a 10.2
cm top diameter, the minimum diameter for pine
pulpwood. Once produced, these equations can be used to
predict merchantable sawlog biomass per hectare (objective
1) and total merchantable biomass per hectare (objective 2)
for sawtimber-sized loblolly pine stands in southern
Arkansas.
Materials and Methods
Sixteen sawtimber-sized loblolly pine stands, all
previously thinned, were visited and inventoried during
2002 (four stands inFebruary, May, August, and November,
respectively). The stands were located in Drew, Lincoln,
Ashley, and Cleveland counties in southern Arkansas. Five
stands were plantations; the remaining 11 stands were of
natural origin. Approximately twenty 0.08-hectare plots
were located via systematic random sampling within each
stand. For each tree found on a plot, the diameter at breast
height (DBH, outside-bark diameter measured 1.3 m above
ground) and the total height were measured using a
diameter tape and a clinometer, respectively, and recorded.
The tree attributes were measured in English units in the
field and then converted to metric units for the analyses
herein. Additionally, the number of 5.2 m logs present was
estimated and tallied for each loblolly pine.
The loblolly pine tree closest to the center of each plot
was marked (for later identification), felled, merchandized to
a tree-length log and transported to a loading deck with a
skidder. Once at the loading deck, the biomass of each trt>e-
length log was determined by using chains and tongs to
attach the log to a digital load cell (Measurement Systems
International, Challenger 2, Model 3360, accurate to 0.91
kg) suspended from a loader. The tree-length logs were
bucked into merchantable portions to satisfy Georgia-Pacific
Corporation's plywood logspecifications (5.2, 7.9, or 10.7 m
with a minimum top diameter of 20.3 cm inside bark) and
the biomass of each merchandized log was then determined
using the load cell.
The biomass of the tree-length logs and merchandized
logs were used to develop individual tree biomass equations
(Posey, 2003). The following equation, originally presented
in English units but converted to metric for presentation
herein, estimates the merchantable sawlog, outside-bark,
green biomass for individual loblolly pines of sawtimber
size:
A
SWt-= 0 4536^ i1M4:i+|!U777In(flB//i/2
-54)+0(t0!)!Mn(io«i.'] (1)
where SWtj = predicted merchantable sawlog biomass (kg) for tree i,
DBHj — diameter (cm) at breast height for tree i,and
LogSj = number of 5.2 m sawlogs present in tree i.
and equation (2), also converted to metric, estimates the total, merchantable, outside-bark, green biomass for individual
sawtimber-sized loblolly pines:
TW't '— 0 4536tf [¦°-6789+2-0D0 WDBH(/ 2.M)+(Mi<)47 In(77/,/ 0.3()4H)| /Q\
where TWtj = estimated total, merchantable (10.2 cm top) biomass (kg) for tree i,
THj = total height (m) for tree i,and
all other variables as previously defined.
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As reported by Posey (2003), the approximate R2 for
equation (1) was 96.5%, and the mean absolute residual was
97 kg while the approximate R2 and mean absolute residual
for equation (2) were 95.2% and 151 kg, respectively.
Equations (1) and (2) were applied to each inventoried
loblolly pine in the study to estimate its respective stem
biomass. These biomasses were then summed across each
0.08 ha plot and expanded to biomass per hectare. The
resulting biomass per hectare measures were the dependent
variables for the two equations developed herein. The
following stand-level attributes, sampled at each plot, were
available for use as independent variables in the equations
developed herein: number of loblollypine trees per hectare,
average height of the dominant and codominant loblolly
pine trees, basal area per hectare, and quadratic mean
diameter. This plot-based approach to stand-level estimation
is a commonly accepted practice when developing stand-
level volume orbiomass equations (see Matney et al., 1988;
Amateis et al., 1995; Lenhart, 1996).
The dataset, consisting of 321 plots, was randomly split
into model building (229 plots) and model validation (92
plots) datasets. Avariety of linear and nonlinear regression
forms were fitto the model building dataset using the SAS
'
System for Windows (SAS Institute Inc., 1999). For each
nonlinear regression fit, the fitted equation was applied to
the dataset and the equivalent to sum of squared errors
(SSE) and sum of squares total (SST) were manually
calculated. An approximate R2 was then found for the
nonlinear fits via (SST-SSE)/SST. A host of typical
regression diagnostics including the adjusted and/or
approximate R2, Shapiro-Wilk test of normality, PRESS
statistic, Mallow's Cp, DIFFITs, and DFBETAs (Myers,
1990) was used in determining the best fitting regression
equations.
The best fitting equations were then applied to the
model validation dataset. The equations producing the
smallest mean absolute errors and fewest outliers when
applied to the validation dataset became the final
recommended equations.
Results and Discussion
A summary of the inventory data collected is provided
in Table 1. The wide range of stand conditions and tree sizes
encountered in this project suggests that the equations
developed herein can be applied to most loblolly pine
sawtimber stands found in southern Arkansas.
Table 1. Range of stand-level inventory data used to develop the stand-level biomass equations.
Attribute Mean Standard Deviation Minimum Maxim
Average height
of dominant pines (m) 23.7 2.9 16.3 36.6
Pine Site index
(m, base age 25) 18.9 2.6 11.6 29.8
Pine trees per ha 124.4 53.8 12.4 321.2
Pine basal area (m2)
per ha 15.4 5.3 3.9 31.1
Pine quadratic
mean diameter (cm) 41.0 6.4 29.4 82.0
Pine merch. sawlog
biomass (kgper ha) 121,466 47,152 21,814 254,926
Pine total merch.
biomass (kg per ha) 188,673 68,843 46,645 392,457
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The following functional form was determined to be
aost effective in estimating both merchantable sawlog and
otal,merchantable, outside bark, green biomass per hectare
or sawtimber-sized loblolly pine stands:
WTi= a x QMDfxHD-x TPh(<3>
where WTj = estimated pine kilograms (merchantable sawlog or total merchantable) per hectare for stand ?',
QMDj — pine quadratic mean diameter (cm) for stand i,
HDt average height (m) of dominant and codominant pine trees for stand i,
TPH{ pine trees per hectare for stand i,and
a, b, c, and dare parameters that were estimated.
Parameter estimates for the respective equations appear
n Table 2. Allparameters were significant at ?=0.05, as the
approximate 95% confidence intervals for each respective
jarameter estimate excluded 0.0. Fit statistics for the two
regressions appear in Table 3.
number of sawlogs in a given tree is determined by
merchantability limits and specifications whereas the length
(or height) to a 10.2 cm top is not. Therefore, the height to a
10.2 cm top (or the length of a tree-length log) is more
consistent from tree to tree than the number of sawlogs
present from tree to tree.The fit for the total merchantable biomass equation
explained more of the variation (99.8%) in the dependent
variable than the comparable merchantable sawlog biomass
equation (94.7%). This was an expected result even though
the total merchantable biomass per hectare is larger than the
merchantable sawlog biomass per hectare (Table 1). The
The mean absolute residual (average of the absolute
values of each observation's predicted value minus its actual
value) is relatively small for each fitted equation (Table 3).
Note that the magnitude of the mean absolute residual did
not change much when the fitted regression equations were
fable 2. Parameter estimates for equation (3) when fit to the merchantable sawlog and total merchantable biomass data,ispectively.
Dependent Variable Approximate Approximate 95%
(kg per ha) Parameter Estimate Standard Error Confidence Interval
Merch. sawlog biomass a 0.0250 0.0074 (0.0105 ,0.0396)
b 2.0314 0.0727 (1.8882 ,2.1746)
Ec 0.9567 0.0636 (0.8315
,1.0820)
d 1.0132 0.0201 (0.9735 ,1.0529)
merch. biomass a 0.0896 0.0043 (0.0811,0.0982)
b 1.9832 0.0119 (1.9596,2.0067)
c 0.7717 0.0104 (0.7511,0.7923)
d 0.9992 0.0033 (9.9927 , 1.0057)
Table 3. Fit statistics for equation (3) when fitto the merchantable sawlog and total merchantable biomass data, respectively.
Standard Error Mean Absolute Residual
of the Estimate [Standard Deviation]
Dependent Variable Approximate R2 (kg per ha) (kgper ha)
Merch. sawlog biomass 94.7% 11,183 8,294 [7,374]
Total merch. biomass 99.8% 2,838 1,902 [2,077]
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applied to the validation dataset (Table 4). When the
absolute residuals are standardized by dividing them by the
respective biomass per hectare estimated from each plot in
the validation dataset, the average error is 1.5% for total
merchantable biomass and 4.2% for merchantable sawlog
biomass.
The practical application of the subject matter discussed
in this paper truly rests in the use ofEnglish units rather than
metric units that compose the standard of scientific
presentation. Table 5 contains the conversion factors that
should be used when converting from the metric units used
in this paper to the corresponding English units to be used
when applying these results.
Conclusions
In the southern U.S., most timber is bought and sold by
biomass, yet most forest inventories report only stand-level
volume. Converting from volume to biomass requires
individual-tree data that are not always available. This paper
presents regression equations that predict merchantable
sawlog and total, merchantable, outside-bark green biomass
per unit area for most loblolly pine sawtimber stands of
southern Arkansas.
The merchantable sawlog equation explained about
95% of the variation present and had an average error oi
7,951 kg per ha (or 4.2%), while the total merchantable
equation explained over 99% of the variation present and
had an average error of 2,763 kg per hectare (or 1.5%).
Additionally, the wide range of stand conditions visited
during the course of this project allow the developed
equations to be applied generally to sawtimber-sized
loblollypine stands insouthern Arkansas. Given the current
and projected future importance of loblolly pine to the
timber industry in Arkansas, the equations developed
herein should aid current and future timberland owners and
managers in valuing their stands.
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Table 4. Summary attributes from applying the fitted regression equations to independent validation data.
Mean Absolute Residual Standard Deviation
Dependent Variable (kg per ha) (kg per ha)
Merch. sawlog biomass 7,951 6,537
Total merch. biomass 2,763 3,262
Table 5. Conversions factors to use when changing from metric to English units and vice versa 1.
Metric Unit Divide By To Obtain English Units
Centimeters (cm) 2.54 Inches
Meters (m) 0.3048 Feet
0.4047Hectares (ha) Acres
Sq. meters per hectare (m2/ha)
Kilograms (kg)
0.2296 Sq. feet per acre
Pounds0.4536
Kilograms (kg) 907.18 Tons
Kilograms per hectare (kg/ha)
Trees per hectare
2242 Tons per acre
Trees per acre2.471
*
To convert from English to metric units,multiply the English units in the third column by the conversion factors provided in
the second column to obtain the metric units in the first column.
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Abstract
The Western Kingbird (Tyrannus verticalis) has nested for six consecutive years in Arkansas since 1998. Eleven nests of this
species were observed in the summer of 2003 inurban areas ofFort Smith (Sebastian Co.) and Van Buren (Crawford Co.). All
nests were on human-made structures. Of the 11, seven (64%) were located on power stations and the remaining four (36%)
were on light posts. Mean nest height was 7.92 m (n = 11nests) and the mean width of nest poles was 31.18 cm (n= 4). Nest
building lasted 12 to 13 days (mean = 12.5 days, n = 2 nests). The attentive period of female parents (time spent on nest at a
stretch during incubation) and their inattentive period were highly variable and averaged 11.97 minutes and 4.08 minutes
respectively. The male stayed in close proximity of the nest throughout the nest building and incubation phases. Incubation
period was estimated to be 17 days (n = 2 nests). Nesting success (percentage of nests that fledged young) was 72.7% (n = 11
nests). The average number of young fledged per successful nest was 3.37 (n = 8) and the average number fledged over all
nests was 2.45 (n = 11). In all nests, only the female participated innest-building and incubation. Fledging occurred 13 to 14
days after hatching (mean =13.5 days, n = 2 nests).
Introduction
The Western Kingbird (Tyrannus verticalis) is widespread
in its breeding range which encompasses most of the
western part of North America, extending as far east as the
western three-fourths of Oklahoma (Gamble and Bergin,
1996). The breeding range has been expanding steadily
eastward since at least the late nineteenth century (Bent,
1942; Baumgartner and Baumgartner, 1992). InOklahoma,
the species was reported only from the extreme western part
of the state in 1901, but by 1924 itwas considered regular in
the western half of the state (Nice, 1924). As early as 1942,
A.C. Bent wrote prophetically of this species (which was
then known as the Arkansas Kingbird, perhaps owing to its
first being reported from the Arkansas River drainage): "If
this kingbird continues to advance, it may yet reach
Arkansas and its name may be justified" (Bent, 1942). This
eastward expansion trend is apparently continuing and has
been attributed to erection of human-made structures and
changes in land use patterns, for example, clearing of
mesquite (Prosopis glandulosa) woodlands and irrigation for
crops (Oberholser, 1974; Gamble and Bergin, 1996).
The first confirmed instance of nesting in Arkansas was
during 1973 in Lonoke (Lonoke County), but this attempt
was unsuccessful (James and Neal, 1986). Successful nesting
was first reported in the state from Little River County in
[999, and nesting occurred in this location for at least three
consecutive years. Additional nesting reports have come
rom Pulaski and Miller counties (Arkansas Audubon
Society, 2003). In 2002, anecdotal observations revealed 17
nesting attempts from Fort Smith (Sebastian County) and
Van Buren (Crawford County), from which eight nests
yielded 28 fledglings; the fate of six nests with 15 nestlings
near fledging stage was undetermined (Bill Beall, pers.
comm.).
The present study, conducted in 2003, had two
objectives: 1. to compile all known nesting attempts in the
state and determine current status of the species, and 2. to
evaluate nesting success in the apparently new breeding
range of the species. Information regarding various other
aspects of the breeding biology was also gathered in the
process. Allbreeding observations herein were conducted
in the sites discovered and observed in 2002 by BillBeall.
Study Area and Methods
We compiled all known nesting reports in the state by
conducting a correspondence survey ofbird watchers state-
wide. Since only one (the very first attempt) of the reports
has been published (James and Neal, 1986), we also
surveyed records reported in the Arkansas Audubon
Society's web page (Arkansas Audubon Society, 2003).
Nesting observations were conducted in the urban areas of
Fort Smith and Van Buren, Arkansas. Utility poles and
electric substations that were used the previous year (2002)
were monitored from early May for nesting activity. Two of
the sites were chosen for intensive observations: a wooden
utilitylight pole and a fenced-in electric substation (owned
by Oklahoma Gas &Electric). The two sites were within
three blocks of each other. The remaining nine locations
were on six other power stations and three utilitypoles.
Allnests were assigned a number, and all observations
were conducted during the morning between 0700 and 1200
hours using 10x50 binoculars and a 15-40x zoom spotting
Journal of the Arkansas Academy of Science, Vol. 58, 2004
53
Elizabeth Ellis and Ragupathy Kannan
Table 1. Summary ofWestern Kingbird breeding attempts in Arkansas (1973-2003)
Nu
Year County ]
1973 Lonoke
1998 Pulaski
mber of
nests
Reported
status or
outcome
Nest site Source
Unsuccessful1 Pecan tree James and
Neal 1986
1 Pine tree Seen at Arkansas
Audubonincubation
Society 2003
1999 Little River 1 Electric Successful; at
least 1 young
fledged
Charles
substation Mills,pers.
comm.,
Arkansas
Audubon
Society 2003
1999 Miller 1 Utilitypole Unsuccessful
2000 Little River 1 Electric Seen at
substation incubation
2000 Little River 1 Electric 4 young
fledged
Charles
substation Mills,pers.
comm.;
Arkansas
Audubon
Society 2003
2001 Little River 1 Electric 4nestlings seen
in nest; allsubstation
fledged
eventually
2002 Little River 1 Electric 4 young
fledgedsubstation
Utilitypoles &
electric
At least 21
fledglings
BillBeall,
pers. comm.
substations
3 on utility
poles, one
unknown
Atleast 7
fledged
BillBeall,
pers. comm.
Utilitypoles &
electric
23 fledglings Present study
substations
Utilitypoles 4 fledglings Present study
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I May 15 I June 15 IJuly 15
i i i
Months and dates
nest building chick(s) innest
incubation ••••••••••••• parents attending fledglings
Fig. 1. Nesting phenology of two Western Kingbird nests observed in 2003.
scope. Field observations were conducted between 1 May
and 31 July 2003. Two of the nests (nests 1 and 2) were
chosen for intense observations. For these nests, time and
duration of nest visitations by parents was recorded both
during incubation and during nestling stages. Daily
observations ranged 1-2.5 hours per nest. Nest contents
could not be examined due to their inaccessibility. After
ledging, the distance moved per day by fledglings was
approximated by pacing. The remaining nine nests were
monitored to obtain information on nest success. General
notes were also maintained on behavior. Allnest heights
were measured using a clinometer, and diameter at breast
leight (1.2 m) of nest poles was measured by a DBH tape.
Statistical analyses were performed using Microsoft Excel
and SPSS software (Norusis, 1990).
Observations
Nesting Status in Arkansas. -AM known nesting
attempts inthe state, including those observed inthe present
study, are summarized in Table 1. There have been at least
42 nesting attempts in the state through 2003, from the
oliowing six counties: Crawford, Little River, Lonoke,
Vliller, Pulaski, and Sebastian. After the unsuccessful
attempt in 1973, there was a 25-year lullin nesting reports
rom anywhere in the state. However, the species has
nested in Arkansas every year since 1998. In counties other
than Crawford and Sebastian, only one to two nests were
reported for each year in the 5-year period from 1998 to
2002 (Table 1).
Phenology. -Phenology of two of the nests (nests Iand
2) from which we were able to obtain detailed information
is shown inFig. 1.
Nest Site and Nest Building. -The "Nest-site showing
display" as described by Gamble and Bergin (1986) was not
observed. Allof the nests in this study summarized in Table
2 and those observed in 2003 (BillBeall, pers. comm.) were
constructed on human-made structures. One of the nests
was a reused structure from the pervious year, but itfailed.
Of the 11 nests in this study, seven (64%) were built on
power stations, and the remaining four (36%) were on light
poles. Mean nest height was 7.92±2.86 (3.5-12.19, 11) m
(mean, SD, range, n), and the mean diameter of nest poles
was 31.18±5.46 (25.7-38, 4) cm (Table 2). Eight of the 11
nests (73%) were built on metal braces that connect the
vertical poles to the perpendicular structure that holds the
transformers or lamps. Copulation or similar behavior was
observed on 15 May and 17 May near nest 1and on 26 May
and 3June near nest 2. The male mounted the female for
brief periods not lasting more than two seconds. "Tumble
flight" (Gamble and Bergin, 1996) was performed by males
on many occasions throughout the nest construction process
near both nest sites. Males were often observed to flutter
while on a nearby perch upon the arrival or departure of the
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Table 2. Summary ofnests observed in the present study.
Nest No. County Nest Nest Height Diameter of No. of
Location (__) Pole (cm) fledglings
1 Sebastian electric 3.5 4
substation
_2 utilitypole 10.36 38 4
3 " electric 9.14 3
substation
4 " electric 3.5 0
substation
5 " electric 12.19 0
substation
_6 utilitypole 10.06 33 3
17
"
electric 7.31 4
substation
8 " electric 10.06 2
substation
_9 utilitypole 8.23 25.75 0
10 " electric 5.18 3
substation
JJ Crawford utilitypole 7.62 28 4
100
90
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£
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1
I*°
jj 40
<
30
20
10
0
NEST2i\esti
"ig. 2. Comparison of attentiveness (%) between nests 1
and 2. The dark bar represents the middle half of the data;
he top and bottom end of the extensions represent the
maximum and minimum values, respectively.
female to the nest site. Itwas not possible to tell the sexes
apart. We could not see the brood patch that some authors
have used to identify females (Davis 1941; Smith, 1966).
We observed that on two occasions (different nests) both the
parents brought innest material. Most of the time, however,
only one of the parents, presumably the female, constructed
the nest while the other perched nearby.
Incubation. -The incubation period for both nests was
approximately 17 days (Fig. 1). This estimation was based
on parental behavior (sitting stillon the nest for prolonged
periods indicated incubation; regurgitation behavior
indicated that at least one chick has hatched) (Wheelock,
1904; Myers, 1910). Atleast one of the eggs was considered
hatched when a parent regurgitated something into nest 1
on 4June, and shortly thereafter both parents fed nestling(s).
Chicks could be seen from the ground on 14 June innest 1
and 10 June in nest 2; four young were observed in each
nest. The incubating parent was not fed by the other parent.
For nest 1 the incubating parent's attentive period (time
spent sitting on egg(s) at a stretch) averaged 10.8±0.26 (0.12-
41.7, 87) minutes (mean, SD, range, n); the inattentive
period for this nest was 5.88±9.84 (0.12-64, 70) minutes. For
nest 2, the attentive period averaged 12.78+11.76 (0.18-
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Fig. 3. Feeding visitation rate by both parents to nestlings innests 1and 2
61.92, 58) minutes; inattentive period was 2.28±1.8 (0.06-
6.84, 41) minutes. Therefore, the overall (averaging both
nests 1 and 2) attentive period was 11.97+11.01 (0.15-51.66,
73) minutes; inattentive period was 4.08±5.82 (0.09-35.52,
56) minutes.
In order to determine ifattentiveness varied through
time as incubation progressed, we modeled the data with
inear regression. For both nests, there was no significant
ncrease or decline in attentiveness through time (r2 =
).O295 and 0.0753 respectively). The proportion of time
spent attentive (%) during incubation (time sitting on
eggs/total time observed) averaged 79%±16.35 (52-100, 17)
mean, SD, range, n) for nest 1 and 90%±6.56 (80-100, 17)
or nest 2. A side-by-side box plot comparison (Fig. 2)
revealed that attentiveness was variable in both nests, with
nest 1 incubating parent showing more variability than the
nest 2 parent.
Nesting Success. -The nesting success (proportion of
nests that fledged young) was 72.7% (n = 11 nests). The
average number of young fledged per successful nest (nest
n which at least one young fledged) was 3.37 (n = 8), and
he average for successful plus unsuccessful nests
unsuccessful nests being those from which no young
ledged) was 2.45+1.69 (0-4, 11) (mean, SD, range, n).
I Parental Care ofNestlings. -The young remained in theest for 13 and 14 days for nests 1and 2, respectively (Fig.
1). Both the male and the female participated in obtaining
food for the nestlings, often taking turns while the other
remained at the nest. Food was initially offered by
regurgitation. Dragonflies and grasshoppers were among
the insects recognized during field observations of parents
feeding nestlings. A seven day-old nestling was offered a
whole dragonfly that was consumed entirely. Often, an
apparently sticky saliva-like substance was noticed dripping
from the mouth of the parent as it fed the nestling. On
three occasions for nest 1, a parent was seen to fly above the
nest and drop something, presumably food, into the nest
which had nestlings. Fluttering behavior of one of the
parents, presumed to be the male (see Nest Site and Nest
building, above) was often seen as the other parent
approached the nest with food. On many occasions the
parents were also seen removing fecal sacs from the nest,
often dropping them on the ground as they flew away from
the nest.
The average weekly rate of parental feeding visits to
nestlings (Fig. 3) ranged from 11 to 15 visits / hour for nest
1 and 20 to 21 visits / hour for nest 2.
Fledging and InitialDispersal ofFledglings from Nest
Site.-- At the onset of fledging, some nestlings perched on the
rim of the nest and flapped their wings rapidly for short
periods of time. The other nestlings remained inside the
nest awaiting food. As the nestlings fledged, the parents
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Fig. 4. Initial dispersal of fledglings from nests 1 and 2.
)ecame more protective staying in the proximity of the nest
more often than before. For nest 1 all nestlings fledged
within three days and for nest 2 within two days. Atboth
est sites, fledglings first flew to a nearby power line. The
edglings often followed the parents in flight begging for
bod. The parents continued to feed the fledglings for more
lan two weeks for both the nest broods, after which we lost
rack of them.
Since no information was available on initial dispersal
rom nest site, we monitored fledglings on a daily basis for
0 days after they fledged from nests (Fig. 4). Fledglings
were often among the foliage of small trees, but were also
bund perched on wires or in similar exposed situations,
oth groups of four fledglings each (from nests 1 and 2)
ispersed as a group away from their nests in a strikingly
milar pattern, with gradual increments in distance the first
5-18 days and then a final "leap" on days 19 and 20 (Fig.
¦). On the last day in which they could be tracked, nest 1
nd nest 2 fledglings were 787 m and 373 m from their
espective nests. We lost track of the birds shortly thereafter.
Predation and Interspecific Association.-- One instance
of predation by a Common Grackle {Quiscalus quisculd) was
observed in which the grackle was seen entering a nest and
pecking at the contents (assumed to be eggs based on the
date observed-29 May). The parents chased away the
grackle, but afterwards that nest was abandoned.
The following species of birds nested inclose proximity
to the Western Kingbirds (in the same substation or in the
same enclosed area): Rock Pigeon (Columba livid),Eurasian
Collared-Dove {Streptopelia decaocto), Mourning Dove
(Zenaida macroura), Common Nighthawk (Chordeiles minor),
American Robin (Turdus migratorius), Northern Mockingbird
(Mimus polyglottos), Common Grackle {Quiscalus quisculd),
House Finch {Carpodacus mexicanus), and House Sparrow
{Passer domesticus).
Discussion
Range Expansion. -With 34 nesting attempts producing
at least 55 fledglings in Sebastian and Crawford Counties
over two successive years (2002 and 2003) and withreports
of nesting in several counties for six consecutive years
beginning in 1998 (summarized in Table 1), the Western
Kingbird seems to have established itself as a new regular
breeding bird in Arkansas. Itis interesting that after the first
nesting attempt in 1973, 25 years lapsed before the next
reported attempt in 1998. The species has nested every year
since then. These observations are inconcordance with the
eastward expansion trend observed elsewhere (Gamble and
Bergin, 1996). Future studies should investigate the effect of
the recent proliferation of cell phone towers on the nesting
of this species.
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Nest Site and Nest Building. -None of the nests in
Sebastian and Crawford Counties for 2002 and 2003 was
placed in a tree, despite the profusion of trees in the area.
The range expansion of the species has been attributed to
the spread of utility poles and wires (Oberholser, 1974), but
nests in other places have been reported more frequently in
trees or shrubs than on human-made structures (Cuesta,
1974; Ohlendorf, 1974; Gamble, 1985; Bergin, 1993;
Gamble and Bergin, 1996). Only a third of nests in the
Trans-Pecos area of Texas were on utility poles (Ohlendorf,
1974; Gamble 1985), and in British Columbia (Canada), the
proportion of nests on utility poles was 85% (R. W.
Campbell, cited inGamble and Bergin, 1996). The present
study seems the only reported study where 100% of the nests
were inhuman-made structures (Tables 1 and 2).
A review of all nesting attempts in Arkansas (Table 1)
indicated that of 42 attempts, only two (4.7%) were in trees.
These attempts were in 1973 and 1998. The preponderance
of nesting inhuman-made structures (100% in the five years
from 1999 to 2003) despite the heavy presence of trees in
the area adds credence to the belief that the eastward
expansion trend is enhanced by the proliferation of these
human-made structures (Oberholser, 1974).
The propensity of Western Kingbirds in this study to
nest on braces that connect the vertical pole to the
perpendicular structure is also supported from studies in
Texas (Gamble, 1985) and from New Mexico (Cuesta, 1974).
Braces apparently offer a convenient site where the nest can
be ensconced. They also afford protection from the
elements (Gamble and Bergin, 1996).
Only one of the 11nests was reused from the previous
year. This nest ultimately failed. The species is reported to
occasionally reuse nests from previous years (Bergin, 1997;
Gamble and Bergin, 1996).
The fluttering behavior of males observed in this study
'see Observations, above) was observed only after the male
accepted the female. This is interesting because Gamble
and Bergin (1996) indicated that fluttering is done only inan
agonistic context. Fluttering may therefore be a more
general sign of excitation that can be displayed during both
agonistic and non-agonistic (pair-bonding) situations.
Incubation. -The incubation period we estimated (17
days) falls within the range of 12 to 19 days reported by
several studies (Bendire, 1895; Burns, 1915; Cuesta, 1974;
Gamble, 1985). The information reported here on
ncubation sessions and incubation recesses is the first
reported for the species. The proportion of time spent
attentive is related to ambient temperatures, with lower
emperatures resulting in longer incubation bouts (Drent,
975; Gill,1994). The nest 1parent was often disturbed by
ntruding grackles that nested in the same substation, and
his explains why she was relatively more variable in
attentiveness than the nest 2 parent (Fig. 2).
Parental Care. -The pattern of feeding regurgitated food
initially and later feeding whole food that was observed in
this study conforms withobservations elsewhere (Wheelock,
1904; Myers, 1910; Blancher and Robertson, 1984).
Parental feeding rate of nestlings in this study was much
higher than the 2.7 to 10.2/hr reported by Gamble and
Bergin (1996). But that may be because we could not tell the
sexes apart and thus had to lump the data together. Our
finding that the fledglings are fed by both parents for more
than two weeks is consistent with the findings of Gamble
and Bergin (1996).
Nesting Success. -The nesting success in this study
(72.7%) is much higher than the 40.9% reported from the
Trans-Pecos area of Texas (Gamble, 1985), the 49% reported
from desert habitat in southern New Mexico (Cuesta, 1974),
and the 53% from western Nebraska (Bergin, 1993). These
three studies reported that nests were placed more
frequently on trees or shrubs than on human-made
structures. In our study, 100% of the nests were on human-
made structures. Although the sample size (number of
nests) is much lower in our study than from all three
aforementioned studies, these figures tend to suggest that
preference of human-made structures, especially fenced-in
and ostensibly better protected electric substations, may
vastly improve nesting success in Western Kingbirds.
Acknowledgments. —The project was funded by the
Scholar-Preceptor program at the University of Arkansas -
Fort Smith. Dr. Jack Jackson IIhelped with statistical
analysis. Douglas A. James critically evaluated an early
draft of the paper. Constructive comments made by two
anonymous reviewers greatly improved the paper. Bill
Beall showed us nest sites used the year before this project.
Timothy M. Bergin furnished some key literature and was
an excellent source of advice throughout the project. He
also reviewed an early draft of the paper and made
numerous suggestions to help improve the manuscript.
Zach Phillips was of invaluable assistance in the field. The
Fort Smith Police Department showed patience and
understanding while well-meaning citizens kept alerting
them to suspicious strangers watching power stations.
Literature Cited
Arkansas Audubon Society. 2003. Arkansas bird records
committee, Version 1.0. URL:
http://www.arbirds.org/data/comts-wi.html
Baumgartner, F. M., and A.M. Baumgartner. 1992.
Oklahoma bird life.Univ. of Oklahoma Press, Norman.
Pp. 532.
Bendire, C. 1895. Life histories of North American birds
from the parrots to the grackles. U.S. Natl. Mus. Spec.
Bull. n. 3.
Journal of the Arkansas Academy of Science, Vol. 58, 2004
IElizabeth Ellis and Ragupathy Kannan
59
Bent, A. C. 1942. Life histories of North American
flycatchers, larks, swallows, and their allies. U.S. Natl.
Mus. Bull. 179.
Bergin, T. M. 1993. The influence of habitat structure,
reproductive success and nest predation on nest site
selection within a canopy nesting guild of avian species.
Ph.D. dissertation, Bowling Green State Univ.,Bowling
Green, OH.
Bergin, T. M. 1997. Nest reuse by Western Kingbirds.
Wilson Bull. 109:735-737
Blancher, P. J., and R. J. Robertson. 1984. Resource use
sympatric Kingbirds. Condor 86:305-313.
Burns, F. 1915. Comparative periods of deposition and
incubation of some North American birds. Wilson Bull.
22:275-286.
Cuesta, L. R. 1974. Comparative breeding ecology of the
Western Kingbird (Tyrannus verticalis) in three habitat
types. M.S. thesis, New Mexico State Univ.,Las Cruces,
NM.
Pavis, D. E. 1941. The belligerency of the Kingbird.Wilson Bull. 53:157-168.
Drent, R.H. 1975. Incubation. Avian Biology 5:333-419.
Gamble, L. R. 1985. Nesting ecology of the Western
Kingbirds {Tyrannus verticalis Say) in the Trans-Pecos
area of Texas relative to pesticidal contamination. M.S.
thesis, Texas A&IUniv.,Kingsville, TX.
Gamble, L.R., and T.M.Bergin. 1996. Western Kingbird
{Tyrannus verticalis). Pp. 20. In: The Birds of North
America, No. 227, A. Poole and F. Gill, eds. The
Academy of Natural Sciences, Philadelphia, PA, and the
American Ornithologists' Union, Washington, D.C.
rill,F. B. 1994. Ornithology. 2"" Ed. W. H. Freeman andCo. New York. 763 pp.
Iames, D.A., and J. C. Neal. 1986. Arkansas Birds: Theirdistribution and abundance. The Univ. Arkansas Press,
Fayetteville. 402 pp.
Myers, H.W. 1910. Notes on regurgitation. Condor 12:165
167.
rice, M.M. 1924. Extension of the range of the Robin andArkansas Kingbird inOklahoma. Auk 41:565-568.
rorusis, M. J. 1990. SPSS/PC+:SPSS, Inc., Chicago,Illinois,IL.
Oberholser, H. C. 1974. The birds of Texas. Vol.2. Univ.
of Texas Press, Austin,TX.
Ohlendorf, H.M. 1974. Competitive relationships among
Kingbirds {Tyrannus) in Trans-Pecos, Texas. Wilson Bull.
86:357-373.
rmith, W. J. 1966. Communication and relationships inthe genus Tyrannus. Publ. Nuttall Ornithol. Club. n. 6.
Wheelock, I.G. 1904. Birds of California. A. C. McClurg
and Co., Chicago, IL.
Journal of the Arkansas Academy of Science, Vol 58, 2004
60
Succeeding inIntroduction to Physical Science:
Is Mathematics Background Important?
Wilson J. Gonzalez Espada
Department of Physical Science
School of Physical and Life Sciences
Arkansas Tech University
1701 North Boulder Avenue
Russellville, AR 72801
Abstract
Most college students complete courses inphysical and life science as general education requirements. Although the level
of difficultyof these survey courses is relatively low compared toupper-level science courses, a number ofstudents stillstruggle
to pass them. The purpose of this research was to investigate (a) the nature of mathematics background of students enrolling
in physical science courses; (b) the change in mathematics ability of students at the end of the semester; and (c) what is the
relationship between mathematics background and course completion and success. A 15-item test of basic mathematics skills
was administered as a pre-test and post-test to students in two sections of Introduction to Physical Science at Arkansas Tech
University. Results show that more than half of the students performed deficiently or failed the pre-test, that students who
finished the course did not gain any significant knowledge in mathematics, that students who eventually withdrew from the
course performed worst in the pre-test than students who persisted, and that there is a statistically significant relationship
between pre- and post-test scores and students' final grades in the course.
Introduction
Most students complete several courses in science as
general education requirements for their institutions. In
some cases, both a life science and a physical science course
are required. Although the level of difficultyof these survey
courses is relatively low compared to upper-level courses in
science, a number of students still struggle to pass them. In
the case of physical science courses, it is argued that the
mathematical ability of the students is an important factor in
their success or failure. This is consistent with research
which shows that mathematics knowledge is a significant
variable in passing courses in a variety of physical science
classes, including engineering (Levin and Wychoff, 1987),
college chemistry (Sanchez and Betkouski, 1986), and
introductory college physics (Hart and Cottle, 1993; Crooks,
1980; Hudson and Mclntire,1977).
Although students who have not mastered the basic
mathematical skills do seem to have more problems with
physics or physical science courses, this is not to say that
they are inexorably condemned to failure nor that
mathematically literate students willautomatically perform
better inphysical science (Hudson and Mclntire,1977):
[Mathematics skill] is more of a predictor of failure
than a predictor of success. This is consistent with the
idea that a highly motivated student can overcome a
deficiency in the prerequisite material. It is also
consistent with the presupposition that mathematical
skill is only one of several factors necessary to
physics, and a high score on a mathematics test is no
guarantee of success inphysics.
Although students who have completed courses in
algebra and trigonometry (and even pre-calculus and
calculus in some high schools) are assumed to be capable of
handling college level physical science courses, a
mathematics skills pretest could be a good method to
explore students' real knowledge in this area. A pretest of
this type would also allow students to know early on in the
semester that they might be at risk of failing the physical
science course.
The purpose of this paper is to share some results from
a pretest and post-test of basic mathematics skills that the
author considered important for success in a general
education physical science class. The test was administered
to two groups of Introduction to Physical Science students at
Arkansas Tech University during the spring semester of
2003. According to the university catalog, this course is "an
introduction to the natural laws governing the physical
world, with emphasis upon the development of these laws
and their effect upon man. Specific topics are selected from
disciplines of physics, chemistry, astronomy, geology, and
meteorology" (Arkansas Tech University, 2003). In
particular, four research questions guided this inquiry:
• What mathematical knowledge do students have at
the beginning of the course?
• Is there a gain in mathematics knowledge at the end
of the semester?
• Does lack of mathematics knowledge contribute to
students withdrawing from the course?
•Does possession of mathematics knowledge contribute
to success in the course?
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Table 1. Descriptive data for pretest (n= 95) and post-test (n = 64).
item % correct I % correct item % correct % correct
on pre-test on post-test on pre-test on post-test
1 75.79 % 76.56 % 9 70.53% 73.44 %
2 65.26 % 68.75%
'
10 44.21% 42.19%
3 78.95 % 82.81 % 11 40.00% 48.44 %
4 86.34 % 93.75% 12 57.89% 59.38 %
5 78.95 % 78.13% 13 71.58% 76.56%
6 78.95 % 85.94% 14 51.58% 51.56%
7 52.63 % 50.00% 15 54.74% 62.50%
8 86.32 % 92.19% 1 | I
Methods
A 15-item multiple-choice test was designed based on a
close examination of the mathematics skills needed to
understand derivations of equations and to solve general
problems both in class and as homework (Crooks, 1980). It
included concepts such as conversion between regular and
scientific notation, substitution of numbers in a formula to
obtain a result, solution of numerical equations, simple and
complex fractions, ratios, and solution of equations for a
given variable.
The reliability of the test was measured based on the
descriptive statistics of the pretest administration. The
reliability coefficient based on Kuder-Richardson's
jrocedure (Thorndike and Hagen, 1961) was established as
).63. Although this reliability coefficient is not as high as
generally recommended by the literature (0.75 or more) itis
stillwithin an acceptable range, considering the low number
of items on the test (in general, more items contribute to a
ligher reliability coefficient) and the heterogeneity of item
difficulty (tests with items of homogeneous difficulty
contribute to a higher reliability coefficient). The full test is
available upon request.
During the first class, the instructor discussed the
course's syllabus with the students and administered the
mathematics pretest. Although it was first labeled a
diagnostic test, the instructor informed the 95 students
>resent that their scores would be added as bonus points to
heir final grades. This was intended to raise the students'
motivation to take the test seriously. Students who were not
)resent during the first class were not included in this study.
As part of the course's final examination, the same
mathematics assessment was administered again as a post-
est. The 64 students who took the final test were informed
hat their score would also be considered as bonus points.
3ue to the nature of the test items, students were not
allowed to use calculators for either the pre-test or the post-
est.
Each student's item response was aggregated into an
Excel file. Then, a new Excel file was created and students
were subdivided based on whether they finished the
semester and took both the pre-test and post-test (n = 64)
and those who only took the pretest (n= 31) but withdrew
from the course before the end of the semester. Descriptive
statistical analysis was performed in Excel, and inferential
statistics were performed with free online statistical tests
available at http://members.aol.com/johnp71/javastat.html.
Results and Discussion
The results from the aggregated pretest data show some
remarkable findings in terms of the mathematical
knowledge students have at the beginning of the course.
Although all students took high school courses in algebra,
and most students take college algebra as a prerequisite to
Introduction to Physical Science, there were significant
weaknesses in the students' basic mathematics knowledge.
The average score for the pre-test was 9.94 out of 15, or
66.3%, which means that more than half of the participants
performed deficiently or failed the test. (Table 1) The highest
percentage of correct answers, about 86 %, came from items
four and eight, which dealt with scientific notation and
simple numerical equations. Students performed the poorest
(less than 60%) on items 7 and 10 (finding numerical values
for a variable on fractional equations), item 11 (simplifying
complex fractions), item 12 (application of ratios), and items
14 and 15 (solving equations for a given variable).
To determine whether there is a gain in mathematics
knowledge by the end of a semester of physical science, pre-
test and post-test results were compared. It was found that 8
students (13.11%) obtained the same score on both tests, 35
students (57.38%) obtained a higher score on the post- test,
and the remaining 18 students (29.51%) obtained a lower
score on the post-test.
Although the positive gain looks noteworthy, a
statistical analysis is needed to determine whether it is
significant. A t-test comparing pretest and post-test scores
for students who completed the course (n = 64) found no
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Table 2. Pretest and post-test performance per item.
item right-right wrong-wrong wrong-right right-wrong p-value
_J 36 5 10 13_ 0.678
2 36 6 14 _8 0.286
3 47 1 10 6 0.454
4 52 0 4 8_ 0.388
5 44 7 7 6_ 1.000
6 51 1 8 4 0.388
7 17 15 17 15 0.860
8 51 1 4 __8 0.388
9 32 9 8 14_ 0.286
""
10 14 18 19 13 0.377
11 18 19 14 13 1.000
12 27 H 15 11 0.557
13 42 2 13 7_ 0.263
14 17 18 13 16 0.711
15 | 30 | 9 1 15 1 10 | 0.424~
statistically significant increase between scores (t= 0.97, P =
0.3357).
To examine the results on an item basis, a statistical
analysis was performed using the McNemar test available at
http://www.fon. hum.uva.nl/Service/Statistics/McNemars_t
est.html. According to this website, this test determines
whether a difference in response (right-wrong and wrong-
right) occurs by chance or not. This test assumed nominal
data and matched pairs and was used instead of a t-test,
although for n > 30, a t-test was suggested. To perform this
test, the data must be classified into four categories: (Table 2):
• Number of students who answered correctly on both
test administrations
• Number of students who answered incorrectly on
both test administrations
• Number of students who answered incorrectly first
and correctly the second time
•Number of students who answered correctly first and
incorrectly the second time
No statistically significant difference per item between
the pre-test and post-test was found, providing more
evidence that completing the physical science course has no
significant effect on students' mathematics knowledge.
Acomparison was made between the pretest results for
the 64 students who finished the class and the 31 students
who withdrew to determine whether lack of mathematics
knowledge might be a contributing factor in students
leaving the course. (Table 3) A t-test was used to determine
if the difference between the mean proportion of correct
answers for students who finished the class (correct/total =
0.6948) and for those who withdrew (correct/total = 0.5979)
was statistically significant at the 0.05 level (t= 2.4591; P =
0.0158).
A detailed analysis of each item showed that students
who withdrew from the physical science course had
significantly lower scores on item 4 (change from scientific
notation to regular notation, item 6 (number substitution
into equation), item 8 (finding numerical values for a
variable on an equation), item 11 (simplifying a complex
fraction) and item 15 (solving an equation for a given
variable).
To investigate whether mathematics knowledge might
be related to different degrees of success, measured by the
students' final percentage score in the class, a Pearson
correlation coefficient was calculated using pretest data
(Fig. 1). The correlation coefficient was found to be 0.4004.
A statistical analysis to determine whether the coefficient is
different from zero was found tobe significant (t=3.44, P <
0.001).
A stronger correlation coefficient of 0.4958 was found
between the students' final percentage score in physical
science and their post-test results (Fig. 2). This correlation
coefficient is also significantly different from zero (t =
4.6031 and P < 0.0001), demonstrating a positive
relationship between mathematical knowledge and final
academic achievement inphysical science.
Although physical science instructors create their own
beliefs about mathematics knowledge and student
achievement in their courses based on personal and
anecdotal evidence (Hart and Cottle, 1993), it is important
to confirm this information based on research data. The
results from this study are in line both with anecdotal
evidence and with results found by other scholars,
especially Hart and Cottle (1993), Crooks (1980), and
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Table 3. Comparison of the proportion "correct/total" for items where students who withdrew from physical science (n= 31)
performed significantly worst than students who finished the course (n= 64).
item c/t finished c/t withdrew p-value
4 0.9375 0.7188 0.0029
6 0.8594 0.6563 0.0208
8_ 0.9219 0.7500 0.0202
11 0.4844 0.2500 0.0274
15 1 0.6250 1 0.3750~" 1 0.0203
Hudson and Mclntire (1977). In general, the more
mathematics knowledge a student has, the better are his or
her chances of completing Introduction to Physical Science
with a good grade.
It was somewhat surprising that college students who
took several mathematics courses in high school and also
took college algebra as a prerequisite for the Introduction to
Physical Science course scored so low on a relatively simple
mathematics test, especially in items similar to physics
problems. If the test is really measuring their mathematics
knowledge, there are significant deficiencies in some areas.
Anunexpected but important observation is that after
about 10 weeks of solving mostly physics problems, students
did not gain significant mathematical knowledge. Apossible
reason for that result might be the way the course is
structured. During the first ten weeks, topics such as
cinematics, dynamics, thermodynamics, electricity,
structure of the atom, and nuclear physics are covered.
During the last five weeks, the emphasis shifts to a more
conceptual study of astronomy, meteorology, and geology,
t is possible that during this period of time students "forget"
most of the mathematics they used during the first ten
weeks. Another possible explanation is that they did not
earn mathematics, that is, they cannot make the connection
jetween mostly pure mathematical problems as presented
on the test and the applied mathematics used for solving
problems during regular lecture sessions. Regardless of the
explanation, it is important to address whether the
instructional methodology, the relevance of the course to
the students' experiences and background, and its
interconnections with other subject areas such as
mathematics could be made more effective to improve
students' understanding of physical science.
Of particular interest is the interpretation of the correct
and incorrect items on both tests as portrayed on Table 2. If
we assume that students did not have other math classes
during that semester, common sense tells us that the column
"right-right" could be interpreted as students who already
knew the material on the item; the column "wrong-wrong"
could be interpreted as students who never understood the
concept, even after the class; and the column "wrong-right"
could be interpreted as student who learned the concept
during instruction. Is itappropriate to interpret the "right-
wrong" column as students who knew the correct
mathematical concept at the beginning of the course but
forgot it after instruction? Is the physical science class
creating the unintended result of confusing some students?
Could it be that some students never knew the correct
answer but guessed right the first time and guessed wrong
the second time? Furthermore, is it possible that students
100 i » | 100 i , ,
90 y=1.&443x
+ 53.232 ?
*
? , 8 y = 2.077x + 49.723 ? *__
r2=o -1603 ? ? * ? i r2
-
0.2458 ~t~ ~^ r~
so ? ? i \jL~-+-^-~ i8° -"- — i **^u-
:e0
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-^q^? #
#
:. 160^^—^rT^^ \ x¦§ ?
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*
2 40 ?
30 I ' ' ' 30 \ 1 i ,
3 5 7 9 11 13 15 3 5 7 9 11 13 15
Scores on Pre-test Scores on Post-test
Fig. 1. Final grade (percentage) in physical science as a
function of pre-test scores inmathematics test.
Fig. 2. Final grade (percentage) in physical science as a
function of post-test scores in mathematics test.
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took a mathematics course concurrently withIntroduction
to Physical Science, and there might be additional variables
that were not considered in this study?
Another variable that is worth mentioning because of its
potential effect on the interpretation of findings is the
students' apparent over dependence on calculators. Since
the test used a multiple-choice format, it is possible that
some students knew the procedure for some items but failed
when doing the computations manually. Others might have
felt more anxious knowing that they could not use a
calculator. A possible extension of this study might be to
create a better assessment instrument that would provide
reliable results for the same mathematical concepts and that
could be completed by using a calculator.
The finding that students who withdrew from the course
had less mathematics knowledge than those students who
persisted has some important implications for student
advising. Although students tend to complete the
Introduction to Physical Science course during their
freshman year, advisors should recommend that students
adhere to the following guidelines:
• Ifpossible, take the Introduction to Physical Science
course during their sophomore year. This might provide
students additional time to develop good study habits,
especially if they need to review some mathematical
concepts.
• Complete all or most of their mathematics
requirements before taking the course. This might provide
students with more confidence when facing word problems
n physics. Advisors might even suggest students repeat
college algebra if they passed this course with a D before
attempting an Introduction to Physical Science course.
• Develop study groups or other peer-originated
academic support early in the semester.
• Establish a close relationship with the course
nstructor and discuss concepts and/or exercises during the
nstructor's office hours. Even ifstudents are not performing
well inphysical science, they rarely take advantage of office
lours.[For these suggestions to be implemented, the results ofesearch such as this should be shared withcampus advisors,
specially those who advise first year students.
Due to several limitations of this study, the previous
indings must be interpreted with caution. For example,
results might be more conclusive with a larger sample size,
f the participants are selected from several sections with
different instructors, ifthe study is replicated over a number
of semesters, or if other sections of physical science
chemistry, physical geology, astronomy) are included.
Conclusions
IWhy do students fail to learn basic mathematics skills ine physics classroom, as suggested by this study? Apossible
explanation might be that the traditionally large lecture
sessions are not effective in promoting an active learning
environment. Research in physics education has shown that
many students who take introductory physics courses in the
standard lecture-recitation format do not develop a real
understanding of physics concepts, despite the instructor's
informed lectures and reinforcing demonstrations
(Gonzalez-Espada, 2003). Could the answer be smaller class
sizes, or does the problem go beyond that, to the very core
of how general education physical science courses are
taught at the college level?
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Abstract
The electron gas in electric discharge can be described by a set of one-dimensional fluid dynamical equations. The
fundamental equations are those of a three-component (electrons, ions, and neutral particles) fluid,different from the treatment
of the problem inplasma physics, a fully ionized two-component case. The leading edge of the wave is treated as a shock front
driven mainly by the electron gas pressure. Integrating the one-dimensional global differential equations for mass balance,
conservation of momentum and energy, and evaluating the constant of integration at the wave front permits derivation of
boundary conditions on electron temperature and electron velocity. Using the boundary conditions on electron temperature
and electron velocity we have been able to calculate the initialboundary condition onenergy terms due to the electron random
and directed motions. Using the initialboundary conditions we have been able to integrate the set of electron fluid dynamical
equations through the dynamical transition region of the wave. We willpresent the derivation of the boundary conditions as
well as the wave profile for the electric field,electron velocity, electron temperature, electron number density, and ionization
rate within the dynamical transition region of the wave for a fast moving wave.
Introduction
Breakdown waves are the propagating processes which
convert ion-less gas into neutral plasma. Lightning is
probably the best example of breakdown waves. Although
people have been searching for thousands of years for the
cause of this phenomenon, ithas only been in somewhat
recent decades that ithas been scientifically studied.
The first person to study these breakdown waves was
Hauksbee (1706), who studied luminous pulses inevacuated
chambers. Thompson (1893) made measurements on the
velocity of breakdown waves and concluded that velocities
of these waves may reach up to one half the speed of light.
These early experimental data, however, were not reliable
due to limited equipment capabilities in making accurate
measurements of wave velocities.
Animportant finding of these early experiments was the
ack of Doppler shift inemitted radiation from breakdown
waves reported by Von Zahn (1879). This means that there
s negligible mass motion, and thus heavy particles cannot
account for the movement of the waves. This indicates that
he electrons are the main element driving the wave.
Following Thompson's (1893) experiments and after
extensive experimental investigations, Snoody et al. (1937)
concluded that the ionization process must be of the
Townsend type. Through their experimental data inboth an
18 mm and a 5 mm diameter tube, they showed that if a
constant potential is supplied across each tube, then the
change in pressure would be of the same ratio (3.6 in their
case). The change in pressure as a function of diameter
demonstrates the fundamental principle of similarity. In
other words, this experiment showed that the pressure has a
linear relationship with tube diameter in an equally applied
potential. Their experiments also showed that the waves
traveled at a speed of approximately 10"' cm/sec and their
speed did not vary with tube diameter. These
measurements on breakdown wave speeds confirmed
Thompson's findings.
Paxton and Fowler (1962) employed a hydrodynamical
model for theoretical explanation of breakdown waves.
They used a one-dimensional, steady-state model that
included the equations ofconservation ofmass, momentum,
and energy and considered these waves to be electron shock
waves (discontinuous or shock solutions). Based on this
model many investigators (Shelton, 1968) continued
research by adding relevant terms particularly to the
equations of conservation of momentum and energy, terms
which were neglected in Paxton and Fowler's (1962)
investigation.
Due to negligible Doppler shift in emitted radiation,
Shelton and Fowler (1968) considered the electrons to be
the main element in the propagation of the wave and gave
the appropriate name of Electron Fluid Dynamical Waves to
breakdown waves. This title is appropriately given
considering that these waves, as stated above, are fluid in
nature and are shown to be shock waves. Shelton advanced
the equations of conservation of mass, momentum, and
energy for electrons, ions, and neutral particles and also
added Poisson's equation to the set of equations. His
equations take into account both electrons and heavy
particles. He formulated equations for calculating the
boundary values for electron temperature and velocity at
the leading edge of the wave.
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Fowler et al. (1984) introduced additional relevant terms
to the equation of conservation of energy, the most
important of which was the heat conduction term. They
also introduced a discontinuity condition in the electron
temperature derivative at the shock front. The addition of
new terms in the equation of conservation of energy and the
acceptance of a temperature derivative discontinuity at the
shock front resulted ina different set of boundary condition
equations.
The non-dimensional symbols used in the above
equations are as follows
E 2e(p v Tck xeE0 2e<b'•*•
"-TX-""1"^e= w-i' T^ ' a=^'
mV „ (3 2mk = K, U=—, co = —
eEn K M
where rj,v,\|/, 9, u, and w are non-dimensional net electric
field, electron number density, electron velocity, electron
temperature, electron position, ionization rate, and mass
ratio of electrons to heavy particles, respectively, a is ratio
of [ecp, energy required for each electron during the
ionizationprocess] to the kinetic energy of electron traveling
at wave speed, k relates wave velocity to the electric field at
the wave front. The dimensional variables used in the
above equations are as follows: m is the electron mass, Mis
the neutral particle mass, e is the electron charge, Eq is the
electric field at the shock front, E is the electric field inside
the sheath region, n is the electron number density, v is the
electron velocity, Te is the electron temperature, k is
Boltzman's constant, Kis the elastic collision frequency, xis
the position in the wave profile, /? is the ionization
frequency, (p is the ionization potential, and Kis the wave
velocity.
A year later, Hemmati and Fowler (1985) were able to
solve the general set of equations for both proforce and
antiforce waves. Proforce and antiforce refer to breakdown
waves in which the electric field force on electrons is in the
same direction and opposite direction of wave propagation,
respectively. Proforce waves correspond to dart leaders in
lightning, while antiforce waves correspond to return
strokes of lightning. They introduced a computer program
in their numerical integration of the set of equations through
the dynamical transition region of the wave. Their solutions
conformed with the expected conditions at the trailing edge
of the wave and also with the experimental results.
Analysis
In Fowler and Shelton's (1973) attempt to solve the
electron fluid dynamical equations using approximate
methods, they considered the energy losses by the electrons
n their random and directed motion to be negligible and
also neglected the heat conduction term in the equation of
onservation ofenergy. Fowler et al. (1984) introduced a set
of electron fluid dynamical equations for a multi-fluid
ystem consisting of neutral atoms, positive ions, and
lectrons subjected to an electric field (the applied fieldplus
lie space charge field) applied in the negative x direction.
"heir set consisted of the equations of conservation of mass,
momentum, and energy coupled with Poisson's equation.
"heir (Fowler et al., 1984) set of equations (conservation of
mass, momentum, energy, and Poisson's equation,
espectively), in its complete, non-dimensional form is
Assuming that the electron gas pressure is much larger
than the partial pressures of the other species, Fowler and
Shelton (1973) proposed that the breakdown waves
consisted of a shock front, followed by a transition region,
and a quasi-neutral region. A transition region, in which the
electric field is reduced to zero (E~> 0; rj—>0) and the electrons
come to rest relative to the ions and neutral particles (v—>V;
\|/-» 1), follows the shock front. This thin region is called the
sheath region. The sheath region is followed by a relatively
thick thermal layer, in which the electron and heavy particle
velocities are equal (\|/ ~ 1) and the electric field is zero (r\ =
0). In this layer, ionizing additional neutral particles, the
high temperature electron gas will cool to approximately
room temperature. This region is called the quasi-neutral
region.
d (vw)—
-7T-
=KIJV'dc,
(1)
The equation representing electron temperature at the
shock front employed byFowler and Shelton (1973) in terms
of our non-dimensional variables is
— [vy/(y/-\)+avd] = -vrj-Kv(y/-\), (2)
0,=fO-VO- (•r>)
In non-dimensional form the heat conduction term is as
follows (Fowler, 1984)
=
-cokv(3cc6 +(!//-!)-), (3)
!=>-»¦ H)
-5crv0 d6 (6)k d$'
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Including the heat conduction term in the equation of
conservation of energy (equation 3), integrating the resultant
equation and calculating the constant of integration at the
shock front, and using equation 5 for electron temperature
at the shock front results in the following equation
ViVi(V.-l)2+W, (l-V/,)(5V/,-2)+av,^1+a(77r-l)
(7)5av.ii/,, >. ,
K V
'
where 9\ and i//jare the electron temperature derivative and
electron velocity at the shock front, respectively. Using the
requirement that at the wave front [E = Eo ,r/| = 1], the
above equation reduces to
K K (8)
Solving this quadratic equation for i//jresults in the initial
condition on electron velocity.
*('^>Jhf-T+i«« (9)
v,=
8
Since 16a > 0 and i//jhas to be less than one (|v| < |V|), the
negative sign in the above equation is accepted, which
results in
<' +f-]-Jhf-T+i*« (10)
V,=
s
Solving for 0j from equation 8 results in
Q ._ 4^l
:
-5y/l+l-a (11)f(v,-l)
Using the substitution
dK= -o)Kv(3ae+(y/-\y)
in the energy equation (equation 3) and integrating the
resultant equation with respect to position results in
v\i/(y/-\)2+ave(5y/-2) +avy/ +an 2--^^-^= tV+c, (12)
where c is the constant ofintegration. Atthe shock front this
equation becomes
v]¥(yrtf+av]ei5 ]y/-2)+avM+an;--^&d;=lVn+c. (13)
Using the requirement that 771 = 1 at the wave front and
using equations 5 and 11 to simplify equation 13 reduces itto
MW(w-02+MW(«-Vi)(5y-2)+a^ +«
5oty,y,(l-V,) 4yy- 5!//,+!-«
= + c (14)
5a / ,\
which simplifies to
(15)Wu + c=a.
Wn is a constant; therefore, the constant c can be absorbed
into Wn resulting in the value of W at the shock front of
(16)W, =a.
Substituting a for the constant of integration in equation 12
and solving the resultant equation for
—
results in
¦^ = -\)2 +av8(5y/ -2)+avy/ +a(ri 2 -\)-w] (17)d£, 5erv0 L J
Results
Expanding the equation of conservation of momentum
and substituting for -— from the equation of conservation of
mass results in l'
dd
d\ff xvO-WV+W-WO-riV-aVdJ
d% y/ 2-a6
(18)
Replacing the equations of conservation of momentum
(equation 2) and energy (equation 3) with equations 18 and
17 respectively, using equations 5 and 10 to determine
electron temperature and velocity at the shock front, and
using W\ = a as the wave front value for energy losses due
to random and directed motion of electrons combined, we
were able to successfully integrate the set of electron fluid
dynamical equations through the dynamical transition
region of the wave. For antiforce waves our exact numerical
solutions of the set of equations resulted in the expected
conditions at the trailing edge of the wave. For a fast
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moving wave(a= .01,V=3 x107 'ys)the successful integration
of the set of equations required the following initial
conditions for electron number density and velocity.
(/. Oi vV
.01 .379750013.04 ,65
I
The following graphs show the wave profile for electric
field, rj, electron velocity, \j/, electron temperature, 0,
electron concentration, v, and ionization rate, |i, within the
dynamical transition region of the wave.
Figure 1 shows a graph ofelectric field versus electron
velocity within the sheath region. This graph shows that the
required conditions at the trailing edge of the wave have
been met. The electron velocity goes to one, and the net
electric field reduces to zero at the end of the sheath.
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Fig. 1. Electric field, rj, as a function of electron velocity, Vj/,
inside the sheath region.
Figure 2 is a graph of the net electric field, T|, as a
unction of position within the sheath region of the wave.
As expected, the net electric field reduces to zero at the
railing edge of the wave.
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Eig. 2. Net electric field, r), as a function of position, £,iside the sheath region.
Figure 3 is a graph of the electron velocity, \|/, as a
function of position inside the sheath region. This graph
shows that, at the end of the sheath region, as expected, the
electron non-dimensional velocity approaches one (\j/ —> 1),
indicating that the electrons come to rest relative to ions and
neutral particles.
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Fig. 3. Electron velocity, vj/, as a function of position, £,
inside the sheath region.
Figure 4 is a graph of electron temperature, 0, as a
function of position, inside the sheath region. From this
graph it can be noted that the temperature continues to
increase throughout the sheath region.
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Fig. 4. Electron temperature, 0, as a function of position,
inside the sheath region.
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Figure 5 shows a graph of the electron number density,
v, plotted versus position in the sheath region. From this
plot one can note that the electron number density varies
throughout the sheath region.
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Fig. 5. Electron number density, v as a function of position
£, inside the sheath region.
Figure 6 shows the ionization rate, a, plotted versus
position inside the sheath region. The ionization rate has
been calculated from adouble integral (Fowler, 1983), based
on free trajectory theory. From this graph itcan be seen that
the ionization rate continues to increase and varies
throughout the sheath region.
4.00E-01 i
3.50E-01 ¦ ~«~.~~~~~~*"""
3.00E-01 - ||WW »"""
2.50E-01 -
l| 2.00E-01 -
1.50E-01 -
1.00E-01 -
5.00E-02 -
O.OOE+00 -I 1 1 1 1
O.OOE+00 5.00E-01 1.00E+00 1.50E+00 2.00E+00 2.50E+00
5
Fig. 6. Ionization rate, |li, as function of position, t,, inside
the sheath region.
Conclusions
The initial condition for the energy loss terms due to
random and directed motion of electrons in the equation of
conservation of energy was successfully found. Antiforce
wave propagation can in fact be modeled by the electron
luid dynamical equations. Numerical integration of the
electron fluid dynamical equations through the sheath
region has been successful, meeting the required conditions
at the end of the sheath region. The ionization rate was
calculated from a double integral based on free trajectory
theory which takes ionization due to random and directed
motion of electrons into consideration. The set of electron
fluid dynamical equations were successfully integrated for
an antiforce wave moving into a non-ionized medium. Our
results conform to the experimental results reported by
Rakov et al. (1998). This is another confirmation of the
validity of the application of fluid equations to breakdown
waves.
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Abstract
As thermal infrared imaging technology has improved, it has increasingly been used for estimating sizes of wildlife
populations. The greatest bias of thermal infrared surveys is the lack ofknown detection rates to adjust for visibility bias. As
with visual surveys, a measure of detection rate is needed to provide unbiased estimates. We assessed the detection rate of
white-tailed deer (Odocoileus virginianus) using a thermal infrared sensor (1.2 - 5.9 /an) from an aerial platform. Similar
characteristics between thermal signatures of people and deer allowed us to use people ina reclined or horizontal position as
surrogates for deer. We conducted a census of 2.56 km2 within which 20 people were randomly placed. We detected 75.0%
of the people (n = 20) across the area and 93.8% of the people (n= 16) when the effect of water was taken into consideration.
Thermal signatures of people and deer occupying flooded areas were likely masked by the surrounding thermal signature of
water. We found the method worked well in bottomland hardwood forests under dry conditions. As with visual aerial
population counting methods, detection rates for an area should be developed to provide unbiased estimates.
Introduction
Thermal infrared technology has been used in wildlife-
related studies for several decades (Graves et al., 1972;
Havens and Sharp, 1998; Belant and Seamans, 2000). Most
applications relate to estimating population sizes (Graves et
a!., 1972; Wiggers and Beckerman, 1993; Sabol and Hudson,
1995). Population studies using thermal infrared technology
have included two techniques: cameras using infrared-
triggers and thermal infrared surveys. Infrared triggered
cameras have been used to take still photographs of
individuals for population studies (Jacobson et al., 1997;
Koerth et al., 1997). These studies typically use a capture-
recapture approach based on the ability to identify
individual animals byphysical characteristics, such as antler
size and shape. The applicability of this method is limited
by initial cost, manpower, likelihood of baiting animals, and
ability to distinguish among individuals.
Thermal infrared surveys have been used as another
method to assess population size for large mammals and
jirds (Wiggers and Beckerman, 1993; Cobb et al., 1997;
"ocardi et al., 2001). These studies commonly employed
thermal infrared technology using the 8-14 pxn
wavelengths, but other studies using wavelengths in the 1-
6 //m range have also been used (Best et al., 1982; Boonstra
et al., 1994). Addison (1972) compared the 3-5 um and 8-14
lm wavelengths and found the 3-5 um system had better
spatial resolution and concluded the 3-5 um range should
'prove superior for the detection of animals." Thermal
nfrared imaging systems have been deployed from fixed-
and rotor-wing aircraft (Hansen and Beringer, 1996; Naugle
et al., 1996). Results have been mixed, often due to different
methodologies and lack of standards. However, while the
application of thermal infrared technology in deer surveys
has been limited, itprovides a better estimate than spotlight
counts (Naugle et al., 1996) and is well suited for deciduous
stands during the dormant season (Wiggers and Beckerman,
1993).
Even though the technology has been applied for
several decades, there remains a need to address basic
questions of proper use and methodology. The most
recurrent need is information on detection rates of selected
species. A known detection rate allows adjustments to be
made to derived population estimates. Detection rates using
thermal infrared imaging are comparable to visibility
models for visual aerial surveys. Visibility models and
detection rates for visual aerial surveys have been produced
for a number of species including elk (Cervis elaphus), moose
(Alces alces), bighorn sheep (Ovis canadensis), mule deer (0.
hemionus), and white-tailed deer (Samuel et al., 1987;
Ackerman, 1988; Peterson and Page, 1993; Bodie et al.,
1995; Anderson et al., 1998; Beringer et al., 1998).
Currently, detection rates for thermal infrared imaging are
lacking. Our objective was to assess the detection rate of
white-tailed deer using thermal infrared technology from an
aerial platform for a bottomland hardwood forest.
Materials and Methods
The study was conducted on a 2.56 km2 site onChoctaw
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[sland Wildlife Management Area (CIWMA) located in
Desha county, Arkansas (Lat. 33° 35' 47" N,Long. 91° 11'
20" W). The CIWMA is approximately 3200 ha in size and
composed of bottomland hardwood forests, cottonwood
plantations, and open fields. Dominant tree species are oaks
(Quercus spp.), pecan [Carya illinoensis), and eastern
cottonwood {Populus deltoides). Detection assessment was
conducted in the bottomland hardwood forest vegetation
type only. The entire area was subject to seasonal flooding.
Topography was flatand elevation ranged from33.5 to 46.0 m.
Body temperatures of deer range from approximately
37.2 °C to 39.4 °C (DelGuidice et al, 2001), whereas the
average human body temperature is 37 °C. Preliminary
work indicated humans have slightly lower thermal
signatures than deer (Kissell, unpub. data); therefore,
slightly lower detection rates were expected. We substituted
humans for deer to provide surrogate minimum detection
rates. Given humans have lower thermal signatures than
deer, we assumed that if we could detect humans we would
be able to detect deer.
Twenty random locations within the study site were
generated using the Animal Movements extension (Hooge
et al., 1999) of ArcView 3.3 (ESRI, Inc., Redlands, CA).
Random locations were imported into GeoExplorer 3 global
positioning system (GPS) units (Trimble, Inc., Sunnyvale,
CA) as waypoints. Individual persons were sent to a single
waypoint within the study site. The true location of each
individual was collected using GPS units upon reaching the
random location. This allowed us to verify the true
locations of individuals. Individuals assumed a reclined or
horizontal position on or above the ground (i.e., in lounge
chairs) to simulate the dorsal surface area of a deer.
Slightly overlapping, parallel transects were established
and surveyed from a Cessna 182 fixed-wing aircraft. Flights
were conducted at = 457 m above ground level (AGL) with
transects ~ 110 m wide and at a speed of = 130 kph. We
considered flights at 305 m and 610 m AGL. However,
experience indicated the speed of the plane was too fast
relative to the ability to distinguish thermal signatures at 305
m AGL, and resolution was too poor to distinguish
dentifying features of individual animals at 610 m AGL.
The flight was conducted approximately 1.5 hrs following
sunset (2000 hrs) and terminated prior to 2200 hrs. The
maximum temperature during the day preceding the flight
was 18.3 °C, and the temperature declined from 12.2 °C to
10.6 °C during the flight. Flight paths (latitude, longitude,
World Geodetic System of 1984, altitude (feet)), speed (miles
>er hour), date and time were recorded by an onboard GPS
unit. The study area was surveyed using an IR-M700
hermal imager equipped with a 50 mm lens (Mitsubishi,
nc, Ontario, Canada) mounted in the belly of the plane.
The thermal spectrum ranging in wavelength from 1.2 to 5.9
/an was used. Output was conducted through an RS170, 75 Q.
connection to a digital video camera (Sony DCR-TRV900)
containing a mini-digital video tape. The GPS signal was
routed through a video encoder-decoder (VED). Locations
of the plane obtained from the GPS unit were recorded on
the audio portion of the video tape. The VED labeled the
video with a continuous stream of positions as well as time,
date, speed, and altitude information. GPS locations,
obtained once each second, were used to geo-reference
frames on the digital tape. Double counting was prevented
by use of GPS locations integrated with videography. GPS
data were transferred into a geographic information system
(GIS).
Video was reviewed using a high resolution, 1000 line,
black and white Sony PVM-137 13" monitor. Thermal
signatures were recorded as people, deer, possible deer,
possible people, or unknown. Known locations were
compared to locations identified from the video. The
percentage of people correctly identified was calculated.
Results and Discussion
The study was conducted on 7 March 2003. Twenty
people participated in the detection study. Four of the 20
people were located in water and 16 on dry land. None of
the four people located in water were detected and only one
person on dry land was not detected. We detected 75.0% of
all people (Table 1). Taking intoaccount only the people on
dry land and therefore removing the effects of water, we
detected 93.8% of the people.
The main bias of thermal infrared imaging is that
detection rates have not been estimated for the various
species ithas been used to detect (Haroldson, 1999). Our
assumption that thermal signatures of people could be used
as surrogates for deer appeared to be met, as we
misidentified some people as deer upon review of the tape
(Table 1). Given this misidentification, there is a clear need
for species delineation based on thermal signatures of
similar species.
Our study may have been influenced by three sources
of bias. First, thermal loading of trees can negatively affect
results. The amount of heat retained by vegetation, and
trees in particular, is dependent upon daily ambient
temperatures, the physiological activity of plants, and the
amount of water available for evapotranspiration. While
this was an apparent factor, it did not appear to greatly
influence our results. Thermal loading has been addressed
most often by conducting surveys either late at night (e.g.,
after 0100 hrs) or in the early morning prior to heating of the
earth (Havens and Sharp, 1998). In mountainous areas this
is also preferred for safety (Dunn et al., 2002). In the
Mississippi Alluvial Valley the topography is flat, and the
risks of flyingat night are lessened.
Second, individuals of the same species do not produce
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Table 1. Number of thermal signatures classified as people or deer during a thermal infrared census flight on the Choctaw
Island Wildlife Management Area, Desha County, Arkansas on 7 March 2003.
Identified As
Detected People Deer
15 10 5
55 0 55
People
Deer
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Abstract
Fetal exposure to alcohol can lead to extensive pathology in the CNS causing fetal alcohol syndrome or alcohol-related
neurodevelopmental disorder. Our previous research has revealed that alcohol has detrimental effects on development of
neurons and glial cells, including microglia. However, the effects of alcohol on microglial function as well as interactions
between microglia and neurons remain relatively unexplored. Microglia produce immunomodulatory cytokines and
chemokines that directly control the survival, development, and function of neurons and glia. In this study, mouse N9
microglial cells were treated with 0.5% (w/v) ethanol for 12-48 hr with or without subsequent challenge with the cellular
activator lipopolysaccharide. Microglial expression of the cytokines IL1,IL6,IL10, IL12, TNFcc, IFNy, and MIF,and the
chemokines MCP-1, MIP-loc, MIP-1p, MIP-2, IP-10, TCA-3, and RANTES was quantified by ribonuclease protection assay
of cellular RNA. The mRNA levels of MIP-1P, MlP-la, and MCP-1 RNA were increased 94% (p<0.05), 23%, and 38%
(p<0.05), respectively, after 12 hr exposure to ethanol. Increased expression of MIP-ip,MlP-la,and MCP-1 mRNA was also
observed following 24 and 48 hr treatment with ethanol, but the changes were less significant. The mRNA levels of other
chemokines and cytokines were not altered significantly under these conditions. These findings suggest that alcohol exposure
may alter microglial expression of chemokines within the CNS. MIP-1 and MCP-1 are involved in synaptic development,
neuronal maturation and signal transduction, neuronal and glial migration, and angiogenesis in the developing CNS.
Increased levels of these chemokines may cause immune cell infiltration and neuroinflammation, with detrimental
consequences for neuronal function and survival. Thus, alcohol-induced increase in MIP-1 and MCP-1 may impair neuronal
function and survival and contribute to the neuropathology associated withfetal alcohol exposure.
Introduction
Fetal exposure to alcohol can lead to extensive
pathology in the central nervous system (CNS), causing
mental retardation, behavioral problems, and other
developmental neural defects that are associated with fetal
alcohol syndrome and alcohol-related neurodevelopmental
disorder (Meyer et al., 1990; Mattson et al., 1994; Riley et
al., 1995; Stratton et al., 1996). It is well established that
alcohol pathogenesis during CNS development involves
significant neuropathology and neuronal loss (for example,
Bauer-Moffett and Altman, 1977; Pierce et al., 1989;
Sonthius and West, 1991; Hamre and West, 1993; Napper
and West, 1995; Pierce et al., 1997; Light et al., 2002).
iowever, the mechanisms underlying the neuropathology
are not well understood, and the effect of alcohol on
nteractions between neurons and glia that control neuronal
development, survival and function are relatively
unexplored. In particular, the effects of alcohol on
microglia, the resident immune cells in the brain that exhibit
Doth protective and toxic effects on neurons, merit
nvestigation. Our research has revealed that alcohol has
letrimental effects on microglia proliferation, survival, and
maturation and that microglia may be more sensitive to
alcohol than other neural cells (Kane, 2001). Thus, alcohol
may disrupt microglial function or disrupt interactions
between neurons and microglia and consequentially
contribute to the neuronal pathology associated with fetal
alcohol exposure.
The potential relationship between the neuronal
pathology associated with alcohol exposure and microglial
expression of secreted proteins, including cytokines and
chemokines, has not been previously explored. Cytokines
and chemokines are regulatory proteins secreted by many
cell types and are best known for their ability to act as
immune mediators. Within the CNS, cytokines and
chemokines can regulate neuronal and glial proliferation,
differentiation, function, survival, and death (reviewed in:
Ransohoff and Benveniste, 1996; Bajetto et ah, 2002). They
play essential roles in CNS development and are involved
in maintenance of CNS homeostasis. In addition, they
mediate neuroinflammatory processes and are involved in
neuroinflammatory disorders, such as multiple sclerosis,
Alzheimer's disease, and acquired immunodeficiency
syndrome-associated dementia (see above reviews).
The thrust of this investigation included analysis of
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alcohol effects on the levels of mRNA encoding cytokines
and chemokines that can be secreted by microglia,
including the cytokines interleukin (IL)-l,IL6,IL10, IL12,
tumor necrosis factor-a (TNFa), interferon-y (IFNy), and
migration inhibitory factor (MIF), and the chemokines
monocyte chemoattractant protein-1 (MCP-1), macrophage
inflammatory protein (MlP)-la, MIP-10, MIP-2, IFNy
inducible protein (IP-10), thymus-derived chemotactic
agent- 3 (TCA-3), and regulated on activation normal Tcell-
expressed and secreted (RANTES). IL1(3, IL6,and IL10
can enhance survival (Plata-Salaman, 1991; Patterson, 1992;
Mehler and Kessler, 1994; Mehler and Kessler, 1995), and
IL6,IL12, and IFNycan promote maturation (Barish et al.,
1991; Mehler and Kessler, 1994; Mehler and Kessler, 1995),
of neurons or neuroblasts. IL1and TNFa can upregulate
other cytokines, stimulate glialproliferation (Ransohoff and
Benveniste, 1996; Oppenhheim and Feldman, 2001), and
induce neuroinflammatory processes (Korner et al., 1997;
Probert et al., 1997). The chemokine RANTES can
promote migration, survival and differentiation of neurons
(Bolin et al., 1998; Meucci et al., 1998) and stimulate
proliferation and survival of astrocytes (Bakhiet et al., 2001).
RANTES, MIP-1a, MIP-2 and MCP-1 can regulate
synaptic development and neuronal signal transduction
(Giovanelli et al., 1998; Meng et al., 1999; Meucci et al.,
1998). RANTES is chemotactic to monocytes and
lymphocytes (Bukara and Bautista, 1999). MlP-la and
MCP-1 are chemotactic to astrocytes (Heesen et al., 1996;
Tanabe et al., 1997). TCA-3 is chemotactic to microglia and
macrophages (Hayashi et al., 1995).
Alcohol can either suppress or amplify the production
of cytokines and chemokines inperipheral monocytes and
macrophages (Szabo et al., 1995, 1998; Arbabi et al., 1999;
Bukara and Bautista, 1999; Zhang et al., 2001). Because
microglia are derived from monocytes that migrate into the
developing CNS (Hickey et al., 1992; Ling and Wong,
1993), alcohol may also alter microglial production of
cytokines or chemokines. There are few reports in the
literature regarding the effects of alcohol on the expression
or secretion of chemokines or cytokines within the CNS.
Alcohol was shown to reduce TNFa expression induced by
hormones (DeVito et al., 1996) or injury (Liao et al., 2003)
inmixed glialcultures. Decreased levels ofIP-10 (Ren et al.,
1999; Davis and Syapin, 2004) and MCP-1 (Thibault et al.,
2000) were reported in cultured astrocytes and
neuroblastoma cells, respectively. Increased levels of IP-10
chemokine mRNA have been suggested ina rodent model
of fetal alcohol exposure (Yang et al., 2002). To our
knowledge, there are no reports of the effects of ethanol on
chemokine or cytokine mRNA or protein expression by
microglia. Because changes in expression of these proteins
may contribute to the neural pathology associated with
prenatal exposure to alcohol, the specific effects of alcohol
on cytokine and chemokine mRNA expressed bymicroglia
were explored in the present study.
Materials and Methods
Mouse N9 Microglia Cell Cultures. -Cultures of the
mouse N9 microglia cell line, provided by Dr. Paola
Ricciardi-Castagnoli, Cellular Pharmacology Center,
Milanon, Italy, (Righi et al., 1989; Corradin et al., 1993)
were plated in 25 cm 2 culture flasks (Corning) containing
Minimum Essential Medium with Earle's salts and L-
Glutamine (Cellgro, Cat. No. 10-010-CV) with 10% fetal
bovine serum (Gibco), penicillin (100 units/ml, Gibco), and
streptomycin (100 ug/ml, Gibco) and incubated at 37°C ina
5% CO2:95% air atmosphere. Cells were sub-cultured
routinely to maintain 25-80% confluence.
Treatment ofN9 Cells with LPS and Ethanol. On the
day of the experiment, the medium in each flask was
replaced with fresh medium as described above except
containing 1% fetal bovine serum and, if indicated, 0.5%
(w/v; 110 raM) ethanol. This concentration of ethanol has
been shown to produce significant microglial cell death in
culture (Yang et al., 1999). Flasks with or without ethanol
were equilibrated with 5% CO2:95% air, sealed to prevent
ethanol evaporation, and incubated for 12, 24, or 48 hr at
37°C. After 12, 24, or 48 hr, 1 fig/ml of bacterial
lipopolysaccharide (LPS, Escherichia coli serotype 026:B6;
Sigma, St. Louis, MO) was added to the indicated flasks.
The flasks were resealed and incubated for 4 hr, at which
time RNAisolation was performed.
RNA Isolation and RNase Protection Assay (RPA).-
Total RNA was extracted from the mouse N9 microglia
cultures using Trizol reagent (Invitrogen) according to the
manufacturer's instructions. Chemokine and cytokine
mRNA expression inmouse N9 microglia was examined by
RPA with the RiboQuant RPA kit and mCK-5c and custom(mCK-2b + TNFa) multiprobe template sets (BD
PharMingen). The mCK-5c and custom template sets
contained probes for the housekeeping genes L32 and
GAPDH, which served as internal controls for the assay.
Probes were labeled with [a-33P] UTP (Perkin Elmer),
resulting in an average specific activity of 5 x 10' cpm/ul.
RPA was performed according to the manufacturer's
instruction using 5 ug of total RNA per sample. Products
were resolved on a 6% acrylamide gel, dried, and exposed
to film (Kodak) for varying periods of time. Densitometric
analysis was performed using Alphalnnotech Chemilmager
software. Expression of each chemokine and cytokine was
normalized to the expression of the housekeeping gene
GAPDH ineach sample. GAPDH mRNA levels remained
constant under the treatment conditions used in this
experiment.
Data Analysis.
-The experiment was performed three
independent times, and the results were expressed as a
mean + SEM of the three experiments. Differences in
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Table 1: Chemokine mRNA expression was determined by RPA analysis. The optical density of each band was determined.
Expression ofeach chemokine was normalized to the expression of the housekeeping gene GAPDH in the same sample. All
data are presented as the mean of the normalized density ± SEM for three independent experiments, nd =not detectable.
12-hr Ethanol Treatment Group 24-hr Ethanol Treatment Group 48-hr Ethanol Treatment Group
Chemokine Control Ethanol LPS Ethanol + Control Ethanol LPS Ethanol + Control Ethanol LPS Ethanol
LPS LPS +LPS
RANTES nd nd 0.44 0.43 nd nd 0.55 0.49 nd nd 0.35 0.30
±0.07 ±0.05 ±0.11 ±0.14 ±0.05 ±0.09
MIP-ip 0.23 0.45 1.12 1.08 0.28 0.40 1.09 1.12 0.30 0.55 1.01 1.12
±0.05 ±0.05 ±0.12 ±0.05 ±0.04 ±0.07 ±0.09 ±0.10 ±0.04 ±0.08 ±0.06 ±0.07
MlP-la 0.52 0.63 1.17 1.12 0.58 0.68 1.13 1.26 0.61 0.71 1.15 1.12
±0.04 ±0.02 ±0.08 ±0.07 ±0.02 ±0.03 ±0.08 ±0.05 ±0.04 ±0.07 ±0.08 ±0.00
MIP-2 nd nd 0.55 0.62 nd nd 0.67 0.58 nd nd 0.60 0.56
±0.10 ±0.08 ±0.12 ±0.13 ±0.07 ±0.14
IP-10 nd nd 0.49 0.38 nd nd 0.57 0.48 nd nd 0.42 0.40
±0.05 ±0.08 ±0.06 ±0.06 ±0.04 ±0.12
MCP-1 0.30 0.42 1.14 1.04 0.32 0.40 1.14 1.22 0.49 0.63 1.10 1.08
±0.02 ±0.00 ±0.06 ±0.06 ±0.08 ±0.06 ±0.12 ±0.12 ±0.06 ±0.12 ±0.05 ±0.07
TCA-3 nd nd nd nd nd nd nd nd nd nd nd nd
Table 2: Cytokine mRNA expression was determined by RPA analysis. The optical density of each band was determined.
Expression of each cytokine was normalized to the expression of the housekeeping gene GAPDH in the same sample. Alldata
are presented as the mean of the normalized density ± SEM for three independent experiments, nd =not detectable.
12-hr Ethanol Treatment Group 24-hr Ethanol Treatment Group 48-hr Ethanol Treatment Group
Cytokine Control Ethanol LPS Ethanol + Control Ethanol LPS Ethanol + Control Ethanol LPS Ethanol +
LPS LPS LPS
TNF-a 0.04 0.09 0.64 0.57 0.09 0.12 0.63 0.55 0.15 0.16 0.56 0.68
±0.04 ±0.05 ±0.06 ±0.02 ±0.02 ±0.01 ±0.08 ±0.08 ±0.01 ±0.02 ±0.04 ±0.30
1L-I2p35 nd nd nd nd nd nd nd nd nd nd nd nd
IL-12p40 nd nd nd nd nd nd nd nd nd nd nd nd
IL-10 nd nd nd nd nd nd nd nd nd nd nd nd
IL-loc nd nd nd nd nd nd nd nd nd nd nd nd
IL-ip nd nd 0.42 0.40 nd nd 0.45 0.39 nd nd 0.39 0.51
±0.03 ±0.02 ±0.07 ±0.03 ±0.07 ±0.22
IL-IRa 0.21 0.23 0.84 0.82 0.24 0.24 0.79 0.79 0.26 0.24 0.69 0.88
±0.05 ±0.07 ±0.09 ±0.06 ±0.01 ±0.04 ±0.07 ±0.03 ±0.06 ±0.04 ±0.03 ±0.22
IL-6 nd nd nd nd nd nd nd nd nd nd nd nd
IFN-y nd nd nd nd nd nd nd nd nd nd nd nd
MIF 0.44 0.52 0.55 0.60 0.57 0.55 0.58 0.62 0.54 0.59 0.56 0.75
±0.06 ±0.05 ±0.08 ±0.08 ±0.05 ±0.05 ±0.06 ±0.09 ±0.06 ±0.05 ±0.05 ±0.19
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ubsequent LPS treatment for 4 hr. Expression of mRNA
or the chemokines RANTES, MIP-lp\ MlP-la,MIP-2,IP-
0, MCP-1, and TCA-3 was analyzed by RNase protection
ssay (RPA).
expression of individual cytokines and chemokines were
analyzed by treatment group and temporal duration of
ethanol treatment using ANOVA (StatView, SAS Institute,
Inc.) with post hoc analysis of variance by the Bonferroni
Dunn test with significance at P< 0.05.
Results
The expression of mRNAs for chemokines and
ytokines was determined by RPA analysis of mouse N9
microglia cell cultures under control conditions and
bllowing treatment with ethanol, LPS, or ethanol and LPS
rigs. 1 and 2). Densitometry of each mRNA band and
ormalization to the signal for GAPDH mRNA in the same
ample allowed quantification of the relative change in
lemokine (Table 1) and cytokine (Table 2) mRNA
anscripts.
IAnalyses revealed that N9 mouse microglia cells underntrol conditions constitutively express detectableantities of mRNA transcripts for the chemokines MIP-1(3,IP-la,MCP-1 (Fig. 1and Table 1) as well as the cytokinessJFa, ILIRa,and MIF(Fig. 2 and Table 2). Compared to2 control groups, MIP-1(3 was significantly increased by.4% (P < 0.05), 45.5% (P = 0.18), and 84.2% (P = 0.06)er treatment with ethanol for 12, 24, and 48 hr,
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Fig. 2. Ethanol and/or LPS induce cytokine expression in
mouse N9 microglial cell cultures. Microglia were treated
with 0.5% (w/v) ethanol for 12, 24, or 48 hr, withor without
subsequent LPS treatment for 4 hr. Expression of mRNA
for the cytokines TNFa, IL12, IL10, ILla,ILlp, ILIRa,
IL6, IFNy, and MIF was analyzed by RNase protection
assay (RPA).
respectively (Table 1and 3). Compared to control groups,
MIP-la showed a trend of increased expression by 23.1%
(P = 0.08), 16.7% (P = 0.07), and 17.3% (P = 0.25) after
treatment with ethanol for 12, 24, and 48 hr, respectively,
although the differences were not statistically significant
(Table 1 and 3). The results also showed increased
expression ofMCP-1 by 36.7% (P < 0.05), 23.8% (P = 0.48)
and 26.9% (P =0.39) after treatment withethanol for 12, 24,
and 48 hr, respectively (Table 1 and 3). In contrast,
transcripts for the cytokines TNFa, ILIRa, and MIF were
not significantly changed after treatment with ethanol at any
time point compared to the control group (Table 2 and 4).
None of the chemokine or cytokine mRNAs analyzed
showed significant differences when the control, ethanol
alone, LPS alone, or ethanol and LPS groups at 12 hr time
points were compared to the same treatment group at the 24
or 48 hr time points.
The N9 microglial cell cultures were treated with the
endotoxin LPS to induce an activated cell phenotype with
increased expression of pro-inflammatory cytokines and
chemokines. Stimulation with LPS for 4 hr resulted in
significant elevations of mRNA expression of the
chemokines RANTES, MIP-1(3, MIP- la, MIP-2, IP-10,
MCP-1 (Table 1and 3) and the cytokines TNFa, IL1J3, and
ILIRa (Table 2 and 4) compared to both the control group
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Table 3. Comparison of the ratio of chemokine mRNA levels between treatment groups presented as a percentage. Difference
in expression of individual chemokines was analyzed by ANOVA withpost hoc analysis of variance by the Bonferonni Dunn
test (P < 0.05) and was reported as percent difference of the mean ratio#.
#n = 3; *P < 0.05; **P< 0.01; ***P< 0.001.
nd = calculations could not be determined due to undetectable expression of mRNA for both treatment groups being
compared.
+ = densitometric analysis showed significant expression of the chemokine in the LPS alone or ethanol and LPS treatment
groups, however a percent change could not be calculated due to undetectable levels of expression in the control or ethanol
treatment group.
Chemokine Control vs Control vs Control vs Ethanol vs Ethanol vs LPS vs
Ethanol LPS Ethanol + LPS Ethanol + Ethanol +
LPS LPS LPS
12-hr Ethanol Treatment Group
RANTES nd + + + + -1.6
MIP-ip 94.4* 383** 362*** 148** 138*** -4.3
MlP-la 23.1 127** 117** 84.1** 76.2** -4.3
MIP-2 nd + + + + 12.6
IP-10 nd + + + + -22.1
MCP-1 36.7* 274*** 240*** 174*** 148
***
.93
TCA-3 nd nd nd nd nd nd
24-hr Ethanol Treatment Group I
RANTES nd + + + + -10.8
MIP-lp 45.5 295** 304** 172** 178** 2.3
MlP-la 16.7 94.8** 117*** 67.0** 86.0*** 11.4
MIP-2 nd + + + + -13.0
IP-10 nd + + + + -16.8
MCP-1 23.8 251** 278** 184** 205** 7.6
TCA-3 nd nd nd nd nd nd
48-hr Ethanol Treatment Group I
RANTES nd + + + + -14.7
MIP-ip 84.2 240*** 277*** 84.5* 105** 11.0
MlP-la 17.3 89.8** 84.2*** 61.7* 57.0** -3.0
MIP-2 nd + + + + -6.7
HMO nd + + + + -3.8
MCP-1 26.9 123** 118** 75.4* 72.1* -1.9
TCA-3 nd nd mi nd nd nd |
and the ethanol treatment group. Similarly, N9 microglia
exposed to ethanol for 12, 24, or 48 hr with subsequent LPS
treatment for 4 hr showed significant elevation of mRNA
expression of RANTES, MIP-ip, MlP-la, MIP-2, IP-10,
MCP-1 (Table 1 and 3), ILlp, and ILIRa (Table 2 and 4)
compared to both the control group and the ethanol
treatment group. A significant difference in cytokine or
chemokine mRNA expression was not found at any time
point when groups treated with both ethanol and LPS were
compared to groups treated with LPS alone.
Discussion
A novel finding of this study is increased mRNA levels
of the chemokines MIP-lp, MlP-la, and MCP-1 by an
average of 74.7%, 19.0%, and 29.1%, respectively, upon
treatment of N9 microglial cells with 0.5% (w/v) ethanol for
12 to 48 hr. These findings suggest that physiologically
relevant concentrations of ethanol alter an important
function of microglia, that is, the mRNA expression of
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Fable 4. Comparison of the ratio of cytokine mRNA levels between treatment groups presented as a percentage. Difference
n expression of individual cytokines was analyzed by ANOVA withpost hoc analysis of variance by the Bonferonni Dunn test[P < 0.05) and was reported as percent difference of the mean ratio*.
#n = 3; *P <0.05; **P< 0.01; ***P< 0.001.
nd = calculations could not be determined due to undetectable expression of mRNA for both treatment groups being
compared.
+ = densitometric analysis showed significant expression of the cytokine in the LPS alone or ethanol and LPS treatment
groups, however a percent change could not be calculated due to undetectable levels of expression in the control or ethanol
treatment group.
Cytokine Control vs Control vs Control vs Ethanol vs Ethanol vs LPS vs
Ethanol LPS Ethanol + LPS Ethanol + Ethanol +
LPS LPS LPS
12-hr Ethanol Treatment Group
TNF-ct 135 1624** 1446*** 633** 558*** -10.3
IL-12p35 nd nd nd nd nd nd
IL-12p40 nd nd nd nd nd nd
IL-10 nd nd nd nd nd nd
IL-la nd nd nd nd nd nd
IL-lp nd + + + +
-2.9
IL-IRa 12 -5 301** 292** 257** 249** -2.3
IL-6 nd nd nd nd nd nd
IFNy nd nd nd nd nd nd
MIF 19 -8 26-4 37 -7 5.6 15.0 8.9
24-hr Ethanol Treatment Group
TNF-a 24.5 568 ** 488 ** 437 ** 373 **
-11.9
IL-12p35 nd nd nd nd nd nd
IL-12p40 nd nd nd nd nd nd
IL-10 nd nd nd nd nd nd
IL-la nd nd nd nd nd nd
IL-ip nd + + + + .11.9
IL-IRa 2A 230** 229*** 224** 222*** -0.4
IL-6 nd nd nd nd nd nd
IFNy nd nd nd nd nd nd
MIF 9.9 4.9 12.5 7.2
48-hr Ethanol Treatment Group
TNF-a 13.0 286*** 363 241*** 310 20.1
IL-12p35 nd nd nd nd nd nd
IL-12p40 nd nd nd nd nd nd
IL-10 nd nd nd nd nd nd
IL-la nd nd nd nd nd nd
IL-lp nd + + + + 29.9
IL-IRa ~1A 170
** 244 * 191*** 272* 27.7
IL-6 nd nd nd nd nd nd
IFNy nd nd nd nd nd nd
MIF SA 3A 37-3 "4.6 27.0 33.2
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chemokines that play an important role in neuroimmune
modulation, CNS development and CNS homeostasis.
Further studies willbe needed to demonstrate ifthe relative
increase in mRNA expression of MIP-1P, MIP-loc, and
MCP-1 will translate into an increase in production and
secretion of the corresponding proteins by microglia.
Alterations in MlP-la levels in the CNS might alter
neuronal signal transduction and synaptic transmission
(Meucci et al., 1998) or influence astrocyte or microglial
migration in the developing brain (Tanabe et al., 1997;
Rezaie et al., 2002). An increase in MCP-1 levels in the
neural environment could be detrimental to astrocyte and
neuronal progenitor migration (Heesen et al., 1996;
Hesselgesser et al., 1997), alter CNS angiogenesis (Salcedo
et al., 2000), as well as influence the maturation of Purkinje
cells and their networks (Meng et al., 1999). An
upregulation of MIP-1P, MlP-la,and MCP-1 has also been
found in neuroinflammatory conditions including multiple
sclerosis, experimental autoimmune encephalitis, and
Alzheimer's disease (Godiska et al., 1995; Berman et al.,
1996; Ishizuka et al., 1997; Simpson et al., 1998; Xia et al.,
1998; Balashov et al., 1999; Sorensen et al., 1999;).
Increased levels of these chemokines following ethanol
exposure may lead to inflammation within the CNS. MIP-
ip, MIP-loc, and MCP-1 are classified as CC chemokines,
which function to attract immune competent cells, such as T
ymphocytes, monocytes, basophils, and eosinophils
Bajetto et al., 2002). Activated T lymphocytes produce a
variety of lymphokines that promote the activity of virtually
all other cells of the immune system. For example, T
ymphocytes induce humoral B lymphocyte responses as
well as activate cell-mediated immune responses through
macrophages, other antigen presenting cells, and natural
ciller cells. Elevated levels of these chemokines may attract
monocytes and macrophages into the CNS parenchyma.
These cells produce cytokines including IL1and TNFa that,
n excess, cause neuroinflammation, neuronal damage and
cell death. Therefore, ifalcohol-induced increases in MIP-
1P, MIP-1a, and MCP-1 mRNA expression by microglia
ead to increased levels of the corresponding proteins in the
CNS, chemotaxis of T lymphocytes, monocytes, and other
mmune competent cells may lead to neuroinflammation.
This study has shown that stimulation of mouse N9
microglia with l|ig/mlof LPS for 4 hr results in significant
elevation of expression of the following mRNA transcripts:
RANTES, MIP-1P, MIP-1a, MIP-2, IP-10, MCP-1, TNFa,
Lip, and ILlRa. These results are consistent with studies
of purified human microglial cells which have shown an
upregulation of MIP-ip,MlP-la, MCP-1, TNFa, and ILip
mRNA transcripts via Northern blot or RT-PCR analysis
after stimulation with lng/ml - lug/ml of LPS (Lee et al.,
1993; McManus et al., 1998; Lee et al., 2002). The present
esults are also consistent with studies of purified mouse
microglial cells that have shown an induction of RANTES,
MIP-lcc, MIP-2, MCP-1, TNFa, and ILip protein
measured with ELISA after lng/ml - l(ig/ml of LPS
stimulation (Aloisi et al., 1999; Szczepanik et al., 2001;
Hausler et al., 2002). Inaddition, these results are consistent
with studies of expression ofIP-10 inhuman fetal microglial
cells (Hua and Lee, 2000) and induction ofIL-IRa inmixed
ratglial cells (Pousset et al., 2000) after LPS stimulation. We
did not observe expression of the chemokine TCA-3 or the
cytokines ILla,IL6,IL10,IL12, or IFNyupon stimulation
with LPS as might be expected from other reports (Lee et
al., 1993; De Simone et al., 1998; Aloisi et al., 1999;
Szczepanik et al., 2001; Hua and Lee, 2000; Hausler et al.,
2002; Lee et al., 2002). The variation in these reports and
the present study may be explained by differences inherent
in the analysis of mRNA versus protein, the method of
mRNA analysis, or the species source of microglia.
Because alcohol can suppress monocyte and
macrophage activity in the peripheral immune system, it
might be anticipated that pretreatment with ethanol in
microglial cultures would decrease the LPS-induced
increase in cytokine or chemokine mRNA expression.
However, this study found no significant change incytokine
or chemokine mRNA expression in groups treated with
both ethanol and LPS compared to groups treated with LPS
alone. Itis important to note that it would be premature to
conclude that ethanol can not alter LPS-induced mRNA
expression of chemokines or cytokines in microglia based
on the present study which employed only a single dose of
ethanol for a single temporal period and a single dose of
LPS for a single temporal period.
This study demonstrates that alcohol exposure increases
microglial expression of mRNA encoding MIP-1 and MCP-
1 chemokines that are integral to the proper development
and function of the CNS. If the observed increase in
mRNA is reflected in increased production of chemokine
proteins, this represents a new potential mechanism of
alcohol pathogenesis mediated through microglia. We have
recently realized that alcohol impairs microglial
proliferation, survival and maturation in the developing
brain, and the present results provide the first evidence that
alcohol may interfere with interactions between neurons
and microglia. Specifically, microglial production of
chemokines is a central component of microglial function as
the principal resident immune cells in the CNS. Increased
levels ofMIP-1and MCP-1 followingalcohol exposure may
disrupt the development and function of neurons and glia.
Inaddition, increased levels ofMIP-1 and MCP-1 may lead
to neuroinflammation, resulting in neuronal damage and
cell death. These effects could lead to long-term and
irreversible neural defects, such as those associated with
fetal alcohol exposure. Whether alcohol exposure in the
human CNS leads to upregulation of the chemokines MIP-
lp, MIP-1a, and MCP-1, and further, whether the potential
contribution to the neuropathology of fetal alcohol
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Indrome or alcohol-related neurodevelopmental disorderrealized remains to be determined. However, given theultitude of roles that these chemokines play in the CNSid the significant neuropathology associated with fetalcohol exposure further investigation is warranted.
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Abstract
Weathering of black shales leads to elevated metal concentrations inboth surface water and stream sediments. In spite of
the recent focus on black shales, few data exist on the ecological impacts of this process particularly on aquatic organisms. The
key objective of this study was to determine the impact of trace metal concentrations in sediments upon aquatic organisms. To
achieve the above objective, stream sediment samples were collected from streams draining black shale and limestone (used
as a reference stream) lithologies located incentral Arkansas between June 2003 and January 2004. Trace metal concentrations
were measured by the dynamic reaction cell inductively coupled plasma mass spectrometry (ICPMS; Perkin Elmer DRC II)
following EPA 6020 methodology. Sediment samples were tested for toxicity using standard EPA protocols. The trace metal
concentrations in sediments and acute toxicity test findings using midge larvae, Chironomus tentans with endpoints measured as
growth and survival is presented. Our results showed that there are significant differences in survival of the midge larvae
among the study sites and also among the different sampling occasions. Percent survival of the midge larvae in the sediments
derived from black shales was lower than that observed in the limestone-derived stream sediments. Significant differences in
growth of the midge larvae were also observed among the sites with the control and reference stream sediments having higher
growth than the black shale stream sediments. Though our measured metal concentrations in the black shale-derived sediments
were below the Effects Range-Low, there is a great potential of metal accumulation in the fine sediment fraction particularly
during baseflow regimes. At the time, metals can be concentrated in the fine sediment fraction due to the low discharge and
less dilution. The study thus far has shown that the black shale metal-enriched stream sediments have both lethal and sublethal
effects on aquatic organisms and higher organisms through food chain transfer.
Introduction
Chemical weathering of rocks is one of the principal
arocesses governing the cycling of elements at the Earth's
surface. Chemical weathering of fine-grained, organic- and
metal-rich sediments under pH 7 causes mineral dissolution
thus releasing metals from mineral surfaces into the surface
waters (Garrels and Mackenzie, 1971; Aiuppa et al., 2000).
Slack shales contain abundant organic matter, pyrite, and
sometimes carbonate nodules and are enriched in trace
metals such as copper, nickel, uranium, and vanadium (Kim
and Thornton, 1993; Loukola-Ruskeeniemi 1994). The
jlack shales can be mechanically, chemically and
biologically broken-down with authigenic processes
mineral transformation within the system; Kennedy et al.,
2002) and biogenic processes (microbial activity; Nordstrom
and Alpers, 1999). Chemical weathering is enhanced by
mechanical weathering due to the increased surface area for
chemical reactions to take place (Di-Giovanni et al., 2002).
Numerous studies have demonstrated that chemical
weathering of black shales may lead to reduced water and
sediment quality due to elevated metal concentrations
(Loukola-Ruskeeniemi 1994; Loukola-Ruskeeniemi et al.,
1998; Kim and Thornton, 1993; Piispanen and Nykyri,
1997; Tuttle et al., 2001). Metal concentrations above
threshold levels in streams may be lethal or cause
impairments to aquatic organisms which include fish kills
(Pasava et al., 1995), lower total abundance of aquatic
organisms and decreased taxa richness and Ephemeroptera-
Plecoptera-Trichoptera (EPT) richness of benthic
macroinvertebrates (Cain et al., 1992; Mize and Deacon,
2002).
The increased metal loads in stream water and
sediments are also a human health concern due to
biomagnification of metals along the aquatic and terrestrial
food chains and food webs. Overall, human health risks are
primarily due to the release of metals such as Hg, Pb, Cd,
As, and Se from black shales into potable groundwater
supplies. Since sediments provide habitat for many aquatic
organisms and are considered major repositories for many
contaminants introduced into the surface waters, they may
be potential sources or sinks of metals in black shale
drainage systems. The objectives of this study were two-fold:
(1) to quantify the metal concentrations in stream sediments
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derived from black shales; and (2) to assess the toxicity of
these sediments to the midge larvae, Chironomus tentans.
These objectives were achieved by examining the
relationship between measured trace metal concentrations
in stream sediments and the observed toxicity of these
sediments to the test organisms. The working hypothesis of
this study is that trace metal release from the black shales in
this area reduced the habitat quality for the threatened or
endangered speckeled pocketbook mussel {Lampsilis
strecken) and the yellowcheek darter (Etheostoma moom). In
this paper, we present the measured total-extractable trace
metals in rock and stream sediment samples and the
observed sediment toxicity using Chironomus tentans
(Fabricius) with endpoints being measured as survival and
growth.
Materials and Methods
Geologic Setting.-The study site is located in an
extensive black shale outcrop (Mississippian Fayetteville
Shale) in the Little Red River (LRR) watershed of central
Arkansas (Fig. 1). The LRR watershed includes 4883 total
river km contained within an area of 2902 km2. More than
75% of the entire watershed area is forest riparian habitat,
and less than 20% is agricultural/urban riparian habitat with
the southern portion of the watershed (Greers Ferry Lake
and south) characterized by row-crop production and
logging. The first site is the Devil's Backbone catchment
located to the south of Marshall (92° 38' 00 W, 35° 91' 25
N) in Searcy County. Surface waters in this area drain the
Mississippian Fayetteville Shale and flow to the south into
Trace Creek and then mix with Cove Creek before entering
the Middle Fork of the Little Red River, which drains into
Greers Ferry Lake. Black shales are in intimate contact with
surface and ground water throughout the length of Trace
and Cove creeks. The second site is the Blue Mountain
catchment in Searcy County (92° 51' 67 W, 35° 84' 17 N)
hat lies northeast of city of Leslie. Surface waters in this
region are also in contact with the Fayetteville Shale and
drain into Begley Creek and then enter Trace Creek
approximately 0.5 km downstream from the confluence of
Trace Creek and Cove Creek. The third site is the South
Mountain catchment (92° 63' 33 W, 35° 84' 17 N) where
Cove Creek water travels to the southwest to mixwith Trace
Creek. The fourth study site, the Middle Fork rises from
Reves Knob catchment (92° 45' 00 W, 35° 42' 00 N)
draining the younger Mississippian Pitkin Limestone and
flows to the east to Greers Ferry Lake.
Sediment Sample Collection, Processing, and Analyses. -
Sediment collection followed methods described by
Mudroch and MacKnight (1994) and Shelton and Capel
1994). Sediment from the Black River, Arkansas, (Moore et
al., 1996) was used as a "control" sediment in toxicity tests
Table 1. Particle size composition, organic carbon and ph of
study site sediments. TRC-A and B,BGC-A and B,CVC-A
and B,MFR-A and B, represent sediment samples collected
from Trace Creek, Begley Creek, Cove Creek, and Middle
Fork, respectively.
Organic
Site name Sand % Clay % Silt % carbon (%) pH
TRC-A 65.8 3.1 31.1 5.9 5.5
TRC-B "^65^4 2.9 ~TT8 6.0
~
6.3
BGC-A ""59^6 2.9 ""37^5 5.5 ~^9~
BGC-B
~
57.5 2.9
~
39.6 6.6 5.7
CVC-A
~
69.6 3.8
~
26.5 4.6 6.1
CVC-B
~
67.4 2.5 3O71 4.5
~
6.3
MFR-A
~~
66.5 0.3
~
33.2 2.0 7.5
MFR-B ""682 0.5 ~Tl3 2.5
~
7.7
to provide a measure of test acceptability, evidence of
organism health, and as a basis for interpreting data
obtained from the test sediments. The samples were
analyzed for total extractable metals using the multi-acid
digestion method as described by Briggs and Meier (1999).
USGS SDO-1 (Devonian Ohio Shale) was also measured as
an unknown to assess accuracy and reproducibility of
measurements. The trace metals analyzed included Cd, Cr,
Cu, Fe, Mn, Ni,Pb, Zn, Se, and As. Metal concentrationsAC, 1Y111, ni A «J, «_ill, UC,
were measured by dynamic reaction cell inductively
coupled plasma mass spectrometry (ICP-MS; Perkin Elmer
DRCII) following EPA 6020 methodology. Concentrations
were calculated by external calibration with internal
standardization. Based on comparisons between literature
and measured SDO-1, values the error on the reported
concentrations is less than 3% for all analytes. Sediment
particle size separation was done according to methods
described by Forth et al. (1982) and Kemble et al. (1994). In
addition to assessing particle size composition and total
extractable metals, we also measured cation exchange
capacity, total organic carbon, total solids, and volatile
solids as described by Plumb (1981). Finally, whole
sediment toxicity was evaluated by conducting 10-day acute
toxicity tests using C. tentans as described inUSEPA (2000)
with endpoints being measured as survival and growth.
Results
Particle Size Analysis and trace Metals.-Partide size
analysis for the black shale and limestone stream sediments
showed a similar distribution with sand having the highest
percentage of the three size fractions (Table 1). Both the
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Fig. 1. Schematic map showing the location of the Little Red River watershed (HUC 11010014). The study area includes the
black shale-draining streams: Trace Creek, Begley Creek, Cove Creek, and the limestone-draining stream, Middle Fork. The
solid pluses (+) represent sampling sites on the black shale-draining streams while the arrowed solid pluses represent Middle
Fork sampling sites.
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Fig. 2 a - d. Trace metal concentrations in study site unweathered rock (black shale and limestone) and stream sediment
samples. BLS:black shales, LMS: limestone, TRC: Trace Creek, BGC: Begley Creek, CVC: Cove Creek, MFR:Middle Fork.
Solid and dashed lines represent Effect- Range-Low (ERL) levels for the respective metals according to NOAA (1999).
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black shale and limestone sediments also showed a similar
pattern in the distribution of the clay and silt fractions with
percent clay in all these sediments being significantly low
(a = 0.05) compared to the silt and sand fractions. There
were significant differences (a = 0.05) in organic carbon
among sites with higher organic carbon values measured in
black shale stream sediments. Organic carbon ranged
between 5 and 7% for the black shale sediments while itwas
between 2 and 3% for the limestone sediments (Table 1).
The pH range for the black shale stream sediments was
between 5.5 and 6.3 while that of the limestone stream
sediments was between 7.5 and 7.7 (Table 1). Black shale
parent rock samples were found to be enriched in trace
metals compared to the limestone unweathered rock
particularly for Ni,Cr, Cd and As (Fig. 2). The measured
concentrations for Ni, Cd, and As in black shale
unweathered rock samples were above the Effect Range-
Low (ERL) for aquatic organisms. Similarly, trace metal
concentrations in sediments obtained from the black shale-
draining streams, namely Trace Creek, Begley Creek and
Cove Creek were significantly higher (a = 0.05) than those
collected from the Middle Fork. The black shale and
limestone parent rocks were found to be the sources of trace
metals in sediment samples except for Cd and Hg (Fig. 3).
The ratio sediment / NASC ratio for Hg was greater than
one for the sediments collected from Trace Creek and
Begley Creek (Fig. 3). The sediment -GSR-6 normalization
for Hgand Cd showed ratios of 1.1 and 1.2, respectively.
Sediment Toxicity. -The C. tentans acute toxicity test
findings showed that survival in the control sediments was
significantly higher (F = 6.56; P =0.001;df=8, 32) than that
observed inthe black shale and limestone sediments (Fig. 4).
A follow-up with Tukey's pairwise comparisons (a = 0.05)
revealed that the midge larvae survival in black shale
draining sites TRC-A, and BGC-B was between 0.5 and
6.1% less than that observed in the control sediments (a =
0.05). Survival of the midge larvae in the limestone-draining
Vliddle Fork (i.e., the field reference site) sediments (Fig. 4)
was also between 0.2 and 5.1% higher than of the black
shale stream sediments from sites TRC-A, and BGC-B.
Survival of these organisms in sediments collected inJune
was significantly higher (F = 4.95; P= 0.003; df =4, 32) than
that of sediments of other sampling occasions. For instance,
survival of C. tentans in the June sediments was between 0.1
and 3.4% higher than that observed in the September and
November sediments. Their survival in sediments collected
n August was also between 0.2 and 3.3% higher than those
grown in sediments collected inSeptember (a = 0.05).
Growth of the midge larvae inthe control sediment
was significantly higher (F=3.03; P =0.012; df =8, 32) than
that observed in both the black shale and limestone stream
sediments (Fig. 4). The C. tentans from the control sediment
were between 0.01 and 0.16 mg heavier than those of Trace
Creek site A, and Begley Creek site B (95% confidence
interval). Like survival, midge larvae growth showed a
similar trend whereby it was significantly higher in the June
sediments than in sediments collected during the other
sampling occasions (F = 11.71; p = 0.001; df = 4, 32).
Pairwise comparisons indicated that growth in the June
sediments was between 0.01 and 0.15 mg heavier than that
observed in either September or November sediments (95%
CI). Growth of these organisms in the September sediments
was the least, averaging between 0.02 and 0.15 mg less than
that seen in the August sediments.
Discussion
The results of this study were similar to those of
Loukola-Ruskeeniemi et al. (1998), and Kimand Thornton
(1993) where black shale rocks are enriched in Ni,Cd and
As. However, the concentrations for Cr, Hg, and Zn in the
rock were relatively lower than values obtained from related
studies (e.g., Loukola-Ruskeeniemi, 1994; Lee et al., 1998).
As expected, the limestone rock contained significantly
lower concentrations of these metals with a negligible
probability of being a potential source for these toxicmetals.
Allthe study sites depicted a similar particle size distribution
with sand being the dominant size fraction. Even though
constituting the lowest percentage composition, the clay
fraction accounted for the greater proportion of the metals.
The chemical composition of stream sediments and surface
waters is controlled, predominantly by the chemical
composition of the underlying bedrock. The concentrations
for all trace metals in sediments from black shale-draining
streams were higher than those of the limestone rock-
draining stream, the Middle Fork further supporting our
contention that black shales are a natural source of toxic
metals (Fig. 2). The concentrations of Cd, As and Pb are
above the with concentrations above the Effect Range-Low
(ERL: that is indicative ofmetal concentrations above which
adverse effects on the aquatic organisms will occur; Long
and Morgan, 1990; NOAA, 1999). The suggestion that
black shales are a source of these metals is further supported
by the calculated sediment/rock ratios (Fig. 3). These ratios
indicate that the black shales are the primary source of
metals under study, with the exception of Zn and Hgwhose
ratios suggest that there may be additional sources of these
metals such as run off and/or accumulation/concentration
in the sediments through biological activity. The results of
this study compare well with similar studies (e.g., Tuttle et
al., 2001) that have shown that the distribution of metal-rich
stream sediments correlates very well with outcrops of the
metal-rich black shales. Often the metals of concern are
found in the sulfide fraction of the black shales. Exposure
of black shale sulfides (i.e., iron sulfide pyrite, FeS 2) to
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)xidative chemical weathering at the bedrock-soil interface
:an lead to the formation of metal salts which can
emporarily complex the metals. During rainfall events
hese salts are dissolved and metals are released and
transported into the receiving streams. The metals are
adsorbed to oxyhydroxides and consequently are
precipitated from solution and accumulated in the
sediments. Our results attest to the significant contribution
of black shale weathering in the cycling of many trace
metals, many of which are potentially toxic to stream biota
including macroinvertebrates (Mize and Deacon, 2002), and
fish (Pasava et al., 1995). The reduction in survival and
growth impairments in the midge larvae may be attributed
to Cd, As, and/or Pb whose concentrations exceed ERL and
therefore can cause lethal and sublethal effects to stream
organisms particularly those livingin the sediments.
Conclusions
Environmental and public health authorities require an
understanding of black shale weathering processes and the
consequent release of potentially toxic metals into surface
water and sediments. Thus these findings will facilitate
formulation of realistic pollution guidelines and targets and
provide for effective environmental monitoring by taking
into account the non-point sources of metal pollution
through natural weathering of these metal-enriched rocks.
Finally, there is need to stress that the sporadic and isolated
unusually high enrichments of potentially harmful metals in
otherwise pristine areas are likely to present serious risks to
human health due to biotic transfer of metals along the
aquatic and terrestrial food chains.
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Abstract
Recent fieldwork in westcentral Arkansas has revealed the Arkansas endemic crayfish, Fallicambarus harpi Hobbs and
Robison, to be more abundant than formerly believed. New localities and county records are provided in addition to
information on the habitat preferences, sex ratio, color variation, reproductive biology, and conservation status of this
burrowing crayfish.
Introduction
The crayfish genus Fallicambarus is believed to have
originated in southwestern Arkansas on the West Gulf
Coastal Plain (Bouchard and Robison, 1980). Currently
there are 16 known species of Fallicambarus in North
America, eight of which are known from Arkansas. Six of
these eight species, Fallicambarus harpi, F. strawni, F. caesius,
F. jeanae, F gilpini and F. petilicarpus, are endemic to
Arkansas (Robison and Allen, 1995). Unfortunately, we
know little about the precise distributional limits,biology, or
status of any of these state endemics as most were described
from one or only a few sites. One of those endemic species
was described byHobbs and Robison (1985) as F. harpi from
a single location inPike County, Arkansas.
Hobbs (1969) originally proposed the taxon
Fallicambarus to receive an assemblage of eight species of
crayfishes that had been formerly assigned to Cambarus.
Later, Hobbs (1973) revised the genus Fallicambarus and
divided this assemblage of 11 species into two subgroups or
subgenera, placing six species in the nominate subgenus
Fallicambarus and five inthe subgenus Creaserinus. Presently,
there are 16 species in the genus Fallicambarus, seven of
them in the subgenus Fallicambarus and nine in the subgenus
Creaserinus.
General Habitat Description. -Members of the genus
Fallicambarus are seldom found in permanent bodies of
water, and as adults, only after rains or during floods do they
Vequent temporary pools or runoff (Hobbs and Robison,
1989). Instead, these primary burrowers inhabit burrows
where for most of the year the water table does not drop
more than a meter or so beneath the surface. Such areas
may be easily recognized by the presence of hydrophilic
sedges. Most often in our area, Fallicambarus burrows are
bund to occur in low-lying areas that are permanently
maintained as grass/forb through mowing or cattle grazing,
such as highway roadsides, yards, cemeteries, pastures, and
even baseball fields. Burrows of the members of the genus
Fallicambarus are occasionally topped with slender
chimneys, although more often they are marked by irregular
mounds of earthen pellets of a size proportional to that of
the crayfish occupant. Rarely, large colonies of these
crayfishes occur where an entire field is studded with the
small chimneys signifying their presence.
Distribution in Arkansas. -The range of the genus
Fallicambarus is a discontinuous one in which the larger
segment extends from Ontario southward to Aransas
County, Texas, and eastward to the Apalachicola River
basin of southwestern Georgia. In Arkansas, members of
this genus are confined to the Gulf Coastal Plain and
foothills of the Ozark and Ouachita Mountains along the
Fall Line (area of soft sediments meeting an area of hard
rock sediments). Members do penetrate westward in the
Arkansas Valley as far west as Morrilton,Arkansas.
Fallicambarus Life History Cycle.-Fallicambarus
crayfish males exist in two morphological forms during the
year. Form Imales exhibit reproductive condition in which
one or more of the terminal elements of the gonopods (first
pleopods) are corneous. Form IImales are essentially non-
reproductive. During the mating season, form Imales
actively seek out receptive females for mating. Most
matings of the members of the genus Fallicambarus occur
between January and May. After oviposition by the female,
eggs are attached to her abdomen and she is said to be "in
berry" or ovigerous. Eggs are carried a number of weeks
until they hatch.
Taxonomic Status.-- Fallicambarus harpi was described by
Hobbs and Robison (1985) from Pike County, Arkansas. Its
closest relatives taxonomically appear to be F. strawni and F.
jeanae (Hobbs and Robison, 1985), and F devastator (Hobbs
and Whiteman, 1987). Fallicambarus harpi differs from these
in possessing a free (never adnate) cephalic process on the
first pleopod of the formImale (Hobbs and Robison, 1985).
The objective of this study was to conduct a current
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status survey of F. harpi Hobbs and Robison. Specific
objectives of the study were to determine the relative
abundance and precise distributional limits of the range of
F. harpi; to gather data on life history aspects of F. harpi
including information on habitat, description of burrows,
reproductive period, and any other biological data
available; to gather data on ecological requirements of F.
harpi; and to assess the current status (as to rarity) of F. harpi
based on distributional and biological data gathered.
Methods and Materials
Field work was conducted from September, 1999
through the spring and early summer ofJune, 2000. Much
of the collecting took place during March, April,May and
early June, 2000 when wet conditions were optimal.
Fallicambarus harpi is a primary burrower, i.e. it occupies
burrows all year long in one place and rarely leaves them.
To collect specimens, it is normally necessary to dig them
out. Although digging of burrows can be quite laborious, it
generally remains the most reliable method known to
collect burrowing crayfishes. However, we found the best
method of collecting specimens during this study proved to
be picking up individuals (usually FormImales) that were
walking around outside their burrows on humid or rainy
evenings, as reported by Bouchard and Robison (1980).
They mentioned that collecting on humid evenings or after
a rain storm is by far the easiest method of collecting
burrowing crayfishes. In the present study, 185 individuals,
or 86 percent of these collected, were taken at night by hand
as they walked about on humid evenings or after heavy
rainfall. Success, however, is solely dependent on the
unpredictable behavior of the crayfish (Bouchard and
Robison, 1980). On some evenings which were not
demonstrably different from the successful ones, crayfishes
did not venture out remaining instead in their burrow
entrances.
Other methods supplemented digging of burrows, and
hand picking at night, including baited strings and crayfish
traps. However, both excavation and hand collecting
proved to be the superior methods of collecting specimens.
Specimens were preserved in 60% isopropyl alcohol
and placed in the Southern Arkansas University
nvertebrate Collection and the National Museum of
Natural History, Smithsonian Institution crayfish collection
after identification to species and careful study of individual
variation among species.
As F. harpi was only known from the type locality in
Jike County when this study was initiated, the type locality
aecame the focal point of the new investigation. Since the
original discovery of F. harpi, periodic visits to the type
ocality over the past 18 years by HWR had demonstrated
hat the species still occurred there. Collection efforts were
centered in the Ouachita Mountains in a broad circle
including Pike County. Twelve other counties in that circle
were surveyed and a total of 63 collections was made to
determine ifany additional populations could be found.
In addition to field collections in 1999-2000, museum
collections housed at the National Museum of Natural
History, Smithsonian Institution and Southern Arkansas
University were examined for specimens of F. harpi All
previous literature dealing with the various Fallicambarus
species in Arkansas was also reviewed.
Results and Discussion
Habitat.
--No information on the burrows ofFharpi was
available prior to this study. The first burrows were seen on
3 March 2000 at the type locality. Inspection of the type
locality in September 1999 monthly until February 2000
revealed no burrowing activity. Interestingly, burrowing
activity of F. harpi began almost two weeks earlier at the
type locality than at the other localities inGlenwood where
it occurred. The height of burrowing activity occurs in
April, as literally hundreds of burrows were found at the
type locality and scores of others were distributed
throughout the Glenwood area and various locations east
along U.S. Highway 70 to Hot Springs in Garland County.
Dissection of 35 burrows provided data on the type
burrows inhabited by F. harpi. Depth ranged from 45-85 cm
with a mean of 66 cm. Height of the chimneys ranged from
0 to 20 cm with a mean of 11.8 cm. The burrows were all
complex, generally in sandy-clay soil situated in wet grassy
areas often with abundant sedges nearby. In five cases,
rocky soils with clay were present with no grass. Often in
these upland areas, many of the burrows were located in
pastures where a suitable substrate is present and pasture
grasses are kept low by grazing animals.
Inother areas where pastures are unavailable, roadside
ditches are the preferred habitat. Such ditches often hold
water during the spring and early summer months and some
soil is present in the substrate, allowing for burrowing.
Distributional Range.~Sea.rches for F. harpi in the 13
counties around and including Pike County revealed the
presence of 12 new populations of this crayfish that
previously was known only from the type locality in the
northeast corner of Pike County. The 12 new populations
were found in three new counties (Montgomery, Hot Spring
and Garland); and several new populations inPike County
were discovered (Fig. 1).
The new populations are as follows:
Pike County: (1) Private yard along U.S. Highway 7
Business route inGlenwood city limits (Sec. 2, T5S, R24W)
(2) Private yard, approximately one-fourth mile north ofU
S. Highway 70 Business route inGlenwood city limits (Sec
2, T5S, R24W); (3) Front lawn ofGlenwood Nursing Horn
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approximately one-half mile north of U.S. Highway 70
Business route inGlenwood city limits (Sec. 2, T5S, R24W);
(4) Roadside ditch of Ford Automotive Dealer along U. S.
Highway 70 (Sec. 1, T5S, R24W); and (5) Lawn of Caddo
Ranger District Office inGlenwood City limits (Sec. 2, T5S,
R24W). Montgomery County: (1) Roadside ditch along St.
Hwy. 240 at Hopper, AR. (Sec. 33, T14S, R25W); (2)
Pasture along U.S. Hwy. 70 at Roadside Park (Sec. 32, T4S,
R23W); (3) Roadside ditch at Welsh along U.S. Hwy. 70
(Sec. 28, T4S, R23W). Hot Spring County: (1) Roadside
ditch at Cross Roads, 12.7 miles west of the junction of U.S.
Hwy. 70 and Co. Rd. 322 on U. S. Hwy. 70 (Sec. 19, T4S,
R22W); (2) Roadside ditch 1mile east of Bonnerdale (Sec.
16, T4S, R22W). Garland County: (1) Roadside ditch at
Hempwallace, 9.4 miles east of the county line (Sec. 25,
T3S, R24W); (2) Roadside ditch one mile east of Pearcy
(Sec. 32, T3S, R21W).
In summary, the known distributional range for F. harpi
is 12 localities in four counties: Pike, Montgomery, Hot
Spring and Garland (Fig. 1). New populations were
discovered in Montgomery, Hot Spring, and Garland
counties, as well as several new sites in Pike County. This
species ranges from the Hopper community inMontgomery
County south to Glenwood inPike County and extends east
to the western edge of Hot Springs in Garland County. At
each of these locations, F. harpi was found to be a highly
localized and locally abundant crayfish.
Biological Aspects. -FormImales were collected first on
16 March 2000 (Table 1) from the type locality. No FormI
males were taken at the other localities in Glenwood as
burrows had barely begun to be built inearly March. Form
Imales were collected in March, April,May, and intoJune
(Table 1). A total of 182 males was collected of which 163
were FormImales, and 17 were Form IImales while 2 were
juveniles. Thirty-four females were taken in the study, 24
adults, and 10 juveniles (Table 1). No ovigerous females or
females carrying young were found despite intensive
searches. Six tiny juvenile specimens (14 mm) were
discovered in a burrow on 6June 2000.
During the study, five additional species of crayfishes
were collected while searching for F. harpi. The crayfish
species captured included F. jeanae, F. strawni, F. fodiens,
Procambarus liberorum, and P. acutus.
Sex Ratio. -The highly skewed sex ratio in F. harpi
observed in Table 1 is certainly an artifact of collection
methods. A total of 180 adult males (163 FormImales and
17 Form IImales) versus a mere 24 adult females was
collected. It is obvious that the reason so many Form I
males were caught in the spring was the high success seen in
hand collecting during the night hours after rainfall or on
humid nights. This is the time period when Form Imales
typically leave their burrows in search of females (Bouchard
and Robison, 1980; Hobbs and Robison, 1989). Females
were not crawling around outside their burrows as much on
such evenings, and males were inadvertently selected for
during those periods.
Color Variation. -Color variation is well known in
members of the genus Fallicambarus (Hobbs and Robison,
1989). It is apparent in F. fodiens, which has three color
forms and often at the same location (Hobbs and Robison,
1989). Fallicambarus jeanaehas two distinctive color morphs,
one of which was formerly described by Hobbs (1973) as a
distinct new species, only to later be synonymized with F.
jeanae by Hobbs (1989). Fallicambarus also displays much
color variation among the various populations and within
the same population. Colors and patterns range from a
carapace that is unspotted to one with few spots to one that
is heavily spotted. Indeed, all these variations were found in
specimens taken from the type locality on the same night (11
March 2000). Generally, the unspotted form is the most
common and widespread of the color variants. The purpose
of such color variability in burrowing crayfishes is puzzling.
Status. -Taylor et al. (1996) provided the most current
conservation estimate for crayfishes. They found 19.2%
percent of the crayfish fauna in the United States and
Canada to be endangered, while 13.3% was threatened, and
14.8% was considered as special concern. While 52.0% or
176 species of the 338 native crayfishes were considered
"stable," 48.0% or 162 species were in need of some
conservation status or consideration.
Taylor et al. (1996) listed F. harpi as "endangered" based
on the best information available at the time. This survey
indicates that F. harpi is much more common than
previously believed; indeed it is locally abundant at some
localities, where literally hundreds of burrows were
Fig. 1. Map 1legend above.
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Table 1. Frequency ofoccurrence of formImales, form IImales, females, and juveniles in
collections of Fallicambarus harpi.
Number ofIndividuals
Number of FormI Form II
Month Collections Males Males Females Juveniles Total
January 0 0 0 0 0 0
February 6 0 0 0 0 0
March 13 63 4 3 3 73
April 27 97 5 12 2 116
May 14 3 7 4 1 15
June 3 0 1 5 6 12
July 0 0 0 0 0 0
August 0 0 0 0 0 0
September 0 0 0 0 0 0
October 0 0 0 0 0 0
November 0 0 0 0 0 0
December 0 0 0 0 0 0
Totals 63 163 17 24 12 216
discovered. On the basis of this new information, it is our
recommendation to remove Fharpi from its "endangered"
status and move it to a status of "special concern" due to its
restricted range and endemicity. Periodic monitoring
surveys of the populations are critical to provide for
nformed decisions concerning conservation of this species.
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Abstract
The Arkansas Department of Health recorded 118 incidents where humans in Arkansas were treated following exposure
to confirmed rabid animals from 1994-2000. Domestic species accounted for 64% of incidents and 76% of total human
exposures with the ratio ofhuman exposures per rabid animal 17 times higher for domestic animals than wildanimals. Records
of 218 cases of human exposure to potentially rabid wildanimals during this period were also examined to determine method
of contact. While 72% of cases involving raccoons {Procyon lotor), skunks (Mephitis mephitis and Spilogale putorius), and foxes
(Urocyon cinereoargenteus and Vulpes vulpes) were initiated by humans, bats initiated 64% of contacts in which post-exposure
treatments were given. However, 75% of contacts with rabid bats in which the instigator is known were provoked by the
human. Though recent rabies-related human deaths in the United States have resulted from apparent exposures to rabid wild
animals, the higher rate of human exposure to rabid domestic animals indicates that continuing efforts to prevent the spread
of this disease inpet populations are necessary.
Introduction
During the last half-century inArkansas and the United
States rabies has changed from a disease primarily found in
domestic animals such as dogs (Canis familiaris), cats (Felis
catus), and cattle (Bos taurus) to one that is now more often
diagnosed in wildanimals, primarily raccoons (Procyon lotor),
red and gray foxes (Vulpes vulpes, Urocyon cinereoargenteus),
striped skunks (Mephitis mephitis) and bats of all species. In
2000, over 93% of animals with confirmed rabies were wild
species and only 7% were domestic (Krebs et al., 2001;
Heidt et al., 1991). As the occurrence of rabies in domestic
animals declined so did human deaths associated with the
disease, though there was a resurgence in the number of
reported human cases during the 1990s (Messenger et al.,
2002). Most of this decline is attributed to the vaccination
of dogs and cats and more effective human post-exposure
treatments (Rupprecht et al., 1995).
Domestic animals are generally infected with rabies
through contact with rabid terrestrial wildlife with only
occasional transmission of bat variants to domestic species
(Rupprecht et al., 1995). Public health agencies have
attempted to reduce the amount of rabies in wild animals
through oral baiting vaccination programs targeted at
vaccinating raccoons in the northeastern United States and
gray foxes, dogs, and coyotes (Canis latrans) in southern
Texas. From 1990-2000 there were 26 cases of human
rabies acquired in the United States, 24 of which were
attributed to strains of the virus associated with bats (Krebs
et al., 2001). Unlike the bites of larger animals, bat bites or
contacts are often not presented for medical treatment and
may not be recognized as a potential rabies exposure
Messenger et al., 2002; Gibbons, 2002; Gibbons et al.,
2002). In Arkansas, human cases have been rare; in 1991 a
Clark County man died of rabies that was probably
transmitted by a bat and in 2004 four organ transplant
patients died of rabies following receipt of tissues from an
Arkansas man who was later determined to have been
infected by this disease and had reported being bitten by a
bat (Centers for Disease Control and Prevention, 1991,
2004a, 2004b). Due to the difficulty in determining animal
population sizes, there is very little information on the
overall prevalence of rabies in both wild and domestic
animal populations. This lack of information makes it
problematic to accurately assess the overall risk of human
exposure to rabies through animal contact. The purpose of
this study was to examine the types of animals involved in
known exposures of humans to animal rabies and to
document methods of contact between humans and
potentially rabid wild animals to provide public health
professionals with information necessary to design an
effective rabies prevention program in Arkansas.
Materials and Methods
Records of the Arkansas Department of Health (ADH)
pertaining to animals tested for rabies and all human post-
exposure prophylaxis treatments from 1994-2000 were
examined to assess the number ofcontacts between humans
and animals suspected or confirmed to have rabies. One
incident in which four people were treated for exposure to a
presumed rabid pet ferret was not included as it was not
possible to confirm the ferret's rabies status with available
documents. Bats submitted to the ADH were identified to
species, but in some cases extant records were insufficient to
positively link identified bats to specific cases of potential
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Animals Animals Rabid Human Human
tested positive for animals that exposures to exposures
rabies (%) exposed rabid per rabid
humans animals animal
to rabies (%)
Domestic animals
Dog 2913 17(0.6) 17(100) 51 3.00
Cat 2260 16(0.7) 10(63) 15 0.94
Cow 249 7(2.8) 4(57.1) 12 1.71
Horse 130 3(2.3) 3(100) 10 3.33
Total 5552 43(0.8) 34(79.1) 88 2.05
Wild animals
Raccoon 640 0(0) 0(0) 0 n/a
Skunk 538 183(34) 7(3.8) 13 0.07
Bat 472 49(10.4) 9(18.4) 14 0.29
Fox 128 4(3.1) 1(25) 1 0.25
Total 1778 236(13.3) 17(0.7) 28 0.12
Grand Total 7330 279(3.8) 51(18.2) 116 0.41
Table 1. Animals tested for rabies and human exposure to confirmed rabid animals, Arkansas, 1994-2000.
Results
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Table 2. Method of contact between humans and potentially rabid bats, raccoons, skunks, and foxes in Arkansas, 1994-2000.
The total number of exposures includes incidents in which the animal involved was negative for rabies, destroyed, escaped, or
the results of the rabies test were not available.
Encounter Type Bat Raccoon Skunk Fox
Confirmed I Total Confirmed
~
Total Confirmed Total Confirmed Total| Rabid | Exposures Rabid | Exposures | Rabid | Exposures 1 Rabid | Exposures
No intentional contact by human
Bat landed on person while 2 30 n/a n/a n/a n/a n/a n/a
outside _____
Bat found inlivingarea of 0 12 n/a n/a n/a n/a n/a n/a
house, no contact
Person touched or was 17 0 2 0 2 0 0
bitten by hidden animal
Person awoke to findbat in 0 1 n/a n/a n/a n/a n/a n/a
room ______
Person handled pet that had 0 0 0 0 3 3 0 0
wildanimal in its mouth or
was fighting with wild
animal
Bat flewinto car window 0 1 n/a n/a n/a n/a n/a n/a
and into person
Unprovoked attack by 01050300
animal not related to
feeding
Unspecified circumstances 1 6 0 0 0 1 0 0
Other circumstances 0 1 0 0 0 0 0
"Total | 4 | 59 | 0 | 7 | 3 | 10 1 0 1 0
Encounter Type Bat Raccoon Skunk Fox
Confirmed Total Confirmed Total Confirmed Total Confirmed Total
Rabid Exposures Rabid Exposures Rabid Exposures Rabid Exposures
Intentional contact by human
Person attempted to touch 5 7 0 14 0 3 0 0
or capture animal outdoors
Person handled captured 1 3 0 14 3 3 0 0
wildanimal or was careless
around caged animal
Person feeding animal 0 0 0 14 0 (3 0 0
Person bitten separating 0 2 0 4 0 2 0 1
wildanimal from a pet
Animal provoked into 0 0 0 10 2 0 1
attacking human, no details
Person bitor exposed to 0 1 0 1 4 5 0 0
wildanimal pet
Person tried to remove 0 4 0 0 0 1 0 0
animal fromindoors
Person exposed during hunt 0 0 0 3 0 1 0 Q
Person attempted tokillor 0 0 0 1 1 1 0 1
capture animal acting rabid
Person handled dead animal 0 1 0 0 __0 1 0 1
Person attacked the animal 0 0 0 0 _J 2 0 0
Unspecified circumstances 2 2 0 0 0 1 o Q
Person handled captured 0 00 00
wildanimal as job duty
Total | 8 [ 22 | 0 1 52 1 9 1 22~ ~~0~ ~~$~
Not known whether incident was result of intentional human contact
Other circumstances 0 0 0 0 __] \ 0 0
Unknown circumstances 11 0 10 0 2 1 1
Total 2 _! 9 10 1 3 j 1~
Grand Total 1 14 1 92 | 0 69 1 13 | 35 1 5
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exposures suffered in an unspecified manner. On 22
August 1997, 1 October 1997, and 30 July 1998 rabid red
bats {Lasiurus borealis) in Greene, Faulkner, and Lawrence
counties bit individuals that were attempting to touch or
capture the animal while outdoors.
Only 36% of the rabid bat contacts for which the species
is known were the result of contact that the human did not
initiate. On 30 August 1994 a rabid hoary bat (Lasiurus
cinereus) landed on or flew into a three-year old child who
was outside in Washington County. In separate 1999
incidents a nine-year old child in Chicot County and a 65
year-old man in Yell County were bitten by rabid red bats
that were hidden from them or that they inadvertently
touched. On 22 August 2000 a 48-year old man was bitten
by a rabid eastern pipistrelle bat (Pipistrellus subflavus) in an
unspecified manner that was not the result of intentional
contact by the human.
Conclusions
Although the majority of rabies cases in Arkansas
during this period were found in wild animals, people were
more likely to be exposed to rabid domestic animals. This
scenario is consistent with previous research in New York
that found the number of human post-exposure cases per
rabid domestic animal was 20 times higher than for rabid
wildanimals and inKentucky where 11/13 (85%) exposures
to known rabid animals in 1994 were to domestic animals
(Wyatt et al., 1999; Auslander and Kaelin, 1997). Similarly
to Arkansas, Illinois reported that from 1963-1968 rabid
skunks accounted for 62% of all rabid animals but for only
12% of the human exposures. They also reported that nine
times as many humans were exposed per rabid domestic
animal as per each rabid wild animal (Schnurrenberger et
al., 1969).
While close contact between humans and domestic
animals is to be expected, opportunity for human contact
with rabid skunks is also present. Over half (63%) of the
interactions between humans and rabid skunks in Arkansas
from 1977-1979 occurred around buildings in the country or
within city limits. Seventy-five percent were observed and
killed during daylight hours (Ferguson and Heidt, 1980).
Since most contacts with terrestrial wildlife resulting in
postexposure treatment were initiated by the human the
most effective way to reduce the risk of rabies transmission
from wildlife is to increase educational efforts to prevent
people from attempting to touch or capture live wild
animals. Current state law, which allows individuals to
capture by hand and keep as pets wild animals such as
raccoon, red fox, coyote, and most nongame animals,
sanctions such contact and may need to be revised
(Arkansas Game and Fish Commission, 2004). Feeding of
wild animals, which is also legal in most cases, should be
discouraged, especially at communal sites such as deer
feeders or dumps near human dwellings where high contact
rates between raccoons may accelerate the spread of rabies
(Cooper and Ginnett 2000; Totton et al., 2002).
Most rabid domestic animals expose at least one human
and usually multiple humans to rabies. The most efficient
way to reduce the threat to humans and the high economic
cost of treatment is to reduce the number of rabid domestic
animals. Yearly vaccination of dogs and cats is required in
Arkansas but actual vaccination rates are probably low
(Arkansas Department of Health, 1999-2000), which may
account for the large number of dogs and cats tested in
Arkansas each year. Arkansas tested 5,193 dogs and cats
from 1994-2000 compared to 439 tested inNew Yorkduring
a period of similar length (Chang et al., 2002). Some
reduction in rabies control costs could be achieved through
quarantining more animals instead of administering rabies
tests.
Untreated contact with rabid bats is the primary cause
of recent human rabies fatalities. Educational efforts that
encourage people to seek medical advice after bat bites or
other physical contact are warranted (Messenger et al.,
2002; Gibbons et al., 2002; McQuiston et al., 2001).
However, since most contacts between bats and humans
resulting inpost-exposure treatment are initiated by bats of
unknown rabies status it will be difficult to significantly
lower the potential risk posed by these species (Pape et al.,
1999). It should be noted that while avoiding all contact
with bats is not possible, in this study 8 of 12 (67%) contacts
with known rabid bats resulting in treatment in which the
instigator is known were provoked by the human.
Educational efforts focused on educating people to the
dangers of picking up bats found outdoors, handling
captured bats, or attempting to remove bats from indoors
are warranted and would significantly reduce the risk of
exposure to rabid bats. Rabies in domestic animals remains
a significant danger due to high contact rates between rabid
domestic animals and humans. Ithas been suggested by
some researchers that because of the low rate of positive
rabies tests in domestic animals that post-exposure
treatment may not always be necessary, especially in areas
where rabies in wildanimals is rare (Moran, 2002; Moran et
al., 2000). This conclusion may be premature given the
recent discovery of an outbreak of a rabies variant
associated with bats in a skunk population in Arizona. If
transmission from bats to terrestrial animals is more
common than previously thought, areas of low endemic
rates in wildlife may not remain so for extended periods of
time, and it would not be advisable to forgo post-exposure
treatment following contact with domestic animals (Krebs et
al., 2001; McQuiston et al., 2001).
Journal of the Arkansas Academy of Science, Vol.58, 2004
Human Rabies Post-Exposure Treatment in Arkansas, 1994-2000
99
Acknowledgments.— Iwould like to thank the
dedicated personnel of the Arkansas Department of Health
for their assistance and access to records. David Saugey,
U.S. Forest Service identified bat specimens noted in this
tdy. Bruce Cook, Arkansas Game and Fish Commission,isted in graphics and poster design and printing.
Literature Cited
rkansas Department of Health. 1999 2000. Arkansasanimal morbidity report. Arkansas Department ofHealth, Little Rock, AR.87 pp.
rkansas Game and Fish Commission. 2004.Regulations: Official code ofregulations of the ArkansasGame and Fish Commission, Little Rock, AR.28 pp.
rlander M.,and C. Kaelin. 1997. Rabies postexposureprophylaxis survey-Kentucky, 1994. Emerg. Infect.Dis. 3:199-202.
Centers for Disease Control and Prevention. 1991.
Epidemiologic notes and reports human rabies -Texas,
Arkansas, and Georgia, 1991. Morb. Mortal. Wkly.
Rep. 40:765-769.
Inters for Disease Control and Prevention. 2004a.Investigation of rabies infections in organ donor andtransplant recipients — Alabama, Arkansas, Oklahoma,and Texas, 2004. Morb.Mortal. Wkly.Rep. 53(26):586-589.
Centers for Disease Control and Prevention. 2004b.
Update: Investigation of rabies infections in organ
donor and transplant recipients — Alabama, Arkansas,
Oklahoma, and Texas, 2004. Morb. Mortal. Wkly Rep
53(27) :615-616.
rang H .H., M. Eidson, C. Noonan-Toly, C. V.Trimarchi, R. Rudd, B.J. Wallace, P. F. Smith, and
D.L. Morse. 2002. Public health impact of
reemergence of rabies, New York. Emerg. Infect. Dis.
8:909-913.
toper, S. M.,and T. F. Ginnett 2000. Potential effectsof supplemental feeding of deer on nest predation.
Wild. Soc. Bull. 28:660-666.
Ferguson D. V., and G. A. Heidt 1980. Profile of
human-rabid skunk interactions inArkansas: 1977-1979.
Proc. Arkansas Acad. Sci. 34:112-113.
Ibbons R. V. 2002. Cryptogenic rabies, bats, and thequestion of aerosol transmission. Ann. Emer. Med.39:528-536.
Gibbons R. V.,R. C. Holman, S. R. Mosberg, and C. E.
Rupprecht 2002. Knowledge of bat rabies and
human exposure among United States cavers. Emerg.
Infect. Dis. 8:532-534.
Heidt G. A., D. A. Saugey, L. Chandler, and K.D.
Stone. 1991. Reported animal rabies in Arkansas:
1982-1990. Proc. Arkansas Acad. Sci. 45:41-45.
Krebs J. W., A.M.Mondul, C. E. Rupprecht, and J. E.
Childs. 2001. Rabies surveillance in the United States
during 2000. J. Am. Vet. Med. Assoc. 219: 1687-1699.
McQuiston J. H., P. A. Yager, J. S. Smith, and C. E.
Rupprecht 2001. Epidemiologic characteristics of
rabies virus variants in dogs and cats in the United
States, 1999. J. Am. Vet. Med. Assoc. 218:1939-1942.
Messenger S. L., J. S. Smith, and C. E. Rupprecht
2002. Emerging epidemiology of bat-associated cryptic
cases of rabies in humans in the United States. Clin.
Infect. Dis. 35:738-747.
Moran G. J., D. A. Talan, W. Mower, M.Newdow, S.
Ong, J. Y.Nakase, R. W. Pinner, and J. E. Childs.
2000. Appropriateness of rabies postexposure
prophylaxis treatment for animal exposures. J. Am.
Med. Assoc. 284:1001-1007.
Moran G.J. 2002. Dogs, cats, raccoons, and bats: where is
the real risk for rabies? Ann. Emer. Med. 39:541-543.
Pape, W. J., T. D. Fitzsimmons, and R. E. Hoffman.
1999. Risk for rabies transmission from encounters with
bats, Colorado, 1977-1996. Emerg. Infect. Dis. 5:433-
437.
Rupprecht C. E., J. S. Smith, M. Fekadu, and J. E.
Childs. 1995. The ascension of wildlife rabies: a cause
for public health concern or intervention. Emerg.
Infect. Dis. 1:107-114.
Schnurrenberger P. R., M. P. H. Russell, R. J. Martin,
G.L.Meerdink, and N.J. Rose. 1969. Epidemiology
of human exposure to rabid animals in Illinois. Pub.
Health Rep. 84:1078-1084.
Sealander, J. A., and G. A. Heidt 1990. Arkansas
mammals: their natural history, classification, and
distribution. University of Arkansas Press, Fayetteville,
AR. 308 pp.
Totton, S. C, R. R. Tinline, R. C. Rosatte, and L. L.
Biggler. 2002. Contact rates of raccoons [Procyon lotor)
at a communal feeding site inrural eastern Ontario. J.
Wild.Dis. 38:313-319.
Wyatt J. D., W. H. Barker, N.M. Bennett, and C. A.
Hanlon. 1999. Human rabies postexposure
prophylaxis during a raccoon rabies epizootic in New
York, 1993 and 1994. Emerg. Infect. Dis. 5:415-423.
Journal of the Arkansas Academy of Science, Vol. 58, 2004
100
Modeling Slope in a Geographic Information System
Robert C. Weih, Jr.* and Tabitha L.Mattson
Spatial Analysis Laboratory (SAL)
University of Arkansas at Monticello
Arkansas Forest Resources Center
School of Forest Resources
110 University Court
Monticello, AR 71656
*Corresponding Author
Abstract
Geographic Information Systems (GIS) offer a cost-effective way to analyze and inventory land and environmental
resources. There are many attributes that can be displayed and analyzed inGIS. One of these attributes is slope, which can
be calculated from a digital elevation model (DEM). Slope is an important factor in a variety of models used in land analysis
as well as land use and management. There are several different mathematical computational algorithms used to calculate
slope within a GIS. Eight different slope calculation methods were investigated in this study. These methods were used to
calculate slope using 10-m, 30-m, and 100-m DEMs. There were two phases of analysis in this study. The first phase was a
cell-by-cell comparison of the eight slope algorithms for all three DEMs to obtain an understanding of differences between the
calculated slope methods. The second phase was to determine the method that calculated the most accurate slope from a 10-
m, 30-m, and 100-m DEM, by comparing calculated slope to actual slope value. Allmethods underestimated slope for the
100-m DEM with a mean slope difference ranging from 9.28% to 11.085%. For the 30-meter DEMs all the slope methods
underestimated slope, with a mean slope difference range from 0.21% to 4.18%. The IOmeter DEM mean slope difference
ranged from -2.63% to 1.82% for the cell slope methods. For all methods, steeper slopes, greater than approximately 40%,
were underestimated when slope was calculated from a DEM.
Introduction
Geographic Information Systems (GIS) offer a cost-
effective way to analyze and inventory land and
environmental resources (Goodchild and Palladino, 1995).
As a result, GIS has become very popular with resource
managers. Resource managers are able to inventory
resources such as timber and wildlife habitat (Goodchild
and Palladino, 1995). There are many attributes that can be
analyzed and displayed inGIS. One such attribute is slope.
Slope is the rate of change in altitude at a point on a surface
and is often called gradient (Burrough, 1992). Slope is an
important and widely used topographic attribute and can be
calculated directly from a Digital Elevation Model (DEM).
DigitalElevation Models (DEMs) have been developed
and provided to users for performing a wide variety of
terrain analyses (Lee et al., 1992). DEMs come in different
scales and spatial resolutions (grid spacings). Scale refers to
the relationship between distance on a map and distance on
the earth's surface. Spatial resolution is the area on the
earth's surface represented by a cell of a grid. The 1:24,000
and 1:100,000 scales were used in this study. The
resolutions used were10 m, 30 m, and 100 m. The 10-m and
30-m DEMs were 1:24,000 scale and the 100-m DEM was
1:100,000 scale. Due to the detail and availability of these
DEMs, they are the most often used inGIS. For this reason,
they were chosen for investigation in this study.
There are several different mathematical computational
algorithms used to calculate slope from a DEM. Weih
(1991) found that the results of these various methods differ,
some varying by as much as 40%. Since slope is often a key
attribute in environmental modeling, this variation poses a
problem. If the slope method used for a particular model
does not accurately reflect reality, then conclusions derived
from that model may be incorrect. For example, Weih and
Smith (1997) used a model to determine land suitable for
timber production in Virginia. Within their model the only
variable that changed was the slope method used. They
found up to a 4.5 times difference in the amount of land
deemed unsuitable for timber production.
There are four functional units in a typical GIS: data
input, data model, data manipulation, and data presentation
(Shekhar et al., 1997). As GIS have progressed from being
a descriptive tool to a decision making tool, the errors and
variability of the components in a GIS have become
important (Weih and Smith, 1997). When manipulating
data, it is important for the user to know which method(s)
the GIS are using to perform a given task. Since many GIS
lack information about how they should be used, the user
often has little information on how to achieve the optimum
Journal of the Arkansas Academy of Science, Vol. 58, 2004
Robert C. Weih, Jr. and Tabitha L.Mattson
101
1 0.5 I
Miles
Fig. 1. Location of measured points in the study area
results (Burrough, 1992). Unfortunately, the method used to
determine slope is rarely specified in detail by the GIS
software vendor. The practitioner may therefore be using a
method to calculate slope from a DEM that is not optimal
given his/her objectives. Also, GIS practitioners are not
always aware of the effects of different methods on their
results. Therefore, users should become aware of the types
of errors that might exist inany spatial database.
Methods
The study area, approximately 70 square kilometers in
size, was located in the Ouachita National Forest inGarland
and Saline counties in central Arkansas. Fig. 1 shows the
locations of the 1,200 points measured inthis study. At each
point, slope and latitude/longitude coordinates were
recorded. Point slope measurements were taken
approximately every 100 m along a north-south transect.
Data collectors paced themselves to approximate this
distance. The slope measurements (percent) were made
using a Suunto clinometer. On flat terrain, the eye level of
the data collector was marked on a pole. At each data
collection point, the data collector placed the pole 10 feet
away, based on the maximum slope, and took the upslope
and downslope measurements by aiming the clinometer at
the predetermined eye level. The average of these two
slope measurements was recorded as the slope for that
point.
The latitude/longitude coordinates were collected with
8 channel handheld GPS receivers. The receivers collected
120 positions, meaning they collected one position (latitude,
longitude, and elevation) per second for 120 seconds. The
recorded position was the average of these 120 positions,
thereby providing a more accurate position. Using PC-
GPS" (2.5 and 3.6) software, the GPS data were
differentially corrected. There were 1130 points that could
be used in this study after differential correction. Some data
were lost due to the inability to differentially correct them.
The total number of points used in the analysis varied
between the DEMs. This was due to the varying cell size of
the respective DEMs. The data were examined for each
DEM to verify that only one collection point was within a
single cell. As a result, the total number of points available
after differential correction for the 10-m, 30-m, and 100-m
DEMs were 1125, 1113, and 995 points, respectively.
In this study, raster DEMs were used with square cells.
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Fig. 2. Notation for elevations used incomputing slope from
an altitude matrix window.
Fig. 3. Configuration of the four right triangles used by
method four to determine slope.
The 30-m and 100-m DEMs were obtained from the USGS.
Their scales are 1:24,000 and 1:100,000, respectively
(Isaacson and Ripple, 1990).
The 10-m DEM was constructed using contour lines
digitized from a 1:24,000 topographic map. The accuracy
of a DEM is affected by several factors such as the user,
digitizer, and the quality of the map. The contour lines were
digitized from a Digital Raster Graphic, which is a scanned
JSGS quadrangle map, with Arcview" 3.x using a method
referred to as "heads-up" digitizing. With "heads-up"
digitizing, Arcview" 3.x users can zoom in on areas where
the contour lines are closer together and more difficult to
distinguish, making correction easier. The contour lines
were digitized from DRGs that were produced from 1995 to
1998. The elevation values associated with these lines were
entered and verified. The quality of the resulting DEM is
lighly dependent on the accuracy level of the digitized
contour data (Robinson, 1994). The overall accuracy of a
)RG is approximately the same as the accuracy of the map
rom which itwas derived (USGS, 2004a). According to the
National Map Accuracy Standards, the horizontal accuracy
of a 1:24,000 topographic map must be within 40 feet (12.2
meters), which is 0.02 inches on the map. The vertical
accuracy must be withinhalf of the contour interval (USGS,
2004b). The contour interval of the topographic map used
or this study was 20 feet, and therefore the vertical accuracy
s within 10 feet.
These digitized contour lines were used to create a 10-
m DEM in Arclnfo" using the topogrid command (ESRF,
2002). In addition to the digitized contour lines, the
digitized streams were also needed to use the topogrid
command. The streams were digitized in the direction of
the flow from the DRG. Eklundh and Martensson (1995)
concluded that contour lines should only be used as input
data if a sophisticated interpolation algorithm, such as the
spline method, is used. The topogrid command is a spline
interpolation method specifically designed for the creation
of DEMs from comparatively small elevation and stream
coverage's (ESRF ,2002). Once the DEM was created, it
was visually examined in ArcView" 3.x for errors.
Eight methods were used to calculate slope from the
three DEMs. These are referred to numerically since no
other formal names exist. These methods represent a
variety of mathematical approaches to calculating slope.
Weih (1991) explained that the equation z = f (x, y)
describes points on a three dimensional terrain surface with
z equal to the perpendicular distance from the terrain
surface point P (x, y) lyingon a plane referenced by X and
Y coordinates. For the following equations the west-east
coordinate direction will be denoted by X, south-north
direction by Y, and the elevation by Z. The delta (5)
notation is used to represent the difference in the X,Y,and
Z-axes. Equation (1) can be used to calculate slope angle ((())
inradians.
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For the methods used in this study, slope is determined for
each cell using elevations from a 3 X 3 cell grid (Fig. 2).
Slope values were recorded in percent. There are different
ways to interpret the elevation values of the cells that
comprise a grid. The elevation value stored can be thought
of as the elevation for every point within the cell or the
elevation of the center of the cell (Van Krevald, 1997). All
of the slope methods in this study treat the elevation value
of a cell as a point (cell centroid), even though the value
applies to the area contained by each cell in the respective
DEM.
Slope Method V. This is the most common method for
calculating slope. The following steps are used to determine
the slope of cell Zq (Horn, 1981):
[8Z / 8X]= [Z2 - Z6]/ 2*AXand (2)
[5Z/5Y]= [Z4 -Z8]/2*AY. (3)
Where
AXis the spacing between points in the horizontal direction and
AY is the spacing between points in the vertical direction
The slope of the cell Zq can be determined by substituting
equations (2) and (3) into equation (1).
Slope Method 2: There are two steps involved in
determining the slope of Zq using this method.
(4)[8Z/5X]= [Z0 -Z6]/AXand
[8Z/5Y]= [Z0 -Z8]/AY. (5)
The slope of cell Zq can be determined with the appropriate
substitutions into equation (1) (O'Neill and Mark, 1985,
1987).
Slope Method 3: This method is described in Travis et
al. (1975). Slope is determined for Zq by calculating the
slope from Zq to each of its eight neighbors by taking the
absolute value of the difference inelevation between Zq and
each of its neighbors divided by cell size. The maximum
slope of the eight calculated slopes is then assigned to cell
Zq.
Slope Method 4: This method is called the plane
algorithm method (Struve, 1977). The plane algorithm
method calculates the slope of the four surrounding right
triangle planes that have Zq as a common point. The
maximum slope calculated is assigned to cell Zq. The slope
for each plane is calculated similar to method two. Fig. 3
shows the four planes that are used to determine the slope
value assigned to Zq.
Slope Method 5: Struve (1977) used this method in
which the eight neighbors of cell Zq are used to calculate the
maximum slope of two three-dimensional surfaces, S and S'.
Surface S uses the four nearest neighbors, which are Z2, Z4,
Z5,and Zg, to determine the partial derivative for the Xand
Ydirections. The next nearest neighbors Zj, Z3, Z5,and Z7
are used to determine the partial derivative for the X'and Y'
directions of surface S1.
[5Z/5X] =[Z2 -Z6]/2*AX (6)
(7)[5Z/5Y]=[Z4 -Z8]/2*AY
[5Z / 6X']= [Z3 - Z7] / 2*V2*AX (K)
[5Z /8Y']=[Z3 - Z,] / 2*V2*AY (9)
The maximum absolute value derived from the partial
derivatives ineach direction is substituted in equation (1) to
calculate slope. The partial derivatives do not necessarily
have to come from the same surface.
Slope Method 6: Horn (1981) proposed a third-order
infinite method for calculating slope. This method uses a
weighting of three central differences.
[5Z / 8X]
-
[(Z,+ 2Z2+ Z,) - (Z7+ 2Z,+ Z,)] / 8*AXand (10)
[8Z / 5Y] =[(Z,+ 2ZS+ Z7) - (Z.,+ 2Z4 +Z,)] / 8*AY. (11)
Substituting the results of the above equations intoequation
(1), the slope value is calculated for Zq. ArcView" 3.x and
Arclnfo* use this method to calculate slope.
Slope Method 7: This method uses a third-order finite
difference model for calculating the slope of Zq. This
method is similar to method six. The only difference is a
change in the weighting of cells Z2, Z4, Zg, and Zg. Using
the Sharpnack and Akin (1969) slope model, equations (10)
and (11) can be rewritten as follows:
[5Z / 8X] = [(Z,+Z2+ Z,) - (Z7 + Z,+ Z,)] / 6*AXand (12)
(13)[8Z / 8Y]
-
[(Z,+ Z»+Z,) - (Z,+Z4 +Z,)] / 6*AY.
The slope value is calculated for Zq by substituting the
results of the above equations into equation (1).
Slope Method 8: This method, used in Travis et al.
(1975), uses a multiple linear regression model. Asurface is
fitted to a 3 x 3 cell window using least squares. The least
squares method minimizes the squared difference between
the fitted surface and the cell elevations. The regression
model is
(14)Zj=p,, +(3,X,+ (32Y,+e,
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Assuming that elis approximately uncorrelated withX andY, the partial derivatives withrespect to X and Y are shown
in equations (15) and (16). Substituting equations (15) and
(16) into equation (1), the slope value for cell Zq can be
obtained.
Substituting [(3E(Z) /dX] =p, for (6Z / 8X) (15)
Substituting [(3E(Z) / 3Y] =p: for (5Z / 5Y) (16)
This method uses all nine elevation values to fitthe surface
and estimate the slope of cell Zq.
In order to calculate slope using these eight methods,
C++ programming was used. ArcView® 3.x Spatial Analyst
has a C programming application program interface (API).
This API is a grid data set input/output library that allows
the user to read and write data to and from ESRI grids
(ESRI" 1, 1999). These grid data sets were then viewed and
analyzed inArcView® 3.x.
There were two phases of analysis in this study. The
first phase was a cell-by-cell comparison of all three DEMs
to determine if there was a relationship between the
calculated slope values for the eight different calculation
methods. The second phase was to determine the method
that calculated the most accurate slope from a 10-m, 30-m,
and 100-m DEM by comparison with field slope
measurements.
A two-sided paired t-test was performed using the
statistical program SAS '"' to determine ifthe mean difference
between the calculated and measured slopes for a particular
DEM was statistically significant (Ho: jnd =0 and H,: u\d *0,
where |Lid = the mean difference between the measured and
calculated slope). An alpha (a) level of 0.05 was used for this
test. The eight slope methods tested in phase one were
tested inphase two.
Results and Discussion
Phase One.- The first phase was a cell-by-cell
comparison of all three DEMs to determine if there was a
relationship between the calculated slope values for the
eight different calculation methods. For the 10-m, 30-m,
and 100-m DEMs 1,116,896, 146,914 and 11,645 cells were
compared, respectively. Allthe slope methods were found
to be statistically different. These results could be due to the
large sample size. For this reason, it is more useful to
compare the methods using mean differences and variances.
The absolute differences are used for comparison with a
negative number showing overestimation and a positive
number showing underestimation.
Table 1 shows the slope method differences for the 10-
m DEM. For the 10-m DEM, twelve of the slope method
comparisons, 1-2, 1-6, 1-7, 1-8, 2-6, 2-7, 2-8, 3-5, 4-5, 6-7, 6-
8, and 7-8, had a mean difference of less than +/- one
percent. For practical applications, these methods can be
considered the same.
Table 2 shows the slope method differences for the 30-
m DEM. For this DEM, thirteen of the comparisons, 1-2, 1-
6, 1-7, 1-8, 2-6, 2-7, 2-8, 3-4, 3-5, 4-5, 6-7, 6-8, and 7-8, had a
mean difference of less than +/- one percent. Twelve of the
comparisons were the same as found using the 10-m DEM.
As with the 10-m DEM, these methods can be considered
the same for most applications. Overall, for the 30-m DEM,
methods 7 and 8 were the most similar and methods 4 and
8 witha mean difference of 4.2040% were the least similar.
Table 3 shows the slope method differences for the 100-
m DEM. A mean difference of less than +/- one percent
was found for the same thirteen comparisons as with the 30-
m DEM. Overall, for the 100-m DEM,methods 7 and 8
were the most similar and methods 4 and 8 with a mean
difference of 1.9542% were the least similar.
Phase Two.~The second phase was to determine the
method that calculated the most accurate slope from a 10-m,
30-m, and 100-m DEM by comparison with field slope
measurements. A paired t-test (a = 0.05) was used to
determine ifthe mean difference between the measured and
calculated slopes was statistically significant. The results are
shown in Table 4. For the 10-m DEM,all of the methods
were found to be statistically different. Method 2, with a
mean difference of 0.71% and a p-value of 0.0137 was the
least different. For the 30-m DEM, the mean slope
calculated using method 4 with a p-value of 0.5126 was not
statistically different from the mean measured slope (Table
4). Allthe other methods had p-values from < 0.0001 to
0.0157. The calculated slopes using method 3 with a mean
difference of 0.90% is for most practical purposes, the same
as the measured slope. For the 100-m DEM,all the methods
returned p-values of< 0.0001. A comparison of the mean
differences in Table 4, which ranged from 9.28% to 11.08%,
shows an underestimation of slope using all eight methods.
For all the methods, slopes above approximately 40% were
always underestimated. This is illustrated inFig. 4 for slope
Method 1 for the 10-m and 30-m DEMs.
The results of the cell-by-cell comparison of this study
differed from those found by Weih (1991). Weih performed
a cell-by-cell comparison of a 30-m DEM of Wise and Lee
Counties in southwestern Virginia. The DEM elevation
range for the Weih (1991) study was from 424-1079 m, a
difference of 655 m. The elevation range of the 30-m DEM
used in this study was 211-577 m, a difference of 366 m.
Also, there were half as many cells used in the cell-by-cell
comparison in Weih's study, 77,855 as opposed to 146,914.
He found less than +/-one percent difference between slope
methods 1-6, 1-7, 1-8, 6-7, 6-8, and 7-8. The results of this
study show a less than +/- one percent difference between
slope methods 1-2, 1-6, 1-7, 1-8, 2-6, 2-7, 2-8, 3-4, 3-5, 4-5, 6-
7, 6-8, and 7-8. Weih (1991) found the smallest mean
difference, 0.00007, between methods 7 and 8. Inthis study,
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rable 1. Comparisons of Slope Method Differences on a Cell by Cell Basis for 10-m DEM with slope differences of less than
e percent in bold.
Mean
(Min,Max) Method 2 Method 3 Method 4 Method 5 Method 6 Method 7 Method 8
Variance
,__^^^^^^^
__ __—
.^_^^^^__
-0.4872
-2.7700
-3 7742 -3.7138 0.1441 0.1616 0.1651
Method 1 (-38.82,25) (-32.93,9.05) (-38 82 0) (-19.71,0) (-7.28,11.99) (-9.70,15.59) (-9.70,15.59)
15.4479 8.5666 9.4921 8.7247 1.6058 2.8406 2.8382
-2.2828
-3 2870 -3.2266 0.6313 0.6402 0.6524
Method2 (-45.57,14.14) (-5000 0) (-30.37,29.93) (-23.25,38.68) (-22.67,38.71) (-22.67,37.31)
22.3280 22.0992 24.9513 17.0471 18.37 18.2649
~
-l 0043 -0.9438 2.9141 2.9095 2.9351
Method 3 (-16 57 2121) (-22.46,28.27) (-5.37,30.99) (-5.88,33.99) (-5.88,32.93)
6.7685 15.6069 7.1025 7.4462 7.2806
0.0604 3.9183 3.9412 3.9394
Method 4 (-19.71,36.30) (-5.38,47.05) (-7.20,49.50) (-7.20,49.50)
19.0652 11.4194 12.72 12.7127
3.8579 4.0135 3.8789
Method 5 (0,20.34) (0,21.59) (0,20.68)
7.2891 7.90 7.5667
ftft?/0 0.0211
Method 6 (-2.43,3.61) (-2.43,3.61)
0. 1765 0. 1762
-
Method 7 (-0.00001,0.00001)
0
m
N=1,116,896 Difference =Row -Column Units = Percent Slope
Table 2. Comparisons of Slope Method Differences on a Cell by Cell Basis for 30-m DEM with slope differences of less than
;percent in bold.
Mean
(Min,Max) Method 2 Method 3 Method 4 Method 5 Method 6 Method 7 Methods
Variance __-
_^_^^^_____^_^^^^_ ______^^___
-0.5800 -3.2420 -4.0178 -3.1324 0.1460 0.1836 0.1863
Method 1 (-42.71,30.55) (-41.33,6.79) (-42.71,0) (-21.14,0) (-7.69,7.98) (-10.36,10.43) (-10.36,10.43)
21.1880 14.1043 14.7450 6.9488 0.4685 0.8343 0.8301
-2.6620 -3.4378 -2.5525 0. 7260 ft7604 ft7662
Method2 (-62.45,16.74) (-62.49,0) (-47.11,41.35) (-29.75,45.66) (-29.74,45.31) (-29.73,45.32)
30.7894 30.9947 28.8279 21.6280 21.87 21.9688
-ft7758 0.1095 3.3880 3.4226 3.4282
Method 3 (-19.69,18.96) (-21.49,39.02) (-3.80,41.65) (-4.03,42.33) (-4.02,42.33)
3.1088 19.0223 13.8338 13.89 13.9330
0.8853 4.1638 4.2036 4.2040
Method 4 (-18.27,41.35) (-4.33,45.66) (-5.88,45.31) (-5.88,45.32)
19.5035 15.5009 15.88 15.9501
3.2784 3.3407 3.3187
~
Method 5 (0, 21.20) (0, 2 1.39) (0, 21.40)
6.7536 7.0007 6.9186
0.0385 0.0403
Method 6 (-2.67, 2.46) (-2.67, 2.46)
0.0523 0.0521
0.0015
Method 7 (0, 0.0069)
0
N = 146,914 Difference = Row
-Column Units =Percent Slope
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Table 3. Comparisons of Slope Method Differences on a Cell by CellBasis for 100-m DEM with slope differences of less than
one percent inbold.
Mean
(Min,Max) Method 2 Method 3 Method 4 Method 5 Method 6 Method 7 Method 8
Variance
-0.2550 -1.6840 -1.8716
-1.6305 0.0605 0.0734 0.0735
Method 1 (-19.87,20.62) (-26.39,7.91) (-32.33,0) (-14.59,0) (-4.88,5.48) (-6.73,7.29) (-6.73,7.29)
5.9034 5.8217 5.2281 2.7179 0.3722 0.6616 0.6616
-1.4290 -1.6166 -1.3755 0.3155 0.3285 0.3285
Method 2 (-39.45,11.29) (-41.64,0) (-30.98,17.73) (-19.95,22.08) (-19.80,23.38) (-19.80,23.39)
9.5993 8.6397 8.2515 6.3146 6.6104 6.6104
-0.1876 0.0535 1.7445 1.7575 1.7576
Method 3 (-11.29,16.69) (-15.98,22.89) (-3.41,28.19) (-2.52,28.79) (-2.52,28.79)
2.2345 5.3833 5.3685 5.3516 5.3517
0.2411 1.9321 1.945 1 1.9542
Method 4 (-12.63,28.83) (-3.23,34.13) (-4.53,34.73) (-4.53,34.73)
5.2296 6.0348 6.4438 6.4439
1.6910 1.7040 1.7040
Method 5 (0,16.02) (0,16.72) (0,16.72)
2.6916 2.8423 2.8425
0.0130 0.0130
Method6 (-1.84,1.81) (-1.84,1.81)
0.0417 0.0417
0.00007
Method 7 (0, 0.0004)
0
N=1 1,645 Difference =Row - Column Units = Percent Slope
the mean difference between these twomethods was 0.0015,
which was also the smallest mean difference.
mean slope calculated from the 30-m DEMusing method 4,
shown previously in Table 4. However, the mean difference
between the measured and calculated slope for the 10-m
DEM using method 2 was 0.71%. While the paired t-tests
showed these slopes were statistically different, they can be
considered the same for most practical purposes. The
accuracy of the 10-m DEM could account for the results
obtained. While the 10-m DEM was examined for errors, a
comparison with actual elevation values was not done. The
objective of this study is to determine which method
calculates the most accurate slope from each DEM. The
results of the 10-m DEMare only applicable when the same
method of DEMcreation is used. As reported by Weih and
Smith (1990), different interpolation methods using the
same sample data can produce entirely different DEMs.
As stated previously, Weih (1991) used a 30-m DEM
with an elevation range of 655 m, where as the elevation
range of the 30-m DEMused in this study was 366 m. Itcan
be concluded that with a greater elevation range there were
more steep slopes in Weih's area than this study area. As
discussed previously, the eight slope calculation methods
tended to underestimate slope for the 30-m DEM,especially
those slopes greater than approximately 40%. In this study,
methods 3, 4, and 5 had the fewest underestimations, which
accounts for the similarity between them. Weih (1991)
found mean differences between methods 3-4 and 3-5 of
8.29% and 9.74%, respectively. One possible explanation
for this is that the steeper slopes may have been
underestimated more by one method versus another in
Weih (1991), resulting in more of a difference using these
methods. The number of cells used in the analysis may
have also been a factor in the difference.
The underestimation of the slope calculations from the
100-m DEM was expected. A 100-m DEM is composed of
10,000 m2 cells. This is a large area in which to apply one
elevation value (recorded to the nearest meter). As a result,
there tends to be a smoothing of the terrain, which
contributes to the lower calculated slopes. These results
follow those of Chang and Tsai (1991), who found accuracy
of slope decreases with lower DEMresolutions.
Inphase two of the analysis, the 10-m DEM would be
expected to calculate the most accurate slope since an
elevation value assigned to a 100 m2 area is more accurate
than an elevation value assigned to a 900 m^ or 10,000 nr'
area. The results showed that all but one of the mean slopes
calculated from the three DEMs were statistically different
from the mean measured slopes. The one exception was the
The elevation values of a USGS DEM, such as the 30-
m and 100-m DEMs used in this study, are integer values
recorded in meters (Weih and Smith 1990). Consider the
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Table 4. Comparisons ofSlope Methods for the 10-m, 30-m, and 100-m DEMs withslope differences of less than one percent inbold.
Mean
(Min,Max)
Variance 10-m DEM 30-m DEM 100-m DEM
p-value
1.52 4.01 11.01
Method 1 (-24.50,63.00) (-32.95,64.01) (-26.20,67.82)
74.87 95.85 148.06
< 0.0001 < 0.0001 < 0-0001
0.71 3.28 10.75
Method 2 (-32.00, 68.00) (-60.3 1,63.37) (-26.67, 67. 1 1)
91.92 124.85 155.81
0.0137 < 0.0001 < 0.0001
-1.55 0.90 9.44
Method 3 (-32.00, 58.00) (-60.21, 62.96) (-33.70, 64.78)
75.88 108.70 154.87
< 0.0001 0.0040 < 0.0001
-2.63 0.21 9.28
Method 4 (-33.23,58.00) (-60.31,62.96) (-34.22,66.63)
82.45 111.88 162.72
< 0.0001 0.5126 < 0.0001
-2.01 1.06 9.57
Method 5 (-29.62,61.88) (-36.10,62.65) (-32.99,66.03)
83.05 109.01 158.83
< 0.0001 0.0007 < 0.0001
1.69 4.142 11.07
Method 6 (-23.04,63.00) (-32.95,63.54) (-23.15,67.08)
71.72 94.75 145.89
< 0.0001 < 0.0001 < 0.0001
1.82 4.18 11.08
Method 7 (-20.92,62.73) (-32.95,63.36) (-22.15,66.83)
70.56 94.53 145.28
< 0.0001 < 0.0001 < 0.0001
1.72 4.18 11.08
Method 8 (-22.57,63.00) (-32.94,63.36) (-22.15,66.83)
71.41 94.53 145.28
I < 0.0001 | < 0.0001 I < 0.0001
cenario where the following elevation values are assigned
o a 3 X3 neighborhood of a 30-m DEM: Zt through Zy=
0 and Zg= 11. The calculated slope using method 3 would
qual 3.56%. IfZ# = 12 instead of 11, then the calculated
ope would equal 7.13%. Since slope values can only vary
jy integer values in meters, it is not possible to get a slope
alue between 3.56% and 7.13% using slope method 3.
nee the 10-m DEM used in this study was not obtained
om USGS, its original elevation values were not integers.
Summary
In this study, method 2 calculated the most accurate
slope for the 10-m DEM. Method 4 calculated the most
accurate slope for the 30-m DEM. However, method 3,
although statistically different from the measured slope, can
be considered practically equal to it. Allmethods greatly
underestimated slope for the 100-m DEM with methods 3,
4, and 5 having the smallest mean slope differences of
9.28%, 9.44%, and 9.57%, respectively. When considering
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error, slope values calculated from the 30-m DEM using
method 4 were the most accurate. As when error was not
considered, allmethods greatly underestimated slope for the
100-m DEM,but methods 3,4, and 5 had the smallest mean
differences of 8.84%, 8.71%, and 9.03%, respectively. For all
methods, steeper slopes, greater than approximately 40%,
were underestimated.
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GENERAL NOTES
An Unusual Hybognathus (Osteichthyes, Cyprinidae)
from Lower White River, Arkansas
David A.Etnier
Department of Ecology and Evolutionary Biology
University of Tennessee
Knoxville,TN 37996-1610
*Corresponding Author
The cyprinid genus, Hybognathus, is currently treated as
containing seven species (Schmidt, 1994) of which three
have been documented to occur in Arkansas, namely,
Hybognathus nuchalis (Mississippi silvery minnow), H.placitus
(Plains minnow), and H. hayi (cypress minnow) (Robison
and Buchanan, 1988). A fourth species, Hybognathus argyritis
(western silvery minnow), known from neighboring
Missouri, but not heretofore collected from Arkansas, is the
focus of this paper.
Hybognathus nuchalis, H. argyritis, and H. placitus
constitute a close-knit group having recent distributional
relationships that seem to reflect their distributions in
preglacial times (Pflieger, 1971). H.nuchalis is widespread in
the central Mississippi Valley whereas H. argyritus has its
distributional center in the upper Missouri River system,
and H.placitus is widespread inthe central and plains states.
Pfleiger (1971) resurrected the name Hybognathus argyritis
Girard for the form in the Missouri River system, and he
restricted the name H. nuchalis Agassiz to the form in the
central Mississippi Valley.
On 17 October 2003 a University ofTennessee Regional
raunas class collected and preserved 45 Hybognathus
pecimens from river miles 14-15, lower White River,
Desha/Arkansas county line, Arkansas. One of these (39
mm SL) has a basioccipital process characteristic of H.
argyritis, a species not known from Arkansas (Robison and
Juchanan, 1988). It was entered into the University of
Tennessee Research Collection of Fishes (UT) as H argyritis
UT 44.10001). Etnier noted at the time that its eye did not
eem appreciably smaller than that ofa 41 mm SL specimen
of H. nuchalis from the same collection (UT 44.10002, 44
pecimens, 41-75 mm SL). A more careful examination of
he "//. argyritis''' specimen indicated that its eye was even
arger (3.2 mm) than that of the 41mm SL H. nuchalis from
UT 44.10002 (3.0 mm). Comparison witha 40 mm SL H.
argyritis (UT 44.7179) fromMissouri River Mile 16.4 made it
clear (eye diameter 2.1 mm) that we did not have a typical
specimen of H.argyritis.
tTwo characters serve to best separate H.nuchalis from H.rgyritis - the shape of the basioccipital process and the size
Henry W. Robison*
Department of Biology
Southern Arkansas University
Magnolia, AR 71754-9354
of the eye. Pflieger (1971) stated that the only truly
diagnostic character for separating H. nuchalis and H.
argyritis is the shape of the basioccipital process. In H.
nuchalis, the basioccipital is greatly expanded posteriorly,
and the posterior margin is deeply emarginate (Niazi and
Moore, 1962; Fig. 21). The process in H. argyritis is less
expanded posteriorly, and the posterior margin is truncate
or only shallowly emarginate (Etnier and Starnes, 1993; Fig.
82). In H.placitus the basioccipital process is narrow and
peg-like with the muscles nearly touching at the point of
attachment to the process whereas the process itself is broad
and blade-like with muscles well-separated at the point of
attachment to the basioccipital process inH. nuchalis and H.
argyritis (Pflieger, 1997).
Eye length is greater in H. nuchalis than in H. argyritis.
In H. nuchalis the eye diameter is greater than the width of
the mouth opening whereas in H. argyritis the eye diameter
is less than the mouth opening. In H. argyritis the head
length is 4-4.8 times the eye diameter whereas inH. nuchalis
the eye is slightly larger, and head length is only 3.6-4.2
times the eye diameter.
Possible identifications of this lower White River
specimen are (1) a southern "race" of//, argyritis with a large
eye; (2) a hybrid between H.placitus and H. nuchalis; (3) a
hybrid between H. nuchalis and some other cyprinid; (4) a
misidentification of a non-Hybognathus minnow; (5) a
riverine waif of H. hayi, a species associated with cypress
swamps; (6) mere within population variation in
basioccipital shape inH. nuchalis; or (7) an unknown species
of Hybognathus. Possibility (2) seems unlikely, as H.placitus
is known from only extreme western Arkansas and has an
extremely small eye; (3) and (4) seem unlikely as the coiled
gut, black peritoneum, and pharyngeal tooth count and
shape are typical for Hybognathus, and the specimen is
definitely not Notropis nubilus; (5) a 39 mm SL H.hayi from
the Hatchie River system, TN, has a much more terminal
mouth and more broad basioccipital process (1.1 mm vs. 0.6
mm); and (6) we examined the basioccipital process ofall44
specimens inUT 44.10002 and from hundreds of additional
Hybognathus collected in the lower Mississippi River and
have not noted visible variation. The most likely
possibilities are thus a large-eyed southern race of H.
argyritis or an unknown species. Since a dam is already
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under construction at White River mile 0.5, efforts should
be made to secure additional specimens in the lower White
and Arkansas rivers and adjacent Mississippi River.
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Conservation of grassland and other open habitats has
been greatly overlooked in North America relative to other
labitat types, particularly forests and woodlands (Askins,
001). For example, Noss et al. (1995) reported that 79% of
cosystems in eastern North America that had declined by
98% were composed of grassland, savanna, barren, and
irubland habitat types. This conservation oversight has
)een followed by the decline of most bird species
ependent on grassland and other open habitats. Indeed,
ince 1966, 15 of the 19 species of grassland and savanna
)irds ineastern North America have declined inabundance,
ome with rapid population changes (Askins, 2000).
Henslow's Sparrow (Ammodramus henslowii) is a species
whose numbers have declined dramatically due to loss of
grassland habitat (Pruitt, 1996; Herkert et al., 2002) with the
teepest population decline of any grassland bird in North
America from 1966 through 2000 (Sauer et al., 2001). Its
>reeding range is generally considered to be from the
entral prairies to the coastal marshes of the northeastern
Jnited States with very small populations in southern
Ontario and Quebec (Herkert et al., 2002). Henslow's
parrow winters in the southeastern United States (Herkert
t al., 2002).
During the breeding season this inconspicuous bird
jrefers large grassland areas with tall, dense grass, residual
tanding dead vegetation, thick accumulations of litter, and
Darse woody vegetation (Herkert et al., 2002). Occasional
isturbance by fire, grazing, haying, or mowing is necessary
o prevent encroachment of woody vegetation and to
maintain the open grassland habitat that the species prefers
3ruitt,1996). However, because these disturbances reduce
or eliminate accumulated litter and other dead vegetation,
Henlow's Sparrows in general will not use an area for
breeding for one or two years following such disturbances
(Herkert, 1994; Pruitt, 1996).
Winter habitat requirements of Henslow's Sparrow are
less well known, though a recent study by Carrie et al.
(2002) suggests that inLouisiana they prefer grassland areas
with little or no litter and large amounts of herbaceous
cover. They found Henslow's Sparrow wintering in longleaf
pine (Pinus palustris) savannas and in forest openings created
by insect damage and wind throw. Tucker and Robinson
(2003) found Henslow's Sparrow wintering in pitcher plant
bogs of longleaf pine communities of southern Alabama and
northern Florida. Their study indicated that Henslow's
Sparrow is most likely to occur in their study area on bogs
that have a high frequency of grass seeds and a high density
of forbs. Both studies found modest patches of shrubs in
areas occupied by Henslow's Sparrows.
Henslow's Sparrow often occurs in highly localized,
relatively rare habitats and its short, soft song is difficult for
many people to hear (Pruitt, 1996). In addition, this species
often walks or runs on the ground in dense grass (Herkert et
al., 2002) making detection difficultvisually even when they
are nearby. The higher difficulty of detecting Henslow's
Sparrow relative to other bird species has resulted initbeing
inadequately sampled using standardized methods such as
North American Breeding Bird Survey routes (Pruitt, 1996)
and Christmas Bird Counts (Carrie et al., 2002).
Until recently it was assumed that Henslow's Sparrow
was a rare and irregular transient and winter visitor in
Arkansas (James and Neal, 1986; Pruitt 1996). In 2002
Herkert et al. described the wintering range as extending
north at least to southern Arkansas. However, the degree to
which Henslow's Sparrow regularly winters and breeds in
Arkansas is poorly understood because no research has
focused on detecting this species there. This lack of
knowledge makes itdifficult to know ifhabitat management
for this species in Arkansas is appropriate and if so, where.
Thus, the objective of this study was to investigate the
locations and regularity of Henslow's Sparrows in Arkansas
during the breeding and wintering seasons.
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Fig. 1. Map of the field sites and other known Henslow's Sparrow locations.
We conducted field work at four sites in Arkansas where
habitat was thought to be suitable for breeding or wintering
Henslow's Sparrow (Fig. 1). The four sites were Warren
Prairie Natural Area in southern Arkansas, Grandview
Prairie Wildlife Management Area in southwestern
Arkansas, and H.E. Flanagan Prairie Natural Area and
Clabber Creek, both innorthwestern Arkansas.
Warren Prairie Natural Area (WPNA) is a 493-ha nature
preserve owned and managed by the Arkansas Natural
Heritage Commission and The Nature Conservancy. Itis
located approximately 11 km southeast of Warren in
Bradley and Drew counties. It consists of a mosaic of salt
slick barrens, saline soil prairies (barrens), and pine-oak
woodlands (Arkansas Natural Heritage Commission, 2003).
Grandview Prairie Wildlife Management Area
(GPWMA) is a 1,977-ha area managed for the protection,
enhancement, and restoration of Blackland Prairie. It is
located three kmnorth of Columbus inHempstead County.
The site protects the largest contiguous tract of Blackland
Prairie in public ownership in the nation and consists of a
mosaic of prairie, woodland, and bottomland habitat
(Arkansas Game and Fish Commission, 2004).
H.E. Flanagan Prairie Natural Area (FPNA) is a 104-ha
nature preserve owned and managed by the Arkansas
Natural Heritage Commission. Itis located approximately
6.5 km northeast of Charleston in Franklin County and
consists of a remnant tallgrass prairie that was once part of
the extensive Cherokee Prairie that formerly occupied
approximately 54,630 ha (Arkansas Natural Heritage
Commission, 2003).
Clabber Creek (CC) consists of two units. The first,
Wilson Springs (WS), is an 80-ha mesic bottomland field
that once was tallgrass prairie. This site is located on the
northwestern edge of Fayetteville, and CC bisects this unit.
The second unit is a 24-ha mesic bottomland field
approximately 0.8 km downstream from WS. Both units
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92- 93- 94- 95- 96- 97- 98- 99- 00- 01- 02- 03-
Site 93 94 95 96 97 98 99 00 01 02 03 04
Warren Prairie 1433 161 --1 14 6
Hampton —— —
—11222 113
Kingsland Prairie — — 4. 1 —
— — — — — —
1
Grandview Prairie ___--_4l ---1
New Edinburg Prairie -- -__ -__
___ |
Totals 1474277322 15 13
Table 1. Henslow's Sparrows observed in southern Arkansas from the winter of 1992-1993 through the winter of 2003-2004.
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observed during 2002-2003. Six birds were observed
during two different winter seasons.
Two Henslow's Sparrows observed at New Edinburg
Prairie (Cleveland County) were made by WCH ina saline
barren on 19 March 2004 during an unrelated study. In
addition, a single Henslow's Sparrow was observed by
WMS south of Crossett in open, commercially managed
pine woods in Ashley County in December of 1988. Less
recent records include observations near El Dorado in
Union County during the winter months of 1950 and 1951
and near Stuttgart in Arkansas County in February of 1951
(Arkansas Audubon Society Bird Pre-1987 Record Files).
Henslow's Sparrows were observed exhibiting breeding
behavior at FPNA in four out of seven years from 1998
through 2004. Singing males were observed as early as 26
May 2004 and as late as 5 August 2003, though those dates
also mark the earliest and latest dates for surveys at this site.
The number of singing males observed ranged from two in
1998, 1999 and 2004 to four in 2003. AHenslow's Sparrow
fledgling witha tail length approximately one-fourth that of
an adult and a conspicuous gape was observed being fed by
adults on 14 July 2003. This bird appeared incapable of
sustained flight and could only glide for about two meters
before it would flutter and then drop to the ground. A
juvenile was observed with two adults near a known
territory on 21July 1998.
Henslow's Sparrows were further noted to exhibit
breeding behavior at CC inall four years from 2001-2004.
Singing males were observed as early as 25 April 2002 and
as late as 6 August 2002. In2003, Henslow's Sparrows were
observed each month from 10 May - 4 September. We
observed one singing male in 2001, four in 2002, five in
2003, and four or five in 2004. The four males in 2002 were
first detected singing on 25 April during a pre-survey visit
and were subsequently observed singing each month
through 6 August 2002. Fledglings dependent on adults for
food were observed in a known territory in 2002
(undocumented date) and on 13 August 2003. Allbirds
observed in 2001 and 2002 were at the WS unit, in 2003 all
birds were observed at the unit approximately 0.8 km
downstream, and in 2004 one bird was observed at the WS
unit and the remainder 0.8 km downstream. The tall grass
where Henslow's Sparrows established territories at WS was
hayed by the city of Fayetteville during the nesting season in
summer of 2001 and 2003. It appears likely that a
significant portion of the WS unit willsoon be developed for
commercial and residential uses.
In addition, WCH observed Henslow's Sparrow
exhibiting breeding behavior at Cherokee Prairie Natural
Area (Franklin County) in 2004 during an unrelated study.
This site is three miles southwest of FPNA and contains 229
ha of remnant tallgrass prairie. Four active territories were
observed, two of which had fledglings on 9July 2004. One
territory contained two very young fledglings that each had
a tail length approximately one-fourth that of an adult, a
conspicuous gape, and weak, short flights (< 5 m).
Henslow's Sparrows were observed every winter in
southern Arkansas from the winter of 1992-1993 through
the winter of2003-2004. Inaddition, we observed evidence
of breeding behavior in six out of seven years in
northwestern Arkansas from 1998 through 2004. Further,
we observed young fledglings incapable of sustained flight
and totally dependent on adults for food during three years,
which we believe strongly suggests that Henslow's Sparrows
successfully bred in northwestern Arkansas in those years.
A juvenile was observed in a fourth year. This represents
the first documentation that Henslow's Sparrow regularly
occurs during the breeding and wintering seasons in
Arkansas. Untilrecently this species was considered a rare
and irregular transient and winter visitor inArkansas (James
and Neal, 1986; Pruitt 1996); though Herkert et al. (2002)
recently described the wintering range as extending north at
least to southern Arkansas based on data collected during
this study by WMS.
Four sites in Arkansas consistently supported wintering
Henslow's Sparrows. Three of the four sites were in the
contiguous area of Bradley, Calhoun, Cleveland, and Drew
Counties (WPNA crosses two counties). In addition,
Henslow's Sparrows had been previously documented in
Ashley County in 1988 and Union County in 1951
(Arkansas Audubon Society Bird Pre-1987 Record Files).
Both of these counties are adjacent to the southern border of
Bradley County, suggesting that there may be at least six
contiguous counties in southern Arkansas that support
wintering populations of Henslow's Sparrows in Arkansas.
The primary habitat where wintering Henslow's
Sparrows occur within the contiguous six-county area
consists of saline soil barrens. These barrens are generally
small and range from less than 0.1 ha to 4 ha. The barrens
are dominated by wiregrass [Aristida sp.) and mid-height
grasses such as little bluestem (Andropogon scoparius). The
barrens are very wet in the winterand support a fair amount
of moss (two species of Polytrichum Hedw.; Witsell, pers.
coram.). The soil on the edge of the barrens is less saline
and supports Delta post oak (Quercus similis), loblolly pine
(Pinus taeda), and shortleaf pine (P. echinatd) that are mostly
ina stunted shrub state due to the salinity of the soil. These
barrens are surrounded primarily by pine-oak woodlands
that occur indeeper, less saline soils (Pittman, 1988).
Only 1,000 ha or less of saline soil barrens occur in
southern Arkansas (Foti,pers. comm.). Therefore, with such
little available habitat, Henslow's Sparrow may be a rare
winter resident in Arkansas. However, Tucker and
Robinson (2003) found Henslow's Sparrow wintering in
open, pitcher plant bogs of longleaf pine communities of
southern Alabama and northern Florida ranging in size
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¦irst Documentation that Henslow's Sparrow Regularly Occurs During the Breeding and Wintering Seasons inArkansas|>m 0.06-1.17 ha. This suggests that even small open areasuld support wintering Henslow's Sparrows. Not all of theline barrens in Arkansas have been searched forjnslow's Sparrows. In addition, southern Arkansasjtorically supported extensive open pine forests (savannasd woodlands) with grass and forb understories (Bragg,02). Pine savannas in Louisiana support largepulations of wintering Henslow's Sparrows (Carrie et al.,02). Though little pine savanna remains in southernkansas, this reduced habitat has not been investigated for
ntering Henslow's Sparrows. Therefore, though it
pears likely that Henslow's Sparrow is a rare winter
iident of Arkansas, additional research is warranted.
The habitat where Henslow's Sparrows occurred during
the breeding season in northwestern Arkansas is
characterized as mesic tallgrass prairie remnants. At FPNA,
Henslow's Sparrows established territories in tallgrass
prairie in the northeastern portion of the natural area that
lies in a slight depression that is more mesic than adjacent
habitat where the species does not occur (Holimon, per.
obs.). FPNA supports a mosaic of mesic, xeric, and
seasonally flooded tallgrass prairie (Arkansas Natural
Heritage Commission, 2002). The Henslow's Sparrow
territory areas at FPNA also had a higher proportion of
dense grass than the remainder of the natural area (Holimon
and James, pers. obs.). At CC, Henslow's Sparrows
established territories in bottomland areas near the creek
that historically supported mesic tallgrass prairie. These wet
areas are occasionally used for agricultural purposes, but
have not been farmed for several years. During our study
this area had dense, waist-high vegetation with scattered
patches of native forbs and grasses (Neal, pers. obs.).
IOur discovery of a population of Henslow's Sparrowtregularly occurs during the breeding season inArkansas
may be related to a recent range expansion by the species.
It appears that Henslow's Sparrow has expanded its
breeding range west and southwest over the last two
decades (Reinking, 2002). This range expansion has
resulted in a large breeding population in northeastern
Oklahoma that may consist of thousands of Henslow's
Sparrows (Reinking et al., 2000). The large population in
Oklahoma is in relatively close proximity and could be a
source population for breeding and wintering birds in
Arkansas. Ifso, additional Henslow's Sparrows may have
successfully colonized other parts ofnorthwestern Arkansas.
Massard Prairie at the Fort Chaffee Maneuver Training
Center has a large landscape of tallgrass prairie that
experiences occasional disturbance related to military
maneuvers that may help create and maintain Henslow's
Sparrow habitat. Henslow's Sparrows have been observed
here during fall migration (Kirkpatrick, pers. comm.) and
should be investigated for evidence of a breeding
population.
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Standard Methods for the Examination of Water and
Wastewater (Clescerl et al., 1999) and Environmental
Protection Agency Analytical Methods (EPA, 1994)
recommend that all water samples should be filtered
through a 0A5/jm pore-size membrane immediately after
sample collection and acidification of the sample. These
recommendations are needed in order to provide the
"dissolved" metal concentrations, which are used for most
monitoring projects (Lussier et al., 1999). Most domestic
water supplies and irrigation waters are not filtered prior to
use; thus, the suspended solids concentrations may supply
ions that are environmentally available to people, animals
and plants (Pohlmann et al., 1994). Inmany wells, the water
at depth is a reducing environment, however Fe may
precipitate in the well as it is mixed with more oxygenated
water. Filtration of this well water removes the precipitated
Fe, resulting inunderestimation of the amount ofFe inmany
aquifers. Iron concentrations can be used to determine the
likelihood ofiron oxides clogging well screens or damaging
pumps, but if the samples are filtered, the Fe concentration
in water at depth willbe underestimated and the potential
damage also underestimated. Iron and Mn maximum
concentration levels are set for esthetic reasons— to avoid
precipitation in sinks, toilets and tubs. The potential for
staining porcelain also may be underestimated ifthe sample
is filtered (Pohlmann et al., 1994). Toxic metals, such as As,
Pb, Cr are often associated with suspended solids-clays and
iron oxides. Once ingested, metals from these suspended
solids may become bioavailable.
The objective of this study was to determine the effect
of filtration on metal analyses of groundwater from the
Mississippi River Valley Alluvial aquifer (Alluvial aquifer)
and the Sparta aquifer. Because of the high concentration of
Fe and the importance of precipitated iron oxides, Fe was
the focus of the study.
The study site is in the Grand Prairie region of eastern
Arkansas (part of the Mississippi River Alluvial Plain),
which includes Arkansas, Lonoke, Monroe, Prairie, and
Pulaski counties (Fig. 1). This area is dominated by
agricultural production of rice, soybeans, cotton, milo,and
in recent years, aquaculture of catfish and game fish
fingerlings. The Alluvialaquifer is the most intensively used
aquifer inArkansas. Inthe late 1990's, withdrawals from the
Todd Fugitt
Arkansas Soil and Water Conservation Commission
101 East Capitol, Suite 350
Little Rock, AR 72201
Alluvialaquifer were 20.1 million mVday (Czarnecki et al.,
2003), with 1million mVday being withdrawn from Sparta
aquifer (McKee et al., 2004). Use of Sparta aquifer has
increased rapidly since the mid-1980s. Sands and gravels of
the Alluvialand Sparta aquifers coarsen northward and with
depth. The gravel is mostly chert and is overlain bymedium
- to fine - grained sand. Discontinuous lenses of clay, silt or
sandy silt occur at many places (Cooper, 2002).
Fifty-two domestic, agriculture, and monitoring wells in
the Alluvialand Sparta aquifers were investigated. The well
locations are shown in Fig. 1. The wells were sampled
during spring and summer 2002 and 2003. Allwells were
sampled as near to the wellhead as possible through
available outlets. Most wells were in use at the time of
sample collection. Typical well depths for the alluvial
aquifer range from 30 m (98 ft) to 45 m (148 ft),and wells in
the Sparta aquifer ranged from 120 m (390 ft) to 170 m (552
ft) in depth. Samples for dissolved metals were filtered
through a 0.45//m pore-size membrane immediately after
sample collection. All samples were collected in clean
polypropylene bottles and were preserved withnitricacid to
a pH of 2.0. Allsamples were stored on ice and delivered
to the Water Quality Laboratory of the University of
Arkansas, Fayetteville. The sample pretreatment
methodology followed EPA Analytical Methods Manual,
Method 200.15 (EPA, 1994), for total recoverable metals in
groundwater with the exception that samples were not
heated. That is the acid-extractable sample pretreatment for
this project consists of only the addition of nitric and
hydrochloric acids prior to analyses. Samples were analyzed
for major and some trace metals (Ca, Mg, Na, K, Fe, Mn,
Cu, Pb, and Zn) and total suspended solids. Analytical
methods followed Standard Methods for the Examination of
Water and Wastewater (Clescerl et al., 1999) i.e. inductively
coupled plasma (ICP) instrumental analyses method for
metals. The differences between dissolved and acid-
extractable concentrations were assessed by the Paired
Student-t test.
Calcium, Mg,and Na concentrations are relatively high
(Table 1),but similar to data for other alluvial aquifer studies
(Aremu et al., 2002; Elbaz-Poulichet et al., 2002; Kresse and
Fazio, 2002). The geochemical environment of the aquifers
is such that high Fe concentrations occur in these aquifers
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Fig. 1. The map of research site and well locations. Note that around the wellnamed LO4, MN1, PR4, PR5 and PX, several
irrigation wells were sampled within 1-mile from the monitoring well. Around LO4 and PR4 each, six wells are sampled.
Around PX, seven wells were sampled, and around MN1, six wells were collected.
(Steele et al., 2003). Acid-extractable samples have
significantly (P = 0.05) higher concentrations of Fe, Mn,Pb,
and Ca than dissolved concentrations (Table 1). Sodium
differences were marginally significant at the P = 0.06.
Magnesium, K, and Zn were not found to be significantly
different significant differences (P >0.05) between dissolved
and acid-extractable concentrations (Table 1).
The difference between dissolved and acid-extractable
concentrations can be represented by difference ratios,
calculated by R m. =L-2± 'llxlOO
where R^f is the difference ratio, Ca e is the acid-extractable
concentration, and Cd is the dissolved concentration. Higher
Fe concentration leads to larger Rdff value. The Rdff for Fe
had a positive relationship with total suspended solids
concentrations, i.e., the greater the total suspended solids
concentrations, the greater the Rdff(Fig. 2).
In most cases the difference ratios are small (< 25%),
but inabout 30% of samples the difference ratios were quite
large, more than 90%. Although there are small difference
ratios (< 5%) for Ca, Mg, Na, and K, statistical analyses
revealed significant differences for Ca, and Na at the 94%
confidence level. The differences are interpreted to be
primarily the result of precipitation of Fe and the other
transition metals and cation exchange of Ca, Mg,Na, and K
with clay. Reducing conditions within the well dissolve
large quantities of Fe and other transition metals, but during
pumping, the water becomes oxygenated and large amounts
of these metals are precipitated. Thus, the amount of Fe in
solution at the well head is not representative of Fe within
most of the aquifer. Filtration of the precipitated iron oxides
causes the Fe concentration of the aquifer to be
underestimated and not to be a useful predictor of iron
oxide problems with well screens or pumps. Also toxic
effects of metals (e.g., Pb) may be underestimated because of
the bioavailability of the metal from suspended solids (e.g.,
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Table 1. Comparison of dissolved and acid-extractable metal concentrations, difference ratio,and statistical P value. The P value
was calculated by the Paired Student-t test where the hypothesis was that the differences between dissolved and acid-extractable
metal concentrations were zero. R^ is difference ratio (see text), n is number of samples and SD is standard deviation.
Species Acjd-extractable (mg/L) Dissolved (mg/L) p n R^Mean + SD Mean + SD
Ca 72.053 + 43.763 70.892 ± 41.986 0.044 28 1.611
Cu 0.014 + 0.044 0.005 ± 0.004 0.120 33 65.539
Fe 13.233 ± 19.400 5.336 ± 7.167 0.003 52 59.678
Pb 0.010 ± 0.020 0.001 ± 0.003 0.014 33 85.127
Mg 17.616 ± 10.492 17.564 ± 10.193 0.362 28 0.298
Mn 0.768 ± 1.026 0.285 ± 0.383 0.001 52 62.852
K 2.846 ± 1.264 2.855 ± 1.225 0.411 28 -0.339
Na 41.616 ± 37.764 40.524 ± 35.378 0.060 28 2.625
Zn 0.019 ± 0.048 0.018 ± 0.043 0.441 28 3.933
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Introduction
Richardson Bottoms Wildlife Viewing Area, an upland
marsh, is a unique community in the Ouachita Mountains.
The area originally was a moist hardwood forest dominated
by sweetgum (Liquidambar styraciflua) and pin oak (Quercus
palustris) (David Saugey, pers. comm.). Weyerhaeuser
Company logged the area in the early 1980s and replaced
the trees with a loblolly pine (Pinus taeda) plantation.
Beavers (Castor canadensis) made use of the pine saplings and
built a series of dams along a seasonal stream leading into
Irons Fork, creating the 40 ha (100 acre) wetland. The
flooded land is now wet year-round and supports a suite of
aquatic and wetland plant and animal species.
Richardson Bottoms is positioned on the Montgomery-
Garland County line with an estimated 90% within
Montgomery County and the remaining 10% in Garland
County. The elevation of the site is 190 m (620 ft). The
surrounding region of the central Ouachita Mountains is
characterized by a humid-subtropical climate and typically
a mixed shortleaf pine (Pinus echinata), oak (Quercus spp) and
hickory (Carya spp) forest or woodland (Bailey, 1995),
making the small patch of original sweetgum and pin oak
forest of the Richardson Bottoms area unusual inthe region.
Factors allowing for the original vegetation, logging and
replacement with loblolly pine, and subsequent activity of
beavers have created the wetland. With the development of
the marshland, the Ouachita National Forest saw an
opportunity to protect a habitat known nowhere else in the
Ouachitas. Richardson Bottoms was designated as a
Wildlife Viewing Area and provides habitat for migrating
wetland bird species (David Saugey, pers. comm.). Bird
surveys have been conducted on the site, but a description
of the vegetation and a list of vascular plant species was
acking. The purpose of this study was to characterize and
map vegetation zones inRichardson Bottoms and inventory
he vascular plant species growing at the site.
Materials and Methods
A list of plant species was compiled by collecting
voucher specimens throughout a fullgrowing season (May-
October). Voucher specimens were deposited at the
University of Arkansas Herbarium. The site was visited in
2003 on 13 and 15 May, 16 and 17 June, 21 and 22 July, 5
and 6 September, and 17 October to inventory species. On
each visit, coordinates were taken at different localities in
and near the Bottoms using a global positioning system
(GPS), and notes were made on the vegetation growing at
each GPS point. Later, the area was mapped and vegetation
zones were drawn based on information from the field
notes. Broader habitat types were defined, and each
collection was assigned a habitat type from which it was
collected.
Results
After thorough inventory, five habitat types were
decided upon based on position to surrounding landscape,
hydrology, and dominant vegetation patterns. The habitats
recognized are roadside, wetland, island, pine plantation,
and riparian. The "roadside" habitat is the strip of land
between the gravel road that rings the Bottoms and the
marsh. The area is characterized by dry, compact soil and
vegetation of weedy herbs and shrubs. The plant species
collected are typical of much roadside vegetation or of early
successional species. The "wetland" areas are those that
typify Richardson Bottoms. These are located from the
shoreline inward, are saturated for most or all of the year,
and include floating, submerged, and rooted herbaceous
species, as well as some shrubs such as common buttonbush
(Cephalanthus occidentalis). The "island" habitats are those,
found on the few small islands within the marsh, of higher
elevation influenced by wetland areas of the Bottoms. They
have a tree canopy dominated by loblolly pine, but also
include blackgum (Nyssa sylvatica), sweetgum, willow oak
(Quercus phellos), and mockernut hickory (Carya alba). The
islands are refugia ofdry land within the marsh, but because
of their proximity to permanent water, they contain a mix of
wetland and upland species. The loblolly "pine plantation"
areas are wet to moist, at the margins of the Bottoms where
the road is not closely associated, and dominated by a dense
canopy of strictly loblolly pine planted in rows. The
"riparian" area refers to the land north of the Bottoms
beyond the tallest dam where the stream flows into Irons
Fork. Riparian habitat is streamside and consists of
classically riparian species with a dense hardwood canopy
of sweetgum, American sycamore (Platanus occidentalis), and
white oak (Quercus alba) and an understory of hophornbeam(Ostrya virginiana), American hornbeam (Carpinus
caroliniana), American hazelnut (Corylus americana), red
maple (Acer rubrum), and giant cane (Arundinaria gigantea).
The riparian habitat consists of a series of small dams and
the banks of the stream. Mapped vegetation zones are more
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specific than the five habitat types described above and only
refer to the wetland areas at a finer scale (Fig. 1).
Three hundred and four collections were made at the
site, representing 196 plant taxa from 155 genera and 80
families (Appendix I). Twenty-three percent of the species
found are considered obligate wetland species (NWI, 1996).
Nine wetland plant families uncommonly encountered in
the Ouachita Mountains Natural Division are represented at
Richardson Bottoms: Alismataceae, Cabombaceae,
Haloragaceae, Lemnaceae, Lentibulariaceae,
Nymphaeaceae, Potamogetonaceae, Sparganiaceae, and
Typhaceae. The three most taxonomically diverse families
are the Asteraceae with 18 species, Poaceae with 13 species,
and Cyperaceae with 12 species represented. One species,
waterpurslane [Didiplis diandra), is tracked by the Arkansas
Natural Heritage Commission as sensitive and should be
monitored. The species is rarely collected and is of
uncertain distribution in Arkansas.
Discussion
The plant species list provided should serve as baseline
data for future studies. Itwas found that much of the marsh
is open water with sparse to dense areas of American white
waterlily [Nymphaea odorata) and cattail (Typha angustifolia
and T. latifolia). Watershield (Brasenia schreben) and humped
bladderwort (Utricularia gibba) are other common aquatic
species. Dense patches of common rush (Juncus effusus) have
developed nearest the marsh edges. Swamp smartweed
(Polygonum hydropiperoides), usually a rooted wetland species,
forms dense floating mats in the Bottoms. Interestingly, half
the asteraceous species collected were found in the roadside
habitat and so have little to do with the marshland directly.
However, all the sedges (Cyperaceae) were found ineither the
wetland areas or the riparian habitats.
Since this system is maintained by the actions of
beavers, it is surely dynamic and should be monitored for
future changes in vegetation patterns. The classification of
habitat types and vegetation zones was created specifically
for this small, unique ecological system. It allows enough
resolution to track future dominant vegetation extent
changes, while broadly characterizing the area into five
recognizable habitat categories. Itmust be noted that while
Richardson Bottoms is a biological novelty in the Ouachita
Mountains, its origins are not completely natural; it was
created by beavers after a series of anthropogenic land use
changes. Therefore, it makes an interesting study
opportunity for those ecologists interested in biological
colonization and invasion of new habitats. Itwas observed
that aquatic insects were abundant and diverse, and non-
insect invertebrates were also common. The Ouachita
National Forest originally protected the area for its value as
a wetland bird habitat, but it serves as a unique botanical
community as well. Continued monitoring and further
studies ofRichardson Bottoms are warranted.
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Fig. 1. Mapped vegetation zones of Richardson Bottoms
Wildlife Viewing Area based on GPS coordinates.
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Appendix.
-Species collected at Richardson Bottoms
Wildlife Viewing Area in 2003. The list is alphabetical by
family and then alphabetical by species within family. A
oucher number is listed for each taxon and represents a
ollection number ofT.D.Marsico and a specimen deposited
the University of Arkansas Herbarium. The habitat and
etland codes for each taxon are also listed. The habitat
odes are as follows: roa=roadside, wet=wetland, isl=island,
n=pine plantation, and rip=riparian, and are given for all
pes in which an individual taxon was collected. The
etland codes are as follows: NI=no indicator (insufficient
formation to make a determination); OBL=obligate
etland (>0.99 probability of natural occurrence in
etlands); FACW=facultative wetland (0.67>0.99 probability
f natural occurrence in wetlands, occasionally in non-
wetlands); FAC=facultative (0.34>0.66 probability in
wetlands, i.e. equally occurring in wetlands or non-wetlands);
FACU=facultative upland (0.01>0.33 probability inwetlands,
i.e. mostly found in non- wetlands); UPLF=obligate upland
(<0.01 probability in wetlands, almost always in non-
wetlands). An asterisk (*) indicates tentative assignment to
wetland category based on limited information or conflicting
review. A plus (+) indicates a frequency at the higher end of
the category, while a minus (-) indicates a frequency at the
lower end. Species without a wetland designation were not
found on the National List(NWI, 1996). The wetland codes
used here are those from the Southeast subregion of the
National List (NWI, 1996). A carat ( A ) before the species
name denotes a non-native taxon. Botanical nomenclature
follows The PLANTS Database (USDA, NRCS, 2004).
Appendix I.Vescular Plant Species List.
Family Species Habitat(s) Wetland
Aceraceae Acer rubrum L.var. 4955 wet OBL
drummondii (Hook. &
Arn. ex Nutt.) Sarg.
Acer rubrum L.var. rubrum 5035 isl,rip FAC
Alismataceae Alisma subcordatum Raf. 5539 wet OBL
Sagittaria graminea Michx. 5485 wet OBL
bvar. gramineaSagittaria platyphylla 577'1 wet OBL(Engelm.) J.G. Sm.
Anacardiaceae Rhus copallinum L. 5997 roa FACU-
Rhus glabra L. 5534 roa
Toxicodendron radicans (L.) 5970 pin, rip FAC
Kuntze
Annonaceae Asimina triloba (L.) Dunal 5447 rip FAC
Apiaceae Cryptotaenia canadensis (L.) 5456 rip FAC+
DC.
Eryngium prostratum Nutt. 5473 rip FACW
ex DC.
Ptilimnium capillaceum 5478 rip OBL
(Michx.) Raf.
Sanicula canadensis L. 5503 isl FACU
Trepocarpus aethusae Nutt. 5452 rip FACW
ex DC.
Apocynaceae Apocynum cannabinum L. 5533 roa FAC-
Trachelospermum difforme 5521 roa FACW(Walt.) Gray
Aquifoliaceae Ilex opaca Ait. 5467.5 rip FAC-
Ilex vomitoria Ait. 5733 pin FAC
Araceae Arisaema dracontium (L.) 5506 isl FACW
Schott
Asclepiadaceae Asclepias variegata L. 5492 pin FACU
Aspleniaceae Asplenium platyneuron (L.) 5509 pin, roa FACU
B.S.P.
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Voucher „... .,.Habitat(s)
No.Family Species Wetland
Asteraceae 5966 FACU
FACW
Ambrosia artemisiifolia L.
Bidens discoidea (Torr. &
roa
roa6044
Gray) Britt.
Boltonia diffusa Ell. 5986 FAC
UPL
roa
roaCirsium discolor (Muhl. ex
Willd.) Spreng.
6002
Eclipta prostrata (L.)L.
Eupatorium perfoliatum L.
5737 wet
wet
FACW-
FACW+5983
var.perfoliatum
Eupatorium serotinum
Michx.
6007 FACpin
Helianthus divaricatus L.
Krigiabiflora (Walt.) Blake
5524 roa
isl5041 FACU
var. biflora
Lactuca floridana (L.)
Gaertn.
6001 FACUroa
Pluchea camphorata (L.)
DC.
5979 FACWwet
Rudbeckia hirta L. 5507 pin
roa
pin
roa
FACU
FACU
FAC
FAC
Solidago canadensis L.
Solidago rugosa P. Mill.
Symphiotrichum lateriflorum
6024
6006
6026
(L.)A.&D.Love
Symphiotrichum pilosum
(Willd.) Nesom var.
pilosum
6023 FAC-roa
Verbesina helianthoides
Michx.
5470 rip
5978 FACXanthium strumarium L.
Impatiens capensis Meerb.
Podophyllum peltatum L.
Betula nigra L.
wet
wet
isl
wet
isl,rip
rip
rip
Balsaminaceae
Berberidaceae
Betulaceae
5977 FACW
FACU
FACW
FAC
5515
6038
Carpinus caroliniana Walt.
Corylus americana Walt.
Ostrya virginiana (P. Mill.)
5437
5445 FACU
FACU-5467
K.Koch
Camps is radicans (L.) Seem.
ex Bureau
FACBignoniaceae 6000 pin, roa
Boraginaceae
Callitrichaceae
Myosotis verna Nutt.
Callitriche heterophylla
5038 isl
wet
FAC-
OBL5031
Pursh ssp. heterophylla
Lobeliapuberula Michx.Campanulaceae 6028 roa FACW-
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Voucher Habitat(s) WetlandNo.Family Species
Caprifoliaceae ALonicera japonica Thunb.
Sambucus nigra L.ssp.
49/1
5525
isI, roa
wet, isl
FA(J-
FACW-
canadensis (L.)R. Bolli
ADianthus armeria L.
Ceratophyllum demersum L.
Hypericum mutilum L.
Caryophyllaceae
Ceratophyllaceae
Clusiaceae
5490 UPL
OBL
FACW
OBL
roa
wet
wet
wet
5486
5736
Triadenum walteri (J.G.
Gmel.) Gleason
5984
Commelinaceae 5738 wet
isl
wet, isl
wet
isl
FACW
FAC-
FACW-
Commelina virginica L.
Tradescantia ohiensis Raf.
Cornus foemina P. Mill.
Penthorum sedoides L.
Juniperus virginiana L.var.
5052
Cornaceae 5972
Crassulaceae
Cupressaceae
5767 OBL
5504 FACU-
virgimana
Cuscutaceae Cuscuta gronovii Willd. ex
J.A. Schultes
6020 roa
6022Cuscuta pentagona Engelm.
Carex crinita Lam.
roa
Cyperaceae 4967 wet, rip
rip
rip
wet, rip
wet
FACW+
FAC+
OBL
Carex flaccosperma Dewey
Carex frankiiKunth
5469
5481
4958 FACWCarex intumescens Rudge
Carex lupulina Muhl. ex 4959 OBL
Willd.
Carex lurida Wahlenb. 5460 wet
wet
OBL
Carex tribuloides Wahlenb.
Carex vulpinoidea Michx.
Cyperus pseudovegetus
5494 FACW+
5475 OBLwet, rip
wet5747 FACW
Steud.
Eleocharis obtusa (Willd.)
J.A. Schultes
5976 wet OBL
Rhynchospora corniculata
(Lam.) Gray
5988 wet OBL
Scirpus cyperinus (L.) Kunth
Pteridium aquilinum (L.)
5731
5510
OBLwet
roaDennstaedtiaceae FACU
Kuhn var.
pseudocaudatum (Clute)
Heller
Dioscorea villosa L. 5442 rip
5491 pin
5479 isl,rip
5500 wet
Dioscoreaceae
Dryopteridaceae
FACW
NIAthyrium filix-femina (L.)
Roth ssp. asplenoides
(Michx.) Hulten
Polystichwn acrostichoides
(Michx.) Schott
FAC
Ebenaceae Diospyros virginiana L. FAC
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Voucher ¥¥ ... .,.Habitat(s)
No.Family Species Wetland
Ericaceae isl
isl, rip
roa
roa
FACW
FACU
Lyonia ligustrina (L.)DC.
Vaccinium virgatum Ait.
Euphorbia corollata L.
Euphorbia dentata Michx.
Amorpha fruticosa L.
Apios americana Medik.
Cercis canadensis L.var.
5529
5040
Euphorbiaceae 5519
6004
Fabaceae 4961 FACW
FACW
FACU
pin,roa
roa
rip
5543
5444
canadensis
Desmodium cuspidatum 6021 roa
(Muhl. ex Willd.)DC. ex
Loud. var. cuspidatum
Desmodium obtusum (Muhl. 6009 pin
ex Willd)DC.
Gleditsia triacanthos L.
AKummerowia striata
4974 isl,roa FAC
FACU5965 roa
(Thunb.) Schindl.
ALespedeza cuneata (Dum.- 5968 isl,roa UPL
Cours.) G. Don
Strophostyles umbellata 5758 wet FAC-
(Muhl. ex Willd.) Britt.
Quercus alba L.Fagaceae 5472 FACU
FACW
FACW-
rip
wet
isl,rip
isl
5496Quercus palustris Muenchh.
Quercus phellos L. 5039
Geraniaceae
Haloragaceae
Hydrangaceae
Hydrophyllaceae
Geranium carolinianum L.
Proserpinaca palustris L.
Hydrangea arborescens L.
Hydrolea ovata Nutt. ex
5025
4964 wet
rip
wet
OBL
FACU
OBL
5448
5724
Choisy
Iridaceae Iris virginica L. 4965 wet
isl
isl
rip
OBL
FACSisyrinchium angustifolium 5028
P. Mill.
Juglandaceae 5502Carya alba (L.)Nutt. ex Ell.
Carya cordiformis 5438 FAC
(Wangenh.) K.Koch
Juncaceae Juncus acuminatus Michx.
Juncus coriaceus Mackenzie
Juncus effusus L.
4969 wet, isl
wet
wet
OBL
5732 FACW
5547 FACW+
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Family
Lamiaceae
Lauraceae
Lemnaceae
Lentibulariaceae
Liliaceae
Lythraceae
Melastomataceae
Moraceae
Nymphaeaceae
Nyssaceae
Oleaceae
Onagraceae
Osmundaceae
Oxalidaceae
Passifloraceae
Phytolaccaceae
Pinaceae
Species
Lycopus rubellus Moench
Prunella vulgaris L.
Pycnanthemum tenuifolium 5497
Schrad.
Scutellaria elliptica Muhl. ex 5043
Spreng. var. elliptica
Scutellaria lateriflora L. 5980
Sassafras albidum (Nutt.) 5511
Nees
Spirodela punctata (G.F.W. 4972
Mey.) C.H. Thompson
Urticularia gibba L. 5964
Melanthium virginicum L. 5483
Uvularia sessilifolia L. 5044
Didiplis diandra (Nutt. ex 5725
DC.) Wood
Rotala ramosior (L.)Koehne 5981
Rhexia mariana L. var. 5962
interior (Pennell) Krai&
Bostick
Rhexia virginica L. 5723
Morus rubra L. 5538
Brasenia schreberi J.F. 502 1
Gmel.
Nuphar lutea (L.) Sm. 5019
Nymphaea odorata Ait. 50 18
Nyssa sylvatica Marsh. 4966
Fraxinus americana L. 5493
Gaura longiflora Spach 5967
Ludwigia alternifolia L. 5459
Ludwigia decurrens Walt. 5989
Osmunda regalis L. 5753
Oxalis stricta L. 5034
Passiflora incarnata L. 5523
Passiflora lutea L. 5518
Phytolacca americana L. 5526
Pinus taeda L. 5761
Voucher Habitat(s) Wetland
No.
OBL
FAC-
FAC-
5985 wet
wet
pin
4953
isl
FACW+
FACU
wet
isl
OBLwet
OBL
OBL
FAC+
OBL
wet
OBL
FACW+
FACW+
FAC
OBL
OBL
OBL
FAC
FACU
OBL
OBL
OBL
UPL
FACU+
FAC
pin
isl
wet
wet
wet
wet
isl
wet
wet
wet
wet, isl
pin
roa
wet
wet
wet
wet
roa
roa
isl
wet, pin
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Voucher „.. .,. „, .. .Habitat(s) WetlandFamily Species
roa FAC-
rip FACW
pin FAC+
rip FAC
rip FACU
roa UPL
wet FAC
Poaceae Andropogon virginicus L. 6025
var. virginicus
Arundinaria gigantea (Walt.) 5480
Muhl.
Chasmanthium sessiliflorum 5987
(Poir.) Yates
Dichanthelium acuminatum 5436
(Sw.) Gould &C.A. Clark
var. acuminatum
Dichanthelium 5463
sphaerocarpon (Ell.)
Gould var. isophyllum
(Scribn.) Gould &C.A.
Clark
ADigitaria ischaemum 5992
(Schreb.) Schreb. ex
Muhl.
AEchinochloa muricata 5721
(Beauv.) Fern.
Elymus virginicus L. 5474 FAC
OBL
rip
roa
isl
wet
Eragrostis hypnoides (Lam.) 5994
B.S.P.
Melica mutica Walt. 5047
Panicum dichotomiflorum 5991 OBL
Michx. var.
dichotomiflorum
Panicum rigidulum Bosc ex 5971 wet FACW
Nees
Tridens flavus (L.)Hitchc. 5969 FACUroa
var.flavus
Polygonaceae Polygonum hydropiperoides 5990
Michx.
wet OBL
Polygonum punctatum Ell. 5982 FACW+wet
wet
wet
Polygonum virginianum L. 596 1 FAC
Potamogetonaceae Potamogeton diversifolius 5975 OBL
Raf.
Potamogeton pusillus L. 5024 OBLwet
pin
wet
Ranunculaceae Anemone virginiana L. 6008 FACU+
OBLRanunculus laxicaulis (Torr. 4957
&Gray) Darby
Ranunculus pusillus Poir. 5508 FACW+wet
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Voucher Habitat(s) WetlandNo.Family Species
FACWRhamnaceae Berchemia scandens (Hill)K.
Koch
5742 wet
FACUFrangula caroliniana (Walt.)
Gray
5537 isl
5740 FAC
FACU
Rosaceae Agrimonia rostellata Wallr. pin
pinAmelanchier arborea
(Michx. f.) Fern.
5749
Crataegus marshallii
Egglest.
5532 isl FAC
5450 isl, rip FAC
FAC
Crataegus spathulata Michx.
5454Geum canadense Jacq. rip
isl
pin, roa
rip, roa
5505Prunus mexicana S. Wats.
FACU
FACU
Prunus serotina Ehrh. 5522
Rosa setigera Michx. var.
tomentosa Torr. &Gray
5462
5032 isl
wet
wet
wet, isl
isl
rip
wet, roa
wet
FAC
OBL
Rubus argutus Link
Rubiaceae Cephalanthus occidentalis L. 5963
5760 FACW
FACW-
Diodia virginiana L.
4956Galium obtusum Bigelow
Galium pilosum Ait. 5528
5451Houstonia purpurea L.
4975 OBL
OBL
OBL
OBL
FAC
FAC
FAC
Salicaceae Salix nigra Marsh.
Scrophulariaceae Gratiola neglecta Torr. 5033
Lindernia dubia (L.)Pennell 5476 wet, rip
wet
isl
isl
isl,pin, rip
isl
5974Mimulus alatus Ait.
Smilacaceae Smilax bona-nox L. 5046
Smilax glauca Walt.
Smilax rotundifolia L.
Solarium carolinense L.
5045
4962
Solanaceae 5030 FACU
OBLSparganium androcladum
(Engelm.) Morong
5772Sparganiaceae wet
Staphyleaceae
Styracaceae
Tiliaceae
Staphylea trifolia L. 5455 FAC
FACU-
FACU
rip
rip
rip
wet
wet
wet
isl, roa
wet, rip
Styrax grandifolius Ait. 5471
Tilia americana L.var.
americana
5443
Typhaceae ATypha angustifolia L. 5516 OBL
OBLTypha latifolia L. 5545
Celtis laevigata Willd. 6014 FACW
FACU+
FACW
Ulmaceae
Ulmus alata Michx.
Ulmus americana L.
5051
6005
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Voucher „... ,, x
No Habitat(s)Family Species Wetland
Boehmeria cylindrica (L.) 5973 wetUrticaceae FACW+
Sw.
Verbenaceae Callicarpa americana L. 5513 isl FACU-
FACUPhryma leptostachya L. 5449 rip
Vitaceae Parthenocissus quinquefolia 5446 rip FAC
(L.)Planch.
Vitis cinerea (Engelm.) 5517 wet FAC+
Millard var. cinerea
Vitis rotundifolia Michx. var. 5050 wet, isl,rip
rotundifolia
FAC
Vitis vulpina L. 5744 wet FAO
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New Geographic Distribution Records for the Flier, Centrarchus macropterus(Perciformes: Centrarchidae), from Southwestern Arkansas
Chris T. McAllister*,Stephanie F. Barclay
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Texas A&MUniversity-Texarkana
Texarkana, TX 75505
*Corresponding Author
The flier, Centrarchus macropterus (Lacepede) is a deep-
jodied and slab-sided sunfish with a moderately large
mouth, seldom exceeding 20 cm in length and 400 g in
weight. Fliers feed primarily on copepods, aquatic insects,
nd small fishes, particularly young bluegills, Lepomis
macrochirus (Conley, 1966). This fish ranges from eastern
Virginia south to northcentral Florida and west throughout
much of the Gulf Coastal Plain to eastern Texas and the
Vlississippi Valley, and north to southern Illinois (Lee and
Gilbert, 1980). It prefers lowland habitats with clear,
leavily vegetated water without noticeable current. In
Arkansas, the flier is sporadically distributed inall the major
rainages of the Gulf Coastal Plain lowlands and is most
ommon in the southcentral part of the state (Robison and
uchanan, 1988). This fish is also known from the
Oklahoma portion of this drainage (Miller and Robison,
004), and the Red River drainage of Texas (Hubbs et al.,
991).
Meyers (1977) initially surveyed the fishes of the Little
Vlissouri River system (Ouachita River drainage), but did
ot report any fliers. Robison and Buchanan (1988) did not
low any flier records from the LittleMissouri River system
n their species account of C. macropterus. However, they
jparently overlooked the unpublished records of Loe
983) who did a subsequent survey of the Little Missouri
liver system after Meyers's (1977) survey. Inaddition, Loe
983) collected five fliers from two localities in the lower
.ittle Missouri system. Herein, this report presents
dditional records for the species that have been collected
nee Robison and Buchanan's (1988) species account
presenting new locality records of C. macropterus from the
rkansas portion of the Little River system (Red River
rainage).
IBetween July 1982
and November 2003, fliers were
dlected innylon seines (6 x 1.5 m and 9 x 1.5 m of 3.2 mm
esh) or dipnets from localities in five counties (Clark,
oward, Little River, Nevada, Sevier) of southwestern
rkansas. Fishes were preserved in 10% formalin and later
insferred to 70% ethanol. Allfliers were identified in the
boratory, and voucher specimens were deposited in the
Elections at Southern Arkansas University, Magnolia and
le University of Louisiana-Monroe Museum of Natural
JA total of 24 fliers (11 adults, two juveniles, 11young-of-ar) was collected from 10 sites in southwestern Arkansas
Henry W. Robison
Department of Biology
Southern Arkansas University
Magnolia, AR 71754
(see Table 1). Allof these represent new geographic records
and the firstpublished locality records of C. macropterus from
the Arkansas portion of the Little River system (Red River
drainage). The overall distribution of the flier in Arkansas
withour additional records is shown inFig. 1. It reveals that
this fish is now known to inhabit a broader area of the
southwestern part of the state, and has filled a distributional
gap in its range from historical sites in the southcentral
region of Arkansas (see Robison and Buchanan, 1988).
Most recently, however, Buchanan et al. (2003) did not
report any fliers from various sites on the main channel of
the Red River watershed in Arkansas. This strongly
suggests that the flier avoids larger rivers and prefers smaller
feeder streams with standing-water habitat in the Gulf
Coastal Plain of the state.
Acknowledgments. —We thank numerous people for
assistance in the field, including those from the SAUNatural
History classes and TAMU-T students M. Cameron, L.
McKinley, and Z.Ramsey. CTMand HWR also thank the
Arkansas Game and Fish Commission for providing
scientific collecting permits.
Fig. 1. Distribution of Centrarchus macropterus in Arkansas.
New records (stars); previous records (pre-1960, triangles;
1960-1987, dots) adapted from Robison and Buchanan
(1988).
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Table 1. Flier collections in southwestern Arkansas, July 1982-November 2003.
Date Collector Localities and Sample Sizes (parentheses); Township, Range, Section
Nevada Co., 3 mi NBluff City, St. Hwy.24, T11S, R20W, Sec. 22 (n= 4)23 July 1982 R. A.Loe
R.A.Loe
H. W. Robison
H. W. Robison
H.W. Robison
H. W. Robison
H. W. Robison
H. W. Robison
H. W. Robison
S. F. Barclay
S. F. Barclay
19 Feb. 1983 Nevada Co., 9 miNPrescott, St. Hwy. 19, Middle Creek, T11S, R20W,
Sec. 27 (n = 1)
22 July 1990 LittleRiver Co., 3 miSE Alleene, Miller Creek T11S, R31W,
Sec. 32 (n= 1)
21 Sept. 1990 Little River Co., St. Hwy. 234, Winthrop, T11S, R31W,
Sec. 7 (n = 2, young-of-year)
16 June 1992 Sevier Co., 2 mi WLockesburg, St. Hwy. 24, Cossatot River, T9S, R30W,
Sec. 22 (n= 1)
5 Sept. 1993 Little River Co., backwater LittleRiver, U.S. Hwy, 71, T11S, R29W,
Sec. 30 (n = 5 young-of-year)
10 Sept. 1994 Sevier Co., 1mi S Paraloma, St. Hwy. 234, MillwoodLake, T11S, R28W,
Sec. 20 (n = 2 juveniles)
8 August 2001 Howard Co., 3 miE Bright Star, Saline River,T11S, R28W,
Sec. 10 (n = 3 young-of-year)
28 June 2002 Howard Co., 11 mi W Nashville, St. Hwy 2.4, Saline River, T9S, R28W,
Sec. 24 (n = 1)
19 Sept. 2003 Clark/Nevada Co. line,off1-30, offSt. Hwy.51 on Bunn Rd., LittleMissouri
River, T10S, R21W, Sec 6 (n= 2, [1 adult, 1 young-of-year])
22 Nov. 2003 same locale as above (n = 2 )
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Parasites (Coccidia, Trematoda, Nematoda) from Selected Bats of Arkansas
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Little is known about the helminth and, particularly,
coccidian parasites of bats. Duszynski (2002) provided a
summary on the coccidia of bats in which he reported that
of the 86 species of bats that have been previously surveyed
for coccidia, only 11% harbored infections. He further
suggested that there are at least 1,800 more species of
coccidia yet tobe discovered from the 920 bat species of the
world. There are about 31 named species of Eimeria from
mts worldwide, but only 9 (29%) of these are reported from
North America (see Duszynski, 2002). Obviously, many of
he species of bats worldwide remain to be surveyed,
ncluding 42 which occur inNorth America alone.
Of 16 species of bats found in Arkansas (Sealander and
Heidt, 1990), only one, the eastern pipistrelle, Pipistrellus
subjlavus, has been reported to harbor coccidia, namely,
Eimeria macyi Wheat, 1975 (McAllister et al., 2001). Inother
>arts of the Ark-La-Tex tri-states region (and even Louisiana,
Oklahoma, and Texas as a whole), no bats, to our
cnowledge, have ever been reported to harbor coccidia,
although the region is rich inchiropteran diversity (Lowery,
1974; Caire et al., 1989; Schmidly, 1991, 2004).
Between June 2001 and June 2004, 83 bats (73
vespertilionids and 10 molossids) were collected with mist
nets over watercourses orby hand from caves or abandoned
mines (see Table 1). Bats were returned to the lab within 24
lr and processed and examined for coccidia following
onventional methods (Wilber et al., 1998; McAllister et al.,
2001). Measurements were made on 25 oocysts using a
alibrated ocular micrometer and are reported in
micrometers (pm). Descriptions of coccidian oocysts follow
guidelines of Wilber et al. (1988) for abbreviations of
imerian morphology: length (L),width (W),micropyle (M),
ocyst residuum (OR), polar granule (PG), ratios (L/W),
tieda body (SB), substieda body (SSB), parastieda body
PSB), sporocyst (SP), sporocyst residuum (SR), and
porozoite (SZ). Oocysts were 120 days old when measured
nd photographed. Selected bats (n = 14) also were
xamined for helminth parasites. Trematodes were stained
with Semichon's acetocarmine, dehydrated through a
graded series of ethanols, cleared inxylene, and mounted in
'ermount®. Nematodes were placed in a drop of glycerol
n microscopic slides, and identifications were made from
lese temporary mounts. Voucher specimens of hosts were
eposited in the Texas A&M University-Texarkana
Collection of Vertebrates (TAMU-TCV 1011-1015) and
Arkansas State University Museum of Zoology (ASUMZ
30000). Parasites were deposited in the Harold W. Manter
Laboratory of Parasitology(HWML), Lincoln, Nebraska,
USA or the U.S. National Parasite Collection (USNPC),
Beltsville, Maryland, USA as follows: Eimeria catronensis
(photosyntypes, HWML 45797); Acanthatrium lunatum
(USNM93271); Prosthodendrium transversum (USNM 93270);
Seuratum cancellatum (USNM 93428).
Four of 20 (20%) northern long-eared myotis (Myotis
septentrionalis) were found to harbor coccidia, two of seven
(29%) collected in September- October 2002, and two of 13
(15%) collected on 9June 2004; the remaining 63 bats were
negative. Sporulated oocysts (Figs. 1-2) from this host were
found to match the description of Eimeria catronensis Scott
and Duszynski, 1997, previously reported from 3/27 (11%)
little brown bats {Myotis lucifugus) and 8/29 (28%) Yuma
myotis {Myotis yumanensis) from Catron County, New
Mexico (Scott and Duszynski, 1997). More recently, Seville
and Gruver (2004) reported E. catronensis from 3/23 (13%)
M.lucifugus from central Wyoming.
Ovoidal oocysts measured 19.9 L x 14.3 W (17.6-22.0 L
x 13.2-15.2 W) with a rough oocyst wall ca. 1.0 (outer wall
0.6, inner wall 0.4), and L/W of 1.4 (1.2-1.6). An
asymmetrically located M was present, ca. 2.0 W, and an
OR was absent; usually large PGs were present. The SPs
were football-shaped, 9.1 L x 6.7 W (8.8-9.8 L x 6.4-7.2 W),
Figs. 1-2. Photomicrographs of sporulated oocysts of
Eimeria catronensis from Myotis septentrionalis in Arkansas.
Scale bar = 10 um. Abbreviations: SR, sporocyst residuum;
PB, polar body.
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withL/Wof 1.4 (1.3-1.4). An indistinct SB was present, SSB
and PSB bodies were absent; SRs of various sizes were
clustered among SZ, small to large, coarse granules. The
SZs were elongate, arranged head-to-tail within the SP, 11.4
L x2.7 W (10.4-12.8 Lx 2.4-3.0 W) in situ,and contain both
anterior (1.7 L x 1.7 W) and posterior (3.6 L x 2.6 W)
refractile bodies. Eimeria catronensis is reported from
Arkansas and this host species for the first time. Inaddition
to the new host record, the Arkansas collection site is over
1,288 km (800 mi) due east of the type locale for E.
catronensis.
Twelve lecithodendrid trematodes, Prosthodendrium
transversum Byrd and Macy, 1942, were found in the small
intestine of 1/5 (20%) M.septentrionalis from Pipistrelle Mine,
Polk County, Arkansas. This parasite was originally
described from the eastern red bat (Lasiurus borealis) from
Reelfoot Lake, Tennessee (Byrd and Macy, 1942). This is
only the second report ofP. transversum and represents a new
host record and locality for the trematode. In the life cycle,
snails and anopheline mosquitoes serve as intermediate
hosts, and the adult worm develops in the intestinal tract of
bats, which have most likely ingested mosquitoes (Abdel-
Azim, 1936).
Four additional lecithodendrid trematodes,
Acanthatrium lunatum Williams, 1960 were found in the small
intestine of 1/7 (14%) P. subflavus from the same Polk County
site above. This flatworm was originally described from 7/51
(14%) big brown bats (Eptesicus fuscus) from Carter County,
Kentucky, and Franklin County, Ohio (Williams, 1960).
The only other known host is L. borealis from Iowa
(Blankespoor and Ulmer, 1970). The life cycle of
Acanthatrium spp. includes snails and caddisfly larvae, and
bats become infected from eating infected caddisflies
(Knight and Pratt, 1955; Burns, 1961).
Seven ascarid nematodes, Seuratum cancellatum
Chitwood, 1938, were found in the small intestine of 1/5
20%) M. septentrionalis from Polk County. This nematode
was originally described from the Mexican funnel-eared bat,
Natalus mexicanus (=stramineus) from the Yucatan, Mexico
Chitwood, 1938). Several other bats have been reported as
losts of this parasite, including the pallid bat (Antrozous
pallidus), E.fuscus, the western bonneted bat (Eumops perotis),
he California myotis (Myotis californicus), M.yumanensis, the
western pipistrelle (Pipistrellus hesperus), Townsend's big-
eared bat (Corynorhinus townsendii), and the Brazilian free-
ailed bat (T. brasiliensis), all from Brewster County, Texas
Specian and Ubelaker, 1976). The life cycle of S.
cancellatum has not been studied, but -5". cadarachense and -5".
nguyenvanaii require insect intermediate hosts (Anderson,
2000).
Ova of the nematode, Capillaria palmata Chandler,
1938 were found in the feces of 2/9 (22%) E. fuscus. This
jarasite was originally described from the evening bat
Nycticeius humeralis) from Texas (Chandler, 1938).
Additional hosts and/or localities include Rafinesque's big-
eared bat (Corynorhinus rafinesquii) from Arkansas
(McAllister et al., 2005), E. fuscus from Iowa (Blankespoor
and Ulmer, 1970), Texas (Jameson, 1959), and Minnesota
(Lotz and Font, 1985, 1991), TV. humeralis from Louisiana
(Lotz and Font, 1991), the silver-haired bat {Lasionycteris
noctivagens) from Iowa (Blankespoor and Ulmer, 1970), the
southeastern myotis (Myotis austroriparius) from Minnesota
(Lotz and Font, 1991), the gray bat {Myotis grisescens) from
Kansas (Nickel and Hansen, 1967), M. lucifugus from
Louisiana (Lotz and Font, 1991), Iowa (Blankespoor and
Ulmer, 1970), and Wisconsin (Coggins et al., 1982), and P.
subflavus from Minnesota (Lotz and Font, 1991).
Herein we report several new host and distributional
records for parasites of Arkansas bats. Additional studies on
the parasites of Ark-La-Tex bats are certainly warranted,
particularly intensive surveys on the coccidia, where
additional new geographic and host records, and possibly
new species are anticipated.
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Table 1. Bat species surveyed for coccidia in this study.
Bat Family/Date Species Localities (State: County, Site) and Sample Sizes (parentheses)
Vespertilionidae
July 2001
Sept. 2002
Sept./Oct. 2002
Aug. 2003
June 2004
Sept. 2003
June 2001
July 2003
June 2004
Aug. 2003
June 2003
Aug. 2003
Oct. 2002
Aug. 2003
Molossidae
Nov. 2003
Myotis austroriparius
M.austroriparius
Myotis septentrionalis
M.septentrionalis
M. septentrionalis
Myotis velifer
Lasiurus seminolus
L.seminolus
L. seminolus
Nycticeius humeralis
Eptesicus fuscus
E.fuscus
Pipistrellus subflavus
P. subflavus
Tadarida brasiliensis
Mississippi: Sharkey Co., Delta National Forest (n= 15)
Arkansas: Pike Co., Lake Greeson (n= 12)
Arkansas: Polk Co., Pipistrelle Mine (n= 5)
Arkansas: Montgomery Co., Ouachita National Forest (n =2)
Arkansas, Polk Co., Pipistrelle Mine (n = 13)
Oklahoma: Woodward Co., Alabaster Caverns State Park (n = 1)
Arkansas: MillerCo., Doddridge (n = 1)
Texas: Cass Co., Bloomburg (n= 1)
Arkansas: Miller Co., Doddridge (n= 1)
Arkansas: Montgomery Co., Ouachita National Forest (n = 2)
Arkansas: Independence Co., Cushman Cave (n=9)
Arkansas: Montgomery Co., Mt. Ida (n= 2)
Arkansas: Polk Co., Pipistrelle Mine (n = 7)
Arkansas: Montgomery Co., Ouachita National Forest (n =2)
Oklahoma: Major Co., Wayoka (n= 10)
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Noteworthy Records of the Seminole Bat, Lasiurus seminolus(Chiroptera: Vespertilionidae), from Southwestern Arkansas and
Northeastern Texas
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The Seminole bat, Lasiurus seminolus, is a medium-sized
vespertilionid bat that ranges from most of the southeastern
tates along the Gulf of Mexico and the southern Atlantic
eaboard from eastern Texas to North Carolina (Wilkins,
987). Extralimital records for this bat are as far north as
New York (Layne, 1955) and Pennsylvania (Poole, 1949) and
east to Bermuda (Van Gelder and Wingate, 1961) to as far
outh as Veracruz, Mexico (Villa-R., 1955, 1966). There is a
noticeable geographic distribution gap in far southwestern
Arkansas (Sealander and Heidt, 1990), northwestern
Louisiana (Lowery, 1974), and extreme northeastern Texas
Schmidly, 1991, 2004), a region collectively termed the
Ark-La-Tex. However, recent fieldwork in this region has
now documented the Seminole bat in Arkansas and Texas
counties not previously reported to support the species.
On 21 June 2001, an adult male L. seminolus was
collected by ZDR from a field inMiller County, Arkansas,
0.8 km N jet. St. Hwy 160 off St. Hwy 71, vicinity of
Doddridge. This site is approximately 9.7 km (6 mi) north
of the Louisiana border (Caddo Parish) and 14.5 km (9 mi)
east ofthe Texas border (Cass County). Inaddition, an adult
male red bat, Lasiurus borealis was collected at the same site.
The difference in pelage of both specimens allowed
identification between the two species, which are often
confused with one another. The habitat of the area was a
closed canopy pine-oak forest near the Red River/Sulphur
iJver watershed. The specimen (skin and skull) waseposited in the Arkansas State University Museum ofoology, Collection of Recent Mammals (ASUMZ 28063).leasurements (in mm) for the specimen were as follows:)tal length, 92; length of tail, 38; length of hind foot, 8;
length of ear, 14; length of forearm, 41; length of tragus, 5.
The specimen was not weighed.
On 18 July 2003, an adult female L. seminolus -was taken
by NES in Cass County, Texas, 4.8 km N Bloomburg off
FM 251. This site is approximately 19.3 km (12 mi)
northwest of the Miller County site reported herein and
only 3.2 km (2 mi) due west of the Arkansas border. Habitat
included pine-oak forest in the vicinity of Cypress Creek.
The specimen (skin and skull) was deposited in the Texas
A&M University-Texarkana Collection of Vertebrates as
TAMU-TCV 1003. Measurements (in mm) were as follows:
total length, 90; length of tail, 41; length of hind foot, 8;
length of ear, 10; length of forearm, 43; length of tragus, 5.
The specimen was not weighed.
The Arkansas record, the first for Miller County, is
approximately 97 km (60 mi) southeast and southwest of the
nearest Arkansas records in Little River and Nevada
counties, respectively (see Steward et al., 1986; Wilhide et
al., 1998). There are 10 additional Arkansas counties
previously reported with records of L. seminolus including
Baxter, Bradley, Franklin, Garland, Grant,Jefferson, Logan,
Ouachita, Polk, and Yell (Sealander and Hoiberg, 1954;
Baker and Ward, 1967; Heath et al, 1983, 1986; Steward et
al, 1986; Saugey et al, 1989; Wilhide et al, 1998; Tumlison
et al, 2002). In addition, the Texas record is the first for
Cass County and within the range depicted in Schmidly
(2004), although no specimens have been reported from
adjacent counties inany direction. The closest records in the
state are to the due south and west in Harrison and Titus
counties, respectively. Also of interest is the fact that, except
for an isolated record of L. seminolus from McCurtain
County, Oklahoma, near the extreme southwestern border
of Arkansas (Glass, 1958), no seminole bats to our
knowledge have been reported from other areas of the Ark-
La-Tex region (Lowery, 1974; Caire et al, 1989; Sealander
and Heidt, 1990; Schmidly, 2004). Although this bat is
included on a checklist of mammals of Caddo and Bossier
Parishes in northwestern Louisiana (Hardy, 1982), none
have actually been taken in either county (A. Crnkovic,
pers. comm.). A map (Fig. 1) showing county records of L.
seminolus for all of Arkansas and most of Texas and the
nearest county and parish records in other parts of four-
states region of the Ark-La-Tex is provided. With known
occurrence in fringes of the Ark-La-Tex (see Fig. 1),
emphasis should be placed inattempting to collect Seminole
bats in similar forested habitat, particularly in northeast
Texas and northwestern Louisiana, where we anticipate the
species occurs inadditional counties and parishes.
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Fig. 1. County or parish records of the Seminole bat in
Arkansas and Texas and adjacent areas of Louisiana and
Oklahoma (dots). New records for Miller County,
Arkansas, and Cass County, Texas (stars). Arecent disjunct
record from southwest Texas (ValVerde County) not shown
(see Schmidly, 2004).
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The hirudinid leech Macrobdella diplotertia is the latest of
four species of sanguivorus leeches within the North
American genus Macrobdella (i.e., M. decora, Say, 1824; M.
sestertia, Whitman, 1886; M. ditetra, Moore, 1936) to be
described (Meyer, 1975). Following this species' description
Meyer, 1975) from specimens collected in Missouri (Osage
County), the only additional locality records for M.
diplotertia have come from three counties inKansas (Klemm
et al., 1979) and two counties in Arkansas (Turbeville and
kiggler, 2003). In addition, the only information on any
aspect of the biology of this leech is found in Turbeville and
kiggler (2003) who observed feeding behavior in this
pecies in several artificial ponds from Benton and Madison
counties of northwestern Arkansas. These authors
confirmed that M. diplotertia was a sanguivore (through
human contact with the leech). They also witnessed M.
diplotertia feeding on eggs of the green frog (Rana damitans)
and the southern leopard frog (Rana sphenocephala), although
the actual feeding process was inconclusively documented.
Herein, we report on an additional locality record for this
species in Missouri, provide photographic details of the
feeding response by M. diplotertia on wood frog (Rana
sylvatica) and spotted salamander (Ambystoma maculatum)
eggs, and introduce a common name for this leech.
The discovery of a population ofMacrobdella diplotertia
occurred on 12 March 2003 during a two-year
herpetofaunal inventory of the Ozark National Scenic
Riverways (OZAR), a riverine national park (Current and
Jacks Fork rivers) located in south-central Missouri. A large
Iopulation of this leech was observed by a six-member.rkansas State University research team ina single fishlessond during nocturnal aquatic sampling of several wildlifeonds in the Owls Bend Recreational Area (Shannon!ounty) of OZAR. Most of the leeches were collected by
ip netting as they routinely surfaced in a nearly vertical
approach to the surface of the pond. They then quickly
dove downward in a manner typical of the swimming
activity of the central newt (Notophthalmus viridescens
louisianensis), a syntopic salamander species observed at the
pond. One major difference between the swimming styles
of these two organisms is that M.diplopteria typically swims
with an up-to-down motion (dorsal/ventral undulations),
whereas N. viridescens swims with side-to-side (lateral
undulations) movements. Only one additional sighting of
this leech occurred during the survey and that was in a
backwater area of the Current River in the Owls Bend area.
Sixteen leeches and 25 newts were collected and
returned to the laboratory at Arkansas State University.
Five adult leeches, however, were retained unfed in a 45 L
water-filled aquarium in the laboratory for nearly six
months.
On 24 February 2004, egg masses of the wood frogand
the spotted salamander were collected from Stout Pond, a
wildlife research pond located in the Sylamore Ranger
District of the Ozark National Forest in Stone County,
Arkansas (see Trauth et al., 2000). Egg masses were
returned to the laboratory and kept cold for two days prior
to leech feeding trials.
A staged leech feeding experiment occurred on 26
February 2004. Allfive leeches were placed in a plastic
shoe box half filled with aquarium water. Then, a wood frog
egg mass was lowered into the box. We used a digital
camera to record predatory activity by the leeches (Figs. 1
and 2).
Leeches had an immediate feeding response to the
wood frog egg cluster (Fig. 1A). One leech extended its
body and began probing eggs with its head. As the leech
became elongated, the posterior sucker was used to retain a
secure attachment on the gelatinous surface of a single egg
(Fig. IB). The egg cluster was then rotated clockwise to
provide a better visualization of the leech (Fig. 1C). Upon
penetrating an individual egg jelly envelope, the leech
encircled the developing embryo with the anterior 10 mmof
its body. At this point, the mouth opened, and an entire
embryo was consumed. Soon, all five leeches became
intertwined within the egg cluster (Fig. ID). We watched as
several embryos were ingested. In one instance, an embryo
was bitten in half with the remaining half being left behind
by the leech. The leeches continued to forage within the egg
cluster for several minutes.
We then placed a spotted salamander egg mass into the
plastic box. Soon the leeches began forays away from the
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Fig. 1. Photos ofMacrobdella diplotertia attacking wood frog (Rana sylvatica) eggs. A. Individual leech penetrating egg mass. B.
Same leech as inA extending anterior region of body as posterior sucker (arrow) secures leech position. C. Same leech as in
A and B with mouth beginning to open to consume embryo (arrow). D. Aggregate of five leeches consuming eggs.
Fig. 2. Photos of Macrobdella diplotertia attacking spotted salamander {Ambystoma maculatum) egg mass. A. Leech on upper
surface ofegg mass begins entry into egg (arrow). B. Same leech as in Apenetrates well into egg cluster. C. Same leech as
inA and B with posterior sucker released from attachment to surface of egg cluster. D. Aggregate of five leeches with wood
frogand spotted salamander egg masses. Line = 20 mm.
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wood frogeggs and onto the spottted salamander egg mass.
Allbut one of the leeches abandoned the wood frog mass
attached themselves to the spotted salamander egg cluster.
The more solid and durable gelatinous egg cluster of the
spotted salamander proved to be more resistant to the
probing activity of the leeches. Soon, however, all four
leeches had secured an attachment or had penetrated the
egg cluster. One leech near the upper surface of the egg
mass (Fig. 2A) was examined closely as it penetrated the
thick gelatinous egg envelope of this salamander (Fig. 2B
and C). The leech eventually drew its entire body into the
penetration hole created by its anterior end (Fig. 2C). We
were unable to witness consumption of spotted salamander
eggs due to the translucent nature of the egg cluster.
Eventually, some of the leeches in the spotted salamander
egg mass began forays back toward the wood frog egg
cluster (Fig. 2D). The leeches were allowed to remain
feeding on these amphibian eggs for several hours before
finallybeing returned to their aquarium.
In summarizing the amphibian feeding preferences for
the various species of Macrobdella, Meyer (1975) mentioned
that M. ditetra and M. decora (according to Moore, 1923,
1953) willprey upon anurans and their eggs. Cargo (1960)
also included spotted salamander eggs in the diet of M.
decora. With the addition ofour results to those ofTurbeville
and Briggler (2003), Macrobdella diplotertia is now known to
consume the eggs of at least three ranid frogs (R. clamitans,
R. sphenocephala, and R. sylvatica) and one ambystomatid
salamander (A. maculatum). Because both amphibian
species tested during the above feeding trial are sympatric
with M. diplotertia within the Ozark Plateau ecoregion of
Missouri and Arkansas, we suggest that "Ozark Highlands"
leech be an acceptable common name for this hirudinid
leech.
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In Memoriam
Earl Lee Hanebrink, 1924-2003
Earl Lee Hanebrink passed away onJanuary 23, 2003 at St. Bernard's Medical
Center inJonesboro, Arkansas. He is survived by two daughters: KayLynn Noell
ofJonesboro, Arkansas and Lisa Ann Kessler of Cordova, Tennessee; one sister,
Mary Buffa of St. Louis, Missouri, and three grandchildren, HollyNoel and Katie
Noel, both of Jonesboro, and Kaylee Kessler of Cordova, Tennessee. He was
preceded in death by his wife, Vernelia McCrady Hanebrink, his parents and two
sisters.
Earl was born March 24, 1924 in the tiny rural hamlet of Egypt Mills,just
outside of Cape Girardeau, Missouri. He attended Southeast Missouri State
University inCape Girardeau, Missouri (B. S. E. inBiology and Agriculture, 1948),
University of Mississippi, Oxford, Mississippi (M.S. in Biology, 1955), and
Oklahoma State University, Stillwater, Oklahoma (Ed.D. with emphasis in
Ornithology in 1965).
As a corporal in the MilitaryPolice in the U.S. Army during World War II,Earl
served in the Philippine Islands. Following the war and graduation from college,
Earl taught high school at Parma High School (1948-1952) and Kennett High School
(1952-1958) both in southeast Missouri. During these 10 years he found himself
serving as a biology, geography, and science teacher as well as coaching junior high
basketball and track. While teaching in southeast Missouri, Earl amassed quite a
wonderful collection of reptiles, particularly snakes, and later brought much of his
collection with him to ASU when he came to teach. He had assisted Paul Anderson with his 1965 book, "The Reptiles and
Amphibians of Missouri," and indeed if one checks the Acknowledgements section, the name Earl Hanebrink willbe found.
One of Earl's loves was writing, and during his career he published 91 popular articles and scientific papers on subjects
ranging from plankton in Sardis Reservoir, Mississippi to fancy pigeons, including four books. In 1993 he authored the
definitive "AHistory of Biological Sciences at Arkansas State University." During his 35 year teaching career at ASU he
received 11 research grants and made 35 presentations to professional audiences. He was a member of 10 scientific
organizations including Sigma Xi,Arkansas Academy of Science, National Audubon Society, Arkansas Audubon Society (Past
President) and American Pigeon Fancier's Council of which he was a Past President. Inaddition, Earl had the honor of having
a robber fly from South America named inhis honor, Ommatius hanebrinki.
Dr. W. W Nedrow hired Earl as an Instructor in the Biology Department at Arkansas State College in the fall of 1958 after
Earl and his wife,Vernelia, had attended a Tri-Beta Banquet the previous spring at which she introduced him to Dr. Nedrow.
Earl taught at Arkansas State University for 35 years before retiring in 1993. He once told me that "he had taught almost every
course in the department at one time or another." Actually, documentation revealed that he had indeed taught 24 different
courses while at ASU. His main undergraduate teaching responsibilities were ornithology, animal ecology, and wildlife
management, while graduate courses included Literature and History of Biology and Ornithology. In addition to teaching,
Earl served ina variety of capacities for the department including pre-medical advisor for freshmen and sophomores, sponsor
for Tri-Beta, and general zoology coordinator, besides being the BSE advisor and MSE advisor and supervisor in science for
years. He added hundreds of prepared bird skins to the ASU museum and started a card catalogue in 1965 with notes and
distribution records of birds from northeastern Arkansas. He also added marine invertebrates, insects, and herps that he
collected previously.
Earl was a man of many interests, chief of which were birds. Inaddition to his love of Arkansas native birds, he kept and
aised show pigeons for years and he loved to show them off. Once during his course ingenetics, he invited the author (then
a junior) to come over and see his pigeons, including the intriguing "tumblers" which had been bred by monks Earl said for
heir non-ability to fly! To this dayIstillremember those pitifultumblers trying to take wing to no avail! After retirement Earl
raveled to the Galapogos Islands and South America where he added to his "life list" of birds and saw first-hand what Charles
Darwin had witnessed years earlier.
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In the early 1950s, Earl was a student of the renowned plant taxonomist, Dr.Delzie Demaree, while attending the Gulf
Coast Research Laboratory at Ocean Springs, Mississippi. Earl related the following story in the "A History of Biological
Sciences at Arkansas State University" which says so much about Earl's love of all nature. "Dr.Demaree took a look at me as
Iwas getting on the boat with the binoculars, birdguides, insect net, insect killingjar, and sieve box, and said, "Now,bigboy,
you are going to have to narrow down to study one thing. You can't study all that on one field trip." Earl was clearly a
naturalist at heart and found ithard to limithimself to one particular area of study. He did tell me how he finally narrowed
down to ornithology as his primary love. Itseems that one day in ichthyology class at Ole Miss, Dr. McGaha, the instructor,
had made him and another student seine a chest high, nasty smelling, tannin-stained pool ina local stream. When they hauled
the seine up to the bank, it contained a foul smelling croaker sack full of dead, rotting chickens and the stench was
overwhelming. Earl assumed they were through for the day, but McGaha insisted that they get right back in the water and
seine that pool, this time for fishes! Earl said that very afternoon after he returned to the Ole Miss campus, he decided to
become an ornithologist and give up the water! Earl had a kind heart, a gentle nature, an all encompassing love of nature, and
a singular compassion for student problems. Allof us who were privileged to know him as he passed through our lives are
grateful for his presence, and we miss him dearly.
- Henry W. Robison, Department of Biological Sciences, Southern Arkansas University, Magnolia, AR 71754-9354
Journal of the Arkansas Academy of Science, Vol. 58, 2004
ListofAssociate Editors and Reviewers for the journal ofthe Arkansas Academy ofScience, 2004
144
The Arkansas Academy of Science gratefully acknowledges the following individuals who served as
Associate Editors and outside reviewers of manuscripts for the Journal during 2004. The editorial staff
extends our heartfelt appreciation for the expertise and assistance provided by our colleagues. Only
through your diligent efforts can we continue to produce a high quality publication.
Associate Editors (some also served as reviewers)
David W. Allard,Associate Editor (Invertebrates, Botany, Forestry)
(Texas A&MUniversity-Texarkana)
Jeff Connelly, Associate Editor (Geology)
University of Arkansas-Little Rock)
Robert D.Engelken, Associate Editor (Engineering)
(Arkansas State University)
Malcolm L.McCallum, Associate Editor (Vertebrates, Ecology)
(LSU-Shreveport)
Reviewers:
Al Adams (University of Arkansas at Little Rock)
Reid Adams (University of Central Arkansas)
John F. Alderete (UT Health Science Center-San Antonio)
Scott Ausbrooks (Arkansas Highway and Transportation Department)
Jeffrey K.Barnes (University of Arkansas-Fayetteville)
Troy Best (Auburn University)
Stephen K.Boss (University of Arkansas-Fayetteville)
Don C. Bragg (USDA Forest Service-Monticello)
Jeff Briggler (Missouri Dept. ofConservation)
Jennifer E. Buhay (Brigham Young University)
John E.Cooper (North Carolina State Museum ofNatural Sciences)
Betty Crump (US Forest Service-Hot Springs)
Delbert Dowdy (Texarkana College)
Donald W. Duszynski (University of New Mexico)
James W. Fetzner,Jr. (Carnegie Museum of Natural History)
Dennis M.Kern (Texas A&MUniversity-Texarkana)
Gary Garber (The Ottawa Hospital, Ontario, Canada)
David Gillanders (Arkansas State University)
James M.Guldin (USDA Forest Service-Hot Springs)
Walter E. Godwin (University of Arkansas-Monticello)
Micah Hale (University of Arkansas-Fayetteville)
Tony Hall (University of Arkansas at Little Rock)
Shivan Haran (Arkansas State University)
Gary A.Heidt (University of Arkansas at Little Rock)
Clark Hubbs (University of Texas)
Jim Ingold (LSU-Shreveport)
JohnJanovy,Jr. (University of Nebraska)
J. Bruce Johnson (Arkansas State University)
Robert Kissell (University of Arkansas-Monticello)
Claud Lacy (Univ. of Arkansas-Fayetteville)
David A.Lindquist (University of Arkansas at Little Rock)
Jamie L.McCallum (Shreveport, LA)
John David McFarland (Arkansas Geological Commission)
Paul Mixon (Arkansas State University)
Bob Osburn (Minnesota Dept. of Natural Resources-Madelia)
Shahram Pezeshk (University of Memphis)
Kevin Phelan (Univ. Arkansas for Medical Sciences)
Karl Polvika (USDA, Wenatchee, Washington)
Gang Qi (University ofMemphis)
David W. Saugey (US Forest Service-Jessieville)
Arthur Simonson (Texas A&MUniversity-Texarkana)
Wm.J. Sims (University of Arkansas at Little Rock)
Peter Syapin (Texas Tech University Health Sciences Center)
Teong Tan (University of Memphis)
Michael D. Warriner (Arkansas Natural Heritage Commission)
Eric Walsh (LSU-Shreveport)
Kenneth T. Wilkins (Baylor University)
Theo Witsell (Arkansas Natural Heritage Commission)
Andrew Wright (University ofArkansas at Little Rock)
BinZhang (Arkansas State University)
Journal of the Arkansas Academy of Science, Vol.58, 2004
SUGGESTIONS FOR AUT(W[jfi......!m!111The JOURAMi. OF THE ARKANSAS Ac'I^VAfSCIENCE
1 ft~dliiftiifWlI
IIIIIIII Wrjghtj p L 19g6.Observations on the reproductive cycle ofI
appears annually. Itis the policy of the Arkansas Academy ofScience
that 1) at least one of the authors of a paper submitted for publica-
tion in the JOURNAL must be a member of the Arkansas Academy
of Science, 2) that only papers presented at the annual meeting are
eligible for publication, and 3) that the manuscript is due at the time
of presentation. In accordance with this policy, manuscripts submit-
ted for publication should be given to the section chairman at the time
the paper is being presented. Correspondence after this time should
be directed to Dr. Chris T. McAllister, Managing Editor, J. Arkansas
Academy ofScience, Department of Biology, Texas A&MUniversity-
Texarkana, Texarkana, TX 75505.
the American badger (Taxidea taxus). Pp. 27-45, In
Comparative biology of reproduction in mammals (I. W.
Rowlands, ed.) Academic Press, London, xxi+ 559 pp.
Tables and Illustrations: Tables and figures (line drawings,
graphs, or black and white photographs) should not repeat data con-
tained in the text. The author must provide numbers and short leg-
ends for illustrations and tables and place reference to each of them
in the text. Legends for figures should be typed on a separate piece
of paper at the end of the manuscript. Do not run tables in the text.
Illustrations must be of sufficient size and clarity to permit
reduction to standard page size (or 1/2 page); ordinarily they
should be no larger then twice the size of intended reduction and
whenever possible no larger than a manuscript page for ease of han-
dling. Photographs must be printed on glossy paper. Sharp focus and
high contrast are essential for good reproduction. Figures and label-
ing must be of professional quality. Notations identifying author, fig-
ure number, and top of print must be made on the back of each illus-
tration. Allillustrations must be submitted in duplicate. Tables must
be of professional quality when submitted. Note preferred placement
of figures and tables in the margins ofthe manuscript. Do not submit
original artwork, photos, tables or figures with review copies of the
manuscript.
Each submitted paper should contain results of original
research, embody sound principles of scientific investigation, and
present data in a concise yet clear manner. The COUNCILOF BIOL-
OGY EDITORS STYLE MANUAL, published by the American
Institute of Biological Sciences, is an example of a convenient and
widely consulted guide for scientific writers. Authors should strive for
directness and lucidity, achieved by use of the active voice. Special
attention should be given to consistency in tense, unambiguous ref-
erence of pronouns, and to logically placed modifiers. It is strongly
recommended that all authors 1 ) inspect the existing format for fea-
ture articles and general notes in the JOURNAL OF THE
ARKANSAS ACADEMY OF SCIENCE and follow that format while
drafting their submission, and 2) submit their manuscript to another
qualified person for a friendly review to appraise it for clarity, brevity,
grammar, and typographical errors.
Review Procedure
Evaluation of a paper submitted to the JOURNAL begins with a crit-
ical reading by the Managing Editor. The paper is then submitted to
referees for checking of scientific content, originality, and clarity of
presentation. Attention to the preceeding paragraphs will greatly
speed up this process. Judgments as to the acceptability ofthe paper
and suggestions for strengthening it are sent to the author. If the
paper is tentatively accepted, the author will rework it, where neces-
sary, and return two copies of the revised manuscript together with
the original to the Managing Editor. Usually a time limit for this revi-
sion willbe requested. If the time limit is not met, the paper may be
considered to be withdrawn by the author and rejected for publi-
cation. Allfinal decisions concerning the acceptance or rejection of a
manuscript are made by the Managing Editor and/or Editor-in-Chief.
Preparation of Manuscript
tThe author should submit three copies of the manuscript,les, and figures. A diskette containing manuscript, table and figure
files MUST also accompany submitted materials. If at all possible
save the document as a Microsoft Word 6.0 document. The figures
Ijuld be saved as tif, jpeg, or eps files. Manuscripts must be dou-spaced on 8-1/2 x 11 inch bond paper with at least one inch mar-s on all sides. Do not staple pages together. Do not hyphenaterds on the right-hand margin; do not submit word processed copyited with justified right-hand margins. Set words in italics that arebe in italics (e.g., scientific names). If co-authored, designateich author is to receive correspondence and at whatiress. Correspondence author should also include e-mail address,
rtime telephone number and fax number. Minimum fontsize is 12
When a copy of the proof, original manuscript, and reprint order
blanks reach the author, they should be carefully read for errors and
omissions. The author should mark corrections on the proof and
return both the proof and manuscript to the Managing Editor within
48 hours or the proof willbe judged correct. Printing charges accru-
ing from excessive additions to or changes in the proofs must be
assumed by the author. Reprint charges are placed with the printer,
not the Managing Editor. Page changes are $50 printed page. These
changes and excessive printing charges willbe billed to the author
by the Academy of Science ($4.00 per word). Apage charge will be
billed to the author of errata.
An abstract summarizing in concrete terms the methods, find-
ings and implications discussed in the body of the paper must
accompany a feature article. The abstract should be completely self-
explanatory.
IA
feature article comprises approximately six or more type-
ten pages. A JOURNAL printed page is equal to approximately
se and one-half typewritten pages and the author is assessed a
3E CHARGE (see Procedure section). A separate title page,
uding authors names and addresses should be included with the
luscript. Feature articles are divided into the following sections:
tract, introduction, materials and methods, results, discussion,
elusions, acknowledgments, and literature cited. These sections
uld be centered. Subheadings should begin at the left -hand mar-
but more than one subheading should be avoided.
ABSTRACT COVERAGE
Each issue of the JOURNAL is sent toseveral abstracting and review
services. The following is a partial list of this coverage.
Abstracts in Anthropology
Abstracts of North America Geology
Biological Abstracts1A general note is usually one to five typewritten pages andlyutilizes subheadings. Anote should have the title at the top offirst page with the body of the paper following. Abstracts are notd for general notes. Chemical AbstractsMathematical ReviewsRecent Literature of the Journal of MammalogyScience Citation IndexAbbreviations: Use of abbreviations and symbols can be
ascertained by inspection of recent issues of the JOURNAL.
Suggestions for uniformity include the use of numerals before units
of measurements (5 m), but nine animals (10 or numbers above,
such as 13 animals). Abbreviations must be defined the first time
they are used. The metric system of measurements and weights
must be employed.
Sport Fishery Abstracts
Zoological Record
Review Journal of the Commonwealth Agricultural Bureau
BUSINESS AND SUBSCRIPTION INFORMATION
Remittances and orders for subscriptions and for single copies
and changes of address should be sent to Dr. Jeff Robertson,
Secretary, J. Arkansas Academy ofScience, Department of Physical
Science, Arkansas Tech University, 1701 N. Boulder, Russellville, AR
72801-2222.
The literature cited section should take the following form:
Davis, D.H.S. 1993. Rhythmic activity in the short-tailed vole,
Microtus. J. Anim. Ecol. 2:232-238.
Members receive one copy with their undergraduate member-
ship of $15.00, regular membership of $30.00, sustaining member-
ship of $35.00, sponsoring membership of $45.00 or life membership
of $200.00. Institutional members and industrial members receive
two copies with their membership of $100.00. Library subscription
rates for 1997 are $25.00. Copies of most back issues are available.
The Secretary should be contacted for prices.
Hudson, J. W., and J. A. Rummell. 1966
Fleming, T. H. 1969. Population ecology of three species of
neotropical rodents. Unpublished Ph.D. Dissertation. Univ.
Michigan, Ann Arbor. 231 pp.
TABLE OF CONTENTS
Secretary's Report and Financial Statement Illlllllllllllllllllllllllllllllllllllllllllll 2
Program ? ..51?? .20085. .7.353 9
FEATURE ARTICLES
SCOTT AUSTIN: Be Star Spectroscopy Using the UCA Fiber-Fed Spectrograph 15
I.L. BOULDIN, N.A. BICKFORD, H.B. STROUD and G.S. GUHA: Tailwater Recovery Systems for Irrigation: Benefit/Cost Analysis and Water Resource Conservation Technique in Northeast Arkansas 23
DON C. BRAGG: Historical Reflections on the Arkansas Cross Timbers 32
rEPHEN W. CHORDAS III,PATRICK L. HUDSON and ERIC G. CHAPMAN: Additions to the Aquatic Diptera(Chaoboridae, Chironomidae, Culicidae, Tabanidae, Tipulidae) Fauna of the White River National Wildlife Refuge,
Arkansas 37
fAULF. DORUSKA, DAVID W. PATTERSON and TRAVIS E. POSEY: Stand-Level Green Biomass Equations forSawtimber-Sized Loblolly Pine Stands 46
FLIZABETH ELLIS and RAGUPATHY KANNAN:The Western Kingbird (Tyrannus verticalis): A Recently EstablishedBreeding Bird in Arkansas 52
rILSON J. GONZALEZ-ESPADA: Succeeding in Introduction to Physical Science: Is Mathematics BackgroundImportant? 60
MOSTAFA HEMMATIand CHRIS JUSTICE: Electric Discharge: Boundary Conditions 65
ROBERT E. KISSELL, JR. and PHILIP A. TAPPE: An Assessment of Thermal Infrared Detection Rates Using
White-tailed Deer Surrogates 70
fATHERINE L. KOSSOVER and CYNTHIAJ. M. KANE: Alcohol Increases Microglial Expression of ChemokineMIP-1 and MCP-1 mRNA 74
G.M. OGENDI, R.E. HANNIGAN,J.L FARRIS and D. SMITH: The Impact of Black Shale Weathering on Sediment
Quality 84
rENRY W. ROBISON and BETTY CRUMP: Distribution, Natural History Aspects, and Status of the Arkansas EndemicCrayfish, Fallicambarus harpi Hobbs and Robison, 1985 91
D. BLAKE SASSE: Human Rabies Post-Exposure Treatment in Arkansas, 1994-2000 95
ROBERT C. WEIH, JR. and TABITHAL.MATTSON: Modeling Slope in a Geographic Information System 100
GENERAL NOTES
rAVID A. ETNIER and HENRY W. ROBISON: An Unusual Hybognathus (Osteichthyes, Cyprinidae) from LowerWhite River, Arkansas 109
rILLIAMC. HOLIMON, ROBERT H. DOSTER, DOUGLAS A.JAMES, MICHAELA.MLODINOW, JOSEPH C. NEALand WILLIAMM. SHEPHERD: First Documentation that Henslow's Sparrow Regularly Occurs During the Breedingand Wintering Seasons in Arkansas 111(URMSHIK KIM,KENNETH F. STEELE and TODD FUGITT: Comparison of Dissolved and Acid-ExtractableMetal Concentrations in Groundwater, Eastern Arkansas 117
TRAVIS D. MARSICO: Vascular Plant Species Inventory of Richardson Bottoms Wildlife Viewing Area 121
IHRIS T. MCALLISTER,STEPHANIE F. BARCLAY and HENRY W. ROBISON: New Geographic Distribution Recordsfor the Flier, Centrarchus macropterus (Perciformes: Centrarchidae), from Southwestern Arkansas 131
fHRIS T. MCALLISTER, STEVE J. UPTON and CHARLES R. BURSEY: Parasites (Coccidia, Trematoda, Nematoda)from Selected Bats of Arkansas 133
IHRIS T. MCALLISTER, ZACHARYD. RAMSEY and NANCY E. SOLLEY: Noteworthy Records of the SeminoleBat, Lasiurus seminolus (Chiroptera: Vespertilionidae), from Southwestern Arkansas and Northeastern Texas 137
rANLEY E. TRAUTH and ROBERT G. NEAL:Geographic Range Expansion and Feeding Response by the LeechMacrobdella diplotertia (Annelida: Hirudinea) to Wood Frog and Spotted Salamander Egg Masses 139
EARLLEEHANEBRINK: In Memoriam 142
main
Q
1 1
.A78
v. 58
2004
