Analysis of the timing of the arrival of email viruses at different computers provides a way of probing the structural and dynamical properties of the Internet. We found that the intervals t between the arrival of four different strains of email viruses have a power law distribution proportional to t Ϫd , where 1.5рdр3.2 and that there are positive correlations between these intervals. Salient features of the data were reproduced with a model having subnetwork units of different size where the structural components and the dynamical components all have power law scaling relationships with the size of the units. This is an assumption, that we hope will encourage empirical evaluation of these relationships. Many social, biological, engineering, and communication systems may be modeled as complex networks. Because of the widespread connectivity of the Internet, much attention has been given to the organization and transmission of information on large finite networks, particularly with respect to virus attacks ͓1,2͔. One such example is the small-world network ͓3͔, where a regular network is combined with a few random interconnections. Similar models have generated statistical cluster analysis based on percolation ͓4͔, scaling laws ͓5͔, and control of information ͓6͔. Recent work on Internet connectivity has shown that with the right scaling law, the Internet is robust when computer attacks remove certain nodes ͓7͔. Moreover, percolation theories have been used to model the propagation of an epidemic probabilistically ͓8͔. By examining properties of epidemic outbreaks on networks, theories of control have been modeled as well ͓9-11͔. Although epidemic modeling on networks has generated probability models of control, most of the previous scaling law models do not consider the dynamics of the rate of information sent from different cluster sizes, which we argue is important in understanding rates of transmission laws ͓12͔. In this paper, we show from data and a model that the arrival times of email viruses at different computers depend on both the structural and dynamical properties of the Internet.
Many social, biological, engineering, and communication systems may be modeled as complex networks. Because of the widespread connectivity of the Internet, much attention has been given to the organization and transmission of information on large finite networks, particularly with respect to virus attacks ͓1,2͔. One such example is the small-world network ͓3͔, where a regular network is combined with a few random interconnections. Similar models have generated statistical cluster analysis based on percolation ͓4͔, scaling laws ͓5͔, and control of information ͓6͔. Recent work on Internet connectivity has shown that with the right scaling law, the Internet is robust when computer attacks remove certain nodes ͓7͔. Moreover, percolation theories have been used to model the propagation of an epidemic probabilistically ͓8͔. By examining properties of epidemic outbreaks on networks, theories of control have been modeled as well ͓9-11͔. Although epidemic modeling on networks has generated probability models of control, most of the previous scaling law models do not consider the dynamics of the rate of information sent from different cluster sizes, which we argue is important in understanding rates of transmission laws ͓12͔. In this paper, we show from data and a model that the arrival times of email viruses at different computers depend on both the structural and dynamical properties of the Internet.
Data for email virus receipt have been collected by a provider in the UK ͓13͔. The provider is a monitoring node ͑MN͒ that monitors the emails passing from Internet service providers to their client computers. Their software detects emails infected with viruses and deletes the viruses. It maintains records of the arrival dates and times as well as assigning a unique integer to each IP address. The number of arrival times analyzed for four common viruses ͓14,15͔ AnnaKournikova, Magistr.b, Klez.e, and Sircam.a, respectively, are 20 883, 153 518, 413 182, and The probability density function ͑PDF͒ P(t)ϭN(t,t ϩdt)/(N T dt), where N(t,tϩdt) is the number of times t between the arrival of viruses within the interval (t,tϩdt͔ and N T is the total number of times. The usual method to evaluate the PDF is to form a histogram of N(t,tϩdt) with a fixed bin size dt. The problems with the method are the following: ͑1͒ If the bin size dt is chosen to be small, then there are few times in the bins at large t; ͑2͒ if the bin size dt is chosen to be large to capture more times in the bins at large t, then good resolution at small t is lost. We overcome these limitations by using a multihistogram method that combines PDFs generated from histograms of bins of different size, and is more accurate in forming the PDFs from the known test data of several different functional forms including single exponential and power law distributions ͓16͔. Figure 1 illustrates the PDF P(t) of two of the four viruses, which are all approximately straight lines on a plot of ln(P) vs ln(t), where t is the time interval ͑in days͒ between the arrival of the viruses. Thus, the PDF has the power law form that P(t) is proportional to t Ϫd . The exponents d determined from the slope of the best least squares fit of ln(P) vs ln(t) were 1.51 for AnnaKournikova, 3.19 for Magistr.b, 2.40 for Klez.e, and 2.69 for Sircam.a.
The Hurst rescaled range method analyzes the dependency of the range of the fluctuations as a function of the window size over which they are measured ͓17,18͔. The range R in each window is measured as the difference between the maxima and minima of the running sum of the data values minus the mean and is then divided by the standard deviation S in that window. The size of the windows is called the lag, . This method is good at determining if there are long range self-similar correlations present in the data from a plot of ln(R/S) vs ln().
As shown in Fig. 2 , the Hurst rescaled range plots of ln(R/S) vs ln(), the viruses can be fit with straight lines, with HϾ0.5, indicating that there are significant correlations in the times between the arrival of the viruses. The values of H determined from the slope of the best least squares fit of ln(R/S) vs ln() were 0.80 for AnnaKournikova, 0.80 for Magistr.b, 0.82 for Klez.e, and 0.86 for Sircam.a. However, there are also significant deviations from the simplest straight line fit. Since HϾ0.5, there are persistent, positive correlations between the arrival times of the viruses but the deviations from linearity mean that these correlations are not so simple as exactly self-similar ones.
Values of the slope HϾ0.5 on the plots of ln(R/S) vs ln() can also result from short term as well as long term correlations ͓19͔. However, since HϾ0.5, whether caused by short term or long term processes, these are persistent, positive correlations. It is surprising, and perhaps counterintuitive, that viruses transmitted by different independent sources arrive at their receiving computers strongly correlated in time.
It is known that both the structural and dynamical properties of the Internet display power law scaling relationships. For example, in structure, the number of nodes that require k links to reach another node is proportional to k Ϫv , where v characterizes the scaling pattern of spatial connectivity ͓20,21͔. In dynamics, the distribution of the transfer times for files, the number of files with transfer time t, is proportional to t Ϫw , where w characterizes the scaling pattern of temporal behavior ͓23,22͔. To combine structural and dynamical properties into one model, we assume that subnetworks of the Internet are grouped into the units of size k. The viruses sent from any of the k computers within each unit will first pass through its local area network and then through the gateway which connects that unit to the rest of the Internet.
The MN receives emails from these units on their way toward the receiving computers of the Internet service provider. As shown in Fig. 3 , we picture emails transmitted from different numbers of units of different size k. We assume that there are n(k) units of size k. We further assume that only one unit transmits at a time ͓25͔. During each transmission, it sends e(k) viruses each separated by a constant time t. We assume that the structural properties, n(k), and the dynami -FIG. 1 . The probability density function P(t) of the intervals t ͑in days͒ between the arrivals of the email viruses is a power law distribution, as illustrated here for two of the four email viruses. 
FIG. 2. The Hurst rescaled range analysis of the intervals

viruses n(k)e(k). If n(k)e(k) is proportional to t
Ϫr , then ln͓n(k)e(k)͔ is proportional to Ϫr ln(t), and its associated distribution with respect to ln(t), P x (x)ϭexp (Ϫrx) where xϭln(t). The relationship between P x (x) and P(t) is given by P x (x)dxϭ P(t)dt. Thus, P(t) ϭ P x (x)͉dx/dt͉. Since dx/dtϭ1/t and P x (xϭln(t))ϭt
Ϫr , where rϭϪa/cϩb/c, this means that P(t) is proportional to t Ϫ(1Ϫa/cϩb/c) . The PDF of all four viruses has the form that the P(t) is proportional to t Ϫd . Hence dϭ1Ϫa/c ϩb/c.
This relationship for the PDF is confirmed in the results of numerical simulations computed in MATLAB shown in Fig. 4 . We simulated a network with units ranging in size from 1 to 1000 elements over 200 equally spaced logarithmic steps. First, a unit was chosen at random with probability propor- 
FIG. 4.
͑a͒ The probability density function P(t) of the intervals t ͑in days͒ between the arrivals of viruses computed from a numerical simulation of the model where the parameters aϭ2, bϭ2, and cϭ2. The PDF has a power law distribution t Ϫd , like the data in Fig. 1 . The value of d computed from this numerical simulation was 1.04, compared to 1 determined analytically from this model. The value of d depends on the parameters a, b, and c. ͑b͒ The Hurst rescaled range analysis of the intervals t between the arrivals of viruses computed from a numerical simulation of the model where the parameters aϭ2, bϭ2, and cϭ2. The slope of ln(R/S) vs ln(), the Hurst exponent, is Hϭ0.72. tional to n(k). It then generated e(k) viruses at t(k) intervals between the viruses. A total of at least 1 048 576 (1M ) virus arrival times were computed. The multihistogram method was then used to compute P(t) and the slope d determined from best least squares fit of ln(P) vs ln(t). Numerical simulations were computed for the cases where aϭb ϭcϭ2; and aϭ0 and bϭcϭ2. The numerical results d ϭ1.04 and dϭ2.04 compare favorably with the analytic results that dϭ1 and dϭ2, respectively.
Some interesting conclusions can be drawn from the relationship dϭ1Ϫa/cϩb/c, which relates the structural properties ͑a͒ and dynamical properties (b, c, and d) of the Internet. First, the relative number of viruses received from all the units of size k is proportional to k bϪa . The exponent (b Ϫa)ϭc(dϪ1)Ͼ0 when dϾ1. That is, when dϾ1 relatively more viruses are received from the larger units than from the smaller units. When dϽ1, the situation is reversed and and relatively more viruses are received from the smaller units. Since dϾ1 for all four viruses studied here, more viruses are received from the larger units. If a virus was found whose P(t) was proportional to t Ϫd , where dϽ1, this would indicate that more viruses were being received from smaller units instead. Thus, the critical value of dϭ1 may be useful in diagnosing different transmission scenarios.
Second, the time between the receipt of viruses from a unit of size k is proportional to t Ϫc where cϭ(bϪa)/(d Ϫ1). Since dϾ1 for all the four viruses studied here, this means that when bϾa, the rate of receiving viruses is larger from the larger units, and when bϽa, the rate of receiving viruses is larger from the smaller units.
We computed the Hurst rescaled range numerically from this model for the cases where aϭbϭcϭ2; and aϭ0 and bϭcϭ2. The ln(R/S) vs ln() plot computed from the numerical simulations have overall slopes of Hϭ0.74 and H ϭ0.72. Since HϾ0.5, there are persistent, positive correlations between the arrival times of the viruses. It is interesting that these time correlations, which are seen in the experimental data, are also generated by this simple model. The model also deviates from linearity in the ln(R/S) vs ln() plot. The asymptotically horizontal line at small lags is due to the fact that the times between the arrivals of the consecutive viruses from the same unit are equally spaced and so as the range R and the standard deviation S both approach zero, the limit of R/S approaches 1. It is also interesting that some of these same trends, although less pronounced, are seen in the experimental data, namely, the ln(R/S) plot first falls below the linear trend and then meets it or rises above it.
The analysis of the statistical properties of the arrival times of email viruses provides a way to probe the interactions between the structural and dynamical properties of the Internet. These properties can be simulated with a simple model with units of different sizes where the number of units and the numbers and rates at which they send viruses scale as a power law of the size of the units. This model well reproduces the distribution of the times t between the arrival of viruses, P(t), and approximately reproduces some of the correlation properties present in the experimental data. It also provides some insight into the fact that the PDF is proportional to t Ϫd . For the virus data analyzed here, where 1.5 рdр3.2, the model implies that more viruses are received from larger units. However, if the data from a virus had d Ͻ1, then that would mean that more viruses were received from the smaller units.
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