1. It is our aim to study some equations of the form df(x, t) (1) ^-L = K[f(x, t)], dt where 0 gx, t < °o , f(x, 0) is known and K(f) has a representation (2) K(f) = Z Kn(f), i each Kn(f) being derived from an w-linear operator by equating the argument functions. Equations of type (1) occur in physics, especially in connection with transport phenomena and kinetic theory. In this context the summands Kn(f) in (2) possess a simple interpretation: for n'2i2 Kn(f) is the contribution toward the time-rate of reshuffling of a distribution f(x, t), due to w-tuple collisions, w-fold coalescences or similar processes, while Ki(f) is the contribution due to breakup or other destructive process. For further details about this, and other background material, see [l; 2] and [3] .
Our main result is a theorem asserting unique local existence of solutions of Equation (1) . These are obtained by the Picard iterative method and bounds on various approximation errors are given or can be developed. However, these estimates seem to be too crude for actual computation. 
438
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use ||#i(/)IU^a (11/11 i + ll/IU (6) " " \\Kn(fi, ■ ■ ■ ,/»)ii-sz)"n ii/iiii z ii/.ju/iwii, »= 2. i i
Here C" and £>" are non-negative constants. Although this terminology is not quite justified, K" will be called an operator rather than a mapping. Define now Kn(f) =Kn(f,
•••,/) and introduce the functions OO OO F(x) = 22 Cnx", G(x) = 22 DnX"; i i
if both are entire in x, the operator K(f) = 22i Kn(f) will be called an entire operator. It will be noticed that the norm-functions F and G are then absolutely monotonic over /. The following example shows that the class of entire operators has nontrivial members. Let ip(x, y) be a non-negative, bounded, continuous function, defined for
O^y^x, and let
For each w^2 let c/>"(xi, • ■ • , x") be a non-negative, bounded, continuous function, invariant under any permutation of its arguments.
Let f(y)Hy, x)dy -f(x)/x I y \p(x, y) dy,
where we have put for brevity
Under these conditions K(/) is entire if the positive constants a" tend to infinity sufficiently fast.
3. Let/, gGSF. In this section estimates will be derived for the L' and L°° norms of K(f)-K(g), K being an entire operator. By the w-linearity and symmetry of Kn we have
Taking U norms and making use of (5), we obtain
Summing over n and recalling the definition and properties of F(x), we get
Similarly we obtain an Lx estimate. Starting again from (7), taking L°° norms and making use of (6), we have for re^2
The series occurring in the above are easily summed up, and
ii ii r wiigiii n/iii -iigii1 ii
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By the definition and properties of G(x) we havẽ
and by a mean-value theorem
where 0^9^1. Now
making use of (10), (11) and (12), we obtain finally
•{2?1+l/2G"(max(||/||i,||g||i))(||/|U + ||g||co)}.
As a special case of estimates (9) and (13) we obtain (14) \\K(f)\\i ^ Fdl/Ho, ||at/)|U g a||/||i + ||/IUg'(||/||i).
The following lemma belongs logically to this section: Lemma 1. ///GEF and K(f) is an entire operator, then K(f)£5.
It suffices to show that i£(/)£C°, the rest follows from (14). By its definition and by hypothesis (3) K(f) is an infinite series of continuous functions Kn(f). Since |i£(/)| ^H-K^/)!!*,, it follows from (6) that the series for K(f) converges uniformly and absolutely, therefore K(J)GC°.
A. Consider the integrated form of Equation (1): This completes the proof of Lemma 2. It follows now from Lemmas 1 and 2 that {/,•} C^ for O^t^ti.
From now on, until the contrary is mentioned, it will be assumed that the variable t, wherever it occurs, is restricted to the interval [0, t\]. 5. Theorem 1. Let K be an entire operator and let f(x, 0) be a given member of 3. Then Equation (1) either possesses a unique solution f(x, t) in £F, valid for t^O, or else, it possesses a unique solution f(x, <)£SF on an interval [0, T) and ||/(x, t)\i tends to infinity as t approaches T. In each case the right hand side may be used to define the left hand one, and the second and third derivatives will exist if only the series in (32) and (33) can be shown to converge uniformly and absolutely. Since the general expression for the A^th derivative is rather involved, we shall introduce a symbolic procedure to simplify the matters. 
