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A reformulation of fermionic QFT in electromagnetic backgrounds is pre-
sented which uses methods analogous to those of conventional multiparticle
quantum mechanics. Emphasis is placed on the (Schro¨dinger picture) states
of the system, described in terms of Slater determinants of Dirac states, and
not on the field operator ψˆ(x) (which is superfluous in this approach). The
vacuum state ‘at time τ ’ is defined as the Slater determinant of a basis for
the span of the negative spectrum of the ‘first quantized’ Hamiltonian Hˆ(τ),
thus providing a concrete realisation of the Dirac Sea. The general S-matrix
element of the theory is derived in terms of time-dependent Bogoliubov coeffi-
cients, demonstrating that the S-matrix follows directly from the definition of
inner product between Slater determinants. The process of ‘Hermitian exten-
sion’, inherited directly from conventional multiparticle quantum mechanics,
allows second quantized operators to be defined without appealing to a com-
plete set of orthonormal modes, and provides an extremely straightforward
derivation of the general expectation value of the theory. The concept of
‘radar time’, advocated by Bondi in his work on k-calculus, is used to gener-
alise the particle interpretation to an arbitrarily moving observer. A definition
of particle results, which depends only on the observer’s motion and the back-
ground present, not on any choice of coordinates or gauge, or of the particle
detector. We relate this approach to conventional methods by comparing and
contrasting various derivations. Our particle definition can be viewed as a
generalisation to arbitrary observers of Gibbons’ approach [1].
Key Words: particle creation, fermion, observer, Slater determinant, radar time.
1. INTRODUCTION
We present here an initial-value formulation of fermionic QFT in an elec-
tromagnetic background. This formulation can be seen as the natural rela-
tivistic generalisation of non-relativistic multiparticle quantum mechanics.
We emphasise the states of the system, described in terms of Slater de-
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terminants of Dirac states, rather than the field operator. The vacuum is
defined as the Slater determinant of a basis for the span of the negative
spectrum of the ‘first quantized’ Hamiltonian, providing a concrete manifes-
tation of the Dirac Sea. Simple derivations of the general S-Matrix element
and expectation values in the theory then follow. Moreover, this approach
suggests a consistent particle interpretation at all times, without requiring
any ‘asymptotic niceness conditions’ on the ‘in’ and ‘out’ states. By using
the concept of ‘radar time’ (originally made popular by Bondi in his work
on k-calculus [2]) we generalise this particle interpretation to an arbitrarily
moving observer, providing a definition of particle which depends only on
the observer’s motion and on the background.
Perhaps the most surprising aspect of this description of relativistic mul-
tiparticle systems is that it is essentially new. Even in 1932, when the
‘Dirac Sea’ concept was first introduced [3, 4], the notion of using Slater
determinants to describe the ‘filling of energy levels’ was well-known [5].
Indeed, a formulation of relativistic fermionic systems close to that pre-
sented here (although not in a classical background, not explicitly using
Slater determinants, and not considering observer dependence) was pre-
sented in 1934 by Furry and Oppenheimer [6] (it is described from a more
modern standpoint in the introduction to Weinberg’s book [7]). However,
the view at the time was that the Dirac Sea was little more than a math-
ematical trick, and should be stable and trivial to describe. Even Dirac
[8] stated that “The vacuum is quite a trivial thing physically, and we
should expect it to correspond to a trivial solution of the Schro¨dinger
equation”. The Furry-Oppenheimer theory was rapidly replaced by the
Canonical approach, which treats the ‘holes’ in the Dirac Sea (rather than
its constituents) on the same footing as the electrons, while defining the
vacuum only implicitly, as ‘containing no electrons or holes’.
A more recent formulation of fermionic QFT in classical backgrounds,
which also actively incorporates the Dirac Sea concept, has been given by
Keifer et al. [9, 10, 11], Floreanini et al. [12] and others. This is based
on the ‘functional Schro¨dinger equation’, where the state of the system is
described by a functional of Grassmann fields, much as was proposed by
Berezin [13]. This formulation has met with considerable success in appli-
cations [10, 11, 14], although questions regarding particle interpretation,
the choice of boundary conditions, and the foliation of spacetime remain
unresolved.
The formulation of QFT presented in the present paper resolves these
problems. We support the claim [15] that, when considering QFT in elec-
tromagnetic or gravitational backgrounds (so that vacuum effects are im-
portant) it is clearer and faster to work directly with a concrete repre-
sentation of the Dirac sea. Since this approach is the natural relativistic
generalisation of methods already familiar in conventional multiparticle
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quantum mechanics, we also believe that it will often provide a favourable
alternative to the canonical approach.
Sections 2 and 3 set out the basis of our approach, as described in the
rest frame of an inertial observer. The State space F∧(H) is presented in
Section 2 in terms of Slater determinants of spinor-valued functions. In
Section 3 we describe the time-dependent particle interpretation of state
space. We show how the general S-Matrix element of the theory follows
directly from the definition of inner product between Slater determinants,
and we calculate the general expectation value using the theory. ‘Radar
time’ is introduced in Section 4, and is used to generalise the particle in-
terpretation to arbitrarily moving observers. In Section 5 we show how our
formalism is related to more conventional methods, using the field operator
ψˆ(x). By extending a technique originally developed for real scalar fields
by DeWitt [16], we rederive the general S-Matrix element of the theory
and compare this to the derivation presented in Section 3. We also show
how our particle definition can be expressed in more conventional terms by
discussing it’s relation to the method of Hamiltonian diagonalisation. Our
definition consistently combines the conventional ‘Bogoliubov coefficient
method’ with the ‘tunnelling method’, resolving the gauge inconsistencies
[17] that trouble each of these methods. A retrospective overview is pre-
sented in Section 6.
2. THE STATE SPACE
2.1. Preliminaries
The Lagrangian density for the Dirac equation in an electromagnetic
background Aµ(x) is [18]
L= ψ¯(x)(iγµ←→∇ µ−m)ψ(x)= i
2
[ψ¯γµ∇µψ−∇µψ¯γµψ]−mψ¯ψ (1)
where {γµ,γν} = 2ηµνI4, (I4 is the 4 × 4 identity matrix and
ηµν =diag(1,−1,−1,−1)), ψ(x) is a 4-component spinor, ψ¯(x)≡ψ†(x)γ0,
and e is the charge of the fermion (e < 0 for electrons). The covariant
derivative ∇µ is defined by ∇µψ(x) ≡ ∂µψ(x) + ieAµ(x)ψ(x). The La-
grangian (1) leads to the governing equation:
(iγµ∇µ−m)ψ(x)=0 (2)
with a conserved inner product:
〈ψ(x,t)|φ(x,t)〉=
∫
d3x ψ†(x,t)φ(x,t) (3)
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A ‘first quantized’ Dirac state is a spinor valued function of space, which
evolves with time. The ‘first quantized’ state spaceH is the set of all spinor-
valued functions of R3 whose norm under (3) is finite, H≡L2(R3)4. We
shall denote a first quantized state at time t by ψ(x,t) or |ψ(t)〉 or, where
no ambiguity is possibly, simply ψ (there will be little need to distinguish
between a state and its coordinate representation).
It is convenient to write (2) in ‘Hamiltonian form’ as:
i∇0ψ(x,t)= Hˆ1(x,t)ψ(x,t) (4)
where Hˆ1(x,t)ψ(x,t)= (−iγ0γk∇k+mγ0)ψ(x,t) (5)
and k is to be summed over k=1,2,3. This defines the (gauge covariant)
first quantized Hamiltonian operator Hˆ1(x,t), which plays an important
role below. The expectation value of Hˆ1(x,t) in the state ψ(x,t) is:
〈ψ(x,t)|Hˆ1(x,t)|ψ(x,t)〉=
∫
d3x ψ¯(x,t)(−iγk∇k+m)ψ(x,t) (6)
=
∫
d3x T 00,ψ(x) ≡Ht0(ψ) (7)
where T µν,ψ(x)= iψ¯γ
µ←→∇ νψ−δµνL (8)
is the energy-momentum tensor. The expectation value of Hˆ1 is identified
as the spatial integral of the ‘00-component’ of the energy-momentum ten-
sor. If we require that ψ(x,t) is a solution of the Dirac equation, the
δµνL term and the ←→ in (8) both vanish and we can write T 00(x) =
iψ¯γ0∇0ψ. Also notice that if the LHS of (4) had been i∂ψ∂t rather than
i∇0ψ= i∂ψ∂t −eA0(x)ψ, then the RHS would have been Hˆev= Hˆ1+eA0(x),
which is clearly dependent on gauge.
2.2. The Full Fock Space Over H
The antisymmetric Fock Hilbert space over the complex Hilbert space
H is denoted F∧(H) and is defined [19] in terms of the antisymmetric
Tensor Algebra over H. It is a natural and familiar construction by which
a quantum theory of fermions can be formulated. We now define F∧(H).
Let H be the Hilbert space in the previous Section, with inner product
denoted by 〈 | 〉. Let ⊗nH denote the direct product of n copies of H,
and let ∧nH denote the restriction of ⊗nH to those ‘states’ which are
completely antisymmetric under changes in the order of the elements |ψ〉∈
H from which it is constructed. Given |ψ1〉|ψ2〉. . . |ψn〉∈⊗nH we can define
ψ1∧ψ2∧···∧ψn∈∧nH by:
ψ1∧ψ2∧···∧ψn≡ 1√
n!
∑
σ
sign(σ)|ψσ(1)〉|ψσ(2)〉. . . |ψσ(n)〉 (9)
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where {σ(i),i= 1, . . . ,n} is a permutation of {1 . . .n}. This is simply the
Slater determinant of the states |ψ1〉. . . |ψn〉. The antisymmetric Fock
Hilbert space F∧(H) is now given by:
F∧(H)=⊕∞n=0∧nH
where ∧0H≡ C and ∧1H≡H. States which lie entirely within ∧rH for
some r are said to be of grade r.
A useful operation on F∧(H) is the ‘inner derivative’ (named by analogy
with differential geometry) iψ :∧nH→∧n−1H. This is defined by:
iψ :φ1∧···∧φn→
∑
i
(−)i+1〈ψ|φi〉φ1∧···∧ φˇi∧···∧φn (10)
where the check over φi signifies that this state is omitted from the prod-
uct. The relation iψ :F∧(H)→F∧(H) is obtained from (10) by imposing
linearity, together with the additional convention iψλ=0 for λ∈∧0H. It
is clear that iψ(iψ|F 〉)=0 for all |F 〉∈F∧(H), and that:
iψ(φ∧|F 〉)= 〈ψ|φ〉|F 〉−φ∧(iψ |F 〉) (11)
The operation iψ is denoted as a(ψ) by Ottesen [19], and plays the role of
an annihilation operator. Here iψ will play a similar, although not identical
role.
Finally, the inner product on F∧(H) is given by:
〈ψ1∧···∧ψn|φ1∧···∧φm〉= δnmdet[〈ψi|φj〉] (12)
where 〈ψi|φj〉 refers to the inner product onH. (For states λ,µ∈∧0H define
〈λ|µ〉= λ¯µ and 〈λ|Fn〉=0 for any state |Fn〉 of grade n> 0.) This agrees
with the inner product defined in terms of Slater determinants. Although
we use the notation 〈 | 〉 to refer to both the inner product on H and the
inner product on F∧(H), it will be clear from the context which is meant.
2.3. Operators on Fock Space
Let Aˆ1 :H→H be an operator on the space of Dirac states. We wish to
construct from it an operator which can act on all of state space. There are
two useful ways of doing this: Hermitian extension AˆH :F∧(H)→F∧(H),
and Unitary extension AˆU :F∧(H)→F∧(H) (outlined also in Ottesen [19]).
These are defined by:
AˆH :ψ1∧ψ2∧···∧ψN→
N∑
i=1
ψ1∧ . . .(Aˆ1ψi)∧ψi+1 · · ·∧ψN (13)
AˆU :ψ1∧ψ2∧···∧ψN→ (Aˆ1ψ1)∧(Aˆ1ψ2)∧···∧(Aˆ1ψN ) (14)
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If Aˆ1 is (anti)hermitian with respect to the inner product (3) on H, then
AˆH is (anti)hermitian with respect to the inner product (12) on F∧(H). If
Aˆ1 is unitary, then so is AˆU . Also (e
Aˆ1)U = e
AˆH , so that if Uˆ1= e
Aˆ1 on H
then UˆU = e
AˆH on F∧(H).
Some Simple Properties
1. (Aˆ+ Bˆ)H = AˆH+ BˆH , [AˆH ,BˆH ]= [Aˆ,Bˆ]H and (AˆBˆ)U = AˆU BˆU .
2. [AˆH ,ψ∧]= (Aˆ1ψ) and [AˆH ,iψ]=−iAˆ†1ψ
3. If ψ1,ψ2, . . .ψN are all eigenstates of Aˆ1 with eigenvalues λ1, . . .λN ,
then ψ1∧ψ2 · · ·∧ψN is an eigenstate of AˆH with eigenvalue
∑N
i=1λi.
4. If ψ1,ψ2, . . .ψN are orthonormal and |F 〉≡ |ψ1∧ψ2 · · ·∧ψN 〉 then
〈F |AˆH |F 〉=
N∑
i=1
〈ψi|Aˆ1|ψi〉 (15)
〈F |(AˆH)2|F 〉=
N∑
i=1
〈ψi|Aˆ21|ψi〉+2
∑
i<j
(〈ψi|Aˆ1|ψi〉〈ψj |Aˆ1|ψj〉 (16)
−〈ψi|Aˆ1|ψj〉〈ψj |Aˆ1|ψi〉)
〈F |(AˆH)2|F 〉−(〈F |AˆH |F 〉)2=
∑
i
〈ψi|Aˆ21|ψi〉−
∑
i,j
|〈ψi|Aˆ1|ψj〉|2 (17)
2.4. Evolution of States
Define the evolution operator Uˆ1(t,t0) on H by
Uˆ1(t,t0)|ψt0〉≡ |ψt0(t)〉 (18)
where |ψt0〉 represents the chosen initial conditions ψt0(x) at time t0, and
|ψt0(t)〉 represents the solution ψt0(x,t) of the Dirac equation satisfying
these initial conditions.
We consider only QFT in an (external) electromagnetic background, so
that we ignore direct particle-particle interactions and just work within
the ‘zeroth order Hartree Fock’ approximation. This assumes that the
evolution operator on F∧(H) is just the unitary extension of the evolution
operator on H, or that Hˆ(t)= Hˆ1,H(t), which is the natural generalisation
of the equation that appears in multiparticle quantum mechanics textbooks
[20, 21] as Hˆ(x1, . . .xn)= Hˆ(x1)+· · ·+Hˆ(xn). The action of Uˆ(t,t0) is given
by:
Uˆ(t,t0) :ψ1,t0 ∧···∧ψn,t0→ψ1,t0(t)∧···∧ψn,t0(t) (19)
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The multiparticle solution is simply the Slater determinant of the appro-
priate ‘first quantized’ solutions. This construction preserves grade, and
implies that the unitarity of Uˆ(t,t0) follows immediately from the unitarity
of the first quantized Dirac equation.
We have now a state space, an evolution equation (19) and a conserved
inner product (12). This is all we need to calculate arbitrary S-Matrix
elements (from (19) and (12)), arbitrary expectation values (from (15)),
and even fluctuations in these expectation values (from (17)). However,
the theory is not invested with physical meaning until the states of the
system can be specified in terms of their physical properties. Accordingly
we now turn our attention to a particle interpretation.
3. A PARTICLE INTERPRETATION OF STATE SPACE
3.1. The Positive/Negative Energy Split and the Vacuum State
Consider the action of Hˆ1(t0) on H, at some fixed time t0. Since Hˆ1(t0)
is Hermitian we can parametrise H in terms of the eigenvectors of Hˆ1(t0).
From this we can define H±(t0) such that:
H+(t0) is the span of the positive spectrum of Hˆ1(t0)
H−(t0) is the span of the negative spectrum of Hˆ1(t0)
H+(t0) is the set of all positive energy states, and H−(t0) is the set of
all negative energy states as defined at time t0. H±(t0) can alternatively
be defined such that the projection operators Pˆ±(t0) : H→H±(t0) are
orthogonal projections satisfying:
Ht0(Pˆ
+(t0)ψ)≥Ht0(ψ)≥Ht0(Pˆ−(t0)ψ) (20)
(in the notation of (7)) for all ψ ∈H. These definitions are equivalent (as
shown in [22]) but since (20) does not refer explicitly to the spectrum of
Hˆ1(t0) it is often more useful, as in section 4.1. Also, we have implicitly
assumed that Hˆ1(t) has no zero energy eigenstates (for any t). This is true
for a large class of observers, but no longer holds when particle horizons are
present. In the presence of particle horizons we have a third space H0(t),
consisting of zero energy eigenstates. This case is explained in detail in [23];
the simplest example is the Unruh effect, which will be discussed briefly in
Section 4.1.
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We can now define the vacuum at time t0, |vact0〉 as follows:
|vact0〉 is the Slater determinant of any basis of H−(t0),
normalised so that 〈vact0 |vact0〉=1.
This specifies |vact0〉 up to an arbitrary phase factor. It is the state in which
all negative energy degrees of freedom are full, and hence is a concrete
manifestation of the Dirac Sea.
To illustrate this, suppose temporarily that H contains only N positive
and N negative energy degrees of freedom (N→∞ contains no complica-
tions). Let {ui,t0 ;i=1, . . .N} be an orthonormal basis for H+(t0) at some
time t0, and let {vi,t0 ;i=1 . . .N} be an orthonormal basis for H−(t0). The
vacuum at time t0 can be written as:
|vact0〉= v1,t0∧···∧vN,t0 (21)
This state is independent of the choice of basis for H−(t0) (up to a phase
factor) because of the complete antisymmetry of the Slater determinant. If
Hˆ1(t) depends on time then so does the spaceH−(t), and the vacuum |vact〉
will differ at different times. If {ui,t1 ;i=1, . . .N} and {vi,t1 ;i=1, . . .N} are
orthonormal bases forH+(t1) andH−(t1) respectively for some time t1>t0,
then we may write the vacuum at time t1 as:
|vact1〉= v1,t1∧···∧vN,t1 (22)
The evolved state |vact0(t1)〉, obtained by evolving |vact0〉 from time t0
to time t1 is simply:
|vact0(t1)〉= v1,t0(t1)∧···∧vN,t0(t1) (23)
where vi,t0(t1) denotes the state obtained from vi,t0 by evolution to time
t1, and will not, in general, be contained in H−(t1). We can now calculate
quantities such as the probability that |vact0(t1)〉 will still be in the vacuum
state:
Pvac→vac= |〈vact1 |vact0(t1)〉|2 (24)
where 〈vact1 |vact0(t1)〉=det[〈vi,t1 |vj,t0(t1)〉] from(12) (25)
In the case of Dirac theory in an electromagnetic background, the time
dependence of Hˆ(t) arises entirely from the time dependence of the back-
ground Aµ(x,t), so that the state |vact0〉 represents the ‘vacuum in the
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presence of a background Aµ(x,t0)’, while |vact1〉 represents the ‘vacuum
in the presence of a backgroundAµ(x,t1)’. The state |vact0(t1)〉, sometimes
called the evolved vacuum, is not actually a vacuum state.
3.2. Particle States Built On The Vacuum
Let ut0 ∈H+(t0), and let vt0 ∈H−(t0).
Then a one-electron state at time t0 is of the form: ut0 ∧|vact0〉
while a one-positron state at time t0 is of the form: ivt0 |vact0〉
As expected, electrons are represented by the presence of positive energy
degrees of freedom, and positrons are represented by the absence of nega-
tive energy degrees of freedom (note that vt0 ∧|vact0〉=0= iut0 |vact0〉 for
all ut0 ∈H+(t0) and vt0 ∈H−(t0)). States having higher numbers of par-
ticles are constructed in the obvious way. These states are related to the
conventional constructions by defining creation and annihilation operators
as:
a(ut0)= iut0 a
†(ut0)=ut0∧ (26)
b(vt0)= vt0∧ b†(vt0)= ivt0 (27)
It is routine to verify that a†(ut0) is indeed the Hermitian conjugate of
a(ut0), and similarly for b
†(vt0) and b(vt0). The Canonical Anticommu-
tation Relations (CARs) follow directly from (11), while equations such
as
[Pˆµ,a
†
λ(p)]=pµa
†
λ(p) [Qˆ,a
†
λ(p)]=a
†
λ(p)
are all contained in Property 2 of Section 2.2.
It is useful to introduce an orthonormal basis for F∧(H) in ‘standard
form’ at some time t0. For this purpose, let {ui,t0;i= 1, . . .N}, {vi,t0 ;i=
1, . . .N} be orthonormal bases for H+(t0) and H−(t0) respectively, as in
Section 3.1. Introduce the symbol |(i1i2...im
j1j2...jn
)
t0
〉 to denote an ‘in’ state, of
m particles (in states ui1 . . .uim with i1<i2< ...im by convention), and n
antiparticles (corresponding to the absence of states vj1 . . .vjn), prepared
at time t0. This state is given by:
|(i1i2...im
j1j2...jn
)
t0
〉≡ (−)Jui1,t0 ∧ . . .uim,t0 ∧v1,t0 ∧ . . . vˇj1,t0 · · ·∧ vˇjn,t0 · · ·∧vN,t0
(28)
=a†i1,t0 . . .a
†
im,t0
b†jn,t0 . . .b
†
j1,t0
|vact0〉 (29)
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where the check over vj,t0 signifies that this degree of freedom is missing
from the state, and J = n2 (n+1)+
∑n
k=1 jk is included as a sign convention.
This state evolves into
|(i1i2...im
j1j2...jn
)
t0
(t)〉=(−)Jui1,t0(t)∧···∧uim,t0(t)∧v1,t0 (t)∧ . . .
. . . vˇj1,t0(t)· · ·∧ vˇjn,t0(t)· · ·∧vN,t0(t) (30)
which we can write loosely as a†i1,t0(t). . .a
†
im,t0
(t)b†jn,t0(t). . .b
†
j1,t0
(t)|vact0(t)〉
where a†i,t0(t) is shorthand for ui,t0(t)∧ and b
†
j,t0
(t) is shorthand for ivj,t0 (t).
However, a†i,t0(t) does not represent the creation of a particle at time t, since
ui,t0(t) is not in H+(t). Similarly, b†j,t0(t) does not represent the creation
of an antiparticle.
We now define the Time-dependent Bogoliubov Coefficients by:
αij(t,t0)= 〈ui,t|uj,t0(t)〉 γij(t,t0)= 〈vi,t|uj,t0(t)〉 (31)
βij(t,t0)= 〈ui,t|vj,t0(t)〉 ǫij(t,t0)= 〈vi,t|vj,t0(t)〉 (32)
Then the Bogoliubov conditions
[
α†α+γ†γ α†β+γ†ǫ
β†α+ǫ†γ β†β+ǫ†ǫ
]
=
[
I 0
0 I
]
=
[
αα†+ββ† αγ†+βǫ†
γα†+ǫβ† γγ†+ǫǫ†
]
(33)
follow from unitarity of the ‘first quantized’ evolution matrix
S1(t1,t0)=
[
α(t1,t0) β(t1,t0)
γ(t1,t0) ǫ(t1,t0)
]
Note that our labelling of the Bogoliubov coefficients differs from that used
in Manogue’s [24] asymptotic treatment (Manogue’s are the complex con-
jugates of those used here). From (12), (28) and (30) we have immediately:
〈(i′1i′2...i′m′
j′1j
′
2···j
′
n′
)
t1
|(i1i2...im
j1j2...jn
)
t0
(t1)〉
=(−)J−J′ det




αi′1i1 . . . αi′1im
...
...
αi′
m′
i1 · · · αi′
m′
im




βi′11
(
j1...jn
missing
)
βi′1N
...
...
βi′
m′
1
(
j1...jn
missing
)
βi′
m′
N



 γ1i1 · · · γ1im( j′1...j′n′
missing
) (
j′1...j
′
n′
missing
)
γNi1 · · · γNim




ǫ11
(
j1...jn
missing
)
ǫ1N(
j′1...j
′
n′
missing
) (
j′1...j
′
n′
missing
)
ǫN1
(
j1...jn
missing
)
ǫNN




(34)
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if m−n=m′−n′ (charge conservation), and zero otherwise. This is a com-
pletely general formula for an arbitrary S-Matrix element, and it is remark-
able that its derivation is so easy. This is in stark contrast to conventional
formulations (see Section 5). The reason is the concrete representation of
states as given by (28), and the simple evolution equation which allows
us to deduce (30). In most approaches to QFT in a classical background
[25, 26, 16] the states are defined only implicitly, by equations like (29), and
the creation/annihilation operators are defined implicitly, by the CAR’s.
The derivation of S-Matrix elements must then proceed by a much more
round-about method.
Some other textbook approaches do present a concrete representation of
state space [27, 28], and also use the antisymmetric tensor algebra F∧(H′)
over some ‘first quantised’ state space H′. However, they do not simply
take H′ to be the space of Dirac states, but rather require that it repre-
sent the ‘set of all one-particle states’. Then ∧nH′ represents the set of
all n-particle states, while ∧0H′ represents the physical vacuum. Solutions
of the Dirac equation must then be modified in order to construct these
1-particle states. For example, Thaller ([27], page 275) uses the set of
‘positive energy solutions and charge conjugates of negative energy solu-
tions’ H′≡H++CˆH−, but treats only those cases where this choice can be
made independently of time, while Wald ([28], page 103) uses a construc-
tion that no longer makes reference to positive or negative energy states.
Such modifications of H destroy the simplicity of the evolution equation
(19) and require that grade violating terms be included to represent pair
creation. This is why, even with a concrete representation of state space,
such approaches still find it easier to describe those states in terms of cre-
ation/annihilation operators and a field operator rather than referring to
the states directly, and why (34) is derived using methods like those in
Section 5. Also, the requirement that H′ be time independent either re-
stricts the applications of the theory or implies that H′ can no longer be
interpreted as representing 1-particle states, removing any motivation for
such a choice of H′.
Before we examine expectation values and vacuum subtraction, it is con-
venient to factor out 〈vact1 |vact0(t1)〉=det(ǫ(t1,t0)) from some of the S-
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Matrix elements presented in (34). Consider for example 〈(i′1i′2...i′n′
j′1j
′
2...j
′
n′
)
t1
|vact0(t1)〉.
This can be written as:
〈(i′1i′2...i′n′
j′1j
′
2...j
′
n′
)
t1
|vact0(t1)〉=(−)J
′
det


−→
β i′1
...−→
β i′
n′−→ǫ 1(
j′1...j
′
n′
missing
)
−→ǫ N


where
−→
β i represents the i
th row of β, and similarly for −→ǫ i. By multiply-
ing this on the right by the matrix
[ −→ǫ −1
j′1
· · · −→ǫ −1
j′
n′
−→ǫ −11
(
j′1...j
′
n′
missing
) −→ǫ −1N
]
(having determinant (−1)
∑n′
1 (j
′
k
−1)
det(ǫ) ) we have
〈(i′1i′2...i′m′
j′1j
′
2...j
′
n′
)
t1
|vact0(t1)〉=(−)
n′
2 (n
′−1)det(ǫ)det


Vi′1j′1 · · · Vi′1j′n′
...
...
Vi′
n′
j′1
· · · Vi′
n′
j′
n′


=(−)n
′
2 (n
′−1)det(ǫ)det(V out) (35)
where V ≡βǫ−1 and V out is constructed from V using only those matrix
entries relevant to the desired out state. Similarly:
〈vact1 |
(
i1i2...im
j1j2...jn
)
t0
(t1)〉=(−)n2 (n−1)det(ǫ)det


Λj1i1 · · · Λj1in
...
...
Λjni1 · · · Λjnin

 (36)
where Λ≡ ǫ−1γ.
The general case is more arduous, but routine. Rather than present it
here we shall consider, as an example, the S-Matrix element between two
1-electron states, 〈(i′)
t1
|(i)
t0
(t1)〉= 〈vact1 |a†i′,t1a
†
i,t0
(t1)|vact0(t1)〉. We first
expand ui,t1 in terms of {uj,t0(t1),vj,t0(t1)}, as ui,t1 =
∑
j{α∗ij(t1,t0)uj,t0(t1)+
β∗ij(t1,t0)vj,t0(t1)}. From the definition (26), this immediately yields the
familiar equation:
ai,t1 =
∑
j
{αij(t1,t0)aj,t0(t1)+βij(t1,t0)b†j,t0(t1)} (37)
From this, we can write:
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〈(i′)
t1
|(i)
t0
(t1)〉= 〈vact1 |αi′i+
∑
j
βi′jb
†
j,t0
(t1)a
†
i,t0
(t1)|vact0(t1)〉 (38)
=det(ǫ)(α−βǫ−1γ)i′i=α−1ii′ det(ǫ) (39)
where we have used α−βǫ−1γ = (α†)−1, which follows from the Bogoli-
ubov conditions. The two terms in (38) represent distinct contributions to
the ‘evolved 1-particle state’ ui,t0(t1)∧|vact0(t1)〉. The first contribution
corresponds to the positive energy component of u1,t0(t1) acting on the vac-
uum component of |vact0(t1)〉, while the second contribution comes from
the negative energy component of u1,t0(t1) destroying the antiparticle of
one of the two-particle components of |vact0(t1)〉. Similarly, the S-matrix
element between two antiparticle states is:
〈(
j′
)
t1
|(
j
)
t0
(t1)〉=(ǫ−1)jj′ det(ǫ) (40)
We can use the Bogoliubov conditions to deduce the relations
Λ†=−α−1β V †=−γα−1 (41)
ǫ†ǫ=(1+ΛΛ†)−1 αα†=(1+V V †)−1 (42)
Since α−1 and ǫ−1 respectively represent the relative particle/particle and
antiparticle/antiparticle transition amplitudes, it follows that (42), along
with the relations V †α=−ǫΛ and αΛ†=−V ǫ (these follow from (41) and
the definitions of V , Λ) constitute the fermionic version of the relativistic
generalisation of the Optical Theorem, that has been given by DeWitt
[16, 29].
3.3. Vacuum Subtraction and Physical Operators
Consider the expectation value, in the physical vacuum at time t0, of the
Hermitian extension of an operator Aˆ1(t0) :H→H. From (15) we have:
〈vact0 |AˆH(t0)|vact0〉=
∑
i
〈vi,t0 |Aˆ1(t0)|vi,t0〉
where {vi,t0} constitute an orthonormal basis for H−(t0). This is not zero,
nor even finite in general. At this point we need to introduce a scheme
analogous to normal ordering. Accordingly, given an operator Aˆ1(t) :H→
H corresponding to an observable which is zero in the vacuum we define
the physical extension Aˆphys(t) :F∧(H)→F∧(H) of Aˆ1(t) by:
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Aˆphys(t)= AˆH(t)−〈vact|AˆH(t)|vact〉1ˆ (43)
So 〈vact|Aˆphys(t)|vact〉 is now zero by construction.
In Section 5.2 we show that this vacuum subtraction is equivalent to
normal ordering with respect to the particle interpretation at the time
of measurement. This choice is also made in previous ‘Hamiltonian di-
agonalisation’ procedures, and uniquely guarantees the positive definite-
ness of Hˆphys(t) while maintaining 〈vact|Hˆphys(t)|vact〉=0. Unfortunately,
experience has shown that vacuum subtraction does not on its own al-
ways return a finite expectation value of Hˆphys(t) in the evolved vacuum,
〈vact0(t)|Hˆphys(t)|vact0(t)〉. Further renormalisation is often required. Tech-
niques for the renormalisation of quantities ‘after vacuum subtraction’ are
presented in, for example, Grib et al.[30], while many other techniques are
presented in [25] or [26].
We now treat two important examples of ‘physical extension’.
1. Consider the unit operator on H. Its physical extension clearly satis-
fies:
1ˆphys|
(
i1i2...im
j1j2...jn
)
t0
(t)〉= {grade(|(i1i2...im
j1j2...jn
)
t0
(t)〉)−grade(|vact〉)}|
(
i1i2...im
j1j2...jn
)
t0
(t)〉
=(m−n)|(i1i2...im
j1j2...jn
)
t0
(t)〉
at all times t (including t= t0). This clearly represents charge; Qˆ= e1ˆphys.
Charge conservation therefore follows directly from the fact that evolution
is grade preserving. That the physical extension of the unit operator should
represent charge is clearly appropriate, since the norm 〈ψ|1ˆ1|ψ〉 of a state
ψ ∈H is well known to be the conserved ‘charge’ of the Dirac Lagrangian
conjugate to changes in phase.
2. The number operator is the most important example of an operator
depending explicitly on the split of H into H+(t0) and H−(t0). It is the
physical extension of the operator Nˆ1(t0) : H→ H defined by Nˆ1(t0) =
Pˆ+(t0)− Pˆ−(t0). Clearly Nˆ1(t0) commutes with Hˆ1(t0), but does not in
general commute with time evolution (since it does not commute with
Hˆ1(t) for t 6= t0). Nˆphys(t0) inherits both of these properties. Therefore the
number operator Nˆphys(t0) represents a well-defined physical observable,
but is not conserved. When acting on states in standard form, it gives:
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Nˆphys(t0)|
(
i1i2...im
j1j2...jn
)
t0
〉=(m+n)|(i1i2...im
j1j2...jn
)
t0
〉 (44)
so that it is positive definite and has integer eigenvalues. We can expand
Nˆphys(t0) in modes as:
Nˆphys(t0)=
∑
k
(Nˆ+k,t0 +Nˆ
−
k,t0
)
where {uk,t0} and {vk,t0} are orthonormal bases of H±(t0),
Nˆ+k,t0 = uk,t0 ∧ (iuk,t0 is the physical extension of |uk,t0〉〈uk,t0 | and
Nˆ−k,t0 = ivk,t0 (vk,t0∧ is the physical extension of −|vk,t0〉〈vk,t0 |. Similarly:
Qˆphys= e
∑
k
(Nˆ+k,τ −Nˆ−k,τ )
.
3.4. Expectation Values
Consider the expectation values of an operator Aˆphys(t1) which is the
physical extension of some operator Aˆ1(t1). Consider first, for simplicity,
its expectation value in the so-called ‘evolved vacuum’ |vact0(t1)〉. From
(15) and (43) we have
〈vact0(t1)|Aˆphys(t1)|vact0(t1)〉=
N∑
i=1
〈vi,t0(t1)|Aˆ1(t1)|vi,t0(t1)〉−
N∑
i=1
〈vi,t1 |Aˆ1(t1)|vi,t1〉
(45)
This can be expressed in terms of Bogoliubov coefficients by inserting fac-
tors of 1ˆ =
∑
i{|ui,t1〉〈ui,t1 |+ |vi,t1〉〈vi,t1 |} on either side of Aˆ1(t1) in the
first term and rearranging, to give
〈vact0(t1)|Aˆphys(t1)|vact0(t1)〉
=Trace(β†A++β+β†A+−ǫ+ǫ†A−+β+ǫ†A−−ǫ)−Trace(A−−)
=Trace(ββ†A++−γγ†A−−+ǫβ†A+−+βǫ†A−+) (46)
where we have defined:
A++jk ≡〈uj,t1|Aˆ1(t1)|uk,t1〉 A−−jk ≡〈vj,t1 |Aˆ1(t1)|vk,t1 〉
A+−jk ≡〈uj,t1 |Aˆ1(t1)|vk,t1〉 and A−+jk ≡〈vj,t1 |Aˆ1(t1)|uk,t1〉 (47)
=A+−kj if Aˆ1 is Hermitian
16 C. E. DOLBY AND S. F. GULL
The subtraction (ǫǫ†)kj−δkj=−(γγ†)kj , which is used to pass to (46) relies
on the fact that we are vacuum subtracting with respect to the vacuum at
the time of measurement.
As a simple example of (46) we can calculate the number of particles
in the evolved vacuum by using Nˆ1(t1)= Pˆ
+(t1)− Pˆ−(t1), so that N++jk =
δjk=−N−−jk and N+−jk =0=N−+jk . This gives:
Nvac,t0(t1)≡〈vact0(t1)|Nˆphys(t1)|vact0(t1)〉=Trace(ββ†+γγ†)
=2Trace(ββ†) (48)
where we have used the Bogoliubov conditions in the last stage. Conser-
vation of charge follows by considering Aˆ1 = 1ˆ. Also, we can now write
equation (24) as:
P|vact0 〉→|vact1 〉= |det(ǫ(t1,t0))|2=det(ǫ(t1,t0)ǫ†(t,t0)) (49)
=exp(Trace(log(1−γγ†))=exp(−
∞∑
n=1
1
n
Trace((γγ†)n))
(50)
In an electromagnetic background γ is first order in the coupling constant
e, so that γγ† is second order. Hence (50) allows us to write:
P|vact0〉→|vact1 〉=exp(− 12Nvac,t0(t1))+O(e4) (51)
which relates the probability of vacuum decay to the expected pair creation.
This relation is used in Itzykson and Zuber [31] to find Nvac,−∞(∞) (to this
order in e) without using Bogoliubuv coefficients. However Itzykson and
Zuber [31] justify the result on physical grounds, without formal proof.
Perturbative calculations now involve simply the expansion of the ‘first
quantized’ solutions ui,t0(t),vi,t0 (t) in powers of the coupling constant e, so
as to generate expansions of the Bogoliubov coefficients. This is considered
in detail in [22].
The derivation of 〈Ft0(t1)|Aˆphys(t1)|Ft0(t1)〉 for an arbitrary state |Ft0(t1)〉
is identical to the derivation of (46), and gives:
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〈(i1i2...im
j1j2...jn
)
t0
(t1)|Aˆphys(t1)|
(
i1i2...im
j1j2...jn
)
t0
(t1)〉
=
m∑
k=1
〈uik,t0(t1)|Aˆ1(t1)|uik,t0(t1)〉−
n∑
k=1
〈vjk,t0(t1)|Aˆ1(t1)|vjk ,t0(t1)〉
+〈vact0(t1)|Aˆphys(t1)|vact0(t1)〉 (52)
=
m∑
k=1
(α†A++α+α†A+−γ+γ†A−+α+γ†A−−γ)ikik
−
n∑
k=1
(β†A++β+β†A+−ǫ+ǫ†A−+β+ǫ†A−−ǫ)jkjk
+〈vact0(t1)|Aˆphys(t1)|vact0(t1)〉 (53)
Anomalies and Fluctuations
Now let Aˆ1(t) represent a quantity that is conserved at the level of the
Dirac equation. In this case 〈vi,t0(t1)|Aˆ1(t1)|vi,t0 (t1)〉= 〈vi,t0 |Aˆ1(t0)|vi,t0〉,
so that (46) becomes:
〈vact0(t1)|Aˆphys|vact0(t1)〉=Trace(A−−(t0)−A−−(t1))
This can be non-zero even when Aˆ1 is independent of time, because of
the varying particle interpretation. Herein lies an elegant physical descrip-
tion of quantum anomalies. Although the expectation value of AˆH in any
given state does not change with time, the portion of it attributable to
the vacuum may change, as the definition of the vacuum changes. Since
the amount that would be measured experimentally is the amount left af-
ter subtraction of the vacuum this can change with time. As an example,
an elegant treatment of the axial anomaly in an external electromagnetic
background, which appeals to a similar physical mechanism as above, is
given in [32] and in [15].
Fluctuations in expectation values can be calculated using (17). Consider
fluctuations of some quantity Aˆ(t1) in the ‘evolved vacuum’. Define
Pˆ−t0 (t1)≡
∑
i
|vi,t0 (t1)〉〈vi,t0 (t1)|= Uˆ1(t1,t0)Pˆ−(t0)Uˆ †1 (t1,t0)
and similarly for Pˆ+t0 (t1). Then we can write:
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〈vact0(t1)|(Aˆphys)2|vact0(t1)〉−〈vact0(t1)|Aˆphys|vact0(t1)〉2 (54)
=
∑
i
〈vi,t0 (t1)|Aˆ1(t1)2− Aˆ1(t1)Pˆ−t0 (t1)Aˆ1(t1)|vi,t0 (t1)〉 (55)
=Trace(Pˆ−t0 (t1)Aˆ1(t1)Pˆ
+
t0
(t1)Aˆ1(t1)) (56)
where the trace here is 2N-dimensional. It follows that the size of the
fluctuations in the evolved vacuum are determined by the commutator of
Aˆ1(t1) and Pˆ
−
t0
(t1). If we consider fluctuations in the physical vacuum at
time t1, |vact1〉 (by putting t0 = t1 above), we observe that any operator
commuting with the Hamiltonian (and hence with Pˆ−(t1)) has zero fluc-
tuations in the physical vacuum. This reflects the fact that the physical
vacuum, which is constructed from the spectrum of the Hamiltonian, must
be an eigenstate of any operator that commutes with the Hamiltonian.
4. ARBITRARY OBSERVERS
Implicit in the construction presented so far is the assumption that the
‘in-state’ is prepared on the spacelike Cauchy surface t= t0 for some t0,
and that the out state is to be measured on the spacelike Cauchy surface
t= t1 for some t1> t0. We will show in this Section that this amounts to
assuming that the system is being observed by an inertial observer, and
described in their rest frame. We also show how the particle interpretation
can be generalised to an arbitrary observer, by using their ‘radar time’,
and we will demonstrate that this definition depends only on the motion
of the observer, not on their choice of coordinates or their choice of gauge.
The nonlocal nature of this definition will also be discussed.
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4.1. An Observer and The Corresponding Particle
Interpretation
Consider an observer travelling on path γ :xµ=xµ(τ) with proper time
τ , and define:
τ+(x)≡ (earliest possible) proper time at which a null geodesic leaving
point x could intercept γ.
τ−(x)≡ (latest possible) proper time at which a null geodesic could
leave γ, and still reach point x.
τ(x)≡ 12 (τ+(x)+τ−(x)) = ‘radar time’.
ρ(x)≡ 12 (τ+(x)−τ−(x)) = ‘radar distance’.
Στ0 ≡{x : τ(x)= τ0}= observer’s ‘hypersurface of simultaneity at time τ0’.
trajectoriesphoton
x
+τ
τ−
τoΣτο={x:   (x) =    }τ τo
FIG. 1. Schematic of the definition of ‘radar time’ τ(x).
This is a simple generalisation of the definition made popular by Bondi
in his work on special relativity and k-calculus [33, 2, 34]. It generalises
immediately to gravitational backgrounds [23, 22]. It is the only possible
construction which agrees with proper time on the observer’s path, and is
also invariant under ‘time-reversal’ - that is, under reversal of the sign of
the observer’s proper time.
We can now define the ‘time-translation’ vector field:
kµ(x)≡
∂τ
∂xµ
ησν ∂τ
∂xσ
∂τ
∂xν
This represents the perpendicular distance between neighbouring hypersur-
faces of simultaneity, since it is normal to these hypersurfaces, and satisfies
kµ(x) ∂τ
∂xµ
= 1. Now use the identity i |kγµ∇µ = ikµ∇µ+σµνkµ∇ν (where
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|k≡kµγµ and σµν ≡ i2 [γµ,γν ]) to write (2) as:
ikµ∇µψ=−σµνkµ∇νψ+m |kψ (57)
From this we can define the ‘Hamiltonian on Στ ’ Hˆnh(τ) by:
Hˆnh(τ) :ψ→−σµνkµ∇νψ+m |kψ (58)
Hˆnh(τ) is not in general Hermitian! (hence the subscript nh here). At
first sight this seems to disagree with unitarity on H. In fact there is
no inconsistency, because the inner product now depends (via the volume
element on Σt) explicitly on τ , and because (57) is no longer of the form
i d
dt
|ψ(t)〉= Hˆ1(t)|ψ(t)〉 so that the standard equivalence proof of unitary
evolution and a Hermitian Hamiltonian no longer applies.
To investigate the relation between Hˆnh(τ0) and the energy momentum
tensor, define:
Hτ0(ψ)≡
∫
Στ0
Tµν(ψ(x))k
µdΣν (59)
By substituting the energy momentum tensor (8) into this we see that:
Hτ0(ψ)=ℜ[〈ψ|Hˆnh(τ0)|ψ〉Στ0 ]= 〈ψ|Hˆ1(τ0)|ψ〉Στ0 (60)
where Hˆ1(τ0)≡ 12{Hˆnh(τ0)+Hˆ†nh(τ0)} (61)
It follows that we can define the projection operators Pˆ±(τ0) and the spaces
H±(τ0) by requiring that Hτ0(Pˆ+(τ0)ψ)≥Hτ0(ψ)≥Hτ0(Pˆ−(τ0)ψ) for all
ψ, just as in (20). Clearly this definition depends only on the background
and the motion of the observer, and not on the choice of coordinates or of
gauge. It is equivalent to defining:
H+(τ0) is the span of the positive spectrum of Hˆ1(τ0)
H−(τ0) is the span of the negative spectrum of Hˆ1(τ0)
We can now define Nˆ1(τ)= Pˆ
+(τ)− Pˆ−(τ), as in Section 3.3. We define
Bogoliubov coefficients α(τ1,τ0),β(τ1,τ0). . . , S-Matrix elements
〈(i′1i′2...i′m′
j′1j
′
2···j
′
n′
)
τ1
|(i1i2...im
j1j2...jn
)
τ0
(τ1)〉 and so on entirely as before, and all formulae
of the previous Sections still apply with τ in place of t, and ‘on Στ ’ in place
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of ‘at time t’. This construction is easily generalised to encompass gravita-
tional backgrounds; see [23, 22]. In the next Section it is shown that, in the
conventional approach to background QFT, this definition corresponds to
Hamiltonian diagonalisation of the second quantized Hamiltonian obtained
by substituting the field operator ψˆ(x) into expression (59) for Hτ0(ψ).
This definition can be seen as a generalisation of Gibbons’ approach [1] to
arbitrary observers.
It is clear from the definition of radar time that Στ1 lies to the future of
Στ0 (for τ1 > τ0) except at the observer’s particle horizon (supposing one
exists), at which point the various Στ converge. The domain of τ(x) is not
necessarily all of spacetime - only that part with which the observer can
communicate (i.e. send and receive signals). The simplest illustration of
this fact involves a uniformly accelerating observer.
Region II Region U
FIG. 2. Hypersurfaces of simultaneity of a uniformly accelerating observer.
For a uniformly accelerating observer, ρ(x)= 12a log(a
2(z2−t2)) and τ(x)=
1
2a log(
z+t
z−t ), which are simply Rindler coordinates, covering only the region
U in Figure 2. Also, k= z ∂
∂t
− t ∂
∂z
(or = ∂
∂τ
in Rindler coordinates), which
is the Killing vector field used to define positive/negative frequency modes
in conventional derivations of the Unruh effect. For the significance of the
dotted line in region II, consider the ‘Finite Acceleration Time’ case shown
in Figure 3.
In the limit as this ‘Acceleration Time’ approaches infinity, this case
approaches that of a uniformly accelerating observer. In this limit the hy-
persurfaces of simultaneity (which are all Cauchy) all approach this dotted
line in region II, and kµ(x)→0 there. A particle horizon forms as shown at
the origin of Figure 2, and H0 is no longer empty but rather consists of any
states which are zero throughout region U. These state are ‘unmeasurable’
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Region I
Region II
Region P
Region F
U
PI
FI
FII
PII
FIG. 3. Hypersurfaces of simultaneity of an observer undergoing uniform accelera-
tion for a finite period of time (in Region U here) who is otherwise inertial.
by this accelerating observer, and must be traced out in derivations of the
Unruh effect. This is explained in further detail in [36], and Figure 3 is
also discussed in [35].
4.2. Nonlocality of The Particle Definition
The particle definition presented in this paper, along with the definition
of vacuum that accompanies it, are nonlocal in that they depend on the
observer’s foliation of spacetime into ‘space at time τ ’. We can easily see
this since declaring a system to be ‘vacuum at time τ ’ involves asserting
that “at time τ there were no particles anywhere”. This statement requires
knowledge of a whole spacelike hypersurface defining space ‘at time τ ’. We
might have hoped, however, to define a local ‘particle density’ N(x) with
respect to which the ‘vacuum at time τ ’ could be defined by requiring that
N(x|Στ )=0 in that state. But this too is impossible, since no local particle
density can be consistent with the Unruh effect.
To investigate this nonlocality, consider the simple case of the number
operator at time τ for an inertial observer in Minkowski space. By working
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in that observer’s rest frame we identify τ = t, and we can write [37]:
Nˆ1ψ(x,t)≡ Pˆ+ψ(x,t)− Pˆ−ψ(x,t) (62)
=
∫
d3y G(x−y)ψ(y,t) (63)
where G(x−y)=
∫
d3p
(2π)3
eip·(x−y)
p+mγ0√
|p|2+m2 (64)
where p ≡∑3k=1pkγkγ0. To derive this we simply expand an arbitrary
state ψ(x) in terms of positive and negative energy plane wave states and
substitute into (63). (The physical extension of this can be written in terms
of a field operator as Nˆ =:
∫
d3xd3yψˆ(x)G(x−y)ψˆ(y) : and is the standard
number operator used for free Dirac field theory.) It is straightforward to
calculate G(x−y), and we get
G(x)=
m2
2π2|x|
(
K1(m|x|)γ0+ iK2(m|x|) x|x|
)
where Kn(m|x|) are Bessel functions, which fall off exponentially for
|x|>>λc. Hence, as we suspected, the particle definition is nonlocal on
small scales, with the nonlocal contribution becoming negligible on scales
larger than λc. This nonlocality need cause no concern, since it can be
related directly to the motion of the particle detector. Indeed, the ap-
pearance at the heart of the interpretation of QFT of the observer and
their hypersurface of simultaneity is quite natural. An ability to consider
nonlocal issues within a relativistic context clearly requires (as we have
done) that a choice of hypersurface be associated with any measurement,
while consistency requires that this hypersurface be specified in terms of
the motion of an observer.
On the other hand, the equation governing the evolution of states (given
by (2) and (19)) remains local. The nonlocality discussed in this Section
relates only to the calculation of expectation values in these states, and
does not affect their evolution.
5. RELATIONSHIP TO CONVENTIONAL METHODS
In previous Sections we have shown that QFT in electromagnetic back-
grounds can be performed with no mention of the ‘field operator’ ψˆ(x),
provided we use a suitable representation of the states involved. But if we
choose, we can for instance define the field operator just as in multiparticle
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quantum mechanics [20, 21]:
ψˆ(x)=
∑
i
ψi(x)iψi (65)
where the {ψi(x)} form an arbitrary orthonormal basis for H. This auto-
matically satisfies the Canonical Anticommutation Relations in view of the
definition of iψ. It is also independent of the choice of basis, so that it does
not depend on the split of solution space into ‘+ve/−ve energy solutions’.
Operators AˆH :F∧(H)→F∧(H) can then be written as bilinears of the field
operator, and the entire Canonical ‘second quantization’ procedure can be
set up.
However, in conventional methods we do not have a concrete represen-
tation of state space, so that we cannot derive properties of the field op-
erator (such as the Canonical Anticommutation Relations). Rather we
must require these properties, and then use them to deduce the properties
of the creation and annihilation operators and hence of the state space.
In this Section we review this Canonical construction, and compare the
conventional derivation of S-Matrix elements and expectation values with
the derivations given in Section 3. Our presentation will follow that used
(for real scalar fields) in Section 6 of DeWitt [16]. Interestingly, although
the scalar field S-Matrix elements presented in [16] have been studied and
applied extensively since their publication, we believe that the derivation
presented in Section 5.2 represents the first treatment of fermionic systems
along these lines. Although this derivation is new, it is in keeping with
the conventional ‘canonical’ approach, and is the simplest available ‘con-
ventional’ derivation. These results were also obtained, by very different
methods, by Schwinger [38], while some special cases have also been derived
by various other authors [39, 40, 41, 24, 42]. The equivalent derivation for
charged bosonic systems is presented in [43].
5.1. Preliminaries
The field operator ψˆ(x) is now defined (working now in the Heisenberg
picture) by
ψˆ(x)=
∑
i
{ui,τ0(x)ai,τ0,h+vi,τ0(x)b†i,τ0,h} (66)
where the ui,τ0(x) are ‘states which at time τ0 represent particles’, while
vi,τ0(x) are ‘states which at time τ0 represent antiparticles’; the subscript h
denotes that these operators annihilate or create Heisenberg-picture states.
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Such an interpretation was previously only possible in general in the asymp-
totic limit τ0 →±∞, and sometimes a particle interpretation was com-
pletely abandoned [28] and the ui,τ0(x), vi,τ0(x) chosen arbitrarily. Now,
of course, we will require that the ui,τ0(x), vi,τ0(x) be defined as in the
previous Section.
Since we can no longer define creation and annihilations operators, by
equations such as (26) and (27), we must deduce their properties from
the properties of ψˆ(x). By requiring that ψˆ(x) satisfy the CAR’s we can
deduce the standard anticommutation relations between the creation and
annihilation operators. Next, by requiring that ψˆ(x) be independent of τ0
we can deduce relations such as
ai,τ1,h=
∑
j
{αijaj,τ0,h+βijb†j,τ0,h} (67)
bi,τ1,h=
∑
j
{γ∗ija†j,τ0,h+ǫ∗ijbj,τ0,h} (68)
which are the Heisenberg picture equivalents of equations such as (37).
The (Heisenberg-picture) ‘in’ vacuum |vacτ0 ,h〉 is then defined implicitly
by the requirement that
ai,τ0,h|vacτ0 ,h〉=0= bi,τ0,h|vacτ0 ,h〉 〈vacτ0 ,h|vacτ0 ,h〉=1 (69)
and the ‘in Fock space’ is defined by acting on |vacτ0 ,h〉 with all possi-
ble combinations of creation operators, and taking the span of the result.
The ‘out’ vacuum and the ‘out Fock space’ are defined similarly. Since
these are Heisenberg picture states it follows that |vacτ0 ,h〉 represents
not just |vacτ0〉, but represents |vacτ0(τ)〉 for all τ , so that for instance
〈vacτ1 |vacτ0〉↔〈vacτ1(τ)|vacτ0(τ)〉, which is independent of τ in view of
conservation of the inner product.
We now show that equations (66) - (69) suffice for us to deduce the
general S-Matrix element and expectation value of the theory without re-
quiring a more concrete representation of the states involved. However
these derivations are more difficult, and conceptually more obscure, than
those given in Section 3.
5.2. S-Matrix Elements
Define the arbitrary ‘in’ and ‘out’ states:
|(i1i2...im
j1j2...jn
)
τ0
,h〉≡a†i1,τ0,h . . .a
†
im,τ0,h
b†jn,τ0,h . . .b
†
j1,τ0,h
|vacτ0 ,h〉
and |(i1i2...im
j1j2...jn
)
τ1
,h〉≡a†i1,τ1,h . . .a
†
im,τ1,h
b†jn,τ1,h . . .b
†
j1,τ1,h
|vacτ1 ,h〉
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We wish to calculate 〈(i′1i′2...i′m′
j′1j
′
2...j
′
n′
)
τ1
,h|(i1i2...im
j1j2...jn
)
τ0
,h〉 using only the formalism
set up in this Section. To do this, begin by defining:
cv≡〈vacτ1 ,h|vacτ0 ,h〉 (70)
V
(
i1i2...im
j1j2...jn
)≡ 1
cv
〈(i1i2...im
j1j2...jn
)
τ1
,h|vacτ0 ,h〉 (71)
Λ
(
i1i2...im
j1j2...jn
)≡ 1
cv
〈vacτ1 ,h|
(
i1i2...im
j1j2...jn
)
τ0
,h〉 (72)
From the definitions of V and Λ we have:
|vacτ0 ,h〉= cv
∞∑
n,m=0
∑
i1<i2···<im
j1<j2···<jn
V
(
i1i2...im
j1j2...jn
)|(i1i2...im
j1j2...jn
)
τ1
,h〉 (73)
|vacτ1 ,h〉= cv
∞∑
n,m=0
∑
i1<i2···<im
j1<j2···<jn
Λ∗
(
i1i2...im
j1j2...jn
)|(i1i2...im
j1j2...jn
)
τ0
,h〉 (74)
Acting on (74) with ai,τ1,h and using (67) gives:
0=
∞∑
n,m=0
∑
i1<i2···<im
j1<j2···<jn
{
m∑
r=1
(−)r−1αiirΛ∗
(
i1i2...im
j1j2...jn
)|(i1...ˇir ...im
j1j2...jn
)
τ0
,h〉
+
∑
j
(−)mβijΛ∗
(
i1i2...im
j1j2...jn
)|( i1i2...im
j1j2...jnj
)
τ0
,h〉} (75)
valid for all i. Consideration of the coefficient of |(
j1
)
τ0
,h〉 in (75) gives us
0=
∑
i1
αii1Λ
∗
(
i1
j1
)
+βij1Λ
∗()
where Λ()= cv
cv
=1. So, if we define the matrix Λ≡ ǫ−1γ as in (36), so that
Λ†=−α−1β (from (33)), then we have Λ(i1
j1
)
=Λj1i1 . By considering the
coefficient of |(i1i2...im−1
j1j2...jn
)
τ0
,h〉 in (75) it follows after some work that
∑
l
αilΛ
∗
(
i1...im−1l
j1j2...jn
)
=(−)n+m
n∑
r=1
(−)rβijrΛ∗
(i1i2...im−1
j1...jˇr ...jn
)
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Upon multiplying through by α−1imi, summing over i and conjugating, we
have
Λ
(
i1i2...im
j1j2...jn
)
=(−)n+m
n∑
r=1
(−)r+1ΛjrimΛ
(i1i2...im−1
j1...jˇr ...jn
)
(76)
For n=m this gives (by induction)
Λ
(
i1i2...in
j1j2...jn
)
=(−)n2 (n−1)det


Λj1i1 · · · Λj1in
...
...
Λjni1 · · · Λjnin

 (77)
in agreement with (36). By considering the coefficient of |(i1...im−1)
τ0
,h〉 in
(75) we have Λ
(
i1i2...im
)
=0 whenever m> 0, while it can be deduced that
Λ
(
j1j2...jn
)
=0 by acting on (74) with bi,t1,h and looking at the coefficient of
|(
j1j2...jn−1
)
τ0
,h〉. Combined with (76), this gives Λ(i1i2...im
j1j2...jn
)
=0 for m 6=n,
as required for agreement with (36). Similarly, by acting on (73) with
ai,τ0,h and bi,τ0,h and extracting components we can deduce that
V
(
i1i2...im
j1j2...jn
)
= δmn(−)n2 (n−1)det


Vi1j1 · · · Vi1jn
...
...
Vinj1 · · · Vinjn

 (78)
To complete the rederivation of (35) and (36) we now calculate cv, using
1=
∞∑
n,m=0
∑
i1<i2···<im
j1<j2···<jn
|(i1i2...im
j1j2...jn
)
τ1
,h〉〈(i1i2...im
j1j2...jn
)
τ1
,h|
to get 1=
∞∑
n=0
∑
i1<i2···<in
j1<j2···<jn
|〈(i1i2...in
j1j2...jn
)
τ1
,h|vacτ0 ,h〉|2
= |cv|2(1+
∞∑
n=1
∑
i1<i2···<in
j1<j2···<jn
|det


Vi1j1 · · · Vi1jn
...
...
Vinj1 · · · Vinjn

|2)
= |cv|2det(1+V V †) (79)
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where we have used the matrix identity:
det(1+V V †)=1+
∞∑
n=1
∑
i1<i2···<in
j1<j2···<jn
|det


Vi1j1 · · · Vi1jn
...
...
Vinj1 · · · Vinjn

|2
This identity follows from the Cauchy-Binet formula, applied (in the no-
tation of Horn and Johnson [44], pg 22) to A= [V,IN ] =B
† with α= β=
{1, . . .,N} and r=N . Hence
|cv|2=det(1+V V †)−1 (80)
=det(αα†) from (33) (81)
= |det(α(τ1,τ0))|2= |det(ǫ(τ1,τ0))|2 (82)
where the Bogoliubov conditions have been used in the last step. So we can
successfully deduce that |cv|= |det(ǫ(τ1,τ0))| without a concrete represen-
tation of the vacuum state. However, this derivation is technically much
more difficult than that in Section 3.2; it requires (rather than derives)
unitarity of the full multiparticle S-Matrix; and it obscures the fact that
det(ǫ(τ1,τ0)) is the inner product between ‘in’ and ‘out’ Dirac Seas.
5.3. Expectation Values and Vacuum Subtraction
Consider now the relation between Hermitian extension and conventional
‘second quantization’. We consider a ‘first quantized’ operator Aˆ1(τ) :H→
H, which in general is a differential operator on Στ . By inserting factors
of 1=
∑
i |ui,τ0(τ)〉〈ui,τ0 (τ)|+ |vi,τ0 (τ)〉〈vi,τ0 (τ)| to either side of Aˆ1(τ) we
can write:
Aˆ1(τ)=
∑
ij
〈ui,τ0(τ)|Aˆ1(τ)|uj,τ0(τ)〉|ui,τ0 (τ)〉〈uj,τ0(τ)|
+〈ui,τ0(τ)|Aˆ1(τ)|vj,τ0 (τ)〉|ui,τ0(τ)〉〈vj,τ0 (τ)|
+〈vi,τ0(τ)|Aˆ1(τ)|uj,τ0(τ)〉|vi,τ0 (τ)〉〈uj,τ0(τ)|
+〈vi,τ0(τ)|Aˆ1(τ)|vj,τ0(τ)〉|vi,τ0 (τ)〉〈vj,τ0 (τ)|
Since under Hermitian extension |ui,τ0(τ)〉〈uj,τ0(τ)| → a†i,τ0(τ)aj,τ0(τ),
|ui,τ0(τ)〉〈vj,τ0 (τ)| → a†i,τ0(τ)b
†
j,τ0
(τ) etc.. (in the notation introduced in
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Section 3.2), we can now write AˆH(τ) as:
AˆH(τ)=
∑
ij
{〈ui,τ0(τ)|Aˆ1(τ)|uj,τ0(τ)〉a†i,τ0 (τ)aj,τ0(τ)
+〈ui,τ0(τ)|Aˆ1(τ)|vj,τ0 (τ)〉a†i,τ0(τ)b
†
j,τ0
(τ)
+〈vi,τ0(τ)|Aˆ1(τ)|ujτ0 (τ)〉bi,τ0(τ)aj,τ0(τ)
+〈vi,τ0(τ)|Aˆ1(τ)|vj,τ0(τ)〉bi,τ0 (τ)b†j,τ0(τ)} (83)
In the conventional approach to second quantization the pre-normal-ordered
‘second quantized’ operator Aˆnaive(τ) is obtained by substituting the field
operator ψˆ(x) from (66) into the integral expression for the ‘first quantized
expectation value’ 〈ψ(τ)|Aˆ1(τ)|ψ(τ)〉. This gives:
Aˆnaive(τ)=
∑
ij
〈ui,τ0(τ)|Aˆ1(τ)|uj,τ0(τ)〉a†i,τ0,haj,τ0,h
+〈ui,τ0(τ)|Aˆ1(τ)|vj,τ0(τ)〉a†i,τ0,hb
†
j,τ0,h
+〈vi,τ0(τ)|Aˆ1(τ)|ujτ0 (τ)〉bi,τ0,haj,τ0,h
+〈vi,τ0(τ)|Aˆ1(τ)|vj,τ0 (τ)〉bi,τ0,hb†j,τ0,h (84)
which is clearly the Heisenberg picture version of (83). By construction,
neither of these operators depends on the choice of τ0. It is also worth not-
ing that although (83) and (84) are equivalent, the expression (83) is seldom
very useful in our formalism. It is usually more convenient to work directly
from the definition (13). Likewise, in conventional multiparticle quantum
mechanics (see [20] for instance) expressions like (83) appear (with only
the ui(x)
′s and ai’s), but are seldom useful. This is partly because writing
down (83) demands a complete set of solutions to the (first quantized) gov-
erning equation; the usefulness of (83) then relies on the matrix elements
taking a convenient form in this set. Indeed, even writing down the field
operator ψˆ(x) requires this complete set of solutions. By contrast, the defi-
nition (13), which is precisely the definition used in multiparticle quantum
mechanics, is well-defined whether or not we have such a complete set.
We can now calculate the expectation value of Aˆnaive(τ) in the state
|vacτin ,h〉, representing the state that ‘at time τin’ was vacuum. To do this
choose τ0= τin in (84), so that
〈vacτin ,h|Aˆnaive(τ)|vacτin ,h〉=
∑
i
〈vi,τin(τ)|Aˆ1(τ)|viτin (τ)〉 (85)
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This is simply the first term in (45), which followed directly from (15).
Although Aˆnaive(τ) is independent of the choice of τ0, the normal ordering
process clearly depends on τ0. We denote normal ordering with respect to
the τ ′ expansion of ψˆ(x) by : :τ ′ . Then:
: Aˆnaive(τ) :τ ′ =
∑
ij
〈ui,τ ′(τ)|Aˆ1(τ)|uj,τ ′(τ)〉a†i,τ ′,haj,τ ′,h
+〈ui,τ ′(τ)|Aˆ1(τ)|vj,τ ′(τ)〉a†i,τ ′,hb†j,τ ′,h
+〈vi,τ ′(τ)|Aˆ1(τ)|ujτ ′(τ)〉bi,τ ′,haj,τ ′,h
−〈vi,τ ′(τ)|Aˆ1(τ)|vj,τ ′(τ)〉b†j,τ ′,hbi,τ ′,h (86)
= Aˆnaive(τ)−
∑
i
〈vi,τ ′(τ)|Aˆ1(τ)|vi,τ ′ (τ)〉1ˆ (87)
Comparison of (87) with (45) reveals that vacuum subtraction corre-
sponds to the choice τ ′ = τ , and so to normal ordering at the time of
measurement:
Aˆphys(τ) ⇔ : Aˆnaive(τ) :τ (88)
This is also the choice used in the ‘Hamiltonian diagonalisation’ procedure
discussed in the next Section. From now on we shall assume that τ ′ = τ .
Expression (86) is obtained upon normal ordering by ‘moving the creation
operators to the left, and changing appropriate signs’, while (87) acknowl-
edges that this is the same as subtracting an appropriate multiple of the
unit operator. Since (87) still allows us to express Aˆnaive(τ) in terms of
an arbitrary τ0 it is generally more convenient than (86), which involves
expressing Aˆnaive(τ) in terms of τ0= τ
′(= τ now).
It will be convenient for later to write the operator Hˆnaive(τ) (obtained
by substituting ψˆ(x) into (59)) expressed in terms of τ0= τ . This can be
written as:
Hˆnaive(τ)=
∑
ij
H++ij (τ)a
†
i,τ,haj,τ,h+H
+−
ij (τ)a
†
i,τ,hb
†
j,τ,h
+H−+ij (τ)bi,τ,haj,τ,h+H
−−
ij (τ)bi,τ,hb
†
j,τ,h (89)
Since {uj,τ0(τ)} and {vj,τ0(τ)} are chosen to satisfy the particle definition
introduced in Section 4, we clearly have H−+(τ) = 0 =H+−(τ), so that
Hˆnaive(τ) contains no a
†
i,τ,hb
†
j,τ,h, or bi,τ,haj,τ,h terms. It also follows that
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H++(τ) and −H−−(τ) are positive definite. Conversely, it is straightfor-
ward to show that if H−+(τ)=0=H+−(τ), (and H++(τ) and −H−−(τ)
are positive definite) then the {uj,τ0(τ)} span H+(τ), and {vj,τ0(τ)} span
H−(τ). This verifies that the particle definition given in Section 4 is equiv-
alent to Hamiltonian diagonalisation of the Hamiltonian obtained by sub-
stituting ψˆ(x) into (59). We now discuss Hamiltonian diagonalisation.
5.4. On Hamiltonian Diagonalisation
The idea of using ‘Hamiltonian diagonalisation’ as a prescription for
defining particle/antiparticle states dates back to Imamura [49] in 1960,
based on an analogy with Bogoliubov’s work on superfluidity [50] and su-
perconductivity [51]. It was developed in more detail by Grib and Mamaev
[52, 53] and Grib, Mamayev and Mostepanenko [30] duting the 1970’s. The
basic idea is to expand a second quantized Hamiltonian Hˆ(τ0) in terms of
creation/annihilation operators (just as in (89)), and choose the basis so-
lutions that ‘represent particle/antiparticle states at time τ0’ by requiring
that Hˆ(τ0) contain no terms proportional to bi,τ0aj,τ0 or a
†
i,τ0
b†j,τ0. Ap-
plication of this requirement at two different times leads to two different
mode-expansions of ψˆ(x), related by Bogoliubov coefficients, which can
then be used to calculate S-matrix elements, vacuum expectation values
etc.
This procedure clearly depends on the choice of second quantized Hamil-
tonian. As pointed out by Fulling [26], previous prescriptions for choosing
a Hamiltonian [54, 30, 55] were far from unique, since they depended on an
arbitrarily chosen ‘time’ coordinate. The prescription of Gibbons [1], which
amounts to diagonalising
∫
Tνµk
νdΣµ where kµ is a timelike Killing vector
field, is less arbitrary, since it depends only on the choice of timelike Killing
vector field. However, this restricts us to spacetimes which admit timelike
Killing vector fields, and restricts us to considering observers travelling on
the integral curves of those Killing vector fields. Our particle definition,
which amounts to diagonalising the Hamiltonian obtained by substituting
ψˆ(x) into (59), is precisely the definition needed to fix these problems. This
Hamiltonian, which has not been studied before, is the first Hamiltonian
that is defined directly in terms of the motion of an observer and that de-
pends only on the choice of observer and the background present - not on
the choice of coordinates, the choice of gauge or the detailed construction
of the observer’s particle detector. It provides a unique particle interpre-
tation for any chosen observer travelling in an arbitrary electromagnetic
background. Generalisation to curved spacetimes is straightforward, and
is presented in [23].
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Another advantage of the prescription presented in Sections 3 and 4 is
that it does more than provide a ‘Hamiltonian diagonalisation condition’
(equation (20)) which H±(τ0) must satisfy. It also provides a clear proce-
dure for constructing H±(τ0) (in terms of eigenstates of the 1st quantized
Hamiltonian Hˆ1(τ)) which allows us to tackle arbitrarily complicated situa-
tions. With conventional Hamiltonian diagonalisation prescriptions unless
the spacetime allows separation of variables no clue is given how to satisfy
the ‘Hamiltonian diagonalisation condition’. This need to separate vari-
ables also plagues the ‘adiabatic approximation’ techniques advocated by
Fulling [26, 56] and others.
Another particle definition is that used by Fradkin, Gitman and Shvarts-
man [45]. As here, they use eigenstates of a ‘first quantized Hamiltonian’
at times tin and tout to define ‘in’ and ‘out’ states (though they do not
consider non-inertial observers). However they use the spectrum of Hˆev(t)
rather than Hˆ1(t) making their formulation gauge dependent! To see this
one need only consider free field theory in the gauge A(x) = (A,0,0,0),
where A is some constant, for which eA≫m. A more telling example
arises in the familiar case of a constant electric field, where if the gauge
A= (Ez,0,0,0) is chosen, then no pair creation occurs in Fradkin et al.’s
[45] approach! Gauge dependence in the choice of particle interpretation
is a problem that has troubled all previous ‘Bogoliubov coefficient’ ap-
proaches to quantum field theory in electromagnetic backgrounds [17]. The
problem is usually ‘patched up’ by appealing to the tunnelling interpreta-
tion. If the gauge A= (Ez,0,0,0) is chosen, particle creation can be de-
scribed in terms of particles ‘tunnelling through the barrier that separates
particle/antiparticle states’ (see [41, 46] or [47] for a description of these
methods). This leaves us with two theories, each failing where the other
succeeds. Here the two approaches arise naturally as parts of the same for-
malism. By using eigenstates of the gauge-covariant Hamiltonian Hˆ1 6= Hˆev
to define particle states, we see that particle creation in the background
Aµ(x) requires either: (1) that A0(x) 6=0, so that A0(x) can act as a poten-
tial, w.r.t. which tunnelling may occur, or (2) A(x)= (A1(x),A2(x),A3(x))
is time-dependent, so that eigenstates of Hˆ1(t) mix during evolution. Both
effects contribute to the calculation of Bogoliubov coefficients [22]. An im-
mediate consequence is that if a gauge can be chosen such that A0=0 and
A is time-independent, then particle creation will not occur. That is, time-
independent magnetic fields cannot create particles. This result agrees with
Schwinger’s calculation [48] in terms of an effective Lagrangian, and suc-
cessfully resolves all of the inconsistency problems raised by Sriramkumar
and Padmanabhan [17]. Another simple example is the case of electrostatic
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fields, where a gauge can be chosen such that A0 is time-independent, while
A=0. In this case the physical vacuum is constructed from negative energy
solutions of the free Dirac equation, and stationary states are constructed
from eigenstates of Hˆev. The difference between the physical vacuum and
the ‘lowest energy stationary state’ accounts for vacuum effects such as
Lamb screening.
6. DISCUSSION
We have presented above a formulation of fermionic quantum field theory
in electromagnetic backgrounds that is precisely analogous to the methods
used in multiparticle quantum mechanics. The only difference is that the
particle interpretation requires us to consider the entire Dirac Sea, as well
as any particles which may be present. Rather than working with a field
operator ψˆ(x) and an abstract Fock space constructed solely from creation
and annihilation operators acting on some postulated vacuum |0〉, we work
directly with the Schro¨dinger picture states of the system, described in
terms of Slater determinants of solutions of the Dirac equation. As well
as providing a conceptually transparent approach to the theory and an ex-
tremely simple derivation of the general S-Matrix element and expectation
value of the theory, this approach also allows us to provide a consistent par-
ticle interpretation for all times, without requiring any ‘asymptotic niceness
conditions’ on the ‘in’ and ‘out’ states. Other advantages include the ease
with which unitarity of the S-Matrix follows from conservation of the Dirac
inner product, insights into quantum anomalies, and the fact that Hermi-
tian extension provides well-defined second quantized operators without
requiring a complete set of orthonormal modes. We have used the concept
of ‘radar time’ to generalise the particle interpretation to an arbitrarily
moving observer, providing a definition of particle which depends only on
the observer’s motion and on the background present, not on the choice of
coordinates, the choice of gauge, or the detailed construction of the particle
detector.
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