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ABSTRACT
Exploratory and statistical spatial data analyses are commonly used in a wide
range of research fields, such as epidemiology, disease surveillance and crime analysis.
Spatial epidemiology, for example, needs to detect significant spatial clusters of disease
incidents to help epidemiologists identify environmental factors and spreading patterns
associated with certain diseases. Existing spatial analysis approaches mostly focus on the
analysis of spatial lattice data, i.e., observations organized by locations such as county or
census tract. With the wide spread of location-aware technologies such as GPS and smart
phones, spatial interaction data have become increasingly available, e.g., human daily
mobility, traveling and migration.
The goal of this dissertation work is to develop new methodologies for the
analysis of both spatial lattice data and spatial interactions data, with a focus on statistical
and modeling approaches. The contribution of this dissertation includes three new
methodologies for spatial scan statistics (Chapter 2), flow scan statistics (Chapter 3), and
spatial interaction modeling (Chapter 4).
The first developed methodology is a new spatial scan statistic incorporating
smoothing and regionalization techniques. The contribution is three-fold: 1) the new
method can detect irregular shaped spatial clusters, which is more efficient and effective
than existing methods; 2) the method can alleviate the multiple-testing problem by
dramatically reducing the cluster search space with hierarchical regionalization; and 3)
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the integration of a smoothing strategy addresses the small-area problem and significantly
improves the accuracy of cluster detection. The new method is evaluated with a series of
benchmark data that are widely used in related literature.
The second approach, a new flow scan statistic, is specifically designed for spatial
interaction data to detect significant flow clusters. To my best knowledge, it is the first
scan statistics approach for spatial interaction data that can extract significant flow
clusters from very large origin-destination (OD) data sets such as migration and taxi trips.
The developed flow scan statistic method scans a given OD data set with a flow tube,
which is defined by a neighborhood at the origin and a neighborhood at the destination, to
detect significantly higher-than-expected flow clusters among locations. The test statistic
is based on the Generalized Likelihood Ratio (GLR), which is specifically designed to
work with both area-based and point-based spatial interaction data. The new method is
demonstrated and evaluated with case studies of the county-to-county migration data in
U.S. and a synthetic point-based OD flow data.
The third method presented in this dissertation is a spatial interaction modeling
and analysis framework that consists of (1) a piece-wise spatial interaction model to
understand global flow patterns; (2) an extended spatial autocorrelation statistics based
on Moran’s I to examine the spatial distribution of model residuals; and (3) a new
mapping approach to visualize local flow patterns (spatial clusters of model residuals)
that cannot be explained by the configured model and global patterns. The developed
model takes into account the distance, origin/destination sizes and an accessibility
measure for each flow. The model outcomes (i.e., coefficients) reveal interesting global
patterns, followed with the statistical analysis and mapping of model residuals, with
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which one can further investigate local deviations from global trends and be able to gain
a comprehensive understanding of the complex patterns hidden in spatial interaction data.
A case study is carried out to analyze the migration among Metropolitan Statistical Areas
(MSAs) in the United States. The major contribution of proposed framework includes a
framework to configure piece-wise spatial interaction models, an extended Local
Moran’s I statistic for analyzing flow residuals, and a novel mapping method for
visualizing the flow residual patterns.
The first and second approaches focus on scan statistics, with the first one
improving existing spatial scan statistics by detecting irregular-shaped clusters based on
regionalization and smoothing while the second approach is a new scan statistics method
for analyzing spatial interaction data (i.e., location-to-location flows). The second and
third methods are both for the analysis of spatial interaction data, with the former
focusing on detecting significant flow clusters by developing a new statistics and the
latter focusing on an exploratory framework and new approaches for spatial interaction
modeling and residual analysis.
The series of new methodologies and framework introduced in this dissertation
can be extended in the future to analyze spatiotemporal patterns in spatial interaction data.
In this dissertation I focus on migration data analysis, while the methodologies can also
be used in other many other spatial data applications, such as economic activities, trade
analysis, animal migration, and disease spread.
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CHAPTER 1 : INTRODUCTION
Exploratory and statistical spatial data analyses are commonly used in a wide
range of research fields. For example, in spatial epidemiology, the detection of significant
disease clusters can help epidemiologists identify environmental factors and spreading
patterns associated with disease and therefore direct investigation of particular disease
(Aamodt et al. 2006). For such analysis, unsupervised classification (e.g. clustering)
methods and statistical inference approaches are both required. The detection of
statistically significant spatial clusters is a critical task in epidemiology, disease
surveillance and crime analysis (Duczmal et al. 2006).
Spatial scan statistic is widely applied in detection of geographical clusters, e.g.,
areas with significantly high rates of disease or crime (Ceccato 2005, Heffernan et al.
2004, Kulldorff 1997). In general, the methods of spatial scan statistic all follow similar
steps: 1) scan the study region with a scanning window of various sizes and limited
choice of regular shapes (e.g., circle); 2) calculate a likelihood statistic for each
associated scanning window; 3) consider the scanning window with the highest statistic
value as the candidate cluster; 4) obtain a null distribution of the statistic through Monte
Carlo simulations, and derive a p-value for the candidate cluster. The drawback of
traditional scan statistics is that its scanning window is of certain regular shape (e.g.,
circle or ellipse) and consequently it might miss important clusters of different and
irregular shapes.
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Increasing amount of spatial interaction (SI) data has become available with
technology development. SI data represents the movements over space such as human
migration, daily travels, commodity flows, and information spread. Human mobility, a
unique type of SI data, represents the flows of individual-moving from one location to
another. It is of great importance to identify the patterns and trends of human mobility,
which is useful for various domains such as epidemiology, demography, urban planning
and development, tourism, transportation, and so on. From a network perspective, spatial
interactions form a complex graph embedded in space, where locations are nodes and
interactions are connections among locations. Nodes and connections also have
attributes/characteristics.
There are two major methodology types for SI data analysis: spatial interaction
modeling and exploratory network analysis. Spatial interaction models assume that the
flow volume between two places is to some degree associated with the properties of the
two places (e.g. population or gross flow) and the flow connection (e.g., distance)
(Erlander & Stewart 1990). For example, migration flows may be correlated to various
factors such as distance between two locations and employment opportunities at different
locations. Spatial interaction modeling intends to estimate flow volume between each pair
of origins and destinations based on a set of selected factors (Barthélemy 2011, Jung et
al. 2008, Kaluza et al. 2010, Balcan et al. 2009).
The second type of methodologies for spatial interaction analysis is based on
exploratory and network approaches, which aim to extract non-trivial network structures
from spatial interaction data (Fortunato 2010, Guo 2009, Newman 2006, Thiemann et al.
2010). Human mobility networks are embedded in the geographic space, where network
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structures (e.g., community structure or clusters) have explicit spatial meanings such as
neighborhoods and functional regions. Existing methods usually focus on either network
properties (with spatial variables such as distance) or the spatial distribution of network
measures related to connections and nodes. There is much less attention paid on the
combined complexity of both spatial distribution and network structure.
This dissertation develops three new methodologies for the analysis of spatial
lattice data and spatial interaction data with a focus on statistical and modeling
perspective.
In the first paper (Chapter 2), two methods of spatial scan statistics with a simple
and a hierarchical merge procedure are developed for geographic cluster detection.
Traditional spatial scan statistics might miss irregular clusters since their scan window of
shape is of limited choices (i.e. circle or ellipse). The new methods presented in this study
are based on regionalization approaches to detect spatially contiguous clusters with
optimization approaches. Smoothing techniques are also integrated to obtain stable
statistical measures, which can alleviate the small-area rate problem and avoid oversized
clusters with extraordinary shape. Benchmark data sets with circular and irregular
clusters are used to assess the new methods. Comparisons with the circular, elliptic, and
double-link constraint spatial scan statistics are conducted. The proposed methods have
three major contributions: 1) they are able to detect clusters with irregular shape, without
defining a specific scanning window; 2) they dramatically reduce the number of cluster
candidates and alleviate multiple-testing problems by building cluster candidates through
regionalization; and 3) they alleviate small-area rate problem and avoid oversized clusters
with extraordinary shape.
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The second paper (Chapter 3) describes a new flow scan statistic method for
spatial interaction data. Different from existing spatial scan statistics, which just use a
scan window, the proposed Flow Scan Statistic method adopts a flow tube, which is
defined by a base window on the flow origin and the other window on the destination, to
scan spatial interaction data and detect significant flow clusters. The construction of flow
tubes is based on the population or inflow/outflow volume at each location, which
controls flow cluster size and reduces computational complexity. A flow Poisson
Generalized Likelihood Ratio, which does not depend on population, is proposed to serve
as a test statistic. The new approach employs Monte Carlo simulation to produce a null
distribution for the test statistic. The proposed flow scan statistic can be applied to both
area-based and point-based spatial interaction data, demonstrated by two case studies: 1)
internal county-to-county U.S. migration data in Census 2000, and 2) a synthetic pointbased data set. The evaluation results show that the Flow Scan Statistic has a good
detection power, that it is not sensitive to pre-defined flow tube sizes. The uniqueness of
flow scan statistic is that it not only clusters the data based on flow weights, but also
determines the significance by taking advantage of Monte Carlo simulation.
The third paper (Chapter 4) presents an exploratory framework for the residual
analysis of fitted spatial interaction models. The proposed framework consists of three
stages: 1) fitting a spatial interaction model with the piecewise Poisson regression, taking
distance, masses of locations and a competing destination variable into consideration; 2)
extending the Local Moran’s I statistic to examine the spatial distribution and clustering
of model residuals; and 3) applying a new mapping approach to visualize local flow
patterns (spatial clusters of model residuals) that cannot be explained by the configured
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model and global patterns. The model outcome captures the global trends and the
autocorrelation and mapping discovers hidden patterns that cannot be explained by the
fitted model in the first stage. The framework is applied to internal U.S. migration
between 358 Metropolitan Statistical Areas for seven age groups. The determined
significant distance breakpoints are range from 590-1410 km by configured models.
Significant clusters of flow prediction residuals are identified for seven age group
migration data in terms of the proposed Flow Local Moran’s I. The results suggest that
the framework performs well for all seven age groups. The major contribution of
proposed framework is to extend Local Moran’s I to examine spatial interaction model
residuals which represent the impacts of hidden factors other than the ones considered in
modeling stage.
Although the three papers are separated, they are connected in several ways. Both
the first and second papers are concentrating on scan statistics: the first one improves the
existing spatial scan statistics by detecting irregular cluster, and the second one extends it
to investigate higher-dimensional data (spatial interaction data). The second and third
ones focus on better understanding spatial interaction data. The second one aims at
extracting significant clusters of spatial interaction, and the third one examines the local
associations of spatial interaction residuals.
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CHAPTER 2 : A SPATIAL SCAN STATISTIC METHOD WITH
SMOOTHING AND REGIONALIZATION
2.1 ABSTRACT
Spatial scan statistics are commonly used for detecting geographic clusters, e.g.,
areas with significantly excessive concentration of disease incidences or crimes. Existing
methods of spatial scan statistics often adopt an exhaustive search strategy to identify
clusters with regular shapes (e.g. circle or ellipse). In this chapter, I present two new
methods of spatial scan statistics with smoothing and regionalization techniques, each of
which (1) apply a smoothing technique to each unit to get reliable incident rates; 2) use
simple or hierarchical merge strategies to aggregate data into a set of spatially contiguous
regions (i.e., cluster candidates) to maximize the Likelihood Ratio; and (3) test the
significance of regions (cluster candidates) with a Monte Carlo permutation. These new
approaches have three main advantages over existing methods. First, they can detect
significant spatial clusters of different shapes and sizes. Second, the number of candidate
clusters being evaluated is much smaller, dramatically alleviating a multiple-testing
problem and reduce the computational complexity. Third, the integration of smoothing
technique can alleviate small-area rate problem and avoid oversized clusters with bizarre
shape. I use benchmark data sets with circular and irregular clusters to evaluate the new
methods and compare the results with the circular, elliptic, and
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double-link constrained spatial scan statistics methods. Robustness analysis suggests that
new approaches are not sensitive to the choice and setting of smoothing functions.
2.2 INTRODUCTION
Detection and evaluation of statistically significant spatial clusters is a crucial task
in epidemiology, disease surveillance and crime analysis (Duczmal et al. 2006). Spatial
scan statistic is commonly used for the detection of particular geographical clusters, e.g.,
areas with significantly high rates of disease or crime (Ceccato 2005, Heffernan et al.
2004, Kulldorff 1997). Conceptually, a spatial scan statistic method takes three steps: (1)
search through all candidate clusters (e.g., areas around different locations and of
different sizes and shapes) and calculate a statistical measure for each candidate cluster;
(2) use a Monte Carlo permutation to generate a large number of random data sets under
the null hypothesis, repeat step (1) for each random data set, and thus establish an
empirical distribution of the statistical measure under the null hypothesis; and (3) assign a
p-value (i.e., significance level) to each cluster based on its measure value (from step 1)
and the null distribution (from step (2)).
However, the number of candidate clusters is often extremely large even for a
moderate-sized data set, making it infeasible to enumerate all possible clusters. To
alleviate this problem, existing methods often take three approaches. One is to assume a
fixed shape of candidate clusters (e.g., circle, ellipse), which would dramatically reduce
the number of potential clusters and make it computationally tractable (Kulldorff 1997).
Such an assumption of a cluster shape, however, might cause the miss of important
clusters of different and irregular shapes. For example, the widespread of disease along a
river may not be of a circular shape, thus would not be captured by a circular candidate
7

cluster. The second kind of alleviation approach is to allow a more flexible shape
definition (e.g., an ellipse (Kulldorff et al. 2006)) or incorporate a shape measure (e.g.
compactness) in the statistical measure (Assunção et al. 2006, Duczmal & Assunção
2004, Duczmal et al. 2007, Duczmal et al. 2006), and then use a heuristic-based approach
(such as genetic algorithms or Tabu optimization) to search clusters without enumerating
all possible candidates. These approaches, however, also have their own limitations and
challenges. First, they involve a number of subjective parameters (e.g., shape measure),
which are difficult to configure and interpret. Second, the number of candidate clusters to
be evaluated is still very large, which not only makes the search process very timeconsuming but also leads to the multiple-testing problem. Moreover, candidate clusters
would substantially overlap with each other and thus the tests of different candidate
clusters cannot be assumed as independent, which not only adversely impacts the
statistical testing power but wastes substantial computing time in evaluating unnecessary
candidates as well. The third kind of approach solves this problem by adding certain
screening criteria. Patil & Taillie (2004) proposed an Upper Level Set clustering
detection which reduces the size of spatial cluster candidates by only considering the
connected components of possible upper level sets. Tango (2008) investigated spatial
scan statistic with restricted likelihood ratio which added a screening criterion in measure
formula.
An alternative to reduce the computation consuming time is to avoid
randomization testing. Neill et al (2006) provided a Bayesian method for Spatial Scan
Statistics, which incorporated prior information and estimated the posterior probability of
each cluster candidate. Chan (2009) replaced the maximum likelihood ratio with average
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likelihood ratio, which allowed bypassing the Monte Carlo procedure, and they suggested
that the average likelihood ratio statistic is more superior than the maximum statistic.
Assuncao et al (2006) introduced a graph structure partition method based on
minimum spanning tree to control the candidate size, and they claimed that Upper Level
Set method of Patil and Taillie is one particular case of theirs. However, Costa et al
(2012) argued that Assunocal’s method would cause the octopus effect, oversized cluster
with extraordinary shape (Duczmal & Assuncao 2004), Instead, they presented an
improved approach by integrating double-connected constraint to achieve a balance
between likelihood maximization and cluster compactness. Although this method
preserves a compact shape of cluster, adding double connected constraint in the candidate
construction is too arbitrary to step across certain inconsistent unit due to the spurious
data variation. It is known that the disease data for each unit may be unstable if the base
population is too small, which means that the rate for small areas within a true disease
cluster may reveal spurious variation. In general, the variation could be alleviated by area
aggregation or choosing a higher analysis scale. In other words, double connected
constraint leads that the cluster detection heavily depends on the choice of spatial scales.
For example, given a cluster detected at county-level, if the same data is scaled down to a
lower level (i.e. tract-level), variation of study rate at the lower level (i.e. tract) will be
higher in cluster area than the one at the higher level (i.e. county). A unit with relatively
low rate in the true cluster might lead to the miss of the cluster due to the doubleconnected constraint.
Regionalization is a spatial analysis technique that concerns the aggregation of a
large number of spatial units into a small number of non-overlapping and spatially
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contiguous regions while optimizing an objective function. REDCAP (Guo 2008) is a
family of hierarchical regionalization methods that are based on contiguity constrained
hierarchical clustering and partitioning. The REDCAP methods take two steps: (1)
construct a spatially contiguous tree by enforcing a contiguity constraint in a hierarchical
clustering method, e.g., the average-linkage, complete-linkage, or the Ward clustering
method; and (2) partition the tree to generate a hierarchy of homogeneous regions while
optimizing a within-region homogeneity measure, e.g., the sum of squared differences
(SSD). REDCAP methods can also be integrated with smoothing techniques, such as
empirical Bayes smoothing or kernel-based smoothing, to reduce the impact of spurious
data variation due to the small-area problem and significantly improve the quality of
constructed regions (Guo & Wang 2011).
In this paper, two new approaches to spatial scan statistics are presented, which
neither assume a fixed shape nor evaluate a huge number of candidates. The proposed
approaches incorporate smoothing technique to reduce the influence of spurious data
variation, and generate cluster candidates based on simple merge or adaptive merging
strategies, which are borrowed from regionalization methods. The smoothing technique is
purposely brought in to overcome the limitations of random units, which could result in
consistent detection ability at different scales. In addition, the integration of smoothing
can help avoid the octopus effect by borrowing information from neighbors. Benchmark
datasets with circular and irregular clusters from existing literature (Duczmal et al. 2006,
Kulldorff et al. 2003) are used to evaluate the new methods and compare them with the
well-known circular and elliptic spatial scan statistic methods in SaTScan (Kulldorff,
1997), and double-link constrained scan statistic from (Costa et al. 2012). I also execute
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robustness analysis to determine the sensitivity to smoothing functions and neighborhood
definitions.
In Section 2.3, I provide the necessary background of Kulldorff’s and doubleconnected spatial scan statistic. Section 2.4 presents the new approaches to spatial scan
statistics and Section 2.5 provides the evaluation results based on the synthetic data sets. I
conclude with discussions in Section 2.6.
2.3 RELATED WORK
2.3.1 SPATIAL SCAN STATISTIC
Scan statistics was originally designed for one dimensional data analysis (e.g.,
Naus 1995) and then extended to two-dimensional geographical data (Kulldorff 1997,
Openshaw et al. 1987, Walther 2010). Here I provide a brief introduction to the spatial
scan statistics method in (Kulldorff 1997), which is implemented in SaTScan (available
at www.satscan.org). SaTScan enumerates all possible circular areas of varying sizes and
locations over the studied area. The purpose is to find the circular window(s) that has
significantly high rates of certain observations (e.g., disease incidents). Let p be the risk
within a window Z and q the risk outside the window Z in the studied area. The null
hypothesis is that H0: p = q, and the alternative hypothesis is Ha: p > q (or p < q). With
the Poisson model, the test statistic, likelihood ratio (λ), for a certain window Z is defined
as:
𝜆=

𝑂𝑍 𝑂 −𝑂 𝑂𝑊 −𝑂𝑍
𝑂
( 𝑍) ( 𝑊 𝑍)
𝑃𝑍

𝑃𝑊 −𝑃𝑍
𝑂𝑊
𝑂
( 𝑊)
𝑃𝑊

𝑂

𝐼(𝑃𝑍 >
𝑍

𝑂𝑊 −𝑂𝑍
𝑃𝑊 −𝑃𝑍

)

(2.1)

where OZ and PZ denote the counts of observations (e.g. the number of disease cases) and
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the population within Z, respectively; OW and PW are the counts of observations and
population for the whole studied area. Likelihood ratio based on Bernoulli model was
also provided in Kulldorff (1997). The likelihood ratio λ is computed for each window
and the maximum value is recorded. In implementation, SaTScan places a circle over
each observation location and then varies the radius of the circle to enumerate all possible
circular windows. For example, suppose the data set has N spatial units (e.g., counties),
the scan process may need to process as many as N2 circles. Practically, circles covering
more than 50% of the total population in the studied area are usually not considered as
clusters in SaTScan.
After the calculation of the likelihood ratio λ for each circular window, a Monte
Carlo simulation is used to generate a realtively large number (i.e. 999) of replications of
the data set under the null hypothesis. For each replication, the maximum likelihood ratio
among all the windows is obtained as explained above. With these maximum values of
likelihood ratio, an empirical distribution can be constructed and a p-value can be
assigned to each circular cluster according to its likelihood ratio. To detect low risk
clusters, one can simply change the direction of the inequality sign in the indicator
function in Equation 2.1. For computational consideration, log(λ), i.e., log likelihood ratio
(LLR), is usually used instead of the likelihood ratio λ in implementation.
Kulldorff et al. (2006) extended the circular scan statistic by adding ellipses as
scanning windows. Elliptic scan statistic varies the shapes of elliptic windows by
changing the ratio of the longer axis to the shorter axis (i.e. 1.5, 2, 3, 4, and 5) and the
number of angels (4, 6, 9, 12, and 15) of the ellipse. It also introduces a non-compactness
penalty, the formula of which is [4s/(s+1)2]a ,where s is ratio of the major axis to the

12

minor axis of the ellipse, and a is a penalty parameter. The penalty is added as a factor in
likelihood ratio calculation, which will favor more compact windows even if they have a
marginally smaller likelihood ratio compared with those less compact ones.
2.3.2 DOUBLE-CONNECTED SCAN STATISTIC
The double-connected scan statistic (Costa et al. 2012) constructs cluster
candidates by building minimum spanning trees based on graph theory, instead of
applying a large number of scanning windows,. In graph theory, the contiguous
geographical units in the studied area could be considered as an undirected connected
graph, each edge of which represents a pair of geographically contiguous neighbors. This
method builds a tree for each spatial unit in the studied area. When expanding the trees,
the neighbor unit will be considered if at least two connections are found between the
neighbor and the units in the current tree except for the first edge. The expansion stops
whenever no increase in likelihood ratio or no satisfied neighbors. All the trees rooted in
each unit will be considered as cluster candidates. The double-connected constraint,
without explicit penalization, achieves good cluster compactness of clusters and
alleviates the octopus effect. However, it is too conservative in overcoming random
obstacles due to the small-area problem. Moreover, its definition of double connectedness
is highly dependent on data resolution, where a doubly connected component can become
disconnected when the data is represented at a finer resolution (i.e., smaller units).
Consequently, it might only find partial clusters and fail to discover true patterns.
2.4 SPATIAL SCAN STATISTIC WITH SMOOTHING
To overcome the drawbacks aforementioned, I propose two new methods to
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spatial scan statistic: one is based on a simple merge strategy and the other is based on a
hierarchical merge strategy, both of which integrate a smoothing method. The general
idea is to firstly use smoothing method to obtain a more robust measurement value for
each unit to avoid the small-area problem; then construct a set of regions as cluster
candidates with the smoothed values; and finally use a Monte Carlo procedure to derive a
p-value for the test statistic for each cluster candidate. The test statistic adopted in the
new methods is the log likelihood ratio (LLR), same as that in traditional scan statistic.
There are three advantages of the new methods. First, they can detect clusters (regions) of
arbitrary shapes. Second, the number of candidate clusters to be tested is very small,
which helps alleviate both the multiple-testing problem and the computational burden.
Third, the power of the new methods does not depend on data resolution and thus has
boarder and more flexible applications.
Smoothing is a technique to alleviate the spatial variance by borrowing
information from spatial neighbors besides the observation at hand. Kernel smoother is
one of the most commonly used spatial smoothers. In essence, it assigns a set of weights
to the neighbors of each unit in terms of kernel function. Kernel function is a distance
decay function with bandwidth, a threshold beyond which the weight is set to zero. A
𝑑

kernel function can be formulated as 𝐾𝑖𝑗 ( ℎ𝑖𝑗 ), where dij is the distance between i and j,
𝑖

and hi is the bandwidth. The bandwidth is typically set as the maximum distance within
local neighborhood. In this study, neighborhood is defined as followed: if the sum of
population within the first-order geographic neighbors is larger than the threshold, the
neighborhood is set as the first-order neighbors. Otherwise, the search is extended to the
next-order neighbors by distance until the threshold is satisfied. A demonstration of
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neighborhood definition is shown in Figure 2.1. Threshold can be determined as a certain
percentage of the total population (i.e. 1%), but the user is free to set to the most
appropriate value based on their own studied problem and data. Several types of kernel
functions are commonly used: Gaussian, quadratic, quartic, and etc. Smoothed cases and
population size for a unit can be obtained by:
𝑂̂𝑖 = ∑𝑗 𝐾𝑖𝑗 𝑂𝑗 , and 𝑃̂𝑖 = ∑𝑗 𝐾𝑖𝑗 𝑃𝑗 .
These new smoothed values are used to calculate LLR for the associated unit. The
remainder of this section introduces methodologies of two proposed scan statistics.

Figure 2.1: Demonstration of neighborhood definition for smoother. On the left is a graph
representing contiguous information, in which two contiguous units are linked by an
edge. On the right is a table listing the population size of each unit. Given that the
population threshold is set to 30 here, the total population of units A’s first-order
neighborhood {A, B, C, D, E, F} is 24. Since it does not meet the threshold, the search is
expended to the second-order neighborhood {G, H, I, J, K, L, M, N, O, P} by distance.
After adding the nearest units P and H in the second-order neighborhood, the total
population is increased to 42, which exceeds the threshold. Consequently the
neighborhood for unit A is {A, B, C, D, E, F, P, H}.
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2.4.1 SIMPLE MERGE

Figure 2.2: The simple merge algorithm. Initially contiguous units are linked by dotted
lines as figure a. The algorithm enumerates all the links (edges) and searches the ones
which provide LLR increases. Those links marked as solid lines are saved but not merged.
Based on the marked links, all the geographically connected components are discovered
and the one with the highest adjusted LLR value is saved as cluster candidate.

The simple-merge method starts with calculating the LLR value for each unit
based on its smoothed values of cases and population size. Then all the neighbouring
pairs in terms of the graph construction are enumerated to compare the aggregated LLR
value with the individual LLR values. If the aggregated value is larger than both
individual values of two nodes, then this pair would be added into a pair list. After the
enumeration, geographical contiguous components are identified in the pair list. The LLR
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values for the components are calculated based on the adjusted cases and population
sizes. In each component, the adjusted cases and population size are defined as 𝑂̂𝐶 =
∑𝑖 𝑤′𝑖 𝑂𝑖 , and 𝑃̂𝐶 = ∑𝑖 𝑤′𝑖 𝑃𝑖 , where 𝑤′𝑖 = max(𝐾𝑘𝑖 ) , 𝑘 𝑖𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡. The
component with the highest LLR value is considered as the cluster candidate. The simple
merge algorithm is demonstrated in Figure 2.2.
The algorithm is described as follows:
(1) For each unit i in the studied area,
a. find i’s associated neighborhood for smoothing,
b. apply a smoother to obtain the smoothed cases 𝑂̂𝑖 and population size 𝑃̂𝑖
for the unit;
c. calculate its LLR value 𝑙̂𝑖 based on its smoothed cases 𝑂̂𝑖 and population
size 𝑃̂𝑖 ;
(2) For each pair (i, j) of contiguous neighbors,
a. compute the merged LLR value 𝑙̂𝑖𝑗 based on the sums of smoothed cases
(𝑂̂𝑖 and 𝑂̂𝑗 ) and population sizes (𝑃̂𝑖 and 𝑃̂𝑗 );
b. if the merged LLR value 𝑙̂𝑖𝑗 is larger than both of the individual LLR
values 𝑙̂𝑖 and 𝑙̂𝑗 , then put these two units into set S;
(3) Find all the geographically connected components in set S;
(4) Calculate the LLR values for the connected components based on the adjusted
cases and population size;
(5) Save the component with the highest LLR value as the cluster candidate.

2.4.2 HIERARCHICAL MERGE
The major difference between the hierarchical-merge and the simple-merge is that
the hierarchical merge method iteratively aggregates neighbours with the largest increase
until all the pairs are aggregated. To aggregate two clusters in a neighbour pair, remove
one of the two clusters, and update the other cluster’s cases and population size as the
total of two clusters’ cases and population sizes, respectively. The LLR increases for all
the pairs involving the aggregated clusters need to be updated after the aggregation. The
process continues until no pair in the list. The adjusted cases and population size are
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defined in the same way as the ones for geographical contiguous components in the
simple merge approach. Figure 2.3 illustrates the hierarchical merge process.

Figure 2.3: The hierarchical merge algorithm. Initially each unit is considered as a single
cluster and the contiguous information is represented as dotted lines (figure a). The
algorithm searches the link with largest LLR increase which is link (C, D) marked as solid
line in figure b. Clusters C and D is merged into one cluster, and related information is
updated accordingly. The process of searching largest increase is repeated until no
increase for any link. The merged cluster with largest adjusted LLR value is picked as
cluster candidate.

The steps are:
(1) For each unit i in the studied area,
a. initialize the unit as a cluster,
b. find i’s associated neighborhood for smoothing,
c. apply a smoother to get the smoothed cases 𝑂̂𝑖 and population size 𝑃̂𝑖 for
the unit;
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(2)

(3)

(4)
(5)

d. calculate its LLR value 𝑙̂𝑖 based on smoothed cases 𝑂̂𝑖 and population size
𝑃̂𝑖 ;
For each pair (i, j) of the contiguous neighbors,
a. compute the merged LLR value 𝑙̂𝑖𝑗 based on the sums of smoothed cases
(𝑂̂𝑖 and 𝑂̂𝑗 ) and population sizes (𝑃̂𝑖 and 𝑃̂𝑗 );
b. if the merged LLR value 𝑙̂𝑖𝑗 is larger than both of the individual LLR
values 𝑙̂𝑖 and 𝑙̂𝑗 , then put this pair (edge) into pair list P;
While P is not empty,
a. aggregate the pair with the largest increase,
b. update the pair list P. Remove one of the clusters, replace the other by the
union of the two, update the increase of involved pairs;
Calculate the LLR values for the merged clusters based on the adjusted cases and
population size;
Save the cluster with the highest LLR value as the cluster candidate.

2.5 EVALUATION AND COMPARISON
2.5.1 DATA
To evaluate the new proposed approaches and compare the results with the
circular, elliptic, and double-link spatial scan statistic methods, I use a set of benchmark
data sets with three circular clusters from Kulldorff et al. (2003) and seven irregular
clusters from Duczmal et al. (2006). The study region of the benchmark dataset contains
245 counties in the North-eastern United States (see Figure 2.4). The population of
women from the 1990 census is used as background population, the total of which is
29,535,210. Three circular clusters are generated in rural, mixed, and urban area,
respectively (Figure 2.4a); seven irregular clusters are constructed based on landscape
features including Connecticut River (cluster A), Hudson River (Cluster B), Lake Ontario
Coast (Cluster C), and Susquehanna River (Clusters D and E), or geopolitical boundaries
of Pennsylvania (Clusters J and K) (see Figure 2.4b and c).
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Figure 2.4: Simulated data clusters (shaded areas) for the North-eastern U.S. Circular
clusters are presented in a, and irregular clusters are identified by the letters in b and c.
Cluster E consists of cluster D and five nearby counties. Cluster K contains the entire
Cluster J and several inner counties (lightly shaded).

There are a total of 600 simulated disease cases among the 245 counties. Outside
the cluster, the cases are randomly distributed in proportion to the population under the
null hypothesis. The null hypothesis (H0) assumes that the disease rate is the same at any
location and therefore the expected number of cases under H0 is the overall disease rate
times the total population in a cluster. A higher relative risk is assigned to the counties
within each cluster, which is determined by the rule that the null hypothesis would be
rejected with probability 0.999 while running a standard binomial test given that the true
cluster locations are known. The population size, the expected number of cases under the
null and alternative hypotheses, and the relative risk of each cluster are given in the Table
2.1.
As a result, there are a total of ten clusters generated (i.e. three circular and seven
irregular clusters). 10000 data sets are generated to perform the comparisons for each
cluster. For each data set I applied the circular, elliptic (no penalty), double-connected
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scan statistic and my approaches. And 9999 random data sets are generated under the null
hypothesis to estimate the cut-off point for significance. It was proved before that the
results for both Poisson and Bernoulli probability models are almost identical (Costa et al.
2012), so only the results for the Poisson model are evaluated.

Table 2.1: Cluster information. E[c|H0] and E[c|Ha] are the expected numbers of cases
under the null and alternative hypotheses, respectively. Total number of cases is 600
(simulated).
Cluster
Circular

Region
Rural
Mixed
Urban
Irregular A
B
C
D
E
J
K

#counties
16
16
16
13
16
7
15
21
55
78

Population
360275
1684327
7627173
1057407
1672387
709519
119235
1483995
3198049
7775129

E(c|H0)
7.32
34.22
154.94
21.48
33.97
14.41
2.42
30.15
64.97
157.95

E(c|HA)
27.57
67.61
208.52
47.59
63.44
37.52
5.52
58.96
99.13
194.26

Relative Risk
3.90
2.10
1.53
2.32
1.97
2.71
2.29
2.06
1.63
1.34

To compare with other methods, quartic kernel function with 200,000 as the
population threshold is applied to my methods. Robustness analysis is also conducted by
applying different kernel functions and population thresholds. The results in section 2.5.4
demonstrate that the proposed methods are not sensitive to either of these settings.
2.5.2 EVALUATION MEASURES
Following Costa et al. (Costa et al. 2012), the two proposed approaches and other
three methods are examined with respect to statistical power, and three accuracy
measures: the sensitivity, the positive predictive value (PPV) and misclassification rate.
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The power of a statistical test is the probability that the test will reject the null
hypothesis when the null hypothesis is actually false (and should be rejected) at the
significance level alpha = 0.05. In other words, the power represents the capability to
detect a cluster when it really exists. The average powers of a method with the 10,000
benchmark data sets are used for comparison.

Figure 2.5: An illustration of accuracy measures. The solid circle is actual positive area,
and the dash circle is detected positive area. Therefore True Positive (TP) is overlap of
these two circles. False Positive (FP) is the non-shaded area within dash circle. False
Negative (FN) is the proportion of solid circle falling outside the dash circle.

Apart from the power test, three accuracy measures of detection performance are
used to evaluate the methods. These measures not only consider the power of a method,
but also calculate the accuracy of the detection results. The measures are based on several
definitions (Figure 2.5). True Positive (TP) is the population size of counties which is
correctly detected as significant, False Positive (FP) is the population size of counties
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which is incorrectly detected as significant, and False Negative (FN) is the population
size of counties which is incorrectly detected as not significant.
The sensitivity measure is defined as the ratio of TP divided by the actual positive,
which means the proportion of actually positive population who are correctly assigned to
the positive group. It can be represented as sensitivity = TP/(TP+FN). The value of
sensitivity is ranged from 0 to 1. The closer the value is to one, the more likely an
actually negative unit is to be tested as negative. Put another way, a high sensitivity value
suggests that it is nearly certain that the detected negative units are actually negative (not
in the high-risk area). The method with high sensitivity helps rule out high risk disease
area.
The PPV measure is defined as the ratio of TP to the detected positive, which
means the proportion of detected positive population who are actually positive. It can be
represented as PPV = TP/(TP+FP). The value of PPV is ranged from 0 to 1. The closer
the value is to one, the more likely an actually positive unit is to be determined as
positive. In other terms, a high PPV value indicates that it is very confident that the
detected positive units are actually positive (in the high-risk area). The method with high
PPV helps rule in high risk disease area.
The misclassification rate is the percentage of sum of FN and FP divided by the
total population, i.e., the percentage of population who are allocated to the incorrect
group. A method with small misclassification rate means that the detected cluster fits the
true cluster well.
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2.5.3 COMPARISON RESULTS
Table 2.2 presents the results of statistical power test for circular, elliptic, doublelink, and two new proposed scan statistics with quartic kernel function. The results
suggest that circular scan statistic has the best power for circular clusters, and elliptic
scan statistic achieves the best power for irregular clusters. Averages of power results for
ten different cluster types are reported at the last column. It shows that in general elliptic
scan statistic has the best power. Simple merge method has relatively lower power, while
hierarchical merge method has comparable power with double-link.
Table 2.3 shows the sensitivity results, which are used to evaluate that on average
how many actually high-risk units are detected. The results indicate that both of simple
and hierarchical merge methods achieve better performances than circular, elliptic and
double-link scan statistic in this perspective. Double-link scan statistic gives the worst
results because of its arbitrary double connected constraint.
Table 2.4 gives the PPV results, which represent the performance on how many
detected units are actually within the high-risk areas. The results exhibit that double-link
has the best performance, and hierarchical merge method gives the similar performance
as circular and elliptic scan statistic. The simple merge method performs as well as
hierarchical merge method in this standpoint because they wrongly include about 8% of
the total population in the detected clusters on average (see Table 2.5).
Table 2.5 shows the misclassification ratio results, which are the percentage of the
population wrongly identified in the total population. In this view, hierarchical merge
method gives the best results, and simple merge method performs worse than elliptic and
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double-link scan statistics. As expected circular scan statistic shows competitive results
for the circular cluster models, but it performs not well for the irregular clusters.
In general, circular and elliptic scan statistics have good power results, and
balanced performance in sensitivity, ppv and misclassification results. Double-link scan
statistic performs well in power and ppv, but it gives unsatisfactory result in sensitivity
measure. Simple merge method achieves good results in sensitivity, but low in ppv.
Hierarchical merge method has comparable power, balanced sensitivity and ppv, and the
best misclassification results.
2.5.4 ROBUSTNESS ANALYSIS
To answer the question that how sensitive do the different kernel functions and
population thresholds effect on the output of simple and hierarchical merge methods,
several settings are set up to perform robustness analysis. I examine three kernel
functions, quartic, quadratic and Gaussian, and four population thresholds ranging from
0.5% to 1% of total population, 150,000, 200,0000, 250,000 and 300,000. When testing
robustness on kernel functions, the size of 200,000 people is set as population threshold.
Correspondingly, quartic kernel is used when testing robustness on population threshold
settings. Since simple and hierarchical merge methods produce similar robustness results,
here only the result of hierarchical merge is presented.
Table 2.6 and Table 2.7 show the results of measures including statistical power,
sensitivity, ppv and misclassification rate on kernel functions and population thresholds,
respectively. The results suggest that performances vary little with different kernel
functions or population thresholds, which means that the methods are robust in these
settings.
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2.6 CONCLUSION AND DISCUSSION
This paper presents two alternative approaches to spatial scan statistics by
integrating with smoothing techniques and two regionalization strategies (simple merge
or hierarchical merge). Through the integration of smoothing and regionalization,
unstable small-area rates can be enhanced by borrowing information from neighbours,
which subsequently improves the construction of cluster candidates for statistical testing.
The two new approaches have three main advantages over existing methods. First, it can
detect clusters of arbitrary shapes. Second, the number of candidate clusters being
evaluated is much smaller than that of the existing methods, which dramatically alleviates
the multiple-testing problem. Last but not least, it can detect clusters and overcome the
small-area problem, which enables the detection of clusters at different spatial scales.
Benchmark data sets, including data with circular clusters (Kulldorff et al. 2003)
and irregular-shaped clusters (Duczmal et al. 2006), have been used to evaluate and
compare the new methods with existing spatial scan statistics methods, including the
circular, elliptic, and double-link constrained spatial scan statistics. The comparison
results show that among the five methods (including those two introduced here), circular
and elliptic scan statistics have the best performance on power but suffer severely from
the multiple-testing problem (thus they can only report a single cluster as significant if
any) and can only detect regular-shaped clusters.
To detect irregular-shaped clusters, the hierarchical merge approach of mine
achieves similar performance as the existing double-link method and is better than the
latter in terms of being independent of unit size and spatial resolution. Moreover, the
hierarchical merge approach has the lowest misclassification rate, most balanced
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performance on sensitivity and ppv, and in the meantime maintains an acceptable
computational complexity. On the other hand, the simple merge method of mine has the
best performance on the sensitivity accuracy measure and the lowest computational cost.
Therefore, the simple merge method is recommended for detecting clusters of rare events
and for applications that demand frequent and quick analysis, such as deadly disease
control and severe crime hotspot analysis. Otherwise, the hierarchical merge method is
recommended. Both of these two methods are not sensitive to different choice of kernel
functions and neighborhood definitions.
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Table 2.2: Comparison results for statistical power. For simple and hierarchical merge methods, quartic kernel function with 200,000 as population
threshold is applied for comparison.
Mixed16 Rural16 Urban16 A
Circular
Elliptic
Double-link
Simple
Hierarchy

B

C

D

E

J

K

AVG

0.8530

0.7878

0.8808

0.8605

0.8068

0.6875

0.7978

0.8520

0.9492
0.9337

0.9695
0.9626

0.9266
0.9136

0.9166
0.9030

0.9198
0.7537

0.8120
0.7784

0.8998
0.8148
0.6953

0.8360
0.8002
0.6411

0.9087
0.7871
0.6791

0.9025
0.8922
0.7929

0.8483
0.7772
0.7712

0.7260
0.5940
0.6312

0.8242
0.5259
0.6938

0.8755
0.7840
0.7340

0.9324

0.9170

0.7962

0.7595

0.7121

0.7535

0.8343

0.8003

0.6489

0.6883

0.7843

Table 2.3: Comparison results for sensitivity. For simple and hierarchical merge methods, quartic kernel function with 200,000 as population
threshold is applied for comparison.
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Circular
Elliptic
Double-link
Simple
Hierarchy

Mixed16 Rural16 Urban16 A

B

C

D

E

J

K

AVG

0.8866

0.8629

0.8513

0.6841

0.5772

0.7322

0.6704

0.6164

0.5524

0.6591

0.7132

0.7921

0.8906
0.8700

0.8232

0.6789

0.7119

0.5876

0.5257

0.5897

0.6300

0.5786

0.4884

0.5883

0.3856

0.2604

0.6416
0.1753

0.7312

0.7530

0.8301
0.5628

0.9184
0.8816

0.9567
0.8937

0.8349

0.9004
0.8654

0.8942
0.7960

0.8141

0.8393
0.7264

0.7661
0.6208

0.6139
0.5562

0.5181

0.8056
0.7323

0.8159

0.7429

0.4239

0.5012

Table 2.4: Comparison results for ppv. For simple and hierarchical merge methods, quartic kernel function with 200,000 as population threshold is
applied for comparison.
Circular
Elliptic
Double-link
Simple
Hierarchy

Mixed16 Rural16 Urban16 A

B

C

D

E

J

K

AVG

0.8996

0.8991
0.8389

0.8886

0.7275

0.6529

0.7323

0.5829

0.5402

0.6243

0.7067

0.7254

0.8204

0.7553

0.6827

0.6037

0.6684

0.7598

0.7403

0.8954
0.4563

0.9430
0.8776

0.7681
0.7641

0.6858

0.9591
0.8025

0.4378

0.8130
0.4557

0.8395
0.5174

0.8230
0.4340

0.7543
0.4291

0.8208
0.6593

0.8697
0.6932

0.8482
0.5763

0.8848

0.8281

0.8802

0.6199

0.6409

0.7019

0.6474

0.6220

0.6893

0.7293

0.7244

0.8199

Table 2.5: Comparison results for misclassification rate. For simple and hierarchical merge methods, quartic kernel function with 200,000 as
population threshold is applied for comparison.
Circular
Elliptic
Double-link
Simple
Hierarchy

Mixed16 Rural16 Urban16 A

B

C

D

E

J

K

AVG

1.59

6.41
9.26

3.35

6.59

2.33

4.61

6.51

17.80

18.10

6.76

2.62

0.26
0.70

2.42

5.32

1.80

3.54

5.67

16.12

6.34

1.55

0.65

10.05

3.31

7.54

3.76
7.71

1.41
3.45

2.19
6.67

3.78
8.04

14.97

2.26

2.43
5.99

15.94
22.36

13.69

17.96

7.66

1.48

0.54

7.85

2.90

4.27

1.74

3.27

4.61

13.58

18.83

5.91

6.32

Table 2.6: Robustness analysis on kernel functions. Hierarchical merge method with 200,000 as population threshold is used for analysis.
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Sensitivity

PPV

Misclassification
Ratio

Kernel Mixed16 Rural16 Urban16 A
B
C
D
E
J
K
AVG
Function
quartic
0.9324
0.9170
0.7962 0.7595 0.7121 0.7535 0.8343 0.8003 0.6489 0.6883 0.7843
quadratic
0.9350
0.9142
0.8377 0.7261 0.6966 0.8068 0.8318 0.7928 0.6579 0.7293 0.7928
Gaussian
0.9207
0.9113
0.7822 0.7274 0.7059 0.7651 0.8477 0.8180 0.6555 0.7144 0.7848
quartic
0.8480
0.8772
0.7661 0.8294 0.7352 0.7077 0.5867 0.4672 0.4439 0.2876 0.6549
quadratic
0.9029
0.8943
0.8102 0.8507 0.7968 0.7348 0.6667 0.5549 0.5026 0.3741 0.7088
Gaussian
0.8986
0.9062
0.7839 0.8571 0.7761 0.8088 0.6823 0.5503 0.4723 0.3270 0.7063
quartic
0.9101
0.8359
0.9104 0.6805 0.7049 0.7875 0.7241 0.7017 0.7652 0.7689 0.7789
quadratic
0.8901
0.8247
0.8895 0.6313 0.6415 0.7308 0.6654 0.6427 0.7290 0.7582 0.7403
Gaussian
0.9091
0.8583
0.9092 0.6550 0.7170 0.7175 0.6960 0.6692 0.7485 0.7543 0.7634
quartic
1.48
0.54
7.85
2.90
4.27
1.74
3.27
4.61
13.58
18.83
5.91
quadratic
1.54
0.65
7.81
3.69
5.35
1.93
4.10
5.64
14.13
17.71
6.25
Gaussian
1.36
0.55
7.47
3.57
4.64
1.81
3.51
5.06
13.56
18.16
5.97

Table 2.7: Robustness analysis on smoothing population threshold. Hierarchical merge method with quartic kernel function is used for analysis.
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Threshold Mixed16 Rural16 Urban16 A
B
C
D
E
J
K
AVG
150,000
Power
0.9363
0.9274
0.7943 0.7485 0.7093 0.7534 0.8329 0.7938 0.6493 0.6820 0.7827
200,000
0.9324
0.9170
0.7962 0.7595 0.7121 0.7535 0.8343 0.8003 0.6489 0.6883 0.7843
250,000
0.9317
0.8975
0.8004 0.7639 0.7147 0.7590 0.8360 0.8027 0.6507 0.6937 0.7850
300,000
0.9304
0.8840
0.8039 0.7699 0.7169 0.7630 0.8432 0.8056 0.6546 0.6990 0.7871
Sensitivity 150,000
0.8776
0.8576
0.8162 0.8562 0.7956 0.7408 0.7182 0.6151 0.5528 0.4192 0.7249
200,000
0.8816
0.8937
0.8159 0.8654 0.7960 0.7429 0.7264 0.6208 0.5562 0.4239 0.7323
250,000
0.8857
0.9087
0.8150 0.8680 0.8014 0.7445 0.7280 0.6234 0.5609 0.4285 0.7364
300,000
0.8971
0.9217
0.8146 0.8714 0.8022 0.7442 0.7381 0.6360 0.5628 0.4348 0.7423
150,000
PPV
0.8927
0.8290
0.8802 0.6241 0.6422 0.7018 0.6531 0.6283 0.6899 0.7287 0.7270
200,000
0.8848
0.8281
0.8802 0.6199 0.6409 0.7019 0.6474 0.6220 0.6893 0.7293 0.7244
250,000
0.8831
0.8086
0.8803 0.6155 0.6324 0.7000 0.6443 0.6166 0.6874 0.7273 0.7195
300,000
0.8810
0.7944
0.8804 0.6124 0.6308 0.6980 0.6371 0.6113 0.6854 0.7255 0.7156
Misclassi- 150,000
1.43
0.58
7.84
2.87
4.25
1.73
3.24
4.56
13.60
18.93
5.90
fication
200,000
1.48
0.54
7.85
2.90
4.27
1.74
3.27
4.61
13.58
18.83
5.91
Ratio
250,000
1.48
0.58
7.87
2.96
4.37
1.76
3.31
4.67
13.59
18.80
5.94
300,000
1.45
0.62
7.88
3.00
4.43
1.79
3.37
4.71
13.60
18.72
5.96

CHAPTER 3 : A FLOW SCAN STATISTIC FOR SPATIAL
INTERACTION DATA
3.1 ABSTRACT
The study of spatial interactions (SI), for example, human movement from one
place to another, have a fundamental role in many models and studies, such as urban
planning and spread of epidemics. However, the analysis of spatial interaction data
remains a crucial challenge due to its complexity. This paper presents a Flow Scan
Statistic for spatial interaction data analysis, which aims at revealing hidden flow patterns
and making corresponding statistical inference. The proposed Flow Scan Statistic applies
a large number of flow tubes to scan spatial interaction data and employs a Monte Carlo
simulation procedure to generate the null distribution of the test statistic. The Flow Scan
Statistic naturally works for both area-based and point-based SI data, demonstrated by
two cases studies with the U.S. internal county-to-county migration data in Census 2000
and a synthetic point-based flow data for evaluation.
3.2 INTRODUCTION
Spatial Interaction (SI) data represents the movements of people, products,
services, information, or any other type of flows among places. Examples of spatial
interaction include migration, disease spread, travel, and trade. Understanding such
location-to-location movements is critical for a wide range of researches and application
domains, such as business decision making (Chun et al. 2012, Tobler 1981), urban
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planning (Clark 1967), emergence management (Eubank et al. 2004, Ferguson et al.
2006, Ferguson et al. 2005, Germann et al. 2006, Guo 2007), human migration (Perry
2006, Ambinakudige & Parisi 2010, Guo 2009, Johnson et al. 2005, Brockmann et al.
2006) and resource management (McCool & Kruger 2003, Njock & Westlund 2010).
Human mobility networks, as a unique category of SI data, describes the flow of
individuals moving from one location to another in a city or across a country. Typical
data of human mobility includes migration, commuting, and travelling. Comprehensive
analysis of SI data requires explicit consideration of its network features. The integration
of geographical and network features is the most unique aspect of SI data analysis.
There are two major types of methodologies in SI data analysis. The first type is
spatial interaction modeling. It is known that the flow volume between two places is to
some degree related to the masses of two places (e.g. population or gross flow). Taking
migration as an example, one thousand migrants between two less-populated cities have
more significance than the same amount of flows between two large metropolitan areas.
Additionally, migration flows may also be related to various factors such as distance and
employment opportunities. One common approach to perform spatial interaction data
analysis is through modeling, which aims at predicting or estimating flows between pairs
of origins and destinations based on a set of selected factors.
The second type of spatial interaction analysis is through exploratory and
network-based analyses, which aim at extracting non-trivial network structures from
spatial interactions. Human mobility networks embedded in geographic space and
network structures (e.g., community structure or clusters) have explicit spatial meanings
such as neighborhoods and functional regions. Existing methods in this category usually
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either focus on the network properties with spatial variables (such as distance) or the
spatial distribution of connections and nodes. Much less attention has been paid to the
complexity that combines both the spatial distribution and network structure. In this
project, a new approach that takes into consideration the properties of geographic units
and connected flows will be developed to detect significant patterns of SI data. In spirit of
the scan statistic methods, the proposed approach generates a number of circlepairs/region-pairs -- one of which represents the origins and the other represents the
destinations -- to scan the entire study flows, and employ Monte Carlo simulation to
identify the significant flow pairs in the data.
In Section 3.3, I present the related works including necessary background of
spatial scan statistics. Section 3.4 provides the new proposed scan statistic for spatial
interaction data and in section 3.5 I will apply the new approach to investigate the
migration flow patterns of Census 2000, and to evaluate it based on a synthetic pointbased flow data. I conclude with discussions in section 3.6.
3.3 RELATED WORKS
Existing spatial network data, especially for the human mobility, are usually large
and complex. Current exploratory approaches (as opposed to the modeling approaches
introduced above) for analyzing such data could be divided into two categories based on
their application purposes: community detection and flow clustering. Most of existing
studies of flow clustering methods are primarily based on visualization and mapping
approaches. In this section, I will begin with spatial scan statistic for traditional lattice
data or point data, both of which are not flow-based data. Then approaches for
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community detection and flow visualization will be reviewed. Finally, several other
alternative approaches will be discussed.
3.3.1 SPATIAL SCAN STATISTIC
Scan statistic was originally used for one dimensional data analysis (e.g., Naus
1995) and then extended to two-dimensional spatial data (Kulldorff 1997, Openshaw et
al. 1987, Walther 2010). Spatial scan statistics (Kulldorff 1997) such as the methods
implemented in SaTScan (available at www.satscan.org) are commonly used for
detecting spatial clusters and searching for unusual places such as high-disease-rate
regions. Although these methods are currently only applicable to location-based
geographical data (e.g., lattice data or point data), the general idea is valuable and may be
extended to analyze SI data.
SaTScan enumerates all possible circular areas of varying sizes and locations over
the studied area. The purpose is to find the circular window(s) that has significantly high
rates of certain observations (e.g., disease incidents). Let p be the risk within a window Z
and q be the risk outside the window Z in the studied area. The null hypothesis is that H0:
p = q, and the alternative hypothesis is Ha: p > q (or p < q). With the Poisson model, the
test statistic for a certain window Z, likelihood ratio (λ), is defined as:

𝜆=

𝑂𝑍 𝑂 −𝑂 𝑂𝑊 −𝑂𝑍
𝑂
( 𝑍) ( 𝑊 𝑍)
𝑃𝑍

𝑃𝑊 −𝑃𝑍
𝑂𝑊
𝑂
( 𝑊)
𝑃𝑊

𝑂

𝐼(𝑃𝑍 >
𝑍

𝑂𝑊 −𝑂𝑍
𝑃𝑊 −𝑃𝑍

)

(3.1)

where OZ and PZ denote the counts of observations (e.g. the number of disease cases) and
the population within Z, respectively; OW and PW are the counts of observations and
population for the whole studied area, respectively. The likelihood ratio λ is computed for
each window and the maximum value is recorded. In implementation, SaTScan places a
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circle over each observation location and then varies the radius of the circle to enumerate
all possible circular windows. For instance, suppose the data set has N spatial units (e.g.,
counties), the scan process may process as many as N2 circles. After calculation of
likelihood ratio λ for each circular window, a Monte Carlo simulation is employed for
inference.
3.3.2 COMMUNITY STRUCTURE DETECTION
Community detection is to characterize spatial network structures by partitioning
the network into natural components (or communities). A community is considered as a
set of units that have more interactions within them than in the outside units of the
network (Figure 3.1). Various approaches have been proposed. Please see Fortunato
(2010) for a detailed review. In particular, modularity is a commonly used measure to
quantify the community structure. Many researches employed clustering methods or
graph partitioning methods to optimize modularity (Guo 2009, Newman 2006, Thiemann
et al. 2010). Wang et al. (2008) presented a spatial scan statistic with Poisson
discrepancy for graph clustering which could be applied to detect community.

Figure 3.1: Illustration of community construction. (Source: Guo 2009)
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3.3.3 VISUALIZATION APPROACHES
Visualization and flow mapping can help explore and understand SI data, similar
to that graph drawing can help non-spatial graphs. In order to visualize SI data, one
traditional and straightforward approach is flow map (Tobler 1977, Tobler 1981, Kwan
2000, Phan et al. 2005). The general idea of a flow map is to employ directed straight or
curved lines to link the origins and destinations, and to adopt line width or color to
present the flow amounts. Because of its capability of exhibiting geographical and
network perspectives of SI data simultaneously, flow map has been applied and studies
by many researchers (Kwan 2000, Phan et al. 2005). However, flow map has the limited
capability to present SI data from medium and large data sets.

Figure 3.2: Flow map of migration from California from 1995 – 2000 (Source: Verbeek
et al. 2011). Top-left is the basic flow map (Tobler 2004); top-middle is the result by
bundling with crossing (Phan et al. 2005a); top-right is the map by spirals (Verbeek et al.
2011); bottom is the bundled complete migration graph by Cui et al. (2008).

To increase the capability of flow map, many researchers attempted to reduce the
edges by smoothly bundling the flows (edges) (Phan et al. 2005, Cui et al. 2008, Verbeek
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et al. 2011). Phan et al. (2005) proposed a method, inspired by graph layout algorithms,
to produce flow maps by minimizing edge crossings while maintaining the relative
position of nodes. Cui et al. (2008) adopted a control mesh to guide the edge-clustering
process which can group edges into bundles and reduce the overall edge crossings.
Verbeek et al. (2011) created flow map by using logarithmic spirals which naturally
induced a clustering on the targets and avoided obstacles. This kind of approaches (see
Figure 3.2) could show the major flow patterns and deal with the issues of edge crossings
in graphical view, but ignore the flow properties.
3.3.4 ALTERNATIVE APPROACHES
Graph theory has traditionally been employed in network analysis. However, for
highly connected networks such as the U.S. migration at state level, it is not meaningful
to examine its degree distribution, which is a commonly used measure of network
properties. Similarly, clustering coefficient and other path-based measures are also not
appropriate for completely connected networks. Donges et al. (2012) treated a network as
a discrete sub-network of a “continuous” graph, which allows the use of classical
statistical measures.
Recently, many researches of SI data analysis focus on data mining approaches.
Laube, Imfeld and Weibel (2005) used a geographic knowledge discovery approach to
discover flow patterns of point objects by comparing the flow attributes over space and
across time. Gennady, Natalia and Stefan (2007) applied multidisciplinary approach to
extract significant places and flows from large amounts of SI data. Fang et al. (2012)
presented a spatiotemporal analysis of critical taxis trajectories based on space-time
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prism concepts. Guo & Zhu (Guo & Zhu 2014) proposed a flow density estimation
method to smooth the flow data and demonstrate their approach with U.S. migration data.
3.4 METHODOLOGY
3.4.1 FLOW SPATIAL SCAN STATISTIC
Instead of applying circles in spatial scan statistic, flow scan statistic uses a large
number of overlapped flow tubes to define the scan window, each of which represents a
possible candidate for a hot flow tube with spatial interaction inside. The flow tube
consists of two regions, which represent the origin and destination of the flow,
respectively (Figure 3.3). Theoretically, the flow tubes could vary with different sizes,
shapes and locations for both origin and destination regions, but in practice I choose
circular regions covering a pre-defined size of population (or movers). The details will be
discussed in the next session.

Figure 3.3: Illustration of a flow tube.

Since in most cases it is hard to obtain the data of population who have intention
to move, the expected volume must be calculated using only the observed migration flow
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data. Even if population data is available, it is not recommended to use population of
residents as the population-to-move data because not all the residents in the area intend to
move. Using population of residents would violate inference assumption and lead to
biased results.
Given that the observed flow volume from area o to area d is𝑓𝑜𝑑 , the total volume
of observed flows F is:
𝐹 = ∑𝑜 ∑𝑑 𝑓𝑜𝑑

(3.2)

The expected value of flow 𝑓̂𝑜𝑑 from county o to county d is calculated
conditioned on the observed outflow and inflow marginal:
1
𝑓̂𝑜𝑑 = 𝐹 × 𝑓𝑜∗ × 𝑓∗𝑑

(3.3)

Where the outflow and inflow marginal is 𝑓𝑜∗ = ∑𝑗 𝑓𝑜𝑗 , and 𝑓∗𝑑 = ∑𝑖 𝑓𝑖𝑑 , respectively.

It is the proportion of all movers that are moving from area o times the total
amount of movers that are moving to area d. The underlying assumption of this definition
is that the probability of a mover being from area o, given that it is observed to be
moving to area d, is the same for all areas. Although practically a mover from county o is
not allowed to move to the same county o which might violate the assumption, the
assumption could approximately hold true because 𝑓̂𝑜𝑜 is too small comparing to F.
Expected volume of flows through flow tube from region A to region B 𝐹𝑇𝐴𝐵 is the
summation of these expectations from all the counties in region A to all the counties in
region B:
𝑓̂𝐴𝐵 = ∑𝑜∈𝐴 ∑𝑑∈𝐵 𝑓̂𝑜𝑑

(3.4)

Let 𝑓𝐴𝐵 describe the amount of flows through 𝐹𝑇𝐴𝐵 . Conditioned on the marginal,
and assuming that there is no spatial interaction between flow origins and destinations
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(null hypothesis), 𝑓𝐴𝐵 is distributed according to the hypergeometric distribution with
mean as 𝑓̂𝐴𝐵 and probability function as
𝑓

𝑃(𝑓𝐴𝐵 ) =

𝐹−𝑓𝐴∗
)
∗𝐵 −𝑓𝐴𝐵
𝐹
(𝑓 )
∗𝐵

(𝑓 𝐴∗ )(𝑓
𝐴𝐵

𝑓

=

𝐹−𝑓∗𝐵
)
𝐴∗ −𝑓𝐴𝐵
𝐹
(𝑓 )
𝐴∗

(𝑓 ∗𝐵 )(𝑓
𝐴𝐵

(3.5)

The function could be interpreted in two ways, represented by the two equal signs
respectively. The first view is that given a certain number of people 𝑓∗𝐵 moving to B, the
first equation means the probability of choosing 𝑓𝐴𝐵 out of 𝑓𝐴∗ (people moving from A)
and 𝑓∗𝐵 − 𝑓𝐴𝐵 out of 𝐹 − 𝑓𝐴∗ (people moving from other areas). The second way is from
the point choosing people moving from A. The second equation means the probability of
choosing 𝑓𝐴𝐵 out of 𝑓∗𝐵 (people moving to B) and 𝑓𝐴∗ − 𝑓𝐴𝐵 out of 𝐹 − 𝑓∗𝐵 (people
moving to other areas).
When 𝑓𝐴∗ and 𝑓∗𝐵 are small enough compared to F, 𝑓𝐴𝐵 is approximately Poisson
distributed with mean of 𝑓̂𝐴𝐵 . Based on this approximation, flow Poisson Generalized
Likelihood Ratio (GLR) is applied as a measure of the evidence that flow tunnel 𝐹𝑇𝐴𝐵
contains spatial interaction:
𝑓

𝐹−𝑓

𝐺𝐿𝑅 = (𝑓̂ 𝐴𝐵 )𝑓𝐴𝐵 (𝐹−𝑓̂ 𝐴𝐵 )𝐹−𝑓𝐴𝐵
𝐴𝐵

𝐴𝐵

(3.6)

In other words, GLR is the observed value divided by the expected to the power of
the observed inside the flow tube 𝐹𝑇𝐴𝐵 , multiplied by the observed divided by the
expected to the power of the observed outside the flow tube 𝐹𝑇𝐴𝐵 .
In order to test the null hypothesis, Monte Carlo simulation is performed in
generating the distribution of GLR under the null hypothesis. Since population-intend-to
move data is not available, the migration data cannot be permuted in the usual way for
spatial scan statistic. Instead, the destinations of all the migrants are shuffled and
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randomly assigned to the original origins. In this way, it is guaranteed that both of the
inflow and outflow marginal are the same for each area. The permutation process is
executed for 999 times, and the maximum GLR is calculated and recorded for each
permutation. These 999 maximum GLR values construct a distribution of null hypothesis.
According to the null distribution, p-value, p = R/(L+1) where R is the rank in the
maximum GLR list and L is the length of the list, is assigned to each candidate for real
data. The candidates with p-value smaller than the significant level (α = 0.01 or 0.05) are
identified as significant hot flows in the flow map. Logarithm of GLR (LGLR) is often
calculated instead to simplify the computation.
3.4.2 IMPLEMENTATION
3.4.2.1 FLOW SHUFFLE
When generating the random permutation data set, unbiased Fisher-Yates shuffle
is applied so that every permutation is equally likely. And it is also efficient with the time
complexity of O(n). For area-based data, it shuffles every single person for each flow
rather than flow numbers among different origins and destinations. And this shuffle could
guarantee that both of inflow and outflow marginal for each area are unchanged.
Given n flows in the flow list, for i = n-1 to 1
generate a random integer r from 0 to i (inclusive)
exchange the destinations of flow(r) and flow(i)

Two things should be noted here. Firstly, a flow, which is selected before, needs
to be exchanged with a randomly selected flow following the procedure. Secondly, a flow
could be picked by itself when exchanging. This would grantee an unbiased random
permutation.
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3.4.2.2 FLOW TUBES
To construct flow tubes to scan the entire flow map, all the ordered pairs of
geographical areas are iterated, and the tube size is varied according to user’s settings.
For example, in the case study of county-to-county migration, it uses all the directed flow
tube with origin and destination regions covering one to five million populations. In other
words, for each order pair of areas (o, d), where o is flow origin and d is flow destination,
it finds a region with one, two, three, four or five million populations for o and d,
respectively. Therefore for each pair of counties, 25 flow tubes are created. If there are
1,000 geographical areas in the studied area, 1000 × 999 × 25 = 24975000
potential flow tubes could be constructed to scan the flow map and each of them could be
considered as a flow cluster candidate.
The algorithm to find a region covering a pre-defined population threshold is:
Step 1. Given an area A, find its first-order neighbors, put in a list L.
Step 2. Initialize P as the population size of a.
Step 3. Order the list L by the distance from a.
Step 4. For each area b in the ordered list L,
p = p + population size of b
if p > pop threshold, break for loop
Step 5. if p < pop threshold, extend searching list to the next-order neighbors and
go back step 3.
For point-based data, thresholds for inflow and outflow could be used to control
flow tube size. The reasons why I use regions covering at least one million populations
inside for county-to-county migration data are: 1) unlike the cases which investigators
use disease scan statistic to identify small disease clusters, researchers studying people
migration are more interested in discovering significant patterns among relatively large
area; 2) it is convenient to compare with other researches, which could help validate the
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results; 3) it will dramatically reduce computational complexity. Users are free to define
their flow tube sizes in terms of their research questions and data characteristics.
3.5 DATA AND RESULTS
I evaluate the new method by investigating area-based flow data, a migration data
set of Census 2000, and point-based flow data, a synthetic flow data which was used in
(Guo & Zhu 2014). The migration data is aggregated at the county-level and considered
as areal flow data. The synthetic point-to-point flow data is used to demonstrate and
evaluate the flow scan statistic method for point-based flow data.
3.5.1 U.S. INTERNAL COUNTY-TO-COUNTY MIGRATION
The Census 2000 migration data used in this study are among 3,075 counties in
domestic U.S. Census 2000 covering a five year period of 1995 – 2000, which asked
where the person lived five years ago (i.e. April 1, 1995). From 1995 to 2000, for the
3,075 counties analyzed in this study, there are 46,629,023 migrants crossing county
boundaries, and 721,433 pairs of counties with non-zero migration flow. The values of
net migration (the amount of immigrants minus emigrants) range from -568,788 to
212,235, and the net migration rate per 1,000 residents (net migration divided by amount
of residents multiplying 1000) range from -442 to 300. Figure 3.4 presents the top 10,000
migration flows.
In addition to the whole dataset, I also explore the migration patterns for the older
population (i.e. aged 65 and over). There are 3,150,152 older migrants moving among
151,566 pairs of counties. The values of net migration range from -46,468 to 26,157, and
the net migration rate range from -1367 to 385.
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For both data sets the proposed flow scan statistic is applied with a combination
of one to five million flow tube sizes to scan the whole studied area. In other way, the
sizes of flow tubes include 25 options, from one of 1-5 million areas to another one of 1-5
million areas. In the process of reporting significant flow clusters, only the clusters which
do not spatially overlap with the significant clusters of higher statistic values are reported.
“Spatially overlapping” for flow tubes in this study is defined as spatial overlap occurring
on both origins and destinations at the same time. What’s more, the migration clusters
with distance less than 300 kilometers are excluded because the migration with really
short distance is much more trivial than long-distance migrations and could mess the
map. Table 3.1 summarizes the count of flow clusters under different criteria.

Figure 3.4: Top 10,000 migration flows out of 721,433 among 3075 counties for Census
2000. The breaks are classified by flow amounts.

Figure 3.5 presents 307 significant migration flow clusters with distance larger
than 300 kilometers at the significant level 0.001 for the entire population. Although all
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the presented flow clusters are significant, they are classified based on the value of LGLR
using quantile classification and assigned with different colors. Generally obvious
migration patterns are hot flows from Greater New York area to Florida and strong
interactions within Texas and California. Figure 3.6 shows 120 flow clusters excluding
double-sided flows in Figure 3.5, which means that it excludes the pairs of flows one of
whose origin and destination overlap another’s destination and origin, respectively. The
map clearly shows the migration flow patterns, especially within Texas and California. It
also suggests that there is strong outflow trend from Florida to Atlanta area although
Florida is still a hot destination for former Northeastern residents.

Figure 3.5: Significant migration flows for entire population (p-value < 0.001).
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Figure 3.6: Significant migration flows without double-sided directions for entire
population (p-value < 0.001)
Figure 3.7 shows the analyzed migration patterns for the older population, and
Figure 3.8 shows the no-double-sided flows. Generally, a strong migration trend from
north to south can be observed. Significantly strong migration flows are from Northeast
Region to Florida area. Arizona is the hot destination for the movers from West and
Midwest U.S. Texas is attractive to the movers from Midwest U.S. as well. In general,
the results has discovered the significant hot flow patterns as expected and those patterns
are also evidenced in (Guo & Zhu 2014).

Table 3.1: Counts of flow clusters under different criteria.
(1)
(2)
(3)
(4)

Criteria
All non-overlapped flow clusters
(1) and LGLR > cut-off value (significant)
(2) and Length of flow clusters > 300km
(3) and No double-sided direction
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Entire pop
2472
785
307
120

Older pop
3081
751
335
157

Figure 3.7: Significant migration flows for age above 65 in Census 2000 (p-value <
0.001).

Figure 3.8: Significant migration flows without double-sided directions for age above 65
(p-value < 0.001).
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Figure 3.9: Histograms of LGLR values under null hypothesis for entire migrants (left)
and older migrants (right). The dotted curves are normal distribution with mean and
standard deviation of LGLR.
To examine multiple-testing problem of flow scan statistic, the adjusted cut-off
points are investigated using Bonferroni adjustment. By examining the histograms and
their fitness of normal distribution of random LGLR values in Figure 3.9, it is assumed
that LGLR values follow a normal distribution. Therefore, the adjusted cut-off points are
902.07 and 920.57 at significance level 0.01 and 0.001 for entire migration data, and
117.40 and 122.50 at significance level 0.01 and 0.001 for older migration data,
respectively. Comparing with the cut-off points shown in Figure 3.5 and Figure 3.7,
adjusted cut-off points would not make big difference.
For the old population data, average computational time for one permutation
including random data generation (1.016 ±0.054 seconds) and flow scanning
(2.138±0.142 seconds) is 3.153 ±0.174 seconds. In total, about 53 minutes are taken to
scan the flows and to perform 999 Monte Carlo simulations. An Intel Core i3 3.06GHz
processor with 12 GB RAM and Windows 7 was used. Performance would be
dramatically improved by taking advantage of parallel computing.
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3.5.2 POINT-BASED FLOW DATA - SYNTHETIC DATA SET
To evaluate the performance on point-based flow data, I apply flow scan statistic
on synthetic flow data set which was generated in (Guo & Zhu 2014). The process of
synthetic data generation is as follows:
1. Divide the studied area into 100*100 pixels, generate base population for each
pixel with two designed urban areas (upper right and lower left);
2. Based on the base pop, generate (#clustersize*7*10 =) 3500 points as origins
and the other 3500 points as destinations.
3. For each designed cluster, selected nearest #clustersize/density points for origins
and destinations, respectively. From those points, randomly select #clustersize
origins and destinations to construct flows, and those are assigned as flow
clusters.
4. For the rest points, randomly select two to make a flow until all the points are
assigned.
Table 3.2: Seven designed point-based flow clusters.
Blue
Green
Pink
Yellow
Red
Magenta
Cyan

Origin
(200,200)
(900,400)
(900,300)
(200,200)
(300,400)
(800,200)
(300,800)

Destination
(800,800)
(200,100)
(200,100)
(900,800)
(300,400)
(400,900)
(800,700)

Cluster Size
50
50
50
50
50
50
50

Density
0.5
0.5
0.25
0.15
0.1
0.1
0.1

Base size
100
100
200
333
500
500
500

Expected
2.86
2.86
11.43
31.68
71.43
71.43
71.43

The seven designed flow clusters are described in
Table 3.2. All seven flow clusters contain 50 movers, but cluster densities vary.
Blue and green clusters have the highest density of 0.5, which means that at least 50% of
the nearest 100 points of origin is moving to the nearest 100 points of destination. Pink
cluster has second highest density, and yellow cluster has moderate density. Red,
magenta and cyan clusters have the lowest density, and the expected flow amount is
higher than the designed value, in which case it is a challenge to detect those as
significant clusters. The red cluster is designed as noise since the origin and destination
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are the same. The clusters are also designed with geographic meaning in mind. Blue and
yellow clusters are intended to simulate flows between urban areas, while green and pink
are intended to simulate flows between urban and rural areas. Magenta and cyan are
between rural areas.

Figure 3.10: Synthetic point-based flow data and flow scan results. From top left to
bottom right: 1) 7000 randomly points given two urban areas; 2) 3500 flows with seven
designed clusters; 3) flow clusters with p-value < 0.05 using multi-level scanning strategy
(i.e. nearest 100, 200, 300, 400, 500 and 600 points); 3) to 9) are flow clusters with pvalue < 0.05 using nearest 100, 200, 300, 400, 500 and 600 points, respectively. In figure
3) to 9), the line width represents the log(GLR) value.
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To scan point-based data, the two bases of flow tube (origin and destination) are
designed as certain regular shape (e.g. circle and etc.) covering certain amount of flows.
The parameter controlling tube size varies in origin and destination, which contributes to
flow tubes with different base shapes and sizes. The amounts of inflow and outflow are
used to control the tube size instead of population. Flow scan statistic is applied with
multiple flow tube sizes from nearest 100 to 600 points (36 size combinations in total).
To test the sensitivity of flow tube size, it is also with six constant tube sizes (i.e. 100,
200, 300, 400, 500, and 600). The data and results are presented in Figure 3.10. The
approach has detected green and pink, blue and yellow clusters for all choices of flow
tube sizes, although it does not discriminate green from pink and blue from yellow. For
magenta cluster, multi-level flow tube sizes could recognize it although the p-value is
0.017 (as shown in Table 3.3). For the constant tube size results, when the size increases
to 300, magenta cluster was detected.

Figure 3.11: Top flow clusters using multi-level flow scan statistics. Starting areas of
flow clusters are marked by cluster numbers. Details of flow clusters refer to Table 3.3.
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The multi-level flow clusters with positive log(GLR) values are presented in
Figure 3.11 and Table 3.3. The sizes of detected clusters matched the designed sizes.
Green and pink clusters are detected as the most significant cluster with 200 origin and
destination size. The second significant cluster is blue and yellow clusters, whose origin
and destination size are 200 as well. The third detected cluster is magenta cluster with
400 as both origin and destination size. Although it was not detected as significant, cyan
cluster was ranked as the fifth highest log(GLR) value in the result.

Table 3.3: List of all reported flow clusters. See Figure 3.11 for related maps.
1
2
3
4
5
6
7
8
9
10
11

Origin
(922, 332)
(208, 176)
(773, 56)
(345, 621)
(355, 733)
(332, 652)
(201, 280)
(863, 765)
(759, 945)
(414, 259)
(621, 370)

Destination
(183, 77)
(819, 812)
(453, 808)
(665, 784)
(732, 652)
(72, 245)
(319, 517)
(755, 213)
(110, 366)
(235, 328)
(151, 904)

Origin size
200
200
400
300
400
500
300
600
500
100
600

Destination size
200
200
400
100
100
400
100
400
400
100
100

log(GLR)
78.11
65.16
10.65
4.71
4.53
2.87
1.97
1.87
1.59
1.31
1.22

p-value
0.001
0.001
0.017
0.999
0.999
0.999
0.999
0.999
0.999
0.999
0.999

3.6 DISCUSSION AND FUTURE WORK
In this Chapter I presented a new flow scan statistic method for detecting
significant flows clusters, at different scales, from spatial interaction data. The test
statistic is based on a Generalized Likelihood Ratio (GLR). A large number of flow tubes
are constructed to scan the entire study area and flow data. Users could define their own
construction rules to control the tube size. Monte Carlo permutation is employed to
obtain the distribution of the test statistics under the null hypothesis. Based on the null
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distribution obtained from the permutation, a p-value can be assigned to each flow
cluster.
The internal county-to-county migration data in continental U.S. from 1995 to
2000 are used to evaluate the methodology. Migration patterns for all migrants and for
senior population are analyzed. The results show that the approach can efficiently
uncover migration flow trends from massive flow data, for a large geographical area, and
at different scales (controlled by the neighborhood size of flow tubes). In addition to
area-based flow data (such as county-to-county migration), the flow scan statistic method
can also work with point-based flow data, which was demonstrated with a synthetic data.
The results show that the proposed approach is effective in detecting significant flow
clusters with robust performance as demonstrated by different experiments and parameter
settings.
In this study a flow tube is defined with regular-shaped neighborhoods (i.e.
circles) for its origin and destination. Future extensions can explore the use of other
neighborhood definitions to achieve more accurate results, such as integrating certain
regionalization or clustering methods to capture inherent characteristics of inflows and
outflows. Moreover, since spatial flow patterns often change over time, further work is
needed to extend the method to detect spatial-temporal flow clusters and trends.
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CHAPTER 4 ：AN EXPLORATORY APPROACH TO SPATIAL
INTERACTION MODELING AND RESIDUAL ANALYSIS

4.1 ABSTRACT
Spatial interaction models have been studied extensively for analysing a variety of
geographic mobility data including migration. The design of spatial interaction models
usually follows a confirmatory process that consists of the design of a model and the
interpretation of its configured parameters with observational data. This research presents
an exploratory framework to analyse and map the residuals of fitted spatial interaction
model. The residuals can detect important patterns that the model cannot explain. By
coupling model and the spatial analysis of its residuals the reader can better understand
not only the global trend captured by the model but also the unknown patterns behind the
model such as spatial association and clustering (local migration patterns).
I extend the local Moran’s I statistic to quantify the spatial clustering of flow
prediction residuals (which are also flows) in a spatial interaction model. A case study is
developed using the Census 2000 county-to-county migration data in the U.S.,
particularly focusing on the migration flows among 358 Metropolitan Statistical Areas
(MSAs). The migration flow between two MSAs is further stratified into seven age
groups. A series of analysis are carried out to configure a spatial interaction model and
analyze its outcomes to obtain a variety of patterns and insights for each age group.
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The overall contribution of this research is threefold. First, a new variant of
spatial interaction model is developed. Second, a new flow-based spatial autocorrelation
statistic is designed to analyze and map model residuals. Third, with the developed
approaches (modelling and residual mapping), new insights and patterns in the migration
data are discovered, which existing methods cannot find.
4.2 INTRODUCTION
There are extensive studies on spatial interaction models that aim to analyze,
understand and predict migration and other geographic mobility (Fotheringham et al.
2000, Roy & Thill 2004, Chun et al. 2012). Existing research on spatial interaction
modeling usually follows a theory-driven and confirmatory framework, which constructs
a model based on theoretical knowledge and fits the model with observational data to
confirm its power and understand its parameters. While existing research mostly focus on
interpreting model parameters and examining global patterns, there is much less attention
given to the analysis of model residuals and the discovery of unknown local patterns that
are masked by the global trend.
The research presented in this paper captures global trends with a modeling
approach, explores the residuals of the fitted spatial interaction model, and discovers
unknown local patterns that the global model cannot explain. I analyze the Census 2000
migration data set, which is aggregated by 358 Metropolitan Statistical Areas and seven
age groups. The aim is to (1) configure a model to capture the global trend of U.S.
internal migration in relation to well-known factors such as population, distance, and
competing destinations; and (2) map and analyze the model residuals to discover
migration patterns not explained by the model (such as significant larger migration flows
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than predicted) and regions that exhibit different local migration patterns from the global
trend.
Specifically, there are three contributions in my research presented in this paper.
First, among various gravity models for migration analysis, through exploratory analysis
I find a piecewise version of the power-law gravity model that is more suitable for the
U.S. migration analysis. The configured models find that the negative impacts of
geographic distance and competing destinations are much stronger on short-range
migration than impacts on long-distance migration (except for age group above 60), with
significant distance breakpoints. Second, the local Moran’s I statistic is extended to
measure the spatial clustering of migration prediction residuals (note: each residual is a
net residual flow between two locations). Through residual mapping and statistical
analyses, it discovers a variety of interesting migration patterns deviated from the global
trend captured by the model. With the model and the residual analysis, one can obtain a
more comprehensive understanding of hidden migration patterns that vary from place to
place. Third, the exploratory analysis of residuals can provide insights for model
improvement and understanding complex local patterns. For example, it is found that the
migration patterns in age groups 05-14 and 30-44, age groups 15-19 and 20-24, and age
groups 45-59 and above 60 share similar patterns in net- residual maps, suggesting new
categorization of age groups for migration analysis.
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4.3 BACKGROUND
4.3.1 GRAVITY MODEL
Spatial interaction modeling has long been studied and a variety of spatial
interaction models have been developed. One of the earliest and commonly used model
types is the gravity model, which assumes that the flow from one location to another is
proportional to their mass — a measure of “importance” for each location — and
inversely proportional to their distance or any other measure of “friction”. Following are
two formulations of gravity models, which differ in their assumed relationship between
the flow (𝐹𝑖𝑗 ) and geographic distance (Dij):
𝐹𝑖𝑗 = 𝛼𝑃𝑖 𝛽 𝑃𝑗 𝛾 𝑒 𝜃𝐷𝑖𝑗

or

ln 𝐹𝑖𝑗 = ln 𝛼 + 𝛽 ln 𝑃𝑖 + 𝛾 ln 𝑃𝑗 + 𝜃𝐷𝑖𝑗
𝐹𝑖𝑗 = 𝛼𝑃𝑖 𝛽 𝑃𝑗 𝛾 𝐷𝑖𝑗 𝜃

(4.1)
or

ln 𝐹𝑖𝑗 = ln 𝛼 + 𝛽 ln 𝑃𝑖 + 𝛾 ln 𝑃𝑗 + 𝜃 ln 𝐷𝑖𝑗

(4.2)

where Pi and Pj are the population (or other attributes) of the origin i and destination j. In
Equation 4.1 flow increases exponentially with distance; Equation 4.2 represents a
power-law relationship. Both models are commonly used in geographic mobility analysis.
For example, the former is used in a recent study on commodity flows (Chun et al. 2012)
and the latter is applied in analyzing state-to-state migration in the U.S. (Chun 2008).
Socio-economic network studies often prefer the power-law model. For example, a
power-law model for mobile communication networks showed that the exponent for
distance is close to 2 (Lambiotte et al. 2008). Kaluza et al (2010) studied ship movements
by integrating a truncated power law model into the gravity model. Viboud and others
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(2006) estimated the parameters for a piecewise gravity model fitted to U.S. workflow
data by county.
Gravity models have been used in many empirical network applications
(Barthélemy 2011). Jung, Wang and Stanley (2008) studied the traffic flows of Korean
highway system as a proxy of human mobility. For 30 cities with population over
200,000, they found that the traffic flows formed the originate gravity model with the
formula as
𝐹𝑖𝑗 ~𝑃𝑖 𝑃𝑗 𝑑𝑖𝑗 −2.

(4.3)

Kaluza et al. (2010) applied a gravity model in the global cargo ship network. The
specific model being used is a truncated power law function, defined as
𝐹𝑖𝑗 = 𝐴𝑖 𝐵𝑗 𝑂𝑖 𝐼𝑗 𝑑𝑖𝑗 −𝜌 𝑒 −𝑑𝑖𝑗/𝛾 ,

(4.4)

where 𝑂𝑖 is the total number of departure records in port i, 𝐼𝑗 is the total number of arrival
records in port j, 𝐴𝑖 and 𝐵𝑗 are constraint coefficients ensuring ∑𝑖 𝐹𝑖𝑗 = 𝑂𝑖 and ∑𝑗 𝐹𝑖𝑗 =
𝐼𝑗 .The strongest correlation was obtained for ρ=0.59 and γ=4900 km.
Balcan et al. (Balcan et al. 2009) analyzed commuting data from 29 countries
between subpopulation areas defined by a Voronoi decomposition. They found that the
best fit was obtained by using exponential laws and including a characteristic length
governing the decay of commuting flows in the deterrence function, shown in:
𝛽

𝐹𝑖𝑗 = 𝑘𝑃𝑖𝛼 𝑃𝑗 𝑒 −

𝑑𝑖𝑗
⁄𝑟
,

(4.5)

where 𝑃𝑖 and 𝑃𝑗 are the population of subpopulation area i and j, respectively. The
estimated values for α, β, and γ are 0.46, 0.64, and 82 when 𝑑𝑖𝑗 ≤ 300 km, and 0.35, 0.37,
and NA (Not Available) when 𝑑𝑖𝑗 > 300 km. At a smaller scale, Viboud et al. (2006)
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estimated the parameters for the piecewise gravity model fitted to continental U.S. work
flow data between 3109 counties and found a breakpoint of 119 km. The form of gravity
model they used was:
𝛽

𝐹𝑖𝑗 = 𝑘𝑃𝑖𝛼 𝑃𝑗 𝑑𝑖𝑗 −𝜌 .

(4.6)

The estimated values for α, β, and ρ are 0.30, 0.64, and 3.05 when 𝑑𝑖𝑗 < 119 km, and
0.24, 0.14, and 0.29 when 𝑑𝑖𝑗 ≥ 119 km. Different results might have originated in the
different scales used in these two studies. Viboud et al. (2006) used county boundaries,
while Balcan et al. (2009) used more statistically homogeneous subpopulation area
defined by a Voronio decomposition.

Table 4.4: A survey of empirical studies with gravity models (Source: Barthélemy 2011)
#node

Gravity model form

Korean highway (Jung et al.
2008)
Global cargo ship (Kaluza et
al. 2010)
Worldwide commuting
(Balcan et al. 2009)

30

𝑃𝑖 𝑃𝑗 𝑑𝑖𝑗 −𝜌

951

𝐴𝑖 𝐵𝑗 𝑂𝑖 𝐼𝑗 𝑑𝑖𝑗 −𝜌 𝑒 −𝑑𝑖𝑗 /𝛾

NA

𝑘𝑃𝑖𝛼 𝑃𝑗 𝑒 −

Continental U.S. commuting
by county (Viboud et al.
2006)

3109

𝑘𝑃𝑖𝛼 𝑃𝑗 𝑑𝑖𝑗 −𝜌

𝛽

𝛽

𝑑𝑖𝑗
⁄𝑟

Results
ρ=2
ρ=0.59, γ=4900 km
(α, β, γ) = (0.30, 0.64, 3.05) with R2
= 0.80 when 𝑑𝑖𝑗 ≤ 300 km; (α, β, γ)
= (0.35, 0.37, NA) with R2 = 0.54
when 𝑑𝑖𝑗 > 300 km
(α, β, ρ) = (0.46, 0.64, 82) when
𝑑𝑖𝑗 ≤ 119 km; (α, β, ρ) = (0.24,
0.14, 0.29) when 𝑑𝑖𝑗 > 119 km

Many researches attempted to improve the performance of the gravity model for
estimating flows. Karemera, Oguledo and Davis (2000) adopted an empirical gravity
model which included a set of location variables representing adjacency, population
density, and dummy variables of six regions. Specification tests were conducted to
determine the significance of each additional variable. Goh et al. (2012) modified the
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gravity model by integrating the Hill function, which is widely used for chemical
reactions, to deal with the cut-off behavior of the power-law distribution, and applied it to
the passenger flows in the Metropolitan Seoul Subway system. Vitali and Battiston
(2011) discussed the usage of geographical and network/graphical distance in the gravity
model. Fischer and Griffith (2008) added a technological distance in the gravity model.
A summary of the recent and representative studies on the gravity model is shown in
Table 4.4. The choice of deterrence functions, mass variables, and the estimated model
parameters are different from case to case. Different scales are used in the studies
surveyed.
There are numerous variants and extensions for gravity models, such as the
competing-destination model (Fotheringham 1983, Fotheringham 1986), interveningopportunity model (Stouffer 1960), entropy-based models (Wilson 1967, Roy & Thill
2004), neural networks (Fischer & Gopal 1994, Openshaw 1998, Fischer et al. 2003),
models based on complex network theories (Andersson et al. 2006), and models that take
into account the spatial autocorrelation among flows (Chun et al. 2012, Chun 2008).
Extensions of the gravity model usually include dummy variables to represent different
regions/counties (Karemera et al. 2000, Cohen et al. 2008) or a competing destination
(CD) variable to measure the accessibility of a destination j to all other destinations
(Fotheringham 1983, Fotheringham 1986, Guldmann 1999). In this research, I integrate a
CD variable in the models shown in Equations 4.1 and 4.2. Specifically, a CD value is
calculated for each location i with the following formula (Equation 4.7), and the gravity
model is reformulated as Equation 4.8.
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𝐶𝐷𝑖 = ∑ 𝑃𝑗 /𝐷𝑖𝑗 , 𝑖 ≠ 𝑗

(4.7)

𝑗
𝜌

𝐹𝑖𝑗 = 𝛼𝑃𝑖 𝛽 𝑃𝑗 𝛾 𝐷𝑖𝑗 𝜃 𝐶𝐷𝑗

(4.8)

4.3.2 ALTERNATIVE MODELS
In addition to gravity models, there are also other models that have been
developed to estimate interactions. Recently, Simini et al. (2012) proposed a radiation
model for generating commuting networks. It was based on two simple assumptions:
people do not like move, and they move to the nearest opportunity that could improve
their life. The radiation model could be formulated as:
𝐹

𝐹𝑖𝑗 = (𝑃𝑖 𝑃) (𝑃 +𝑃
𝑖

𝑃𝑖 𝑃𝑗

𝑖𝑗 )(𝑃𝑖 +𝑃𝑗 +𝑃𝑖𝑗 )

,

(4.9)

where F is the total number of commuters and P is the total population in the studying
area, 𝑃𝑖𝑗 is the total population in the circle of radius 𝑑𝑖𝑗 centered at i (excluding 𝑃𝑖 ).

Table 4.5: Parameter estimates of the piecewise gravity model fitted to continental U.S.
commuting data by 3109 counties. Models are fitted separated for distance above and
below 129 km, which is chosen as the cut-off point that minimized the residual sum of
square of a piecewise gravity model. The adjusted R2 for the whole model is 0.6346.

Intercept
ln(Pi)
ln(Pj)
ln(dij)
Adjusted R2

dab < 129 km
Coeff.
Std. error
6.41***
0.068
0.34***
0.004
0.66***
0.004
3.12***
0.012
0.6375

dab > 129 km
Coeff.
Std. error
-1.12***
0.026
0.28***
0.002
0.15***
0.002
0.31***
0.003
0.2557

***: p-value < 0.001

Although this study compared with the results of gravity model provided in
(Viboud et al. 2006), it seemed that they made a mistake by ignoring the constant

61

parameter k which was not provided in Viboud’s published paper, or misunderstood the
piecewise regression. I use the same data and gravity model form, and obtain similar
results as in (Viboud et al. 2006) shown in Table 4.5. I calculate the estimated commuting
flow originating from New York City and show the results in Figure 4.1. It is clear that
the gravity model gives more realistic approximation to the observed commuting
patterns.

Figure 4.1: Results in (Simini et al. 2012) and results of my gravity model. Flows with
less than ten individuals are not shown. Upper-left shows the national commuting flows
originating from New York County. Middle-left is the predicted results using a gravity
model in (Simini et al. 2012), which I believe is wrong. Bottom-left is the result of a
radiation model in (Simini et al. 2012). The map on the right column displays my results
with a gravity model.
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Lenormand et al. (2012) proposed an individual based procedure according to a
probability 𝑃𝑖𝑗 , which is inspired by gravity models, to build the simulated commuting
networks. Only a single parameter β in the probability function, which rules the
compromise between the influence of the distance and job opportunities, is estimated by
minimizing the Kolmogorov-Smirnov (KS) distance between the observed and simulated
distribution of commuting distances. The simulated networks are generated by
considering each single commuter’s choice for its place of work.
𝐹𝑗 exp(−𝛽𝐷𝑖𝑗 )

𝑃𝑖𝑗 = ∑𝑁

,

𝑘=1 𝐹𝑘 exp(−𝛽𝐷𝑖𝑘 )

(4.10)

where 𝑃𝑖𝑗 is the probability for a commuter from unit i to unit j, and 𝐹𝑗 is total number of
commuters entering in unit j. By testing the model on 80 cases with geographic units of
different sizes, the parameter β was found very relevant to the unit area of studying case.
Many studies have shown that piecewise regression yields improved result, since
distances (long/short) have significantly different impact on flow interaction. However,
almost all the case studies in this paper, except for one case for county level commuters
in the U.S., are based on small study area. It has become a critical challenge to extract
meaningful patterns from increasingly large and complex flow data.
4.3.3 EVALUATION MEASURES
To evaluate and compare different spatial interaction model outcomes, several
measures have been suggested in the literature (Knudsen & Fotheringham 1986, Hu &
Pooler 2002, Thorsen & Gitlesen 1998). In this research, I adopt four commonly used
measures, including percentage misallocated (PM), standardized root mean square error
(SRMSE), the PSI statistics, and the log-likelihood value in Poisson regression for
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evaluation. The PM measure represents the percentage of flows that are misallocated in
the flow matrix (Hu and Pooler 2002), defined as:
𝑃𝑀 =

50
∑ ∑ |𝑓𝑖𝑗 − 𝑓̂𝑖𝑗 |
𝐹
𝑖

(4.11)

𝑗

where 𝑓𝑖𝑗 is the observed flow, 𝑓̂𝑖𝑗 is the predicted flow volume, and F is the total flow
volume in the data. SRMSE is a general distance between 𝑓𝑖𝑗 and 𝑓̂𝑖𝑗 , defined in (Pitfield
1978):
[∑𝑖 ∑𝑗(𝑓𝑖𝑗 − 𝑓̂𝑖𝑗 )2 /𝑁]0.5
𝑆𝑅𝑀𝑆𝐸 =
∑𝑖 ∑𝑗 𝑓𝑖𝑗 /𝑁

(4.12)

where N is the total number (note: not volume) of flows (e.g., there are at most 100*99 =
9900 flows with 100 regions). The PSI measure is an information-based statistics
introduced in (Ayeni & Referee J.B.H. Ramsey 1983):
Ψ = ∑ ∑ 𝑝𝑖𝑗 |ln(𝑝𝑖𝑗 /𝑠𝑖𝑗 )| + ∑ ∑ 𝑞𝑖𝑗 |ln(𝑞𝑖𝑗 /𝑠𝑖𝑗 )|
𝑖

𝑗

𝑖

(4.13)

𝑗

where 𝑝𝑖𝑗 = 𝑓𝑖𝑗 / ∑𝑖 ∑𝑗 𝑓𝑖𝑗 , 𝑞𝑖𝑗 = 𝑓̂𝑖𝑗 / ∑𝑖 ∑𝑗 𝑓̂𝑖𝑗 , and 𝑠𝑖𝑗 = (𝑝𝑖𝑗 + 𝑞𝑖𝑗 )/2. All three
measures, i.e., PM, SRMSE and PSI, have smaller values for better prediction models.
The log-likelihood measure that is maximized in the Poisson regression procedure is also
used in this research as an indicator of model performance. To quantify the prediction
residual for each individual observation (e.g., flow), I use the Standardized Deviance
Residual, which is widely used in Poisson regression (McCullagh & Nelder 1989):
𝑦𝑖
𝑟𝑖 = 𝑠𝑖𝑔𝑛(𝑦𝑖 − 𝑦̂𝑖 )√2[𝑦𝑖 log ( ) − 𝑦𝑖 + 𝑦̂𝑖 ]/√1 − ℎ𝑖𝑖
𝑦̂𝑖

(4.14)

where hii is the ith diagonal element of the hat matrix H, as used in Poisson regression

(McCullagh & Nelder 1989). Conceptually Standardized Deviance Residual is more
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comparable than regular residual because it takes into account different variances at
different observations and additional variation deriving from parameter estimations.
4.3.4 NETWORK AUTOCORRELATION
Spatial autocorrelation quantitatively assesses the degree to which the value of
one random variable at a specific location is dependent on the values at its neighboring
locations. Studies on spatial autocorrelation have been conducted for several decades
(Moran 1948, Anselin 1995, Getis 2008, Geary 1954, Getis & Ord 1992, Ord & Getis
1995). Moran’s I and Geary’s C are the most commonly used statistical indices for global
autocorrelation analysis, and extended versions of these two statistics were also proposed
to detect local autocorrelation(Anselin 1995).
The existence of network autocorrelation has also been recognized and analyzed
in several studies (Black 1992, Black & Thomas 1998). Black (1992) defined network
autocorrelation as the influence of the variables associated with a link on its
interconnected links. Black (1992) developed an extension of spatial autocorrelation
analysis statistic Global Moran’s I for SI data, and Black and Thomas (1998)
demonstrated the index by applying it to 1991 motor vehicle accident rates for a portion
of the motorway network of Belgium. However, the global statistic can only tell us
whether the network autocorrelation exists or not, but not the local information, e.g., hot
flows and network outliers (analogous to the hot spots and spatial outliers in spatial
autocorrelation). To eliminate this drawback, Berglund and Karlström (1999) presented a
local statistic of network autocorrelation by generalizing the statistic of Getis-Ord Gij. In
analogy with the spatial version of the local Gi statistic, a statistically significant high
value means that a flow with high value is surrounded by flows with similar high values
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(hot flow), and a statistically significant low value means that a flow with low value is
surrounded by flows with similar low values (cold flow). Berglund and Karlström (1999)
used two different kinds of weight matrices defining the neighborhood of flows, and
(Chun 2008b, Fischer & Griffith 2008, Chun et al. 2012b) added two more. The matrices
are as following (illustrated in Figure 4.2 a, b, c, and d, respectively):
𝑊𝑖𝑗,𝑘𝑙 = {

1
0

𝑖𝑓 𝑖 = 𝑘 𝑎𝑛𝑑 𝑤𝑗𝑙 = 1
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(4.15)

1
0

𝑖𝑓 𝑗 = 𝑙 𝑎𝑛𝑑 𝑤𝑖𝑘 = 1
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(4.16)

𝑊𝑖𝑗,𝑘𝑙 = {
𝑊𝑖𝑗,𝑘𝑙 = {

1
0

𝑖𝑓 𝑖 = 𝑘 𝑎𝑛𝑑 𝑤𝑗𝑙 = 1, 𝑜𝑟 𝑖𝑓 𝑗 = 𝑙 𝑎𝑛𝑑 𝑤𝑖𝑘 = 1
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
𝑊𝑖𝑗,𝑘𝑙 = {

1
0

𝑖𝑓 𝑤𝑖𝑘 = 1 𝑎𝑛𝑑 𝑤𝑗𝑙 = 1
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(4.17)
(4.18)

where 𝑤𝑖𝑗 denotes the spatial contiguous weight matrix which is commonly used in
spatial autocorrelation analysis.

Figure 4.2: Illustration of weight matrices. Blue flows are the defined neighbors of the
red flow according to corresponding weight matrices.
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As mentioned before, local spatial statistic Gi is useful to detect the hot spots and
cold spots. In recent research (Chun et al. 2012, Fischer & Griffith 2008, Chun 2008)
network autocorrelation has been embedded into the data modeling by introducing a
network error or appropriate synthetic surrogate variables (i.e. spatial filters).

4.3.5 FLOW MAP
Exploratory and visual approaches such as flow map have also been used to
present spatial interaction data and patterns (Phan et al. 2005, Tobler 1976, Tobler 1987,
Rae 2009, Guo 2009). Facing the challenges of complex and large spatial interaction
data, visual approaches often rely on derived measures, spatial aggregation and user
selections in order to focus on a certain aspect of flow patterns. The presented research
makes contributions in two aspects of exploratory spatial interaction analysis. First,
existing approaches often map the raw flows among units (e.g., Phan et al. 2005, Holten
2006, Holten & Wijk 2009), which are often dramatically different in size (in terms of
population or area) and consequently the flows among them are not directly comparable.
My approach models the flows by taking into account several well-known factors, such
as population and distance, and then focuses on the analysis of residuals to discover
unknown patterns and factors. Second, existing exploratory approaches for spatial
interaction analysis often lack rigorous statistical testing and thus are unable to
distinguish significant patterns from random data variations. I extend traditional local
spatial statistic to test the significance of the spatial clustering and model residuals.
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4.4 MIGRATION DATA
In this research I analyze the Census 2000 migration data for a five-year period of
1995—2000. Census 2000 asked where the person lived five years ago (i.e., April 1,
1995) and thus the data includes movers who moved within five years. The original
migration data is at the county level. In this study, I focus on the migration among 358
metropolitan statistical areas (MSAs) within the continental U.S., including 48 states and
Washington D.C. (Figure 4.3). There are 22,966,934 migrants between MSAs and
81,408 pairs of MSAs with nonzero flows, which represent about 70% of all migrations
in the original county-to-county Census 2000 data in the U.S. (Table 4.6).

Figure 4.3: Net migration ratio for 358 MSAs with Census 2000 migration data.
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Figure 4.4 shows the distribution of competing destination values of MSAs for the
entire population (calculatd with Equations 4.7 and 4.8). The northeast has the strongest
competing destination while the mid-west has the weakest values. I also used age groups
to stratify the MSA migration data. Based on different migration behaviors of the original
census age groups (Fotheringham et al. 2004), I regroup migrants into the following
seven age groups:








5-14 years: preschool/school age;
15-19 years: leaving home for university or work;
20-24 years: leaving home for university or leaving university for work;
25-29 years: leaving university for work, forming couples and starting a family;
30-44 years: raising a family;
45-59 years: older working age;
>= 60 years: approaching and beyond retirement age.

Figure 4.4: Competing destination of 358 MSAs for entire population.
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The migration patterns in different age groups can be different in terms of the
influence factors and various degree of moving activities. For example, the migration
choice of people between age 25 and 29 might be mainly influenced by employment or
housing preference, while the choice of older migrants might depend on living cost, local
amenities and welfare. The migration rate for the age group 25-29 is 32.4%, which is
almost twice of the average migration rate (16.8%) for all age groups.

4.5 SPATIAL INTERACTION MODELING OF MIGRATION
Through exploratory analysis, I found that migration decay rapidly as distance
increases to a certain value and then the rate of change slows down. Therefore a
piecewise model is adopted to model the migration characteristics for each of the eight
groups (i.e. all-age and seven age groups) within 358 MSAs. The piecewise regression
model has a distance breakpoint, beyond which the distance-decay effect is dramatically
slowed down. In other words, the overall model consists of two sub-models: one for
short-distance migration and the other for long-distance migration. Given that migration
flows are count data, the models are estimated with the Poisson regression. The distance
break point is determined by minimizing the sum of log-likelihood in Poisson regression
for the overall model. Table 4.7 shows the model configuration results for seven
population groups and the entire population. The breakpoint distance values generally
increase with age (Figure 4.5).
The estimated coefficients for the four factors are approximately the same among
the seven groups (Figure 4.6 and Figure 4.7). The origin population has slightly more
positive influence than the destination population does on migration flows for all age
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groups except for group 25-29, which means that smaller MSAs (in terms of population)
attract proportionally more in-migration (except for age 25-29). This might be due to the
fact that larger cities tend to have more job opportunities and thus relatively more
attractive to migrants in the age group 25-29, while smaller cities offer a better balance of
living cost and quality for families and seniors. The CD factor has a much stronger
negative impact for short-distance migration than that for long-distance migration. For
both short- and long-distance migrants, CD has relatively less impact on age groups 1519, 20-24, and 25-29.
Distance has much stronger influences on short-distance migrants than longdistance migrants. Meanwhile, it is interesting that for long-distance migration distance
has a much stronger negative impact on the above-60 age group than on any other group
(see Figure 4.7). On the other hand, Figure 4.5 shows that the above-60 age group has
the longest distance breakpoint (with which we define short-distance and long-distance
migration) and the weakest distance decay parameter for short-distance migration,
meaning that senior migrants consider a larger local neighborhood for migration choice.

Breakpoint (km)

1500
1300
1100
900
700
500
Age 5-14

Age 15-19

Age 20-24

Age 25-29

Age 30-44

Age 45-59

Above 60

Figure 4.5: Distance breakpoint for each population group, determined by maximizing
the Log-likelihood value in Piecewise Poisson regression.

71

1.5
1

Power

0.5
0
-0.5

Age 5-14

Age 15-19

Age 20-24

Age 25-29

Age 30-44

Age 45-59

Above 60

-1
-1.5
-2
ln(orig_pop)

ln(dest_pop)

ln(cd)

ln(distance)

Figure 4.6: Parameter values for short-distance migration for each age group.

1.5
1

Power

0.5
0
-0.5

Age 5-14

Age 15-19

Age 20-24

Age 25-29

Age 30-44

Age 45-59

-1
-1.5
-2
ln(orig_pop)

ln(dest_pop)

ln(cd)

ln(distance)

Figure 4.7: Parameters of long-distance migration for each age group
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Above 60

Table 4.6: Amount of migrants between MSAs and rural areas by Age Groups.
#Pairs of flow
#Total flow

#Flow btw MSA

#Flow within MSA

#Flow btw MSA and
Rural
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#Flow w/in Rural

Total Pop

5 to 14

15 to 19

20 to 24

25 to 29

30 to 44

45 to 59

60 and over

81409

43564

34973

43402

45388

58196

43514

32912

46629023

6834519

3472409

6145264

6196791

13528458

6154759

4296684

(100%)

(100%)

(100%)

(100%)

(100%)

(100%)

(100%)

(100%)

22966934

3232374

1733195

3193936

3266641

6690144

2899956

1949930

(49.25%)

(47.29%)

(49.91%)

(51.97%)

(52.72%)

(49.45%)

(47.12%)

(45.38%)

10101023

1569298

580475

931005

1291696

3464804

1417956

845789

(21.66%)

(22.96%)

(16.72%)

(15.15%)

(20.84%)

(25.61%)

(23.04%)

(19.68%)

3041685

500909

270774

433175

345089

754556

400675

336826

(6.52%)

(7.33%)

(7.8%)

(7.05%)

(5.57%)

(5.58%)

(6.51%)

(7.84%)

10519381

1531938

887965

1587148

1293365

2618954

1436172

1164139

(22.56%)

(22.41%)

(25.57%)

(25.83%)

(20.87%)

(19.36%)

(23.33%)

(27.09%)

Table 4.7: Calibration of migration models for seven population groups and the entire population.

Breakpoint

Intercept
ln(orig_pop)
ln(dest_pop)
ln(cd)
ln(distance)

Total Pop

Age 5-14

Age 15-19

Age 20-24

Age 25-29

Age 30-44

Age 45-59

Above 60

1200km

590km

830km

1110km

1110km

850km

1200km

1410km

<

>

<

>

<

>

<

>

<

>

<

>

<

>

<

>

14.45
(0.01)
0.89
(2e-4)
0.73
(2e-4)
-1.72
(8e-4)
-1.41
(3e-4)

-7.29
(0.02)
1.00
(3e-4)
0.92
(3e-4)
-0.67
(1e-3)
-0.72
(1e-3)

13.54
(0.03)
0.88
(6e-4)
0.66
(5e-4)
-1.75
(3e-3)
-1.42
(1e-3)

-0.30
(0.03)
0.80
(6e-4)
0.72
(6e-4)
-0.87
(3e-3)
-0.61
(1e-3)

10.11
(0.03)
0.86
(7e-4)
0.59
(7e-4)
-1.41
(3e-3)
-1.33
(1e-1)

-2.43
(0.05)
0.76
(1e-3)
0.65
(1e-3)
-0.61
(5e-3)
-0.54
(3e-3)

10.07
(0.02)
0.81
(5e-4)
0.68
(5e-4)
-1.34
(2e-3)
-1.40
(8e-4)

-5.00
(0.05)
0.80
(8e-4)
0.75
(9e-4)
-0.53
(4e-3)
-0.45
(3e-3)

10.08
(0.03)
0.70
(5e-4)
0.76
(5e-4)
-1.36
(2e-3)
-1.32
(8e-4)

-5.39
(0.04)
0.78
(7e-4)
0.82
(7e-7)
-0.67
(3e-3)
-0.35
(3e-3)

12.54
(0.02)
0.87
(4e-4)
0.72
(3e-4)
-1.63
(2e-3)
-1.42
(7e-4)

-5.20
(0.03)
0.93
(4e-4)
0.87
(4e-4)
-0.78
(2e-3)
-0.55
(1e-3)

13.38
(0.03)
0.87
(5e-4)
0.66
(5e-4)
-1.80
(2e-3)
-1.29
(9e-4)

-2.81
(0.04)
0.93
(8e-4)
0.80
(8e-4)
-0.77
(3e-3)
-0.79
(3e-3)

13.45
(0.03)
0.88
(7e-4)
0.61
(6e-4)
-1.82
(3e-3)
-1.24
(1e-3)

-0.39
(0.06)
0.99
(1e-3)
0.84
(1e-3)
-0.58
(4e-4)
-1.54
(4e-3)
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Loglikelihood

-7023673

-1198627

-713876

-1323255

-1196142

-2121484

-1026685

-955529

PM

29.3727

31.2186

32.6013

33.0375

31.0709

29.1435

30.6137

35.8861

SRMSE

4.1282

4.0798

2.7876

2.8778

2.8336

3.6482

3.3692

4.7561

PSI

0.5605

0.5921

0.617

0.6241

0.5898

0.556

0.5823

0.6717

Note: All the breakpoints and coefficients are significant at the 0.001 level.

4.6 RESIDUAL MAPPING AND EXPLORATORY ANALYSIS
While important and interesting, the above trends are only the global patterns
captured by the model, which cannot reveal local deviations. Moreover, the models can
only explain part of the data variation. It is therefore of importance to further analyze the
model residuals, discover local variations, and obtain a comprehensive understanding of
migration patterns.
4.6.1 MODEL RESIDUAL MAP
A flow residual is the difference between the actual flow and its model predicted
flow. The net-residual for a pair of locations A and B is the absolute difference between
the flow residuals in two directions, i.e., AB and BA. The direction of a net-residual is
the same as the flow with the larger residual. As in Poisson regression, residual is
represented by Standardized Deviance Residual (SDR), which is defined in Equation 4.14.
SDR is a measure of how the regression model fits at each observation, which removes
the effect of absolute migration volumes and can be used to compare the relative
residuals for different migration pairs. Figure 4.8 shows the top 1000 net-residual (out of
81408, one for each pair of MSAs), with the net migration ratio map in the background.
The design of the residual flow map (Figure 4.8) is as follows. The color of each
flow line starts at the origin in green, fades out gradually and disappears at the one-third
length of the flow, then emerges in light red at the two-third of the flow length, and
becomes more saturated in red when approaching its destination. The purposes of this
design are (1) to reduce the overlapping of flow lines and enhance the clarity of the flow
map by making the middle part of each flow line transparent; and (2) to better distinguish
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origins and destinations by showing them in two different color hues. The flow line width
represents the flow (residual) value. While migration trends from the north to the south
have been reported in the literature (e.g., Hunt et al. 2008), the residual map in Figure 4.8
and the analyses presented in the remainder of this Chapter present a much more
comprehensive view of overall migration patterns and detailed local variations for
different age groups, which cannot be extracted with existing methodologies.

Figure 4.8: Top 1000 net residuals for entire population, overlaid by NMR.

The top 1000 flow residuals are selected because they represent the strongest netresiduals between their origins and destinations. However, the selection is subjective and
descriptive without statistical inference. To discern clusters from random variations, I
extend the local Moran’s I statistic to assess the significance of local spatial clustering of
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residuals. I will examine the statistical patterns in next section with local spatial
clustering measures.
4.6.2 LOCAL ASSOCIATION OF RESIDUALS
The traditional local Moran’s I (Anselin 1995) is extended to measure local
association of flow residuals by defining a spatial neighborhood for a flow (xij) from
origin i to destination j, which is the set of flows that starts from the neighborhood Ji of i
and ends at the neighborhood Jj of j. The first-order rook contiguity is used to define Ji
and Jj. Figure 4.9 shows an illustrative example, where each neighborhood has five
spatial units (including i and j) and all flows (except xij) from Ji to Jj are considered
neighbors of flow xij. Here it assumes that origin i to destination j are not neighbors to
each other. In other words, the local Moran’s I measure for flows between neighbors is
not calculated. This neighborhood definition for a flow is a combination of the four
definitions proposed in (Chun et al. 2012).

Figure 4.9: Flow neighborhood. All flows except xij shown in the map are neighbors to
flow xij.

Following the conventional calculation of local Moran’s I for lattice data (Anselin
1995), I define the local Moran’s I statistic for flow xij as:
77

𝑛

𝑛

𝑥𝑖𝑗 − 𝑥̅
𝐼𝑖𝑗 = 𝑛
((∑ ∑ 𝑤𝑖𝑘 𝑤𝑗ℎ (𝑥𝑘ℎ − 𝑥̅ )) − (𝑥𝑖𝑗 − 𝑥̅ ))
∑𝑘=1 ∑𝑛ℎ=1(𝑥𝑘ℎ − 𝑥̅ )2
𝑘=1 ℎ=1
𝑁−1

(4.19)

where N is the total number of flows in the data, wij indicates the spatial contiguity
between i and j (wij =1 if contiguous, otherwise 0, wii = 1), and 𝑥̅ is the mean of all N
flows. The measure essentially has three components: the focal flow’s deviation from the
mean (𝑥𝑖𝑗 − 𝑥̅ ), neighboring flows’ total deviation (excluding the focal flow), and a
constant factor (

𝑛
2
∑𝑛
𝑘=1 ∑ℎ=1(𝑥𝑘ℎ −𝑥̅ )

𝑁−1

). If flow values represent residuals, 𝑥̅ = 0 and Equation

4.19 can be simplified as:
𝑛

𝑛

𝑥𝑖𝑗
𝐼𝑖𝑗 = 𝑛
(∑ ∑ 𝑤𝑖𝑘 𝑤𝑗ℎ 𝑥𝑘ℎ − 𝑥𝑖𝑗 )
∑𝑘=1 ∑𝑛ℎ=1(𝑥𝑘ℎ )2
𝑘=1 ℎ=1
𝑁−1

(4.20)

The significance test of a local Moran’s I value in this research is based on its zscore, as introduced in (Anselin 1995), except for using different spatial objects (i.e.,
flows instead of area units) and a different neighborhood definition as defined above. To
address the multiple-testing problem, the simple Bonferroni adjustment is applied, i.e.,
modify the significance level α with α/N. A positive z-score indicates the feature is
surrounded by features with similar values (either high or low). Here I only focus on
high-high spatial association of flow residuals.
Figure 4.10 shows the flow net residuals for the entire population with significant
high-high spatial association (Moran’s I p-value < 0.05). Net migration ratio map is
overlaid to verify the results. Based on the direction and the length of the visible portion
of a flow in map, it is apparent to infer where the origin and destination are. Most
migrants in the Northeast moved to Florida. North and South Carolina and Atlanta area
received high in-migration originated from California and Northeast. Arizona is a hot
78

destination for migrants from Washington and Midwest states including Illinois,
Minnesota, Wisconsin, Iowa, North and South Dakota. Las Vegas and Denver are also
very hot for migrants from the West.

Figure 4.10: Spatial autocorrelation of net residuals for all migration, overlaid by NMR.

Figure 4.11 to Figure 4.17 show spatial autocorrelation of net residuals for seven
age groups, and net migration ratio map for each age group are overlaid, respectively.
Age groups 5-14 (Figure 4.11) and 30-44 (Figure 4.15) show similar pattern since
children in age group 5-14 are always moving with their parents (age group 30-44) other
than moving independently. The maps suggest that there is a strong trend leaving from
large cities. People in those age groups start to raise a family and their migration
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intentions are commonly driven by housing preference and living cost. The maps give
evidences and comprehensively explain where they are moving to.
Age groups 15-19 (Figure 4.12) and 20-24 (Figure 4.13) show similar pattern, the
reason of which might be that people in both groups are leaving home for universities or
leaving universities for work. The maps indicate that most of migrations are moving to
nearby cities.
Very strong migration patterns to large cities are observed for Age group 25-29
(Figure 4.14) because they are majorly driven by job opportunities. Hot destinations for
this age group during 1995-2000 include the San Francisco Bay area, Boston area,
Florida, Texas, Atlanta, North Carolina, and Denver.
Two older population groups, age group 45-59 (Figure 4.13) and above 60 (Figure
4.14), demonstrate similar patterns, although the latter (age group above 60) has slightly
stronger patterns. Two dramatically hot destinations are detected, which are Arizona and
Florida, as expected. For the maps, the origins of those migrants are drawn clearly.
Migrants to Florida are mostly from Northeast and Midwest, while migrants to Arizona
are from Northwest and Midwest.
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Figure 4.11: Spatial autocorrelation of net residuals for age group 5-14, overlaid by NMR.

Figure 4.12: Spatial autocorrelation of net residuals of age group 15-19.
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Figure 4.13: Spatial autocorrelation of net residuals for age group 20-24, overlaid by
NMR.

Figure 4.14: Spatial autocorrelation of net residuals for age group 25-29.
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Figure 4.15: Spatial autocorrelation of net residuals for age group 30-44.

Figure 4.16: Spatial autocorrelation of net residuals for age group 45-59.
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Figure 4.17: Spatial autocorrelation of net residuals for age group above 60.

4.7 DISCUSSION AND CONCLUSION
In this chapter I presented a framework for the extraction of migration patterns
with both model configuration and exploratory analysis of model residuals. Different
from existing researches that primarily focus on model calibration and global pattern, my
approach focuses more on model residuals and local patterns such as spatial clustering
and spatial autocorrelation, which are usually not detectable by a global model alone. The
spatial autocorrelation results point to significant flow residuals mediated by other sociocultural and economic factors besides size and distance, accessibility variable considered
in modeling stage. I analyzed MSA-to-MSA migration data set in the U.S. for Census
2000 and present a series of patterns for seven age groups discovered from the data,
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including both global patterns captured by the models and local patterns deviated from
the global trend, which evidence effective of my approach.
To measure the local spatial autocorrelation for each pair of spatial interactions,
Local Moran’s I for spatial interaction data is proposed. For each pair, it assesses the
extent of significant spatial clustering of similar values around the pair. In the evaluation
of this work, the Local Moran’s I for spatial interaction works impressively to identify
the hot migration flows which are surrounded by similar hot flows. It could be also used
to identify flows surrounded by flows with dissimilar values by investigating the negative
values.
I used MSAs for analysis instead of using counties or states. Although not
presented in this paper, I have tried the approach with counties and states as the
aggregation units. County-level results are very unstable with large residuals and variance
due to the small area problem. State-level results are more stable than county-level
models but cannot detect interesting local patterns due to the coarse spatial resolution and
unbalanced unit sizes.
In this research the gravity model considers distance, mass and competing
destination variable, and residual analysis captures the other factors manipulating the
migration behaviors. Future research could apply various factors in the model and
examine patterns of hidden factors by investigating the residual distribution. What’s
more, although this framework is developed and applied in the context of human
migration, it may also be used in other spatial data applications, such as economic
activities, trade analysis, animal migration, disease outbreaks, and so on.
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CHAPTER 5 : CONCLUSION

5.1 SUMMARY OF RESULTS
This dissertation work develops a series of methodologies to investigate and
extract significant patterns in spatial and spatial interaction data. The presented methods
have been demonstrated and evaluated with case studies involving both real-world data
and synthetic data, featuring both the advancement of methodologies and practical
applications.
Chapter 2 presents two new spatial scan statistics with a simple and a hierarchical
merge strategy in order to improve existing methods by incorporating smoothing and
regionalization techniques. The objective of the new spatial scan statistics is to 1)
discover clusters with irregular shapes, 2) alleviate the small-area problem, and 3)
alleviate the multiple-testing problem. Synthetic benchmark data sets with circular and
irregular clusters are used to evaluate the performance of the proposed methods in terms
of statistical power and accuracy measures, including sensitivity, positive predictive value
and misclassification rate. Evaluation results suggest that the simple merge method has a
comparable power but unbalanced performance on sensitive and ppv; the hierarchical
merge method has both good power and balanced performance on accuracy measures.
Robustness analyses indicate that the new methods are not sensitive to different
smoothing models.
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Chapter 3 presents a new flow scan statistic for spatial interaction data, which is
designed to uncover the significant flow patterns. Instead of using a single scanning
window as in existing spatial scan statistics, the new method applies a flow tube, which
consists of a circular window on the origin and a circular window on the destination, to
scan spatial interaction data and discover flow clusters. A statistical measure based on
GLR, which is independent from neighbourhood size (e.g., population at the origin and
destination), is developed as the test statistic for flow scanning. Monte Carlo simulation
is adopted to generate a null distribution of GLR to enable significance testing of flow
clusters. Evaluations with case studies using both area-based and point-based spatial
interaction data have demonstrated the detection power and effectiveness of the new flow
scan statistic.
Chapter 4 introduces an exploratory framework for the analysis of global and
local patterns in spatial interaction data. The framework consists of three components: 1)
a gravity model to discover global patterns, taking into consideration factors including
distance, mass and competing destination variables; 2) an extended local Moran’s I to
discover spatial clustering of residuals in the flow model, which enables the detection of
local patterns; and 3) a novel flow mapping technique to visualize local flow patterns for
visual interpretation and understanding. To evaluate the framework, the U.S. internal
migration data among 358 Metropolitan Statistical Areas in Census 2000 is stratified into
seven age groups and analyzed by applying this newly designed framework. Interesting
migration patterns are discovered for each age group, which existing methods cannot
detect and compare. The results show that migration patterns in each age group are
different but to some degree related. Migrants in age groups 15-19 and 20-24 tend to
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move to nearby cities for education. Large cities with more job opportunities are more
attractive to people in the age group 25-29. Patterns of movers in the age group 05-14 are
closely correlated with those of the age group 30-44, because children always move with
their parents. Florida and Arizona are considerably hot destinations for migrants in the
age groups of 45-59 and above 60.
The flow scan statistic (Chapter 2) and local flow Moran’s I statistic (Chapter 3)
are different in several aspects. First, the flow scan statistic detects significant spatial
flow clusters with more-than-expected flows, while local flow Moran’s I measures spatial
autocorrelation in spatial flows. In addition to the spatial association of high-high or lowlow values, the local Moran’s I could also discover large flows surrounded by low flows
or low flow surrounded by high flows. Second, the local Moran’s I for spatial interaction
data could be used to assess patterns of net flows, while the proposed flow scan statistic
is not able to handle net flows because the GLR is not meaningful for net flows. Third,
the flow scan statistic is able to deal with point-based spatial interaction, while Local
Moran’s I could not measure the association of point-based data because each flow in
point-based data only represents one individual movement (and hence they are all equal
in value).
The overall goal of this dissertation work is to develop models, algorithms and
frameworks for extracting statistically significant patterns from spatial lattice and spatial
interaction data. The proposed methodologies can potentially be extended to analyze
temporal trends or spatio-temporal patterns in spatial lattice or spatial interaction data.
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5.2 LIMITATIONS AND FUTURE DIRECTIONS
The developed approaches, in their current form, also have several limitations.
Although the new spatial scan statistics is designed to detect clusters with different
shapes, due to incorporation of smoothing techniques, the proposed spatial scan statistics,
theoretically, are not capable of capturing individual clusters (only one unit in the cluster).
They assume one single outstanding unit as the random noise and thus exclude its
possibility of being a cluster.
The construction strategy of flow tubes used in the flow scan statistic could be
further improved. Currently it uses a circular base on each end of the tube, which could
be replaced by more comprehensive approach to detect flow clusters between irregularshaped regions. This is similar to the situation for traditional spatial scan statics. The idea
of spatial scan statistic with smoothing and regionalization methods could be borrowed.
The challenge is that, a more complicated search strategy with irregular-shaped bases
would dramatically increase the computational cost.
The presented approaches for spatial interaction analysis (Chapter 3 and Chapter
4) do not consider the temporal dimension, for which future work is needed since the
time dimension is inherent in SI data. The series of methodologies and framework
introduced in this dissertation can be extended to capture spatio-temporal patterns in
spatial interaction data.
From the implementation perspective, the presented methods of scan statistics
using Monte Carlo simulation could take advantage of parallel computing because each
simulation is independent of others. An implementation with parallel computing
capabilities would reduce the computing time, which can be useful in practice.
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