In most PROLOG implementations, for efficiency occur-check is omitted from the unification algorithm.
1, INTRODUCTION
The occur-check is a special test used in the unification algorithm.
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The aim of this paper is to provide easy-to-check syntactic conditions that ensure that for PROLOG programs the occur-check can be safely omitted. We use here a result of Deransart et al. [1991] and build upon it within the context of moded programs.
This allows us to extend the results of Deransart and Maluszynski [1985] , to generalize the arguments of Chadha and Plaisted [1994] , and to offer a uniform presentation. rule. An SLD-derivation in which the leftmost selection rule is used is called an LD-derivation.
We allow in programs various first-order built-ins, like = , s , > , etc., and assume that they are resolved in the way conforming to their interpretation.
Throughout the paper we use the standard notation of Lloyd [1987] and Apt [1990] . In particular, given a syntactic construct E (e.g., a term, an atom, or a set of equations) we denote by Var( E) the set of the variables appearing in E. Given a substitution o = {xl/t l,..., x./t.}, we denote by Dom ( 0) 
OCCUR-CHECK-FREE PROGRAMS
We start by recalling a unification algorithm due to Martelli and Montanari [1982] . We use the notions of sets and of systems of equations interchangeably. Two atoms can unify only if they have the same relation symbol. With ACM Transactions on Pro~amming Languages and Systems, Vol. 16, No. 3, May 1994 .
On the Occur-Check-Free PROLOG Programs . 689 two atoms p(sl, ..., s.) and p(tl, ..., t.) to be unified, we associate the set of equations {Sl=tl,..., sn=tn}.
In the applications we often refer to this set as p(.sl, . . . . s.) = p(tl, . . . . tn).
The algorithm operates on such finite sets of equations.
A substitution 6 such that SI t9 = tl O,...,s. 6 = tnr3is called a uniflier of the set of equations {sl = t~, . . ..sn = tn}. Thus, the set of equations E = {s1 = tl, ..., Sn = tn} has the same unifiers as the atoms P(sl, ..., Sn ) and p(tl,...,
tn).
A (1) f(xl,..., Sn) =f (tl, . . ..tn) replace by the equations S1 =tl, . . ..sn= tn.
(2) f(sl,..., ).) =g(tl,..., t~) where f *g halt with failure, 
t = x where t is not a variable replace by the equation
x = t where x $ t, x does not occur in t, perform the substitution {x/t) and x occurs elsewhere in every other equation,
x = t where x # t and x occurs in t halt with failure.
The algorithm terminates when no action can be performed or when failure arises. To keep the formulation of the algorithm concise, we identified constants with O-ary functions.
Thus, action (2) includes the case of two different constants.
The following theorem holds (see Martelli and Montanari [19821) :
The Martelli-Montanari algorithm always terminates.
If the original set of equations E has a unifier, then the algorithm successfully terminates and produces a solved set of equations determining a relevant mgu of E; otherwise, it terminates with failure.
690
. K. R. Apt and A. Pellegrini The We now introduce the key definition of the paper: Definition 2.6.
-Let f be an LD-derivation. Let A be an atom selected in~, and let H be the head of the input clause selected to resolve A in f. Suppose that A and H have the same relation symbol. Then we say that the system A = H is considered in~.
-Suppose that all systems of equations considered in the LD-derivations of P u {G} are NSTO. Then we say that P U {G} is occur-check free.
This definition assumes a specific unification algorithm, but allows us to de- 
WELL-MODED PROGRAMS
The obvious problem with Theorems 3.5, 3.7, and 3.9 is that it is not easy to check their conditions.
In fact, one can show that, in general, it is undecidable whether for a given program P and goal G the conditions of Theorem 3.5, 3,7, or 3.9 hold (see the Appendix). Systems, Vol. 16, No. 3, May 1994. On the Occur-Check-Free PROLOG Programs An LD-resolvent of a well -moded goal and a well-moded clause that is variable-disjoint with it is well moded.
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PROOF. An LD-resolvent of a goal and a clause is obtained by means of the following three operations:
(1) instantiation of a goal;
(2) instantiation of a clause; and (3) replacement of the first atom, say, H, of a goal by the body of a clause whose head is H.
So we only need to prove the following two claims:
An instance of a well-moded goal (resp., clause) is well moded. with the mode app( +, +, -). It is easy to check that append is well moded and that the head of every clause is output linear. By Corollary 4.5, we conclude that, for s and t ground, append U { e app(s, t, u)} is occur-check free.
(2) Now examine the program append with the mode app( -, -, +). Again, by Corollary 4.5, we conclude that, for u ground, append U {ã pp(s, t, u)} is occur-check free. der(X,~s(0)). der(Xt s(N), X, s(N) *X'T N). der(F + G, X, DF + DG) + der(F, X, DF), der(G, X, DG). der(F * G, X, F * DG + DF * G) e der(F, X, DF), der(G, X, DG).
To compute the derivative of an expression e, say, x~s(0) + x * y + Y t s(s(s(0))), w.r.t a variable, say, X, one uses the goal + der(e, x, Y). In the mode der( +, +, -), this program is both well moded and nicely moded, and consequently, it is also strictly moded. Suppose that -all LD-derivations of P U {G} are ml-data driven, and -P and G are mz I ml-nice.
Then all LD-derivations of P U {G) are mz-output driven.
PROOF. First, we prove that all goals appearing in an LD-derivation of P u {G} are mz I ml-nice.
To this end, due to the assumption of ml-data drivedness, it suffices to prove that, for A ml-input ground, an LD-resolvent of an mj I ml-nice goal~A, A and a disjoint with it variant H -B of an m2 I ml-nice clause is mz I ml-nice as well. Assume that A and H are unifiable.
A = H equals E U (A-= H-), where the left-hand sides of the equations from E are ground. Let @l be a relevant mgu of E and let t)z be a relevant mgu of ( A-= H-)61. Suppose that -all LD-derivations of P u {G} are ml-data driven,
-P and G are m2 I ml-nice, and -for a head H, of a clause of P, His (mz -ml)-input linear.
Then P u {G) is occur-check free.
Note that the last assumption is weaker than the statement that the head of every clause of P is m~-input linear. -We say that p refers to q iff there is a clause in P that uses p in its head and q in its body.
-We say that p depends on q iff ( p, q ) is in the reflexive, transitive closure of the relation refers to.
-We say that a clause of P defines the relation p if p is used in its head. Definition 7.5. Consider a program P and an atom A in a given moding.
-We denote by PA the set of clauses of P that define the relation p of A and the relations on which p depends.
-We say that A is well moded in P if PA is. Observe that a goal with only one atom is weakly moded w.r.t. a program P iff its atom is ground in its input position.
The notion of being weakly moded is obviously related to that of being well moded. In fact, if a program P is well moded, then it is weakly moded. Next, assuming that P is well moded, if a goal is well moded, then it is weakly moded w.r. itive, and at least one of the Corollaries 4.5, 5.4, or 6.5 applies. The appropriate entry in Table I indicates that, after replacing "\" by "," in the mode flatten( +, + ) and flatten_ dl( +, +, -), flatten_ dl is well moded and the heads of the clauses are output linear. Thus, by virtue of Corollary 4.5 for s and t ground, all LD-derivations of flatten_dl U { + flatten(s, t)} are occur-check free. Similar conclusions can be drawn about quicksort _ dl moded qs( +, +), qs_dl( +, +, -), partition( +, +, -, -). Thus, for a restricted class of goals, the occur-check freedom of these two programs can be established by means of the elementary techniques presented in Section 4.
WHEN OCCUR-CHECK IS NEEDED
Still, the results of this paper should be interpreted with caution. When Corollary 5.4 cannot be applied to a given program, the only alternatives are Corollaries 4.5, 6.5, or 7.9. In such cases, well-or weak-modedness is required, and thus, g-roundness of the inputs of the one-atom goal has to be assumed.
Thus, no conclusion about the occur-check freedom for one-atom goals with nonground inputs can be drawn. . 713 
curry (R, apply (M, N), T)~curry (R, M, S~T), curry (R, N, S).
In the first clause, the function symbol var is used to enforce the interpretation of X as a variable and, consequently, to prevent the instantiations of the clause to statements about the application and lambda abstraction. + is a binary function symbol written in an infix form. Now consider the lambda term Ax. (x x), to which no type can be assigned, and its PROLOG representation m = lambda(x, apply (var(x), var(x))). Vol. 16, No. 3, May 1994 On the Occur-Check-Free PROLOG Programs For every program P and goal G, there exists a program P'
and a goal (Y such that -P' and G are nicely moded;
-the head of every clause of P' different from X =0= X is input linear;
-P is the result of unfolding some calls of" =OC" in P'; -G is the result of evaluating some calls of" =OC" in G; and The system E = {x = y, x = f(y)} is not NSTO, and by Corollary 6.5, for every ground atom A, PI u { + A} is occur-check free. Thus, for a ground atom A in LPO, PI U { + A, p( x, x)} is not occur-check free iff E is considered in an LD-derivation of PI u { + A, p( x, x)} iff there exists an LD-refutation of PI U { + A} iff (by the completeness of LD-resolution) A q MPI iff A q MPO.
So we have shown that, for every ground atom A in LPO, A @ MPO iff PI U { + A, p( x, x)} is occur-check free. An analogous argument using Theorem 4.2 (resp., Theorem 5.2) shows that, for every ground atom A in LPO,
A Z MPO iff all LD-derivations of P u { + A, p( x, x)} are data driven (resp., iff all LD-derivations of P U { + A, P( x, x)} are output driven). Thus, to prove the theorem it suffices to show that there exists a strictly moded program PO for which the set MPO is undecidable. Now, Corollary 4.7
in Apt [1990] 
Now, (5) and (6) imply that ql=ollv.
Thus, ql c (lI I Var( H ); so by (3) we conclude (i), and by (4) we conclude (ii). Now consider qz. Note that qz c (191 I VarIrz(H))Oz, so RWZ (7)2) c RcLrz(ol I vcLrIz'z(H)) u var(o~). n (Rczn(f31 IV) u V) = @; so by (8) and (7) we conclude (iii). 
so by the fact that 0 is relevant, (11 c q~.
Thus, by the linearity of ql (condition (i) of Lemma A.6), (ll is linear.
Moreover by (10), (ii) of Lemma A.6, and standardization apart, Ran(dl) n Var(B) =~.
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Now, let Oj = Oz I V and O; = OZ I VarIn(H). We have 62=ojo 6;,
o;crl~,
and f3; gq2.
Now consider O;. We have Donz(ol) n Donz(oz) = 0, so Dom(ol) n Donz( (l;) = 0. Thus, by (10), (14), and the linearity of ql, Ran(oj) n Ran(ol) = 0.
Moreover, by (14), (ii) 
Combining (16) with (18) and (17) with (19), we get, by virtue of (13) 
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