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Abstract—Tensor rank learning for canonical polyadic de-
composition (CPD) has long been deemed as an essential but
challenging problem. In particular, since the tensor rank controls
the complexity of the CPD model, its inaccurate learning would
cause overfitting to noise or underfitting to the signal sources, and
even destroy the interpretability of model parameters. However,
the optimal determination of a tensor rank is known to be a
non-deterministic polynomial-time hard (NP-hard) task. Rather
than exhaustively searching for the best tensor rank via trial-
and-error experiments, Bayesian inference under the Gaussian-
gamma prior was introduced in the context of probabilistic
CPD modeling and it was shown to be an effective strategy
for automatic tensor rank determination [22]. This triggered
flourishing research on other structured tensor CPDs with
automatic tensor rank learning. As the other side of the coin,
these research works also reveal that the Gaussian-gamma model
does not perform well for high-rank tensors or/and low signal-
to-noise ratios (SNRs). To overcome these drawbacks, in this
paper, we introduce a more advanced generalized hyperbolic
(GH) prior to the probabilistic CPD model, which not only
includes the Gaussian-gamma model as a special case, but also
provides more flexibilities to adapt to different levels of sparsity.
Based on this novel probabilistic model, an algorithm is developed
under the framework of variational inference, where each update
is obtained in a closed-form. Extensive numerical results, using
synthetic data and real-world datasets, demonstrate the excellent
performance of the proposed method in learning both low as well
as high tensor ranks even for low SNR cases.
Index Terms—Automatic tensor rank learning, tensor CPD,
generalized hyperbolic distribution, variational inference
I. INTRODUCTION
In the Big Data era, tensor decompositions have become
one of the most important tools in both theoretical studies
of machine learning [1], [2] and a variety of real-world
applications [3]–[10]. Among all the tensor decompositions,
canonical polyadic decomposition (CPD) is the most funda-
mental format. It not only provides a faithful representation
of multidimensional data, but also allows unique factor matrix
Lei Cheng is with Shenzhen Research Institute of Big Data, Shenzhen,
Guangdong, P. R. China (e-mail: leicheng@cuhk.edu.cn).
Zhongtao Chen is with Shenzhen Research Institute of Big Data, Shenzhen,
Guangdong, P. R. China and The Chinese University of Hong Kong, Shenzhen
(e-mail: zhongtaochen@link.cuhk.edu.cn).
Qingjiang Shi is with the School of Software Engineering at Tongji
University, Shanghai 201804, China. He is also with the Shenzhen Research
Institute of Big Data, Shenzhen 518172, China (e-mail: shiqj@tongji.edu.cn).
Yik-Chung Wu is with the Department of Electrical and Elec-
tronic Engineering, The University of Hong Kong, Hong Kong (e-mail:
ycwu@eee.hku.hk).
Sergios Theodoridis is with the Department of Electronic Systems, Aalborg
University, Denmark (email: stheodor@di.uoa.gr).
, ,
= + +
2
(AWGN) with the same power as the signal tensor. After
running the probabilistic tensor CPD algorithm [12] on the
observation tensor data, the recovered factor matrices are
demonstrated in Figure 1. It is clear that the probabilistic
tensor CPD algorithm over-estimates the tensor rank to be
26. In applications, the over-estimation of tensor rank will
either leads to the overfitting of noises for recovering noise-
free signals or uninterpretable “ghost” component discovery
in tensor data mining. On the other hand, if the tensor rank
is under-estimated, it is prone to the underfitting of signals
or the miss of important components. Therefore, there are a
lot of practical needs for further improving the accuracy of
automatic tensor rank learning, leading to the next era which
we call “Probabilistic tensor CPD 2.0”.
To achieve this via a principled approach, it is worthwhile
looking back the development of “Probabilistic tensor CPD
1.0”. It can be found that the fundamental idea of using the
Gaussian-gamma prior and the Bayesian framework dates back
to the early work of Tipping [19] on relevance vector machine
(RVM), in which important variables are automatically iden-
tified in linear regression. This inspires us to draw nutrients
from the research of RVM and beyond [19]–[24]. In particular,
to achieve enhanced adaption for different levels of spar-
sity, advanced sparsity-enhancing priors including generalized-
t distribution [20], normal-exponential gamma distribution
[21], horseshoe distribution [22] and generalized hyperbolic
distribution [23], [24] were employed for judiciously selecting
important variables in linear regression models. Since these
advanced priors are much more flexible than the Gaussian-
gamma prior (and some of them even includes the Gaussian-
gamma model as special cases), the performance of variable
selection was witnessed to be improved. Therefore, this thin
but solid line of research points out one promising directi n
that guides the journey towards “Probabilistic tensor CPD 2.0”.
In this paper, we made the first step in this journey by
introducing the generalized hyperbolic prior [23] in o the
research of Probabilistic Tensor CPD. The reason for choosing
this prior is that it not only includes the widely-used G ussian-
gamma prior and Laplacian prior as its special case , but also
its mathematic form allows efficient expectation computation.
On the other hand, it can be interpreted as a G ussi n
scale mixture where the mixing distribution is the ne alized
inverse Gaussian (GIG) distribution [25]. This interpret tion
allows a hierarchical construction of the probabilistic model
with an enjoyable conjugacy property in exponential distri-
bution family, based on which efficient variational i f ren e
algorithm [26], [27] can be devised with closed-form update
equations. By making full use of these advantages, we design
a novel probabilistic tensor CPD algorithm in this paper using
advanced hyperbolic prior, and further propose an effective
approach to optimize the hyper-parameters of the adopted
hyperbolic prior. Numerical studies using both synthetic data
and real-world datasets demonstrate the improved performance
of the proposed method in terms of tensor rank learning and
factor matrix recovery.
The remainder of this paper is organized as follows. In Sec-
tion II, the probabilistic tensor CPD using Gaussian-gamma
prior is firstly introduced. By leveraging the generalized hy-
perbolic prior, which is the generalization of Gaussian-gamma
prior, we propose a new probabilistic model for tensor CPD
in Section III. In Section IV, to enable efficient Bayesian
inference, the framework of variational inference is utilized
to derive an inference algorithm with closed-form update
equations. In Section V, numerical results are presented to
corroborate the excellent performance of the proposed method.
Finally, conclusions and future directions are presented in
Section VI.
Notation: Boldface lowercase and uppercase letters will be
used for vectors and matrices, respectively. Tensors are written
as calligraphic letters. E[ · ] denotes the expectation of its
argument. Superscript T denotes transpose, and the operator
Tr (A) denotes the trace of a matrix A. k · kF represents
the Frobenius norm of the argument. N (x|u,R) stands for
the probability density function of a Gaussian vector x with
mean u and covariance matrix R. The N ⇥ N diagonal
matrix with diagonal elements a1 through aN is represented
as diag(a1, a2, ..., aN ), while IM represents the M ⇥ M
identity matrix. The (i, j)th element, the ith row, and the jth
column of a matrix A are represented by Ai,j , Ai,: and A:,j ,
respectively.
II. TENSOR CPD AND ITS BAYESIAN ROUTE
A. Problem Statement
In tensor CPD, given a N dimensional (N-D) tensor Y 2
RJ1⇥···⇥JN , a set of factor matrices {⌅(n) 2 RJn⇥R} are
sought via solving the following problem [7]:
min
{⌅(n)}Nn=1
k Y  
RX
r=1
⌅(1):,r  ⌅(2):,r   · · ·  ⌅(N):,r| {z }
,J⌅(1),⌅(2),··· ,⌅(N)K
k2F , (1)
where symbol   denotes vector outer product and shorthand
otation J· · ·K is termed as the Kruskal operator. In problem
(1), as illustrated in Figure 2, the tensor CPD aims at decom-
posing a N-D tensor into a summation of R rank-1 tensor ,
each of which is the vector outer product of the rth columns in
all the factor matrices, i.e., {⌅(n):,r }Nn=1. Therefore, the column
number R of the factor matrices, also known as tensor rank
[7], determines the number of unknown model parameters (and
equivalently the model complexity).
If the value of tensor rank is at hand, problem (1) can be
solved via nonlinear programming methods [28]. In particular,
it has been found that problem (1) enjoys a nice block
multi-convexity property, in the sense that after fixing all
the factor matrices other than one single factor matrix, the
remaining problem is convex with respect to that matrix.
The property motivates the use of block coordinate descent
(BCD) methods (or alternative optimizations) to devise fast
and accurate algorithms for tensor CPD and its structured
variants [29]–[31]. However, these advanced solutions from
a nonlinear programming perspective need the knowledge of
tensor rank R as a prerequisite, which however is generally
NP-hard to obtain [7]. With a wrong guess of tensor rank,
even though the model fitting problem (1) can be solved quite
well via methods [29]–[31], the results still fails to render
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(AWGN)withthesamepowerasthesignaltensor.After
runningtheprobabilistictensorCPDalgorithm[12]onthe
observationtensordata,therecoverdfactormatricesare
demonstratedinFigure1.Itisclarthattheprobabilistic
tensorCPDalgorithmover-estimaesthetensorranktobe
26.Inapplications,theover-estimationoftensorrankwill
eitherleadstotheoverfittingofnoisesforrecoveringnoise-
freesignalsoruninterpretable“ghost”componentdiscovery
intensordatamining.Ontheotherhand,ifthetensorrank
isunder-estimated,itispronetotheunderfittingofsignals
orthemissofimportantcompones.Therefore,therearea
lotofpracticalneedsforfurtherimprovingtheaccuracyof
automatictensorranklearning,leadingtthenextrawhich
wecall“ProbabilistictensorCPD2.0”.
Toachievethisviaaprincipledapproach,itisworthwhile
lookingbackthedevelopmentof“ProbabilistictensorCPD
1.0”.Itcanbefoundthatthefundmentalideaofusingthe
Gaussian-gammapriorandtheBayesianfameworkdatesback
totheearlyworkofTipping[19]onrelevancvectormachine
(RVM),inwhichimportantvariablesareautomaticallyiden-
tifiedinlinearregression.Thisinspiresustodrawnutrints
fromtheresearchofRVMandbeyond[19]–[24].Inparticular,
toachieveenhancedadaptionfordifferentlevelsofspar-
sity,advancedsparsity-enhancingpriorsincludinggeneralized-
tdistribution[20],normal-exponentialgammadistribution
[21],horseshoedistribution[22]andgeneralizedhyperbolic
distribution[23],[24]wereemployedforjudiciouslyselecting
importantvariablesinlinearregressionmodels.Sincethese
advancedpriorsaremuchmoreflexiblethantheGaussian-
gammaprior(andsomeofthemevenincludestheGaussian-
gammamodelasspecialcases),theperformanceofvariable
selectionwaswitnessedtobeimproved.Therefore,thisthin
butsolidlineofresearchpointsoutonepromisingdirection
thatguidesthejourneytowards“ProbabilistictensorCPD2.0”.
Inthispaper,wemadethefirststepinthisjouneyby
introducingthegeneralizedhyperbolicprior[23]intothe
researchofProbabilisticTensorCPD.Thereasonforchoosing
thisprioristhatitnotonlyincludesthewidely-usedGaussin-
gammapriorandLaplacianpriorasitsspecialcases,butalso
itsmathematicformallowsefficientexpectationcomputation.
Ontheotherhand,itcanbeinterpretedasaGausian
scalemixturewherethemixingdistributionisthegeneralized
inverseGaussian(GIG)distribution[25].Thisinterpretation
allowsahierarchicalconstructionoftheprobabilisticmodel
withanenjoyableconjugacypropertyinexponentialdistri-
butionfamily,basedonwhichefficientvariationalinference
algorithm[26],[27]canbedevisedwithclosed-formupdate
equations.Bymakingfulluseoftheseadvantages,wedesig
anovelprobabilistictensorCPDalgorithinthispaperusing
advancedhyperbolicprior,andfurtherproposeaneffective
approachtooptimizethehyper-parametersfthedoped
hyperbolicprior.Numericalstudiesusingbothsyntheticdata
andreal-worlddatasetsdemonstratetheimprovedprformnce
oftheproposedmethodintermsoftnsorranklearningand
factormatrixrecovery.
Theremainderofthispaperisorganizedasfollows.InSec-
tionII,theprobabilistictensorCPDusingGaussian-gama
priorisfirstlyintroduced.Byleveraginghegeneralizedhy-
perbolicprior,whichisthgenralizatioofGaussian-gamma
pior,weproposeanewprobabilisticmodelfortensorCPD
inSetionIII.InSectioIV,tonableefficientBayesian
inferenc,theframeworkofvarationalinferenceisutilzed
tderiveaniferncalgorithmwithclosd-formupdate
equatios.InSectionV,numericalresultsarepresentedto
corroboratethexcellentperformanceofthepopsedmethd.
Finally,conclusionsandfuturedirectiosarepresentedin
SectionVI.
Notation:Boldfacelowercaeanduppercaseletterswillbe
usedforvectorsandmatrices,respectively.Tensorsarewritten
ascalligraphiletters.E[·]denotestheexpectationofits
argument.SuperscriptTdenotestranspos,andheoprator
Tr(A)denotesthtraceofamatrixA.k·kFrepresents
thFrobeniusnormftheargument.N(x|u,R)stansfor
theprobabilitydensityfunctionofaGaussianvectorxwith
meanundcovarianceatrixR.TheN⇥Ndiagonal
matrixwithdiagonalelementsa1throughaNisreprsented
asdiag(1,a,...,aN),whileIMrepresentsthM⇥M
identitymatrix.The(i,j)thelement,theithrow,andthejth
columnofamatrixAarerepresenedbyAi,j,Ai,:andA:,j,
respectively.
II.TENSORCPDANDITSBAYESIANROUTE
A.ProblSateent
IntnsorCPD,givenaNdimensional(N-D)tensorY2
RJ1⇥···⇥JN,asetoffactormatrices{⌅(n)2RJn⇥R}are
soughtviasolvingthefollowingproblem[7]:
min
{⌅(n)}Nn1
kY 
R X
r=1
⌅(1) :,r ⌅(2) :,r ··· ⌅(N) :,r |{z}
,J⌅(1),⌅(2),···,⌅(N)K
k2F,(1)
whersymbol denotesvectorouterproductandhothand
nottionJ···KistermedashKruskalopeator.Inpoblem
(1),asillustratedinFigure2,tetensoCPDaimsatdecom-
posingaN-DtensoritoasumaonofRrank-1tensor,
eachofwhichistevectoroutrproductoftherthcolumnsin
allthefactormatries,i.e.,{⌅(n) :,r}Nn=1.Therefore,thcolumn
numberRofthefactormarics,alsoknownastensorrank
[7],determinethenumberofuknwmodelparameters(and
equivalntlythemodelcmplexy).
Ifthevalueoftensorrankisathad,problem(1)canbe
solvedvianonlinerprogrammngmethods[28].Inparticular,
ithasbeeoundthtproblem(1)ejoysaniceblock
multi-convexitypropery,ithesensethatafterfixingall
thefactrmatricesotherhanonsinglefactormatrix,the
remainingproblemisconvexwithrespectotatmatrix.
Thepropertymotivatesteuseofblockcoordinatedescet
(BCD)methos(oralternativeoptimizations)todevisefast
andaccuatealgorithmsfortensorCPDanditstructured
variants[29]–[31].However,theseadvancdsolutionsfrom
anonlinearprogmmingperspectiveneedtheknowledgeof
tensorrankRasaperequisite,whichhoweverisgenerally
NP-hardtootain[7].Withawrongguessoftensorank,
eventhoughthemodelfittingproblem(1)cnbeolvedquite
wellviamethods[29]–[31],thersultsstillfailstorender
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Figure 1: Illustration of tensor CPD.
recovery up to trivial scaling and permutation ambiguities [11].
This uniqueness bolsters the uncovering of the knowledge
from the tensor data, and CPD finds extensive applications
in various data analytic tasks including image denoising [12],
[13], social group mining [14], drug discovery [15], biomed-
ical data analytics [16] and functional Magnetic Resonance
Imaging (fMRI) [17].
In t nsor CPD, given an N dimensional (N-D) data tensor
Y ∈ RJ1×···×JN , a set of factor matrices {Ξ(n) ∈ RJn×R}
are sought via solving the following problem [11]:
min
{Ξ(n)}Nn=1
‖ Y −
R∑
r=1
Ξ(1):,r ◦Ξ(2):,r ◦ · · · ◦Ξ(N):,r︸ ︷︷ ︸
,JΞ(1),Ξ(2),··· ,Ξ(N)K
‖2F , (1)
where symbol ◦ denotes vector outer product and shorthand
notation J· · ·K is termed as the Kruskal operator. As illustrated
in Figure 1, the tensor CPD aims at decomposing a N-D
tensor into a summation of R rank-1 tensors, with the rth
component is constructed as the vector outer product of the
rth columns from all the factor matrices, i.e., {Ξ(n):,r }Nn=1.
In problem (1), the number of columns R of each factor
matrix, also known as tensor rank [11], determines the number
of unknown model parameters and equivalently the model
complexity. In practice, it needs to be carefully selected to
achieve the best performance in both recoveri g the noise-
free signals (e.g., image denoising [12]) and unveiling the
underlying components (e.g., social group clustering [14]).
If the value of the tensor rank is known, problem (1) can be
solved via nonlinear programming methods [18]. In particular,
it has been found that problem (1) enjoys a nice block multi-
convexity property, in the sense that after fixing all but one
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Figure 2: Tensor rank learning results from probabilistic tensor CPD
with Gaussian-gamma prior [22]. The vertical bars show the mean
and the error bars indicate the standard derivation of tensor rank
estimates. The black horizontal dashed lines show the true tensor
rank.
factor matrix, the problem is convex with respect to that
matrix. This property motivates the use of block coordinate
descent (BCD) methods (or alternative optimizations) to devise
fast and accurate algorithms for tensor CPD and its structured
variants [19]–[21]. However, these solutions from nonlinear
programming perspective need the knowledge of the tensor
rank R, which, however, is unknown and, in general, it is non-
deterministic polynomial-time hard (NP-hard) to obtain [11].
To acquire the optimal tensor rank (or equivalently the optimal
model complexity), trial-and-error parameter tuning has been
employed in previous works [12]–[16], which, however, is
computationally costly.
A breakthrough to the above problem has been achieved
under the framework of Bayesian modeling and inference.
Notably, since the seminal paper [22], the development of
structured large-scale tensor decompositions with automatic
tensor rank learning [23]–[27] has been flourishing. The game-
changing idea is the adoption of sparsity-enforcing Gaussian-
gamma prior and its variants for modeling the powers of
columns in all the factor matrices, so that most columns in
the factor matrices will be driven to zero during inference.
Then, the number of remaining non-zero columns in each
factor matrix gives the estimate of the tensor rank. Extensive
numerical studies using both synthetic data and real-world
datasets have demonstrated the effectiveness of these methods
[22]–[27].
While it seems that tensor rank learning in CPD is solved,
a closer inspection on the numerical results reveals that the
performance of tensor rank learning deteriorates significantly
when the noise power is large, and/or the true tensor rank is
close to the dimension of the tensor data. As an illustration,
consider three dimensional (3D) signal tensors with dimension
30 × 30 × 30 and the tensor ranks being {6, 12, 24}. The
observation tensor data are obtained by corrupting the signal
tensors using additive white gaussian noises (AWGNs), with
the noise power characterized by signal-to-noise ratio (SNR).
With the tensor rank upper bound being 30, the probabilistic
tensor CPD algorithm [22] was run on the observation tensor
data. The tensor rank learning results from 100 Monte-Carlo
trials are shown in Figure 2. It is clear that when SNR is 0 dB,
the probabilistic tensor CPD algorithm with Gaussian-gamma
model [22] either over-estimates or under-estimates the tensor
rank. At a high SNR (i.e., 10 dB), although the method [22]
estimates the correct rank value for low tensor ranks {6, 12},
it fails to recover the high tensor rank 24. In practice, over-
estimation of a tensor rank will either leads to overfitting of
the noise components or generating uninterpretable “ghost”
components. On the other hand, if the tensor rank is under-
estimated, it is prone to missing important signal components.
Therefore, there is a need for further improving the accuracy
of automatic tensor rank learning in CPD.
To achieve this goal via a principled approach, it is worth-
while to trace back the development of Gaussian-gamma prior
and the Bayesian framework from the early work of Tipping
[29] on relevance vector machine (RVM), in which important
variables are automatically identified in linear regression. This
hints us that further inspiration can be drawn from the research
of RVM and beyond [29]–[34]. In particular, to achieve
different levels of sparsity, advanced sparsity-enhancing priors
including generalized-t distribution [30], normal-exponential
gamma distribution [31], horseshoe distribution [32] and gen-
eralized hyperbolic distribution [33], [34] could be employed.
Since these advanced priors are much more flexible than
the Gaussian-gamma prior (and some of them even include
the Gaussian-gamma model as their special cases), improved
performance of variable selection was witnessed in linear
regression models. We conjecture that this group of advanced
sparsity-enhancing priors would improve CPD rank selection
compared to Gaussian-gamma model. This potentially sparks
a new generation of CPD, which we term “Probabilistic tensor
CPD 2.0”.
In this paper, we take the first step in the journey towards
“Probabilistic tensor CPD 2.0” by introducing the generalized
hyperbolic prior [33] into the research of probabilistic tensor
CPD. The reason for choosing this prior is that it not only
includes the widely-used Gaussian-gamma prior and Laplacian
prior as its special cases, but also its mathematical form
allows an efficient expectation computation. Furthermore, the
generalized hyperbolic prior can be interpreted as a Gaussian
scale mixture where the mixing distribution is the generalized
inverse Gaussian (GIG) distribution [35]. This interpretation
allows for a hierarchical construction of the probabilistic
model with conjugacy property within the exponential distri-
bution family, based on which efficient variational inference
(VI) algorithms [37]–[40] can be devised with closed-form
update expressions. By making full use of these advantages,
we design a novel probabilistic tensor CPD model and the
corresponding inference algorithm. Numerical studies using
both synthetic data and real-world datasets demonstrate the
improved performance of the proposed method over Gaussian-
gamma CPD in terms of tensor rank learning and factor matrix
recovery.
The remainder of this paper is organized as follows. In
3Section II, the probabilistic tensor CPD using Gaussian-
gamma prior is briefly reviewed. By leveraging the generalized
hyperbolic prior, we propose a new probabilistic model for
tensor CPD in Section III. In Section IV, the framework
of variational inference is utilized to derive an inference
algorithm with closed-form update equations. In Section V,
numerical results are presented to demonstrate the excellent
performance of the proposed method. Finally, conclusions and
future directions are presented in Section VI.
Notation: Boldface lowercase and uppercase letters will be
used for vectors and matrices, respectively. Tensors are written
as calligraphic letters. E[ · ] denotes the expectation of its
argument. Superscript T denotes transpose, and the operator
Tr (A) denotes the trace of matrix A. ‖ · ‖F represents
the Frobenius norm of the argument. N (x|u,R) stands for
the probability density function (pdf) of a Gaussian vector x
with mean u and covariance matrix R. The N ×N diagonal
matrix with diagonal elements a1 through aN is represented
as diag{a1, a2, ..., aN}, while IM represents the M × M
identity matrix. The (i, j)th element, the ith row, and the jth
column of a matrix A are represented by Ai,j , Ai,: and A:,j ,
respectively.
II. REVIEW OF GAUSSIAN-GAMMA MODEL FOR CPD
In tensor CPD, as illustrated in Figure 1, the lth columns
in all the factor matrices ({Ξ(n):,l }Nn=1) constitute the building
block of the model. Given an upper bound value L of the
tensor rank, for each factor matrix, since there are L − R
columns being all zero, sparsity-enforcing priors should be
imposed on the columns of each factor matrix to encode
the information of over-parameterization. In the pioneering
work [22], assuming the independence among the columns in
{Ξ(n):,l ,∀n, l}, a Gaussian-gamma prior was utilized to model
them as
p({Ξ(n)}Nn=1|{γl}Ll=1) =
L∏
l=1
p({Ξ(n):,l }Nn=1|γl)
=
L∏
l=1
N∏
n=1
N (Ξ(n):,l |0Jn×1, γ−1l IJn), (2)
p({γl}Ll=1|{c0l , d0l }Ll=1) =
L∏
l=1
p(γl|c0l , d0l )
=
L∏
l=1
gamma(γl|c0l , d0l ), (3)
where γl is the precision (i.e., the inverse of variance) of the lth
columns {Ξ(n):,l }Nn=1, and {c0l , d0l } are pre-determined hyper-
parameters.
To see the sparsity-promoting property of the above
Gaussian-gamma prior, we marginalize the precisions {γl}Ll=1
to obtain the marginal probability density function (pdf)
p({Ξ(n)}Nn=1) as follows:
p({Ξ(n)}Nn=1) =
L∏
l=1
p({Ξ(n):,l }Nn=1)
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Figure 3: Univariate marginal probability density function in (4) with
different values of hyper-parameters.
=
L∏
l=1
∫
p({Ξ(n):,l }Nn=1|γl)p(γl|c0l , d0l )dγl
=
L∏
l=1
(
1
pi
)
∑N
n=1 Jn
2
Γ(c0l +
∑N
n=1
Jn
2 )
2d0l
−c0l Γ(c0l )
×
(
2d0l +
n
vec
(
{Ξ(n):,l }Nn=1
)n2
2
)−c0l−∑Nn=1 Jn2
, (4)
where Γ(·) denotes the gamma function and vec(·) denotes
the vectorization of its argument. Equation (4) characterizes
a multivariate student’s t distribution with hyper-parameters
{c0l , d0l }Ll=1. To get insights from this marginal distribution, we
illustrate its univariate case in Figure 3 with different values
of hyper-parameters. It is clear that each student’s t pdf is
strongly peaked at zero and with heavy tails. Consequently,
in the corresponding posteriori optimization problem, the
regularization term deduced from each student’s t pdf in Figure
3 will favor all zero solutions, implying the sparsity-enforcing
property.
The probabilistic CPD model is completed by specifying
the likelihood function of Y [22]:
p
(
Y | {Ξ(n)}Nn=1, β
)
∝ exp
(
−β
2
‖ Y − JΞ(1),Ξ(2), ...,Ξ(N)K ‖2F) . (5)
Equation (5) assumes that the signal tensorJΞ(1),Ξ(2), ...,Ξ(N)K is corrupted by AWGN tensor W
with each element having power β−1. This is consistent
with the least-squares (LS) problem in (1) if the AWGN
power β−1 is known. However, in Bayesian modeling, β is
modeled as another random variable. Since we have no prior
information about the noise power, a non-informative prior
p(β) = gamma(β|, ) with a very small  (e.g., 10−6) is
usually employed.
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<latexit sha1_base64="dfUuhzxerd00Nq/7JymMU n9Udaw=">AAAB/nicbVDLSgMxFL1TX7W+RsWVm2AR6qbMiGCXBTcuK9gHdMaSyaRtaCYzJBmhDAV/xY0LRdz 6He78GzPtLLT1QMjhnHvJyQkSzpR2nG+rtLa+sblV3q7s7O7tH9iHRx0Vp5LQNol5LHsBVpQzQduaaU57iaQ 4CjjtBpOb3O8+UqlYLO71NKF+hEeCDRnB2kgD+8QLYh6qaWQu5PXYQ1ZzL2YDu+rUnTnQKnELUoUCrYH95YU xSSMqNOFYqb7rJNrPsNSMcDqreKmiCSYTPKJ9QwWOqPKzefwZOjdKiIaxNEdoNFd/b2Q4UnlCMxlhPVbLXi7 +5/VTPWz4GRNJqqkgi4eGKUc6RnkXKGSSEs2nhmAimcmKyBhLTLRprGJKcJe/vEo6l3XXqbt3V9Vmo6ijDKd wBjVw4RqacAstaAOBDJ7hFd6sJ+vFerc+FqMlq9g5hj+wPn8Adl+VGw==</latexit><latexit sha1_base64="dfUuhzxerd00Nq/7JymMU n9Udaw=">AAAB/nicbVDLSgMxFL1TX7W+RsWVm2AR6qbMiGCXBTcuK9gHdMaSyaRtaCYzJBmhDAV/xY0LRdz 6He78GzPtLLT1QMjhnHvJyQkSzpR2nG+rtLa+sblV3q7s7O7tH9iHRx0Vp5LQNol5LHsBVpQzQduaaU57iaQ 4CjjtBpOb3O8+UqlYLO71NKF+hEeCDRnB2kgD+8QLYh6qaWQu5PXYQ1ZzL2YDu+rUnTnQKnELUoUCrYH95YU xSSMqNOFYqb7rJNrPsNSMcDqreKmiCSYTPKJ9QwWOqPKzefwZOjdKiIaxNEdoNFd/b2Q4UnlCMxlhPVbLXi7 +5/VTPWz4GRNJqqkgi4eGKUc6RnkXKGSSEs2nhmAimcmKyBhLTLRprGJKcJe/vEo6l3XXqbt3V9Vmo6ijDKd wBjVw4RqacAstaAOBDJ7hFd6sJ+vFerc+FqMlq9g5hj+wPn8Adl+VGw==</latexit><latexit sha1_base64="dfUuhzxerd00Nq/7JymMU n9Udaw=">AAAB/nicbVDLSgMxFL1TX7W+RsWVm2AR6qbMiGCXBTcuK9gHdMaSyaRtaCYzJBmhDAV/xY0LRdz 6He78GzPtLLT1QMjhnHvJyQkSzpR2nG+rtLa+sblV3q7s7O7tH9iHRx0Vp5LQNol5LHsBVpQzQduaaU57iaQ 4CjjtBpOb3O8+UqlYLO71NKF+hEeCDRnB2kgD+8QLYh6qaWQu5PXYQ1ZzL2YDu+rUnTnQKnELUoUCrYH95YU xSSMqNOFYqb7rJNrPsNSMcDqreKmiCSYTPKJ9QwWOqPKzefwZOjdKiIaxNEdoNFd/b2Q4UnlCMxlhPVbLXi7 +5/VTPWz4GRNJqqkgi4eGKUc6RnkXKGSSEs2nhmAimcmKyBhLTLRprGJKcJe/vEo6l3XXqbt3V9Vmo6ijDKd wBjVw4RqacAstaAOBDJ7hFd6sJ+vFerc+FqMlq9g5hj+wPn8Adl+VGw==</latexit><latexit sha1_base64="dfUuhzxerd00Nq/7JymMU n9Udaw=">AAAB/nicbVDLSgMxFL1TX7W+RsWVm2AR6qbMiGCXBTcuK9gHdMaSyaRtaCYzJBmhDAV/xY0LRdz 6He78GzPtLLT1QMjhnHvJyQkSzpR2nG+rtLa+sblV3q7s7O7tH9iHRx0Vp5LQNol5LHsBVpQzQduaaU57iaQ 4CjjtBpOb3O8+UqlYLO71NKF+hEeCDRnB2kgD+8QLYh6qaWQu5PXYQ1ZzL2YDu+rUnTnQKnELUoUCrYH95YU xSSMqNOFYqb7rJNrPsNSMcDqreKmiCSYTPKJ9QwWOqPKzefwZOjdKiIaxNEdoNFd/b2Q4UnlCMxlhPVbLXi7 +5/VTPWz4GRNJqqkgi4eGKUc6RnkXKGSSEs2nhmAimcmKyBhLTLRprGJKcJe/vEo6l3XXqbt3V9Vmo6ijDKd wBjVw4RqacAstaAOBDJ7hFd6sJ+vFerc+FqMlq9g5hj+wPn8Adl+VGw==</latexit>
⌅(2)
<latexit sha1_base64="RYPQ2nEKNUUSDujf8rN uRots6k8=">AAAB/nicbVDLSgMxFL3js9bXqLhyEyxC3ZSZIthlwY3LCvYBnbFkMmkbmskMSUYoQ8FfceN CEbd+hzv/xkw7C209EHI4515ycoKEM6Ud59taW9/Y3Nou7ZR39/YPDu2j446KU0lom8Q8lr0AK8qZoG3NN Ke9RFIcBZx2g8lN7ncfqVQsFvd6mlA/wiPBhoxgbaSBfeoFMQ/VNDIX8nrsIavWL2cDu+LUnDnQKnELUoE CrYH95YUxSSMqNOFYqb7rJNrPsNSMcDore6miCSYTPKJ9QwWOqPKzefwZujBKiIaxNEdoNFd/b2Q4UnlC MxlhPVbLXi7+5/VTPWz4GRNJqqkgi4eGKUc6RnkXKGSSEs2nhmAimcmKyBhLTLRprGxKcJe/vEo69Zrr1N y7q0qzUdRRgjM4hyq4cA1NuIUWtIFABs/wCm/Wk/VivVsfi9E1q9g5gT+wPn8Ad+WVHA==</latexit><latexit sha1_base64="RYPQ2nEKNUUSDujf8rN uRots6k8=">AAAB/nicbVDLSgMxFL3js9bXqLhyEyxC3ZSZIthlwY3LCvYBnbFkMmkbmskMSUYoQ8FfceN CEbd+hzv/xkw7C209EHI4515ycoKEM6Ud59taW9/Y3Nou7ZR39/YPDu2j446KU0lom8Q8lr0AK8qZoG3NN Ke9RFIcBZx2g8lN7ncfqVQsFvd6mlA/wiPBhoxgbaSBfeoFMQ/VNDIX8nrsIavWL2cDu+LUnDnQKnELUoE CrYH95YUxSSMqNOFYqb7rJNrPsNSMcDore6miCSYTPKJ9QwWOqPKzefwZujBKiIaxNEdoNFd/b2Q4UnlC MxlhPVbLXi7+5/VTPWz4GRNJqqkgi4eGKUc6RnkXKGSSEs2nhmAimcmKyBhLTLRprGxKcJe/vEo69Zrr1N y7q0qzUdRRgjM4hyq4cA1NuIUWtIFABs/wCm/Wk/VivVsfi9E1q9g5gT+wPn8Ad+WVHA==</latexit><latexit sha1_base64="RYPQ2nEKNUUSDujf8rN uRots6k8=">AAAB/nicbVDLSgMxFL3js9bXqLhyEyxC3ZSZIthlwY3LCvYBnbFkMmkbmskMSUYoQ8FfceN CEbd+hzv/xkw7C209EHI4515ycoKEM6Ud59taW9/Y3Nou7ZR39/YPDu2j446KU0lom8Q8lr0AK8qZoG3NN Ke9RFIcBZx2g8lN7ncfqVQsFvd6mlA/wiPBhoxgbaSBfeoFMQ/VNDIX8nrsIavWL2cDu+LUnDnQKnELUoE CrYH95YUxSSMqNOFYqb7rJNrPsNSMcDore6miCSYTPKJ9QwWOqPKzefwZujBKiIaxNEdoNFd/b2Q4UnlC MxlhPVbLXi7+5/VTPWz4GRNJqqkgi4eGKUc6RnkXKGSSEs2nhmAimcmKyBhLTLRprGxKcJe/vEo69Zrr1N y7q0qzUdRRgjM4hyq4cA1NuIUWtIFABs/wCm/Wk/VivVsfi9E1q9g5gT+wPn8Ad+WVHA==</latexit><latexit sha1_base64="RYPQ2nEKNUUSDujf8rN uRots6k8=">AAAB/nicbVDLSgMxFL3js9bXqLhyEyxC3ZSZIthlwY3LCvYBnbFkMmkbmskMSUYoQ8FfceN CEbd+hzv/xkw7C209EHI4515ycoKEM6Ud59taW9/Y3Nou7ZR39/YPDu2j446KU0lom8Q8lr0AK8qZoG3NN Ke9RFIcBZx2g8lN7ncfqVQsFvd6mlA/wiPBhoxgbaSBfeoFMQ/VNDIX8nrsIavWL2cDu+LUnDnQKnELUoE CrYH95YUxSSMqNOFYqb7rJNrPsNSMcDore6miCSYTPKJ9QwWOqPKzefwZujBKiIaxNEdoNFd/b2Q4UnlC MxlhPVbLXi7+5/VTPWz4GRNJqqkgi4eGKUc6RnkXKGSSEs2nhmAimcmKyBhLTLRprGxKcJe/vEo69Zrr1N y7q0qzUdRRgjM4hyq4cA1NuIUWtIFABs/wCm/Wk/VivVsfi9E1q9g5gT+wPn8Ad+WVHA==</latexit>
⌅(N)
<latexit sha1_base64="xBEO5/Ed5sjEzur9GvPI p0LVrHM=">AAAB/nicbVBPS8MwHP11/pvzX1U8eQkOYV5GK4I7Drx4kgluDtY60jTbwtK0JKkwysCv4sWD Il79HN78NqZbD7r5IOTx3u9HXl6QcKa043xbpZXVtfWN8mZla3tnd8/eP+ioOJWEtknMY9kNsKKcCdrWTH PaTSTFUcDpfTC+yv37RyoVi8WdniTUj/BQsAEjWBupbx95QcxDNYnMhbwue8hqN2fTvl116s4MaJm4BalC gVbf/vLCmKQRFZpwrFTPdRLtZ1hqRjidVrxU0QSTMR7SnqECR1T52Sz+FJ0aJUSDWJojNJqpvzcyHKk8oZ mMsB6pRS8X//N6qR40/IyJJNVUkPlDg5QjHaO8CxQySYnmE0MwkcxkRWSEJSbaNFYxJbiLX14mnfO669Td 24tqs1HUUYZjOIEauHAJTbiGFrSBQAbP8Apv1pP1Yr1bH/PRklXsHMIfWJ8/oo2VOA==</latexit><latexit sha1_base64="xBEO5/Ed5sjEzur9GvPI p0LVrHM=">AAAB/nicbVBPS8MwHP11/pvzX1U8eQkOYV5GK4I7Drx4kgluDtY60jTbwtK0JKkwysCv4sWD Il79HN78NqZbD7r5IOTx3u9HXl6QcKa043xbpZXVtfWN8mZla3tnd8/eP+ioOJWEtknMY9kNsKKcCdrWTH PaTSTFUcDpfTC+yv37RyoVi8WdniTUj/BQsAEjWBupbx95QcxDNYnMhbwue8hqN2fTvl116s4MaJm4BalC gVbf/vLCmKQRFZpwrFTPdRLtZ1hqRjidVrxU0QSTMR7SnqECR1T52Sz+FJ0aJUSDWJojNJqpvzcyHKk8oZ mMsB6pRS8X//N6qR40/IyJJNVUkPlDg5QjHaO8CxQySYnmE0MwkcxkRWSEJSbaNFYxJbiLX14mnfO669Td 24tqs1HUUYZjOIEauHAJTbiGFrSBQAbP8Apv1pP1Yr1bH/PRklXsHMIfWJ8/oo2VOA==</latexit><latexit sha1_base64="xBEO5/Ed5sjEzur9GvPI p0LVrHM=">AAAB/nicbVBPS8MwHP11/pvzX1U8eQkOYV5GK4I7Drx4kgluDtY60jTbwtK0JKkwysCv4sWD Il79HN78NqZbD7r5IOTx3u9HXl6QcKa043xbpZXVtfWN8mZla3tnd8/eP+ioOJWEtknMY9kNsKKcCdrWTH PaTSTFUcDpfTC+yv37RyoVi8WdniTUj/BQsAEjWBupbx95QcxDNYnMhbwue8hqN2fTvl116s4MaJm4BalC gVbf/vLCmKQRFZpwrFTPdRLtZ1hqRjidVrxU0QSTMR7SnqECR1T52Sz+FJ0aJUSDWJojNJqpvzcyHKk8oZ mMsB6pRS8X//N6qR40/IyJJNVUkPlDg5QjHaO8CxQySYnmE0MwkcxkRWSEJSbaNFYxJbiLX14mnfO669Td 24tqs1HUUYZjOIEauHAJTbiGFrSBQAbP8Apv1pP1Yr1bH/PRklXsHMIfWJ8/oo2VOA==</latexit><latexit sha1_base64="xBEO5/Ed5sjEzur9GvPI p0LVrHM=">AAAB/nicbVBPS8MwHP11/pvzX1U8eQkOYV5GK4I7Drx4kgluDtY60jTbwtK0JKkwysCv4sWD Il79HN78NqZbD7r5IOTx3u9HXl6QcKa043xbpZXVtfWN8mZla3tnd8/eP+ioOJWEtknMY9kNsKKcCdrWTH PaTSTFUcDpfTC+yv37RyoVi8WdniTUj/BQsAEjWBupbx95QcxDNYnMhbwue8hqN2fTvl116s4MaJm4BalC gVbf/vLCmKQRFZpwrFTPdRLtZ1hqRjidVrxU0QSTMR7SnqECR1T52Sz+FJ0aJUSDWJojNJqpvzcyHKk8oZ mMsB6pRS8X//N6qR40/IyJJNVUkPlDg5QjHaO8CxQySYnmE0MwkcxkRWSEJSbaNFYxJbiLX14mnfO669Td 24tqs1HUUYZjOIEauHAJTbiGFrSBQAbP8Apv1pP1Yr1bH/PRklXsHMIfWJ8/oo2VOA==</latexit>
W
<latexit sha1_base64="bL/ysA050n4SKdRbp8edOksvNXs=">AAAB8XicbVDLSsNAFL2pr1pfVZdu BovgqiQi2GXBjcsK9oFtKJPppB06mYSZG6GE/oUbF4q49W/c+TdO2iy09cDA4Zx7mXNPkEhh0HW/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2mt7nffeLaiFg94CzhfkTHSoSC UbTS4yCiOGFUku6wWnPr7gJknXgFqUGB1rD6NRjFLI24QiapMX3PTdDPqEbBJJ9XBqnhCWVTOuZ9SxWNuPGzReI5ubDKiISxtk8hWai/NzIaGTOLAjuZJzSrXi7+5/VTDBt+JlSSIlds+VGYSoIxyc8nI6E5Qzmz hDItbFbCJlRThrakii3BWz15nXSu6p5b9+6va81GUUcZzuAcLsGDG2jCHbSgDQwUPMMrvDnGeXHenY/laMkpdk7hD5zPHx3ykIE=</latexit><latexit sha1_base64="bL/ysA050n4SKdRbp8edOksvNXs=">AAAB8XicbVDLSsNAFL2pr1pfVZdu BovgqiQi2GXBjcsK9oFtKJPppB06mYSZG6GE/oUbF4q49W/c+TdO2iy09cDA4Zx7mXNPkEhh0HW/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2mt7nffeLaiFg94CzhfkTHSoSC UbTS4yCiOGFUku6wWnPr7gJknXgFqUGB1rD6NRjFLI24QiapMX3PTdDPqEbBJJ9XBqnhCWVTOuZ9SxWNuPGzReI5ubDKiISxtk8hWai/NzIaGTOLAjuZJzSrXi7+5/VTDBt+JlSSIlds+VGYSoIxyc8nI6E5Qzmz hDItbFbCJlRThrakii3BWz15nXSu6p5b9+6va81GUUcZzuAcLsGDG2jCHbSgDQwUPMMrvDnGeXHenY/laMkpdk7hD5zPHx3ykIE=</latexit><latexit sha1_base64="bL/ysA050n4SKdRbp8edOksvNXs=">AAAB8XicbVDLSsNAFL2pr1pfVZdu BovgqiQi2GXBjcsK9oFtKJPppB06mYSZG6GE/oUbF4q49W/c+TdO2iy09cDA4Zx7mXNPkEhh0HW/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2mt7nffeLaiFg94CzhfkTHSoSC UbTS4yCiOGFUku6wWnPr7gJknXgFqUGB1rD6NRjFLI24QiapMX3PTdDPqEbBJJ9XBqnhCWVTOuZ9SxWNuPGzReI5ubDKiISxtk8hWai/NzIaGTOLAjuZJzSrXi7+5/VTDBt+JlSSIlds+VGYSoIxyc8nI6E5Qzmz hDItbFbCJlRThrakii3BWz15nXSu6p5b9+6va81GUUcZzuAcLsGDG2jCHbSgDQwUPMMrvDnGeXHenY/laMkpdk7hD5zPHx3ykIE=</latexit><latexit sha1_base64="bL/ysA050n4SKdRbp8edOksvNXs=">AAAB8XicbVDLSsNAFL2pr1pfVZdu BovgqiQi2GXBjcsK9oFtKJPppB06mYSZG6GE/oUbF4q49W/c+TdO2iy09cDA4Zx7mXNPkEhh0HW/ndLG5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2mt7nffeLaiFg94CzhfkTHSoSC UbTS4yCiOGFUku6wWnPr7gJknXgFqUGB1rD6NRjFLI24QiapMX3PTdDPqEbBJJ9XBqnhCWVTOuZ9SxWNuPGzReI5ubDKiISxtk8hWai/NzIaGTOLAjuZJzSrXi7+5/VTDBt+JlSSIlds+VGYSoIxyc8nI6E5Qzmz hDItbFbCJlRThrakii3BWz15nXSu6p5b9+6va81GUUcZzuAcLsGDG2jCHbSgDQwUPMMrvDnGeXHenY/laMkpdk7hD5zPHx3ykIE=</latexit>
Y
<latexit sha1_base64="GWw7qXdGGF1BjASybxrX XiNQm1E=">AAAB8XicbVDLSsNAFL3xWeur6tLNYBFclUQEuyy4cVnBPrQNZTKdtEMnkzBzI5TQv3DjQhG3/o 07/8ZJm4W2Hhg4nHMvc+4JEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzG gWSd4LJTe53nrg2Ilb3OE24H9GREqFgFK302I8ojhmV5GFQqbo1dw6ySryCVKFAc1D56g9jlkZcIZPUmJ7n JuhnVKNgks/K/dTwhLIJHfGepYpG3PjZPPGMnFtlSMJY26eQzNXfGxmNjJlGgZ3ME5plLxf/83ophnU/EypJ kSu2+ChMJcGY5OeTodCcoZxaQpkWNithY6opQ1tS2ZbgLZ+8StqXNc+teXdX1Ua9qKMEp3AGF+DBNTTgFpr QAgYKnuEV3hzjvDjvzsdidM0pdk7gD5zPHyD6kIM=</latexit><latexit sha1_base64="GWw7qXdGGF1BjASybxrX XiNQm1E=">AAAB8XicbVDLSsNAFL3xWeur6tLNYBFclUQEuyy4cVnBPrQNZTKdtEMnkzBzI5TQv3DjQhG3/o 07/8ZJm4W2Hhg4nHMvc+4JEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzG gWSd4LJTe53nrg2Ilb3OE24H9GREqFgFK302I8ojhmV5GFQqbo1dw6ySryCVKFAc1D56g9jlkZcIZPUmJ7n JuhnVKNgks/K/dTwhLIJHfGepYpG3PjZPPGMnFtlSMJY26eQzNXfGxmNjJlGgZ3ME5plLxf/83ophnU/EypJ kSu2+ChMJcGY5OeTodCcoZxaQpkWNithY6opQ1tS2ZbgLZ+8StqXNc+teXdX1Ua9qKMEp3AGF+DBNTTgFpr QAgYKnuEV3hzjvDjvzsdidM0pdk7gD5zPHyD6kIM=</latexit><latexit sha1_base64="GWw7qXdGGF1BjASybxrX XiNQm1E=">AAAB8XicbVDLSsNAFL3xWeur6tLNYBFclUQEuyy4cVnBPrQNZTKdtEMnkzBzI5TQv3DjQhG3/o 07/8ZJm4W2Hhg4nHMvc+4JEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzG gWSd4LJTe53nrg2Ilb3OE24H9GREqFgFK302I8ojhmV5GFQqbo1dw6ySryCVKFAc1D56g9jlkZcIZPUmJ7n JuhnVKNgks/K/dTwhLIJHfGepYpG3PjZPPGMnFtlSMJY26eQzNXfGxmNjJlGgZ3ME5plLxf/83ophnU/EypJ kSu2+ChMJcGY5OeTodCcoZxaQpkWNithY6opQ1tS2ZbgLZ+8StqXNc+teXdX1Ua9qKMEp3AGF+DBNTTgFpr QAgYKnuEV3hzjvDjvzsdidM0pdk7gD5zPHyD6kIM=</latexit><latexit sha1_base64="GWw7qXdGGF1BjASybxrX XiNQm1E=">AAAB8XicbVDLSsNAFL3xWeur6tLNYBFclUQEuyy4cVnBPrQNZTKdtEMnkzBzI5TQv3DjQhG3/o 07/8ZJm4W2Hhg4nHMvc+4JEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzG gWSd4LJTe53nrg2Ilb3OE24H9GREqFgFK302I8ojhmV5GFQqbo1dw6ySryCVKFAc1D56g9jlkZcIZPUmJ7n JuhnVKNgks/K/dTwhLIJHfGepYpG3PjZPPGMnFtlSMJY26eQzNXfGxmNjJlGgZ3ME5plLxf/83ophnU/EypJ kSu2+ChMJcGY5OeTodCcoZxaQpkWNithY6opQ1tS2ZbgLZ+8StqXNc+teXdX1Ua9qKMEp3AGF+DBNTTgFpr QAgYKnuEV3hzjvDjvzsdidM0pdk7gD5zPHyD6kIM=</latexit>
Gaussian
with
precision
{c0l , d0l }Ll=1
<latexit sha1_base64="TGhHiCZbVbCuIU0 7hH1mOMgSs7I=">AAACAXicbVDLSsNAFJ34rPUVdSO4GSyCCymJCHYjFNy4cFHBPqBJw2QyaYd OJmFmIpQQN/6KGxeKuPUv3Pk3TtostPXA5R7OuZeZe/yEUaks69tYWl5ZXVuvbFQ3t7Z3ds29 /Y6MU4FJG8csFj0fScIoJ21FFSO9RBAU+Yx0/fF14XcfiJA05vdqkhA3QkNOQ4qR0pJnHjoZ9t jAOoNB0Zzcy9iVnQ9uPbNm1a0p4CKxS1IDJVqe+eUEMU4jwhVmSMq+bSXKzZBQFDOSV51UkgTh MRqSvqYcRUS62fSCHJ5oJYBhLHRxBafq740MRVJOIl9PRkiN5LxXiP95/VSFDTejPEkV4Xj2U JgyqGJYxAEDKghWbKIJwoLqv0I8QgJhpUOr6hDs+ZMXSee8blt1++6i1myUcVTAETgGp8AGl6A JbkALtAEGj+AZvII348l4Md6Nj9noklHuHIA/MD5/APJ5leE=</latexit><latexit sha1_base64="TGhHiCZbVbCuIU0 7hH1mOMgSs7I=">AAACAXicbVDLSsNAFJ34rPUVdSO4GSyCCymJCHYjFNy4cFHBPqBJw2QyaYd OJmFmIpQQN/6KGxeKuPUv3Pk3TtostPXA5R7OuZeZe/yEUaks69tYWl5ZXVuvbFQ3t7Z3ds29 /Y6MU4FJG8csFj0fScIoJ21FFSO9RBAU+Yx0/fF14XcfiJA05vdqkhA3QkNOQ4qR0pJnHjoZ9t jAOoNB0Zzcy9iVnQ9uPbNm1a0p4CKxS1IDJVqe+eUEMU4jwhVmSMq+bSXKzZBQFDOSV51UkgTh MRqSvqYcRUS62fSCHJ5oJYBhLHRxBafq740MRVJOIl9PRkiN5LxXiP95/VSFDTejPEkV4Xj2U JgyqGJYxAEDKghWbKIJwoLqv0I8QgJhpUOr6hDs+ZMXSee8blt1++6i1myUcVTAETgGp8AGl6A JbkALtAEGj+AZvII348l4Md6Nj9noklHuHIA/MD5/APJ5leE=</latexit><latexit sha1_base64="TGhHiCZbVbCuIU0 7hH1mOMgSs7I=">AAACAXicbVDLSsNAFJ34rPUVdSO4GSyCCymJCHYjFNy4cFHBPqBJw2QyaYd OJmFmIpQQN/6KGxeKuPUv3Pk3TtostPXA5R7OuZeZe/yEUaks69tYWl5ZXVuvbFQ3t7Z3ds29 /Y6MU4FJG8csFj0fScIoJ21FFSO9RBAU+Yx0/fF14XcfiJA05vdqkhA3QkNOQ4qR0pJnHjoZ9t jAOoNB0Zzcy9iVnQ9uPbNm1a0p4CKxS1IDJVqe+eUEMU4jwhVmSMq+bSXKzZBQFDOSV51UkgTh MRqSvqYcRUS62fSCHJ5oJYBhLHRxBafq740MRVJOIl9PRkiN5LxXiP95/VSFDTejPEkV4Xj2U JgyqGJYxAEDKghWbKIJwoLqv0I8QgJhpUOr6hDs+ZMXSee8blt1++6i1myUcVTAETgGp8AGl6A JbkALtAEGj+AZvII348l4Md6Nj9noklHuHIA/MD5/APJ5leE=</latexit><latexit sha1_base64="TGhHiCZbVbCuIU0 7hH1mOMgSs7I=">AAACAXicbVDLSsNAFJ34rPUVdSO4GSyCCymJCHYjFNy4cFHBPqBJw2QyaYd OJmFmIpQQN/6KGxeKuPUv3Pk3TtostPXA5R7OuZeZe/yEUaks69tYWl5ZXVuvbFQ3t7Z3ds29 /Y6MU4FJG8csFj0fScIoJ21FFSO9RBAU+Yx0/fF14XcfiJA05vdqkhA3QkNOQ4qR0pJnHjoZ9t jAOoNB0Zzcy9iVnQ9uPbNm1a0p4CKxS1IDJVqe+eUEMU4jwhVmSMq+bSXKzZBQFDOSV51UkgTh MRqSvqYcRUS62fSCHJ5oJYBhLHRxBafq740MRVJOIl9PRkiN5LxXiP95/VSFDTejPEkV4Xj2U JgyqGJYxAEDKghWbKIJwoLqv0I8QgJhpUOr6hDs+ZMXSee8blt1++6i1myUcVTAETgGp8AGl6A JbkALtAEGj+AZvII348l4Md6Nj9noklHuHIA/MD5/APJ5leE=</latexit>
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Figure 4: Probabilistic tensor CPD model with Gaussian-gamma
prior.
By using the prior distributions and the likelihood function
introduced above, a probabilistic model for tensor CPD was
constructed, as illustrated in Figure 4. Based on this model, a
VI based algorithm was derived in [22] that can automatically
drive most of the columns in each factor matrix to zero, by
which the tensor rank is revealed. Inspired by the vanilla
probabilistic CPD using the Gaussian-gamma prior, other
structured and large-scale tensor CPDs with automatic tensor
rank learning were further developed [23]–[27] in recent years.
III. NOVEL PROBABILISTIC MODELING: WHEN TENSOR
CPD MEETS GENERALIZED HYPERBOLIC DISTRIBUTION
The success of the previous automatic tensor rank learnings
[22]–[27] comes from the adoption of the sparsity-enhancing
Gaussian-gamma prior, while their performances are also lim-
ited by the rigidity of the Gaussian-gamma prior in modeling
different levels of the sparsity. To further enhance the tensor
rank learning capability, we explore the use of more advanced
sparsity-enforcing priors in this section.
In particular, we focus on the generalized hyperbolic (GH)
prior, since it not only includes the Gaussian-gamma prior as
a special case, but also it can be treated as the generalization
of other widely-used sparsity-enforcing distributions including
the Laplacian distribution, normal-inverse chi-squared distri-
bution, normal-inverse gamma distribution, variance-gamma
distribution and Mckay’s Bessel distribution [33]. Therefore,
it is expected that the GH prior could provide more flexibility
in modeling different sparsity levels and thus more accurate
learning for tensor rank.
Recall that the model building block is the lth column group
{Ξ(n):,l }Nn=1. With the GH prior on each column group, we have
a new prior distribution for factor matrices:
p({Ξ(n)}Nn=1) =
L∏
l=1
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=
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(6)
where K·(·) is the modified Bessel function of the second kind,
and GH({Ξ(n):,l }Nn=1|a0l , b0l , λ0l ) denotes the GH prior on the
lth column group {Ξ(n):,l }Nn=1, in which the hyper-parameters
{a0l , b0l , λ0l } control the shape of the distribution. By setting
{a0l , b0l , λ0l } to specific values, the GH prior (6) reduces to
other prevalent sparsity-enhancing priors. Two examples are
given in the following.
1) Student’t Distribution: When a0l → 0 and λ0l < 0, it can
be shown that the GH prior (6) reduces to [33], [34]
p({Ξ(n)}Nn=1) =
L∏
l=1
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By comparing the functional form of (7) to that of (4), it
is clear that pdf (7) is a student’s t distribution with hyper-
parameters {b0l , λ0l }.
2) Laplacian Distribution: When b0l → 0 and λ0l > 0, it
can be shown that the GH prior (6) reduces to [33], [34]
p({Ξ(n)}Nn=1) =
L∏
l=1
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Pdf (8) characterizes a generalized Laplacian distribution. By
setting λ0l =
∑N
n=1 Jn
2 +1, pdf (8) can be reduced to a standard
Laplacian pdf:
p({Ξ(n)}Nn=1)
=
L∏
l=1
GH({Ξ(n):,l }Nn=1|a0l , b0l → 0, λ0l =
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(9)
To visualize the GH distribution and its special cases,
the univariate GH pdfs with different hyper-parameters are
illustrated in Figure 5. It can be observed that the blue line
is with a similar shape to those of the student’t distributions
in Figure 3, while the orange one resembles the shapes of
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Figure 5: Univariate marginal probability density function in (6) with
different values of hyper-parameters.
Laplacian distributions [33], [34]. For other lines, they exhibit
a wide range of the central and tail behaviors of the pdfs.
This reveals the great flexibility of the GH prior in modeling
different levels of sparsity.
On the other hand, the GH prior (6) can be expressed as a
Gaussian scale mixture formulation [33], [34]:
p({Ξ(n)}Nn=1) =
L∏
l=1
GH({Ξ(n):,l }Nn=1|a0l , b0l , λ0l )
=
L∏
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)
|zlI∑N
n=1 Jn
)
×GIG(zl|a0l , b0l , λ0l )dzl, (10)
where zl denotes the variance of the Gaussian distribution, and
GIG(zl|a0l , b0l , λ0l ) represents the generalized inverse Gaussian
(GIG) pdf:
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=
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2
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. (11)
This Gaussian scale mixture formulation suggests that each
GH distribution GH({Ξ(n):,l }Nn=1|a0l , b0l , λ0l ) can be regarded as
an infinite mixture of Gaussians with the mixing distribution
being a GIG distribution. Besides revealing its inherent struc-
ture, the formulation (10) allows a hierarchical construction
of each GH prior by introducing the latent variable zl, as
illustrated in Figure 6. This gives us the following important
conjugacy property [33].
Property 1: For probability density functions (pdfs)
p
(
{Ξ(n):,l }Nn=1|zl
)
= N
(
vec
(
{Ξ(n):,l }Nn=1
)
|zlI∑N
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)
,
(12)
p(zl) = GIG(zl|a0l , b0l , λ0l ), (13)
{a0l , b0l , 0l }
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Figure 6: Hierarchical construction of generalized hyperbolic distri-
bution.
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…
⌅(1)
<latexit sha1_base64="dfUuhzxerd00Nq/7JymMUn9Udaw=">AAAB/nicbVDLSgMxFL1TX7W+RsWVm2AR 6qbMiGCXBTcuK9gHdMaSyaRtaCYzJBmhDAV/xY0LRdz6He78GzPtLLT1QMjhnHvJyQkSzpR2nG+rtLa+sblV3q7s7O7tH9iHRx0Vp5LQNol5LHsBVpQzQduaaU57iaQ4CjjtBpOb3O8+UqlYLO71NKF+hEeCDRnB2kgD+8QL Yh6qaWQu5PXYQ1ZzL2YDu+rUnTnQKnELUoUCrYH95YUxSSMqNOFYqb7rJNrPsNSMcDqreKmiCSYTPKJ9QwWOqPKzefwZOjdKiIaxNEdoNFd/b2Q4UnlCMxlhPVbLXi7+5/VTPWz4GRNJqqkgi4eGKUc6RnkXKGSSEs2nhmAi mcmKyBhLTLRprGJKcJe/vEo6l3XXqbt3V9Vmo6ijDKdwBjVw4RqacAstaAOBDJ7hFd6sJ+vFerc+FqMlq9g5hj+wPn8Adl+VGw==</latexit><latexit sha1_base64="dfUuhzxerd00Nq/7JymMUn9Udaw=">AAAB/nicbVDLSgMxFL1TX7W+RsWVm2AR 6qbMiGCXBTcuK9gHdMaSyaRtaCYzJBmhDAV/xY0LRdz6He78GzPtLLT1QMjhnHvJyQkSzpR2nG+rtLa+sblV3q7s7O7tH9iHRx0Vp5LQNol5LHsBVpQzQduaaU57iaQ4CjjtBpOb3O8+UqlYLO71NKF+hEeCDRnB2kgD+8QL Yh6qaWQu5PXYQ1ZzL2YDu+rUnTnQKnELUoUCrYH95YUxSSMqNOFYqb7rJNrPsNSMcDqreKmiCSYTPKJ9QwWOqPKzefwZOjdKiIaxNEdoNFd/b2Q4UnlCMxlhPVbLXi7+5/VTPWz4GRNJqqkgi4eGKUc6RnkXKGSSEs2nhmAi mcmKyBhLTLRprGJKcJe/vEo6l3XXqbt3V9Vmo6ijDKdwBjVw4RqacAstaAOBDJ7hFd6sJ+vFerc+FqMlq9g5hj+wPn8Adl+VGw==</latexit><latexit sha1_base64="dfUuhzxerd00Nq/7JymMUn9Udaw=">AAAB/nicbVDLSgMxFL1TX7W+RsWVm2AR 6qbMiGCXBTcuK9gHdMaSyaRtaCYzJBmhDAV/xY0LRdz6He78GzPtLLT1QMjhnHvJyQkSzpR2nG+rtLa+sblV3q7s7O7tH9iHRx0Vp5LQNol5LHsBVpQzQduaaU57iaQ4CjjtBpOb3O8+UqlYLO71NKF+hEeCDRnB2kgD+8QL Yh6qaWQu5PXYQ1ZzL2YDu+rUnTnQKnELUoUCrYH95YUxSSMqNOFYqb7rJNrPsNSMcDqreKmiCSYTPKJ9QwWOqPKzefwZOjdKiIaxNEdoNFd/b2Q4UnlCMxlhPVbLXi7+5/VTPWz4GRNJqqkgi4eGKUc6RnkXKGSSEs2nhmAi mcmKyBhLTLRprGJKcJe/vEo6l3XXqbt3V9Vmo6ijDKdwBjVw4RqacAstaAOBDJ7hFd6sJ+vFerc+FqMlq9g5hj+wPn8Adl+VGw==</latexit><latexit sha1_base64="dfUuhzxerd00Nq/7JymMUn9Udaw=">AAAB/nicbVDLSgMxFL1TX7W+RsWVm2AR 6qbMiGCXBTcuK9gHdMaSyaRtaCYzJBmhDAV/xY0LRdz6He78GzPtLLT1QMjhnHvJyQkSzpR2nG+rtLa+sblV3q7s7O7tH9iHRx0Vp5LQNol5LHsBVpQzQduaaU57iaQ4CjjtBpOb3O8+UqlYLO71NKF+hEeCDRnB2kgD+8QL Yh6qaWQu5PXYQ1ZzL2YDu+rUnTnQKnELUoUCrYH95YUxSSMqNOFYqb7rJNrPsNSMcDqreKmiCSYTPKJ9QwWOqPKzefwZOjdKiIaxNEdoNFd/b2Q4UnlCMxlhPVbLXi7+5/VTPWz4GRNJqqkgi4eGKUc6RnkXKGSSEs2nhmAi mcmKyBhLTLRprGJKcJe/vEo6l3XXqbt3V9Vmo6ijDKdwBjVw4RqacAstaAOBDJ7hFd6sJ+vFerc+FqMlq9g5hj+wPn8Adl+VGw==</latexit>
⌅(2)
<latexit sha1_base64="RYPQ2nEKNUUSDujf8rNuRots6k8=">AAAB/nicbVDLSgMxFL3js9bXqLhyEy xC3ZSZIthlwY3LCvYBnbFkMmkbmskMSUYoQ8FfceNCEbd+hzv/xkw7C209EHI4515ycoKEM6Ud59taW9/Y3Nou7ZR39/YPDu2j446KU0lom8Q8lr0AK8qZoG3NNKe9RFIcBZx2g8lN7ncfqVQsFvd6mlA/wiPBhoxgb aSBfeoFMQ/VNDIX8nrsIavWL2cDu+LUnDnQKnELUoECrYH95YUxSSMqNOFYqb7rJNrPsNSMcDore6miCSYTPKJ9QwWOqPKzefwZujBKiIaxNEdoNFd/b2Q4UnlCMxlhPVbLXi7+5/VTPWz4GRNJqqkgi4eGKUc6RnkX KGSSEs2nhmAimcmKyBhLTLRprGxKcJe/vEo69Zrr1Ny7q0qzUdRRgjM4hyq4cA1NuIUWtIFABs/wCm/Wk/VivVsfi9E1q9g5gT+wPn8Ad+WVHA==</latexit><latexit sha1_base64="RYPQ2nEKNUUSDujf8rNuRots6k8=">AAAB/nicbVDLSgMxFL3js9bXqLhyEy xC3ZSZIthlwY3LCvYBnbFkMmkbmskMSUYoQ8FfceNCEbd+hzv/xkw7C209EHI4515ycoKEM6Ud59taW9/Y3Nou7ZR39/YPDu2j446KU0lom8Q8lr0AK8qZoG3NNKe9RFIcBZx2g8lN7ncfqVQsFvd6mlA/wiPBhoxgb aSBfeoFMQ/VNDIX8nrsIavWL2cDu+LUnDnQKnELUoECrYH95YUxSSMqNOFYqb7rJNrPsNSMcDore6miCSYTPKJ9QwWOqPKzefwZujBKiIaxNEdoNFd/b2Q4UnlCMxlhPVbLXi7+5/VTPWz4GRNJqqkgi4eGKUc6RnkX KGSSEs2nhmAimcmKyBhLTLRprGxKcJe/vEo69Zrr1Ny7q0qzUdRRgjM4hyq4cA1NuIUWtIFABs/wCm/Wk/VivVsfi9E1q9g5gT+wPn8Ad+WVHA==</latexit><latexit sha1_base64="RYPQ2nEKNUUSDujf8rNuRots6k8=">AAAB/nicbVDLSgMxFL3js9bXqLhyEy xC3ZSZIthlwY3LCvYBnbFkMmkbmskMSUYoQ8FfceNCEbd+hzv/xkw7C209EHI4515ycoKEM6Ud59taW9/Y3Nou7ZR39/YPDu2j446KU0lom8Q8lr0AK8qZoG3NNKe9RFIcBZx2g8lN7ncfqVQsFvd6mlA/wiPBhoxgb aSBfeoFMQ/VNDIX8nrsIavWL2cDu+LUnDnQKnELUoECrYH95YUxSSMqNOFYqb7rJNrPsNSMcDore6miCSYTPKJ9QwWOqPKzefwZujBKiIaxNEdoNFd/b2Q4UnlCMxlhPVbLXi7+5/VTPWz4GRNJqqkgi4eGKUc6RnkX KGSSEs2nhmAimcmKyBhLTLRprGxKcJe/vEo69Zrr1Ny7q0qzUdRRgjM4hyq4cA1NuIUWtIFABs/wCm/Wk/VivVsfi9E1q9g5gT+wPn8Ad+WVHA==</latexit><latexit sha1_base64="RYPQ2nEKNUUSDujf8rNuRots6k8=">AAAB/nicbVDLSgMxFL3js9bXqLhyEy xC3ZSZIthlwY3LCvYBnbFkMmkbmskMSUYoQ8FfceNCEbd+hzv/xkw7C209EHI4515ycoKEM6Ud59taW9/Y3Nou7ZR39/YPDu2j446KU0lom8Q8lr0AK8qZoG3NNKe9RFIcBZx2g8lN7ncfqVQsFvd6mlA/wiPBhoxgb aSBfeoFMQ/VNDIX8nrsIavWL2cDu+LUnDnQKnELUoECrYH95YUxSSMqNOFYqb7rJNrPsNSMcDore6miCSYTPKJ9QwWOqPKzefwZujBKiIaxNEdoNFd/b2Q4UnlCMxlhPVbLXi7+5/VTPWz4GRNJqqkgi4eGKUc6RnkX KGSSEs2nhmAimcmKyBhLTLRprGxKcJe/vEo69Zrr1Ny7q0qzUdRRgjM4hyq4cA1NuIUWtIFABs/wCm/Wk/VivVsfi9E1q9g5gT+wPn8Ad+WVHA==</latexit>
⌅(N)
<latexit sha1_base64="xBEO5/Ed5sjEzur9GvPIp0LVrHM=">AAAB/nicbVBPS8MwHP11/pvzX1U8eQ kOYV5GK4I7Drx4kgluDtY60jTbwtK0JKkwysCv4sWDIl79HN78NqZbD7r5IOTx3u9HXl6QcKa043xbpZXVtfWN8mZla3tnd8/eP+ioOJWEtknMY9kNsKKcCdrWTHPaTSTFUcDpfTC+yv37RyoVi8WdniTUj/BQsAEjWB upbx95QcxDNYnMhbwue8hqN2fTvl116s4MaJm4BalCgVbf/vLCmKQRFZpwrFTPdRLtZ1hqRjidVrxU0QSTMR7SnqECR1T52Sz+FJ0aJUSDWJojNJqpvzcyHKk8oZmMsB6pRS8X//N6qR40/IyJJNVUkPlDg5QjHaO8Cx QySYnmE0MwkcxkRWSEJSbaNFYxJbiLX14mnfO669Td24tqs1HUUYZjOIEauHAJTbiGFrSBQAbP8Apv1pP1Yr1bH/PRklXsHMIfWJ8/oo2VOA==</latexit><latexit sha1_base64="xBEO5/Ed5sjEzur9GvPIp0LVrHM=">AAAB/nicbVBPS8MwHP11/pvzX1U8eQ kOYV5GK4I7Drx4kgluDtY60jTbwtK0JKkwysCv4sWDIl79HN78NqZbD7r5IOTx3u9HXl6QcKa043xbpZXVtfWN8mZla3tnd8/eP+ioOJWEtknMY9kNsKKcCdrWTHPaTSTFUcDpfTC+yv37RyoVi8WdniTUj/BQsAEjWB upbx95QcxDNYnMhbwue8hqN2fTvl116s4MaJm4BalCgVbf/vLCmKQRFZpwrFTPdRLtZ1hqRjidVrxU0QSTMR7SnqECR1T52Sz+FJ0aJUSDWJojNJqpvzcyHKk8oZmMsB6pRS8X//N6qR40/IyJJNVUkPlDg5QjHaO8Cx QySYnmE0MwkcxkRWSEJSbaNFYxJbiLX14mnfO669Td24tqs1HUUYZjOIEauHAJTbiGFrSBQAbP8Apv1pP1Yr1bH/PRklXsHMIfWJ8/oo2VOA==</latexit><latexit sha1_base64="xBEO5/Ed5sjEzur9GvPIp0LVrHM=">AAAB/nicbVBPS8MwHP11/pvzX1U8eQ kOYV5GK4I7Drx4kgluDtY60jTbwtK0JKkwysCv4sWDIl79HN78NqZbD7r5IOTx3u9HXl6QcKa043xbpZXVtfWN8mZla3tnd8/eP+ioOJWEtknMY9kNsKKcCdrWTHPaTSTFUcDpfTC+yv37RyoVi8WdniTUj/BQsAEjWB upbx95QcxDNYnMhbwue8hqN2fTvl116s4MaJm4BalCgVbf/vLCmKQRFZpwrFTPdRLtZ1hqRjidVrxU0QSTMR7SnqECR1T52Sz+FJ0aJUSDWJojNJqpvzcyHKk8oZmMsB6pRS8X//N6qR40/IyJJNVUkPlDg5QjHaO8Cx QySYnmE0MwkcxkRWSEJSbaNFYxJbiLX14mnfO669Td24tqs1HUUYZjOIEauHAJTbiGFrSBQAbP8Apv1pP1Yr1bH/PRklXsHMIfWJ8/oo2VOA==</latexit><latexit sha1_base64="xBEO5/Ed5sjEzur9GvPIp0LVrHM=">AAAB/nicbVBPS8MwHP11/pvzX1U8eQ kOYV5GK4I7Drx4kgluDtY60jTbwtK0JKkwysCv4sWDIl79HN78NqZbD7r5IOTx3u9HXl6QcKa043xbpZXVtfWN8mZla3tnd8/eP+ioOJWEtknMY9kNsKKcCdrWTHPaTSTFUcDpfTC+yv37RyoVi8WdniTUj/BQsAEjWB upbx95QcxDNYnMhbwue8hqN2fTvl116s4MaJm4BalCgVbf/vLCmKQRFZpwrFTPdRLtZ1hqRjidVrxU0QSTMR7SnqECR1T52Sz+FJ0aJUSDWJojNJqpvzcyHKk8oZmMsB6pRS8X//N6qR40/IyJJNVUkPlDg5QjHaO8Cx QySYnmE0MwkcxkRWSEJSbaNFYxJbiLX14mnfO669Td24tqs1HUUYZjOIEauHAJTbiGFrSBQAbP8Apv1pP1Yr1bH/PRklXsHMIfWJ8/oo2VOA==</latexit>
W
<latexit sha1_base64="bL/ysA050n4SKdRbp8edOksvNXs=">AAAB8XicbVDLSsNAFL2pr1pfVZduBovgqiQi2GXBjcsK9oFtKJPppB06mYSZG6GE/oUbF4q49W/c+TdO2iy09cDA4Zx7mXNPkEhh0HW/ndLG 5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2mt7nffeLaiFg94CzhfkTHSoSCUbTS4yCiOGFUku6wWnPr7gJknXgFqUGB1rD6NRjFLI24QiapMX3PTdDPqEbBJJ9XBqnhCWVTOuZ9SxWNuPGzReI5ubDKiISxtk8hWai/NzIaGTOLAjuZJzSrXi7+5/VTDBt+JlSSIlds+VGYSoIxyc8nI6E5QzmzhDItbFbCJlRThrakii3BWz15nXSu6p5b9+6va81GUUcZzuAcLsGDG2jCHbSgDQwUPMMrvDnGeXHenY/ laMkpdk7hD5zPHx3ykIE=</latexit><latexit sha1_base64="bL/ysA050n4SKdRbp8edOksvNXs=">AAAB8XicbVDLSsNAFL2pr1pfVZduBovgqiQi2GXBjcsK9oFtKJPppB06mYSZG6GE/oUbF4q49W/c+TdO2iy09cDA4Zx7mXNPkEhh0HW/ndLG 5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2mt7nffeLaiFg94CzhfkTHSoSCUbTS4yCiOGFUku6wWnPr7gJknXgFqUGB1rD6NRjFLI24QiapMX3PTdDPqEbBJJ9XBqnhCWVTOuZ9SxWNuPGzReI5ubDKiISxtk8hWai/NzIaGTOLAjuZJzSrXi7+5/VTDBt+JlSSIlds+VGYSoIxyc8nI6E5QzmzhDItbFbCJlRThrakii3BWz15nXSu6p5b9+6va81GUUcZzuAcLsGDG2jCHbSgDQwUPMMrvDnGeXHenY/ laMkpdk7hD5zPHx3ykIE=</latexit><latexit sha1_base64="bL/ysA050n4SKdRbp8edOksvNXs=">AAAB8XicbVDLSsNAFL2pr1pfVZduBovgqiQi2GXBjcsK9oFtKJPppB06mYSZG6GE/oUbF4q49W/c+TdO2iy09cDA4Zx7mXNPkEhh0HW/ndLG 5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2mt7nffeLaiFg94CzhfkTHSoSCUbTS4yCiOGFUku6wWnPr7gJknXgFqUGB1rD6NRjFLI24QiapMX3PTdDPqEbBJJ9XBqnhCWVTOuZ9SxWNuPGzReI5ubDKiISxtk8hWai/NzIaGTOLAjuZJzSrXi7+5/VTDBt+JlSSIlds+VGYSoIxyc8nI6E5QzmzhDItbFbCJlRThrakii3BWz15nXSu6p5b9+6va81GUUcZzuAcLsGDG2jCHbSgDQwUPMMrvDnGeXHenY/ laMkpdk7hD5zPHx3ykIE=</latexit><latexit sha1_base64="bL/ysA050n4SKdRbp8edOksvNXs=">AAAB8XicbVDLSsNAFL2pr1pfVZduBovgqiQi2GXBjcsK9oFtKJPppB06mYSZG6GE/oUbF4q49W/c+TdO2iy09cDA4Zx7mXNPkEhh0HW/ndLG 5tb2Tnm3srd/cHhUPT7pmDjVjLdZLGPdC6jhUijeRoGS9xLNaRRI3g2mt7nffeLaiFg94CzhfkTHSoSCUbTS4yCiOGFUku6wWnPr7gJknXgFqUGB1rD6NRjFLI24QiapMX3PTdDPqEbBJJ9XBqnhCWVTOuZ9SxWNuPGzReI5ubDKiISxtk8hWai/NzIaGTOLAjuZJzSrXi7+5/VTDBt+JlSSIlds+VGYSoIxyc8nI6E5QzmzhDItbFbCJlRThrakii3BWz15nXSu6p5b9+6va81GUUcZzuAcLsGDG2jCHbSgDQwUPMMrvDnGeXHenY/ laMkpdk7hD5zPHx3ykIE=</latexit>
Y
<latexit sha1_base64="GWw7qXdGGF1BjASybxrXXiNQm1E=">AAAB8XicbVDLSsNAFL3xWeur6tLNYBFc lUQEuyy4cVnBPrQNZTKdtEMnkzBzI5TQv3DjQhG3/o07/8ZJm4W2Hhg4nHMvc+4JEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJTe53nrg2Ilb3OE24H9GREqFgFK302I8ojh mV5GFQqbo1dw6ySryCVKFAc1D56g9jlkZcIZPUmJ7nJuhnVKNgks/K/dTwhLIJHfGepYpG3PjZPPGMnFtlSMJY26eQzNXfGxmNjJlGgZ3ME5plLxf/83ophnU/EypJkSu2+ChMJcGY5OeTodCcoZxaQpkWNithY6opQ1tS 2ZbgLZ+8StqXNc+teXdX1Ua9qKMEp3AGF+DBNTTgFprQAgYKnuEV3hzjvDjvzsdidM0pdk7gD5zPHyD6kIM=</latexit><latexit sha1_base64="GWw7qXdGGF1BjASybxrXXiNQm1E=">AAAB8XicbVDLSsNAFL3xWeur6tLNYBFc lUQEuyy4cVnBPrQNZTKdtEMnkzBzI5TQv3DjQhG3/o07/8ZJm4W2Hhg4nHMvc+4JEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJTe53nrg2Ilb3OE24H9GREqFgFK302I8ojh mV5GFQqbo1dw6ySryCVKFAc1D56g9jlkZcIZPUmJ7nJuhnVKNgks/K/dTwhLIJHfGepYpG3PjZPPGMnFtlSMJY26eQzNXfGxmNjJlGgZ3ME5plLxf/83ophnU/EypJkSu2+ChMJcGY5OeTodCcoZxaQpkWNithY6opQ1tS 2ZbgLZ+8StqXNc+teXdX1Ua9qKMEp3AGF+DBNTTgFprQAgYKnuEV3hzjvDjvzsdidM0pdk7gD5zPHyD6kIM=</latexit><latexit sha1_base64="GWw7qXdGGF1BjASybxrXXiNQm1E=">AAAB8XicbVDLSsNAFL3xWeur6tLNYBFc lUQEuyy4cVnBPrQNZTKdtEMnkzBzI5TQv3DjQhG3/o07/8ZJm4W2Hhg4nHMvc+4JEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJTe53nrg2Ilb3OE24H9GREqFgFK302I8ojh mV5GFQqbo1dw6ySryCVKFAc1D56g9jlkZcIZPUmJ7nJuhnVKNgks/K/dTwhLIJHfGepYpG3PjZPPGMnFtlSMJY26eQzNXfGxmNjJlGgZ3ME5plLxf/83ophnU/EypJkSu2+ChMJcGY5OeTodCcoZxaQpkWNithY6opQ1tS 2ZbgLZ+8StqXNc+teXdX1Ua9qKMEp3AGF+DBNTTgFprQAgYKnuEV3hzjvDjvzsdidM0pdk7gD5zPHyD6kIM=</latexit><latexit sha1_base64="GWw7qXdGGF1BjASybxrXXiNQm1E=">AAAB8XicbVDLSsNAFL3xWeur6tLNYBFc lUQEuyy4cVnBPrQNZTKdtEMnkzBzI5TQv3DjQhG3/o07/8ZJm4W2Hhg4nHMvc+4JEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJTe53nrg2Ilb3OE24H9GREqFgFK302I8ojh mV5GFQqbo1dw6ySryCVKFAc1D56g9jlkZcIZPUmJ7nJuhnVKNgks/K/dTwhLIJHfGepYpG3PjZPPGMnFtlSMJY26eQzNXfGxmNjJlGgZ3ME5plLxf/83ophnU/EypJkSu2+ChMJcGY5OeTodCcoZxaQpkWNithY6opQ1tS 2ZbgLZ+8StqXNc+teXdX1Ua9qKMEp3AGF+DBNTTgFprQAgYKnuEV3hzjvDjvzsdidM0pdk7gD5zPHyD6kIM=</latexit>
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GIG
Figure 7: The proposed probabilistic tensor CPD model with gener-
alized hyperbolic prior.
pdf p(zl) is conjugate1 to p
(
{Ξ(n):,l }Nn=1|zl
)
.
As will be seen later, the conjugacy property greatly facilitates
the derivation of the Bayesian inference algorithm.
Finally, together with the likelihood function in (5), we
propose a novel probabilistic model for tensor CPD using
the hierarchical construction of the GH prior, as shown
in Figure 7. Denoting the model parameter set Θ =
{{Ξ(n)}Nn=1, {zl}Ll=1, β}, the proposed probabilistic tensor
CPD model can be fully described by the joint pdf p(Y,Θ)
as
p(Y,Θ) = p
(
Y | {Ξ(n)}Nn=1, β
)
p
(
{Ξ(n)}Nn=1|{zl}Ll=1
)
× p ({zl}Ll=1) p(β)
∝ exp
{∏N
n=1 Jn
2
lnβ − β
2
‖ Y − JΞ(1),Ξ(2), ...,Ξ(N)K ‖2F
+
N∑
n=1
[
Jn
2
L∑
l=1
ln z−1l −
1
2
Tr
(
Ξ(n)Z−1Ξ(n)T
)]
+
L∑
l=1
[λ0l
2
ln
a0l
b0l
− ln
[
2Kλ0l
(√
a0l b
0
l
)]
+ (λ0l − 1) ln z0l
1In Bayesian theory, a probability density function (pdf) p(x) is said to be
conjugate to a conditional pdf p(y|x) if the resulting posterior pdf p(x|y) is
in the same distribution family as p(x).
6− 1
2
(
a0l zl + b
0
l z
−1
l
) ]
+ (− 1) lnβ − β
}
, (14)
where Z = diag{z1, z2, · · · , zL}.
IV. INFERENCE ALGORITHM
A. General Philosophy of the Variational Inference
Given the probabilistic model p(Y,Θ), the next task is to
learn the model parameters in Θ from the tensor data Y ,
in which the posterior distribution p(Θ|Y) is to be sought.
However, for such a complicated probabilistic model (14),
the multiple integrations in computing the posterior distribu-
tion p(Θ|Y) is not tractable. Fortunately, this challenge is
not new, and similar obstacles have been faced in inferring
other complicated Bayesian machine learning models such
as Bayesian neural networks [41], [42], Bayesian structured
matrix factorization [43], latent dirichlet allocation [44], and
Gaussian mixture model [45]. It has been widely agreed that
variational inference (VI), due to its efficiency in computations
and the theoretical guarantee of convergence, is the major
driving force for inferring complicated probabilistic models
[39]. Rather than manipulating a huge number of samples from
the probabilistic model, VI recasts the originally intractable
multiple integration problem into the following functional
optimization problem:
min
Q(Θ)
KL
(
Q (Θ) ‖ p (Θ | Y) )
, −EQ(Θ)
{
ln
p (Θ | Y)
Q (Θ)
}
s.t. Q(Θ) ∈ F , (15)
where KL(·||·) denotes the Kullback-Leibler (KL) divergence
between two arguments, and F is a pre-selected family of pdfs.
Its philosophy is to seek a tractable variational pdf Q(Θ) in F
that is the closest to the true posterior distribution p(Θ|Y) in
terms of the KL divergence. Therefore, the art is to determine
the family F to balance the tractability of the algorithm and
the accuracy of the posterior distribution learning. In this
paper, we adopt the mean-field family due to its prevalence in
Bayesian tensor research [22]–[27]. Other advanced choices
could be found in [39].
Using the mean-field family, which restricts Q(Θ) =∏K
k=1Q(Θk) where Θ is partitioned into mutually disjoint
non-empty subsets Θk (i.e., Θk is a part of Θ with ∪Kk=1Θk =
Θ and ∩Kk=1Θk = Ø), the KL divergence minimization
problem (15) becomes
min
{Q(Θk)}Kk=1
−E{Q(Θk)}Kk=1
{
ln
p (Θ | Y)∏K
k=1Q(Θk)
}
. (16)
The factorable structure in (16) inspires the idea of block
minimization in optimization theory [18]. In particular, after
fixing variational pdfs {Q(Θj)}j 6=k other than Q(Θk), the
remaining problem is
min
Q(Θk)
∫
Q(Θk)(−E∏
j 6=k Q(Θj) [ln p(Θ,Y)] + lnQ(Θk))dΘk,
(17)
and it has been shown that the optimal solution is [39]
Q∗ (Θk) =
exp
(
E∏
j 6=k Q(Θj) [ln p (Θ,Y)]
)
∫
exp
(
E∏
j 6=k Q(Θj) [ln p (Θ,Y)]
)
dΘk
. (18)
B. Deriving Optimal Variational Pdfs
The optimal variational pdfs {Q∗ (Θk)}Kk=1 can be obtained
by substituting (14) into (18). Although straightforward as it
may seem, the involvement of tensor algebras in (14) and
the multiple integrations in the denominator of (18) make the
derivation a challenge. On the other hand, since the proposed
probabilistic model employs the GH prior, and is different
from previous works using Gaussian-gamma prior [22]–[27],
each optimal variational pdf Q∗ (Θk) needs to be derived from
first principle. To keep the main body of this paper concise,
the lengthy derivations are moved to the Appendix (in the
supplementary document), and we only present the optimal
variational pdfs in Table I at the top of the next page.
In particular, the optimal variational pdf Q∗(Ξ(k))
was derived to be a matrix normal distribution [46]
MN (Ξ(k)|M (k), IJn ,Σ(k)) with the covariance matrix
Σ(k) =
[
E [β]E
[(
N
n=1,n6=k
Ξ(n)
)T
×
(
N
n=1,n6=k
Ξ(n)
)]
+ E
[
Z−1
] ]−1
, (19)
and mean matrix
M (k) = Y(k)E [β]
(
N
n=1,n6=k
E
[
Ξ(n)
])
Σ(k). (20)
In (19) and (20), Y(k) is a matrix obtained by unfolding the
tensor Y along its kth dimension, and the multiple Kronecker
products
N
n=1,n6=k
A(n) = A(N)  A(N−1)  · · ·  A(k+1) 
A(k−1)  · · ·A(1). The expectations are taken with respect to
the corresponding variational pdfs of the arguments. For the
optimal variational pdf Q(zl), by using the conjugacy result
in Property 1, it can be derived to be a GIG distribution
GIG(zl|al, bl, λl) with parameters
al = a
0
l , (21)
bl = b
0
l +
N∑
n=1
E
[[
Ξ
(n)
:,l
]T
Ξ
(n)
:,l
]
, (22)
λl = λ
0
l −
1
2
N∑
n=1
Jn. (23)
Finally, the optimal variational pdf Q(β) was derived to be a
gamma distribution gamma(β|e, f) with parameters
e = +
1
2
N∏
n=1
Jn, (24)
f = +
1
2
E
[n
Y − JΞ(1), · · · ,Ξ(N)Kn2
F
]
. (25)
7Table I: Optimal variational density functions
Variational pdfs Remarks
Q∗
(
Ξ(k)
)
=MN (Ξ(k)|M (k), IJn ,Σ(k)) ,∀k Matrix normal distribution
with mean M (k) and covariance matrix Σ(k)
given in (19) and (20), respectively.
Q∗ (zl) = GIG(zl|al, bl, λl), ∀l Generalized inverse Gaussian distribution with
parameters {al, bl, λl} given in (21)-(23).
Q∗ (β) = gamma(β|e, f) Gamma distribution with shape e and rate f
given in (24), (25).
Table II: Computation results of expectations
Expectations Computation Results
E
[
Ξ(k)
]
, ∀k M (k), ∀k
E [zl] ,∀l
(
bl
al
) 1
2 Kλl+1
(√
albl
)
Kλl
(√
albl
)
E
[
z−1l
]
, ∀l
(
bl
al
)− 1
2 Kλl−1
(√
albl
)
Kλl
(√
albl
)
E [β] e
f
E
[[
Ξ
(n)
:,l
]T
Ξ
(n)
:,l
] [
M
(n)
:,l
]T
M
(n)
:,l + JnΣ
(n)
l,l
E
[(
N
n=1,n6=k
Ξ(n)
)T (
N
n=1,n6=k
Ξ(n)
)]
N
n=1,n6=k
[[
M (n)
]T
M (n) + JnΣ(n)
]
E
[fY − JΞ(1), · · · ,Ξ(N)Kf2F ] ‖ Y ‖2F +Tr( N
n=1
[
M (n)TM (n) + JnΣ(n)
])
− 2Tr
(
Y(1)
(
N
n=2
M (n)
)
M (1)T
)
In (19)-(25), there are several expectations to be computed.
They can be obtained either from the statistic literatures [46]
or similar results in related works [22], [24], [27]. For easy
reference, we listed the expectation results needed for (19)-
(25) in Table II, where
N
n=1,n6=k
A(n) = A(N)  A(N−1) 
· · ·A(k+1)A(k−1)· · ·A(1) is the multiple Hadamard
products.
C. Setting the Hyper-parameters
From Table I, it can be found that the variational pdf
Q(Ξ(k)) and {Q(zl)}Ll=1 forms a more complicated Gaussian-
GIG pdf pair than that in Property 1. Therefore, the shape
of the variational pdf Q(Ξ(k)), which determines both the
factor matrix recovery and tensor rank learning, is affected
by the variational pdf {Q(zl)}Ll=1. For each Q(zl), as seen in
(21)-(23), its shape relies on the pre-selected hyper-parameters
{a0l , b0l , λ0l }. In practice, we usually have no prior knowledge
about the sparsity level before assessing the data, and a widely
adopted approach is to make the prior non-informative.
In previous works using Gaussian-gamma prior [22]–[27],
hyper-parameters are set equal to very small values in order to
approach a non-informative prior. Although nearly zero hyper-
parameters lead to an improper prior, the derived variational
pdf is still proper since these parameters are updated using
information from observations [22]–[27]. Therefore, in these
works, the strategy of using non-informative prior is valid. On
the other hand, for the employed GH prior, non-informative
prior requires {a0l , b0l , λ0l } all go to zero, which however would
lead to an improper variational pdf Q(zl), since its parameter
al = a
0
l is fixed (as seen in (21)). This makes the expectation
computation E[zl] in Table II problematic.
To tackle this issue, another viable approach is to optimize
these hyper-parameters {a0l , b0l , λ0l } so that they can be adapted
during the procedure of model learning. However, as seen
in (14), these three parameters are coupled together via the
nonlinear modified Bessel function, and thus optimizing them
jointly is prohibitively difficult. Therefore, in this paper, we
propose to only optimize the most critical one, i.e., a0l , since
it directly determines the shape of Q(zl) and will not be up-
dated in the learning procedure. For the other two parameters
{b0l , λ0l }, as seen in (22) and (23), since they are updated
with model learning results or tensor dimension, according
to the Bayesian theory [36], their effect on the posterior
distribution would become negligible when the observation
tensor is large enough. This justifies the optimization of a0l
while not {b0l , λ0l }.
For optimizing a0l , following related works [37], [48], we in-
troduce a conjugate hyper-prior p(a0l ) = gamma(a
0
l |κa1 , κa2)
to ensure the positiveness of a0l during the optimization. To
bypass the nonlinearity from the modified Bessel function, we
set b0l → 0 so that Kλ0l
(√
a0l b
0
l
)
becomes a constant. In
the framework of VI, after fixing other variables, it has been
derived in the Appendix that the hyper-parameter a0l is updated
via
a0l =
κa1 +
λ0l
2
κa2 +
E[zl]
2
. (26)
8Notice that it requires κa1 > −λ0l /2 and κa2 ≥ 0 to ensure
the positiveness of a0l .
D. Algorithm Summary and Insights
From (19)-(26), it can be seen that the statistics of each vari-
ational pdf rely on other variational pdfs. Therefore, they need
to be updated alternatively, giving rise to an iterative algorithm
summarized in Algorithm 1. To gain more insights from the
proposed algorithm, discussions on its convergence property,
computational complexity, automatic tensor rank learning and
algorithm initialization are presented in the following.
1) Convergence Property: Although the proposed algo-
rithm is devised for the novel probabilistic tensor CPD model
using GH prior, its derivation is still under the standard mean-
field VI framework [37]–[40]. In particular, in each iteration,
after fixing other variational pdfs, the problem that optimizes
a single variational pdf has been shown to be convex and
has a unique solution [37]–[40]. By treating each update step
in mean-field VI as a block coordinate descent (BCD) step
over the functional space, the limit point generated by the VI
algorithm is at least a stationary point of the KL divergence
[37]–[40].
2) Automatic Tensor Rank Learning: During the iterations,
the mean of parameter z−1l (denoted by m[z
−1
l ]) will be learnt
from other model learning results as seen in (29)-(32). Due to
the sparsity-promoting nature of the GH prior, some of m[z−1l ]
will take very large values, e.g., in the order of 106. Since the
inverse of {m[z−1l ]}Ll=1 contribute to the covariance matrix
of each factor matrix (as seen in (27)) and then rescale the
columns in each factor matrix (as seen in (28)), a very large
m[z−1l ] will shrink the l
th column of each factor matrix to all
zero. Then, by enumerating how many non-zero columns in
each factor matrix, the tensor rank can be automatically learnt.
In practice, to accelerate the learning algorithm, on-the-fly
pruning is widely employed in Bayesian tensor research [22]–
[27]. In particular, in each iteration, if some of the columns
in each factor matrix are found to be indistinguishable from
all zeros, it indicates that these columns play no role in
interpreting the data, and thus they can be safely pruned. This
pruning procedure will not affect the convergence behavior of
the algorithm, since each pruning is equivalent to restarting the
algorithm for a reduced probabilistic model with the current
variational pdfs acting as the initializations.
3) Computational Complexity: For the proposed algorithm,
in each iteration, the computational complexity is dominated
by updating the factor matrices, costing O(N
∏N
n=1 JnL
2 +
L3
∑N
n=1 Jn). Therefore, the computational complexity of the
proposed algorithm is O(q(N
∏N
n=1 JnL
2 + L3
∑N
n=1 Jn))
where q is the iteration number at convergence. The com-
plexity is comparable to that of the inference algorithm using
Gaussian-gamma prior [22].
4) Algorithm Initialization: Due to the BCD nature of the
mean-field VI, it is important to choose good initial values for
the proposed learning algorithm in oder to avoid poor local
minima. In particular, being consistent to the released codes of
[22]–[24], the upper bound of tensor rank could be set to be the
maximum of the tensor dimensions, i.e., L = max{Jn}Nn=1.
Algorithm 1 Probabilistic Tensor CPD Using GH Prior
Initializations: Choose L > R and initial values
{[M (n)]0 , [Σ(n)]0}Nn=1, {m[z−1l ]0, a0l , b0l , λ0l }Ll=1, e0, f0.
Choose κa1 > −λ0l /2 and κa2 ≥ 0.
Iterations:
For the iteration t+ 1 (t ≥ 0),
Update the parameters of Q(Ξ(k))t+1:[
Σ(k)
]t+1
=
[
ct
dt
N
n=1,n6=k
[([
M (n)
]s)T [
M (n)
]s
+ Jn
[
Σ(n)
]s ]
+ diag
{
m[z−11 ]
t,m[z−12 ]
t, ...,m[z−1L ]
t
}]−1
,
(27)
[
M (k)
]t+1
=Y(k) c
t
dt
(
N
n=1,n6=k
[
M (n)
]s)[
Σ(n)
]t+1
, (28)
where s denotes the most recent update index, i.e., s = t+ 1
when n < k , and s = t otherwise.
Update the parameters of Q(zl)t+1:
at+1l = [a
0
l ]
t, (29)
bt+1l = b
0
l +
N∑
n=1
[([
M
(n)
:,l
]t+1)T [
M (n):,r
]t+1
+ Jn
[
Σ
(n)
l,l
]t+1 ]
, (30)
[λl]
t+1
= λ0l −
1
2
N∑
n=1
Jn, (31)
m[z−1l ]
t+1 =
(
bt+1l
at+1l
)− 12 K[λl]t+1−1(√at+1l bt+1l )
K[λl]t+1
(√
at+1l b
t+1
l
) , (32)
m[zl]
t+1 =
(
bt+1l
at+1l
) 1
2
K[λl]t+1+1
(√
at+1l b
t+1
l
)
K[λl]t+1
(√
at+1l b
t+1
l
) . (33)
Update the parameters of Q(β)t+1:
et+1 = +
∏N
n=1 Jn
2
, (34)
f t+1 = +
ft+1
2
, (35)
where ft+1 is computed using the result in the last
row of Table II with {M (n),Σ(n)} being replaced by
{[M (n)]t+1 , [Σ(n)]t+1},∀n.
Update the hyper-parameter [a0l ]
t+1:
[a0l ]
t+1 =
κa1 +
λ0l
2
κa2 +
m[zl]t+1
2
. (36)
Until Convergence
9On the other hand, the initial mean factor matrix [M (n)]0 is
set as the singular value decomposition (SVD) approximation
U:,1:L (S1:L,1:L)
1
2 V1:L,:, where [U ,S,V ] = SVD[Y(n)], and
the initial covariance matrix [Σ(n)]0 = IL. e0 and f0 are
set to be a very small number, e.g., 10−6 to indicate the
non-informativeness of the noise power. The initial mean
m[z−1l ]
0 = 1. For the initial hyper-parameters {a0l , b0l , λ0l } of
the GH prior, as discussed in Section IV.C, b0l can be set to zero
and a0l will be updated by the algorithm. For λ
0
l , it was found
that the smaller value will lead to a higher peak at the zero
point of the GH distribution [33]. To adapt for different tensor
sizes, it is set as −min{Jn}Nn=1. Finally, since κa1 > −λ0l /2
and κa2 ≥ 0, they can be set as κa1 = −λ0l /2 + 1 and
κa2 = 10
−6.
V. NUMERICAL RESULTS AND DISCUSSION
In this section, numerical results are presented to assess
the performance of the proposed algorithm using synthetic
data and two real-world datasets, with the Gaussian-gamma
based method [22] serving as the benchmark. For the pro-
posed algorithm, its initialization follows the suggestions given
in Section IV.D unless stated otherwise. More specifically,
extensive experiments are performed on the synthetic data
to assess the behavior of tensor rank learning and tensor
recovery accuracy under a wide range of true tensor rank
and SNR. On the other hand, real-world datasets including
the fluorescence dataset and the hyperspectral image dataset
are utilized to assess the performance of the algorithms in low
tensor rank learning and high tensor rank learning respectively.
All experiments were conducted in Matlab R2015b with an
Intel Core i7 CPU at 2.2 GHz.
A. Validation on Synthetic Data
We consider three-dimensional tenors X =JA(1),A(2),A(3)K ∈ R30×30×30 with different tensor
ranks. Each element in the factor matrices {A(n)}3n=1 is
independently drawn from a zero-mean Gaussian distribution
with unit power. The observation model Y = X +W , where
each element of the noise tensor W is independently drawn
from a zero-mean Gaussian distribution with variance σ2w.
The SNR is defined as 10 log10
(
var (X ) /σ2w
)
[22], [23],
where var (X ) is the variance of the noise-free tensor X . All
simulation results in this subsection are obtained by averaging
100 Monte-Carlo runs.
The performance of tensor rank learning is firstly evaluated
for the proposed algorithm using GH prior (labeled PCPD-
GH) and the algorithm using Gaussian-gamma prior (labeled
as PCPD-GG). We regard the tensors as low-rank tensors when
their ranks are smaller than or equal to half of the maxi-
mal tensor dimension, i.e., R ≤ max{Jn}Nn=1/2. Similarly,
high-rank tensors are those with R > max{Jn}Nn=1/2. In
particular, in Figure 8, we assess the tensor rank learning
performances of the two algorithms for low-rank tensors
with R = {3, 6, 9, 12, 15} and high-rank tensors with R =
{18, 21, 24, 27} under SNR = 10 dB. In Figure 8 (a), the
two algorithms are both with the tensor rank upper bound
max{Jn}Nn=1. It can be seen that the PCPD-GH algorithm
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Figure 8: Performance of tensor rank learning when the rank
upper bound is (a) max{Jn}Nn=1, (b) 2max{Jn}Nn=1 and (c)
5max{Jn}Nn=1.
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Table III: RMSE for tensor recovery under different SNRs and tensor ranks
SNR (dB) -10 -5 0 5
True Tensor Rank R=6 R=24 R=6 R=24 R=6 R=24 R=6 R=24
PCPD-GH-2max(DimY) 1.1895 4.7272 0.6462 3.2074 0.3631 1.3932 0.2042 0.7801
PCPD-GG-max(DimY) 1.2083 4.5208 0.6765 3.1333 0.3744 1.9039 0.2043 1.6349
PCPD-GG-2max(DimY) 1.2320 4.5032 0.6939 2.6082 0.3883 1.3996 0.2147 0.7858
SNR (dB) 10 15 20 -
True Tensor Rank R=6 R=24 R=6 R=24 R=6 R=24 - -
PCPD-GH-2max(DimY) 0.1149 0.4381 0.0646 0.2463 0.0363 0.1385 - -
PCPD-GG-max(DimY) 0.1149 1.6513 0.0646 1.6372 0.0363 1.5945 - -
PCPD-GG-2max(DimY) 0.1219 0.4438 0.0688 0.2498 0.0395 0.1402 - -
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Figure 9: Performance of tensor rank learning versus different SNRs:
(a) low-rank tensors and (b) high-rank tensors.
and the PCPD-GG algorithm achieves comparable perfor-
mances in learning low tensor ranks. More specifically, the
PCPD-GH algorithm achieves higher learning accuracies when
R = {3, 6} while the PCPD-GG method performs better when
R = {9, 15}. However, when tackling high-rank tensors with
R > 15, as seen in Figure 8 (a), both algorithms with tensor
rank upper bound max{Jn}Nn=1 fail to work properly. The
reason is that the upper bound value max{Jn}Nn=1 is too small
to leverage the power of the sparsity-promoting priors in tensor
rank learning. Therefore, the upper bound value should be set
larger in case that the tensor rank is high. An immediate choice
is f × max{Jn}Nn=1 where f = 1, 2, 3, · · · . In Figure 8 (b)
and (c), we assess the performances of tensor rank learning for
the two methods using the upper bound 2 max{Jn}Nn=1 and
5 max{Jn}Nn=1, respectively. It can be seen that the PCPD-
GG algorithm is very sensitive to the rank upper bound value,
in the sense that its performance deteriorates significantly for
low-rank tensors after employing the larger upper bounds.
While PCPD-GG has an improved performance for high-rank
tensors after adopting a larger upper bound, the chance of
getting the correct rank is still very low. In constrast, the
performance of the proposed PCPD-GH algorithm is stable
for all cases and it achieves nearly 100% accuracies of tensor
rank learning in a wide range of scenarios.
To assess the tensor rank learning performance versus
different SNRs, in Figure 9, the percentage values of accurate
tensor rank learning from the two methods are presented. We
consider two scenarios: 1) low-rank tensor with R = 6 shown
in Figure 9 (a) and 2) high-rank tensor with R = 24 shown
in Figure 9 (b). For the proposed PCPD-GH algorithm, due to
its robustness to different rank upper bounds, 2 max{Jn}Nn=1
is adopted as the upper bound value (labeled as PCPD-
GH-2max(DimY)). For the PCPD-GG algorithm, both the
upper bound value max{{Jn}Nn=1} and 2 max{Jn}Nn=1 are
considered (labeled as PCPD-GG-max(DimY) and PCPD-GH-
2max(DimY) respectively). From Figure 9, it is clear that
the performance of the PCPD-GG method, for all cases,
highly relies on the choice of the rank upper bound value.
In particular, when adopting 2 max{Jn}Nn=1, its performance
in tensor rank learning is not good (i.e., below than 50%)
for both the low-rank tensor and the high-rank tensor cases.
In contrast, when adopting max{{Jn}Nn=1}, its performance
becomes much better for the low-rank cases. In Figure 9 (a),
when SNR is larger than 5 dB, the PCPD-GG with upper
bound value max{{Jn}Nn=1} achieves nearly 100% accuracy,
which is very close to the accuracies of the PCPD-GH method.
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Figure 10: The clean spectra recovered from the noise-free fluores-
cence tensor data assuming the knowledge of tensor rank.
However, when the SNR is smaller than 5 dB, although the
PCPD-GH method still achieves nearly 100% accuracies in
tensor rank learning, the accuracies of the PCPD-GG method
fall below 50%. For the high-rank case, as seen in Figure 9
(b), both the PCPD-GH and the PCPD-GG methods fail to
recover the true tensor rank when SNR is smaller than 0 dB.
However, when the SNR is larger than 0 dB, the accuracies
of the PCPD-GH method are near 100% while those of the
PCPD-GG at most achieve about 50% accuracy. Consequently,
it can be concluded from Figure 9 that the proposed PCPD-
GH method achieves more stable and accurate tensor rank
learning.
Finally, we evaluate the performance of tensor recovery in
Table III, in which the root mean square error (RMSE) defined
as
(
1∏3
n=1 In
||X − JM (1),M (2),M (3)K||2F) 12 is adopted as
the measure. We again consider the low-rank tensor scenario
(i.e., R = 6) and the high-rank tensor scenario (i.e., R = 24)
for different SNRs. In general, a correct learnt tensor rank is
essential in avoiding overfitting of noises or underfitting of
signals. Therefore, in Table III, it can be observed the PCPD-
GH method gives the best RMSE in most cases due to its
superior capabilities in tensor rank learning.
B. Fluorescence Data Analytics
Tensor CPD is an important tool in fluorescence data analyt-
ics, with the aim to reveal the underlying signal components.
We consider the popular amino acids fluorescence data2 X
with size 5×201×61 [49], which consists of five laboratory-
made samples. Each sample contains different amounts of
tyrosine, tryptophan and phenylalanine dissolved in phosphate
buffered water. Since there are three different types of amino
acid, when adopting the CPD model, the optimal tensor rank
should be 3. In particular, with the optimal tensor rank 3, the
clean spectra for the three types of amino acid, which are
recovered by the the alternative least-squares (ALS) algorithm
[10], are presented in Figure 10 as the benchmark.
In practice, it is impossible to know how many components
are present in the data in advance, and this calls for automatic
tensor rank learning. In this subsection, we assess both the rank
learning performance and the noise mitigation performance
for the two algorithms (i.e., PCPD-GH and PCPD-GG) under
different levels of noise sources. In particular, the Fit value
2http://www.models.life.ku.dk
Table IV: Fit values and estimated tensor ranks of fluorescence data
under different SNRs (with rank upper bound max{Jn}Nn=1)
SNR
(dB)
PCPD-GG PCPD-GH
Fit Value EstimatedTensor Rank Fit Value
Estimated
Tensor Rank
-10 71.8109 4 72.6401 3
-5 83.9269 4 84.3424 3
0 90.6007 4 90.8433 3
5 94.2554 4 94.3554 3
10 96.0907 3 96.0951 3
15 96.8412 3 96.8431 3
20 97.1197 3 97.1204 3
Table V: Fit values and estimated tensor ranks of fluorescence data
under different SNRs (with rank upper bound 2max{Jn}Nn=1)
SNR
(dB)
PCPD-GG PCPD-GH
Fit Value EstimatedTensor Rank Fit Value
Estimated
Tensor Rank
-10 71.8197 4 72.6401 3
-5 83.5101 4 84.3424 3
0 90.3030 5 90.8433 3
5 94.0928 5 94.3555 3
10 96.0369 4 96.0955 3
15 96.8412 3 96.8432 3
20 97.1197 3 97.1204 3
[10], which is defined as (1− ||Xˆ−X||F||X ||F )× 100%, is adopted,
where Xˆ represents the reconstructed fluorescence tensor data
from the algorithm. In Table IV and V, the performances of the
two algorithms are presented assuming different upper bound
values of tensor rank. It can be observed that with different
upper bound values, the proposed PCPD-GH algorithm always
gives the correct tensor rank estimates, even when the SNR is
smaller than 0 dB. On the other hand, the PCPD-GG method
is quite sensitive to the choice of the upper bound value. Its
performance with upper bound 2 max{Jn}Nn=1 becomes much
worse than that with max{Jn}Nn=1 in tensor rank learning.
Even with the upper bound being equal to max{Jn}Nn=1, PCD-
GG fails to recover the optimal tensor rank 3 in the low SNR
region (i.e., SNR ≤ 5 dB). With the over-estimated tensor rank,
the reconstructed fluorescence tensor data Xˆ will be overfitted
to the noise sources, leading to lower Fit values. As a result,
the Fit values of the proposed method are generally higher
than those of the PCPD-GG method under different SNRs.
In this application, since the tensor rank denotes the number
of underlying components inside the data, its incorrect estima-
tion will not only lead to overfitting to the noise, but also will
cause “ghost” components that cannot be interpreted. To see
this, we present the recovered spectra from the two methods
in Figure 11 under different SNRs (assuming the rank upper
bound value max{Jn}Nn=1). When SNR = 10 dB, since the
two methods both recover the true tensor rank, the recovered
spectra are very similar to the benchmarking results in Figure
10. However, when SNR = 0 dB and -10 dB, the PCPD-GG
12
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Figure 11: The recovered spectra of fluorescence data under different SNRs.
method gives wrong estimates of the tensor rank. Therefore,
its recovered spectra consist of “ghost” components (in grey
color) that has no physical meaning. In contrast, the proposed
PCPD-GH method correctly estimate the tensor rank under
these two low SNRs, and gives interpretable spectral learning
results.
C. Hyper-spectral Image Denoising
Since hyperspectral image (HSI) data are naturally three
dimensional (two spatial dimensions and one spectral dimen-
sion), tensor CPD is a perfect tool to analyze such data.
HSI data finds applications in remote sensing, geography and
agriculture [12], [13]. However, due to the radiometric noise,
photon effects and calibration errors, it is crucial to mitigate
these corruptions before putting the HSI data into use. Since
each HSI is rich in details, previous works using searching-
based methods [12], [13] revealed that the tensor rank in
HSI data is usually larger than half of the maximal tensor
dimension. This corresponds to the high tensor rank scenario
considered in this paper.
In this subsection, the Salinas-A dataset (with size 83×86×
204) and Indian Pines dataset (with size 145×145×200)3 are
utilized to assess the denoising performance of the proposed
method. In these two real-world datasets, different bands of
HSIs were corrupted by different levels of noises. Some of
the HSIs are quite clean while some of them are quite noisy,
as demonstrated in Figure 12. For such types of real-world
data, since no ground-truth is available, a no-reference quality
assessment score is usually adopted [12], [13]. Following [12],
3http://www.ehu.eus/ccwintco/index.php.
the SNR output, which is defined as 10 log10 ||Xˆ ||2F /||X −
Xˆ ||2F is utilized as the denoising performance measure, where
Xˆ is the restored tensor data and X is the original HSI data. In
Table VI, the SNR outputs of the two methods using different
rank upper bound values are presented, from which it can be
seen that the proposed PCPD-GH method gives higher SNR
outputs than PCPD-GG.
Samples of denoised HSIs are shown in Figure 12. On the
left side of Figure 12, the relatively clean Salinas-A HSI in
band 190 is presented to serve as a reference, from which it
can be observed that the landscape exhibits “stripe” pattern.
For the noisy HSI in band 1, the denoising results from the
two methods using the rank upper bound max{Jn}Nn=1 are
presented. It is clear that the proposed method recovers better
“stripe” pattern than the PCPD-GG method. Similarly, the
results from Indian Pines dataset are presented in the right
side of Figure 12. For noisy HSI in band 1, with the relatively
clean image in band 10 serving as the reference, it can be
observed that the proposed PCPD-GH method recovers more
details than the PCPD-GG method, when both using rank
upper bound 2 max{Jn}Nn=1.
Remark: In HSI denoising, the state-of-the-art performance4
is usually achieved via the integration of a tensor method and
deep learning. In this work, we never claim that the proposed
method gives the best performance in this specific task, but
provides a more advanced solution for the CPD, which can
be utilized as a building component for future HSI machine
learning model design.
4https://paperswithcode.com/task/hyperspectral-image-classification
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Table VI: SNR outputs and estimated tensor ranks of HSI data under different rank upper bounds
Algorithm PCPD-GG PCPD-GH
Dataset
Rank
Upper
Bound
SNR
Output
(dB)
Estimated
Tensor Rank
SNR
Output
(dB)
Estimated
Tensor Rank
Salinas-A max{Jn}
N
n=1 43.7374 137 44.0519 143
2max{Jn}Nn=1 46.7221 257 46.7846 260
Indian Pines max{Jn}
N
n=1 30.4207 169 30.5541 178
2max{Jn}Nn=1 31.9047 317 32.0612 335
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Figure 12: The hyper-spectral image denoising results.
VI. CONCLUSIONS AND FUTURE DIRECTIONS
In this paper, we investigated the automatic tensor rank
learning problem for canonical polyadic decomposition (CPD)
models under the framework of Bayesian modeling and in-
ference. By noticing that the performance of tensor rank
learning is related to the flexibility of the prior distribution,
we introduced the generalized hyperbolic (GH) prior to the
probabilistic modeling of the CPD problem, based on which an
inference algorithm is further developed. Extensive numerical
results on synthetic data showed that the proposed method
exhibits remarkable performance in learning both low and high
tensor ranks, even when the noise power is large. This advan-
tage is further evidenced by improved model interpretability
in fluorescence data analytics and better image restoration in
hyper-spectral image denoising.
This paper exemplified how tensor rank learning perfor-
mance can be enhanced via employing more advanced prior
distributions than Gaussian-gamma prior. Besides GH prior,
there are many other advanced priors (including generalized-t
distribution [30], normal-exponential gamma distribution [31])
worth investigating. On the other hand, by exploiting the
variants of the GH prior, informative structures such as non-
negativeness [27] and orthogonality [24] can be incorporated
into the newly proposed probabilistic CPD model. These future
works will bring us closer to the era of “Probabilistic Tensor
CPD 2.0”.
VII. APPENDICES
See supplementary document.
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