Abstract. Image classification of roofing types, road pavements, and natural features can assist land-cover maps in further examining the effects of such features on health, pollution, and the microclimate in urban settings. Airborne hyperspectral sensors with high spectral and spatial resolutions can be employed for detailed characterization of urban areas. This study aims to develop a procedure that is instrumental for automated knowledge discovery and mapping of urban surface materials from a large feature space of hyperspectral images. Two different images over Universiti Putra Malaysia (UPM) and Kuala Lumpur (KL), Malaysia, were captured by using hyperspectral sensors with 20 and 128 bands. The images were used to explore the combined performance of a data mining (DM) algorithm and object-based image analysis (OBIA). A large number of attributes were discovered with the C4.5 DM algorithm, which also generated the classification model as a decision tree. The UPM and KL classified images achieved 93.42 and 88.36% overall accuracy. The high accuracy of object-based classification can be linked to the knowledge discovery produced by the DM algorithm. This algorithm increased the productivity of OBIA, expedited the process of attribute selection, and resulted in an easy-to-use representation of a knowledge model from a decision tree structure. © 2014 Society of Photo-Optical Instrumentation Engineers (SPIE)
Introduction
Urban environments consist of a broad range of manmade and natural surface materials that contribute to the state of health, pollution, and microclimate in urban settings. Artificial structures, which are also known as impervious surfaces, include different roofing and pavement types. For instance, asbestos materials pose a serious health threat. Recent studies emphasized mesothelioma as a cancer type caused by asbestos disposal. 1, 2 Malaysia had restricted the use of asbestos materials in 1999, except in private buildings. 3 Pollution from roofing materials (e.g., roof runoff) degrades water quality. Previous studies specified roof runoff as one of the most significant pollutants to rivers. [4] [5] [6] Urban growth in Malaysia has influenced changes in the patterns of urban air temperatures. Dark-colored impervious surfaces, such as concrete and metal roofs, road pavements, and tarmac, absorb considerable amounts of heat and emit it to the environment. 7 Proper management and planning, which require detailed inventories and the exploration of urban surface materials, should be implemented to ensure the well-being of individuals in an urban environment. Comprehensive knowledge of the coverage and types of urban features is important for urban sustainability. 8 Airborne hyperspectral sensors with high spectral and spatial resolutions can be used for the detailed characterization of urban surface materials. 9, 10 The image cubes of hyperspectral images are capable of conducting spectral oversampling on surface targets with 10 to 20 nm bandwidths. 11 Recent airborne hyperspectral sensors with spatial resolutions of 1 m or less can provide a fine outline of urban surface materials. Airborne hyperspectral sensors progressively represent the spectral heterogeneity of roofing types and other urban features with increasing spatial resolution. [12] [13] [14] Therefore, these data can support the requirement for mapping and detecting small and complex urban targets. 15, 16 Given the variable nature of urban areas in remote sensing data, 17 the detailed characterization of surface materials can be difficult and challenging. The spectral overlaps among several surface classes, such as roofing types and road pavements, result in the impractical pixel-based extraction of such materials. 18 A recent study by Taherzadeh and Shafri 19 achieved a 93.6% overall accuracy by using the enhanced Lee filter and a support vector machine classifier to extract roofing types and the remaining classes. However, mixed pixel errors and irregular building geometries are observed in the classified images. Frassy et al. 20 used pixel-based classification to map asbestos roofs over large areas by using the spectral angle mapper and hyperspectral images from a multispectral infrared visible imaging spectrometer (MIVIS). Their study resulted in the 43% correct detection of asbestos roofs, with 9.3 commission errors and 47.8 omission errors. Further improvement can be achieved by considering shape characteristics in urban classification. 21 Segl et al. 18 developed an approach to combine spectral classification and unmixing techniques with shape-based classification from hyperspectral images. Image segmentation was applied to incorporate the shape and geometry of features. 18 Object-based image analysis (OBIA) is another means for utilizing the spatial and spectral information from image objects. This technique is capable of implementing image segmentation and generating spatial, textural, and spectral attributes for each image object. [22] [23] [24] Therefore, an extensive variety of attributes can be used to conduct image classification. OBIA can be either supervised or rule based. Although supervised OBIA automatically conducts the classification, supervised OBIA does not provide the representation of contributed attributes in image analysis or the knowledge representation of attributes in the form of rule sets. Rule-based classification is often better than supervised approaches and is based on the knowledge of domain analysts about particular land-cover types. According to a previous study, the rule-based classification of MIVIS hyperspectral dataset (with 102 bands) results in the accurate classification of urban land-cover classes. 25 However, dealing with a large number of OBIA attributes from hyperspectral bands is extremely challenging and results in a complex attribute-selection process and rule-set development.
Various techniques have been used in the literature to conduct the feature selection/extraction of hyperspectral images. These techniques contribute to the dimensionality reduction of images and reduce the computational time. Feature selection techniques, such as minimum description length method and RELIEF, result in feature subsets and remove data redundancy. Feature extraction methods, such as discriminant analysis feature extraction (DAFE), nonparametric weighted feature extraction (NWFE), and decision boundary feature extraction (DBFE), generate new features on the basis of linear or nonlinear functions. 26 The feature extraction technique has been shown to be useful for supervised object-based classification. 27 However, these techniques do not generate the knowledge representation/model in the form of rules. Therefore, these techniques are not applicable for rule-based classification.
The opportunity for machine learning and data mining (DM) increases as the amount of data and attributes significantly increases. 28, 29 Considering the DM algorithms, the decision tree (DT) learning algorithm has superior potential and capability because of its fast operation, no assumption in data distribution, provision of easily interpretable rules, and embedded ability for feature selection. 26, 30 This algorithm has been used in previous studies for different applications. [31] [32] [33] [34] The C4.5 algorithm developed by Quinlan 35 is the most popular and widely used DT learning algorithm. This algorithm can use feature selection and knowledge discovery to reduce the dimensionality of hyperspectral bands and object-based attributes and deliver the most effective attributes and rule sets in the hierarchal DT structure.
This study aims to investigate the potential of the C4.5 DM algorithm in extracting a knowledge model for the object-based classification of hyperspectral images. In this study, two different spatial resolutions of hyperspectral images with 20 and 128 bands were obtained by using the Advanced Imaging Spectrometer for Applications (AISA) sensors. These images were used to examine the combined performance of the C4.5 algorithm and OBIA to map roofing types and other urban features.
Methodology

Data and Preprocessing
The AISA hyperspectral system provides a pushbroom airborne imaging spectrometer. 36, 37 This system, developed by Specim, integrates several high-quality factors, such as hyperspectral sensors, global navigation satellite system/inertial measurement unit sensors, and data acquisition software. Specim developed the CaliGeoPro software to conduct radiometric and geometric preprocessing (Specim Inc., Oulu, Finland). Two image strips over Universiti Putra Malaysia (UPM) and Kuala Lumpur (KL), Malaysia, were acquired (Fig. 1) . The hyperspectral systems were carried by aircraft to collect the strips over UPM and KL.
1. The UPM strip was recorded over the university campus by using the AISA Classic sensor in 2004. The image was collected with a 1 m spatial resolution, with a spectral resolution ranging from 1 to 2 nm. These data contained 20 spectral bands from 400 to 970 nm. The image was characterized into 10 classes, namely, dark concrete/asbestos roofs, medium concrete roofs, metal roofs, road pavements, bare soil, swimming pool, pond, grass, trees, and shadow. 2. The KL strip was recorded using the AISA Eagle sensor in 2009. The image was collected with a 0.68 m spatial resolution and contained 128 spectral bands from 400 to 970 nm with ∼5 nm bandwidth. Land cover was characterized into eleven classes, namely, metal roofs, asbestos roofs, clay roofs, road pavements, tarmac, water, swimming pool, grass, tree species 1 (Messua ferrea), tree species 2 (Samanea saman), and tree species 3 (Terminalia catappa L.). Field work was conducted to collect ground truth data for different tree types.
The normalized difference vegetation index (NDVI) image was created by using the ratio image of NIR:red to aid the possible classification of dark impervious surfaces, water, and vegetation. We adapted two spectral indices, namely, the normalized difference red edge and red (NDRR) index (red edge:red) and the normalized difference green and red edge (NDGR) index (green:red edge). 8 NDRR was useful in leading the segmentation and classification of roads, whereas NDGR was effective in creating image objects for roofing types. 8 Red edge, red, and green were selected at 726.26, 671.87, and 557.64 nm for the UPM image, respectively, and at 728.39, 643.86, and 573.31 nm for the KL image, respectively.
Quick atmospheric correction (QUAC) was used to convert radiance to reflectance and retrieve the reflectance spectra from the hyperspectral images. This atmospheric correction technique is available in ENVI software and is a visible/NIR through shortwave infrared atmospheric correction which can be applied to multispectral and hyperspectral images. FLAASH is another atmospheric correction tool that depends on the availability of atmospheric parameters and field spectra. In contrast, QUAC determines atmospheric compensation parameters from the scene and provides more approximate atmospheric corrections than FLAASH.
38,39
Object-Based Image Analysis
The OBIA approach was used in this study to discriminate between different types of impervious and natural features in the following steps: (1) segmentation procedures, such as image segmentation and merging of objects, to delineate the boundary of feature classes and generate object primitives; (2) collection of training objects for spatial, spectral, and textural knowledge discovery; (3) rule-set creation by using the C4.5 DM algorithm; (4) classification of hyperspectral images by using rule-based classification and the generated rule sets; (5) accuracy evaluation of the classification results by using the ground truth samples and standard confusion matrix.
Image segmentation
The OBIA used in this study was conducted by using the ENVI feature extraction workflow. To recognize the meaningful shape of the features, image objects should be produced. This process starts with a multiscale edge-based segmentation to partition the images into image objects on the basis of similar spatial, spectral, and textural attributes. Edge-based segmentation was introduced in Ref. 40 and was scaled from 0 to 100. Successful segmentation ideally corresponds to real-world objects. Image segmentation is the initial step taken by OBIA and should divide image features into meaningful regions. However, the selection of a low segmentation scale produces many small segments; this phenomenon is called oversegmentation. By contrast, high segmentation levels result in a few large segments that correspond to different landcover classes. Therefore, careful visual inspection is required to define the segmentation scale. 41 Preventing the creation of oversegmented features is often difficult. On one hand, a low segmentation scale helps preserve the feature shape. On the other hand, the spectral and spatial heterogeneities of urban features produce oversegmented objects. To overcome the issue of oversegmentation, the full lambda schedule algorithm was included in the merging step to unify the adjoining segments relative to their spatial, textural, and spectral information. 42 In the current study, a segmentation scale of 25 and a merging scale of 78 were found to be appropriate for delineating feature classes. These numbers were selected on the basis of trial and error and the visual inspection of each feature class.
Rule-based classification
The rule-based classification technique uses the nearest-neighbor algorithm to conduct image classification. 25 This classification is an advanced feature extraction technique that allows target detections by creating fuzzy rule sets on the basis of spectral, spatial, and textural attributes. The fuzzy rule sets are characterized as greater than (GT), less than (LT), and in between (IB) with numerical values. In the current study, the s-type membership function was used to automatically fuzzify the crisp concepts of GT, LT, and IB. The degree of fuzziness is defined by the concept of fuzzy tolerance between the range of 0.0 and 1.0. When the fuzzy tolerance is 0.0, no fuzzy logic is applied and binary rules are created. 43 An OBIA rule set can be created by using an attribute or set of attributes to implement a classification task. Each band provides four attributes, including minimum (MIN), maximum (MAX), average (AVG), and standard deviation (STD). Furthermore, textural and spatial attributes can be evaluated for feature extraction. 24 Although this technique provides a manual rule generation process, this technique is used more flexibly for multispectral images because of their limited number of bands. For instance, an image with four bands results in a total number of 42 attributes which need to be manually examined. In the case of an image from the AISA Eagle hyperspectral sensor (with 128 bands), 534 attributes will be generated for each image object. Determining the optimal attributes from the previously mentioned number of attributes is extremely time consuming and difficult. Therefore, machine learning and DM can be conducted to determine the pattern of each class type. 28 
Data Mining
Large quantities of data obtained across different disciplines require knowledge discovery and DM to determine useful trends and hidden rules and characteristics. 29 DM examines and characterizes data patterns. The patterns obtained must provide meaningful and advantageous outcomes to generate a model that anticipates data behavior. 28 Therefore, DM techniques provide useful impressions of a dataset to predict the trend of each particular group or cluster.
Decision tree
DT is a powerful knowledge-based machine learning technique that has been extensively used for data classification and predictive modeling. 44 This technique is a nonparametric classification approach that does not require any prior statistical assumption on data distribution. 32 DT generates a hierarchical configuration to map the conditioning factors into homogenous classes with various susceptibility levels. 33 Quinlan 35 indicated the steps to construct DTs. This classifier creates the IF-THEN rule and knowledge model for each leaf. The conditioning factor of a rule (independent variables and their thresholds) can be described by a group of internal nodes and branches from the root to the given leaf. 35, 45 Finally, data are divided on the basis of the classification structure of the DT and rule sets.
In this study, the C4.5 algorithm was used to generate the DT. This algorithm is an extension of ID3 35 and is considered one of the top 10 DM algorithms. 46 The open source implementation of the C4.5 algorithm, namely, the J48 classifier, was completed for this DM task by using the Weka DM tool. 28 The C4.5 algorithm generates the DT from the training dataset and represents a rule from leaves and nodes. This algorithm crosses the DT structure and identifies the optimal split. This process is conducted by using the information gain ratio on the basis of the following mathematical formula:
Information gain ratioðC; XÞ ¼ Information gainðC; XÞ EntropyðC; XÞ ;
where C is the training set with respect to attribute X. Quinlan 35 replaced the information gain split criterion (from ID3 algorithm) with the information gain ratio criterion that penalizes variables with various conditions. The C4.5 algorithm performs a complicated approach to address continuous variables and missing data. 47 This algorithm selects an attribute at each node to represent the highest normalized information gain (difference in entropy) and to split the data for the classification task. 48 Thus, this algorithm uses complex pruning to reduce the complexity of the DT structure and improve the results. 47 Table 1 shows the parameters utilized by the algorithm to improve performance.
Cross-validation
To ensure the accuracy of the rules created from the DT and obtain an accurate prediction of the knowledge model, the accuracy of DTs must be calculated. The standard method of estimating the error rate for a created model is 10-fold cross-validation, which is a statistical method and uses nine-tenths of the data for the training process (DT creation) and leaves the remaining data for the testing process (accuracy evaluation). Finally, the procedure provides the overall error and other accuracy evaluation elements. 
Accuracy Assessment
The quantitative accuracy of the classified images was measured by using an error matrix. 50 The error matrix compared the classified images with reference data. Ground truth data were collected from the field and from previous studies (from the same regions) by Taherzadeh and Shafri 19 and Hamedianfar et al. 8 These reference data were assigned as polygons in the images, and stratified random sampling was used to provide the point samples for accuracy assessment. Goodchild et al. 51 suggested the selection of the minimum number of 50 reference samples for each class. For this reason, we used more than 50 point samples to evaluate mapping accuracies.
Results and Discussions
Image Segmentation and Merging Objects
The edge-based segmentation algorithm was applied in the software. This algorithm is fast and requires only one input parameter (scale level). By suppressing weak edges to different levels, the algorithm can yield multiscale segmentation results from fine to coarse segmentation. 24 The merging step used the full lambda schedule algorithm to iteratively merge the adjacent objects on the basis of their values in the spatial, spectral, and textural attributes. 24 The optimal results improved the delineation of boundaries and reduced the oversegmented parts. Therefore, image segmentation was followed by the merging step to provide image objects for the delineation of surface material boundaries. The segmented vector files contained 5738 and 13,485 objects for UPM and KL, respectively. These vector layers were used as the primary sources of attribute selection for further processing and DM. Figure 2 shows examples of image segmentation and merging objects.
Decision Tree Results
The results of the C4.5 algorithm for the UPM and KL images are presented in the DT structure (Figs. 3 and 4) . This algorithm selected 15 relevant and significant attributes from a total of 110 attributes. The DT contained 31 and 16 leaves. This pattern recognition had a root mean square error and kappa statistic of 0.2 and 0.7, respectively. From the 147 instances, 74% or 109 instances were correctly classified. Several classes, such as bare soil, metal roofs, dark concrete/asbestos roofs, grass, and trees, were divided into two sections by using the C4.5 algorithm. These classes were merged after image classification. In the KL image, the algorithm examined a large number of attributes (542) to construct the DT model, with only 14 attributes for rule-based classification. A total of 193 samples were selected for this DM. Among these samples, 164 were correctly classified. The size of the tree and the number of leaves were 25 and 13, respectively. The 10-fold cross-validation resulted in a root mean square error and kappa statistic of 0.15 and 0.83, respectively. Finally, similar classes were merged after image classification was conducted.
Decision Tree Interpretation for the UPM Result
The C4.5 algorithm selected the AVG-B10 (band at 704 nm) as the main node for constructing the DT. This attribute proved useful for separating classes with high surface reflectance, such as metal roofs and bare soil, from other land-cover classes. To classify the image object of medium concrete roofs, the textural variance information of this object was used to discriminate this class from metal roofs and bare soil. MIN-NDRR was selected to classify metal roofs and bare soil. These two classes were separated by using the texture element of the mean (Tx-Mean) and MAX-NDGR. Although these attributes were useful for spectrally and texturally characterizing the metal roof and bare soil classes, misclassification still occurred. The AVG-B10 values below the threshold of 1.386 comprised the pervious surfaces and dark impervious features. NDRR was selected as an effective attribute to cover the vegetated features, such as grass and trees. Most of the tree objects were classified by MAX-B11 (band at 711 nm). The grass areas and remaining parts of the tree areas showed spectral similarities. Therefore, the color attributes of HUE were chosen to map these features. The MAX-NDGR values above the threshold of 0.298 contained details on pond and swimming pool classes. The texture attribute of variance characterized the pond class because of its average variance difference compared with the swimming pool class. As swimming pool and bright metal roofs encounter spectral confusion, the spatial attribute of MAINDIR removed the spectral heterogeneity between these classes. The AVG-B4 (band at 520.9 nm) covered the information on shadow, dark concrete/asbestos roofs, and roads. The AVG-B4 values below the threshold of 0.877 included the dark features of shadow and dark concrete/asbestos roofs. The spatial attribute of AREA separated the smaller objects of shadow from dark concrete/asbestos roofs. The NDRR index effectively isolated the road pavement. 8 The C4.5 algorithm detected this index to classify road pavements and the remaining objects of dark concrete/asbestos roofs.
Decision Tree Interpretation for the KL Result
The C4.5 algorithm selected spectral indices and spectral attributes for the classification of landcover classes. AVG-NDRR was used to determine the initial node in the DT. The main ability of NDRR is to isolate roads from other impervious surfaces. However, NDRR was effective enough to support the classification of other classes. Roofing types, such as metal and asbestos roofs, contain high levels of spectral confusion with tarmac. MIN-B113 (band at 925.45 nm) and MAX-B121 (band at 964 nm) reduced the spectral similarities between tarmac and metal and asbestos roofs, respectively. To classify the swimming pool below the threshold of AVG-B73 (band at 733.07 nm) and above the threshold of AVG-B45 (band at 601.53 nm), these attributes isolated the swimming pool class from dark features. The NDVI comprises different dark features, such as water, roads, asbestos roofs, and tarmac, with variations in the brightness level. An NDVI threshold >0.11 was classified in the water class. To classify asbestos roofs, the low threshold of NDVI and the high threshold of MAX-B121 were used. These attributes effectively reduced the spectral confusion between the dark parts of tarmac and asbestos roofs. The grass class was classified by using the high thresholds of MIN-B63 (band at 686.23 nm) and MIN-B115 (band at 935.09 nm). These attributes were useful to separate grass from different tree types and spectrally similar clay roofs. The first tree species (Terminalia catappa L.) was extracted by using the low threshold of MIN-B63 and the high threshold of MIN-B74 (band at 737.75 nm). This species has darker and wider leaves compared to other species. Finally, STD-B73 was used to discriminate the second (Mesua ferrea) and third (Samanea saman) tree species. This attribute mitigated the spectral diversity between these two classes. Figure 5 shows the classification results of the UPM image. Surface materials, including metal roofs, dark concrete/asbestos roofs, medium concrete roofs, road pavements, swimming pool, pond, shadow, and bare soil, were mapped by using the combination of object-based classification and DM. This classification achieved an overall accuracy and kappa coefficient of 93.42% and 0.92, respectively. Table 2 shows the producer and user accuracies. Total  60  80  80  80  60  80  80  80  80  80  760 Overall accuracy ¼ 93.42%
Surface Material Maps from the UPM and KL Images
Note: A, shadow; B, dark concrete/asbestos roofs; C, roads; D, pond; E, swimming pool; F, trees; G, grass; H, medium concrete roofs; I, meta roofs; J, bare soil; PA (%), producer accuracy; UA (%), user accuracy (%).
Another combination of object-based classification and DM was used for hyperspectral images from KL. Figure 6 shows the classified image metal roofs, asbestos roofs, clay roofs, road pavements, tarmac, water, swimming pool, grass, tree species 1 (Messua ferrea), tree species 2 (Samanea saman), and tree species 3 (Terminalia catappa L.). Table 3 shows the accuracy evaluation results. This classification resulted in 88.36 overall accuracy and 0.87 kappa coefficient. Although Figs. 5 and 6 show the effective classification of landcover classes, the edge problem can be observed in the images, which could be a result of a noisy or textured area at the edges.
Discussion
The two study areas comprised spatially and spectrally heterogeneous urban land-cover classes, including manmade material types and natural features. The KL hyperspectral images showed more heterogeneous features than the UPM image because of its geographical location at the city center. The diversity of surface materials requires the detailed utilization of the spatial and spectral features in characterizing the classes. 18, 25 Therefore, OBIA was used to classify and delineate the roofing types and other urban features.
The accuracy of feature extraction in OBIA relies on segmentation quality. The optimal segmentation scale contributes to the effective extraction of the boundary of classes and generates fewer errors in classification. As mentioned previously, the results encountered edge problems because of the noisy and textured boundaries in the images. In this study, the final segmented image resulted from the subsequent utilization of the segmentation and merging steps. These scale levels were selected manually and depended on several factors, such as the visual interpretations of the size and distribution of objects, the spatial resolution of images, and the experience of the image analyst. 8, 13, 34 Automated and combined algorithms for the segmentation and merging steps can be a valuable option for the future enhancement of segmentation algorithms in the ENVI feature extraction workflow.
With regard to supervised subspace feature extraction techniques, DAFE, DBFE, and NWFE are usually used in the preprocessing of hyperspectral images. These techniques aim to reduce the dimensionality of images and generate new spectral subspace from hyperspectral images. Zhang and Huang 27 performed supervised feature extraction techniques and unsupervised prior supervised object-based classification. According to their study, these techniques reduced the computational needs of the supervised object-based classification. However, the previously mentioned methods are irrelevant to the rule-based OBIA of hyperspectral images. Rule-based classification requires the best set of rule sets to discriminate and characterize land-cover classes. By contrast, feature extraction methods are incapable of generating such rule sets.
The image analyst can manually create OBIA rule sets or knowledge models. However, generating the knowledge model can be time consuming and complicated when a large number of bands are evaluated. In this case, the detection of rule-set attributes is subject to interaction with the image analyst. As an alternative, the knowledge model can be established by using the DM techniques. The DM approach, together with the C4.5 algorithm, can implement the knowledge model as a useful structure of a DT. In contrast to feature extraction techniques, the DT learning algorithm detects the relevant attributes with the best classification capability on the basis of training samples. This algorithm has the self-feature selection ability to construct splitting rules (classification rules) at internal tree nodes. Therefore, the rule sets from a DT can be implemented in OBIA to extract different land-cover classes. This approach can overcome the subjectivity of analyst interaction and automate the generation of the knowledge model from a dataset with a large number of attributes and image objects. Total 100 100 100 100 100 100 100 100 100 100 100 1100
Overall accuracy ¼ ð972∕1100Þ 88.36%
Note: A, water; B, swimming pool; C, asbestos roof; D, tarmac; e, metal roofs; F, clay roofs; G, tree species 1 (Messua ferrea); H, tree species 2 (Samanea saman); I, roads; J, grass; K, tree species 3 (Terminalia catapa L.); PA (%) = producer accuracy; UA (%), user accuracy (%).
Pal and Mather 30 stated that an increasing number of features causes the performance decline of hyperspectral classification using the DT algorithm. In our study, DM was used to extract the appropriate pattern in hyperspectral images. Therefore, DM contributed to the selection of appropriate bands and attributes from a large dimension of hyperspectral images, thus resulting in high image-classification accuracy. Moreover, DM significantly reduces the trial-and-error approach to determine the appropriate patterns in high-dimensional feature space.
With regard to the previous study of Cavalli et al., 25 we provided an essential and distinct contribution to characterize roofing types and other surface materials. Such a contribution is a result of the implementation of DM to generate DTs and automatically supply the knowledge model for OBIA. Therefore, DM was tested and applied for two hyperspectral images with 20 and 128 bands. The DM+OBIA combination successfully selected and extracted hyperspectral images with high classification accuracies for land-cover classes.
Conclusion
This study presented the integration of OBIA with edge-based segmentation and DM algorithm. The methodology developed contributed to solving detailed land-cover mapping from airborne hyperspectral images. The proposed combination (DM + OBIA) was examined over two different complex urban areas by using hyperspectral images with different spatial and spectral resolutions. The first image (UPM image) contains 20 bands and has a spatial resolution of 1 m, whereas the second image (KL image) contains 128 bands and has a spatial resolution of 0.68 m. The UPM and KL images achieved 93.42 and 88.36% overall accuracy, respectively. DM examined the patterns of different land-cover classes and discriminated different types of surface materials, including manmade and natural features. The spectral indices of NDRR, NDGR, and NDVI reduced the spectral variations of impervious surfaces and were preferred by the DM algorithm in DTs. The high accuracy of object-based classification can be significantly linked to the knowledge discovery produced by the DM algorithm. This algorithm increased the productivity of OBIA, expedited the process of attribute selection, and resulted in an easy-to-use representation of the knowledge model from a DT structure. The DM algorithm provides an efficient way to examine useful information on roofing types and other urban features with regard to the large number of attributes and bands in hyperspectral images. Therefore, DM overcomes the complexity and difficulty related to the high dimensionality of data and bias to the analyst performance.
This study followed the contribution of the automation process in mapping different roofing types and other urban classes. Considering the application of roof-type mapping or urban surface material characterization from airborne hyperspectral images, future studies should expand the DM and OBIA to a cover a wide range of urban areas. Such research can provide focus and influence in the application of DM and OBIA in the detailed mapping of airborne hyperspectral images.
