We introduce a two-parameter expectation thinning operator based on a linear fractional probability generating function. The operator is then used to define a first-order integer-valued autoregressive INAR (1) process. Distributional properties of the INAR (1) process are described. We revisit the Bernoulli-geometric INAR (1) process of Bourguignon and Weiß (2017) and we introduce a new stationary INAR (1) process with a compound negative binomial distribution. Lastly, we show how a proper randomization of our operator leads to a generalized notion of monotonicity for distributions on Z + .
Introduction
Thinning operators have been successfully used in the last thirty years to model time series for count data. These operators preserve the discrete nature of the variates and play the role of a generalized multiplication in the equations that govern integer-valued autoregressive moving average (INARMA) models.
Historically, the binomial thinning operator ⊗ B of Steutel and van Harn (1979) was the first operator used to construct thinning-based INARMA models. It is defined as follows.
Definition 1.1. Let α ∈ (0, 1) and X a Z + -valued random variable. Then
where (B i , i ≥ 1) is a sequence of iid Bernoulli(α) random variables, independent of X.
As noted in Weiß (2008) , binomial thinning-based INARMA models perform well with Poissonian count data, but not as well with variates that exhibit overdispersion or underdispersion. We refer the reader to the excellent survey articles by McKenzie (2003) , Weiß (2008) , and Scotto et al. (2015) for a deeper discussion of these issues.
Alternatives to the binomial thinning operators were proposed by several authors.
These generalized thinning operators have been designed to deal with count data that show overdispersion or underdispersion due in particular to a deflation or an inflation of zeros. We will follow Zhu and Joe (2003) and refer to these operators as expectation thinning operators in the sense that at any given time, the action of the operator on a variate yields a smaller expected count than the value of the variate at that time.
The focus of this article will be on the expectation thinning operators based on linear fractional probability generating functions (pgf's). These operators have been particularly useful in modeling stationary first order integer-valued autoregressive (INAR (1)) processes with geometric, negative binomial, and Poisson-geometric marginal distributions.
In Section 2, we establish that any nondegenerate linear fractional pgf f (s) gives rise, via a suitable re-parameterization, to a two-parameter operator that enjoys a useful semigroup property as well as the standard linearity properties for the conditional means and variances of variates. Moreover, the operator will be of the expectation thinning type if 0 < f ′ (1) < 1. We show that several expectation thinning operators based on specific linear fractional pgf's arise as special cases of our operator (via re-parameterization). These operators are individually referenced at the end of the section.
In Section 3, we use the thinning version of our operator to define a first-order integervalued autoregressive (INAR (1)) process. We state the main distributional properties of the process. We revisit the Bernoulli-geometric INAR (1) process of Bourguignon and Weiß (2017) and show that the range of admissible values of its parameters extends to a larger set. We also propose a stationary INAR (1) model with the zero-modified marginal distribution of Barreto-Souza (2015). Lastly, we introduce a new stationary INAR (1) process with a compound negative binomial distribution and derive the distribution of its innovation sequence.
In Section 4, we show how a proper randomization of our operator leads to a generalized notion of monotonicity for distributions on Z + . Our results are to be seen as generalizations of α-monotonicity introduced by Steutel (1988) (based on binomial thinning) and of (ρ, α)-generalized mononoticity of Jazi and Alamatsaz (2012) (based on an expectation thinning operator driven by a linear fractional pgf).
A two-parameter expectation thinning operator
Let f (s) = a + bs c + ds , s ∈ [0, 1], be a linear fractional pgf, with f (0) < 1. A straightforward power series argument shows that f (s), relabeled henceforth as ψ m,r (s), can be rewritten in the form
where m = f ′ (1), r ≥ 0, and 0 < m ≤ r + 1.
Let
(2.2) R = {(m, r) ∈ R 2 : r ≥ 0 and 0 < m ≤ r + 1}.
We recall that a Z + -valued random variable X is said to have a T-geometric(p) distribution, p ∈ (0, 1) (and T for truncated at zero), if its probability mass function (pmf)
We start out by listing several useful properties of the pgf ψ m,r (s).
Proposition 2.1. Let (m, r) ∈ R and Z a Z + -valued random variable with pgf ψ m,r (s). (iv) Let n ≥ 1. The pmf of the n-fold convolution of {p k } of (2.3) is
Proof: The proof of (i)-(iii) is a simple exercise. For (iv), we note that if Y is a Z + -valued random variable with pgf ψ n m,r (s), then it admits the representation Y
where N ∼ Binomial n, m/(r + 1) and {Y i } is a sequence of iid random variables, independent of N , and such that Y i ∼ T-Geometric 1/(r + 1) . A standard conditioning argument leads to (2.5).
The pmf (2.1) for r < m ≤ r + 1 appears in Bourguignon and Weiß (2017) under a different parameterization (see additional details at the end of the section). The authors named it the BerG distribution as it results from the convolution of a Bernoulli (m − r) distribution and a (non-truncated at zero) geometric 1 r+1 distribution. We extend the label to any (m, r) ∈ R and will refer to a BerG(m, r) distribution as the distribution with pmf (2.1) (or pgf ψ m,r (s)).
Next, we define a binary operation on R as follows:
R equipped with the operation ( * ) is a semigroup. Indeed, R is closed under ( * ) as
It is easily seen that ( * ) is associative and that it admits We note that ( * ) is commutative when restricted to the following sub-semigroups of R: Assume (m, r) ∈ R. By (2.6) and a simple induction argument, we have
The family of pgf's Ψ = (ψ m,r (·), (m, r) ∈ R) enjoys the following semigroup property (proof is omitted). We define the iterates of ψ m,r (s), (m, r) ∈ R, by
We deduce by (2.7)-(2.9) and an induction argument that
We now introduce a two-parameter operator that acts on Z + -valued random variables.
Definition 2.3. Let X be a Z + -valued random variable and (m, r) ∈ R. Then
where {Z i } is a sequence of iid Z + -valued random variables independent of X and with marginal pgf ψ m,r (s) of (2.1). If 0 < m < 1, we will refer to ⊙ as an expectation thinning operator.
If Q(s) is the pgf of X, then the pgf P (s) of (m, r) ⊙ X satisfies (2.13) P (s) = Q(ψ m,r (s)).
The operator ⊙ enjoys the following closure property. where Q is the pgf of X. It follows by (2.9) that is φ(s) = φ(ψ m ′′ ,r ′′ (s)), with (m ′′ , r ′′ ) = (m, r) * (m ′ , r ′ ).
Let X be a Z + -valued random variable and (m, r) ∈ R. We define the k-fold action of (m, r) ⊙ (·) on X by
We will use the notation below without further reference:
Proposition 2.4 and an induction argument lead to the following result.
Corollary 2.5. Let X be a Z + -valued random variable and (m, r) ∈ R. Then
where (m, r) * k is as in (2.8) .
We note that the expectation thinning operator (m, 0) ⊙ X, 0 < m < 1, becomes the binomial thinning operator m ⊗ B X of (1.1) as in this case the Z i 's in (2.12) will have a common Bernoulli(m) distribution.
For m = 1 and r > 0 the ⊙ operator of (2.12) becomes a special case of the van Harn
Indeed, we see by (2.9) that Ψ 1 = (ψ 1,r (·), r ≥ 0) forms a continuous semigroup of pgf's.
In this case the van Harn et al. operator, which we denote by ⊗ Ψ 1 , is defined by
where X is a Z + -valued random variable and {Z i } is a sequence of iid Z + -valued random variables independent of X and with marginal pgf ψ 1,r (s). Since the pgf of e −r ⊗ Ψ X is Q(ψ 1,r (s)), where Q is the pgf of X, we can conclude from (2.13) that
The operator ⊙ becomes a single parameter operator if m = r + 1 or m = r, with Z i ∼ T-Geometric 1/(r + 1) when m = r + 1 and Z i ∼ Geometric 1/(r + 1) when m = r.
Noting that (m, r) = (1, r) * (m, 0) = (m, 0) * (1, r m ), we obtain the following representations of the expectation thinning operator ⊙ in terms of the operators ⊗ Ψ 1 and
Proposition 2.6. Let X be a Z + -valued random variable, 0 < m ≤ 1 and r ≥ 0. Then
We gather several properties of the operator ⊙ in the following proposition. The proofs are omitted as they follow fairly straightforwardly from Proposition 2.1, equation
(2.13), along with standard conditioning and pgf arguments for random summations.
Proposition 2.7. Let (m, r) ∈ R and X a Z + -valued random variable.
(v) For k ≥ 0,
We conclude the section by giving a fairly exhaustive list of expectation thinning operators based on a linear fractional pgf that appeared in the literature. We offer brief comments on how they relate to the ⊙ operator. 
.
(iii) The expectation thinning operator K(α) • (·) of Zhu and Joe (2003) based on the 
(vi) The operator π ⊗ ρ (·) of Jazi and Alamatsaz (2012) based on the pgf ϕ π,ρ (s) =
The additional assumption π + ρ < 1 makes ⊗ ρ an expectation thinning operator. 3. An INAR (1) process
is said to be an INAR (1) process if for any t ≥ 0,
where (ǫ t , t ≥ 1) is an iid sequence of Z + -valued random variables that is assumed independent of the Z variables that define the operator ⊙ in (2.12). {ǫ t } is called the innovation sequence of the INAR (1) process.
The action of ⊙ on X t−1 in (3.1) is performed independently for each t. More precisely, we assume the existence of an array (Z i,t , i ≥ 0, t ≥ 0) of iid Z + -valued random variables, independent of {ǫ t }, such that the array's common pgf is ψ m,r (s) and
These assumptions clearly make the model (3.1) a Markov chain.
In the remainder of this section µ ǫ , σ 2 ǫ (either or both could be infinite) and φ ǫ (s) will denote the marginal common mean, variance and pgf of the innovation sequence {ǫ t } in (3.1).
We list several distributional properties of the INAR (1) process (3.1). The proofs follow from Proposition 2.7 (see also Aly and Bouzar (1994a) ).
Next, we discuss the existence of stationary INAR (1) processes.
Since the INAR (1) process (3.1) is a Markov chain, it is (strictly) stationary if and only if it admits a proper limit distribution (and it is started with that distribution). It is also a well known fact that INAR (1) processes are branching processes with stationary immigration. As such, necessary and sufficient conditions for the stationarity of an INAR (1) process are readily available. We list a few such conditions and refer to Foster and Williamson (1971) and Athreya and Ney (1972) for proofs and further details. 
(iv) The joint pgf of (X t−1 , X t ) is φ ǫ (ψ (m,r) * k (s)) (n ≥ 1), with (m, r) * k as in (2.7)-(2.8). We have by (2.8) that
which implies the infinite order integer-valued moving average (INMA(∞)) representation
where (ǫ ′ j , j = 0, ±1, ±2, · · ·) is a doubly-infinite sequence of iid random variables with common pgf φ ǫ (s). (2017) Then there exists a stationary INAR (1) process governed by (3.1) with a BerG(m ′ , r ′ ) marginal distribution. The innovation sequence {ǫ t } has a marginal distribution that is the convolution of a BerG(m 1 , r 1 ) and a BerG(m 2 , r 2 ), with (m 1 , r 1 ) and (m 2 , r 2 ) as in (3.9) (and noting BerG(m 2 , r 2 ) is degenerate at 0 if r ′ = r 1−m ). Proof: First, we note that by Lemma 3.5 the convolution BerG(m 1 , r 1 ) ⋆ BerG(m 2 , r 2 ) is well defined. Consider a probability space (Ω, F , P ) where are defined a random variable X 0 with a BerG(m ′ , r ′ ) distribution, an array {Z i,t } of iid random variables with a BerG(m, r) distribution, and a sequence {ǫ t } of iid random variables with a BerG(m 1 , r 1 ) ⋆ BerG(m 2 , r 2 ) distribution. We assume X 0 , {ǫ t }, {Z i,t } are mutually independent. Using Barreto-Souza (2015) introduced the stationary INAR (1) process µ) ). The author shows that the distribution of ǫ t is the convolution of two zero-modified geometric distributions, ZMG(π i , µ i ), for some π i and µ i satisfying the inequalities in (3.11), i = 1, 2.
Bourguignon and Weiß
The following re-parameterization,
shows that that the zero-modified distribution with pgf (3.11) can be seen as a BerG(m ′ , r ′ ) distribution (note that 0 < m ′ ≤ 1 + r ′ by the inequalities in (3.11) Proof: We have by (3.8) 
where (m 1 , r 1 ) and (m 2 , r 2 ) are as in (3.9). The constraints 0 ≤ r ′ − m ′ < r 1−m and r ′ ≥ r If we restrict π to the interval [0, 1), then Lemma 3.7 applies to the re-parameterized version (3.12) of the ZMG(π, µ) distribution of (3.11), since 0 < m ′ ≤ r ′ . Therefore, letting (m, r) ∈ R 1 and assuming πµ < r/(1 − m) and µ > r/(1 − m), we can conclude by Proposition 3.8 that there exists a stationary INAR (1) process with a CompNB(m ′ , r ′ , a),
where m ′ and r ′ are as in (3.12) .
Note that if m ′ = r ′ and r ′ ≥ r 1−m , then the CompNB(r ′ , r ′ , a) INAR (1) process in Proposition 3.8 is the stationary INAR (1) process with a negative binomial ( 1 r ′ +1 , a) marginal distribution introduced by Aly and Bouzar (1994a). Moreover, the special case m ′ = r ′ = r 1−m gives rise to a time-reversible stationary INAR (1) process with a negative binomial ( 1−m 1−m+r , a) marginal distribution. Indeed, the joint pgf φ 1 (s 1 , s 2 ) of X t−1 and X t , shown to be by (3.5)
is symmetric in s 1 and s 2 , implying time reversibility. This property in fact characterizes this process as shown in Aly and Bouzar (1994a) . We state the result and refer to their article for a proof (Proposition 5.1, therein). 
Monotonicity
Let M and R be independent random variables such that M has the power distribution on (0, 1) with probability density function (pdf) f M (x) = αx α−1 , α > 0, and R has an exponential distribution with mean θ > 0 and pdf f R (x) = 1 θ e − x θ , x > 0. where W is a Z + -valued random variable independent of (M, R).
We recall (Steutel, 1988 
where M is as in Definition 4.1, W is a Z + -valued random variable independent of M , and ⊗ B is the binomial thinning operator.
We recall two useful characterizations of α-monotonicity. (i) {q n } is α-monotone.
(ii) The pgf Q(z) of {q n } admits the representations
for some pgf G(s).
(iii) For every n ≥ 0, (4.4) (n + α)q n ≥ (n + 1)q n+1 .
We extend Proposition 4.2 to [M, R]-monotonicity. (ii) The pgf φ(s) of X admits the representation
where Q(s) is the pgf of an α-monotone distribution on Z + (cf. (4.2) and (4.3)).
(iii) Let q n = (2θn + 1)p n − θ (n + 1)p n+1 + (n − 1)p n−1 , n ≥ 0 (and p −1 = 0). Then for every n ≥ 0 (4.6) q n ≥ 0 and (n + α)q n ≥ (n + 1)q n+1 .
Proof: X is [M, R]-monotone if and only if its pgf φ(s) takes the form Denoting by {q n } the pmf of Q(s), we deduce from the power series version of (4.9) that q n = p n −θ (n+1)p n+1 −2np n +(n−1)p n−1 . The first part of (4.6) holds trivially and the second part follows from the fact that Q(s) is α-monotone and from Proposition 4.2. Thus (ii) ⇒ (iii). We now assume that (iii) holds. Denote d n = np n − (n − 1)p n−1 , n ≥ 1, and d 0 = 0. Then q n = p n −θ(d n+1 −d n ). This implies that k k=0 q k = n k=0 p k −θd n+1 . Since q k ≥ 0, lim n→∞ n k=0 q k ≤ ∞. This in turn implies that lim n→∞ |d n+1 | ≤ ∞. Noting that d n+1 = n(p n+1 −p n )+p n+1 , neither lim n→∞ |d n+1 | > 0 nor lim n→∞ |d n+1 | = ∞ can hold as that would contradict the fact that ∞ n=0 |p n+1 − p n | < ∞. Therefore, lim n→∞ |d n+1 | = 0. We conclude that {q n } is a pmf and that it is α-monotone, by the second part of (4.6).
The pgf Q(s) of {q n } must satisfy (4.9) (by definition). Solving (4.9) for φ(s) leads to (4.5) . Thus (iii) ⇒ (ii). 
We note that φ(s) = φ 1 (ψ 1,r (s)), where φ 1 (s) is the pgf of an α-monotone distribution.
[M, r]-monotonicity is equivalent to the ⊗ ρ -monotonicity of Jazi and Alamatsaz (2012). 
We note that [1, R]-monotonicity is equivalent to the [Ψ 1 ; 1 θ ]-monotonicity introduced by Aly and Bouzar (2002) . The latter is based on the continuous semigroup of pgf's Ψ 1 = (ψ 1,r (s), r ≥ 0) (see (2.16 ) and the discussion preceding it). is the pgf of a two-point mixture of two distributions on Z + with respective pgf's Q 1 (s)φ 2 (s) and Q 2 (s)φ 1 (s). Claim: Q 1 (s)φ 2 (s) is the pgf of an [α 1 + 1/θ 2 ]-monotone distribution. We denote by {q n } (resp. {p n }) the pmf with pgf Q 1 (s) (resp. φ 2 (s)). Let {(p ⋆ q) n } be the convolution of {q n } and {p n }. We have (n + 1)(p ⋆ q) n+1 = (n + 1) (i + 1)p i+1 q n−i .
Since {q n } is α 1 -monotone, we have (n + 1 − i)q n+1−i ≤ (n − i + α 1 )q n−i (by Proposition 4.2). Therefore, (4.15) (n + 1)(p ⋆ q) n+1 ≤ (n + α 1 )(p ⋆ q) n + n i=0 ((i + 1)p i+1 − ip i )q n−i .
Since {p n } is [M 2 , R 2 ]-monotone, we have by Proposition 4.3 ((i)⇔(iii)) θ 2 ((i + 1)p i+1 + (i − 1)p i−1 ) ≤ (1 + 2θ 2 i)p i , which implies that (i + 1)p i+1 ≤ 1 θ 2 + 2i p i . Therefore, n i=0 ((i + 1)p i+1 − ip i )q n−i ≤ n i=0
( 1 θ2 + i)p i q n−i ≤ (n + 1 θ 2 )(p ⋆ q) n .
It follows from (4.15) that (n + 1)(p ⋆ q) n+1 ≤ n + α 1 + 1 θ 2 (p ⋆ q) n , from which we conclude {(p ⋆ q) n } is [α 1 + 1/θ 2 ]-monotone, thus proving the claim. Using the exact same argument, one can show that Q 2 (s)φ 1 (s) is the pgf of an [α 2 + 1 θ 1 ]-monotone distribution. Since a-monotonicity implies b-monotonicity if 0 < a < b, it ensues that Q(s) of (4.14) is the pgf of a two-point mixture of [α 1 +α 2 +1/θ 1 +1/θ 2 ]-monotone distributions, which trivially implies the said two-point mixture is itself [α 1 +α 2 +1/θ 1 +1/θ 2 ]-monotone.
We conclude by (4.13) and Proposition 4.3 that X 1 + X 2 is [M ′ , R ′ ]-monotone, where M ′ and R ′ are independent random variables, M ′ has the power distribution with parameter α = α 1 +α 2 +1/θ 1 +1/θ 2 and R ′ has an exponnetial distribution with mean θ = θ 1 θ 2 /(θ 1 + θ 2 ).
Using the pgf argument in the first part of the proof of Proposition 4.5, along with (4.10) and (4.11), one can show the following holds true (cf. Proposition 4.5 for the notation). 
