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Abstract
During the late stage of planet formation, a system is often dynamically packed with protoplan-
ets. These bodies collide together and are ejected from the system to form the final planets. The
duration of stability before these dynamical interactions occur is dependent on the initial separation
of the bodies in a system. Previous works have shown that the time before a planet-planet close
encounter is exponential with the initial planet spacing measured in units of mutual Hill radius. We
investigate the limitations of these previous studies. We find that systems that are initially similar
can have larger differences in stability times than in the limited cases of equal-mass and copla-
nar planets. First, we perform N-body integrations on a large number of systems with non-equal
masses and equal Hill spacing. We find that the stability time relationship is heteroscedastic and
best described by an increasing standard deviation with planet spacing. Second, we investigate
the time until a planet-planet collision in systems with non-coplanar planets. We find that when
systems with non-zero mutual inclinations experience a close encounter a significant potion do not
promptly experience a planet-planet collision. Systems with significant inclinations can continue
to evolve without a collision or ejection for over 1,000 times longer than the encounter time. Both
of these studies and their findings influence the duration of late-stage planet formation and the
stability of observed closely-packed exoplanetary systems.
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Chapter 1: Introduction
1.1 Formation of Planetary Systems
Some of the oldest theories of planet formation feature planets forming out of a flattened disk
of gas and condensed matter (Kant 1969). Protoplanetary disk formation is motivated by the very
circular and coplanar orbits of the solar system and has now been observed in other systems by the
Atacama Large Millimeter/submillimeter Array (Zhang et al. 2018). From this, the “planetesimal
hypothesis” evolved which describes how planets grow by collisions under these initial conditions
(Safronov 1967). The model is classically described in three stages. First, planetesimals of one to
ten kilometers grow from low-velocity collisions of dust grains (Weidenschilling 1997). Second,
bodies continue to grow through gravitational interactions; “feeding” on the small bodies that are
within their Hill sphere. The Hill sphere is the region where a planet dominates the gravitational
force on a particle. Larger bodies grow faster by additional accretion through gas drag (Wetherill &
Stewart 1989). In the last stage as the gas disk dissipates, these planet embryos of around 3000 km
in diameter perturb one another though dynamical interactions. Orbital crossings send the system
into chaotic evolution which results in collisions between and ejections of the embryos to form the
final planets (Wetherill & Stewart 1993). The planetesimal model of in-situ formation and steady
evolution describes the solar system well with circular, coplanar planets that are widely spaced and
have a progression from terrestrial to gas giant.
The diversity of observed exoplanets has raised questions about the classical model of planet
formation. There are now 4,117 confirmed planets and 669 multiple planet systems (http://exoplanet.
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eu, as of 3 Oct 2019). Because of their large size and close-in orbits, “Hot Jupiters” were some
of the first exoplanets found. With orbital periods less than ten days (Wang et al. 2015), this was
an unexpected class of planets. In classical models the minimal distance a Jupiter-type planet can
form is several times the distance from the sun to the Earth (Rasio & Ford 1996). Many scenarios
have been proposed for the formation of Hot Jupiters including perturbations from stellar compan-
ions (Ford & Rasio 2008), Kozai oscillations (Mazeh et al. 2016), and in-situ formation (Batygin
et al. 2016). Planet-planet scattering has been shown to be a major component through the Jump-
ing Jupiter Model (Marzari & Weidenschilling 2002). Planet-planet scattering can greatly increase
eccentricity, which then can be damped out to form Hot Jupiters (Chatterjee et al. 2008).
A second surprise in the exoplanet data is that planets can be much more tightly packed to-
gether than in the solar system (Beaugé et al. 2012). A great improvement on planet formation
models has been the understanding of migration and mean motion resonances. Mean motion reso-
nance (MMR) is when two planets have periods that are simple integer ratios. This leads to them
having regular, periodic gravitational effects on each other that can either increase or decrease sta-
bility. Lissauer et al. (2011), Fabrycky et al. (2014), and Steffen & Hwang (2015) show that there
is a significant amount of systems with pairs of planets in MMR in the data from NASA’s Kepler
mission (Borucki et al. 2010). Furthermore Weiss et al. (2018), show multi-planet systems often
have chains of resonances where each pair is in MMR. Showing how these systems form in-situ
or through slow migration without the system becoming dynamically unstable is essential to un-
derstanding these closely-packed architectures (Terquem & Papaloizou 2007; Izidoro et al. 2014;
Schlaufman 2014).
Diverse exoplanet systems, such as Hot Jupiters and MMR chains, are better understood when
by reexamining the late stages of planet formation. The properties of the final planets are de-
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termined by the dynamical interactions of the preceding embryos. Understanding how long the
system is dynamically stable for is essential to understanding the late stage of formation.
1.2 Stability Times of Closely-Packed Systems
Many of the exoplanets that have been observed orbit in close proximity to each other. Exam-
ples of compact systems are Kepler-11 with six planets within 0.5 AU of a G-type star (Lissauer
et al. 2011) and TRAPPIST-1 with seven planets within 0.06 AU of an M-dwarf star (Gillon et al.
2017). Most of the high-multiplicity systems are “dynamically packed”, so that an additional
planet would be unstable (Fang & Margot 2013). Raymond et al. (2009), Pu & Wu (2015), and
Volk & Gladman (2015) show that dynamical instabilities can clear out planetary embryos that are
initially even more packed to form the observed systems. In the post-gas disk phase, eccentricities
of embryos will grow through gravitational perturbations until their orbits cross. When the bodies
encounter one another the system enters a time of instability and chaotic evolution.
A planetary system with only two bodies can be strictly stable when the difference between
the semi-major axes exceeds 2
√
3 times their mutual Hill radius (Gladman 1993). The mutual Hill
radius is defined as
RH = [(m1 +m2)/3M]1/3[(a1 +a2)/2], (1.1)
where m1 and m2 are the planetary masses, a1 and a2 are their semi-major axes, and M is the mass
of the central body. Consequently, planet separation can be defined in terms of a spacing parameter,
∆, as
a2−a1 = ∆RH . (1.2)
The spacing is denoted as ‘K’ in Marzari & Weidenschilling (2002) and ‘β ’ in Smith & Lissauer
3









where X here is the mass parameter, X = 12([m1+m2]/3M)
1/3. An alternative definition is derived
in Deck et al. (2013) and the definitions are compared in Wu et al. (2019), but both are comparable
in the mass range we are interested in.
In systems with more than two planetary bodies the energy and angular momentum of a given
planet pair are not conserved because of perturbations from the additional planets. This results in
the orbits of the planets eventually crossing one another, even in systems with initially large sepa-
rations, see Fig. 1.1. Chambers et al. (1996) is one of the first to study these complex interactions
as they pertain to multi-body systems. Through orbital calculations of equal-mass protoplanets
on initially circular and coplanar orbits, they find an exponential relationship between the orbital
spacing and the time from initial conditions to the first close encounter (defined as a separation of
less than one mutual Hill Radius). We refer to this time as the “encounter time” or “stability time”.
The relationship found through numerical methods is given by
log(t) = b(∆)+ c. (1.4)
The values of the constants depend on planet mass, multiplicity, eccentricity and inclination as
shown in Chambers et al. (1996); Yoshinaga et al. (1999). We confirm this relationship for a
variety of systems shown in Fig. 3.1 and 4.1.
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Figure 1.1: The evolution of a equally-spaced, near-coplanar, and near-circular 4-planet system.
Planets are numbered by their initial position from inner to outer. Solid lines, dashed lines, and
dotted lines are the semi-major axis, pericenter, and apocenter respectfully. The eccentricities in
this system increase until a close encounter occurs between Planet 3 and 4 at approximately 2,500
years. Planet 1 and 2 then collide and merge at approximately 3,000 years.
1.3 Assumptions of Previous Studies
Since the constants in the stability time relationship depends on several parameters of the plan-
etary system, the parameter space has been explored by many studies using numerical integrations
(e.g. Chambers et al. (1996); Yoshinaga et al. (1999); Zhou et al. (2007); Chatterjee et al. (2008);
Smith & Lissauer (2009); Funk et al. (2010); Obertas et al. (2017); Rice et al. (2018)). However,
there is not a consensus on a theoretical understanding of this relationship (see theoretical explana-
tions of Zhou et al. (2007); Quillen (2011); Yalinewich & Petrovich (2019)). Therefore to study the
relationship further, studies have limited the parameter space to detail how the relationship varies
for specific parameters.
One such parameter that has been limited is the mass of each planet in the system. Chambers
5
et al. (1996) included in their analysis a set of 20-planet systems with masses that ranged by a
factor of five and showed that the relationship persists. However, they reported a drop in stability
time at large ∆ which they claim is from the eccentricities of less massive embryos being easier to
excite in varied-mass systems. Since Chambers et al. (1996) also showed the relationship is only
weakly dependent on mass, most later work has simplified analyses by using equal-mass planets.
Many studies further limit the parameter space by analyzing only coplanar systems (Zhou et al.
2007; Faber & Quillen 2007; Shikita et al. 2010; Matsumoto et al. 2012; Morrison & Kratter 2016;
Obertas et al. 2017; Quarles & Lissauer 2018; Gratia & Lissauer 2019). Also common in these
studies is equating the “stability time” of the system with the “encounter time” (Veras & Armitage
2004; Smith & Lissauer 2009; Pu & Wu 2015), and assume that the system changes architecture
through a planet-planet collision or ejection soon after the system experiences an orbital crossing.
Ford et al. (2001) and Ford & Rasio (2008) relax the coplanar constraint for two planet systems and
analyze encounter, collision and ejection times. For the case of non-coplanar, multi-body systems,
the timescales of system-shaping events are analyzed in the specific case of Kepler-11 by Hwang
et al. (2017) and in close-in systems of a < 0.15 AU by Petrovich et al. (2014). Additionally this
has been explored to explain large observed planets, Marzari & Weidenschilling (2002); Chatter-
jee et al. (2008); Dawson et al. (2016) who use inclined systems and focus on the final orbital
properties of giant planets and super earths after planet-planet scatterings and collisions.
1.4 Thesis Overview
In this thesis, we investigate the stability time of a large range of planetary systems. We ad-
dress the limitations of previous studies by relaxing the conditions of equal-mass, circularity, and
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coplanarity. We use N-body integrations to analyze over 20,000 idealized planetary systems. The
integration method and the system setups are outlined in Chapter 2. We analyze systems with
non-equal mass and equal spacing in Chapter 3. Each mass in a system is given a normal-deviation
in Section 3.2 and drawn from a uniform distribution in Section 3.3. In Chapter 4, we examine
the long term evolution of systems with various initial inclinations. We show how inclination and
eccentricity evolve after a close encounter (Sec. 4.2) and how this can lead to first collision times
that are over 1,000 times longer than the first encounter times (Sec. 4.3). Our work shows that sta-
bility times can be much more varied for similarly spaced systems than in the previous literature.




As discussed in Chapter 1 a system of more than two planets has a limited stability time because
of gravitational perturbations from the additional planets. This result arises from the chaotic nature





, i = 1..N (2.1)
where mi and~ri are the mass and position of a particle. Each particle feels the gravitational force
of all the other bodies given by
Fi = G ∑
j 6=i
m j
r j− ri∣∣r j− ri∣∣3 , i = 1..N. (2.2)
These equations can only be analytically solved for the choice of N = 2, which was first done by
Johann Bernoulli in 1710 (Speiser 1996). For n > 3 , the system can only be described in limited
cases and by numerically integrating the differential equations.
Many numerical methods have been developed to analyze N-body systems. They have been
used on a wide range of systems from the Earth-Sun-Moon (Newton 1687) to stellar clusters (Hur-
ley & Mackey 2010) to galaxy interactions (Barnes & Hernquist 1992). In this work, we use an
energy conserving Bulirsch-Stoer (B-S) method when simulations are continued past a close en-
counter and a sympletic integrator when only integrating to the first close encounter. The B-S
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method uses a variable timestep within a modified midpoint and polynomial interpolation integra-
tion to give slow but accurate simulations (Eggl & Dvorak 2010). In this work we do not include
relativity or external forces (e.g. gas disk), so the conservative method is appropriate.
For faster simulations, where we are only interested in the time until the first close encounter,
we use a sympletic integrator. Specifically we use a second-order mixed-variable algorithm de-
tailed in Wisdom et al. (1996). Sympletic integrators force the system to obey Hamiltonian equa-
tions, leading to inaccuracies when planets pass closer than their Hill Radii. This would lead to
less accurate results if we continued the simulations, but the time until the planets come within one
Hill radius is still accurate.
For example, Fig. 2.1 shows the evolution of one 4-planet system with the B-S method. This
system “survives” without a planetary collision for a much longer time after the first close en-
counter than the system in Fig. 1.1. The system becomes chaotic after the first close encounter
marked by large changes in semi-major axes and eccentricities. In particular, Planet One (labeled
by their initial positions from inner to outer) experiences large changes of more than 10% in semi-
major axis in less that 100 orbits. Planet One becomes the third body from the star after 10,000
years. Throughout this chaotic period the planets are experiencing many orbital crossings. The
astrophysics behind this long-term survival will be discussed in Chapter 4.
2.2 Simulation Technique
To run our N-body integrations we use the orbital dynamics package, MERCURY6.2 (Cham-
bers 1999). The two main studies that make up this work have different initial conditions which
will be detailed in Section 3.1 and Section 4.1. We run large samples of systems for statistical
9
Figure 2.1: The evolution of an initially equally-spaced, near-coplanar, and near-circular 4-planet
system. Planets are numbered by their initial position from inner to outer. Solid lines, dashed lines,
and dotted lines are the semi-major axis, pericenter, and apocenter respectfully. The system’s first
close encounter occurs near the beginning while the first planetary collision happens near the end
of the time shown here; separated by nearly over 15,000 years of simulated time.
analysis. One figure often encompasses 1,000 to 10,000 planetary systems. A large sample of
systems with similar initial conditions will be referred to as a “suite”. Simulations were supported
by the Cherry Creek computing cluster at the University of Nevada, Las Vegas.
Many conditions of both the integrator and the planetary systems will remain the same through-
out our studies. MERCURY’s accuracy parameter, which is the maximum energy change allowed
in one time step with the conservative methods, is always set to 10−12. The innermost planet dic-
tates the integrator’s initial timestep which is set to less than 1/20th of the inner period. The planets
are placed around a central body of 1.0 M and 1.0 R.
The planetary system in this study are initialized with equal orbital spacing in terms of their
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mutual Hill radii. For small eccentricities and inclinations, combining Eq. 1.1 and Eq. 1.2 gives
a2 = a1(2+∆K)/(2−∆K), (2.3)
where ∆ is the chosen separation and K for a pair of planets of mass m1 (inner) and m2 (outer)
around a central body of mass M is given by K = ([m1 +m2]/3M)1/3. Once the inner planet’s
orbit is chosen the equal spacing imposed on the system and the masses of adjacent planets dictate
the next planet’s and subsequent planets’ semi-major axes given by Eq. 2.3. Notably, for equal-
mass planets (further discussed in Chapter 3) this equal spacing keeps the ratio of semi-major axis









Table 2.1: Initial conditions for the system and each of the four planets across simulations
Parameter Details
Central Mass (M) 1.0 M
Planet Multiplicity 4
Planet Mass Reported in Section
Semi-Major Axis (AU) Eq.(2.3)
Eccentricity Rayleigh random
Inclination (◦) Rayleigh random
Arg. of Pericenter (◦) Random uniform 0-360
Long. of Ascend. Node (◦) Random uniform 0-360
Mean Anomaly (◦) Random uniform 0-360
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These parameters and the other orbital elements of the planets are detailed in Table 2.1. Our
idealized planetary systems in this study will consists of four planets to eliminate variability in
planet multiplicity and to be comparable with observable systems—50 systems in the California
Kepler Survey have ≥ 4 planets (Weiss et al. 2018). We use a Rayleigh distribution to draw eccen-
tricities and inclinations. As shown in Fang & Margot (2013), Rayleigh distributions approximate
these orbital elements in observed systems. For our near-coplanar and near-circular systems we
use a small Rayleigh scale parameter of 10−5 ·
√
2/π , which controls our random values to be
typically between 10−6 and 10−4. The three remaining orbital parameters—the longitude of the
ascending node, argument of periapsis, and mean anomaly—are chosen uniformly from 0− 2π .
We do not impose a minimum angular separation on our planets, this choice was reported to not
alter the orbital crossing time for systems with ∆ > ∆c in Obertas et al. (2017).
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Chapter 3: Variable Mass with Equal Spacing
3.1 Stability Time of Equal Mass Kepler-like Systems
This chapter covers our study of stability times in non-equal mass systems. The most high-
resolution study to date is Obertas et al. (2017). They use systems of five Earth-mass planet on
co-planar and circular orbits with a solar-mass star. They are the first to capture in detail the
modulation of the stability time relationship by first and second-order mean motion resonances
(MMR) between adjacent and next-adjacent planets. Also mentioned in Chambers et al. (1996);
Marzari & Weidenschilling (2002); Pu & Wu (2015), the chains of MMR in these multi-planet
systems cause systems to deviate from the expected stability time by up to an order of magnitude.
The use of equal-mass bodies with equal separations implies that the bodies are in equal period
ratios, as seen in Eq. 2.4. This sets up the systems in these resonance configurations which causes
regular perturbations between the bodies. The structure has also been detailed more recently in
Quarles & Lissauer (2018) in the specific case of binary star systems.
We show our own confirmation of Obertas et al. (2017) in Fig. 3.1. We run 1,000 simulations
of systems with four equal-1M⊕ planets around a sun-like star with the innermost planet at 0.1 AU.
The systems are kept near-circular and near-coplanar to be comparable with previous literature and
our work presented in Chapter 4. Stability time is measured by the first close encounter between
two planets of less than one Hill radius in a system in units of the innermost planet’s orbital period
(here ∼11.55 days). We show further confirmation in Rice et al. (2018) that stability time is scale
invariant when measured in these units.
13
3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0










1.068 1.079 1.089 1.099 1.110 1.120 1.131 1.142
Adjacent Period Ratio
[3.39,8) = 1000
Figure 3.1: The time to the first close encounter of less than one Hill radius between two planets
in terms of the innermost planet’s orbital period against spacing measured in mutual Hill radii
for 1,000 systems of four, equal Earth-mass planets. Systems simulated and analyzed with least-
squares regression between ∆crit ≤ ∆ ≤ 7 (Eq. 1.3). Top axis shows the period ratio between
adjacent planets in the systems. Note that this axis is not linear and is determined by Eq. 2.4.
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The structure from MMRs are apparent in our data. The top axis in Fig. 3.1 shows the period
ratio of adjacent planets in the systems. For example, the dip around the 1.110 tick mark corre-
sponds with a first order MMR with period ratio of 10:9 between adjacent planets in the system.
Not shown in the figure is the period ratio between next-nearest planets. In four-planet, equal-mass
systems, if P1 and P3 are in resonance, P2 and P4 will also be. These next-nearest resonances were
also shown to correlate with dips in Obertas et al. (2017), although there are degeneracies in de-
ciding which period ratio is responsible for a dip. In Fig. 3.2, we show more of these resonance
structures and how they differ for systems with different masses for their equal-mass planets.
2 3 4 5 6 7 8

















Figure 3.2: Three 1,000 system suites of equal-mass planets: 5.5M⊕ (blue), 1M⊕ (red), and 10M⊕
(purple). Grey dots in back are discussed in Fig. 3.6. Different masses have different resonance
features. Simple least-squares regressions for each suite between ∆crit and ∆ = 7.
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3.2 Removing Mean-Motion Resonance Structure
The structure from MMR in the exponential relationship of stability time with orbital spacing
has been useful in the study of observed systems. One must evoke resonances to describe the long
term stability of old, dynamically-packed planetary systems discovered by Kepler (Fang & Margot
2013; Weiss et al. 2018) and the Trappist-1 planetary system (Tamayo et al. 2017). However, the
average planetary system found by Kepler is not in resonance (Steffen & Hwang 2015).
As discussed in the previous section, these changes in stability time from MMRs appear in
the relationship because of the equal period ratio of all the planets in each simulated system. Our
study is interested in detailing the stability time relationship without the additional structure from
MMR. To do so we use a varied planetary mass while keeping equal spacing. Since the spacing is
measured by the mutual Hill radius of the adjacent planets (Eq. 1.1), having non-equal mass means
that the planets no longer create chains of equal period ratio. This prescription is complimentary
to, but not equal to, systems with non-equal separations which were explored in Wu et al. (2019).
We perform suites of simulations with Kepler-like systems described in the previous section
and in Chapter 2. The mass of each planet in each system is chosen from a normal distribution,
N (µ,σ2). The mean value is kept at one Earth-mass while we varying the standard deviation
across the suites. Systems are simulated randomly from ∆crit,1M⊕ ≤ ∆ ≤ 7 where ∆crit given by
Eq. 1.3. The semi-major axes are given by the chosen ∆ and the mass of the planet and the mass of
it’s interior neighbor (see Eq. 2.3). All simulations had a close encounter within 108 orbits of the
innermost planet. The results are shown in Fig. 3.3.
As the standard deviation is increased from 0.01 to 0.3 M⊕, the structure in the stability time
relationship is destroyed. This can be seen visually as the means of small bins of systems with
16
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Figure 3.3: Stability time for suites of simulations with non-equal mass planets. The mass of each
planet in the system is chosen from a normal distribution with µ = 1M⊕ and σ shown in the legend.
Systems are spaced by ∆ and by the mutual Hill radius of each set of adjacent planets in the system.
The mean value of systems in bins 0.1∆ wide are shown in red. Compare to the equal mass of Fig
3.1.
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Figure 3.4: Shown is a representation of how much the mean values of the bins in Fig. 3.3. The
residual percentage is the ratio of the absolute difference between the mean and predicted value
from the linear regression to the predicted value. With no variation in mass (Fig. 3.1) the residual
% can be up to 15%.
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similar ∆ becomes closer to the least-squares regression line. In Fig. 3.4, we show the amount the
binned mean varies from the regression in percent of the expected regression value. The residuals
for the σ = 0.3 systems (∼1.4%) are on average over 4 times smaller than that of the σ = 0.01
systems (∼6%). From our simulations, a standard deviation which is 30% of the average mass
effectively removes the structure detailed in Obertas et al. (2017).
3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0













Figure 3.5: The period ratio between every pair of adjacent planets in the 1,000 σm = 0.3M⊕
systems are measured. Shown here is the standard deviation of period ratio in 0.1 wide bins of ∆.
Black line shows the regression of the simulated standard deviations while red crosses show the
expected deviation from error propagation using the variance formula. It is expected that adding a
normal deviance of this size to the period ratios in systems will result in no MMR structures in the
stability relationship.
From the error propagation of a standard deviation of 0.3 M⊕, we can find the deviation in
period ratio needed to smooth out the structure in the stability time. We use the variance formula







where Pratio is given in Eq. 2.4 and σK is given by the derivative of K multiplied by σm1+m2 =
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√
0.18. The results of the error analysis are shown in Fig. 3.5 and are non-linear with separation.
In the figure we also include a term under the square root in Eq. 3.1 for the uniform binning
process, but this term is negligible for K << ∆. The expected values are consistent with the
measured deviation of the 3,000 simulated initial period ratios in the 1,000 systems. To exemplify
this result, consider the dip at ∆ = 5.5 which we claimed in Sec. 3.1 was from the 10:9 MMR.
A normal deviation in the period ratio of the planets of ∼ 0.0082 is enough for the systems with
Pj/Pi ≈ 1.111 to remain stable for longer.
3.3 The Heteroscedasticity of Stability Time
As seen in the previous section, adding variation to the individual planetary mass in systems of
equal mutual Hill-radius spacing removes the MMR structure. However, for a given ∆ the mean
and minimum values remain separated by one to two orders of magnitude in time encompassing
the “wiggle” of the MMR structure. Here, we take our simulations further by varying mass by
up to a factor of ten. Each planet’s mass is chosen from a uniform distribution between 1 and
10 M⊕. The stability time for 5,000 of these heterogeneous mass systems are shown in Fig. 3.6
with an additional 500 that extend our spacing to ∆ = 10 and integration time to 1010 orbits. The
exponential relationship between the spacing and the stability time is maintained for these systems,
and no MMR structures are visually apparent.
We show two further visualisations of the data in Fig. 3.7. On the left, systems are colored by
their average mass. There is no visual difference in high average mass system compared to low
average mass systems. The percent difference in the slope of the high mass linear regression versus
the low mass is 4%. Fig. 3.7 Right, is a violin plot which shows the distribution of the stability
20
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Figure 3.6: Stability time in terms of the innermost planet’s period against the spacing of the
system in mutual hill radii of adjacent planets. Each planet’s mass in the four planet systems is
chosen uniformly from 1 M⊕ to 10 M⊕. 5,000 systems (black dots) are simulated with ∆ = [2,8)
and maximum integration time of 109 orbits. An additional 500 systems (purple x’s) are simulated
with ∆ = [7,10) and maximum integration time of 1010 orbits. Systems shown as triangles did not
have a close-encounter of less than 1 Hill Radius within the maximum integration time.
time at a certain ∆. The binned stability time is fairly log-normal. We confirm in Rice et al. (2018)
that stability times in systems with a specific spacing are log-normal.
Apparent in the data is that the variance of stability time is dependent on the separation. Data
with non-constant dispersion is referred to as “heteroscedastic”. Classical least-squares regressions
assume constant standard deviation and normally distributed data. Hence, we build a Bayesian
Linear Regression which minimizes the r2 value by sampling values from prior distributions and
finding the posterior distributions which quantify the uncertainty in slope, intercept, and standard
deviation. To do so we use a Markov Chain Monte Carlo (MCMC) with a number of chains equal to
the number of parameters and at least a total of 10,000 sample draws across all chains. Fig. 3.8 plots
21
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Figure 3.7: Two further analyses of the data in Fig. 3.6. Left, the systems are colored by the average
mass of their 4 planets, and linear regressions are shown for all systems with average mass≥ 7 M⊕
and ≤ 4 M⊕. Right, a violin plot showing the distribution of stability times for all systems in 0.2 ∆
wide bins. Means and medians of the bins are plotted for the systems up to ∆ = 7. Larger values of
∆ are under-sampled; the average amount of systems in the bins of corresponding color are shown
in the bottom left.
the mean of the posterior distribution for our region of analysis, ∆crit,5.5M⊕ < ∆< 7, which contains
3,034 systems. In this region 0.3% of systems did not have a close encounter within our integration
time and are given the maximum time of 109 orbits for analysis. The regression, log(tc/Ti) =
1.267+0.023−0.023∆− 2.551
+0.120
−0.127, has a constant standard deviation of σ=0.692
+0.017
−0.019 (where ± show
the 95% Highest Posterior Density (HPD) regions).
To detail the heteroscedasticity of the data, we build a model with linearly increasing standard
deviation and with quadratic increasing standard deviation. The responses are modeled as y ∼
N (m∆+ b,σm∆+σb) and y ∼ N (m∆+ b,σa∆2 +σb∆+σc) respectfully. Fig. 3.9 shows the
MCMC results for the linearly increasing deviation. The MCMC shows good convergence and
produces a model of stability time where log(tc/Ti) = 1.233+0.020−0.019∆− 2.382
+0.091
−0.088. Notice that
these are better constrained than the linear model. The deviation is given by σ = 0.200+0.012−0.012∆−
0.396+0.054−0.056.
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±1( )
Figure 3.8: The solid blue line shows the linear regression of system stability time with planet
spacing for the 3,034 systems within our region of analysis (∆crit < ∆ < 7). The 9 systems without
a close encounter of < 1 Hill radius within the integration time are given the maximum integration
time of 109 orbits of the innermost planet (∼11.55 days) in our analyses. Dashed red line shows
the plus and minus one standard deviation lines.
We use the mean value of the posteriors for simplicity when plotting. Fig. 3.10 shows the
equations for the standard deviation for our two models. We compare this to the measured deviation
in our data by binning the systems in 0.1 wide bins in ∆. Visually neither model captures the
complexity in the increasing standard deviation. Fig. 3.11 shows the models extended past our
analysis range on the data. The quadratic model does have a strange physical feature where the
−1σ line will reach a maximum at ∆≈ 13.2.
To compare our models statistically, we use the Watanabe-Akaike information criterion, also
known as the widely applicable information criterion (WAIC) (Watanabe 2010). It generalizes the
Akaike information criterion for singular statistical models and is comparable to the Widely ap-
plicable Bayesian information criterion (WBIC) (Watanabe 2013). It estimates the out-of-sample
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Figure 3.9: Top, the simulated posterior distributions for four independent Markov Chains, show-
ing both the posterior frequency and the sample values over the 4,000 sample draws. Chains show
good convergence. Bottom, combined posterior distributions of all chains for the four model vari-
ables with mean and quartile information. 95% highest posterior density (HPD) region shown.
24
3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0






. . + .
Figure 3.10: The standard deviations of stability time in bins 0.1 ∆ wide are measured for the 3,034
systems with ∆crit < ∆ < 7. Each bin has > 70 systems. The measured values from the simulations
are compared to the linear and quadratic standard deviation models. Mean values of the posteriors
used (e.g. Fig. 3.9 bottom). Although it is not clear visually which model is better, the data is
clearly heteroscedastic.
expectation using the computed log-pointwise posterior predictive density and corrects for the ef-
fective number of parameters. WAIC unlike other information criterion averages over the posterior
distribution rather than using a point estimate (Gelman et al. 2014). The lower the WAIC is the
better the model fits the data. In Table 3.1, we report the WAIC and the standard error in the cri-
terion for our three Bayesian linear regressions with different models for the standard deviation.
There is a large drop in WAIC when using a non-constant deviation model. The quadratic model
has the lowest WAIC, but it is well within the standard error of the WAIC for the linear model. It
remains unclear of how to best model the heteroscedasticity of the stability time.
25
Table 3.1: Widely-Applicable Information Criteria and standard error in the criterion for three
models of how the standard deviation in encounter time varies with orbital spacing.
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Figure 3.11: Stability time shown for 5,000 systems simulated with ∆ = [2,8) and model linear
regression. Top plots the model with linearly increasing standard deviation and Bottom plots the
quadratic increasing standard deviation. We only plot the mean values from the posterior distri-




By using equal-mass planets previous studies have found that chains of mean motion reso-
nances have a strong effect on the stability time of planetary systems. This finding is driven by the
use of equal Hill spacing which is equatable to equal period ratio when using equal-mass planets.
In this chapter, we explored the limitations of equal mass by using non-equal-mass planets while
keeping the system equally spaced by mutual Hill radii.
Because of the MMR modulations, the frequentist least-squares regressions used in previous
studies (Chambers et al. 1996; Obertas et al. 2017; Wu et al. 2019; Gratia & Lissauer 2019) were
sensitive to heteroscedasticity and the range chosen for analysis. In Fig. 3.2, our least-squares
regression for equal-10 M⊕ systems is strongly influenced by the large increase in stability time
near ∆ ≈ 6. This bump is surrounded by the 5:4 and the 4:3 first order MMR between adjacent
planets which occur at approximately separations of ∆ = 5.5 and ∆ = 7, respectfully. By adding a
variation to the mass of each planet while keeping equal mutual Hill spacing, we showed how to
smooth the relationship over these modulations. Choosing mass from a normal distribution with a
σ = 0.3M⊕ is adequate in destroying the modulations of stability time for one Earth-mass systems
(Fig. 3.3 and 3.4).
The non-equal masses create an interesting perturbation in the period ratio between planet’s in
each system, shown in Fig. 3.5. The deviation in period ratio is non-linear, but it is approximately
a linear effect with ∆ in our analysis region. The ratios in our simulations vary twice as much at
∆ = 7 than at ∆ = 3.5. Since, stronger resonances (closer to 2:1) cause larger variation in stability
time, as seen in Obertas et al. (2017), and have larger resonance widths, this is an effective method
of destroying MMR chains.
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We further our study by choosing each planet’s mass from a uniform distribution between
one and ten Earth masses. This fully smooths out resonance modulations, but the exponential
relationship between spacing and stability time remains, Fig. 3.6. We find that the relationship in
log-time is now best captured by a linear relationship with a linearly increasing standard deviation
(although a quadratic standard deviation is also consistent), shown in Fig. 3.11. With a linear
model, the standard deviation of stability time becomes one log-orbit at ∆≈ 6.98. At this spacing
the time to a close encounter can vary from 103 to 109 orbits of the innermost planet.
These variable stability times could impact planet formation. Kokubo & Ida (1996) details
the number density distribution of different masses expected after the runaway growth phase of
planetesimal growth. Oligarchic growth follows where the larger bodies maintain their seeded
masses and are spaced evenly from their feeding zones. Collisional fragmentation clears out the
disk and dynamic instabilities become the dominate form of embryo-embryo interaction. This
process is described in Goldreich et al. (2004). The results here, suggest that this time of dynamic
instability could last multiple orders of magnitude in time longer or shorter in initially similar
systems.
The impact of these results on previous studies, the exploration of a new analytical explana-
tion of stability time reported in Yalinewich & Petrovich (2019), and the implications for planet
formation will be further explored in a future publication of these results.
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Chapter 4: The Long Term Survival of Inclined systems
4.1 Review of Previous Work
The previous chapter explored the time until the first planet-planet close encounter in multi-
planet systems. This chapter explores the timescale of other system-shaping events, specifically
a planet-planet collision where the radius of one planet intersect the radius of another. Previous
studies have assumed that a planet-planet collision would occur on the same timescale as the first
close encounter as the system becomes chaotic with many orbital crossings (e.g. Chambers et al.
(1996); Gratia & Lissauer (2019)). By relaxing the condition of coplanarity, we find that this is not
always the case.
This chapter is a continuation of my (David R. Rice’s) Senior Undergraduate Thesis for my
Bachelor of Arts with Honors in Integrated Science from Northwestern University: Revisiting the
relationship between orbital spacing (∆) and the time until an instability in planetary systems. This
master’s thesis contains the detailed evolution of systems between their first close encounter and
the first planetary collision which was mentioned as an ongoing study in my undergraduate thesis.
The work in the previous thesis and the work presented here were published in Rice et al. (2018)
which I was the first author on. This section will summarize the results of my undergraduate thesis.
In the previous thesis, we presented the exponential relationship between stability time and
planetary spacing for four, equal 10−5M, near-coplanar, and near-circular planetary systems with
the innermost planet at 1.0 AU (Fig. 4.1 Left). Here, the “near-” denotes that values were chosen
from a Rayleigh distribution with mean of 10−5, this in general limited values to between 10−5
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and 10−4. We showed that close encounter times for a given separation are approximated by a
log-normal distribution that can vary over an entire order of magnitude. This distribution is shown
for ∆ = 5 in Fig. 4.1 Right.
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Figure 4.1: Left, the exponential relationship of stability time with planetary spacing measured in
mutual Hill radii for 4 Neptune-like planets (10−5M). Stability time measured as time from initial
conditions to first close encounter of less than one Hill Radius. For each integer orbital separation,
1,000 planetary systems were simulated with the same initial separation. Markers mark the mean
and ±2σ for each suite. Dashed line is a predicted relationship by averaging the relationships for
3 and 5 planet systems in Chambers et al. (1996) with synodic period correction for our planetary
mass. Right, the distribution of stability time for the ∆ = 5 suite. Suite smoothed with a Gaussian
kernel density estimator (KDE) and compared to a model normal distribution in log space. Scott’s
rule (Scott 2015) used to determine bandwidth of KDE.
The other main result was the long term survival of some planetary systems after a close en-
counter. This survival is most apparent in Fig. 4.2 which shows time to the first planet-planet
collision against the time to the first close encounter for the suite of near-coplanar systems. No
other events were present in our simulations. About 28% of the systems did not experience a
change in planet multiplicity through a planet-planet collision for over three times longer than the
close encounter time, tcol/tenc ≥ 3. Some systems survived for over four order of magnitude longer
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in time after the close encounter which traditionally marks an unstable, chaotic system, and 16
systems did not experience a collision within our 107 year integration limit.
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Figure 4.2: The time to the first planetary collision against the time to the first close encounter
for our suite of initially equally-spaced (∆ = 5), near-coplanar, and near-circular 4-planet system.
Solid line marks the 1:1 line; systems near it, where the system experiences a collision on the same
timescale as a close encounter, are denoted as “prompt”. While systems above the dashed line,
which marks our tcol/tenc = 3 criteria, are referred to as “long lived”. Not shown are 16 systems
which did not have a collision within the integration time.
4.2 Evolution of Eccentricity and Inclination
To understand how these systems could experience chaotic evolution after a close encounter
without a collision, we took a look at how their eccentricity and inclinations evolved throughout our
simulated time. We analyzed the evolution of inclination and eccentricity in our suite of systems
with the innermost planet at 1 AU and ∆ = 5.
Initially, the root mean square (RMS) eccentricity of the four planets in each simulation has a
typical values of 10−5, which grows rapidly (less than our shortest recorded time of one hundred
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orbits) to a quasi-equilibrium value of ∼ 10−2 (see Fig. 4.3). Over time, the eccentricity distri-
bution spreads such that its tail reaches large enough eccentricities for close encounters between
planets to occur. As the encounters begin, the RMS eccentricities transition to a new evolutionary
path where they continue to grow with a power-law form of approximately e ∝ t1/6. Such behav-
ior cannot persist indefinitely given the maximum eccentricity of bound orbits. However, it does
persist over at least three orders of magnitude in time—during which the mean eccentricity grows
from ∼ 0.1 to ∼ 0.3.
Figure 4.3: Left, the same data as Fig. 4.4 shown here on a log-log plot. Right, a random selection of
500 systems with the time axis limited to between 600 and 30,000 years. Top, shows the evolution
of inclination in the selected systems and bottom shows when encounters and collisions occur in
these systems. Tracing a single blue line shows how the inclination is excited over the course of
the first few planetary encounters in a system.
In conjunction with the eccentricities, the RMS inclination in a system also increases. One
difference is that while the eccentricities quickly rise to a small equilibrium value, the inclination
in each system remains around the initial, near-coplanar values until the first close encounter oc-
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curs. Inclinations are measured from the initial ecliptic plane. After the first encounter, the RMS
inclination grows quickly through the first few encounters to a value of a few degrees. Then the
inclinations across the suite follow an evolutionary path similar to that of the eccentricities—with
the typical RMS inclination of the system scaling as i ∝ t1/3. The evolution of inclination in each
system can be seen in Fig. 4.3. Both RMS inclination and RMS eccentricity are also shown on a
linear-log plot in Fig. 4.4 compared with the distributions of encounter and collision times.
Figure 4.4: The evolution for each system of inclination, top, and eccentricity, middle on a log-
linear scale. The root mean square of the 4 planets’ parameter in each system is represented by a
thin blue line recorded every 100 years. Inclination is measured in degrees from the initial ecliptic
plane. The thick red line marks the mean inclination/eccentricity of all the surviving systems at
that time. The systems start as near-coplanar and near-circular. Normalized histograms of the
encounter times and collision times, bottom, show when events in the systems occur.
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4.3 Critical Inclination for Survival
To test whether or not this evolution changes with different initial conditions, we ran six suites
of simulations with varying initial inclinations. The inclination of each planet is chosen from a
Rayleigh distribution where the mean value of the distribution increases by multiples of ten from
5×10−5 to 5.0 degrees. We found consistent results. Inclinations remain near the initial conditions
up to the first encounter, followed by a steep rise over a factor of ten in time to an RMS inclination
of around one degree. After that, the inclinations grow more slowly at the rates reported in the
previous paragraph.
While the growth of inclination was similar across our range of starting values, different initial
mutual inclinations did change the average lifetime of the systems. Fig. 4.5 shows that giving
the suite a larger initial inclination distribution causes the population that experiences a prompt
collision to diminish and the typical time to the first collision to grow. Once the initial inclinations
are of order one degree, we see that systems no longer have prompt collisions and the distribution
of collision times becomes almost entirely detached from the distribution of encounter times. The
increase in collision time with increased inclination has also been reported in Dawson et al. (2016)
and Matsumoto & Kokubo (2017).
A final representation of the relationship between inclination and collision time is given in
Figure 4.7. For the initially near-coplanar suite, it shows the ratio of the collision to encounter
time as a function of the system’s RMS inclination near the time of the first planetary collision
(our time resolution is 100 years). A majority of systems with prompt collisions have inclinations
< 1◦ near the time of the collision. A striking feature appears at ∼ 1◦ where systems begin to be
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Figure 4.5: Each plot shows the normalized histograms of encounter and collision times for a suite
of simulations with increasing initial inclination. The value chosen as the mean of the Rayleigh
distribution from which initial inclinations are drawn from is reported on the right. The number of
system in a suite that had a planet-planet collision within the 107 year integration time, n, decreases
with increasing inclination.
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Figure 4.6: The same plot as Fig. 4.2, but for our suite with initial inclinations drawn from a
Rayleigh distribution with mean of five degrees. The majority of systems are now “long-lived”
and collision times are not correlated with close encounter times.
inclination where the bend toward long lived systems occurs corresponds to the average ratio of
the Hill Radius to the semi-major axis (the “normalized” Hill radius). For our systems of 10−5M








3 ' 0.86◦. (4.1)
We see in Equation (4.1) that the critical inclination for long lived systems (the normalized
Hill radius) depends only on the mass of the planets and the central star—not on their densities
or physical sizes. In order to show the mass dependency, we run two suites of systems with equal
planet masses of 10−7M. The spacing, which depends on the planet mass, was kept at ∆ = 5. In
the first suite, we keep the original density of 2.00 g/cm3. In the second, the planet radius is kept
constant by changing the density to 0.02 g/cm3. The critical inclination from Eq. (4.1) for 10−7M
planets is approximately 0.18◦. Seen in Fig. 4.7, the inclination where long lived systems become
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prominent for both lower-mass suites corresponds to this predicted critical inclination—despite the
factor of 102/3 (' 4.6) difference in planet radius.
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Figure 4.7: The log-ratio of collision time to encounter time for each system against the system’s
pre-collision RMS inclination of the four planets in log-degrees from the initial ecliptic plane. Each
system’s inclination is measured within the 100 years (our time resolution) prior to the system’s
first planet-planet collision. The three suites shown are the 4-planet, ∆ = 5, near-circular, and near-
coplanar systems with four planets with the given mass and density in the legend. Our “long lived”
criteria is marked by a solid horizontal line while the critical inclinations from Eq. 4.1 for the two
sets of planet masses are shown as dashed vertical lines.
Also of note is the amount of long lived systems. Using our criteria of the collision time
being three times greater than the encounter time, 28% of the 10−5M systems are long lived.
Systems with the same density and 10−7M planets are 35% long lived. (Systems that do not
have a collision within the integration time are also considered long lived.) However, in the low-
mass/low-density suite, all the systems experience a collision within the integration time and only
8% of systems were long lived. In these systems the inflated planet size makes the planet fill a
larger portion of its Hill sphere—giving them a larger collision cross section for each encounter.
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4.4 Discussion
These results show the interplay between the inclination of a system and the collision time.
Even in low-inclination systems, the inclination of a planet can grow through close encounters.
When the RMS inclination is larger than the ratio of the Hill radius to the orbital distance, the
time of collision is no longer described by the size of the planet within the Hill sphere. We see
in our simulations that systems that initially have (Fig. 4.5) or that evolve to have (Fig. 4.7) the
critical inclination have a distribution of collision times that is decoupled from the distribution
of encounter times. The three-dimensional nature of their orbits are realized once the mutual
inclination is larger than the normalized Hill radius (Equation 4.1) and they are no longer strictly
crossing. The inclination can continue to increase through close encounters—further lengthening
the system’s lifetime.
To show how chaotic these long lived systems are we examine the collisional branching ratios
for they system. The right side of Fig. 4.8 shows the frequencies of planet pairs that are involved
in the first collision. We show that the frequencies are affected by how long the systems typically
survive following the first encounter. In our near-coplanar suite, the first collision occurs between
nearest neighbors about 75% of the time—a similar rate to the number of systems with prompt
collisions. Prompt collisions do not always occur between the same planets that had the first close
encounter, but it remains more likely for nearest neighbors to collide.
The initially inclined systems, on the other hand, are almost entirely long lived as shown in
Fig. 4.6. The percent of systems with a collision between nearest neighbors is around 50%—
significantly less than the frequency in the near-coplanar suite. In Fig. 4.8 we show that the proba-
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Figure 4.8: A representation of the encounter and collision branching ratios for the near-coplanar
10−5 degree suite, top, and inclined 5 degree suite, middle. Planets are labeled sequentially by their
initial inner to outer position. Left shows which planet on the x-axis was encountered by the planet
of the corresponding color during each systems first close encounter. Right similarly shows which
planets were involved in each systems first collision. Bottom shows the frequencies for collisions
in the inclined systems when the planets are renamed by their position from inner to outer within
one output timestep before the collision.
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probability for the innermost planets. The first collision in these systems occurs with roughly equal
probability between any planet pair, regardless of their initial position. Lastly, in Fig. 4.8 we re-
cover collision frequencies similar to that of the non-coplanar suite when the planets are renamed
in each system from inner to outer within 100 years prior to the collision event. The collision oc-
curs between planets which are neighbors within 100 years before the collision in approximately
90% of the systems. We expect that the other 10% of systems where non-neighbors collide have
high eccentricities.
These results suggests that the orbits of the planets in long lived systems are significantly mixed
from their initial order before a collision event. When we examine individual systems we see this
is the case. Systems remain in chaotic evolution between the first encounter and collision. During
this period, the planets experience multiple changes in semi-major axis which are often larger than
a 10% change.
These results have some implications for the stability of systems similar to TRAPPIST-1. From
the parameters in Grimm et al. (2018), we find the spacings of the TRAPPIST-1 system range
from ∆ ≈ 6.8− 13.4. Using the relationship for Earth-mass systems in Obertas et al. (2017), the
smallest spacing yields an expected close encounter time of 105.3 orbits of the innermost planet.
For TRAPPIST-1 this is only about 800 years—much less than the 7.6 Gyr age of the system
(Burgasser & Mamajek 2017). The observed orbital resonances (Luger et al. 2017; Matsumoto
et al. 2012) must be invoked to explain TRAPPIST-1’s long term stability (something we do not
consider in this work).
However, consider a TRAPPIST-1-like system that has its inner planet at 1.0 AU and is not
protected by resonances. This system could have an encounter timescale on the order of a few
Myr (if it were in the rightmost tail of the encounter distribution—see Fig. 4.1). Our results
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suggest that such a system could survive multiple orders of magnitude longer following a close
encounter. If that system had inclinations above ' 1.2◦, from Eq. (4.1) with TRAPPIST-1 star
and planetary masses, it could survive without a collision for Gyr timescales. The range of typical
mutual inclinations for Kepler multis encompasses this critical inclination—1.0◦ < iKepler < 2.2◦
(Tremaine & Dong 2012; Fang & Margot 2012; Fabrycky et al. 2014), and Dai et al. (2018) show
evidence that the shortest-period planets have the highest inclinations. We show in Fig. 4.4 that
long lived systems will be observed to have large eccentricities and inclinations. Furthermore,
systems with slightly larger separations, with encounter timescales of 10 to 100 Myr, could survive
for the lifetime of a typical G-type star. Thus, the systems that we observe today, and that we
initially assume are stable given the age of the host star, may in fact have long ago experienced the
encounter that would traditionally mark them as unstable. It remains unclear the full ramifications
of this finding. However, when interpreting observational data, it does suggest that some caution
be exercised when constraining the orbital parameters of a system by invoking dynamical stability.
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Chapter 5: Conclusions
Near the end of planet formation, planet embryos dynamically interact through collisions and
ejections to form a long-term stable system. In this thesis, we investigate the timescales of these
dynamical interactions in closely-packed systems. Following the literature, we detail the relation-
ship between planetary spacing and stability time. We simulate large numbers of planetary systems
in an n-body integrator to study stability time with various initial conditions. We use non-equal
mass and non-coplanar planets to explore the consequences of previously imposed limitations.
In Chapter 3, we exemplify how previous studies such as Obertas et al. (2017) found structure in
the stability time relationship from chains of MMR, because they use equal mass and equal spacing
initial conditions. Although these dips in stability time are interesting, we show how to remove the
structure by using non-equal mass planets with equal spacing. We find the exponential relationship
to persist even when using masses that differ by up to a factor of ten. With large deviations in each
planets’ mass the stability relationship is best described by a heteroscedastic model with linearly
increasing standard deviation. Thus, closely-spaced systems with initially similar spacing can have
encounter times that differ by several orders of magnitude.
In Chapter 4, we continue our simulations until the first planet-planet collision. We find that
even near-coplanar systems can have first collision times much longer than the first close encounter
time. We find a critical inclination where systems tend to survive more than three times longer than
the close encounter time. If a system’s RMS inclination grows to this critical value through close-
encounters or are initialized with it, the system can can continue to chaotically evolve without a
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collision for over 1,000 times longer.
Our research shows that the range of time that dynamical interactions occur in a planetary sys-
tem is much wider than previously reported. Several Kepler multi-planet systems have been found
with ∆ < 10 (Weiss et al. 2018). If our heteroscedastic relationship holds for these moderately-
spaced systems, a typical system of Earths to Super Earths may have a stability time that ranges
from 0.22 to 356 Gyr (±1σtc). After a close encounter, if the system has around 0.57◦ (Earth)
to 1◦ (Super Earth) of inclination the system may chaotically evolve without a collision for much
longer than the current age of the universe. In conclusion, dynamical interactions between planets
or planet embryos may occur over a very broad range of time even in systems with similar spacing.
Several lines of inquiring have been opened up by the work presented in this thesis. The new
analytic work on stability times with invariant KAM tori put forward by Yalinewich & Petrovich
(2019) has interesting application to the heteroscedastic relationship presented in Chapter 3. They
tested their theoretical exponential relationship on the data in Rice et al. (2018) and which is
discussed in Section 4.1. Additionally, the full implication of the critical inclination presented in
Chapter 4 has yet to be explored. We expect these findings to have an impact on our understanding
of the late stages of planet formation. This will become particularly interesting as the field begins
to observe younger planetary systems (Curtis et al. 2019).
Planetary collisions are also an interesting geophysical phenomenon which can alter the chem-
ical composition and differentiation of planetary bodies. This process has been shown to be im-
portant in the solar system (Carter et al. 2015) and could have interesting consequences for exo-
planetary systems. The aforementioned lines of inquiring along with the geochemical evolution of
planetary interiors will be the focus of my (David R. Rice’s) dissertation work at The University
of Nevada, Las Vegas.
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