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A B S T R A C T
In this work multi-scale homogenization approaches for porous electrodes are developed and compared.
The results are used for the simulation of mass transport, and charge transfer processes at different active
material loadings in various power sources, such as batteries, fuel cells and supercapacitors.
A general pore-scale model is developed by mimicking the layer fabrication process. Electrode
structures are virtually generated taking into account the interaction between the deposited particles
during layer formation and surface relaxation. The effective transport and kinetic coefﬁcients of the
layers are calculated by different homogenization approaches and used in macro homogeneous models
to predict macroscopic behaviour of fuel cells, supercapacitors and Li-ion batteries. The model
predictions are compared with experimental kinetic and transport coefﬁcients of fuel cells and
supercapacitors and a good agreement was found.
The results imply that porosity, tortuosity and speciﬁc surface area may follow a power law scaling with
increasing deposited mass as a consequence of agglomeration during layer deposition. Consequently,
effective transport and kinetic coefﬁcients depend on the active material loading of the electrode.
ã 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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The electrode micro, meso and macro structure all have a
signiﬁcant inﬂuence on the performance of electrochemical
systems [1]. For this reason, their optimization is of utmost
importance for producing highly efﬁcient fuel cells, batteries
(especially Li-ion) and supercapacitors [2–4]. It is very difﬁcult to
simulate all the physico-chemical phenomena with micro struc-
tural details at electrode scale. Therefore different homogenization
approaches have been developed to couple microstructure and
macroscopic behaviour. In the following, we present a brief
overview of the characterization of disordered media and of
homogenization approaches to calculate effective transport and
kinetic coefﬁcients. Experimental and theoretical results are
collected, which suggest that homogenization may depend on
the length scales considered. Therefore the main focus of this paper
is to understand scaling effects and propose an improved multi-
scale modelling approach. We start with the virtual generation of
active layers, following the introduction of scaling analysis and
universality classes. Then, the electrochemical performance of an* Corresponding author.
E-mail address: akos.kriston@ec.europa.eu (A. Kriston).
http://dx.doi.org/10.1016/j.electacta.2016.03.029
0013-4686/ã 2016 The Authors. Published by Elsevier Ltd. This is an open access article unactive layer at different length scales by varying active material
loading (thickness) is simulated. Finally the developed multi-scale
homogenization approaches are used for the optimization of active
material loading of Li-ion batteries. The work also points out some
limits of the homogenization of microstructures.
1.1. Characterization of disordered media at multiple length scales
Active electrode layers are prepared by many different
techniques such as painting, spraying, sputtering [5–8], and
atomic layer deposition [9]. The result of the deposition is a
disordered media, which porous structure affects the character-
istics of dynamic processes such as effective transport coefﬁcient
[10] and apparent reaction rate [11]. In few cases transport in a
disordered media can be exactly predicted theoretically. These
cases are very speciﬁc (i.e. Sierpinski-gaskat, Cayle tree) [12], but
demonstrate, how transport processes are dependent on the
length and time scales. Simulation techniques, such as Monte-
Carlo or Lattice-Boltzman, can be solved at pore scale, but because
of the random nature of the geometry, general conclusions require
several hundreds of executions [13,14]. Therefore they are very
time consuming and can hardly be used for optimization [15].der the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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structure. Depending on the extent of homogenization they
substantially reduce the number of parameters required to
describe the porous structure. It results in information loss, but
may allow the optimization at macro scale much faster than for a
fully detailed simulation. The most commonly applied homogeni-
zation is macroscopic homogenization, in which geometrical
dimensions, active material loading, speciﬁc surface area, porosity
and tortuosity are used to characterize the active layer. They all can
be measured at macro scale. Void volume fraction is usually
calculated by applying the following formula [3,16–19]:
eV ¼ 1  WALX
i
mi
ri
ð1Þ
where WAL (m) is the thickness of the active layer, mi (kg m2) is the
mass per unit geometrical area of the ith material, (i.e. active
material, ﬁller etc.) and ri (kg m3) is the bulk density of the ith
material. The speciﬁc surface area of the active layer can be
calculated by taking into account the particle’s diameter dispersion
[3,16,20]:
aAL ¼ 3 1  eVð Þ
X
k
ek
rk
ð2Þ
where ek is the volume fraction of the kth particle with rk radius.
Alternatively it can be calculated as follows [3,7]
aAL ¼ SSA  mALWAL
ð3Þ
where SSA is the surface area per unit mass (m2 kg1) measured by
e.g. Nitrogen adsorption porosimetry.
Tortousity is usually estimated by the Bruggeman expression
[21]:
t ¼ e1 2= ð4Þ
where e is the volume fraction of the phase (can be void or material
matrix phase).
Different types of tortousity relationships have been described
and collected by Shen et al. [22] for different systems. For
electrodes with idealized spherical particles of radii within a
standard deviation Vijayaraghavam et al. [23] found that tortousity
and consequently the prediction of macroscopic (homogenized)
diffusion coefﬁcient follows Eq. (4), therefore in the following
chapters Eq. (4) is used.
These four homogenized parameters completely describe the
porous structure in macro homogeneous models. On these bases
the macroscopic (at electrode level) performance of fuel cells,
batteries and supercapacitors can be simulated/predicted. Eqs.
(1)–(4) are independent of length scale, because thickness and
loading are linearly dependent. Therefore they do not depend on
material loading and models can be scaled up linearly, i.e.
increasing the thickness of the active layer leaving the other
parameters unchanged.
The widespread use of microstructural characterization tech-
niques, such as X-Ray-CT [24] and FIB-SEM [25] showed that
tortousity, speciﬁc surface area and porosity depend not only on
particle size, but also on shape, connection network [26] and
orientation of particles [27,28]. Furthermore they do not necessar-
ily follow the previously assumed material laws, such as the
Bruggeman assumption for tortuosity. To reduce the complexity of
the calculation a representative part of the electrode’s microstruc-
ture, termed representative elementary volume (REV), is generated
by simulation (e.g. Monte-Carlo simulation [29,30]) or regenerated
from experimental data. The average transport and kinetic
parameters are subsequently calculated for this reduced volume,and the results are transferred into a macro homogeneous model
by periodically repeating the results of REV scale simulation.
Consequently, despite the more accurate and realistic calculation
of transport properties at micro scale, they are independent of
length scales, similarly to the case of the macroscopic homogeni-
zation methods (Eqs. (1)–(4)). However, the assumption that REV
scale results can be periodically repeated is not trivial. Therefore
the effect of REV size on the homogenized parameters is also
thoroughly studied in this work.
Previously Gasteiger et al. [31] found that mass activity of fuel
cells is independent of the Pt loading, which is equivalent to the
assumption that the effective kinetic coefﬁcient is independent of
length scales. Consequently, REV can be periodically repeated.
However in our previous works [7,32], it was found that the
effective transport and kinetic parameters of a fuel cell electrode
depend on the Pt loading (i.e. thickness). As Pt loading was
decreased by an order of magnitude (from 0.4 to 0.05 mg cm2), the
speciﬁc activity (A cm2 of Pt electrochemically active area) of fuel
cells increased by a factor of two. Gogotsi’s results show a very
similar non-linear relationship between volumetric capacitance of
supercapacitors and the deposited layer thickness [33,34]. Wagner
et al. [35] found that MEAs’ performance is likely to suffer large
losses at high power (high current) at Pt loadings below 0.2 mg
cm2, contrary to the expectation that thinner layers have lower
transport resistance. Weber [19] concluded that the increased
diffusion resistance is a local effect, but the effective transport and
kinetic coefﬁcients were kept constant during the simulation of Pt
loading reduction. Our theoretical calculation showed [14], that
although thickness is linearly dependent on loading, speciﬁc
surface area signiﬁcantly decreases until saturation is reached at a
certain loading. It was supposed, that this non-linear scaling
behaviour may account for the observed unwanted performance
losses, but the transport processes were not simulated in detail. In
this work we develop further and extend the model to elaborate
transport processes at multiple length scales. A combination of
scaling theory and the classical macro homogeneous approach
(hybrid model) is proposed. This model is only the ﬁrst step to
develop a theory which is able to capture scaling effects occurring
in a porous electrode.
For Li-ion batteries, Dillon et al. [1] suggested that the
normalization of the current density by the rated capacity (C-
rate) is not always adequate to compare the gravimetric and the
volumetric energy and power densities of the same chemistry, but
with different micro structures. A better normalization is likely to
require the assumption of non-linear scaling effects.
In general, as a system is driven further away from equilibrium,
structure of the electrode layer become more complicated and may
result in fractal objects (but not exclusively) [12]. For fractals, the
measurable properties such as porosity, shortest path etc. are
dependent on the scale [12]. For isotropic fractal objects (fractals)
the mass (MF) and the overall system size (LF) scales by the
following function [12]
MF ¼ Lm LF

r
 df ð5Þ
where L is the lacunarity, m is the mass of the particle, r is the size
of the particle and df is the scaling factor, called fractal dimension.
This implies that porosity (or density) depends on the overall size
of a fractal object as follows [12]
e  LFdfD  MF dfDð Þ=D ð6Þ
where D is the dimension of the embedded space (i.e. 3 for 3D
objects). In this case df is usually non-integer and smaller than the
embedded dimension. If shapes grow under close-to-equilibrium
conditions the resulting object is Euclidean. In this case df is equal
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on the size of the system LF.
While L depends on the choice of the deﬁnition (e.g. unit) of MF
and LF, df is universal and is characteristic of the process, which
created the complex shape. The fractal dimension dfmeasures how
effectively the object ﬁlls the space, while lacunarity L describes
the uniformity or ﬂuctuations in the way space is ﬁlled [12].
The shortest path on a fractal object follows power law scaling.
For short Pythagorean distance (W) there is low probability of
encountering a huge solid cluster. However the probability that a
random walker meets with a large cluster which it cannot pass
through, follows power law scaling as the Pythagorean distance
increases. Therefore the shortest path, Weff, increases according to
[10]:
Wef f  Wdmin ð7Þ
where dmin is different from df and is between 1 and 2. Eqs. (6) and
(7) imply that the effective transport and kinetic coefﬁcients for
fractals depend on system size W.
The results of fractal theory and power law behaviour have been
applied in electrochemistry and chemical engineering to describe
the electrochemical behaviour of rough surfaces [36,37], the
conductivity of proton exchange membrane (PEM) fuel cell and Li-
ion battery electrodes [38,39], and the low frequency impedance
behaviour of Li-ion batteries [40], to mention just a few. Transport
in disordered media is often characterized by percolation theory. A
transport network can be generated by adding sites randomly or
adding the bond randomly between the sites of the existing
network. Kirkpatrick [41] developed an effective medium theory
and showed that there is a critical value, when inﬁnitely large
connecting networks exist and the conductance follows a power
law with fraction of bonds or sites. While random percolation
networks are always fractals with fractal dimension 2.5 in 3D, it
does not mean that the transport processes on fractals with theFig. 1. Overview of layer formation processessame fractal dimension scale by the same power law. For example,
the same fractal dimension was determined for diffusion limited
clusters (DLA, dendrites) also, but tortousity, which reﬂects the
scaling of shortest path, is quite different for the two different cases
(Chapter 1 in [10]). For this reason, the same geometrical self-
similarity does not necessarily imply the same self-similarity of the
transport processes. Our model combines random growth with
agglomeration, therefore the transport processes are expected to
scale differently from percolation networks and from DLA. The
exact relationships can be determined by computer simulation but
it is not the scope of this paper. Thus, a hybrid model is developed
to estimate transport coefﬁcients of the generated objects based on
multi-scale homogenization. It is believed that transport coef-
ﬁcients can be determined more accurately by the simulation of
random walk on the generated objects, though. This research is
going on.
Despite the well-established theory of fractal geometry, not
every growth process leads to isotropic fractals or fractals.
Therefore any power law behaviour found should be considered
carefully before applying fractal theory. Layer deposition process-
es, leading to fractal objects, have been extensively studied and
elaboration of their behaviour can be found in Refs.
[10,12,13,42,43]. In the next subsection, we summarize the results
of objects created by various layer deposition processes, which
may not necessarily lead to fractal objects, but still follow a sort of
scaling symmetry.
1.2. Prototypes of layer generation
Layer formation is complex in nature; however the dominant
process can be described by some general and simple construction
rules. Fig. 1 shows the basic types of layer formation processes. The
most commonly applied process is the growth near equilibrium (in
a slow or well mixed process), during which particles or atoms can. The red star is the scope of this study.
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microstructure [26,28,44]. Interaction between particles results in
agglomeration [29,30] which means that the layer grow far from
equilibrium. If this interaction depends only on the closest
proximity of the depositing particle, the process is called local
growth [13]. If deposition probability of a particle is affected by the
global structure (e.g. shadowing, cluster-cluster aggregation) the
process is called global growth [12,13,43]. In reality the combina-
tion of all three types may occur. The different processes lead to
different layer structures, but all of them can be characterized by
scaling analysis. It was shown by Family and Vicsek [45] and
Barabasi [13] that if agglomeration is inﬂuenced only by the
nearest neighbor, then self-afﬁne interfaces are generated. Self-
afﬁne objects can be characterized by several scaling exponents,
instead of one, such as fractal dimension for fractals. One of the
simplest model is the ballistic deposition, which was successfully
applied for sputtering, sedimentation [12,46]. It was proved by
numerical experiments, that this model belongs to the Kardar-
Parisi-Zhang (KPZ) universality class [47] and can be characterized
by three scaling exponents. Fractal dimension can be determined
for self-afﬁne objects; however it is dependent on the scale, i.e. at
long scales these objects (surface) do not look as a fractal [13] and
their apparent fractal dimension equal to the Euclidean dimension.
Furthermore, self-afﬁne symmetry of a surface does not necessar-
ily indicate that the 3D object is a fractal. Vicsek [45] characterized
objects generated by ballistic deposition as fat fractals, because
when their volume was calculated by using balls with decreasing
size, it converged to a ﬁnite value with non-integer exponent. Fat
fractals therefore are in general not self-similar objects. Because of
the complexity of fractal analysis, the determination of fractal
dimensions of the generated structure is not performed in this
work. Even though the generated objects most probably follow a
sort of self-symmetry such as fat fractals.
In more complex models, agglomeration (sticking) probability
[48] was introduced to reﬂect that a certain force is needed to
intercept a free particle. Horowitz et al. [48,49] modeled layer
deposition on a 2D lattice by varying sticking probability [48]. They
found that the growth depends on the sticking probability and that
the scaling exponents follow a power law. It was also proven that
generated layers belong to the KPZ universality class for every
sticking probability. When surface restructuring (by bond break-
ing) was introduced, the generated structure [50] cannot be
classiﬁed into the KPZ class. Large scale simulations in 3D seem toFig. 2. The sticking rules of (a) surface relaxation, when s(n,M + 1) < p. Particle released fr
M) is the minimum therefore it sticks without rolling to h(k,M + 1). For particle “B”, h(n + 
(n + 1, M + 1); (b) the sticking rules of agglomeration when s(n,M + 1) > p. For particle “A”
position. Particle “B” sticks to the top of the previous layer, because h(n,M) is the maxsupport the scaling law [46] but with different scaling exponents
[12]. Combinations of local and global growth are more complex
[51] and it was not possible to derive general scaling behavior.
Deposited layers are usually studied by analyzing the height-
height correlation function, i.e. the roughness. However, for
electrode layers the bulk properties are more relevant. Horowitz
et al. [49] studied the bulk properties and found power law
behaviour of porosity, when the sticking probability was very small
(<5%). In our previous work we studied the effect of sticking
probability on porosity and speciﬁc surface area. The following
scaling function was introduced for the calculation of surface area
per unit volume for the active layers of batteries, fuel cells and
supercapacitors comprised of uniform spherical particles [14]:
M ¼ 1 þ asatðpÞ  1
1 þ 3mALm0ðpÞdrp
 y ð8Þ
where r is the particle density (g cm3), m0ðpÞ ¼ 73  p0:78,
asatðpÞ ¼ p0:18, y = 0.95 are scaling parameters, mAL is the active
material loading and p is the sticking probability (0–100%) during
the layer formation. The average thickness is always linear with
loading and follows:
h ¼ kðpÞ  mALd ð9Þ
where k is the growth rate (slope of the lines) and depends on
sticking probability with scaling exponent 0.193  0.01 (k = p0.193).
The different scaling behaviour of speciﬁc surface area and
thickness implies that Eqs. (1)–(4) cannot be used generally, and
the concept of periodically repeating REV cannot be applied at
every length scale. The scaling equations (Eqs.(8) and (9)) show
that the bulk of the layers generated by the model of Horowitz et al.
[49] are not classical fractals, but they belong to the same
universality class. The bulk cannot be characterized by only Eqs.
(1)–(4) (e.g. porosity etc), but with four additional scaling
exponents (Eqs. (8) and (9)).
In this paper an improved more realistic model is developed. A
combination of surface relaxation and local agglomeration is
applied to build up an active layer. The scaling effect on
homogenization and on the calculation of effective kinetic and
transport coefﬁcients is studied, when the thickness of the
electrode increases during layer growth by depositing more and
more active material. The variation of effective kinetic andom “A” or “B” tests the minimum height of the closest proximity. For particle “A”, h(k,
1,M) is the minimum, therefore it rolls to one lattice cell left and sticks to position h
, h(k-1,M) is the maximum in the closest proximity, therefore it sticks to h(k,M + 1)
imum.
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REV size are analyzed in detail.
2. Model development
In the model, the type of building block(s) of the active layer can
be atoms (e.g. Si), particles (e.g. PtC) and agglomerates formed
before the layer deposition (e.g. active particle + binder + conduc-
tive additive), hence its results are applicable for batteries, fuel cell
and supercapacitors. The growth is studied on a 2D square lattice,
where every cell is occupied by one particle. The simpliﬁed model
allows us to generate layers consisting of 108 particles. The
modelling parameters are summarized in Table 2. The generated
2D structures can be considered a rough digitized image of a slice
of a 3D structure [52] despite they do not follow all the details of a
real active layer.
2.1. Layer generation
The layer generation algorithm applied is a modiﬁed version of
a so called drop-and-roll simulation [13,26] technique. Particles are
sequentially placed from the top onto a smooth surface with
periodic boundary mimicking sedimentation or ballistic deposi-
tion. One particle at a time is released from a randomly chosenFig. 3. The effect of sticking probability on the layer structure. a) p = 0%, b) p = 40%, c) p = 6location over the interface, and follows a straight vertical trajectory
until it reaches the surface or the already deposited particles,
whereupon it sticks irreversibly. The inter-particle interactions
control how a particle sticks to the surface or to another particle. If
no interaction between the particles is considered, a particle
occupies the lowest energy position within its closest neighbour-
ing sites, which mimics surface relaxation. Depending on the
structure of the surface, it stays at the horizontal position, it is
released (particle A on Fig. 2a) or moves left or right (particle B on
Fig. 2a). The result of surface relaxation is a closely packed random
structure, which is usually assumed in battery modelling. If inter-
particle interaction occurs, particles stick to non-equilibrium
position forming agglomerates. Fig. 2b shows how a particle forms
agglomerate, if interaction occurs. If no neighbouring particle sits
along the trajectory, the newly deposited particle occupies the top
position on the interface (particle “B” of Fig. 2b). If there is a
neighbouring particle, it sticks to a surface oriented perpendicular
to its trajectory (particle “A” of Fig. 2b).
Real inter-particle interactions are complex in nature. Electro-
static, chemical, physical forces and the particle’s momentums,
such as speed, rotation, etc. inﬂuence agglomeration. In the
following, all these interactions are simpliﬁed and layers are
modelled by the combination of surface relaxation (no interaction)
and particle’s sticking. This simpliﬁed simulation does not describe0%, d) p = 100%. The different colours correspond to the deposition of 1000 particles.
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essentials of scaling behaviour during layer formation, which is the
main focus of current paper. Nevertheless this model can be used
to mimic electrode layers growth by the following assumptions:
1. All building blocks have the same shape, size and density, i.e.
mono disperse particle size distribution is supposed.
2. The duration between the particle’s release and the deposition
time is short; consequently there is no time for agglomeration
before deposition. Therefore the layer formation in the model
takes place particle by particle and no interaction is supposed
between free particles.
3. The vertical speed of the particles is much faster than that of
their Brownian-motion [51] (e.g. spray coating) or the ratio of
horizontal movement is limited by e.g. a quick drying process. In
these cases the layer growth and the particle deposition only
depend on the immediate environment of the depositing
particle [53]. During sputtering, spray coating or sedimentation
with quick drying these circumstances can be satisﬁed.
4. The particles are stuck irreversibly after the release.
5. Any treatments, if applied after layer deposition (sintering,
pressing etc.), alter only the contact angle between the particles,
which is considered to be not higher than 15. In this case
particles can be considered as rigid spheres [26].
6. Other components, especially binder, or conducting (graphite,
polymer) additives do not affect the sticking and in turn the
connection network of the active particles [54].
The growth process is followed through the development of a
cross section of the layer, which is represented by a matrix lattice.
The lattice has a predeﬁned width (N) and a height (Z). Additionally
to our previous work [14], a periodic boundary and surface
relaxation are applied, therefore the following modiﬁcations in the
calculation of sticking position and of averaged values are made.
The particle’s sticking position, actually the height, is deter-
mined by the following simple formula:
h n; M þ 1ð Þ
¼ min hðn  1; MÞ; hðn; MÞ þ 1; hðn þ 1; MÞð Þ; ifsðM þ 1Þ  p
max hðn  1; MÞ; hðn; MÞ þ 1; hðn þ 1; MÞð Þ; ifsðM þ 1Þ < p

ð10Þ
where, n is the released particle’s position, M is the number of the
deposited particles and the function h is the height of the interface
at n after the deposition of M particles. p is the sticking probability
and s(M) is a random number between 0 and 100% and generated
for every particle. The released position n is also a random number
and generated between 1 and N. The sticking probability (p) is a
predeﬁned value between 0 and 100% and applied during the
whole deposition. If p equals to 0, a fully random deposition occurs
as shown in Fig. 3a. If p is 100%, all the particles are intercepted and
a so called ballistic deposition occurs as illustrated in Fig. 3d.
2.2. Characterization of the layer
The average dimensionless thickness of the layer after the
deposition of M particles is
hðMÞ ¼ 1
N
XN
n¼1
hðn; MÞ ð11Þ
where h is the actual thickness (height) of the interface at the nth
lattice position (column). The interface roughness (height-heightcorrelation function) is calculated by
wðN; MÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
N
XN
n¼1
hðn; MÞ  hðMÞ
 2
vuut ð12Þ
The dimensionless volumetric density is calculated by dividing
the number of particles deposited by the dimensionless volume.
MðMÞ ¼ M
hðMÞN
ð13Þ
The above dimensionless properties Eqs. ((11)–(13)) are used to
describe real 3D systems by assuming that the lattice can be
extended to a 3D dimensional layer of width L, thickness WAL in the
following way:
WAL ¼ hðMÞ  b and L ¼ N  d ð14Þ
where b (m) is the height of unit (square) lattice, and d is equal to
the embedded dimension of a (spherical) particle, i.e. particle’s
diameter (m). The 3rd dimension (depth) of the 3D lattice is
supposed to equal to the particle’s diameter d. Accordingly, mass
loading is calculated by the following formula:
mAL ¼
wparticleM
Ageom
¼ 4=3 d=2ð Þ
3pr  M
Nd2
¼ 1
6
 p  m  d  r ð15Þ
where wparticle is the weight of one spherical particle, r is the
density of the particle, Ageom is the geometrical area of the lattice,
and m = M/N is the dimensionless loading. In the following,
dimensionless loading m is used instead of M, because it is closer
to measurable quantities, i.e. active material loading mAL (kg m2).
The volume fraction of active material of layers grown near
equilibrium (p = 0%) corresponds to the crystalline close packed
volume fraction, which equals to:
eP ¼ p
3
ﬃﬃﬃ
2
p ð16Þ
for face centred cubic and hexagonal structures [54]. If the layer
contains fewer particles because of agglomeration-induced pore
formation, the void volume fraction eV is:
eV ¼ 1  MðmÞ  eP ð17Þ
The speciﬁc surface area of the layer can be calculated by using
Eq. (3) by summing the surface of all particles in the layer and
dividing by the average volume:
aLayer ¼ M  SPVLayer ¼ MðmÞ
SP
VU
¼ MðmÞ  aP ¼ MðmÞ  1reP ð18Þ
where SP is the surface area of a particle (m2) VU is the unit volume
(m3) of the lattice cell, r is the radius (m) of the particle (d/2) and aP
is the speciﬁc surface area (cm1) of the unit cell.
The effective diffusion coefﬁcient of electrolyte Deff in the
solution phase is calculated by the formula:
Def f ¼ Dbulk 
eV MðmÞ
 
t
ð19Þ
The effective electronic seff and ionic conductivity keff are
calculated by using the corresponding phase volume fractions
and tortuosity.
sef f ¼ sbulk 
1  eVMðmÞ
 
t
kef f ¼ kbulk 
eV MðmÞ
 
t
ð20Þ
In this study, tortuosity is calculated by two ways.
Table 1
List of symbols.
Symbol Description
aAL Volumetric interfacial area of the active layer (m1)
A Gravimetric surface area of the active layer (m2kg1)
i0 Exchange current density (A m2)
jx Solution or solid phase current density (A m2)
jcell Total cell current density (A m2)
MF Mass of a fractal object (a.u.)
LF Size of a fractal object (a.u.)
M Number of the particle deposited
M Dimensionless particle density
WAL Thickness of the active layer (m)
Weff Shortest path (m)
Z Dimensionless thickness (height)
h Dimensionless average thickness
p Sticking probability (%)
L Width (m)
N Dimensionless width
h Overpotential (V)
m Dimensionless loading
mAL Active layer loading (kg m2)
d, b Lattice parameter (m)
w Surface roughness
s Sticking threshold of a particle (%)
R Universal gas constant (J K1mol1)
F Faraday constant (C mol1)
T Temperature (K)
r Density (kg m3)
a Symmetry constant of electrochemical reaction
g,b, z, d, n Scaling exponents of roughness
asat, ainitial,m0, y Scaling exponents of the bulk
df, dmin Fractal dimensions: mass and shortest path
D Euclidian or embedded dimension
Dbulk, Deff Diffusion coefﬁcients: Bulk and effective (m2s1)
sbulk, seff Electronic conductivity: bulk and effective (V1m1)
kbulk, keff Ionic conductivity: bulk and effective (V1m1)
t Tortousity
ek, eV, eP Volume fractions: phases, void, mass in unit cell
Table 2
Summary of the numerical experiments.
# Model Sticking probability Interface width # Particles Averaging
1 0 200–1000 108 100
2 100% 200–800 106 1000
3 20% 200–1000 107–108 100
4 40% 200–1000 107–108 100
5 60% 200–1000 107–108 100
8 80% 200–1000 106–107 100
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t ¼ e MðmÞ 1 2= ð21Þ
where e is the volume fraction of the corresponding phase. Other
types of models can be used for the calculation of transport
coefﬁcients [41,55], but the Bruggeman form (Eq. (19)–(21)) can be
applied for both fractal and non-fractal objects, because they
reﬂect the average ﬂux of the transport between the boundaries.
Accordingly tortousity is just a way of interpreting the effective
coefﬁcient in porous medium and it depends on the structure of
the disordered media. Ferguson et al. [39] compared Hashin-
Shtrikman, Bruggeman and percolation based transport models,
and expressed the different conductivity by tortuosity. They noted
that in the case of percolation, tortousity reﬂects the decreasing
number of available path. However, for a practical layer if the active
particle is electrically conductive the fraction of bonds is far from
the percolation limit and almost all paths belong to the conductive
network (see Fig. 3). If it is not the case, the layer would be
mechanically disconnected from the current collector and would
collapse. Therefore Bruggeman estimation is considered to be
closer to practical applications, despite that percolation models
may be a better theoretical interpretation of conductance. This
assumption is aligned with the work of Ebner et al. [27], who
showed, that empirical Bruggeman relation is valid for real battery
electrodes based on identical (monodispersed) spherical particles
[27]. In the case of ionic conduction, the Hashin-Shtrikman core-
shell model seems to describe the structure of the layer. The
ionically non-conductive solid core is ﬂooded by the electrolyte
forming an ionically conductive shell, resulting also in a well-
connected ionic path. Although, Bruggeman model for electronic
and Hashin-Shtrikman model for ionic conductance are not
identical, they result in similar conductivity. Therefore, and
because of its widespread use in macrhomogeneous models only
the former is considered in this work.
A second attempt is proposed to incorporate scaling effects into
tortuosity. It is estimated by geometrical calculation according to
Chen-Wiegart et al. [56] and Shen et al. [22]:
t ¼ Wef f
W
	 
2
ð22Þ
where Weff is the shortest path between two points within a
Pythagorean distance W. The scaling effect is incorporated by using
Eq. (7). This approach (Eq. (22)) is applicable for self-avoiding
random walk only, where re-visiting of sites is not allowed (or
negligible). The fact that anomalous diffusion has been shown for
speciﬁc battery chemistry (LiCoO2) [40], implies that the random
walk is not biased in general, thus dead ends and loops are not
considered to have a signiﬁcant affect in this model. The detailed
description of a general transport requires relating the geometrical
self-similarities with the dynamics of transport processes, which is
not the focus of this work. For practical reasons a hybrid model has
been developed as a ﬁrst step to consider scaling effects at macro
scale by determining the scaling of porosity and speciﬁc surface
area.
The kinetic constants are calculated by using a simpliﬁed form
of the Erdey-Grúz-Volmer [57] kinetic expression for planar
electrode taking into account the roughness of the surface (w(N,
M)) calculated in Eq. (7)
jcell ¼ wðN; MÞ  i0  2sinh
aF
RT
h
	 

ð23Þ
where i0 is the exchange current density at given temperature and
concentration, and h is the overpotential. The deﬁnition of other
physical constants and symbols can be found in Table 1.In the case of porous electrodes the divergence of the current is
calculated by taking into account the speciﬁc surface area (Eq. (18))
rix ¼ aALðMÞ  i0  2sinh aFRT  h
	 

ð24Þ
where ix is the local current density in solid or electrolyte phases
(x).
In the following sections, ﬁrst the layers are generated and the
characteristic parameters Eqs. (17)–(20) are calculated. Based on
the above relations the effective diffusion and kinetic parameters
are estimated and compared with experimental data of fuel cells
and supercapacitors measured by Kriston et al. [58] and Gogotsi
et al. [34], respectively. In the last section the effect of
agglomeration on the gravimetric energy density of Li-ion
batteries is presented.
The deposition model was implemented in MATLAB (version
2012b) and the codes were executed on Higgs, the high
performance computational cluster of JRC-IET. The detailed
description of Higgs can be found in our previous work [14].
Table 3
The dimensionless scaling exponents g, b and z (Eq. 28) obtained for different
growth models. These scaling exponents refer to the universality class of the growth
process.
Model g b z Ref.
Random – 1/2 – Barabasi [13]
KPZ 1/2 1/3 3/2 KPZ [47]
Ballistic 0.42 0.3 Vicsek [45]
p = 100% 0.46  103 0.28  104 1.65  103 This work
Relaxation 0.48  0.02 0.24  0.01 Barabasi [13]
p = 0% 0.49  0.01 0.23  0.03 This work
A. Kriston et al. / Electrochimica Acta 201 (2016) 380–394 387The numerical experiments were executed with different REV sizes
(N) and the results (Eqs. (12) and (13)) were averaged over 100–
1000 executions. The averaging was stopped, when the standard
deviation of the roughness (Eq. (12)) in the saturated region
decreased below 0.01. It must be highlighted, that averaging is
extremely important to characterize the general behaviour.
Averaging of less than 100 executions does not give representative
results and the universal behaviour can hardly be identiﬁed.
3. Results and discussion
Layers are generated by the combination of surface relaxation
and particle sticking, then their universal behaviour at multiple
length scales is analysed. The determined scaling characteristics
are used to homogenize the geometry, and to relate them to
electrochemical and transport properties of active layers and
compare the prediction of the model with experimental data. All
the simulation results presented here are calculated assuming
1 mm radius LiCoO2 particles, however the model can be applied
easily for other systems, according to Eqs. (14) and (15).
3.1. Surface roughness and universality class of the mixed layer
deposition process
Fig. 3 shows the layer structures at sticking probability (a) p = 0%
and (d) p = 100%. According to the deﬁnitions [13], Fig. 3a
corresponds to random, while Fig. 3d to ballistic deposition. The
different colours show the layers at different loadings. Fig. 3b–c
show mixed deposition, when surface relaxation and sticking
happen simultaneously. Random deposition (p = 0%) yields a
closely packed structure, however ballistic deposition (p = 100%)
generates signiﬁcant portion of void spaces. In Fig. 3a–d it is clearly
seen, that the increasing ratio (p > 0) of stuck particles increases
void volume fraction, and the distribution of pores also changes. At
lower agglomeration rate (p<50%), pores are more randomly
distributed, but for p > 50% pores frequently form cave like
structures and continuous channels.
Despite every numerical experiment results in a different
structure, general phenomena of the growth process can be
determined by analysing the surface roughness [13]. In Fig. 4a, the
roughness is plotted versus loading in a log-log scale. Fig. 4a clearly
depicts, that roughness of growth with p = 100% saturates (part III)
after power low increase (part II) and the saturation roughness
(part III) depends on the REV size (N). The lines in Fig. 4a can bea) b
100 102 104
100
101
Active material loading / mg cm-2
S
ur
fa
ce
 ro
ug
hn
es
s 
fa
ct
or
200
400
600
800
Lattice widthI. II. III.
Fig. 4. The variation of roughness with loading at different representative volume size
sticking probability.normalized by using the function below [13,45]
wðN; mÞ  Ng f m
Nz
	 

ð25Þ
where g and z are scaling exponents. The inﬂuence of REV size on
the saturation roughness is unexpected at the ﬁrst glance. In spite
of the random nature of a particle’s release, the different sites of
the surface are not completely independent. In the case of sticking
they depend upon the heights of the neighbours. When a new
particle sticks to its nearest neighbour, the new height must be
equal to or larger than that site it encounters. However the growth
process is local, the sticking information spreads laterally up to the
maximum correlation length, which is in our case the end of REV
(N). Commonly only the middle part (part II) of function f in Eq. (25)
is determined for scaling analysis in the following form
f  mb ð26Þ
where b is the so called dimensionless dynamic exponent. Fig. 4
clearly indicates, that b is independent of the REV size. The values
of dimensionless scaling exponents g , b and z suggest, in
agreement with other’s results that our model with p = 100%
belongs to the KPZ universality class. The dimensionless scaling
exponents obtained by others and in this work are shown in
Table 3. The difference from the theoretically predicted values may
originate from ﬁnite size effects and/or incomplete random
number generation. It was shown, that at inﬁnite REV size the
numerical results of KPZ type deposition models converges to the
values predicted by the KPZ model [59,60].
The loading of a practical electrode is e.g. max 40 mg cm2 for
LiCoO2 and 0.4 mg cm2 for Pt in fuel cells (ca. 30–50% Pt/C ratio),
therefore the beginning of the curve (part I) is of utmost)
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388 A. Kriston et al. / Electrochimica Acta 201 (2016) 380–394importance for energy applications. Even though the saturation
characteristics are thoroughly described in the literature, much
less is known about how the correlation between the particles
builds up during the deposition of the ﬁrst hundred layers (part I).
For all interface widths (Fig. 4a) and p = 100% sticking probability,
the dimensionless slope starts with 1/2 and later, when the growth
process is inﬂuenced by the nearest neighbors, it tends towards 1/
3. In our previous work [14] we showed that the roughness of
random deposition without relaxation has no slope change and
does not depend on REV size, i.e. the slope of the log-log curve is 1/
2 in the full range. Despite of sticking, at the beginning of the
growth the sites are uncorrelated, because at least two-lattice
height difference is needed for particle interception. As soon as
more sites have more than two-lattice height difference, the
growth turns to correlated growth. This transition is manifested by
the slope change of the roughness in Fig. 4a. The transition loading,
which splits 1/2 and 1/3 is called cross over loading. After this point
the growth stabilizes and lasts until the saturation loading, when
the correlation length reaches the end of REV.
Surface relaxation also generates correlation among the
neighbouring sites, which leads to the saturation of the interface
roughness as it is seen in Fig. 4b. During deposition of particles the
height of its nearest neighbour is compared and the particle is
placed on the minimum height position. After certain number of
particles the information about the height spreads through the
entire interface and the roughness saturates. No cross over loading
is visible, because no minimal height difference is needed for
relaxation. The dimensionless dynamic exponent b is 1/4 which
indicates different universality class from the growth process with
p = 100%.
Fig. 5a depicts how the two different types of correlation
compete. First, in all cases the roughness saturates, which conﬁrms
the internal correlation. Second while sticking probability
increases (more and more particles stick to non-equilibrium
positions), the slope of the line in non-saturated region increases,
thus the dimensionless dynamic exponent b increases. At low
sticking probability it is 1/4 and shifts toward 1/3. Simultaneously,
the dimensionless dynamic exponent splits to 1/2 below and 1/
3 after the crossover loading. On the contrary mixing a correlated
and a non-correlated process showed different patterns. In our
previous work the combination of random (without relaxation)
and ballistic deposition was simulated and it was found that the
double slope behaviour appears immediately, when any correla-
tion evolves in the system. Horowitz et al. [49] and Oliveira et al.
[50] derived a modiﬁed form of Eq. (20), which takes the stickingFig. 5. The effect of sticking probability on (a) surface roughness factor at different activ
mixed growth mechanism. With relaxation particle “B” can occupy a position which is or
“A” sticks to a neighboring particle sitting along its trajectory.probability into account
wðN; mÞ  N
g
pd
f m p
n
Nz
 
	
ð27Þ
where n and d are scaling exponents and p is the sticking
probability. The theoretical scaling exponents n and d are equal to
1 and 1/2, respectively. They have proven that g , b and z are the
same for all p therefore they all belong to the KPZ universality class.
In the current competitive layer growth (Fig. 5), when two types of
correlation exist in the system, the interfaces do not belong to the
same universality class, because all the exponents depend
differently on the REV size and sticking probability. In spite of
that fact, Eq. (27) can be applied formally, but the scaling
exponents are needed to replace with scaling parameters. The
scaling parameters do not follow a power law but a higher order
polynomial of the sticking probability p. Although the theoretical
interpretation is not the focus of current work an intuitive
explanation is presented in Fig. 5b. After sticking of particle A,
particle B can stick below particle A during competitive growth,
which could never happen in the model of Oliveira et al. [50]. On
the other hand, pores could never form with relaxation. Therefore,
while sticking with p = 100% creates void, deposition with
relaxation (p = 0%) annihilates them, resulting in a spectrum of
scaling exponents.
Despite the non-power law behaviour of the normalization
function, Eq. (27) can be used to calculate roughness to normalize
current density and obtain exchange current density in Eq. (23).
3.2. Bulk properties: scaling of speciﬁc surface area, porosity and
thickness
Fig. 6a shows the average height increase with loading at
different sticking probability. In all cases (p = 0–100%) the increase
of thickness with loading is linear. The increase rate is the highest
for 100% sticking probability, which yields the thickest layers
formed by the same amount of active materials among all analyzed
layer growth processes. In contrast, a closely packed structure
results in the thinnest and the most dense layers. It is more than
interesting, that the height evolution is linear for all p and no
evidence of the two transitions appears, which can be seen on the
roughness curves in Fig. 4a between part I and II.
Fig. 6b shows the void volume fraction of the layers generated
with different sticking probability. The closely packed structure of
the randomly deposited interface forms no pores. The void volume
fraction of closely packed structure is obviously constant ande material loadings and REV size equals to 400 lattice cells. (b) Interpretation of the
iginally shadowed by another previously stuck particle. Without relaxation particle
Fig. 6. Scaling behavior of combined processes at different sticking probabilities (a) thickness, where the inset shows the beginning of the layer formation, (b) void volume
fraction, (c) speciﬁc surface area (aAL) of the active layer is normalized by the particle speciﬁc surface area (aP) and (d) scaling parameter asat and the ﬁtted cubic function.
A. Kriston et al. / Electrochimica Acta 201 (2016) 380–394 389independent of the loading. However, porosity shows non-linear
scaling with loading at any non-zero sticking probability. For
example at 100% sticking probability void volume fraction (eV)
increases from ca. 0.4 to 0.6 when the loading increases from 0.5–
50 mgcm2. After that, it levels off similarly to the roughness of the
interface (Fig. 5a). Sticking probability increases the saturated void
fraction from 0.27 to 0.62 as it is increases from 0 to 100%.Fig. 7. The variation of void volume fraction through the layer at different active ma
probability.Fig. 6c shows the dependence of speciﬁc surface area (surface to
volume ratio) with loading. For closely packed layers (p = 0%) it
equals the speciﬁc surface area of the particle. When sticking
occurs (p > 0%) the speciﬁc surface area of the layer decreases with
loading and levels off later. The saturated speciﬁc surface area
decreases by almost 60% as the sticking probability increases fromterial loadings (mg cm2) indicated in the legend at (a) 0% and (b) 100% sticking
390 A. Kriston et al. / Electrochimica Acta 201 (2016) 380–3940 to 100%. Neither porosity nor speciﬁc surface area shows
dependence on REV size (not shown in Fig. 6).
Fig. 7 shows the evolution of the distribution of porosity
through the cross section of the layer at different active material
loadings. The distribution of void volume fraction is calculated as
the ratio of occupied lattice cell in each lattice row until the
maximum row, where a single cell is occupied by a particle. The
row numbers are then converted to thickness according to Eq. (14).
At each active material loading the void volume fraction increases
to 1 sharply because of the end of the layer. With increasing active
material loading the maximum thickness also increases linearly
and the sharp increase of void volume fraction occurs later. In the
beginning of the growth, incomplete layers form. Later the
thickness increases linearly, while the roughness according to a
power law (dimensionless dynamic exponent is 1/2 and 1/4 for
p > 0 and p = 0 respectively), which means that the portion of the
incomplete layer decreases with loading. Fig. 7a shows, that in the
incomplete region (ultra-low loadings) porosity varies signiﬁcant-
ly before it would reach its saturated value. Above loading of
2 mg cm2 void volume fraction becomes constant (Fig. 7a),
consequently void volume fraction can be calculated from the
thickness and the loading according to Eqs. (1)–(4). In contrast
sticking to non-equilibrium position (p > 0%) creates a continuous
increase in void volume fraction until the saturation porosity
(Fig. 7b). These results imply that Eq. (18) is a better choice for the
calculation of void volume fraction instead of Eq. (1)–(4). It must be
mentioned, that in the incomplete region (ultra-low loading) the
distribution of void volume fraction is needed to take into account
because macroscopic homogenization may cause inaccuracy at
macro scale. The previous approach is also applicable for the
calculation of speciﬁc surface area.
Because of the nature of the growth process changes (i.e. does
not ﬁt into one universality class) a more complex equation is
proposed for normalization of speciﬁc surface area instead of
Eq. (8)
M ¼ ainitialðpÞ þ asatðpÞ  ainitialðpÞ
1 þ 3mALm0ðpÞdrp
 yðpÞ ð28Þ
The scaling parameters (asat, ainitial, m0, y) do not follow a power
law, but a higher order polynomial, which is probably a
combination of two power laws (Fig. 6d). The parameters of the
polynomial ﬁt are listed in Table 4. The average height or thickness
is linear with loading and follows
Wactive ¼ kðpÞ  mreald ð29Þ
where the growth rate k (slope of the lines) depends on sticking
probability. As it is expected k does not follow power law but a
polynomial function (Table 4).
Fig. 8 shows the ﬁtted results of Eq. (28) to experimental data of
PEM fuel cell’s speciﬁc activity (Fig. 8a) [58] and volumetric
capacitance of supercapacitors (Fig. 8b) [34]. Compared to the
result of our previous work [32], the ﬁtting has higher accuracy,
implying that relaxation and agglomeration may be both
happening during deposition. The obtained scaling parameters yTable 4
Dependence of dimensionless scaling parameters on sticking probability, where A,B,C,D a
is the sticking probability.
Scaling parameters A B 
aSat 0.9996 0.00152 
aInitial 0.998 0.00191 
m0 0.0137 1.272103
y 0.4822 5.422104
k 1 0.00326 is 0.95 and 0.9 for speciﬁc activity and volumetric capacitance,
respectively, which correspond to high sticking probability
(p >> 50%).
Surface roughness and speciﬁc surface area scale differently.
The surface roughness increases with loading and saturates at its
maximum, hence the measurable kinetic current (Eq. (23))
increases with loading. In contrast, the speciﬁc surface area of a
porous electrode decreases with increasing loading and saturates
at its minimum. Consequently it results in decreasing Faradaic
current density (Eq. (24)) and apparent reaction rate.
It must be mentioned, that no relationship has been found
between the scaling parameters of the roughness and the scaling
parameters of the bulk properties (M and WAL), although there
might exist theoretical relationship between them. Moreover
neither the fractal dimensions of the generated structures nor their
relationships to transport processes (i.e. dmin) were determined.
The universality class of the objects generated by the combination
of relaxation and agglomeration is currently unknown; therefore
the calculation of dmin requires further numerical simulations.
3.3. Calculation of effective diffusion coefﬁcient
The incorporation of scaling effect on the effective gas phase
diffusion coefﬁcient of a PEM fuel cell is shown in Fig. 9. The
experimental data was obtained from our previous work [32]. The
scaling function was calculated by two approaches.
The blue line shows the effective diffusion coefﬁcient when the
Bruggeman relation is considered to be valid, i.e. the shortest path
does not scale with the thickness. In this case the scaling of
porosity affects the effective diffusion coefﬁcient only. The relation
was calculated by ﬁtting Eq. (28) to the speciﬁc activity (Fig. 8a).
Then, M was calculated by using Eqs. (13) and (18). The obtained
function substituted into Eqs. (17) and (19) yielding
Def f ¼ Dbulk  1  MðmPtÞeP
 1:5 ð30Þ
where mPt is the Pt loading. As it was shown, the active layer in the
beginning of the deposition is very dense because the layer growth
follows random deposition rule during the build-up of the ﬁrst few
layers. Consequently the effective gas phase diffusion coefﬁcient is
very low. If the decrease of the effective diffusion coefﬁcient is
higher, than the increase of mass transport ﬂux due to the thinner
layer, the total diffusion resistance increase results a drastic drop in
the performance at low loading. It must be mentioned, that
ﬂooding may also contribute to the decrease of effective diffusion
coefﬁcient if porosity decreases at lower loadings.
The green dashed line in Fig. 9 shows the effect of the assumed
power law scaling of the shortest path on the effective diffusion
coefﬁcient derived from Eq. (7). Because the thickness is a linear
function of loading, the combination of Eq. (7), Eq. (22) yields the
dependence of the shortest path on loading in the following form if
any self-similarity exists in the system
t  m2 dmin1ð ÞPt ð31Þnd E are the results of polynomial ﬁtting to equation A + Bp + Cp2 + Dp3 + Ep4, where p
C D E
1.62104 9.44107
4.60105 5.75107
0.00922 9.504105 4.838107
1.4228104 9.51107
2.07104 6.178107
Fig. 8. Simulation of (a) speciﬁc activity of fuel cells and (b) of volumetric capacitance of supercapacitors measured by Kriston et al. [58] and Chimola et al. [33,34],
respectively by using Eq. 28. Electrochemically active surface area of Pt was used to calculate the speciﬁc activity (A cm2).
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Fig. 9. Estimation of effective gas phase diffusion coefﬁcient of a PEM fuel cell at different Pt loagings. Experimental data (&) are taken from [32]. Blue line is calculated
according to the Bruggman expression (Eq. (4)) with scaled porosity (Eq. (19)), but with constant tortuosity (0.5). Green dashed line shows the joint effect of scaled porosity
and toruosity (Eq. (31)).
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problem and highly dependent on the embedded dimension (2D
applied in the model and 3D for real layers) and the self-similar
structure of the geometrical object (i.e. fractal dimension). In this
stage we can only give some estimation of its trend, because no
general theoretical relationship has been derived between scaling
parameters (Eq. (28)) and dmin. At the higher limit dmin = 2 (in every
dimension) in which case the shortest path has the same statistics
as the (self-avoiding) random-walk [10]. The lower limit is 1, when
the shortest path does not depend on loading (e.g. diffusion limited
agglomeration [10]). Therefore dmin should be between one and
two in our case, when relaxation and agglomeration happens
simultaneously. It is assumed in the following that dmin of the
structures generated by current competitive growth is smaller
than that of dmin of the random walk. Therefore dmin = 1.5 was
chosen as a reasonable assumption. The green dashed line in Fig. 9
shows that if the power law scaling of the shortest path is taken
into account the effective diffusion coefﬁcient may have a
maximum, which seems to follow experimental observation
between Pt loading 0.05 and 0.3 mgptcm2. With increasing Ptloading porosity increases (Eq. (28)) and boosts diffusion, while in
the same time tortousity increases (Eq. (30)) and reduces diffusion.
Scaling of porosity and tortuosity with increasing active material
loading therefore may have mixed effect on the effective diffusion
coefﬁcient. More research is needed to take into account dead-
ends and loops and their effect on random walk in the generated
structure.
The experimental data show an increase at the highest Pt
loading (0.4 mg cm2), which does not ﬁt into the model’s
prediction. In the model and during homogenization both porosity
and tortuosity was considered to be isotropic. On the other hand in
Fig. 3c–d vertical channels can be observed, which is a clear sign of
anisotropy. Ebner et al. [27,28] demonstrated that tortuosity
anisotropy affects the transport and should be taken into account.
We expect that vertical channels may reduce tortuosity, and
consequently increase the effective diffusion coefﬁcient.
In spite of that the previous model seems to be aligned with the
observation, ﬁnal conclusion cannot be drawn yet. It must be
mentioned, that several interpretations were suggested to eluci-
date the dependence of fuel cells’ performance on Pt loading
392 A. Kriston et al. / Electrochimica Acta 201 (2016) 380–394[7,35,61–64]. The scaled diffusion model in current state therefore
only presents trends and may give new ideas for model
development. PEM fuel cell transport can be more complex and
ﬂooding or drying of catalyst layer should be considered for
incorporation into the scaled model.
3.4. Effect of agglomeration on energy density of LCO battery half-cell
In this section the effect of sticking probability on the speciﬁc
energy density of a LCO battery half-cell is discussed. LCO
chemistry was chosen as a model system because its material
constants are well known and it is used for the preparation of
either micro batteries by atomic layer deposition [65] or large scale
batteries by conventional methods.
At macro scale the model of Newman’s dualfoil 5.0 solver was
used. The model was executed with and without the incorporation
of scaling effects into porosity, speciﬁc surface area and thickness.
For the calculation of scaling effects the pore scale model was
nested into the macro homogeneous model through Eq. (18)–(20),
and (28)–(29). The active material loading and current density
were varied between 0.02–0.4 kg m2, and 10–200 A m2, respec-
tively in both cases. Sticking probability varied between 0 and 100%
for pore-scale model, while void fraction was kept constant at 30%
for non-scaled model, which is identical to p = 0% in the scaled
model.
Fig. 10 a and b show the dependence of thickness and speciﬁc
surface area on sticking probability and active material loading,
when the scaling effects were considered. Both ﬁgures (Fig. 10a,b)
clearly show the different scaling behaviour of thickness and
porosity.
The discharge curves were simulated from fully charged state
until 3.8 V cut off potential vs. Li. The cumulative energy during the
discharge was calculated for each current density, by integrating
the product of current and cell voltage in time. The gravimetric
energy density was calculated by normalizing the energy density
by the sum of the weight of active material (LCO) and the
electrolyte, which ﬁlls up the pores of the cathode (by dualfoil 5.0
solver). The weight of electrode foils, separator and the negative
electrode (anode) were not included into the total weight for the
sake of better visibility of the scaling effects. Gravimetric capacity
was normalized by the same method as gravimetric energy
density.Fig. 10. The calculated (a) average thickness and (b) void volume fraction (eV) of LFig. 11a shows the calculated gravimetric energy density
without scaling effects at 30% void fraction. As it is expected, at
high currents the energy density decreases sharply [2] which is the
consequence of the non-homogeneous reaction rate distribution
and Lithium utilization due to transport limitations. A maximum
energy density at ca. 0.15 kg m2 loading is visible, as a conse-
quence of the trade-off between Li-ion diffusion inside the LCO
particle and through the electrode. For low current densities the
energy density is nearly independent of the active material
loading. In contrast the energy density of the scaled model at low
current densities starts from the maximum achievable energy
density then decreases as the active material loading increases
(Fig. 11b). This non-linear behaviour is the consequence of the
denser electrode layer at low loadings according to Eq. (17). The
speciﬁc surface area (Eq. (18)) and electrical conductivity is higher
(Eq. (20)) at low loading which in turn result lower over potential
and higher energy. In the same time, the Li-ion diffusion in the
electrolyte is not hindered, because of the very thin layer.
Moreover the electrode is denser at low loading, therefore soaks
smaller amount of electrolyte than at higher loadings, which in
turn results in the increase of weight ratio of active material (LCO)
and inactive electrolyte, hence increases gravimetric quantities.
The gravimetric capacity of the electrode layer also decreases as
loading increases (Fig. 11c), because of more void volume is ﬁlled
with more electrolyte as agglomeration accelerates. At higher
loadings energy density and capacity level off because of porosity
and speciﬁc surface area (Eq. (28)) saturate.
Fig. 11d compares the non-scaled model and the scaled model
in one diagram. At 0% sticking probability, the results are identical
to the non-scaled model’s results. As sticking probability increases,
more void spaces are created which soak more inactive electrolyte,
therefore the gravimetric energy density decreases for all sticking
probabilities. However at loadings lower than 0.2 kg m2 and at
sticking probability higher than 50%, the decrease is smaller, which
apparently seems as an increase in respect of the active material
loading. Higher sticking probability creates more pores, which is
more advantageous at higher current densities (>100), because it
increases the Li-ion diffusion in the electrolyte. However, at very
high current densities the energy density drops sharply and
sticking probability has less effect (Fig. 11b).
Even though theoretical energy density and capacity seems to
be approached at low loading it cannot be maintained at higher
loading, therefore the prediction of a technical cell’s energy densityiCoO2 cathode at different active material loadings and sticking probabilities.
Fig. 11. The calculated gravimetric energy density of LiCoO2–Li metal battery (a) without scaling effect, (b) with scaling effect at 80% sticking probability (c) speciﬁc capacity
with scaling effect at 80% sticking probability, (d) energy density with scaling effect at different sticking probabilities and 10 A m2 current density. The gravimetric energy
density and capacity were calculated by normalizing the generated energy and discharge capacity by the weight of active material and electrolyte ﬁlling up the void volume.
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account the possible non-linear scaling effects. It is especially true
for those chemistries, which comprises of small particles and/or
deposited by atomic layer deposition, e.g. Si.
It has to be mentioned that at ultra-low loading the
homogenization may not be fully adequate, because as it is shown
in Fig. 7 the layer is incomplete. In this case the incorporation of
porosity distribution would probably give more realistic results.
4. Conclusion
In this paper a novel approach for the integration of pore-scale
models with macroscopic models has been suggested. Different
full layers at pore-scale level were generated by varying the
agglomeration (sticking probability) of particles during the layer
formation process. It was found, that agglomeration can create
correlation in the layer, resulting non-linear scaling of structural
parameters with increasing active material loading such as
porosity, tortousity, speciﬁc surface area. Therefore a multi-scale
homogenization method was developed and compared with the
commonly used homogenization methods. The model has beensuccessfully applied for the simulation of the effect of active
material loading on the electrochemical properties of various
systems, such as fuel cells, supercapacitors and Li-ion batteries.
Increasing the active material loading and/or agglomeration rate
(sticking probability) during the layer formation the following
scaling effects were identiﬁed:
1. In the beginning of electrode layer formation the layer is dense,
therefore the speciﬁc surface area is maximal and equals to the
speciﬁc surface area of the particle. This results in high speciﬁc
energy density of Li-ion batteries, high mass activity of fuel cells
and high volumetric capacity of supercapacitors.
2. When adding more and more active material to the electrode
layer agglomeration creates void spaces and the density of the
electrode layer decreases rapidly until it eventually saturates.
This non-linear behaviour increases void volume fraction,
consequently speciﬁc energy density of Li-ion batteries, mass
activity of fuel cells and volumetric capacity of supercapacitors
drops and level off later. In the same time more pores in the
layers boost diffusion (ionic diffusion in the electrolyte, or
394 A. Kriston et al. / Electrochimica Acta 201 (2016) 380–394oxygen diffusion in pores) which is favourable at higher current
densities
3. Tortuosity may increase with loading following a power law,
consequently increasing diffusion resistance. The different
scaling behaviour of porosity and tortuosity may lead to the
effective diffusion coefﬁcient, having a maximum at a certain
loading.
The developed model is more applicable at low loading, because
above the saturation loading the prediction is identical to that of
the non-scaled model. However the application of higher capacity
or more active material requires the deposition of thinner active
layers. In this case the active material loading most probably does
not reach the saturation loading; therefore the scaling effects need
to be considered during the optimization of active material
loading.
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