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Povzetek
Naslov: Ranljivost modernih procesorjev na napada Meltdown in Spectre
Avtor: Marcel Polanc
Cilj diplomske naloge je raziskati in opisati ranljivosti modernih procesor-
jev na napada Meltdown in Spectre. Najprej je opisano delovanje modernih
procesorjev in arhitekturne resˇitve CPE, ki jih napada izkoriˇscˇata. Opi-
sana je cevovodna zgradba superskalarnih procesorjev, napovedovanje sko-
kov, sˇpekulativno izvajanje ukazov in pomnilniˇska hierarhija. Nato sledi opis
vsakega napada, kako deluje in kaksˇne so resˇitve zanj. Opis napadov je zapi-
san z razlago na konkretnem primeru za lazˇje razumevanje. Na koncu sledijo
ugotovitve o razsˇirjenosti napadov na procesorjih ARM in potem tudi analiza
konkretnega sˇtevila ranljivih procesorjev.
Kljucˇne besede: procesor, Meltdown, Spectre.

Abstract
Title: Vulnerability of modern processors to Meltdown and Specter attacks
Author: Marcel Polanc
The thesis aims to explore and describe the vulnerabilities of modern pro-
cessors to Meltdown and Spectre attacks. First, the operation of modern
processors and the CPU architectural slutions exploited by the attacks is de-
scribed. The pipeline structure of superscalar processors, branch prediction,
speculative execution of instructions, and memory hierarchy are described.
This is followed by a description of each attack, how it works and what are
the solutions for it. The description of the attacks is written with an expla-
nation on concrete cases for easier understanding. Finally, findings on the
prevalence of attacks on ARM processors follow, followed by an analysis of
the specific number of vulnerable processors.




Centralni procesor, ki je osrednji del racˇunalnika in skrbi za izvajanje uka-
zov, je glede na njegovo hitrost izvrsˇevanja ukazov sprva videti zelo enostavno
zasnovan. Njegovo delovanje je videti, kot da preprosto izvrsˇuje ukaze za-
poredoma enega za drugim, vendar v resnici deluje veliko bolj kompleksno.
Zaporedno izvajanje ukazov, kot je bilo vcˇasih, ne bi bilo vecˇ primerno za
danasˇnje racˇunalnike, ker je za danasˇnje potrebe ta nacˇin prepocˇasen. Zˇe de-
setletja procesorji izvajajo vecˇ ukazov paralelno (cevovodni procesorji) in v
drugacˇnem vrstnem redu, kot so napisani v programu, in to vse z namenom,
da se cˇim bolj pohitri delovanje procesorja.
Pri paralelnem izvajanju ukazov v cevovodu je eden vecˇjih problemov
izvajanje skocˇnih ukazov. Pri skocˇnih ukazih izid skoka ni znan takoj in zato
cevovod ne more prevzeti naslednjega ukaza takoj v naslednji urini periodi
in je potrebno cˇakanje, dokler ni znan izid skoka in skocˇni naslov. Za resˇitev
tega problema vsebujejo procesorji kompleksno logiko za napovedovanje izida
skoka in skocˇnega naslova, ki je pri modernih procesorjih zelo uspesˇna. Zato
procesor lahko izvaja ukaze vnaprej, kot da je izid skoka zˇe znan. Ta nacˇin
vnaprejˇsnjega izvajanja ukazov se imenuje sˇpekulativno izvajanje ukazov in
je omogocˇilo veliko vecˇjo zmogljivost procesorjev oziroma hitrost izvajanja
ukazov [18].
Cˇeprav je sˇpekulativno izvajanje ukazov zelo ucˇinkovito, je bilo januarja
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leta 2018 razkrito, da je sˇpekulativno izvajanje ukazov tudi najvecˇja ranlji-
vost modernih procesorjev. To pa je vzbudilo veliko zaskrbljenost, saj se
lahko sˇpekulativno izvajanje ukazov izkoriˇscˇa za krajo podatkov pri vecˇini
danasˇnjih procesorjev katerega koli racˇunalnika in tudi mobilnih naprav [21].
To ranljivost izkoriˇscˇata konkretna napada, ki sta poznana pod ime-
noma Meltdown in Spectre. S tema dvema napadoma je ogrozˇen celoten
svet racˇunalniˇstva. Napada Meltdown in Spectre nista navadna napada kot
nekateri ostali napadi, ki jih je mogocˇe resˇiti z dolocˇenimi posodobitvami pro-
gramske opreme. Napada Meltdown in Spectre izkoriˇscˇata slabosti v nacˇinu
delovanja strojne opreme in ne slabosti v programski opremi. To predsta-
vlja veliko tezˇavo, saj strojne opreme ni lahko spremeniti vsem napravam po
svetu in tudi cˇe bi bilo to mogocˇe, je najprej potrebno najti primerno resˇitev,
ki ne bi zmanjˇsala hitrost delovanja in ucˇinkovitost procesorja [18].
V drugem poglavju je opisano delovanje centralno procesne enote s pou-
darkom na arhitekturnih in organizacijskih resˇitvah CPE, ki jih izkoriˇscˇata
napada Meltdown in Spectre. Tretje poglavje opisuje pomnilniˇsko hierarhijo
in implementacijo zasˇcˇite pomnilnikov. Cˇetrto poglavje je uvod v napada
Meltdown in Spectre. V poglavju pet so opisani napad Meltdown, njegovi
koraki izvedbe in znane resˇitve proti napadu. V sˇestem poglavju so opisani
napad Spectre in njegove znane razlicˇice izvedbe. Prav tako je opisana tudi
resˇitev proti napadom Spectre. V sedmem poglavje je kratek povzetek, ki




2.1 Zgradba in delovanje CPE
CPE ali centralna procesna enota ali tudi procesor je enota, ki izvrsˇuje ukaze,
zato lahko recˇemo, da njena zmogljivost v veliki meri dolocˇa zmogljivost
racˇunalnika. Poleg CPE ima velika vecˇina racˇunalnikov sˇe druge procesorje,
vecˇinoma v vhodno/izhodnem delu racˇunalnika. A osnovni principi delovanja
veljajo enako za vse vrste procesorjev.
Za CPE lahko recˇemo, da je digitalni sistem posebne vrste, ki je zgrajen
iz digitalnih elektronskih vezij. Poznamo dve skupini digitalnih vezij, in sicer
kombinatoricˇna digitalna vezja in pomnilniˇska digitalna vezja.
Pri kombinatoricˇnih digitalnih vezjih je stanje izhodov odvisno samo od
trenutnega stanja vhodov.
Pri pomnilniˇskih (sekvencˇnih) digitalnih vezjih je stanje izhodov odvi-
sno od trenutnega stanja vhoda in tudi od prejˇsnjega stanja vhodov. Torej
si tu pomnilniˇska vezja zapomnijo stanja. Prejˇsnjemu stanju lahko recˇemo
oziroma ga oznacˇimo kot notranje stanje. Pod pomnilniˇska vezja lahko raz-
vrstimo flip-flop (enobitno pomnilniˇsko celico), register, sˇtevec in pomnilnik.
Pomnilniˇska digitalna vezja so lahko asinhronska ali sinhronska. Pri asin-
hronskih se stanje vezja spremeni takoj ob spremembi vhodnih signalov. Pri
sinhronskih pa se stanje vezja spremeni v odvisnosti od vhodnih signalov ob
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fronti urinega signala. CPE je torej izdelana s kombinatoricˇnimi in sinhron-
skimi pomnilniˇskimi digitalnimi vejami. Trenutno stanje CPE predstavlja
stanje vseh pomnilniˇskih vezij.
Delovanje CPE je v vsakem trenutku odvisno od trenutnega stanja vho-
dov v CPE in od omenjenega trenutnega stanja CPE. Sˇtevilo vseh mozˇnih
notranjih stanj CPE je odvisno od velikosti oziroma zmogljivosti CPE. Sˇtevilo
bitov, s katerimi so dolocˇena ta stanja, je lahko od nekaj 10 do nekaj 1000
ali celo v nekaterih primerih vecˇ. Obicˇajno so danes na enem samem cˇipu
vsa digitalna vezja, ki sestavljajo CPE.
Delovanje CPE po von Neumannovem racˇunalniˇskem modelu sestavljata
dva osnovna koraka, ki se ciklicˇno ponavljata:
 jemanje ukaza iz pomnilnika (ukazno prevzemni cikel), naslov ukaza je
v programskem sˇtevcu (PC) in
 izvrsˇevanje prevzetega ukaza (izvrsˇilni cikel).
Izvrsˇevanje prevzetega ukaza lahko razdelimo sˇe na vecˇ podoperacij kot
npr.:
 analiza oziroma dekodiranje ukaza,
 prenos operandov v CPE, cˇe tam sˇe niso,
 izvedba z ukazom dolocˇene operacije, PC = PC+1 ali pa PC = ciljni
naslov pri skocˇnih ukazih,
 shranjevanje rezultata, cˇe je to potrebno.
Stanje CPE se, tako kot stanja vseh ostalih sinhronskih digitalnih vezij,
spreminja samo ob fronti urinega signala. Fronta urinega signala je prehod
urinega signala iz enega v drugo stanje, medtem ko je aktivna fronta fronta,
ob kateri CPE spremeni stanje. CPE je lahko izdelan tudi tako, da spre-
minja stanje ob pozitivni in negativni fronti, kar pomeni, da sta aktivni obe
fronti. To pomeni, da se lahko v eni urini periodi izvrsˇita dve spremembi sta-
nja CPE. Urinemu signalu lahko sicer recˇemo, da je sinhronizacija razlicˇnih
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hitrih kombinatoricˇnih vezij v racˇunalniku. V sinhronskem pomnilniˇskem
digitalnem sistemu fronta urinega signala dolocˇa trenutek spremembe notra-
njega stanja v pomnilniˇskem digitalnem vezju.
Stanje CPE se spreminja ob frontah notranje ure. Krajˇsa, kot je urina
perioda, viˇsja je frekvenca, kar pomeni hitrejˇse delovanje CPE. Sˇtevilo urinih
period za izvedbo posameznega ukaza se lahko med ukazi precej razlikuje.
Zgradba CPE se deli na dva dela; na podatkovno enoto in na kontrolno
enoto. Podatkovna enota vsebuje aritmeticˇno-logicˇno enoto (ALE) in registre
(programsko dostopne in programsko nedostopne registre) [15].
Slika 2.1: Podatkovna enota [15]
Na sliki 2.1 je poenostavljena zgradba CPE s podatkovnimi potmi in
ukaznim ter operandnim predpomnilnikom.
Kontrolna enota je pomnilniˇsko in kombinatoricˇno digitalno vezje, ki na
osnovi ukaza v ukaznem registru tvori kontrolne signale. Ti signali sprozˇajo
elementarne korake v podatkovni enoti in s tem izvajanje ukaza. Kontrolna
enota ves cˇas kontrolira dogajanje med dostopom do ukazov, med izvedbo
ALE ukazov, med izvedbo LOAD in STORE ukazov, med izvedbo skocˇnih
ukazov, skratka ves cˇas delovanja CPE. Realizacija kontrolne enote je lahko
mikroprogramska (SW, enostavna, pocˇasnejˇsa) ali trdoozˇicˇena (HW, zaple-
tena, hitrejˇsa) [15].
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Slika 2.2: Aritmeticˇno-logicˇna enota [15]
Na sliki 2.2 je primer enostavne aritmeticˇno-logicˇne enote. Slika 2.3 pri-
kazuje celotno podatkovno zgradbo CPE s podatkovno in kontrolno enoto
ter kontrolnimi signali [15].
Slika 2.3: Zgradba podatkovne enote CPE s kontrolnimi signali [15]
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2.2 Cevovodna zgradba modernih procesor-
jev
Cevovodna zgradba procesorja nam omogocˇa osnovni koncept paralelizma
na nivoju ukazov. Cevovod je nacˇin realizacije CPE, pri katerem se hkrati
izvaja vecˇ ukazov.
Slika 2.4: Izvajanje ukazov pri ne-cevovodni in cevovodni CPE [20]
Primerjavo delovanja ne-cevovodne CPE in cevovodne CPE prikazuje
slika 2.4. Ne-cevovodna CPE deluje tako, da izvaja ukaze zaporedoma po
vrsti. Ko izvede vse korake ukaza in ga zakljucˇi, zacˇne s prevzemom in
izvajanjem naslednjega ukaza. Cevovodno CPE sestavlja vecˇ stopenj ali se-
gmentov, pri cˇemer vsaka stopnja izvede samo eno podoperacijo pri izvajanju
ukaza. Cevovodna CPE zato lahko izvaja vecˇ ukazov hkrati, torej vecˇ podo-
peracij razlicˇnih ukazov hkrati. Cˇe kot primer CPE razdelimo na 5 stopenj,
moramo tudi izvajanje ukaza razdeliti na pet podoperacij; vsaka se izvaja
v dolocˇeni stopnji cevovoda. Podoperacije oziroma stopnje, ki izvajajo te
podoperacije, so lahko:
 prevzem ukaza (IF),
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 dekodiranje ukaza (ID),
 izvrsˇevanje (EX),
 dostop do pomnilnika (MA),
 shranjevanje rezultata (WR).
Slika 2.5: Petstopenjska cevovodna podatkovna enota CPE [20]
Pri prevzemu ukaza se povecˇa tudi PC za 1, kar pomeni, da se ne more
zacˇeti vecˇ ukazov hkrati, pacˇ pa z zamikom ene urine periode. Taksˇna struk-
tura nam poleg pohitritve daje tudi transparentnost, kar pomeni, da niso
potrebni posegi v programe. Danes so vsi zmogljivejˇsi procesorji izdelani
kot cevovodni procesorji. Pri razvoju cevovodne CPE se stremi za tem, da
izvrsˇevanje vseh podoperacij traja priblizˇno enako dolgo; temu lahko recˇemo
uravnotezˇen cevovod. Pri idealno uravnotezˇeni CPE z N stopnjami ali se-
gmenti je zmogljivost N-krat vecˇja kot pri ne-cevovodni CPE. Posamezen
ukaz se ne izvrsˇi hitreje, pacˇ pa se v cevovodu hkrati izvrsˇuje N ukazov.
Na izhodu pridobimo v enakem cˇasu N-krat vecˇ izvrsˇenih ukazov kot pri
ne-cevovodni CPE. Ukazi, ki so istocˇasno v cevovodu, seveda vsak v svoji
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stopnji, so lahko med seboj na nek nacˇin odvisni in se zato dolocˇen ukaz ne
more vedno izvajati v naslednji urini periodi. Omenjene dogodke imenujemo
cevovodne nevarnosti (angl. pipeline hazards), ki omejujejo sˇtevilo stopenj
cevovoda in s tem mozˇno pohitritev delovanja [20].
2.3 Cevovodne nevarnosti
Med delovanjem cevovoda prihaja do treh vrst cevovodnih nevarnosti:
 strukturne nevarnosti – dve stopnji cevovoda v isti urini periodi potre-
bujeta isto enoto,
 podatkovne nevarnosti – ukaz potrebuje operand, ki ga predhodni ukaz
sˇe ni izracˇunal,
 kontrolne nevarnosti – pri ukazih, ki spreminjajo vsebino PC (skocˇni
ukazi, klici . . . ).
Pri vseh treh vrstah nevarnosti je mozˇna resˇitev, da se del cevovoda ustavi
in cˇaka dokler nevarnost ne mine. Obicˇajno je sposobnost za ugotavljanje
nevarnosti vgrajena v cevovod, vendar to ni nujno.
Pri prvih racˇunalnikih RISC iz leta 1980 se je pogosto uporabljalo pro-
gramsko odpravljanje cevovodnih nevarnosti. To se dosezˇe tako, da se v
programu za vsak ukaz, ki lahko povzrocˇi nevarnost, vstavi ustrezno sˇtevilo
ukazov NOP. NOP pomeni No OPeration, tako imenovana prazna opera-
cija. Ukazi NOP se vstavljajo med ukaza, in sicer med ukaz, ki povzrocˇa
nevarnost, in naslednji ukaz. Ukaz NOP ne spreminja stanja registrov v
CPE; izvrsˇevanje tega ukaza je enako cˇakanju ene urine periode. Vstavljanje
NOPov je avtomatsko, in sicer za to vstavljanje prevajalnik poskrbi sam in
programerju glede tega ni potrebno skrbeti. Seveda to velja, cˇe programer
ne programira v zbirnem ali strojnem jeziku. Pri znani zgradbi cevovoda
ni tezˇko ugotoviti, kje v programu prihaja do cevovodnih nevarnosti, zato
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je vstavljanje NOPov preprosto. Prevajalnik lahko, cˇe je mogocˇe, spreminja
vrstni red ukazov in s tem zmanjˇsa sˇtevilo NOPov, ki jih je potrebno vstaviti.
Programsko odpravljanje cevovodnih nevarnosti bistveno poenostavi zgradbo
cevovoda. Zgradba cevovoda je lahko res zelo preprosta, ker ne potrebuje
nobene logike za ugotavljanje in odpravljanje cevovodnih nevarnosti. Pro-
gramsko odpravljanje cevovodnih nevarnosti se kljub temu danes skoraj ne
uporablja, saj ima namrecˇ dve veliki slabosti.
Prva je, da je potrebno drugacˇno programiranje. Pri racˇunalnikih, ki
se proizvajajo preko daljˇsega cˇasa z razlicˇnimi realizacijami, je ta resˇitev
neuporabna, ker ne omogocˇa zdruzˇljivosti programov.
Druga slabost je, da vstavljanje ukazov NOP upocˇasni delovanje.
Strojno ugotavljanje cevovodnih nevarnosti omogocˇa, da se odpravi pre-
cejˇsen del cˇakanja, ki povzrocˇajo cevovodne nevarnosti. Tega pa pri pro-
gramskem odpravljanjem nevarnosti ni mogocˇe dosecˇi.
Obstajajo kombinirane resˇitve, kar pomeni, da se del cevovodnih nevarno-
sti odpravlja z dodatno logiko in del programsko. Sˇtevilo logicˇnih elementov
na cˇipih se zaradi napredka tehnologije stalno povecˇuje (Moorov zakon), zato
se v CPE vse vecˇ uporablja strojno ugotavljanje in odpravljanje cevovodnih
nevarnosti [13].
Cevovodna zgradba modernih procesorjev vodi k omenjenim cevovodnim
nevarnostim; kot resˇitev za zmanjˇsanje izgub urinih period pri kontrolnih
nevarnostih se uporablja sˇpekulativno izvajanje ukazov. Ta resˇitev pri mo-
dernih procesorjih ima poleg vseh svojih dobrih lastnosti tudi slabe; ena
izmed slabih lastnosti je, da omogocˇa napade Meltdown in Spectre.
Zato v nadaljevanju sledi podrobnejˇsi opis kontrolnih nevarnosti in od-
pravljanja kontrolnih nevarnosti.
2.3.1 Kontrolne nevarnosti
Do kontrolne nevarnosti pride pri vseh tistih ukazih, ki spremenijo vsebino
programskega sˇtevca PC v drugacˇno vsebino, kot je obicˇajno PC = PC + 1.
To se dogaja pri kontrolnih ukazih, ki jih delimo v pogojne in brezpogojne
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skoke, klice in vrnitve. Kontrolne ukaze se pogosto poenostavljeno imenuje
kar skoki, ker so klici in vrnitve enaki brezpogojnim skokom. V primeru,
cˇe je pogoj za skok izpolnjen, se v PC prenese skocˇni naslov, ki ga lahko
imenujemo tudi ciljni naslov.
Skocˇni naslov se obicˇajno izracˇuna oziroma je na voljo sˇele v stopnji
izvrsˇevanja EX (tretja stopnja v nasˇem primeru petstopenjskega cevovoda).
Cˇe stopnja EX povzrocˇi spremembo PC, je vsebina prejˇsnjih dveh stopenj
prevzema ukaza in dekodiranja neveljavna. V teh dveh stopnjah sta zˇe ukaza,
ki sledita skoku in se zato ne smeta izvrsˇiti. Najenostavnejˇsa resˇitev te nevar-
nosti je, da se v urini periodi, v kateri stopnja EX spremeni PC, v predhodni
stopnji IF in ID vstavi podoperacija, ki ne spremeni nicˇesar. Tako podope-
racijo imenujemo mehurcˇek. To je cˇakanje dveh urnih period in se imenuje
skocˇna zakasnitev ali anglesˇko branch delay.
Cˇe pogoj za skok ni izpolnjen, skoka ne bo in taka resˇitev ne zahteva
nobenega cˇakanja. Cevovod predpostavlja, kot da skoka ne bo in se cˇakanje
izvrsˇi samo, cˇe se pogoj za skok izpolni in se skok izvrsˇi. Pri vsakem izpol-
njenem pogoju za skok cˇakanje dve urini periodi obcˇutno upocˇasni delovanje
cevovoda.
Na racˇunalnikih z dolgimi cevovodi je skocˇna zakasnitev lahko celo vecˇja
od 10 urinih period, zato je tudi izguba vecˇja. Ni pa to edini vpliv; na izgubo
vpliva tudi pogostost skocˇnih ukazov. Ta je pri racˇunalnikih RISC obicˇajno
manjˇsa kot pri CISC, ker je pri racˇunalnikih RISC potrebno tudi vecˇ drugih
ukazov (ne skocˇnih) kot pri racˇunalnikih CISC.
Pri cevovodnih racˇunalnikih so kontrolne nevarnosti ocˇitno velik problem.
Na zmogljivost racˇunalnika vplivajo veliko bolj kot strukturne in podatkovne
nevarnosti, ki so tudi enostavneje resˇljive. Zato obstaja veliko razlicˇnih
resˇitev za odpravljanje izgube urinih period, ki jih povzrocˇajo kontrolne ne-
varnosti [13].
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2.4 Odpravljanje kontrolnih nevarnosti
Prvi pristop k zmanjˇsanju izgub zaradi kontrolnih nevarnosti je zmanjˇsanje
skocˇne zakasnitve. To se lahko naredi tako, da se pri nacˇrtovanju cevovoda
uposˇteva dvoje:
 preverjanje pogoja za skok naj se izvaja cˇim bolj na zacˇetku cevovoda,
 izracˇun skocˇnega naslova naj se izvaja cˇim blizˇje prvi stopnji cevovoda.
Potrebno je seveda oboje, cˇe poznamo skocˇni naslov in ne vemo, ali bo
skok izvrsˇen, nam to nicˇ ne koristi. Velja pa seveda tudi obratno.
Zmanjˇsevanja skocˇne zakasnitve k srecˇi ni edina resˇitev. Resˇitev je tudi
napovedovanje ali predikcija izpolnitve pogoja za skok in pri izpolnjenem
pogoju tudi napoved skocˇnega naslova. Nekatere resˇitve uporabljajo kombi-
nacijo programskih in strojnih resˇitev, druge pa so povsem strojne. Delimo
jih na dve skupini:
 staticˇna predikcija skokov,
 dinamicˇna predikcija skokov [13].
2.4.1 Staticˇna predikcija skokov
Pri staticˇni predikciji z zakasnjenimi skoki (delayed branch) sodeluje preva-
jalnik na podoben nacˇin kot pri cevovodnem razvrsˇcˇanju. Prevajalnik deluje
tako, da skusˇa za pogojne skoke napovedati bolj verjeten rezultat preverjanja
pogoja za skok. To napoved naredi prevajalnik, torej je napoved nespreme-
njena med izvrsˇevanjem programa. Zaradi omenjene nespremenjene napovedi
se ta resˇitev imenuje staticˇna predikcija. Staticˇna predikcija skokov se zgodi
pred izvajanjem programa in se nato ne spreminja vecˇ. Predikcijo izvaja
popolnoma samo prevajalnik in ne procesor [13].
Za ukaze v programu, ki so takoj za skokom, recˇemo, da so v skocˇnih
rezˇah. Skocˇnih rezˇ je toliko, kolikor je v cevovodu stopenj pred prenosom
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skocˇnega ukaza v PC. Ukazi v skocˇnih rezˇah se vedno izvrsˇijo. Tu ni po-
membna izpolnjenost pogoja za izvedbo. V primeru, da prevajalnik ne od-
krije ukazov, ki bi se lahko izvedli v skocˇnih rezˇah, v skocˇno rezˇo vstavi ukaz
NOP. Razliko med NOP in mehurcˇkom lahko definiramo tako, da je ukaz
NOP del programa in je v pomnilniku, medtem ko mehurcˇek tvori procesor
sam. Ker vecˇino dela opravi prevajalnik, je resˇitev preprosta, njena slabost
pa je, da potrebuje drugacˇno programiranje in da ni primerna za procesorje
z dolgimi cevovodi [26].
2.4.2 Dinamicˇna predikcija skokov
Prevajalnik opravlja napovedovanje izpolnitve pogoja za skok pri zakasnjenih
in razveljavitvenih skokih. Dolocˇi se sˇe pred zacˇetkom izvrsˇevanja programa
in se med izvrsˇevanjem ne spreminja. Resˇitve, pri katerih se napovedova-
nje spreminja med izvrsˇevanjem programa v skladu z obnasˇanjem skocˇnega
ukaza, se oznacˇuje kot dinamicˇna predikcija. Od dinamicˇne predikcije lahko
pricˇakujemo vecˇ, saj se prilagaja dogajanju v programu [13].
Pri dinamicˇni predikciji je znacˇilno, da se napovedovanje skokov dogaja
med izvrsˇevanjem programa in seveda v skladu z njegovim delovanjem. Di-
namicˇno predikcijo za razliko od staticˇne predikcije izvaja procesor sam. Kot
zˇe beseda dinamicˇno pove, se tu med izvajanjem programa napoved spremi-
nja, in sicer v skladu z obnasˇanjem programa. Znanih je kar nekaj nacˇinov
dinamicˇnih predikcij, in sicer prediktorske tabele, korelacijski prediktor, tur-
nirski prediktor in skocˇni predpomnilnik.
Posamezna vrstica v prediktorski tabeli je definirana s spodnjimi biti
pomnilniˇskega naslova, na katerem se nahaja ukaz. V stopnji EX cevovoda
se v prediktorsko tabelo zapiˇse, ali je bil pogoj za skok izpolnjen ali ne. V
stopnji IF se pri branju uakza vedno bere tudi vsebina prediktorske tabele.
Cˇe je prebrani ukaz skocˇni, se vrednost iz prediktorske tabele uporabi za
napoved izida skoka.
Korelacijski prediktor je sestavljen iz vecˇ prediktorskih tabel, med kate-
rimi izbira. Zaveda se, da vsak pogojni skok v programu tvori dve veji, ki se
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lahko po obnasˇanju bistveno razlikujeta, zato je koristno za vsako upora-
bljati svojo prediktorsko tabelo. Posamezna prediktorska tabela se dolocˇi na
podlagi zgodovine izpolnjenosti nekaj pogojnih skokov. Omenjena zgodovina
skokov se zapisuje v register globalne zgodovine. Z vsakim pogojnim skokom
se vrednost registra zamakne za eno mesto v levo; na izpraznjeni desni bit se
zapiˇse izpolnjenost pogoja trenutnega skoka (1 cˇe je pogoj izpolnjen, 0 cˇe ni
izpolnjen).
Turnirski prediktor sestavljajo selektor, globalni prediktor in lokalni pre-
diktor. Vsi trije deli turnirskega prediktorja so prediktorske tabele.
Skocˇni predpomnilnik (branch target buffer) vsebuje skocˇne naslove za-
dnjih skocˇnih ukazov, tiste, pri katerih je bil pogoj za skok izpolnjen. Skocˇni
predpomnilnik je sestavljen iz podatkovnega in kontrolnega dela. Podatkovni
del vsebuje napovedane skocˇne naslove in prediktorske bite. Kontrolni del
vsebuje naslove skocˇnih ukazov.
Poznamo tudi vrnitveni prediktor, ki se uporablja za napovedovanje po-
vratnih naslovov ob vrnitvi iz procedure. Lahko bi rekli da je to majhen
skladovni pomnilnik, ki ob koncu procedure shrani povratni naslov [26].
2.5 Sˇpekulativno izvajanje ukazov
Tezˇave, ki jih povzrocˇajo kontrolne nevarnosti, se mocˇno povecˇajo pri di-
namicˇnem razvrsˇcˇanju ukazov. Ker se v vsaki urini periodi lahko izvrsˇuje
vecˇ ukazov, je v primeru napacˇne predikcije tezˇko ugotoviti, kateri od njih se
morajo razveljaviti.
Ker so skoki v programih pogosti, je v povprecˇju med dvema skokoma
le pet do sˇest ukazov in je izguba zaradi cˇakanja obcˇutna. Pri danasˇnjih
racˇunalnikih se zato dinamicˇno razvrsˇcˇanje vedno uporablja skupaj s tako
imenovanim sˇpekulativnim izvrsˇevanjem ukazov. Izraz sˇpekulativno se upo-
rablja zato, ker se pri izvajanju in izvrsˇevanju ukazov sˇpekulira, da je napoved
skokov z dinamicˇno predikcijo pravilna. Vendar to ne drzˇi vedno oziroma ni
vedno res in je potreben mehanizem, s katerim se pri napacˇni napovedi od-
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strani vse, kar so napacˇno napovedani ukazi izvrsˇili.
V racˇunalniku s sˇpekulativnim izvrsˇevanjem ukazov so uporabljene na-
slednje ideje:
 Dinamicˇna predikcija skokov, s katero se kljub skokom izberejo ukazi,
ki se izstavijo.
 Sˇpekulativno izvrsˇevanje ukazov brez predhodnega cˇakanja na prever-
janje pravilnosti skocˇne napovedi. Pri tem je potrebno, da se lahko
odstrani vpliv napacˇno napovedanih ukazov.
 Dinamicˇno razvrsˇcˇanje ukazov [13].
Sˇpekulativno izvajanje ukazov je tehnika, ki jo centralno procesna enota
uporablja za pohitritev delovanja. Je ena izmed komponent izvajanja ukazov
zunaj vrstnega reda in spada v dinamicˇno izvajanje ukazov.
Moderne CPE so vse cevovodne, kar pomeni, da se v cevovodu izvaja
vecˇ ukazov hkrati. Na sliki 2.6 je primer izvajanja ukazov v 4-stopenjskem
cevovodu. Obarvani kvadratki predstavljajo ukaze, ki so med seboj neodvisni
in se zato v cevovodu lahko izvajajo hkrati [10].
Zeleni kvadratki predstavljajo ukaz za pogojni skok. Skocˇni prediktor
izracˇuna, po kateri veji se bo program najverjetneje nadaljeval, in procesor
zacˇne sˇpekulativno izvrsˇevati ukaze v tej veji, ne da bi cˇakal na izvrsˇitev
skocˇnega ukaza. Na sliki je sˇpekulativno izvajan ukaz predstavljen kot vi-
jolicˇni kvadratek. Cˇe je napoved skocˇnega prediktorja pravilna, izvaja cevo-
vod ukaze brez cˇakanja oziroma ustavljanja.
Brez napovedovanja izida skokov in sˇpekulativnega izvajanja ukazov se
mora cevovod ustaviti, dokler se skocˇni ukaz ne izvrsˇi do konca in je izid po-
gojnega skoka znan (zeleni kvadratek v 4. stopnji). Urine periode, v katerih
cevovod stoji in cˇaka na izid skocˇnega ukaza, so izgubljene in povecˇujejo CPI
procesorja (povprecˇno sˇtevilo urinih period za izvedbo ukaza).
Razlog za poimenovanje omenjene logike z izrazom sˇpekulativno izva-
janje je seveda to, da se pri napovedovanju skocˇni prediktor lahko tudi zmoti.
Cˇe se to zgodi, cevovod zacˇne izvajati ukaze v napacˇni veji in je potrebno te
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Slika 2.6: Diagram izvajanja ukazov v sˇtiristopenjskem cevovodu [10]
ukaze zavrecˇi. Napacˇno napovedovanje izida skoka ni ravno pogosto, saj je
tipicˇna natancˇnost napovedovanja nad 95% [10].
Poglavje 3
Pomnilniˇska hierarhija
Pomnilniˇsko hierarhijo definiramo, kot zaporedje med seboj povezanih po-
mnilnikov. Pri tem pa uposˇtevamo, da vsak pomnilnik komunicira le s
sosednima pomnilnikoma. S pomnilniˇsko hierarhijo si zˇelimo dosecˇi, da je
CPE vidi pomnilnik na najviˇsjem nivoju, torej najbolj oddaljen pomnilnik
od CPE, ki je velik, cenen in pocˇasen, kot hiter in drag pomnilnik [13].
Slika 3.1: Trinivojska pomnilniˇska hierarhija [8]
Pri vecˇnivojskih pomnilniˇskih hierarhijah ima hierarhija glavni pomnilnik,
navidezni pomnilnik in namesto enega predpomnilnika vecˇ nivojev predpo-
mnilnikov. Funkcija pomnjenja je razdeljena preko vecˇ nivojev; vsak nivo
ima drugacˇno hitrost in velikost.
3.1 Predpomnilnik
Glavni pomnilniki se zˇe od leta 1975 naprej gradijo s pomnilniˇskimi cˇipi
DRAM. Problem cˇipov DRAM je v tem, da se njihova hitrost z leti povecˇuje
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bistveno pocˇasneje kot njihova velikost. Ne le, da se hitrost povecˇuje pocˇasi,
ampak se povecˇuje pocˇasneje tudi od zmogljivosti CPE. Od leta 1980 se
je zmogljivost CPE povecˇala za priblizˇno 4000-krat bolj kot hitrost cˇipov
DRAM. To je velika razlika. Zato se za premosˇcˇanje te velike razlike upora-
blja predpomnilnik, ki je izdelan s staticˇnimi pomnilniˇskimi cˇipi SRAM.
Predpomnilnik je hiter in majhen pomnilnik, ki je med CPE in glavnim
pomnilnikom, kot prikazuje slika 3.1. Pojavi se tudi drugod, in sicer pri
V/I procesorjih ali pri V/I napravah. Podatki, ki se hranijo v predpomnil-
niku, so deli vsebine glavnega pomnilnika. Gre pa za podatke iz glavnega
pomnilnika, za katere je velika verjetnost, da bodo v naslednjih trenutkih
uporabljeni. V pomnilniˇski hierarhiji uporaba predpomnilnika ustvari iluzijo
hitrega pomnilnika, ki je hitrejˇsi kot glavni pomnilnik [13].
CPE s pomnilniˇskim naslovom sprva dostopa do predpomnilnika. Pri
dostopu do podatkov v predpomnilniku sta dve mozˇnosti; zadetek v predpo-
mnilniku ali zgresˇitev. Zadetek v predpomnilniku se zgodi, cˇe je pomnilniˇski
naslov, do katerega dostopamo, v predpomnilniku. Cˇe naslova ni, se zgodi
zgresˇitev v predpomnilniku in je potreben dostop do glavnega pomnilnika.
V predpomnilniku je verjetnost zadetka obicˇajno vecˇja od 90%.
Med predpomnilnikom in glavnim pomnilnikom se vedno prenasˇajo po-
mnilniˇski bloki. Pomnilniˇski blok je vecˇ sosednjih pomnilniˇskih besed. Za
dostop do podatkov v predpomnilniku je potreben dostopni cˇas od ene do
nekaj urinih period. Pri zgresˇitvi v predpomnilniku se cˇas dostopa povecˇa,
to imenujemo zgresˇitvena kazen. Zgresˇitvena kazen je cˇas, ki je potreben za
dostop do glavnega pomnilnika in prenos bloka v predpomnilnik. Priˇstevek
zgresˇitvene kazni k cˇasu dostopa do predpomnilnika je tipicˇno med 10 in 100
urinimi periodami.
Vsebina predpomnilnika se ves cˇas delovanja CPE spreminja. Poleg pre-
nosa pomnilniˇskih blokov iz glavnega pomnilnika se prenesejo tudi njihovi
naslovi (sˇtevilke blokov iz glavnega pomnilnika). Vsak predpomnilnik je zato
sestavljen iz dveh delov pomnilniˇskega in kontrolnega dela. Pomnilniˇski del je
razdeljen na predpomnilniˇske bloke (vrstice), kjer so shranjeni prenesˇeni po-
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mnilniˇski bloki. Kontrolni del sestavljajo kontrolne besede. Vsakemu bloku
v pomnilniˇskem delu pripade ena kontrolna beseda, ki vsebuje naslov bloka.
Cˇe iskanje bloka v predpomnilniku ni mogocˇe izvesti hitro, je treba vpe-
ljati omejitve pri preslikavi bloka v predpomnilnik. Glede na strogost ome-
jitev pri preslikavah razlikujemo tri vrste predpomnilnikov: cˇisti asociativni
predpomnilnik, set-asociativni predpomnilnik in direktni predpomnilnik.
Pomnilniˇski del cˇistega asociativnega predpomnilnika je staticˇni RAM.
Kontrolni del predpomnilnika je asociativni pomnilnik, ki omogocˇa hitro is-
kanje sˇtevilke bloka po celotnem kontrolnem delu predpomnilnika. Zaradi
hitrega iskanja se lahko blok iz glavnega pomnilnika preslika v katerikoli blok
predpomnilnika. Cˇisti asociativni predpomnilniki so zaradi omejene velikosti
redki.
Set-asociativni predpomnilnik je v celoti razdeljen na vecˇ blokov, ki se
imenujejo seti. Vsak set posebej je majhen cˇist asociativni predpomnilnik.
Iskanje, v katerem setu je blok, ni hitro, medtem ko iskanje bloka znotraj
seta je. Dolocˇen blok iz glavnega pomnilnika se zato lahko preslika samo
v tocˇno dolocˇen set, da iskanje med seti ni potrebno. Blok znotraj seta se
lahko preslika kamorkoli. Sˇtevilo blokov v setu dolocˇa stopnjo asociativnosti
set-asociativnega predpomnilnika. Vecˇje, kot je sˇtevilo blokov v setu, vecˇja
je verjetnost zadetka.
Pri direktnem predpomnilniku je celoten kontrolni del predpomnilnika
obicˇajen SRAM z naslovom naslovljiv pomnilnik; pri tem bi bilo iskanje
bloka prepocˇasno. Zato se dolocˇen blok iz glavnega pomnilnika lahko preslika
samo v tocˇno dolocˇen blok predpomnilnika. S tem iskanje ni potrebno. V
primeru, cˇe je blok v predpomnilniku poln, se ob novi preslikavi zamenja
blok. Zato je verjetnost zadetka precej manjˇsa v primerjavi z enako velikim
set-asociativnim predpomnilnikom.
V danasˇnjih vecˇjedrnih procesorjih je predpomnilnik v vecˇ nivojih. Na pr-
vem nivoju (L1) sta obicˇajno dva predpomnilnika ukazni in operandni (Har-
vardska arhitektura) za vsako jedro. Na drugem (L2) in tretjem nivoju (L3)
so predpomnilniki homogeni. Predpomnilnik na tretjem nivoju je skupen
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za vsa jedra, kar pomeni, da so v njem lahko informacije vseh jeder. Vsi
predpomnilniki so obicˇajno set-asociativni. Na sliki 3.2 je organizacija pred-
pomnilniˇske hierarhije pri sˇtirijedrnem procesorju Intel Ivy Bridge.
Slika 3.2: Organizacija predpomnilnikov procesorja Intel Ivy Bridge [15]
Predpomnilniki pohitrijo hitrost dostopa do podatkov tipicˇno 5- do 10-
krat v primerjavi s cˇasom dostopa do glavnega pomnilnika [15].
3.2 Navidezni pomnilnik - ostranjevanje
Izraz navidezni pomnilnik (virtual memory) se je sprva zacˇel uporabljati za
oznacˇevanje prostora, ki je v pomozˇnem pomnilniku, ki je za uporabnika vi-
deti kot glavni pomnilnik. Pomozˇni pomnilnik je danes skoraj vedno magne-
tni disk ali SSD. Dostopanje do pomozˇnega pomnilnika poteka z V/I ukazi.
Prenosi med glavnim in navideznim pomnilnikom so za uporabnika nevidni.
Od tod izhaja ime navidezni pomnilnik.
Vecˇina danasˇnjih racˇunalnikov ima navidezni pomnilnik. Razlogi za navi-
dezni pomnilnik so zasˇcˇita pomnilnika, resˇitev pozicijske neodvisnosti progra-
mov, nizka cena pomnilnika na pomozˇnem pomnilniku in premajhen glavni
pomnilnik. Pomozˇni pomnilnik ima poleg prostora navideznega pomnilnika
tudi prostor za shranjevanje datotek, ki je obicˇajno precej vecˇji.
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Cˇas prenosa podatkov iz pomozˇnega pomnilnika v glavni pomnilnik je
zelo dolg, torej je zgresˇitvena kazen zelo velika. Vpliv zgresˇitvenih kazni pri
navideznem pomnilniku se lahko zmanjˇsa:
 z vecˇjimi bloki velikosti 4 KB, 8 KB, do 64 KB in vecˇ,
 s preslikovanjem vsakega bloka iz navideznega pomnilnika v poljuben
blok glavnega pomnilnika.
Zamenjava blokov ob zgresˇitvi je programska in ne strojna kot pri pred-
pomnilniku.
V povezavi z navideznim pomnilnikom imenujmo glavni pomnilnik fizicˇni
pomnilnik. Zato se naslovi glavnega pomnilnika imenujemo fizicˇni naslovi.
Pri vsakem pomnilniˇskem dostopu se navidezni naslov preslika v fizicˇni na-
slov. Funkcija preslikovanja se vzpostavi programsko. Fizicˇni naslov obstaja,
cˇe je v fizicˇnem pomnilniku zadetek. Fizicˇni naslov se uporabi za dostop do
predpomnilnika.
Pri navideznem pomnilniku z ostranjevanjem (paging) je navidezni po-
mnilnik razdeljen na strani (pages). Glavni pomnilnik je razdeljen na enako
velike okvirje strani (page frames).
Ker je navidezni pomnilnik obicˇajno vecˇji kot glavni, je strani v navide-
znem pomnilniku vecˇ kot okvirjev v glavnem pomnilniku. Vsako posamezno
stran iz navideznega pomnilnika je mogocˇe prenesti v poljuben okvir fizicˇnega
pomnilnika. Preslikava navideznega naslova v fizicˇnega poteka preko tabele
strani, ki je v glavnem pomnilniku. Tabelo strani sestavljajo deskriptorji
strani (page descriptor), kjer vsak deskriptor opisuje dolocˇeno stran. Sˇtevilo
deskriptorjev v tabeli strani je enako sˇtevilu strani v navideznem pomnilniku
[15].
Na sliki 3.3 je z modrim okvirjem oznacˇen en deskriptor strani znotraj
tabele strani. Vsebino deskriptorja sestavljajo parametri in sˇtevilka okvirja.
Tipicˇni parametri v deskriptorju so:
 veljavni bit V (Valid),
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 bit prisotnosti P (Present),
 zasˇcˇitni kljucˇ RWX (Read, Write, eXecute),
 bit spremembe C (Change).
Slika 3.3: Zgradba tabele strani [15]
Stanje programa je dolocˇeno s tabelo strani, programskim sˇtevcem in
registri, kar je skupek za posamezen proces. Operacijski sistem za vsak pro-
gram, ki se izvaja, vzpostavi svojo tabelo strani. Vsakemu procesu s tabelo
strani dolocˇimo naslovni prostor. Ob preklopu na drug program se zamenja
vsebina registra, ki kazˇe na zacˇetek tabele strani. Navidezni pomnilnik tako
omogocˇa uporabo fizicˇnega pomnilnika vecˇ procesom. Pri tem pomnilniˇski
prostor enega procesa zasˇcˇiti pred drugimi procesi.
Tabele strani zasedejo veliko pomnilnika. Zato tabelo strani razdelimo na
vecˇ nivojev (vecˇ-nivojska preslikava). S tem se zmanjˇsa prostor v fizicˇnem
pomnilniku, ki ga zasedejo tabele strani [15].
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3.3 Zasˇcˇita pomnilnika
Potreba po tem, da se omogocˇi zasˇcˇita enega programa pred posegi drugega
programa, se je pojavila zˇe s prvimi operacijskimi sistemi. Pri veliki vecˇini
racˇunalnikov je potrebno, da je del operacijskega sistema ves cˇas v glavnem
pomnilniku. Napaka v programu, ki spremeni vsebino pomnilniˇskih lokacij v
glavnem pomnilniku, v katerih je shranjen operacijski sistem, lahko povzrocˇi
razpad sistema (crash).
Danasˇnji operacijski sistemi so vecˇopravilni, kar pomeni, da istocˇasno
obdelujejo vecˇ razlicˇnih programov in je s tem problem sˇe sˇirsˇi. Zagotoviti
je potrebno, da en program ne posega v prostor, ki je dodeljen drugemu
programu. Kot posegi so miˇsljene operacije spreminjanja, brisanja in pisanja.
Resˇitve za zasˇcˇito ne uporabljajo zasˇcˇite posameznih pomnilniˇskih besed,
temvecˇ namesto tega delijo glavni pomnilnik na dele dolocˇenih velikosti, npr.
2048 besed, ki so vsak zase zasˇcˇiteni. Zasˇcˇiteni deli se obicˇajno imenujejo
bloki ali strani. Vsakemu posameznemu programu je dodeljen pomnilniˇski
prostor, ki obsega dolocˇeno sˇtevilo strani. Vsaka stran ima svoje zasˇcˇitne
metabite ali zasˇcˇitni kljucˇ (protection key). Zasˇcˇitni kljucˇ vsebuje taksˇno
vsebino, da so njegovi biti znotraj ene strani enaki za vse pomnilniˇske besede
v strani. Zasˇcˇitni kljucˇi so v posebnem pomnilniku, ki ni del glavnega po-
mnilnika. Dostop do zasˇcˇitnih kljucˇev ni mozˇen z obicˇajnimi pomnilniˇskimi
ukazi.
V primerjavi z zasˇcˇito posameznih besed ta resˇitev zahteva manjˇse sˇtevilo
bitov in temu ustrezno krajˇsi je tudi cˇas za njihovo spreminjanje.
Pri racˇunalnikih, ki imajo navidezni pomnilnik, je zasˇcˇita pomnilnika
resˇena kot del navideznega pomnilnika. Princip te zasˇcˇite je enak, kot je
opisano zgoraj, le da je tu zasˇcˇitni kljucˇ za posamezno stran del deskriptorja
strani v tabeli strani. Dovoljenje za spreminjanje vsebine zasˇcˇitnih kljucˇev
je omejeno na privilegiran nacˇin delovanja [13].
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Poglavje 4
Napada Meltdown in Spectre
Meltdown in Spectre sta imeni dveh razlicˇic iste temeljne ranljivosti, ki priza-
deneta skoraj vsak procesorski cˇip, izdelan v zadnjih 20 letih. Cˇe bi ju izko-
ristili, bi napadalcem lahko omogocˇili dostop do podatkov, ki so se prej zdeli
popolnoma zasˇcˇiteni. Raziskovalci so te ranljivosti odkrili pozno leta 2017
in jih objavili v zacˇetku leta 2018. Tehnicˇno gledano obstajajo tri osnovne
razlicˇice ranljivosti; vsaka ima svojo sˇtevilko CVE (Common Vulnerabilities
and Exposures) [6].
 Razlicˇica 1: izogibanje preverjanju zasˇcˇite pomnilnika (CVE-2017-5753),
 razlicˇica 2: izkoriˇscˇanje napovedovanja skokov (CVE-2017-5715),
 razlicˇica 3: nepooblasˇcˇen dostop do podatkov v predpomnilniku (CVE-
2017-5754).
Razlicˇica 1 in 2 sta zdruzˇeni pod imenom Spectre, razlicˇica 3 pa je poi-
menovana Meltdown.
Vse tri razlicˇice te osnovne ranljivosti vkljucˇujejo zlonamerni program,
ki pridobi dostop do podatkov, do katerih zaradi zasˇcˇite pomnilnika ne bi
smel dostopati. Zlonamerni program izkoriˇscˇa dve pomembni tehniki, ki se
uporabljata za pohitritev delovanja v modernih procesorskih cˇipih. To sta:
 sˇpekulativno izvajanje ukazov in
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 pomnilniˇska hierarhija, ki vkljucˇuje predpomnilnik in zasˇcˇito pomnil-
nika pri navideznem pomnilniku.
Razlicˇice navedenih ranljivosti vplivajo na sˇtevilne sodobne procesorje,
vkljucˇno z nekaterimi procesorji Intel, AMD in ARM.
Na napad Meltdown so primarno ranljivi procesorji Intel. Ranljiva sta
tudi procesor ARM Cortex-A75 in IBM Power. Procesorji AMD niso obcˇutljivi
na napad Meltdown, napad Spectre ogrozˇa sˇirsˇi nabor procesorjev Intel,
ARM in tudi AMD [9].
Poglavje 5
Napad Meltdown
Napad Meltdown ob svoji izvedbi ”topi”varnostne meje, ki jih obicˇajno uve-
ljavlja strojna oprema. Z napadom napadalec uporabi uporabniˇski program,
ki se izvaja na racˇunalniku, za dostop do podatkov, do katerih obicˇajno ne bi
smel dostopati. To so podatki, ki pripadajo drugim programom in podatki,
do katerih bi moral imeti dostop le operacijski sistem. To predstavlja hudo
tezˇavo, vendar zˇe obstajajo resˇitve proti tem napadom [6].
Napad Meltdown izkoriˇscˇa informacije, pridobljene z delovanja strojne
opreme modernih procesorjev. Napad poskusi z zlonamernim procesom do-
stopati do pomnilniˇskih lokacij, ki mu ne pripadajo, oziroma do njih nima
pravice dostopa. Izvede se v vednosti, da mu bo dostop do zasˇcˇitenih po-
mnilniˇskih lokacij zavrnjen. Sprozˇil bo past strani ali segmenta. A zaradi
izvrsˇevanja ukazov zunaj vrstnega reda si zagotovi, da se je vsebina, cˇeprav
do nje ne more neposredno dostopati, zˇe zapisala v predpomnilnik.
Z uporabniˇskega prostora pomnilnika nimogocˇe dostopati do teh vsebin,
vendar lahko s postopkom Flush+Reload napadalec vseeno dostopa do po-
datkov, ki so se prenesli v predpomnilnik. Tako se izvede napad Meltdown v
modernih procesorjih, to pa so skoraj vsi Intelovi procesorji, ki uporabljajo
logiko izvrsˇevanja ukazov zunaj vrstnega reda [1].
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5.1 Opis napada Meltdown
Racˇunalniki z navideznim pomnilnikom imajo v svojem naboru navideznih
pomnilniˇskih naslovov poleg uporabniˇskih naslovov tudi naslove jedra ope-
racijskega sistema. Uporabnik lahko prosto dostopa do uporabniˇskih po-
mnilniˇskih naslovov. Cˇe pa dostopa do naslovov, ki pripadajo jedru opera-
cijskega sistema, se bo zaradi zasˇcˇite pomnilnika sprozˇila past, ki bo zavrnila
dostop [16].
Slika 5.1: Zasˇcˇita pomnilnika, prikaz uporabniˇskega pomnilniˇskega prostora
in prostora jedra operacijskega sistema [16]
Zasˇcˇita pomnilnika deluje tako, da zasˇcˇiti pomnilniˇski prostor jedra ope-
racijskega sistema pred uporabniˇskim prostorom, kot je prikazano na sliki
5.1. V uporabniˇskem prostoru pomnilnika so vse aplikacije, ki jih uporab-
nik trenutno uporablja, kot so npr. urejevalnik besedila, Skype, Instagram,
racˇunalniˇske igre in podobno. V pomnilniˇski prostor jedra operacijskega sis-
tema spadajo zasˇcˇiteni podatki; tu je operacijski sistem. Tako se preprecˇi
uporabniˇskim aplikacijam, ki so v uporabniˇskem prostoru pomnilnika, da do-
stopajo do vsebin, ki so v pomnilniˇskem prostoru jedra operacijskega sistema.
Cˇeprav imamo varno programsko infrastrukturo, kjer ni nobenih napak v
programu, lahko strojna oprema, ki izvaja program, vseeno pusˇcˇa podatke.
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To je mogocˇe dosecˇi z informacijami, pridobljenimi s pomocˇjo stranskih ka-
nalov.
Stranski kanal (side-channel) je pot, ki nenamerno omogocˇa pusˇcˇanje in-
formacij med dvema entitetama (obicˇajno sta to programa) preko skupnega
vira. Ti viri so lahko informacije o porabi energije, merjenje cˇasa izvajanja
dolocˇenih procesov v racˇunalniku ali informacije, pridobljene z opazovanjem
vsebine predpomnilnika [16].
Slika 5.2: Dostopanje do podatkov v predpomnilniku in glavnem pomnilniku
[16]
Napad Meltdown izkoriˇscˇa pridobljene informacije z opazovanjem vsebine
predpomnilnika. Cˇe imamo dolocˇeno pomnilniˇsko vsebino i s slike 5.2 in
prvicˇ dostopamo do nje, ni v predpomnilniku in pri dostopu pride do zgresˇitve
v predpomnilniku. Zato se izvede dostop do glavnega pomnilnika in prenos
vsebine i iz glavnega pomnilnika v predpomnilnik. Ob naslednjem dostopu
do vsebine i bo ta zˇe shranjena v predpomnilniku, kar pomeni, da pride
do zadetka v predpomnilniku in je do vsebine i dostop veliko hitrejˇsi.
Zaradi velike razlike med cˇasoma dostopa je mogocˇe tocˇno dolocˇiti, ali
gre pri dostopu do informacije za zgresˇitev v predpomnilniku ali za zadetek.
Napadalec lahko z uporabo tehnike Flush+Reload dolocˇi dostop do posame-
znega bloka v predpomnilniku. S temi informacijami lahko napadalec naredi
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zelo mocˇne napade na sistem, tako imenovane napade stranskih kanalov.
Eden izmed teh mocˇnih napadov pri izvedbi napada Meltdown je tehnika,
imenovana Flush+Reload [16].
Slika 5.3: Koda izvedbe napada Meltdown
Prva vrstica na sliki 5.3 sprozˇi past, ki naj poskrbi, da se program od te
vrstice naprej vecˇ ne izvaja. Posledica tega je, da se druga in tretja vrstica
v kodi ne bi smele izvesti. Cˇe bi na tej tocˇki izvedli napad Flush+Reload, bi
za drugo in tretjo vrstico kode dobili zadetek v predpomnilniku. To pomeni,
da sta bili v resnici druga in tretja vrstica kode izvedeni.
Izvedba druge in tretje vrstice kode se zgodi, ker se ukazi izvedejo zunaj
vrstnega reda. Ker sprozˇena past potrebuje nekaj cˇasa za svojo izvedbo in se
ukazi izvajajo zunaj vrstnega reda, CPE izvede drugo in tretjo vrstico kode
vnaprej. Tako se izogne cˇakanju rezultata prve vrstice. Ker to CPE izvaja
zelo hitro, sta se druga in tretja vrstica v celoti izvedli tudi pred preverjanjem
pravic dostopa do podatkov, do katerih dostopata. V drugi vrstici dostopamo
do podatkov, ki so v obmocˇju jedra operacijskega sistema pomnilnika, in ti
podatki se prenesejo v predpomnilnik in v registre. Podatki tako v predpo-
mnilniku cˇakajo in cˇe pride do pasti se morda sploh ne uporabijo. Posledicˇno
to omogocˇi prostor za napade. S preverjanjem pravic za dostop CPE kasneje
ugotovi, da je bila izvedba napacˇna. Zato zavrzˇe napacˇno izvedene ukaze in
pobriˇse rezultate teh ukazov iz registrov. Vendar podatki sˇe vedno ostanejo
v predpomnilniku.
V drugi vrstici napadalec v predpomnilnik shrani podatek z obmocˇja
jedra operacijskega sistema. V tretji vrstici ta podatek uporabi kot indeks
za dostop do svoje tabele. Ker napadalec pozna vrednosti svoje tabele, lahko
tako primerja razlicˇne mozˇnosti, ki je bila resnicˇno prava vrednost z vrstice
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dve. Tako s primerjavami in s tehniko Flush+Reload za vsako primerjavo
meri cˇas in tako odkrije vsebino pomnilnika iz obmocˇja jedra operacijskega
sistema.
Pri napadu Flash+Reload napadalec opazovani pomnilniˇski blok pobriˇse
(Flush) iz pomnilniˇske hierarhije. Vsebina, ki je v L1, je tudi v L2 in L3
pomnilniˇske hierarhije, ki je obicˇajna v vseh Intelovih procesorjih.
Napadalec nato pocˇaka, da omogocˇi zˇrtvi dostop do opazovanega po-
mnilniˇskega bloka.
Napadalec ponovno dostopa (Reload) do pomnilniˇskega bloka in pri tem
meri cˇas dostopa.
Cˇe je med cˇakanjem zˇrtev dostopala do pomnilniˇskega bloka, bo blok zˇe
v predpomnilniku in bo dostop zelo hiter. Cˇe zˇrtev v tem cˇasu ni dostopala
do pomnilniˇskega bloka, je treba ta blok prenesti iz glavnega pomnilnika v
pomnilniˇsko hierarhijo in bo dostopni cˇas obcˇutno daljˇsi.
Slika 5.4: Cˇasovni diagram napada Flush+Reload [25]
Na sliki 5.4 so tri mozˇnosti pri napadu Flush+Reload. Pri prvi zˇrtev,
medtem ko napadalec cˇaka, ne dostopa do pomnilniˇskega bloka, podatkov
ni v predpomnilniku, zato je dostopni cˇas napadalca zelo dolg. V drugem
primeru zˇrtev dostopa do pomnilniˇskega bloka, medtem ko napadalec cˇaka.
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Podatki so zato v predpomnilniku in cˇas za Reload je zelo kratek. V tretjem
primeru zˇrtev sicer dostopa do pomnilniˇskega bloka, vendar prepozno [25].
5.2 Znane resˇitve proti napadu Meltdown
Ranljivost, ki jo izkoriˇscˇa napad Meldown, izvira iz strojne opreme naprav.
Resˇitev napada Meltdown je delitev uporabniˇskega prostora pomnilnika in
prostora jedra operacijskega sistema na dva dela. Jedru operacijskega sis-
tema se dodeli npr. zgornja polovica pomnilnika, medtem ko je uporabniˇski
pomnilniˇski prostor v spodnji polovici pomnilnika. Za tako resˇitev je po-
trebno v enega od sistemskih registrov dodati nov bit, ki dolocˇa to mozˇnost
delitve, ali je pomnilnik tako razdeljen ali ne. Za izvedbo take resˇitve je po-
trebna sprememba strojne opreme. To seveda ni preprosto, zato so se iskale
cenejˇse resˇitve, ki bi jih bilo mogocˇe realizirati s programsko opremo.
Mozˇna resˇitev, da bi se znebili prostora jedra operacijskega sistema po-
mnilnika, ko izvajamo procese v uporabniˇskem nacˇinu, izkoriˇscˇa dejstvo, da
tabele strani pri navideznem pomnilniku zgradi operacijski sistem. Ravno to
je tehnika, ki jo uporablja resˇitev KAISER [16].
Slika 5.5: Prikaz uporabniˇskega nacˇina in nacˇina jedra pomnilnika, pri resˇitvi
KAISER [16]
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Resˇitev KAISER (Kernel Address Isolation to have Side-channel Efficien-
tly Removed) v primeru, cˇe ima sistem enojno tabelo strani za vsak proces,
implementira dve tabeli. Ena tabela strani vsebuje naslove jedra operacij-
skega sistema pomnilnika in uporabniˇske naslove pomnilnika. Druga tako
imenovana shadow tabela strani vsebuje le kopijo uporabniˇskih naslovov
pomnilnika. Cˇe se proces izvaja v uporabniˇskem nacˇinu, se bo zanj aktivirala
druga shadow tabela strani. S tem bo prostor jedra operacijskega sistema
popolnoma zasˇcˇiten pred posegi procesov, izvajanih v uporabniˇskem nacˇinu.
Ko sistem preide v zasˇcˇiten nacˇin, se tabeli strani zamenjata [4].
Resˇitev KAISER je bila prvicˇ objavljena leta 2017. Razvita je bila za
obrambo proti drugim napadom, ki izkoriˇscˇajo informacije, pridobljene s
stranskih kanalov. Po odkritju napada Meltdown so kmalu ugotovili, da




Z napadom Spectre napadalec prisili dolocˇene programe, da prikazˇejo svoje
podatke, katerih ne bi smeli in bi jih morali obdrzˇati kot skrivnost. To zah-
teva kompleksno znanje o delovanju programa, ki ga napadalec izkoriˇscˇa. S
temi napadi napadalec nima dostopa do skrivnosti ostalih programov. Napad
Spectre ni omejen na dolocˇene racˇunalniˇske arhitekture; izvede se lahko na
prakticˇno skoraj vseh napravah. Ime Spectre izhaja iz Speculative execution
– sˇpekulativno izvajanje ukazov. Ker je sˇpekulativno izvajanje ukazov vgra-
jeno v prakticˇno vse moderne procesorje zadnjih 20 let, se bo teh napadov
tezˇko obraniti. To pomeni, da nas bo napad Spectre ogrozˇal sˇe kar nekaj
cˇasa [6].
6.1 Napad Spectre razlicˇica 1
Razlicˇica 1 napada Spectre izkoriˇscˇa predikcijo skokov pri sˇpekulativnem iz-
vajanju ukazov za dostop do zasˇcˇitenega dela pomnilnika. Predikcijo skokov
napadalec izkoristi za napacˇno napoved izida skoka in s tem za sˇpekulativno
izvedbo ukazov, preden dobi zavrnitev dostopa do zasˇcˇitenih podatkov. Na-
padalec sprva nekajkrat izvede zanko ali pogojni stavek z vrednostmi, ki
povzrocˇijo, da je pogoj izpolnjen. S tem zagotovi, da bo skocˇni prediktor
za naslednji skok predvidel, da bo pogoj zopet izpolnjen. Vendar napada-
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lec pri naslednjem skoku spremeni vrednost spremenljivke tako, da pogoj
ne bo izpolnjen. Napoved skocˇnega prediktorja je zato napacˇna in procesor
sˇpekulativno izvede ukaze, kot da bi bil pogoj izpolnjen. Sˇpekulativno izve-
deni ukazi dostopajo do zasˇcˇitenih podatkov, sˇe preden je izvedeno prever-
janje zasˇcˇite podatkov. Cˇetudi se dostop zavrne in se rezultati sˇpekulativno
izvedenih ukazov zavrzˇejo, so zasˇcˇiteni podatki zˇe v predpomnilniku. Cˇe je
bil cˇas izvedbe pravilen, je sˇpekulativno izvajanje ukazov izvedlo kodo znotraj
zanke, preden se je pogojni stavek dokoncˇno zakljucˇil [12].
Slika 6.1: Primer pogojnega skoka pri razlicˇici 1
V primeru kode na sliki 6.1, predpostavimo, da napadalec nadzoruje vre-
dnost spremenljivke x. Pogojni stavek if v prvi vrstici preveri, ali je spre-
menljivka x v veljavnem obmocˇju glede na velikost tabele 1.
V prvi fazi napada napadalec vecˇkrat izvede pogojni stavek z vrednostmi
spremenljivke x v veljavnem obmocˇju glede na velikost tabele 1. Skocˇni
prediktor predvideva, da bo pogoj if stavka izpolnjen tudi pri naslednjih
izvedbah.
Nato napadalec izvede if stavek s spremenljivko x, ki ima vrednost zunaj
obmocˇja velikosti tabele 1 in pogoj if stavka ne bo vecˇ izpolnjen. CPE ne
cˇaka na rezultat pogoja if stavka, temvecˇ glede na stanje skocˇnega predik-
torja sˇpekulativno izvede naslednji stavek v drugi vrstici z vrednostjo spre-
menljivke x zunaj meja tabele 1. Izvede se dostop do tabele 2 z zlonamerno
vrednostjo spremenljivke x. Branje iz tabele 2 nalozˇi podatke v predpomnil-
nik in to iz naslova tabela1[x]. Ko je pravilen izid skoka znan, CPE zavrzˇe
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rezultate nepravilno izvedenega stavka v drugi vrstici; spremembe stanja v
predpomnilniku se ne zavrzˇejo. Napadalec lahko analizira vsebino predpo-
mnilnika in tako mogocˇe najde zasˇcˇitene skrite vrednosti iz pomnilnika zˇrtve.
Z vecˇkratnim ponavljanjem postopka se lahko izvaja dostop do razlicˇnih blo-
kov v predpomnilniku.
Na sliki 6.2 je prikaz podatkov znotraj pomnilnika. Podatki na naslovih
od 0 do 6 so podatki tabele 2. Ker je napadalec dostopal do tabele 2 s
spremenljivko x, ki je zunaj obmocˇja tabele 2, je tako dostopal do podatkov
v pomnilniku, do katerih ne bi smel. Lahko je npr. dostopal do naslova na
naslovu 25 in je tako v predpomnilnik shranil prvo cˇrko skrivnega gesla [12].
Slika 6.2: Prikaz podatkov znotraj pomnilnika pri izvedbi napada Spectre
razlicˇice 1
Ko pride do rezultata pogojnega stavka if, CPE ugotovi, da je bila iz-
vedba napacˇna. Ampak sprememb, ki so se zgodile znotraj predpomnilnika
ni mogocˇe razveljaviti. Napadalec analizira vsebino predpomnilnika in pride
do skritega gesla. Tako CPE med sˇpekulativnim izvajanjem ukaza nehote
dostopa do pomnilniˇskih lokacij, kjer je neko geslo, namesto do lokacij, kjer
je tabela 2.
Na sliki 6.3 so prikazane sˇtiri mozˇnosti, ki se lahko pojavijo ob pogojnem
stavku if. V prvem, drugem in cˇetrtem primeru ni stranskih ucˇinkov, ki bi
omogocˇali napad Spectre. V tretjem primeru se zaradi hitrejˇse sˇpekulativne
izvedbe ukaza geslo preko spremenljivke y prenese v predpomnilnik, preden
je bil pogojni stavek dokoncˇno izveden.
Ker je nahaja v predpomnilniku, lahko napadalec s postopkom Flush+Reload
dolocˇi predpomnilniˇski blok in s tem skrito vsebino [12].
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Slika 6.3: Primeri izidov pogojnega stavka in napovedi skoka [12]
6.2 Ostale razlicˇice napada Spectre
Za napade Meltdown in Spectre je bilo najprej znano, da se pojavijo v treh
razlicˇicah. Poleg razlicˇice 1, razlicˇice 2 in razlicˇice 3 (Meltdown) napada
Spectre v resnici obstajajo tudi druge razlicˇice.
Nekaj ostalih razlicˇic napadov je naslednjih:
 Izkoriˇscˇanje napovedovanja skokov (CVE-2017-5715)
Pri razlicˇici 2 napad Spectre izkoriˇscˇa indirektne skoke, ki dobijo
skocˇni naslov, preden je ta dejansko izracˇunan v skocˇnem predpomnil-
niku. Skocˇni predpomnilnik hrani skocˇne naslove zadnjih izvedenih
skokov.
 Branje sistemskih registrov (CVE-2018-3640)
Gre za napad, ki lahko omogocˇa napadalcu z lokalnim dostopom,
da sˇpekulativno bere parametre sistema s pomocˇjo analize stranskih
kanalov in tako pridobi obcˇutljive informacije.
 Sˇpekulativno pisanje v pomnilnik (CVE-2018-3639)
Omenjena razlicˇica lahko omogocˇi napadalcu, da bere stare po-
mnilniˇske vrednosti znotraj CPE ali znotraj ostalih pomnilniˇskih lo-
kacij. Implementacija je zahtevna, ampak lahko istocˇasno ranljivost
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stranskih kanalov dovoljuje kodam z manj pravicami, da berejo po-
ljubne podatke in izvajajo stare ukaze sˇpekulativno. To pa privede
do dodelitev predpomnilnika in s tem pusˇcˇanje podatkov s pomocˇjo
standardnih metod stranskih kanalov.
 Obnovitev stanja FP registrov (CVE-2018-3665)
Tu lahko lokalni proces dostopa do vsebine registrov za racˇunanje v
plavajocˇi vejici (FP registri), ki pripada drugim procesom. Ta razlicˇica
ucˇinkuje predvsem na Intelove procesorje.
 Napovedovanje skocˇnega naslova (CVE-2018-3615, CVE-2018-3620 in
CVE-2018-3646)
Pri tej razlicˇici gre za zbirko treh ranljivosti. Tako imenovane na-
povedovalne ranljivosti lahko potencialno omogocˇijo napadalcu, da
izvlecˇe privilegirane podatke iz ranljivih CPE.
Strokovnjaki menijo, da bo z leti sˇtevilo razlicˇic napadov le rastlo [11].
Pri odkrivanju novih razlicˇic napadov Meltdown in Spectre postanejo za-
deve zelo zanimive. Leta 2018 je Microsoft javno objavil, da ponuja nagrado
v viˇsini 250.000 USD za odkritje novih razlicˇic podobnih napadoma Melt-
down in Spectre. Ta ponudba je trajala do konca leta 2018 in s tem so
spodbudili raziskovalce k intenzivnemu iskanju novih ranljivosti [22].
Microsoftova ponudba nagrade za odkritje novih primerkov napadov ni
bil osamljen primer te vrste. Tudi Intel je v letu 2018 v okviru programa
boja proti napakam ponudil 100.000 USD za odkritje novih razlicˇic napadov.
Sredstva je prejela raziskovalna skupina na MIT, ki je odkrila nove mozˇnosti
za napade vrste Spectre [14].
6.3 Znane resˇitve proti napadu Spectre
Znanih je kar nekaj resˇitev pred napadi Spectre. V vecˇini resˇitev je stran-
ski ucˇinek zˇal ta, da upocˇasnijo delovanje procesorja. Raziskovalci na MIT
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(Massachusetts Institute of Technology) so odkrili bolj pametno resˇitev, ki
so jo poimenovali DAWG (Dynamically Allocated Way Guard). Resˇitev za-
gotavlja dobro zasˇcˇito, ki pa ne upocˇasni delovanja procesorja.
Resˇitev DAWG zasˇcˇiti predpomnilnik na procesorju. To je izvedeno tako,
da se preprecˇi procesom dostop do podatkov, ki jih ne potrebujejo in ne smejo
videti. Resˇitev deli predpomnilnik na segmente, ki preprecˇujejo pusˇcˇanje
podatkov.
Omenjena resˇitev ne bo delovala proti vsem razlicˇicam napada Spectre,
ampak je sˇe vedno koristna podpora pri iskanju prave resˇitve. Poleg tega pri-
pomore tudi kot zasˇcˇita proti nesˇpekulativnim napadom. Resˇitev DAWG se
razsˇirja, da bi zavarovala naprave proti cˇim vecˇjemu sˇtevilu Spectre napadov.
Za uvedbo je primerna, ker zahteva zelo minimalisticˇne popravke ope-
racijskega sistema. Omenjena resˇitev je sˇe vedno zgolj teoreticˇna, ker je v
prihodnosti uvedba omenjene zasˇcˇite kar velik izziv.
Raziskovalci MIT upajo, da bodo to resˇitev cˇim prej in v cˇim vecˇjem
obsegu uspeli uvesti. Uvajanje necˇesa taksˇnega novega za procesorje lahko
traja kar nekaj cˇasa, cˇetudi s tem pricˇnejo takoj. Je pa ta resˇitev dvignila
upe, da resnicˇno obstaja nekaksˇna prava resˇitev proti napadom Meltdown in




Cˇeprav se oba napada Meltdown in Spectre obicˇajno obravnavata skupaj, je
edina povezava med njima izvajanje prehodnih ukazov (transient instructi-
ons).
Ime prehodni ukazi se uporablja za ukaze, ki se izvajajo zunaj vrstnega
reda ali pa sˇpekulativno. Te ukaze lahko procesor kasneje potrdi ali pa zavrzˇe,
cˇe se ne bi smeli izvesti. Ti ukazi v obeh primerih pusˇcˇajo sledi na mikroar-
hitekturnem nivoju procesorja v registrih in v predpomnilniku.
Napad Meltdown izkoristi izvajanje ukazov zunaj vrstnega reda. Ukazi
sledijo namerno sprozˇeni pasti, da obide preverjanje pravic za dostop do
pomnilnika.
Napad Meltdown je dosti lazˇje izvesti kot napad Spectre. Ker izvedba
ni komplicirana, bi bili taki napadi lahko zelo pogosti, vendar je zaradi lazˇje
izvedbe tudi zasˇcˇita pred napadom lazˇje izvedljiva kot pri Spectre [3].
Napad Spectre namerno povzrocˇi napacˇno napoved skocˇnega predika-
torja, ki jo potem izkoristi za izvedbo prehodnih ukazov (sˇpekulativno iz-
vajanje), ki se sicer ne bi smeli izvesti [24].
Pri napadu Spectre je veliko tezˇje izvesti napad, zato je tudi sˇtevilo na-




Oba napada Meltdown in Spectre omogocˇata uporabniku, ki ima malo
pravic, da dobi dostop do zasˇcˇitenih podatkov. Vendar pa je z dolocˇenimi
resˇitvami mogocˇe delno ublazˇiti oba napada, le da so te resˇitve pri napadu




8.1 Izpostavljenost pri procesorjih ARM
Procesorji ARM se pojavijo v treh izvedbah Cortex-A, Cortex-R in Cortex-
M.
Procesorji Cortex-M so 32-bitni procesorji, ki se mnozˇicˇno uporabljajo
kot ceneni in energijsko ucˇinkoviti mikrokontrolerji v potrosˇniˇskih napravah
in pri internetu stvari (IoT). Procesorji Cortex-M niso obcˇutljivi na napada
Meltdown in Spectre.
Procesorji Cortex-R so prav tako 32-bitni procesorji, ki se uporabljajo v
aplikacijah v realnem cˇasu in varnostno kriticˇnih aplikacijah. Taka aplikacija
je na primer navigacija v avtomobilih. Nekateri procesorji iz te druzˇine so
obcˇutljivi na napad Spectre, ne pa na Meltdown. Vendar te ranljivosti niso
problematicˇne, ker ti procesorji delujejo v nadzorovanih omejenih okoljih.
V druzˇini 32- in 64-bitnih procesorjev z oznako Cortex-A je vecˇ pro-
cesorjev obcˇutljivih na napada Spectre in Meltdown. Vendar je procesor
Cortex-A53, ki je najbolj razsˇirjen procesor v pametnih telefonih in tabli-
cah, odporen proti napadoma Meltdown in Spectre. Prav tako tudi procesor
Cortex-A55. V tabeli na sliki 8.1 so procesorji, ki so obcˇutljivi na napada
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Meltdown in Spectre; procesorji ARM, ki jih ni v tabeli, na ta dva napada
niso obcˇutljivi [19].
* Jedra Cortex-R se obicˇajno uporabljajo v zaprtih strogo nadzorovanih oko-
ljih, zato izpostavljenost napadom ni problematicˇna.
** Podrobnosti o izboljˇsavah v jedru ARMv8.5-A so v dokumentu ARMv8.5-
A CPU Updates.
Slika 8.1: Tabela izpostavljenih procesorjev ARM [7]
8.2 Izpostavljenost pri drugih procesorjih
Na sliki 8.2 imamo informacije o ogrozˇenih procesorjih proizvajalcev AMD,
Apple, ARM, IBM, Intel in VIA. Razlicˇici 1 in 2 sta dve najpogostejˇsi razlicˇici
napada Spectre, razlicˇica 3 pa je napad Meltdown. Vidimo lahko, da je
z razlicˇico 1 napada Spectre ogrozˇenih 2816 razlicˇnih procesorjev in prav
toliko tudi z razlicˇico 2. Z razlicˇico 3, napadom Meltdown, je ogrozˇenih 1868
procesorjev [23].
Najvecˇje sˇtevilo ogrozˇenih procesorjev najdemo pri proizvajalcu Intel.
Nato mu z ogrozˇenostjo z napadom Spectre sledijo procesorji AMD, ki pa
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Slika 8.2: Tabela sˇtevil izpostavljenih procesorjev - avgust 2020 [23]
niso ogrozˇeni z napadom Meltdown, ker ne dopusˇcˇajo izvajanja ukazov zunaj
vrstnega reda pred preverjanjem zasˇcˇite pomnilnika [23].
Intel je v skrbi za varnost svojih produktov in strank osnoval skupino
raziskovalcev, ki raziskuje vse vrste grozˇenj in iˇscˇe resˇitve. Pri resˇevanju
grozˇenj Meltdown in Spectre sodeluje tudi z drugimi tehnolosˇkimi podjetji,
kot sta AMD in ARM. Intel je poleg popravkov za starejˇse procesorje dodal
prvo fizicˇno obrambo svojim cˇipom, ki so bili objavljeni oktobra 2019.
Vendar bo po nekaterih ocenah postopek dodajanja zasˇcˇitnih mehaniz-
mov Intelovim cˇipom pri sˇpekulativnem izvajanju ukazov trajal od sˇtiri do
pet let. Toda popolna rekonceptualizacija cˇipov za fizicˇno obrambo pred
sˇpekulativnimi napadi bo trajala nekaj cˇasa, ker se popolna zasnova mikro-




V diplomskem delu sem poskusˇal cˇim bolj razumljivo predstaviti napada
Meltdown in Spectre. Za lazˇje razumevanje njunega delovanja sem napada
prikazal s pomocˇjo prakticˇnih primerov. Predstavil arhitekturne resˇitve CPE,
ki omogocˇajo, da pride do omenjenih napadov. Opisal sem tudi ostale ob-
stojecˇe razlicˇice napadov Spectre. Za lazˇjo predstavo obsezˇnosti ranljivosti
CPE s temi napadi, sem pri procesorjih ARM analiziral razsˇirjenost napadov.
Prav tako sem predstavil obseg ranljivosti na konkretnem sˇtevilu ogrozˇenih
CPE.
S simulacijo napadov Meltdown in Spectre bi lahko bolj natancˇno prika-
zali posamezne korake izvedbe napadov in s tem zagotovili lazˇje razumevanje
vsebine. Zanimivo bi bilo tudi pregledati informacije o pogostosti teh napa-
dov v realnosti in raziskati, ali je mogocˇe slediti napadom v realnem cˇasu.
Koncˇna ugotovitev je, da obravnavana napada predstavljata resno tezˇavo
pri modernih CPE. Ker napada izkoriˇscˇata slabosti v nacˇinu delovanja strojne
opreme, to predstavlja sˇe toliko vecˇjo tezˇavo. Strojne opreme namrecˇ ni lahko
spremeniti vsem napravam po svetu. Najvecˇji problem zato ni v tem, da nas
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