Interest point descriptors (e.g. Scale Invariant Feature Transform, SIFT or Speeded-Up Robust Features, SURF) are often used both for classic image processing tasks (e.g. mosaic generation) or higher level machine learning tasks (e.g. segmentation or classification). Hyperspectral images are recently gaining popularity as a potent data source for scene analysis, material identification, anomaly detection or process state estimation. The structure of hyperspectral images is much more complex than traditional color or monochrome images, as they comprise of a large number of bands, each corresponding to a narrow range of frequencies. Because of varying image properties across bands, the application of interest point descriptors to them is not straightforward. To the best of our knowledge, there has been, to date, no study of performance of interest point descriptors on hyperspectral images that simultaneously integrate a number of methods and use a dataset with significant geometric transformations. Here, we study four popular methods (SIFT, SURF, BRISK, ORB) applied to complex scene recorded from several viewpoints. We presents experimental results by observing how well the methods estimate the 3D cameras' positions, which we propose as a general performance measure.
INTRODUCTION
Computer vision applications such as image registration, stereo matching, object and texture recognition, image retrieval, robot simultaneous location and mapping (SLAM) require working with images of the same scene that were taken at different locations and times. Changes in geometry, scene composition, lighting, sensors used to capture images introduce deformations in pixel structure that require specialized algorithms to process. A successful and established approach for this is to use local features (Mikolajczyk and Schmid, 2005; Moreels and Perona, 2007) : locate image points with unique characteristics of local pixel neighbourhood, generate their signature descriptors, then match those descriptors across different images. As descriptors are engineered to be robust to potential degradations (Lowe, 2004; Bay et al., 2008) (affine transformations, change of geometry, noise, light etc.) the result should be a match of local areas in two images with high degree of certainty. This match forms the base of subsequent processing, which could be detecting the presence of certain objects in images or estimating the geometric transformation between them, e.g. a homography.
Hyperspectral images combine the spatial dimension of traditional photography with spectral dimension of spectrographs. The recorded spectral data is the result of an interaction of light with surfaces of objects in the scene, thus can be used to identify the materials much more reliably than RGB information. Because of the physical properties of this recording setting, the images from each band (each being essentially a monochromatic bitmap) differ in properties (Mukherjee et al., 2009 ): amount and characteristics of noise, level of blur, more or less pronounced features (e.g. edges) at given spatial position.
Since their introduction, the local interest point descriptors have been subject of numerous 1 applications and comparisons studies. Various techniques are used for their computation, including Difference of Gaussians (DoG) filter and image gradients (Lowe, 2004) , Haar-like features from integral images (Bay et al., 2008) or local intensity comparisons (Leutenegger et al., 2011; Rublee et al., 2011) . High dimensional descriptors have been shown to be more robust to geometric transformations than region corre-lation (Mikolajczyk and Schmid, 2005) . Their performance is consistent across different experimental settings (Moreels and Perona, 2007) . At the same time, while there have been extensions to multispectral images (see e.g. (Brown and Susstrunk, 2011) ), the studies performed on hyperspectral images have been comparatively limited. Hyperspectral images substantially differ from RGB or monochrome images because of, among else, much larger data size, varying performance of sensor of different frequencies, complex statistical relationships between recorded spectra, variation in data resulting from push-broom recording scheme, and varying noise across frequency spectrum (Mukherjee et al., 2009; Vakalopoulou and Karantzalos, 2014) . While they can be reduced to monochrome images (that could be a simple input to classical interest point algorithms), that conversion is not trivial and could lose structural information (Dorado-Munoz et al., 2012) . Most approaches in hyperspectral domain are based on the SIFT algorithm: as classification support (Xu et al., 2008) , algorithm extension (Mukherjee et al., 2009; Dorado-Munoz et al., 2012) , aligning image strips for change detection (Ringaby et al., 2010) or optimizing parameters for hyperspectral image matching (Sima and Buckley, 2013) . A different approach is taken in (Vakalopoulou and Karantzalos, 2014) , where SIFT and SURF are combined in working with spectral bands groups.
We identify two important practical shortcomings of current studies. One is the lack of including a significant geometric deformations in the test data set-currently used images differ by time of acquisition and selected affine parameters only (translation (Mukherjee et al., 2009; Ringaby et al., 2010; Dorado-Munoz et al., 2012; Vakalopoulou and Karantzalos, 2014) and scale (Dorado-Munoz et al., 2012) ), obtained by down-looking satellite or plane-mounted camera. The only exception is (Sima and Buckley, 2013) , where tripod-acquired geological data show some geometric deformations. The second problem is the lack of comparing side-by-side the performance of different methods. The focus is commonly on only one method, even at verification stage (Xu et al., 2008; Mukherjee et al., 2009; Ringaby et al., 2010; Dorado-Munoz et al., 2012; Sima and Buckley, 2013) . The one exception is (Vakalopoulou and Karantzalos, 2014) , where SIFT and SURF are compared.
Our focus in this paper is the investigation of performance of interest point descriptors on hyperspectral images of a 3D scene. We make two novel contributions: first, we compare four separate descriptor algorithms: SIFT (Lowe, 2004) , SURF (Bay et al., 2008) , ORB (Rublee et al., 2011) and BRISK (Leutenegger et al., 2011) ; second, we use a specially prepared dataset of scene of mixed natural and manmade objects, imagined from different view points. Our experimental setting is as follows: we use the interest point algorithms to detect and match points in two images, then evaluate them based on quality of estimation of relative 3D camera positions. This paper is organized as follows: next section presents the experimental setting. The results are presented in the third section, and the last section presents discussion and concluding remarks.
METHODS
Data Set. To compare the descriptors, we use a specially prepared data set that allows to test image processing methods on images with significant geometric deformations, resulting from hyperspectral imagining a 3D scene with total viewpoint change of about 45 o2 . To our best knowledge, this is the first dataset of such kind.
We use a scene (cf. Figure 1 ) containing both natural and artificial fruits of several categories. This produces images rich in structure in both visual and NIR spectral ranges (in the former, color based edges are the strongest, in the latter, neighborhoods of materials of different types). The scene also contains checkerboard-type markers for calibration and ground-truth estimation, and Munsell grey panel for light calibration. The scene is lighted with multi point halogen light, supported by UV lamp (Omnilux CFL UV 25W with color temperature 6000 UV K). Images are recorded with Surface Optics SOC-710VP 375-1045 nm camera from five points. The angle steps are at ≈ 11 o intervals, this choice is based on analysis of (Moreels and Perona, 2007) , where it has been observed that viewpoint change of more than at 30 o drastically reduces the feature matching effectiveness.
Descriptors. For comparison, we select four descriptors: SIFT (Lowe, 2004) and SURF (Bay et al., 2008) because of their popularity and reported good performance; and ORB (Rublee et al., 2011) and BRISK (Leutenegger et al., 2011) , proposed as alternative descriptors with good time efficiency. We used the implementations available in the OpenCV library (Bradski, 2000) . For matching, we use ratio filtering (Lowe, 2004) : we only consider points for which the ratio of distance to first and to second nearest neighbour is lower than r 0 = 0.8, thus excluding points that could be well matched to several locations. Figure 1 : Renderings of the scene used in the experiment. Top row: color RGB renderings from three separate angles and the mask used for removing calibration markers. Bottom row: false color NIR (Near Infrared), 1000nm bands, acquisition setting (one of camera locations) and an example 3D point cloud computed from matched keypoints. Note the easy separation of artificial (plastic) and natural (food) objects on the 1000nm band image, which is much more difficult on visual band range.
Experiment.
While there exist a number of different methods that are used for evaluating descriptor performance (see e.g. (Mikolajczyk and Schmid, 2005; Moreels and Perona, 2007) ) we argue that in most practical applications, one is interested either in extracting 3D scene parameters, or in object recognition. We focus on the former problem, as it usually has more general (less application specific) formulation. Also, the quality of 3D estimation verifies descriptors' sensitivity to actual scene information over acquisition conditions. The 3D scene estimation from uncalibrated images is recently becoming a popular application of image processing methods. It involves recovering sparse or dense scene 3D point cloud and camera parameters, from a sequence of images in process called Structure From Motion (SFM). For this task, technique of Bundle Adjustment (see e.g. ) is often selected.
We propose a simple evaluation scheme, which measures the relative error of estimating 3D camera position. We argue that while individual measures (e.g. repeatability, stability) are important for qualitative assessment of algorithms performance, the final application result is very often of key importance. In case of 3D reconstruction, the quality can be measured on how well the scene parameters are estimated, e.g. with reference to ground truth data. Camera positions are a good benchmark because their precise estimation leads to high quality of the scene point cloud, and at the same time the position error in 3D is simple and intuitive. As the scene parameters are estimated up to a translation and scale factor, the error of camera estimation may be misleading in some cases 3 , we 3 Initial experiments suggested that distortion in relative position estimation is a better quality predictor of the final point cloud than absolute position.
propose a performance measure based on error of relative camera position estimation:
where d i j = c j − c i is the true, and
estimated distance between positions of cameras i and j; n p is the number of camera pairs combinations.
We estimate the true positions-ground truth for the experiments-using semi-automatic point selection (user assisted with automatic refinement) from calibration markers, inspired and in part similar to earlier work on descriptor comparison (Mikolajczyk and Schmid, 2005; Moreels and Perona, 2007) .
For given range of bands from hyperspectral images and parametrized descriptor algorithm, we proceed as follows: 1. Locate interest points and compute descriptors separately in each image. Only the scene data is used; calibration markers are masked out (see Figure 1) . 2. For each pair of images, descriptor matches are computed using Euclidean or Hamming norm (depending on descriptor algorithm) and filtered using neigborhood ratio r 0 = 0.8. 3. Matched interest points are input to the SFM algorithm, where 3D scene parameters are estimated. Relative camera positions are measured, and compared with estimated ground truth. We use VisualSFM (Wu, 2011) software for 3D scene estimation, as it was easy to integrate with experiment suite and was found to perform well in the initial tests. The experiments are performed separately for different groups of bands (UV, visual, near infrared range). sub-range 2 is 800 − 900nm, bands 82 − 100; sub-range 3 is 900 − 150nm, bands 101 − 127.
RESULTS

Parameters.
Interest point descriptor algorithms typically have a number of parameters, e.g. related to sensitivity of the detector or type of description generated. For SIFT method, we use the following sets of parameters: original values as recommended in (Lowe, 2004 ) (SIFT-A); modification of σ = 1.0, contrastThreshold = 0.02, edgeThreshold = 10 based on results of (Sima and Buckley, 2013 ) (SIFT-B); and modification of σ = 1.0 as proposed in (Vakalopoulou and Karantzalos, 2014) as more sensitive version (SIFT-C). For SURF method, we observe that the main parameter influencing the result is the Hessian threshold h; implementation (Bradski, 2000) uses default h = 100 and recommends h ∈ (300, 500), following that we define three sets of parameters denoted as SURF-100, -300, -500. For BRISK method, we use the threshold parameter t; proposed value of t = 30 has been observed to generate small number of keypoints, so we introduce two other values t = 15 and t = 5 to increase sensitivity, final sets are denoted as BRISK-30, -15 and -5. For ORB method, we use original recommended parameters (ORB-A), version with FAST detector instead of Harris (ORB-F), and version with increased patchSize and edgeT hreshold to p s = 51 (ORB-ps), to improve detection on noisy bands.
As the SFM algorithm is probabilistic in nature, it was run n = 10 times for each case and the best model was selected-this correspond to typical usage scenario.
Test Data. The resulting hyperspectral image set comprises of five images of dimensions 696 × 520 × 128, the last dimension corresponds to spectral range 375 − 1045nm, with average spectral resolution close to 5nm and 12 bits of precision. Spectral data at each pixel is normalized to enhance contrast. For input to descriptor algorithms, individual bands are aggregated into groups: (partial) ultraviolet range, 375 − 400nm, bands 1 − 6 and four visual and four near infrared ranges (see Table 1 notes). The objective is to reduce noise persistent in individual bands, while retaining ability to observe performance on different parts of spectral range.
Camera Position Estimation Errors. The results are presented in Table 1 . As it can be expected, estimation of 3D scene parameters from medium-to-low resolution of hyperspectral camera is a challenging task for all tested algorithms. In many cases (denoted '-') the number of matched points was not enough for parameter estimation. In other cases, only some of cameras were properly identified-to signify this, a percentage score was added to the error to show how many relative camera positions could be processed. Acceptability criteria could be formulated as score of 100% with error close to zero. We note that SIFT and SURF outperform the BRISK and ORB methods, with SIFT marginally ahead of SURF in the visual ranges. Post experiment analysis suggests that performance of ORB suffered because of low number of detected points, while for BRISK it was high number of similar matches.
Sensitivity to Spectral Range. Due to varying degree of blur, noise, and changing scene spectral characteristics with frequency, the responses of each feature algorithm have a lot of variance. In particular the UV range, even with additional light, was too noisy to produce estimates for any methods. Difficult range was also whole and middle of near infrared (NIR and NIR-2), which have a low contrast; however, when separated the NIR-1 and NIR-3 ranges are reliable for estimation. This is expected as scene contains both natural and man-made objects, thus their materials' reflectances differ in narrow sub-ranges of the NIR range. Visual range performs best, especially the VIS-G region, where contrast, sharpness and signal to noise ratio is at maximum. It is important to note that the performance in different spectral ranges is dependent on scene composition, but in general similar performance can be observed in visual and selected bands of the NIR range.
Sensitivity to Parameters. Standard SIFT-A parameters perform well, as expected, for visual range. Increasing sensitivity improves estimation in the far NIR-3 range, however it must be done with caution, as can be observed on results of SIFT-B and -C. Both have been proposed as more sensitive and hyperspectral-tuned versions, yet the C loses performance in the visual range. For SURF, increased sensitivity translates in general to better performance. Similarly for BRISK, where only the -5 parameter set was considered, as remaining produced too many convergence errors. For ORB, modifications of recommended parameters (ORB-F, ORB-ps) did not produce improvement in performance.
DISCUSSION
Individual Method Performance. While the exact numbers allow to create ranking list of methods, the large variability suggests less strict categorization. It seems that performance of SIFT and SURF is comparable, and better than BRISK and ORB. For the latter two methods, the performance could be perhaps improved by exhaustive parameter optimization combined with image preprocessing. This may be important in practical applications, as ORB and especially BRISK are much faster than remaining methods, which can be of use as hyperspectral cameras produce naturally high volume of data. Increased sensitivity through parameter settings does seem to be a good strategy; this is similar as reported in (Sima and Buckley, 2013) .
The Characteristics of Hyperspectral Images. The complex properties of hyperspectral images have large influence on method performance. While perband strategy can be effective in locating various stable features (e.g. color boundaries in VIS region or material edges in NIR range), the change of image properties makes the performance of methods uneven. As for scene composition, there's a known effect of scene-dependent performance (cf. conclusions in (Moreels and Perona, 2007) ); the adaptation of methods to characteristics of hyperspectral images and inclusion of other types of objects will be the subject of further studies.
Relation to other Works. Our results are in general agreement with analysis done for 'regular' images (Mikolajczyk and Schmid, 2005; Moreels and Perona, 2007) . In particular, we affirm the performance and robustness of the SIFT descriptor for hyperspectral images. This supports the research done on extending or applying SIFT to hyperspectral images (Xu et al., 2008; Mukherjee et al., 2009; Ringaby et al., 2010; Dorado-Munoz et al., 2012) . We note, however, that there's a high chance of attaining similar level of performance with the SURF algorithm. With regards to (Vakalopoulou and Karantzalos, 2014) , we don't see their level of error when using standard SIFT or SURF parameters in the visual spectral range. On the contrary, this is the region where both methods perform quite well; this is in fact expected, as bands in visual range are close to grayscale images used to derive original parameters. One possible reason for this difference could be some unique properties of the capturing equipment or imagined scenes used by (Vakalopoulou and Karantzalos, 2014) . Our study is less investigative in the interplay of different parameters than (Sima and Buckley, 2013) , as we have not one, but four different parameter sets to analyze.
Conclusions. We've presented a performance analysis of several interest point descriptor methods as applied to hyperspectral images in a novel setting. We show the SIFT and SURF both produce quite good results across bands. Application of BRISK and ORB, while faster, did not result in stable 3D estimation from this type of images. For improving performance of descriptors on hyperspectral data, we recommend increasing sensitivity through parameter settings, and location of informative spectral ranges, e.g. with prior knowledge or additional preprocessing.
