ABSTRACT This paper presents a low-cost and efficient method for 3D virtual urban scene reconstruction based on multi-source remote sensing big data and deep learning. By integrating maps, satellite optical images, and digital terrain model (DTM), the proposed method achieves a reasonable reconstructed 3D model for complex urban. The method consists of two independent convolutional neural networks (CNN) to process the land cover and the building height extraction. The proposed method is then tested on a 100 km 2 scene in San Diego, USA, including about 30 000 buildings. The land cover classification achieves an overall accuracy (OA) of 80.4% for eight types of land as defined in NLCD 2011 datasets. Building height estimation achieves an average error at 1.9 meters on NYC open data, the building footprint. Furthermore, the scene reconstruction including the estimation of both land cover and building height can be finished in 10 min on a single NVidia Titan X GPU.
I. INTRODUCTION
Three dimensional visual representation of urban area is broadly studied and can be used in many applications, such as: modeling emergency situations (floods, fires), modeling transport flows, planning evacuation schemes of population, and anti-terrorist operations geographic information systems simulation [1] . There are conditions that require not only the geometric 3D modeling but also physics-related properties such as optical or microwave reflection/scattering characteristics, i.e. simulation of earth observation system. Despite the increasing demands of virtual 3D urban scene reconstruction and geometric/physical modeling, the process at current stage is still primarily completed by manual, which is inefficient and costly.
There are several automatic approaches using remote sensing data to build 3D urban geometry, among which those based on Light Detection and Ranging (LiDAR) data are most widely studied to utilize 3D aspects from point cloud [2] . However, the cost and complex acquisition of LiDAR data limit their applications in urban 3D construction.
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Recently, with developing of camera technique, 3D reconstruction methods are extended to multi-look images, such as oblique imagery [3] and stereo video [4] . 3D model can be constructed precisely with comparing and matching the objects in multiple images (frames for video). With images from vertical and several oblique cameras (range from one, the fan configuration, to five, the Maltese cross configuration) and a cadastral map, the buildings can be built with its 3D facades and roof structure [5] . There are also a novel approaches exploring the utilizing of aerial images in 3D residential building reconstruction with prior information. With only one aerial view and building footprints cadastre map, buildings are modeled with 3D surface [6] . However, the method obtains roof details by 2D structure and architectural knowledge, such as the roof slope ratio.
In this study, a fast approach for urban scenes 3D reconstruction is proposed with CNN by satellite image and digital geoscience data (map and DTM). Using high resolution satellite images and geographic tagged maps, in which building footprints cadastre map embedded, the proposed method can generate a 3D urban model with land cover and 3D buildings by publically accessible data sources. Our proposed system achieves an overall accuracy at 80.4% for 8 types of land cover comparing with NLCD 2011 datasets tested at several different areas, which is almost the limits of the NLCD dataset since its accuracy only achieves 83%, evaluated by Wickham et al [9] . Estimation of building height achieves an evaluated mean error at 1.9 meters for 10000 test samples. The system is tested at a scene sized 10km×10km in San Diego. As vector format map of San Diego only contains few buildings, raster format map is employed. A cluster algorithm is applied to raster map for building footprint. Then land cover and buildings' height are estimated by CNN. By integrating DTM and predicted model, a 3D urban model is rebuilt for the SAR image simulation, which is demonstrated in Section III. The reconstructed 3D urban model is applied in SAR simulation software, and the results proves that the scene worked well.
II. MATERIALS AND METHODS
As shown in Fig. 1 , the proposed method utilizes digital maps, satellite optical images and DTM to generate a 3D urban model. The maps and satellite images are acquired from Google Map with a resolution of 0.5m × 0.5m. The tags extracted from maps, consisting of building footprints, roads, open water areas and vegetated lands, are auxiliary data for land cover finer and building locating. Then, employ land cover classification module translates aerial image to land cover at pixel level, and filtered with roads and open waters tags acquired in clustering. With footprint, building height is estimated with one view aerial images sized 60 × 60 pixels However, aerial image is different from oblique photograph as the angle of the camera axis is uncertain. Finally, reconstructed building model is embedded into 3D surface built from DTM to obtain a 3D virtual urban model.
Experimental are evaluated on NLCD 2011 data acquired from MRLC [7] and Building Footprint data published by New York City (NYC) open dada. By applying a fully convolutional network (FCN) to high-resolution satellite images, land cover can be classified at pixel level [8] . Another CNN model is adopted to estimate building height from satellite image samples. In virtual urban models, land cover provides physics-related properties such as optical or microwave reflection and scattering characteristics, while 3D surfaces and buildings gives the geometry of the urban area.
A. FRAMEWORK OF CNNS
CNN is one of the most powerful image processing algorithms consisting of hierarchical representation layers. The basic characteristic of CNN is convolutional operation, which extracts features of image's local area. There are two CNN models employed in this method respectively for pixel-wise land cover classification and building height estimation. Land cover demands a pixel level classification for input image with different size, and land cover is only relevant to local regions, which fits a CNN with only convolutional layers and pooling layers well. The framework of land cover classification CNN, as shown in Fig. 2 , is adapted from FCN structure to obtain multi-scale features. The spatial relationship of input images keep unchanged all through processing. Then, land cover is classified. Fully convolutional structure provides a potential of high weights sharing ratio during the processing in large input case.
As FCN structure converts image to image with only a surrounding local area, the size of receptive field is significant to framework performance. By controlling depth and quantity of parameters used in our model, receptive field size is tested on same dataset with similar structure and complexity. The optimal receptive field size is tested with sizes alternating with a step of four pixels, as shown in Table 1 , accuracy values are the average of three tests to eliminate fluctuation. The receptive fields are fixed as squares, whose height and width are listed in Table 1 . In Table 1 , the framework achieves the best performance with a receptive field size of 54×54. The test is designed with following criterions, (1), only filter layers and convolutional size are alterable; (2), the number of parameters used in each layer keeps increase in former four convolutional layers; and (3), number of parameters has a variation less than 5%. Therefore, the optimal receptive fields is set as 54 × 54 for land cover classification. Fig. 2 shows structure of our framework, which is finely adjusted for better performance.
The framework of land cover module is illustrated in Fig. 2 , and layers configuration is specified with hashtags. Conv indicates a convolutional layers, whose filter size is channels @ height × width. The pooling layers are employed to decrease the complexity of CNN, which is necessary for fast image translation. After convolution, there are 352 feature maps with resolution of 2, 4, and 8 multiples of the original image. Then, all feature maps are up sampled to input size and stack together. Wonja et al test efficiency of several up-sampling method, and result comes out that there is few difference [15] . Therefore, bilinear interpolation is selected in proposed method. A feature vector for each pixel of input image is obtained after up-sampling. Two convolutional layers whose filter sized 1 × 1 are employed to predict land cover categories. And padding operations are employed at each convolutional layer to compensate size reduction during convolutional operation, and strides of convolutional layers is fixed at 1 × 1. All pooling layers use 2×2 strides with no overlap. Activate function used in convolutional layers are ReLU. And a softmax function is applied for classification in output layer. The input size of this model is flexible if height and width both are bigger than 64. Therefore, the sample size is set as 96×96 to accelerating training speed, and a far bigger input size is used in test and application to achieve high speed by sharing the intermediate values.
For building height estimation, the CNN model takes aerial image as input. As shown in Fig. 3 , where symbols have same mean to Fig.2 , and configurations of pooling layers and activate functions are same as well. However, there are no padding employed in this framework. Two additional fully connection layers are attached after convolution to obtain a better utilization of features, and the neuron number is designated in boxes. The four channels data with size 60 × 60 pixels, consisting of three channels of RGB aerial image and a binary building footprint mask, are taken as the input of CNN. However, as images used in this section have a resolution at 1m × 1m, it is difficult to distinguish the target buildings from surroundings. Building footprints are employed as an auxiliary information to locate.
B. EXPERIMENT DATASET
Multi-source remote sensing data including maps, satellite optical image and DTM data are used in this study. The maps and optical images are acquired respectively from the Google map and Google Earth with both resolution 0.5m × 0.5m, while resolution of DTM data is 30m × 30m. Land cover classification is examined on NLCD 2011 dataset, which has a resolution far lower than satellite image, at 30m×30m. There are 20 kinds of land cover defined in the data, among VOLUME 7, 2019 FIGURE 4. Samples of 15 categories. Categories are defined as center pixels categories and each column demonstrates one kind of samples. Column number is signed at the bottom of each column, and the number is referred to NLCD 2011 legend. Several similar samples belong to different categories due to the low accuracy of the dataset.
them only 15 existed in American mainland are studied. Then, 60000 samples sized 96×96 are randomly selected and identified with category of the center pixel, in which 50000 are used for training and 10000 for test. Fig. 4 shows the samples randomly chosen from training dataset and each column corresponds to category labelled at bottom. Due to fluctuations of the data and long gap of its obtain time, there are several wrong samples, e.g. the last one of type 31 is open water. And there are also several similar samples belong to different categories. As mentioned above, the assessment accuracy of the NLCD 2011 dataset is 83% at level II, and Wickham et al. proposed a fusion rule merge categories by tens digits into 8 classes to promote application of NLCD 2011 dataset. In assessment, overall accuracy and confusion matrix are calculated at both 15 categories and 8 fused categories. However, the model is only trained with 15 categories samples.
During training procedure, the prediction of the small sample are effected by the padding pixels at boundaries. The cost of prediction are calculated only with a small region at center, which is middle 32 × 32 pixels of input image specifically. At this condition, all the predictions are made only based on pure input satellite image, which achieve better performance than considering whole image.
Building height estimation CNN is realized on Building Footprint dataset, which contains all the buildings tagged in maps of New York City with an evaluated error smaller than 2 feet for more than 95% buildings. The Building Footprint dataset contains over a million buildings samples, among them 99% have a height lower than 30 meters. And most of high buildings are commercial using exceeding the domain of residential region. In this experiment, only those buildings lower than 30 meters are used as training samples.
However, there is more than one building in each sample, especially in crowded urban areas. A mask of target building is provided as the fourth channel of network's input. Then, samples are chosen from different heights with uniform distribution in those buildings lower than 20 meters, while all samples higher than 20 meters are picked. 
C. OPTIMIZATION AND ASSESSMENT CRITERION
The two models are both trained by stochastic gradient descent (SGD) with momentum, and mini-batch size is set as 100 images. Learning rates used in training procedure is 10 −3 , 10 −5 , and 10 −7 respectively for first 30 iterations and the next 10 and the last10. Momentum factor is 0.9 and weight decay factor is 10 −5 . Due to various function and differentiated output, the cost function of land cover recognition network and building height estimation network are defined in different form, in which the cost function of the land cover recognition network uses cross entropy while building height estimation network uses mean squared error.
Three assessment criterions of recall, precision and kappa coefficient are applied for land cover classification. Precision is right detection rate among all positive samples, and recall is the true detection of one categories. Kappa coefficient κ measures inter-rater agreement for categorical items with the confusion matrix. The MSE and mean error are calculated to evaluate building height estimation network.
III. EXPERIMENTS AND ANALYSES
The land cover recognition and building height estimation are firstly realized separately on the chosen dataset. Then, all the modules are merged together to obtain a 3D scene of a large area.
A. LAND COVER CLASSIFICATION
Land cover classification is evaluated on data chosen in section II B. CNN model is trained with 15 categories samples aiming an automatic land cover segmentation image translation, and then tested by samples that have a uniform distribution on 15 categories.
The precision and recall rate of 15 categories samples are listed in Table 3 , where OA is the overall accuracy of The similar categories fusion criterion, merging those similar categories with a same tens digit to eliminate errors in generic types, is employed for the 15 classification results to achieve a robust performance. The recalculated precision and recall rate are presented in Table 4 , and the confusion matrix of 8 categories is presented in Fig. 6 , in which symbols are same with Fig. 5 . After the fusion, the overall accuracy achieves 80.4% with a kappa coefficient at 0.77, which is quite better than 15 classification. As there is only one subclass under the digits of 3, 5 and 7, it means that there is no change occurred on these categories. However, the performance is still at a low level, limiting overall accuracy and kappa efficiency. As the confuse errors between those similar categories are eliminated, the overall accuracy is promoted from 0.72 to 0.80. The mean F1-score is also enhanced by 0.06. However, kappa coefficient remains a rational low level as the low precision of category 71. The samples of categories 71 is quite similar to categories 31, 52 and 82, which is very hard for CNN to distinguish them. An additional experiment has been conducted by training the network with 8 fused categories. The overall accuracy reaches 93.2% after training.
Overall accuracy of 8 categories in the assessment report is 88.0%, 89.0% and 89.3% respectively for three evaluated scenes in Eastern America [9] . It indicates that our model achieves a comparable result as the database. Fig. 7 shows the network's prediction on three large scenes about 50 km 2 where the left image are satellite image and the right are predicted land cover. The predictions are generated by network trained with 15 categories samples adjusted to fit input of 1000 × 1000 pixels, where the input size is limited by the memory of our GPU. The optical images of large scenes are firstly split into several pieces with an overlap to compensate the padding size of the framework, then fed into the network one by one to obtain the land cover predictions. Finally, the prediction of the pieces is merged with only center area with a size of the split strides to overcome edge padding zero.
After merge, the prediction is obtained and labelled in colors with the legend. Then, we employ conditional random field (CRF) with Gaussian kernel sized 15×15 pixels as post-processing to reduce noise and smoothen edges. The CRF improve overall accuracy of three large scene prediction about 10%, as shown in Table 5 . Though CRF used nearly 5 minutes to process one scene, it also increase the accuracy a lot. The overall accuracy of 15 and 8 categories for three scenes are calculated at pixel level, and are respectively (a) 67.26% and 90.65%, (b) 77.04% and 84.94%, and (c) 79.72% and 84.76%, which are significantly improved than naïve CNN output. After CRF, the accuracy of land cover classification is almost reaches assessment accuracy of NLCD dataset. The land cover predictions also agree to the satellite image especially for those large areas, i.e. urban area, open water, forest and bare land, matching the objects in satellite image well.
As shown in three scenes' satellite images, the images quality are significantly influenced by weather, season and observer depression angle, e.g. the dark and light boundaries on the lake split the area into a smooth surface area and rough one, which may be a result of wind. Land cover classification algorithm also has a robust performance and high speed. Though each scene contains a region bigger than 50 square kilometer, they can be processed in 12.8, 13.9, and 16.3 seconds on a single NVidia Titan X GPU with Tensorflow toolkit. The high parallelism gives a potential of fast land cover recognition, which is significant for large scene processing. However, the CRF is pretty time-consumed strategy, which cost about 5 minutes for the optimizer of the CNN prediction. CRF take in about 10% overall accuracy increase with about 20 times computation consumption.
B. BUILDING HEIGHT ESTIMATION
As we noticed that distribution of building height has two peaks at about 4 and 8 meters, and there are few buildings higher than 20 meters, which limits the precision of the estimation of high buildings. Fig. 8 (a) shows real height of 2000 random chosen train samples of Building Footprint dataset, where the dots are focused at three cluster, lower than 7m, from 8m to 18m, and higher than 22m. There are a transparent gap between three different clusters, which indicate that building heights have inner distribution regularities rather than a random uniform. Though all of the high buildings are selected from the database, the sample number is still at a very low level, which means that in this experiment high buildings samples are lacking.
The CNN is trained to fit the transfer between the building satellite image and its height. However, satellite image is spliced by the raster tiles shooting with various observation angle under various environment condition. Then, binary building footprint mask is provided and stack at fourth channel after the RGB image to locate target building. The model's performance is evaluated on both testing and training dataset with the result of RMSE at 2.87 and 1.94 meters and mean absolute error at 1.97 meter and 1.41 meters. As resolution of satellite image used in building height estimation is only 0.5m × 0.5m and the observation angle is usually smaller than 30 degrees, those pixels contain building side facet will represent more than 1m space distance. And the proposed method achieves an error at one pixel level. Fig. 8 shows the predicted height and real height of 2000 train samples and 2000 test samples. And boundaries where predicted heights are equal to real heights is highlighted in red line. The blue dots are the samples whose coordinates are the true height and the estimated height.
The dots in Fig. 8 are distributed around red line, which indicates that trained model is efficient on height estimation. However, the dots in (b) are more scattered than those in (a). The errors in the dataset limit the performance of the model. The model estimates the height of high buildings lower than its true height. Due to the lacking of high building samples in the training dataset, the model is under-fitting at high building prediction domain. As a result, the predicted height of those buildings whose real height are higher than 25m are lower than real height. In addition, there are discontinuities in both VOLUME 7, 2019 pictures in Fig. 8 that the blue dots seem to be divided into 3 parts, corresponding to the distribution of the real height. There is a trend that trained model make a predict height gathered much tight than real height. It is hard to estimate the height from insufficient pixels of building profiles due to the reasons that the resolution of building height estimation is relatively low and the angle of observation is high, almost a bird view. For those buildings with only one or two floors, whose height is lower than 7m, building side facets will contain only one or two pixels, which is confused for estimation. Various roofs with complex structures make it more difficult to extract height defined in Building Footprint, as the real height have ignore objects on the roof. Despite the errors and the discontinuities, the CNN models achieved a reasonable performance on building height estimation.
C. CASE STUDY
In this section, the system is illustrated in step with a case. Test data is the satellite image and map of 10km × 10km scene in San Diego, CA. Fig. 9 (a) and (b) show the optical image and the maps used in the evaluation. The scene contains a large urban area with open water, mountains, grassland and forest. There are about 30000 buildings labelled in the map and all targets are labelled in about 15 different colors in which 4 colors represent the roads of different usages. The maps and the satellite images match well with each other after geographic information encoding and they match again with the DTM data.
As shown in Fig. 1 , the maps are firstly preprocessed to extract the tags. The tags includes buildings, roads, water areas, etc. Fig. 9 (c) shows the building footprint in San Diego and D is the roads extracted from maps. Building footprints will be used to extract the building samples from satellite image, which is the input of the building height estimation module. Then we feed the satellite into the trained CNN-1 to obtain raw land cover prediction with noise and fluctuations, as shown in Fig. 9 (e) . However, quantities of non-water noisy dots occur on the sea surfaces due to the ships and the waves in the satellite images. As the satellite image is stitched with image tiles, which means that there are boundaries caused by the tiles obtained as various condition. The boundaries, ships and waves on sea area result in mistake classification. Luckily, the noisy dots can be corrected by CRF and masks. By applying CRF on the CNN output, a refined land cover is acquired after smoothening. Then we integrate the roads and water area to refined land cover, finally, the land cover of San Diego is acquired, as shown in Fig. 9 (f) .
Building samples are generated from satellite optical images and building footprint extracted from maps. The 4-channel samples are consisted of satellite image's RGB channels and target building footprints. Building height is estimated with the trained CNN model and embedded into the 3D surface built from DTM data. The obtained model is shown in Fig. 10 , where the buildings are shown in columnar with building footprints and height. Fig. 10 shows the full view of the reconstructed urban model, and three details views are magnified and compared with satellite image at the right. The building footprint is clustered from the raster map due to the lacking of the vector format map in Google Map and Open Street Map.
There are totally about 30000 buildings reconstructed, and matching well with real data, which proves validity of proposed method. The regular buildings, especially for rectangular building footprints, are reconstructed with a rational accuracy model. However, the proposed method is defective the buildings with non-convex polygons footprint. There are cracks and flows existed in the rebuild model, i.e. the extracted roads are much thinner than its real width. Though defective, the method builds a large urban 3D model at very fast speed and a rational accuracy. The reconstructed urban 3D model can be useful in geoscience simulation and research.
Urban scene is applied for the simulation of SAR algorithm, which is developed by EMW Lab, Fudan University. Simulated SAR image and the measured UAV SAR image are shown in Fig. 11 [10] , [11] . The simulated image is pretty similar to the real one, which prove the efficiency and value of the method.
D. ANALYSIS
As shown in Fig.2 , our model requires an input of RGB image without size limit. A large input image size can achieves a higher weights and intermediate value sharing ratio to pursue a faster speed. With a finely designed structure, the proposed method achieves a high performance at the scene reconstruction. With the proposed method, a virtual urban area with estimated land cover and the buildings are built in several seconds. Reconstructed scene is applied in a SAR simulated software, which is developed by EMW lab in Fudan University. The software provide a fast simulation platform for scattering calculation and SAR image techniques test. Which is proved useful and powerful, and helped the study of the electromagnetic a lot.
However, due to the single input view, the accuracy of the reconstructed model is considerably low, lacking the details of 3D buildings and other surface features. Therefore, our methods only base on substantial existed aerial images and the digital maps, which is flexible for scene reconstruction rather than high consumption LiDAR data [2] .
IV. CONCLUSION AND DISCUSSION
In this paper, an automatic framework of 3D urban scene reconstruction from maps, satellite images and the DTM data is proposed. Finely matched high-quality maps and satellite images with geographic encoded coordinates provide a vision of fast urban reconstruction. The tags in maps match finely with satellite images, especially for roads and open water areas. As shown in Fig. 9-11 , maps, satellite images and extracted land cover are integrated to assess the consistency of multi-source data.
By applying data-driven CNN into existing land cover dataset NLCD 2011 and building dataset Building Footprint, The proposed system can generate reasonable 3D models with land cover segmentation and building models with flat roof from Google Map, satellite images and DTM. Our system achieves an overall accuracy 80.4% for 8 categories pixel level land cover segmentation on NLCD 2011 dataset and a mean error at 1.97 meters for building height estimation on building footprint dataset of New York City open data. The CNN model used in this paper is light-weighted with a high acceleration rate. By fusing the multi-source data, this system can build a virtual 3D scene at a very high speed, i.e. San Diego in10 minutes.
In the proposed method, the system only takes in satellite images and maps for land cover classification and building reconstruction, which is flexible and convenient for urban related simulation. There are two primary applications of this work. Firstly, the system can obtain a general urban scene at a very high speed from publically available maps and satellite images, which can be used for urban planning and simulation. Secondly, the 3D urban model generated by this system contains land cover, 3D building models and DTM information, which could be used in geographic information simulation. The system's land cover classification module can also be used to process unknown areas. Furthermore, the change of the land cover could be detected if the satellite images with various timestamps are provided. The primary algorithm used in the system is data driven CNN, whose performance depends on the quality of train dataset.
The methods proposed in this paper merely using publically available geographic/remote sensing big data. The system is tested on a scene of San Diego and reconstructs an urban area of about 30000 buildings at a very fast speed. The recognition of land cover and estimation of the building height both can both be finished in 30 seconds without CRF. This method can build a virtual urban scene at a very high speed, which can be helpful for the studies of the other simulation and analyses by generating a general virtual scene. The performance of this method is affected by quality of the experiment data. The time-efficiency of the urban model reconstruction algorithm is limited by the long updating cycle of the map. Overall, the proposed approach could provide a powerful and inexpensive method for exploring global scale reconstruction of virtual reality model. 
