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Abstract
We generalize the half-BPS Janus configuration of four-dimensional N = 4 super
Yang-Mills theory to allow the theta-angle, as well as the gauge coupling, to vary with
position. We show that the existence of this generalization is closely related to the ex-
istence of novel three-dimensional Chern-Simons theories with N = 4 supersymmetry.
Another closely related problem, which we also elucidate, is the D3-NS5 system in the
presence of a four-dimensional theta-angle.
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1 Introduction
In this paper, we will consider, in four-dimensional N = 4 super Yang-Mills theory, several
questions that involve θ-dependence, different choices of unbroken supersymmetry algebra,
and relations to three-dimensional supersymmetric theories with Chern-Simons interactions.
We start by reconsidering the Janus solution [1, 2]. In N = 4 super Yang-Mills theory,
the Janus solution corresponds to a situation in which the coupling constant depends non-
trivially on one of the spatial coordinates, which we will call y. The original Janus solution
preserved the full R-symmetry group of the theory and violated all supersymmetry. Later,
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however, variants were found that preserve some supersymmetry and only part of the R-
symmetry [3], and in fact it is possible to preserve one-half of the full supersymmetry [4].
The unbroken supersymmetry algebra is then OSp(4|4), which is a “half-BPS” subalgebra
of the full PSU(4|4) symmetry algebra of N = 4 super Yang-Mills theory. This is the case
that we focus on.
Originally, Janus solutions were found in supergravity, but counterparts, which we will
call Janus configurations, also exist [2,5] in weakly coupled field theory. However, the known
field theory constructions are not as general as what has been found in supergravity. The
known field theory constructions are limited to the case that only the gauge coupling g, and
not the theta-angle θ, depends non-trivially on y.
One goal of this paper is to generalize the Janus solution to the case that both θ and
g depend on y. This is accomplished in section 2. As we explain there, a key input is
the fact that the relevant unbroken supersymmetry algebra has inequivalent embeddings in
PSU(4|4). To make θ become y-dependent, one must use a y-dependent embedding of the
superalgebra.
The problem of making θ to be y-dependent is related to the problem of Chern-Simons
couplings in three-dimensional gauge theory. Let us consider a four-dimensional gauge theory
with θ a function of y, which is one of the four coordinates. The relevant part of the action
is
Iθ = − 1
32π2
∫
d4x θ(y) ǫµναβ TrFµνFαβ . (1.1)
We write d4x = d3x dy. After integrating by parts and dropping any surface terms, Iθ is
equivalent to
Iθ =
1
8π2
∫
d3x dy
dθ
dy
ǫµνλTr
(
Aµ∂νAλ +
2
3
AµAνAλ
)
. (1.2)
This interaction is similar to a three-dimensional Chern-Simons interaction, so supersym-
metrizing a four-dimensional theory with a y-dependent θ angle is somewhat similar to
supersymmetrizing a three-dimensional theory with a Chern-Simons interaction.
We therefore re-examine the problem of supersymmetrizing the three-dimensional Chern-
Simons coupling. Quite a few results are already known. N = 3 supersymmetry (in the
three-dimensional sense) allows one to add a Chern-Simons coupling to a general three-
dimensional gauge theory that also has the conventional F 2 kinetic energy [6–9]. It has
been argued [10] that there are additional possibilities if one omits the usual kinetic energy,
and recently a Chern-Simons theory with N = 8 supersymmetry (and no F 2 term) was
constructed [11]. This construction was very special: the gauge group is SO(4), and the
matter representation is uniquely determined.
In our problem, the unbroken supersymmetry corresponds to N = 4 in the three-
3
dimensional sense, so in section 3.2, we consider three-dimensional Chern-Simons theories
with this amount of supersymmetry, and no F 2 coupling. Our approach is to assume N = 1
supersymmetry, which admits a convenient superspace description, and then restrict the
couplings so that a global SO(4) symmetry appears, promoting N = 1 to N = 4. Moreover,
we take the superpotential to be quartic so that, just as in [10,11], the theories we construct
are conformally invariant at the classical level, and presumably also quantum mechanically.
We are able to completely classify theories of this kind, in terms of supergroups. The
gauge group is the bosonic part of a supergroup, and the matter representation is deter-
mined by the fermionic part of that supergroup. Leaving aside theories with abelian gauge
symmetry or associated with certain exceptional supergroups, the main examples correspond
to the supergroups U(N |M) (or their cousins SU(N |M) and PSU(N |N)) and OSp(N |M).
The gauge groups are U(N) × U(M) and O(N) × Sp(M), and the matter fields are in the
bifundamental representations.
The same groups and representations arise in the theory of D3-branes interacting with
NS5-branes. This fact suggests that it would be fruitful to combine the following three prob-
lems: Janus configurations, D3-branes ending on fivebranes, and three-dimensional Chern-
Simons couplings. This is our goal in the rest of the paper. In section 3.4, we repeat the
analysis of section 2 using three-dimensional N = 1 superfields. In contrast to section 2, in
which we start with the full R-symmetry and constrain the couplings to get supersymmetry,
here we start with N = 1 supersymmetry (in the three-dimensional sense) and constrain the
couplings to get the full R-symmetry. The two approaches lead to the same Lagrangians
with the same supersymmetry.
In section 3.5, we apply this method to the D3-NS5 system. We find a close parallel
with the purely three-dimensional results of section 3.2, and this enables us to resolve a
riddle. This system is usually considered at θ = 0, and its appropriate description for θ 6= 0
does not seem to be known. The answer is given by a special case of our construction.
Equivalently, we can use our method to describe at θ = 0 a system consisting of a D3-brane
and a (1, q) five-brane (a combination of an NS-fivebrane and q D-fivebranes). The low
energy description of this system has also not been understood in the literature. Closing
the circle, we show that the Janus configuration can be recovered from a knowledge of the
D3-NS5 system with general couplings.
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2 Janus Configuration With Spatially Varying Theta
Angle
2.1 Preliminaries
N = 4 super Yang-Mills theory is conveniently obtained by dimensional reduction from ten
dimensions [12]. We begin in R1,9, with metric gIJ , I, J = 0, . . . , 9 of signature −++ · · ·+.
Gamma matrices ΓI obey {ΓI ,ΓJ} = 2gIJ , and the supersymmetry generator is a Majorana-
Weyl spinor ε, obeying Γε = ε, where Γ = Γ0Γ1 · · ·Γ9. The fields are a gauge field AI and
Majorana-Weyl fermion Ψ, also obeying ΓΨ = Ψ. Thus, ε and Ψ both transform in the 16
of SO(1, 9). The supersymmetric action is
I =
1
e2
∫
d10xTr
(
1
2
FIJF
IJ − iΨΓIDIΨ
)
. (2.1)
The conserved supercurrent is
JI =
1
2
Tr ΓJKFJKΓ
IΨ, (2.2)
and the supersymmetry transformations are
δAI = iεΓIΨ (2.3)
δΨ =
1
2
ΓIJFIJε. (2.4)
We reduce to four dimensions by simply declaring that the fields are allowed to depend
only on the first four coordinates x0, . . . , x3. This breaks the ten-dimensional Lorentz group
SO(1, 9) to SO(1, 3)× SO(6)R, where SO(1, 3) is the four-dimensional Lorentz group and
SO(6)R is a group of R-symmetries. Actually, the fermions transform as spinors of SO(6)R,
and the R-symmetry group of the full theory is really Spin(6)R, which is the same as SU(4)R.
The ten-dimensional gauge field splits as a four-dimensional gauge field Aµ, µ = 0, . . . , 3,
and six scalars fields A3+i, i = 1, . . . , 6 that we rename as Φi. They transform in the
fundamental representation of SO(6)R . The supersymmetries ε and fermions Ψ transform
under SO(1, 3)×SO(6)R as (2, 1, 4)⊕ (1, 2, 4), where (2, 1) and (1, 2) are the two complex
conjugate spinor representations of SO(1, 3) and 4, 4 are the two complex conjugate spinor
representations of SO(6)R.
In a Janus configuration, the coupling parameters depend non-trivially on one of the four
spacetime coordinates, which we take to be y = x3. To preserve half of the supersymmetry,
it is necessary to break the R-symmetry from SO(6) to SO(3) × SO(3). A special case of
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a Janus configuration is one in which the couplings jump discontinuously at, say y = 0.
Such a configuration is invariant under those conformal transformations that preserve the
plane y = 0. The group of such conformal transformations is the three-dimensional conformal
supergroup SO(2, 3), whose double cover is (the split real form) Sp(4,R). The corresponding
supergroup is OSp(4|4), whose bosonic part is SO(4) × Sp(4). The second factor is the
conformal supergroup and the first factor is the R-symmetry group (SO(4) is a double cover
of SO(3) × SO(3)). The spatial variation of couplings in a conformally invariant Janus
configuration reduces PSU(4|2, 2) to OSp(4|4). A more general Janus configuration reduces
PSU(4|2, 2) to the subalgebra of OSp(4|4) consisting of symmetries that preserve a metric
in spacetime. This subalgebra is usually called the three-dimensional global supersymmetry
algebra with N = 4 supersymmetry (8 supercharges) and R-symmetry group SO(4).
2.1.1 Outer Automorphism
A key feature of this problem is that there is a one-parameter family of inequivalent em-
beddings of OSp(4|4) in PSU(4|2, 2). The reason for this is that PSU(4|2, 2) has a one-
parameter group of outer automorphisms. Represent an element M of PSU(4|2, 2) by a
supermatrix
M =
(
S T
U V
)
(2.5)
where S and V are bosonic 4 × 4 blocks and U and T are fermionic ones (in PSU(4|4), M
has superdeterminant 1 and is identified with λM for any scalar λ). Then PSU(4|4) has a
group F ∼= U(1) of outer automorphisms, acting by M → VMV −1 with
V =
(
eiβ 0
0 1
)
, β ∈ R. (2.6)
Conjugation by U(1) generates a one-parameter family of embeddings ofOSp(4|4) in PSU(4|4).
Concretely, the fermionic generators of PSU(4|2, 2) transform under the bosonic sub-
group SU(4) × SU(2, 2) as 4 ⊗ 4′ ⊕ 4 ⊗ 4′, where 4 and 4′ are the four-dimensional rep-
resentations of SU(4) and SU(2, 2), respectively. Once we reduce SU(4) and SU(2, 2) to
SO(4) and Sp(4,R), the representations 4 and 4′ become real. So, as a representation
of SO(4) × Sp(4,R), the fermionic generators of PSU(4|2, 2) consist of two copies of the
real representation 4 ⊗ 4′. These two copies are rotated by the outer automorphism group
F ∼= SO(2). If we pick any linear combination of the two copies of 4⊗4′, then this, together
with the Lie algebra of SO(4)× Sp(4,R), gives an OSp(4|4) subalgebra of PSU(4|4).
Though we have described this in the conformally-invariant case, conformal invariance
is not essential. All statements remain valid if we replace Sp(4,R) by its subgroup that
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preserves a metric; this is simply the three-dimensional Poincare´ group. In its action on the
fermions, the Poincare´ group reduces to the three-dimensional Lorentz group SO(1, 2).
Conformally-invariant Janus configurations are particularly interesting, but they are not
generic. We will not impose conformal invariance in the following analysis.
2.1.2 Notation
It is convenient to split the scalars Φi, i = 1, . . . , 6 into two groups acted on respectively by
the two factors of SO(3) × SO(3) ⊂ SO(6)R. We take these two groups to consist of the
first three and last three1 Φ’s; we rename (Φ1,Φ2,Φ3) as ~X = (X1, X2, X3) and (Φ4,Φ5,Φ6)
as ~Y = (Y1, Y2, Y3). We sometimes write SO(3)X and SO(3)Y for the two SO(3) groups.
Though the 16 of SO(1, 9), in which the supersymmetries transform, is irreducible, it is
reducible as a representation of W = SO(1, 2)× SO(3)X × SO(3)Y . Indeed, the action of
W commutes with the three operators
B0 = Γ456789
B1 = Γ3456
B2 = Γ3789. (2.7)
They obey B20 = −1, B21 = B22 = 1, and B0B1 = −B1B0 = B2, etc., and generate an
action of SL(2,R). We can decompose the 16 of SO(1, 9) as V8 ⊗ V2, where V8 transforms
in the real irreducible representation (2, 2, 2) of SO(1, 2)× SO(3)X × SO(3)Y , and V2 is a
two-dimensional space in which the Bi are represented by
B0 =
(
0 1
−1 0
)
B1 =
(
0 1
1 0
)
B2 =
(
1 0
0 −1
)
. (2.8)
A W -invariant embedding of the eight supercharges of three-dimensional N = 4 super-
symmetry into the four-dimensional supersymmetry algebra can be obtained by putting a
constraint on the supersymmetry generators
(sinψB1 + cosψB2) ε = ε, (2.9)
1In ten-dimensional notation, ~X is related to x4, x5, x6 and ~Y to x7, x8, x9.
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for some ψ. The possible choices are rotated by the one-parameter group generated by B0.
This is the outer automorphism group F . If ε and ε˜ obey (2.9) (with the same value of ψ),
then
εΓ3ε˜ = 0. (2.10)
The physical meaning of this is that, as a Janus configuration is not invariant under trans-
lations of y = x3, the anticommutator of two fermionic symmetries of such a configuration
never generates a translation in the y direction.
2.2 Construction
N = 4 super Yang-Mills theory has been generalized in [5] to allow a y-dependent coupling
constant while preserving half the supersymmetry. We will extend this to include a varying
θ angle.
We begin with the unperturbed N = 4 action
I =
∫
d4x
1
e2
Tr
(
1
2
FIJF
IJ − iΨΓIDIΨ
)
(2.11)
and supersymmetry transformations
δAI = iεΓIΨ (2.12)
δΨ =
1
2
ΓIJFIJε. (2.13)
We will perturb both the action and the supersymmetry transformations to be y-dependent,
while preserving half of the supersymmetry. The generators ε of the unbroken supersym-
metries will themselves also be y-dependent. (This fact is perhaps the main novelty in our
analysis here.) However, the y-dependence of ε is rather special. The commutators of two
unbroken supersymmetries will be, of course, a translation in the directions x0, x1, x2, with
y-independent coefficients (since y-dependent translations of the other coordinates do not
give symmetries). This is tantamount to the condition
d
dy
εΓµε = 0, µ = 0, 1, 2. (2.14)
For this to hold, the y-dependence of ε must be generated by the outer automorphism group
F . This result will emerge below from our explicit calculation (see eqn. (2.28)).
Now we describe the corrections to the supersymmetry transformations and to the action.
Dimensional analysis permits us to add a correction to the supersymmetry transformation
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of Ψ:
δ˜Ψ =
1
2
(Γ ·X (s1Γ456 + s2Γ789) + Γ · Y (t1Γ456 + t2Γ789)) ε, (2.15)
where Γ·X and Γ·Y are abbreviations, respectively, for∑a ΓaXa and∑p ΓpY p. Here s1, s2, t1
and t2 will be functions of y = x
3, along with other parameters that appear momentarily.
To the action, we can add fermion bilinear terms:
I ′ =
∫
d4x
i
e2
TrΨ (αΓ012 + βΓ456 + γΓ789)Ψ. (2.16)
This is the most general fermion bilinear that is gauge-invariant and has SO(1, 2)×SO(3)×
SO(3) symmetry. It is also possible to add the following dimension 3 bosonic terms to the
action2:
I ′′ =
∫
d4x
1
e2
(
uǫµνλTr
(
Aµ∂νAλ +
2
3
AµAνAλ
)
+
v
3
ǫabcTrXa[Xb, Xc] +
w
3
ǫpqrTr Yp[Yq, Yr]
)
.
(2.17)
Finally, the action can have terms of dimension 2:
I ′′′ =
∫
d4xTr
(
r
2e2
XaX
a +
r˜
2e2
YpY
p
)
. (2.18)
It is convenient to define
q = e2
d
dy
1
e2
. (2.19)
We consider q and similarly dε/dy and the parameters α, β, γ, si, tj , and u, v, w to be of
first order, while r and r˜, the second derivatives of e2 and ε, and the first derivatives of the
other parameters are second order. (Of course, homogeneous quadratic expressions in first
order quantities are second order also.) We already know that the zeroth order variation of
I vanishes, since the pure N = 4 theory in four dimensions is supersymmetric. We need to
examine the supersymmetry of the first and second order quantities.
2.3 First Order Variations
When we act with the unperturbed supersymmetry variation δ on the unperturbed action
I, the zeroth order terms vanish, as just noted, but we do get first order terms involving the
2The ǫ symbols that appear here are antisymmetric tensors in the 012, 456, and 789 subspaces, normalized
to ǫ012 = ǫ456 = ǫ789 = 1.
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y derivatives of e2 and ε:
δI|1 = −iTr
∫
d4x
1
e2
dε
dy
ΓKLFKLΓ3Ψ (2.20)
− i
2
Tr
∫
d4x
q
e2
εΓ3Γ
KLFKLΨ. (2.21)
First order variations come from several other places. The unperturbed supersymmetry
variation δ acting on the perturbed action I ′ gives
δI ′ = −iTr
∫
d4x
1
e2
εΓIJFIJ (αΓ012 + βΓ456 + γΓ789)Ψ. (2.22)
The perturbed supersymmetry variation δ˜ acting on the unperturbed action I gives a first
order contribution
δ˜I|1 = iTr
∫
d4x
1
e2
ε
(
(s1Γ456 + s2Γ789)Γ
IaDIXa + (t1Γ456 + t2Γ789)Γ
IpDIYp)
)
Ψ. (2.23)
The remaining first order terms come from δI ′′:
δI ′′ = iTr
∫
d4x
1
e2
(
u ǫµνλεΓµΨFνλ + vǫ
abcεΓaΨ[Xb, Xc] + wǫ
pqrεΓpΨ[Yq, Yr]
)
. (2.24)
Now let us give some samples of the use of the above formulas. First we consider variations
proportional to DµXaΨ, contracted with ε and some gamma matrices. The sum of such
contributions comes out to be
i
∫
d4x
1
e2
(
−2dε
dy
− qε+ 2ε(αΓ0123 − βΓ3456 + γΓ3789)− ε (s1Γ3456 + s2Γ3789)
)
TrDµXaΓµa3Ψ.
(2.25)
The condition for vanishing of terms of this form therefore gives
−2dε
dy
− qε+ 2ε(αΓ0123 − βΓ3456 + γΓ3789)− ε (s1Γ3456 + s2Γ3789) = 0. (2.26)
A similar analysis of terms proportional to D3XaΨ gives a very similar equation with a
couple of signs reversed:
2
dε
dy
− qε+ 2ε(−αΓ0123 − βΓ3456 + γΓ3789)− ε (s1Γ3456 + s2Γ3789) = 0. (2.27)
By subtracting the last two equations, we get an equation that determines the y-dependence
of ε:
dε
dy
= αεΓ0123. (2.28)
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(This shows that ε varies with y by an element of the outer automorphism group F , for
reasons explained at the beginning of section 2.2). We will also need the transpose
dε
dy
= αΓ0123ε. (2.29)
Notice that as expected
d
dy
εΓ3ε˜ = αεΓ0123Γ
3ε+ αεΓ3Γ0123ε = 0 (2.30)
and
d
dy
εΓµε˜ = αεΓ0123Γ
µε+ αεΓµΓ0123ε = 0 (2.31)
The sum of the two equations gives
0 = ε ((s1 + 2β)Γ3456 + (s2 − 2γ)Γ3789 + q) . (2.32)
It is convenient to regard this as an equation that uniquely determines s1 and s2 in terms
of ε, β, γ, and q. Indeed, if written out explicitly, eqn. (2.32) is equivalent to a pair of linear
equations that have a unique solution for the unknowns s1, s2. Explicitly solving for s1 and
s2 makes the formulas more complicated, and for now it is more convenient to simply leave
the equation for s1 and s2 in the given form.
Upon exchanging X and Y , and considering terms proportional to DµYpΨ or D3YpΨ, we
get two more similar equations. One linear combination gives (2.27) again, and the second
gives the counterpart of (2.32):
0 = ε ((t1 − 2β)Γ3456 + (t2 + 2γ)Γ3789 + q) . (2.33)
A similar analysis of terms proportional to [Xa, Yp]Ψ gives the following condition:
−2dε
dy
− qε− 2ε(αΓ0123 + βΓ3456 + γΓ3789)− ε((s1 + t1)Γ3456 + (s2 + t2)Γ3789) = 0. (2.34)
With the aid of the above formulas, this reduces to
0 = ε (4αΓ0123 + 2βΓ3456 + 2γΓ3789 − q) . (2.35)
This equation determines β and γ in terms of ε, α, and q, and then eqns. (2.32) and (2.33)
similarly determine s1, s2, t1 and t2 in terms of the same variables.
The analysis of the remaining first order terms in the variation of the action is similar.
The terms proportional to D3X
aΨ vanish with the aid of the above formulas. The vanishing
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of terms proportional to FµνΨ, [Xa, Xb]Ψ, and [Yp, Yq]Ψ serves, respectively, to determine
the coefficients u, v, and w in eqn (2.17).
Let us work out the terms FµνΨ. In doing so, for brevity we omit the usual factors
i
∫
d4x 1
e2
Tr, leaving the integration and the trace understood. From δI|1, we get
−εαΓ0123ΓµνFµνΓ3Ψ− 1
2
εqΓ3Γ
µνFµνΨ. (2.36)
And from δI ′, we get
−εΓµνFµν (αΓ012 + βΓ456 + γΓ789) Ψ. (2.37)
There is no contribution from δ˜I|1. These contributions add to
−ε
(
2αΓ0123 − βΓ3456 − γΓ3789 + q
2
)
ΓµνFµνΓ3Ψ. (2.38)
With the aid of eqn. (2.35), this collapses to
−4αεΓ0123ΓµνFµνΓ3Ψ = 4αεǫµνλFµνΓλ. (2.39)
Comparing to (2.24), we see that the remaining supersymmetry variation δI ′′ will cancel this
term precisely if
u = −4α. (2.40)
A very similar analysis of the terms [Xa, Xb]Ψ and [Yp, Yq]Ψ shows that these contributions
to the supersymmetry variation similarly cancel if
v = −4β, w = −4γ. (2.41)
To summarize what we have obtained so far, we may begin with two arbitrary functions
α(y) and q(y) and an arbitrary initial value of ε(y) at, say, y = y0. The y-dependence of ε
is then determined from eqn. (2.28), and the other equations determine everything else in
terms of α, q, and ε. So far α(y) and q(y) are arbitrary, but it turns out that vanishing of
the second order variations places a non-trivial restriction on these functions.
2.4 Second Order Variations
There are three sources of second order variations.
The supersymmetry variation of I ′′′, the part of the action that is of dimension 2, is easily
computed:
δI ′′′ = i
∫
d4x
1
e2
Tr ε (rΓ ·X + r˜Γ · Y ) Ψ. (2.42)
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It is of second order simply because we consider r and r˜ to be second order quantities.
The modified supersymmetry variation δ˜ acting on the correction I ′ to the action, is
again not difficult to compute:
δ˜I ′ = −i
∫
d4x
1
e2
Tr ε
((
(s1Γ456+s2Γ789)Γ·X+(t1Γ456+t2Γ789Γ·Y )
)
(αΓ012+βΓ456+γΓ789)
)
Ψ.
(2.43)
This is equivalent to
δ˜I ′ = −i
∫
d4x
1
e2
Tr ε
((
(s1Γ3456+s2Γ3789)Γ·X+(t1Γ3456+t2Γ3789Γ·Y )
)
(−αΓ0123+βΓ3456+γΓ3789)
)
Ψ.
(2.44)
This can be further simplified using eqns. (2.32) and (2.33). The terms involving X become
δ˜I ′X = −i
∫
d4x
1
e2
Tr ε
((
2β2+2γ2 + (2γα+ qβ)Γ3456 + (2βα− qγ)Γ3789 + qαΓ0123
)
Γ ·XΨ
)
.
(2.45)
The terms involving Y can be analyzed similarly, but one can also take a short cut using
symmetry, as we explain below.
The remaining second order terms are
δ˜I|2 = −i
∫
d4xTr
(( q
2e2
+
1
e2
d
dy
)(
ε(s1Γ3456 + s2Γ3789)
))
Γ ·XΨ
− i
∫
d4xTr
(( q
2e2
+
1
e2
d
dy
)(
ε(t1Γ3456 + t2Γ3789)
))
Γ · YΨ. (2.46)
This can again be simplified using (2.32) and (2.33). The terms containing X become
δ˜I|2,X = −i
∫
d4xTr
(( q
2e2
+
1
e2
d
dy
)(
ε(−2βΓ3456 + 2γΓ3789 − q
)))
Γ ·XΨ
=− i
∫
d4x
1
e2
Tr ε
(
(−2β ′ − βq + 2γα)Γ3456 + (2γ′ + γq + 2βα)Γ3789 − qαΓ0123 − q
2
2
− q′
)
Γ ·XΨ
(2.47)
The sum of δ˜I ′X and δ˜I|2,X is
−iTr
∫
d4x
1
e2
ε
((−2β ′+4γα)Γ3456+(2γ′+4βα)Γ3789+(2β2+2γ2− q2
2
−q′)
)
Γ·XΨ. (2.48)
The terms proportional to εΓ0123 have canceled, but the terms involving εΓ3456 and εΓ3789
have not canceled. As a result, it is not in general possible to cancel (2.48) with an additional
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contribution of the form (2.42). This is possible if and only if ε is an eigenvector of the matrix
appearing in (2.48). We need
ε
((−2β ′ + 4γα)Γ3456 + (2γ′ + 4βα)Γ3789) = ελ, (2.49)
where λ is a multiple of the identity. This condition is equivalent to the expected one (2.9),
with ψ now determined in terms of α, β, γ.
Now let ε and ε˜ be any two generators of the unbroken supersymmetry. Then εΓ3ε˜ = 0,
according to eqn. (2.10). So contracting (2.49) with Γ3ε˜ and expressing the result in terms
of B1 = Γ3456, B2 = Γ3789, we get
0 = εΓ3
((−β ′ + 2γα)B1 + (γ′ + 2βα)B2)ε˜. (2.50)
Let us decompose that in three terms
0 = εΓ3
(
−β ′B1 + γ′B2
)
ε˜+ εΓ0123Γ3
(
γB2 − βB1
)
αε˜+ εΓ3
(
γB2 − βB1
)
αΓ0123ε˜. (2.51)
This recombines to
d
dy
(εΓ3(βB1 − γB2)ε˜) = 0. (2.52)
So we can integrate to give
εΓ3(βB1 − γB2)ε˜ = C, (2.53)
with a constant C.
It is convenient to write the 16-dimensional space of positive chirality spinors (in which
ε takes values) as V8⊗V2, where V8 is an eight-dimensional space acted on by a double cover
of W = SO(1, 2)× SO(3)X × SO(3)Y , and V2 is a two-dimensional space in which act the
matrices B0, B1, and B2 of eqn. (2.8). We take ε = v ⊗ ε0, ε˜ = v˜ ⊗ ε˜0, with v, v˜ ∈ V8,
ε0, ε˜0 ∈ V2. The quadratic form (ǫ, ǫ˜) = ǫΓ3ǫ˜ is symmetric in ǫ, ǫ˜. It can be decomposed
as the tensor product of an antisymmetric inner product in V8 and an antisymmetric inner
product in V2. To write the inner product in V2, we write ε0 as a column vector
ε0 =
(
a
b
)
, (2.54)
and define ε0 as a row vector:
ε0 =
(−b a) . (2.55)
Then the antisymmetric inner product in V2 can be defined by
〈ε0, ε˜0〉 = ε0ε˜0. (2.56)
14
Equation (2.29) shows that the y evolution of ε0 is just an SO(2) rotation. Let us work
in a basis in which B0, B1, and B2 act as in eqn. (2.8), and normalize ε0 at some value of y
so that
ε0 =
(
cos ψ/2
sinψ/2
)
, (2.57)
for some ψ. Then (2.29) implies this form is valid for all y and moreover
ψ′ = 2α. (2.58)
We set ε˜0 = ε0, and plug the expression (2.57) into (2.53), with the result
β cosψ + γ sinψ = C (2.59)
Now we can eliminate β and γ from equations (2.35), by contracting with Γ3ǫ˜ for a conve-
niently chosen ǫ˜. If we take ǫ˜ = v˜ ⊗ ε˜0 with
ε˜0 =
(
cos 3ψ/2
− sin 3ψ/2
)
, (2.60)
then (2.35) reduces simply to
0 = 2ψ′ cos 2ψ + 2β cosψ + 2γ sinψ − q sin 2ψ
= 2ψ′ cos 2ψ − q sin 2ψ + 2C. (2.61)
2.4.1 Exchange of ~X and ~Y
We can repeat this analysis with ~X and ~Y exchanged, but it is more illuminating to observe
that the problem has a symmetry that exchanges ~X and ~Y . As a transformation of the
underlying ten-dimensional spacetime, the relevant symmetry acts by x3+i ↔ x6+i, i = 1, 2, 3,
together with a reflection of one of the coordinates x0, x1, x2 (so as to preserve the overall
orientation). On the above variables, the transformation exchanges β with γ and B1 with
B2. It also changes the sign of α and maps ψ to π/2 − ψ. (This is implied by the relation
α = dψ/dy and the fact that the symmetry exchanges eigenvectors of B1 with eigenvectors
of B2.) The formulas we obtain are symmetric in ~X and ~Y , even though this is not manifest
in the derivation. For example, the symmetry is present in (2.61).
2.5 Interpreting And Solving The Equations
According to (2.17), the supersymmetric Lagrangian has a three-dimensional Chern-Simons
interaction, integrated in four dimensions:∫
d4x
1
e2
uǫµνλTr
(
Aµ∂νAλ +
2
3
AµAνAλ
)
. (2.62)
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Let us compare this to the θ-term of four-dimensional super Yang-Mills theory. This
usually takes the form
Iθ = − 1
32π2
∫
d4xθǫµναβ TrFµνFαβ. (2.63)
Usually, one assumes θ to be a constant and then the integral is a topological invariant.
However, we wish to assume that θ is a function of y = x3. Then, after integration by parts,
we can write
Iθ =
1
8π2
∫
d3xdy
dθ
dy
ǫµνλTr
(
Aµ∂νAλ +
2
3
AµAνAλ
)
. (2.64)
We see that we can interpret the combination u/e2 as θ ′/8π2.
On the other hand, in eqn. (2.40), we concluded that u = −4α. So we have a more direct
interpretation of α:
α = − e
2θ ′
32π2
. (2.65)
The other key equation governing the y-dependence of the couplings is (2.61):
−2ψ′ cos 2ψ + q sin 2ψ = C. (2.66)
Let us look for a domain wall solution in which the y coordinate extends over the whole real
line and the coupling parameters e2 and θ are both constant for y → ±∞. Then ψ′ and
q = −d ln e2/dy must vanish for y → ±∞. This being so, the integration constant C must
also vanish. So the equation reduces to
0 = −2ψ′ cos 2ψ + q sin 2ψ. (2.67)
Recalling that α = ψ′/2, q = e2d(1/e2)/dy, we can rewrite eqns. (2.65) and (2.67) in the
form:
dψ
dy
+
e2
16π2
dθ
dy
= 0
−2dψ
dy
cos 2ψ + e2 sin 2ψ
d
dy
1
e2
= 0. (2.68)
These equations have the remarkable property of being invariant under reparametrization of
y.
Perhaps more to the point, we can solve them. (2.67) is equivalent to
d
dy
(− ln sin 2ψ + ln(1/e2)) = 0, (2.69)
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so it says that
1
e2
= D sin 2ψ, (2.70)
with some constant D. Then we have dθ/dy = −(16π2/e2)dψ/dy = −16π2D sin 2ψdψ/dy =
d(8π2D cos 2ψ)/dy. So we get
θ = 2πa+ 8π2D cos 2ψ, (2.71)
with another integration constant a.
The results for θ and 1/e2 are conveniently expressed in terms of the usual τ parameter
τ =
θ
2π
+
2πi
e2
, (2.72)
which takes values in the upper half plane. We have
τ = a+ 4πD(cos 2ψ + i sin 2ψ). (2.73)
Thus, τ takes values in a circle of radius 4πD, centered at the point τ = a on the real τ
axis. (Just half of this circle is in the upper half plane.) Curves of this type are precisely
the geodesics on the upper half-plane, with its standard SL(2,R)-invariant metric.3 This
unexpected appearance of SL(2,R) symmetry means that our results are compatible with
what is found in supergravity [1, 2, 4], where SL(2,R) symmetry is manifest.
Now we can classify half-BPS domain walls of this type. We pick any two points τ− and
τ+ in the upper half-plane and look for a domain wall with the property that τ(y) → τ±
for y → ±∞. Any two points τ+ and τ− in the upper half plane are connected by a unique
geodesic L, and the trajectory τ(y) must lie on L for all y. We gain absolutely no information
about the function τ(y) except that its image lies on L and that the limits for y → ±∞ are
τ±. In particular, since the equations are invariant under reparametrization of y, there is no
restriction on how the path from τ− to τ+ should be parametrized.
2.5.1 Solving For The Remaining Variables
From now on, we will keep C = 0. We return to eqn. (2.35), and contract with Γ3ε0. The
result is
ψ′ + β cosψ − γ sinψ = 0. (2.74)
3A quick way to show this is to observe that the line Re τ = 0 is certainly a geodesic, since it is the fixed
line of the isometry τ → −τ . Every geodesic is the image of this one under an SL(2,R) transformation. On
the other hand, an SL(2,R) transformation maps the line Re τ = 0 to a semi-circle in the upper half-plane.
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Combining this with the C = β cosψ + γ sinψ = 0 we finally get β, γ:
β = − ψ
′
2 cosψ
γ =
ψ′
2 sinψ
. (2.75)
From the ansatz (2.57) for ε0 and the explicit form of the matrices B1 and B2, we get
εΓ3 (sinψB1 + cosψB2 + 1) = 0. (2.76)
By acting on (2.32) with Γ3 and comparing to the last equation, we learn that
s1 + 2β = −q sinψ = −2ψ′ cosψ + ψ
′
cosψ
(2.77)
and
s2 − 2γ = −q cosψ = +2ψ′ sinψ − ψ
′
sinψ
(2.78)
Hence
s1 = 2ψ
′ sin
2 ψ
cosψ
, s2 = 2ψ
′ sinψ. (2.79)
Similarly,
t1 = −2ψ′ cosψ, t2 = −2ψ′ cos
2 ψ
sinψ
. (2.80)
The eigenvalue λ in eqn. (2.49) turns out to be λ = (d/dy) (ψ′/sinψ cosψ) . Finally, we
can solve for r
r = λ+ 2β2 + 2γ2 − q
2
2
− q′ = 2 (ψ′ tanψ)′ + 2(ψ′)2 (2.81)
and by symmetry
r˜ = −2 (ψ′ cotψ)′ + 2(ψ′)2 (2.82)
2.5.2 Conformally Invariant Limit
Now (generalizing section 6 of [5]) we would like to ask whether, classically, it is possible to
take a limit in which the Janus configuration becomes conformally invariant. As we have
presented it so far, this configuration involves an arbitrary parametrization τ(y) of an arc
in the upper half plane. To achieve conformal invariance (which acts by rescaling of y),
τ(y) should simply have a discontinuity, say τ(y) = τ− for y < 0 and τ(y) = τ+ for y > 0.
When this is the case, q = (d/dy) ln(1/e2) and θ′ have delta function singularities; terms in
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the action linear in q or θ′ give contributions to the action supported at the interface. After
integration by parts, the same is so for terms linear in q′ or θ′′. But contributions proportional
to q2 or (θ′)2 are divergent in the conformally invariant limit. Our above formulas contain
such terms, in view of the formulas for r and r˜.
In the absence of a varying θ angle, this problem can be avoided [5] by a position-
dependent rescaling of scalar fields. The same is possible in our case. After integration by
parts of the ψ′′ term, the rX2 part of the action becomes
1
2e2
Tr
(−4ψ′ tanψXaX ′a + 2(ψ′)2 tan2 ψXaXa) . (2.83)
This combines with the (∂yX)
2 term to a perfect square
1
e2
Tr (X ′ − ψ′ tanψX)2. (2.84)
Similarly for the Y 2 terms, one gets
1
e2
Tr(Y ′ + ψ′ cotψY )2. (2.85)
If we define new scalar fields X˜ = X cosψ and Y˜ = Y sinψ, the action simplifies. The
terms just written become simply
1
e2
Tr
(
(dX˜/dy)2
cos2 ψ
+
(dY˜ /dy)2
sin2 ψ
)
. (2.86)
Both (ψ′)2 and ψ′′ disappear from the action, which becomes linear in ψ′. Hence the action
has a well-defined limit to a localized discontinuity in τ .
Furthermore, s1/s2 = t1/t2 = tanψ. This means that the combination of gamma matrices
which appears in the extra term (2.15) in the supersymmetry transformation is proportional
to B1 sinψ + B2 cosψ, which leaves ε invariant. So the correction to the supersymmetry
transformation is
δ˜Ψ = −Γ3Γ ·Xψ′ tanψ ε+ Γ3Γ · Y ψ′ cotψ ε. (2.87)
We can combine this with the similar term in the unperturbed supersymmetry variation
δΨ ∼ Γ3Γ · (dX/dy)ε+ Γ3Γ · (dY/dy)ε+ . . . to
δ′Ψ = Γ3
(
Γ · X˜ ′
cosψ
+
Γ · Y˜ ′
sinψ
)
ε. (2.88)
The structure that we have just found will be more apparent from a different viewpoint
explained in section 3.4.
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3 3d Superfield Method
3.1 Overview
Our computation in section 2 was based on assuming the relevant R-symmetry and adjusting
the couplings to achieve supersymmetry. Here, we will follow a different approach, using
superfields to make manifest N = 1 supersymmetry and then adjusting the couplings to
achieve R-symmetry – which then implies the full N = 4 supersymmetry.
But instead of merely repeating the problem studied in section 2 with a different approach,
we will here study several closely related problems. So first we give an overview of the
contents of this section.
3.1.1 A Three-Dimensional Problem
It is simplest to start with a purely three-dimensional problem. From a three-dimensional
point of view, the generalized Janus configuration proposed in the previous section con-
tains a Chern-Simons interaction as in eqn. (2.62). Of course, this configuration also has
N = 4 supersymmetry in the three-dimensional sense (eight supercharges, not counting
superconformal symmetries). This suggests that our subject is related to the problem of
three-dimensional Chern-Simons interactions with N = 4 supersymmetry, and that will
turn out to be the case.
As we recalled in the introduction, in three-dimensional nonabelian gauge theory with
a Chern-Simons term, it is difficult to get past N = 3 supersymmetry if a conventional
F 2 kinetic energy is present.4 However, it has been argued [10] that one can achieve more
supersymmetry in the absence of the F 2 term, and an example with N = 8 has been
constructed [11].
4The standard argument for this (for example, see [6]) is based on the structure of the supermultiplets. In
2+1 dimensions, the rotation group SO(2) is abelian, and the spin of a particle is an integer or half-integer,
either positive or negative. In the presence of both an F 2 term and a Chern-Simons interaction, the gauge
fields become massive [13], say with spin 1. The N = 3 supersymmetry algebra has three spin lowering
operators, and one can construct a supersymmetric theory of gauge fields, scalars, and fermions in which the
gauge field is contained in a supermultiplet of states with spins 1, 1/2, 0,−1/2. For N = 4, one would need
also states of spin −1, which would also have to arise from gauge fields. Being in the same supermultiplet,
the spin 1 and spin −1 gauge fields would have to transform the same way under the gauge group, but this
is not possible for gauge fields in nonabelian gauge theory (gauge fields transform as precisely one copy of
the adjoint representation). In U(1)×U(1) gauge theory, it is possible [8] to make an N = 4 theory with F 2
and Chern-Simons interactions; one U(1) gauge boson has spin 1 and the other has spin −1. This is possible
because, as U(1)× U(1) is abelian, the two gauge bosons both transform trivially under the gauge group.
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In section 3.2, making no a priori assumptions about the appropriate gauge group or
matter representations, we describe a general N = 4 superconformal theory of this type.
Our method is to assume N = 1 superconformal symmetry, and adjust the couplings to
find an SO(4) R-symmetry that ensures that the model actually has N = 4 superconfor-
mal invariance. We achieve a nice classification of models of this type. They correspond
to supergroups in which the fermionic generators transform in a pseudoreal or symplectic
representation of the bosonic symmetries. Apart from examples with abelian gauge group,
the main examples involve the classical supergroups U(N |M) (and its cousins SU(N |M)
and PSU(N |N)) and OSp(N |M).
3.1.2 Intersecting Branes
These examples are related in an interesting way to a certain familiar configuration in string
theory. Consider a system of parallel D3-branes ending on an NS5-brane from left and
right – say N from the left and M from the right, as in fig. 1. We suppose that the D3-
brane world-volumes are parametrized by x0, x1, x2, x3, while the NS5-brane world-volume
is parametrized by x0, x1, x2 and x4, x5, x6. As usual, we set y = x3. The physics of this
configuration is well-known. For y < 0, we have U(N) gauge theory; for y > 0, we have
U(M) gauge theory. At y = 0, there are bifundamental hypermultiplets, transforming in the
representation (N,M)⊕ (N,M) of U(N)× U(M).
This configuration is half-BPS, that is, it preserves eight supercharges (enhanced to 16 in
the infrared limit, where the gauge theory becomes superconformal). It remains half-BPS if
one turns on a ten-dimensional string theory axion field (the supersymmetric partner of the
dilaton), inducing a four-dimensional theta-angle. However, it seems that in the literature,
the low energy field theory representing the configuration of fig. 1 in the presence of a
theta-angle is not known. As we will explain, constructing this field theory is very similar
to constructing the supersymmetric Chern-Simons actions of section 3.2.
A theta-angle in four-dimensional gauge theory on a half-space is equivalent, classically,
to a Chern-Simons interaction on the boundary, via a simple integration by parts:
− θ
32π2
∫
M+
d4x ǫµναβ TrFµνFαβ =
θ
8π2
∫
∂M+
d3xǫµνλTr
(
Aµ∂νAλ +
2
3
AµAνAλ
)
. (3.1)
(M+ is the region y > 0, and ∂M+ is its boundary.) So the brane configuration of fig. 1 leads
to U(N)×U(M) gauge theory coupled to three-dimensional bifundamental hypermultiplets,
with three-dimensional Chern-Simons couplings for the U(N) and U(M) gauge fields. The
Chern-Simons couplings have opposite signs, coming from integration by parts from left or
right.
This is exactly the structure of one of the main examples of section 3.2, the one related
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N M
Figure 1: A configuration with N D3-branes ending on an NS5-brane from the left, while M D3-
branes end from the right. The D3-brane worldvolumes span the 0123 directions, and those of the
NS5-branes span the 012456 directions. The horizontal direction in the figure represents spacetime
direction x3, and the vertical direction represents spacetime directions 456.
to the supergroup U(N |M). The only difference is that the U(N) and U(M) gauge fields
live in four-dimensional half-spaces, while in section 3.2 they were purely three-dimensional.
The other main example from section 3.2 is the supergroup OSp(N |M), which corre-
sponds to gauge group O(N) × Sp(M), again with bifundamental matter. This example
also arises naturally from a brane construction. In fact, one simply has to modify the brane
construction of fig. 1 by including an O3-plane, parallel to the D3-branes. The gauge group
of the D3-branes is then orthogonal or symplectic, and jumps from one type to the other
in crossing the NS5-brane. This gives O(N) × Sp(M) gauge theory (with bifundamental
hypermultiplets at the brane intersection), as in the OSp(N |M) example from section 3.2.
The fact that the brane configurations give the same gauge groups and matter represen-
tations as the Chern-Simons theories is too much to be a coincidence, so it is reasonable to
think that the relevant supersymmetric field theories can be constructed in the same way.
Demonstrating this will be one of our goals.
3.1.3 Back To Janus
But what does all this have to do with the generalized Janus configurations of section 2?
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Figure 2: A system of N parallel D3-branes intersecting successive NS5-branes.
The brane configuration of fig. 1 has different “branches” of supersymmetric vacua. If one
displaces the D3-branes incident from left and right in the x4, x5, x6 directions (as is actually
sketched in the figure), then the bifundamental hypermultiplet fields H become massive.
However, it is also possible to give expectation values to the fields H . This corresponds to
displacing some of the D3-branes normal to the NS5-brane by moving them in the directions
x7, x8, x9 – or by moving the NS5-brane in those directions. If N = M , the case we will now
focus on, then it is possible to detach the NS5-brane from all D3-branes. The D3-branes
that formerly ended from left or right on the NS5-brane instead reconnect to each other, and
at low energies one is left with N = 4 super Yang-Mills theory with gauge group U(N).
The relation to Janus comes in because it is possible to modify this process slightly. Our
field theory analysis of the configuration of fig. 1 will show that it is possible while preserving
supersymmetry for the U(M) theory on the right of the NS5-brane and the U(N) theory
on the left to have different four-dimensional gauge couplings. Moreover, it is possible to
pick any embedding of three-dimensional N = 4 supersymmetry in the four-dimensional
supersymmetry algebra, that is, any value of the angle ψ in eqn. (2.9), and (roughly) any
four-dimensional theta-angle θ, to the left of the NS5-brane. (The values of ψ and θ on the
right are then uniquely determined.)
What happens, then, if we setN =M and give an expectation value to the hypermultiplet
fields? We reduce to a four-dimensional U(N) gauge theory, but now with a coupling constant
that “jumps” in crossing the hyperplane y = 0. There also are angles ψ or θ to the left of this
hyperplane, which jump in crossing the hyperplane in a way that turns out to be consistent
with eqn. (2.73). In short, we reduce to precisely the generalized Janus domain wall described
in section 2.5.2.
We can go farther in this direction. We consider (fig. 2) a system of N parallel D3-
branes that intersect k successive NS5-branes. From a field theory point of view, in each
23
slab between two NS5-branes (or each half-space to the left or right of all branes) there
is a four-dimensional U(N) gauge theory. At each interface between two slabs (or half-
spaces), there are bifundamental hypermultiplets. A supersymmetric configuration can be
constructed with any values of the angles ψ and θ to the left of all the NS5-branes, and
any independently chosen four-dimensional gauge couplings in each of the various segments.
(The values of ψ and θ in the other regions are then uniquely determined, via eqn. (2.73).)
After giving generic expectation values to the hypermultiplet fields, we reduce to a four-
dimensional theory of U(N) gauge couplings in the presence of k successive generalized
Janus domain walls.
A generalized Janus configuration with an arbitrary y-dependence of the gauge coupling,
as described in [5] at θ = 0 and in section 2.5 in general, can be obtained as a limit of this.
We take a suitable limit in which k becomes large, the NS5-branes are closely spaced, and
the individual jumps in the gauge coupling are small.
3.1.4 Janus and Fivebranes
It is useful to make explicit the condition for a Janus configuration to preserve the same
supersymmetry as a defect or boundary which is the field theory limit of a (p, q) fivebrane.
The original system of D3-branes preserves 16 out of 32 supercharges of the type II string
theory. Writing ε1 and ε2 for the supersymmetries of left-moving and right-moving string
modes, the supersymmetries left unbroken by the D3-branes are characterized by
ε2 = Γ0123ε1. (3.2)
A (p, q) (anti)fivebrane extended along the 012456 directions imposes a further constraint
which depends on the appropriate central charge pτ + q. In terms of t = arg(pτ + q), the
condition is
ε1 = −Γ012456 (sin t ε1 + cos t ε2) . (3.3)
In the presence of both types of branes, we have
ε1 = (−B1 cos t+B2 sin t) ε1. (3.4)
Comparing this to the constraint (2.9) imposed by the Janus configuration, we discover that
they are compatible if t = pi
2
+ψ. On the other hand, the Janus configuration also prescribes
that
τ = a + 4πDe2iψ (3.5)
with real constants a,D. This condition defines a semicircle in the upper half plane, which
intersects the real axis at two points a± 4πD.
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The condition arg(pτ + q) = pi
2
+ ψ is equivalent to
sin(π/2 + ψ)
cos(π/2 + ψ)
=
Im (pτ + q)
Re (pτ + q)
, (3.6)
or
−cosψ
sinψ
=
4πD sin 2ψ
a + q/p+ 4πD cos 2ψ
. (3.7)
This condition is actually independent of ψ, and equivalent to
a = −q/p− 4πD. (3.8)
So the rightmost intersection of the semicircle with the real axis must be at τ = −q/p.
Provided this condition is obeyed, supersymmetry is preserved when a (p, q)-fivebrane is
added to a Janus configuration, regardless of the value of ψ at the location of the fivebrane.
We can repeat the same exercise for a (p′, q′) fivebrane extended along the 012789 direc-
tions. (The symmetry exchanging directions 456 with 789 is discussed in section 2.4.1.) The
requirement is then t = ψ and the leftmost intersection of the semicircle with the real axis
must be at −q′/p′.
Hence a Janus configuration in which a and D are rational numbers can be combined
with a (p, q) fivebrane in a supersymmetric fashion, for two different values of p and q. One
compatible fivebrane runs in the 012456 directions, and has a+4πD = −q/p. The other one
runs in the 012789 directions, with a− 4πD = −q′/p′.
The specific case of D5-branes, which corresponds to p = 0, requires a special treatment.
In this case, t is 0 or π (depending on the sign q), and (3.4) becomes ε1 = ±Γ3456ε1. This is
the supersymmetry of the original half-BPS Janus configuration [5], in which the coupling
constant varies but the Yang-Mills theta-angle does not. This is the case that the trajectory
is a vertical line in the upper half plane, corresponding to a limit of the semicircle in which
a,D →∞ with a− 4πD (or a+ 4πD) fixed.
3.1.5 Organization Of This Section
In section 3.2, we construct purely three-dimensional theories with Chern-Simons couplings
and N = 4 supersymmetry. The technique that we will use is the one that we will follow
throughout this section: we use three-dimensional N = 1 superspace to construct a Chern-
Simons theory with N = 1 supersymmetry, and then constrain the couplings so that an
extra global symmetry appears, promoting N = 1 to N = 4.
In section 3.3, as a prelude to some of the other questions described above, we reformulate
four-dimensional N = 4 super Yang-Mills in terms of three-dimensional N = 1 superfields.
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In section 3.4, we use this method to recover the generalized Janus configuration of section
2.2. This involves a computation that is arguably simpler than the one of section 2.2. In
this formulation, it is evident that the Janus configuration has a conformally invariant limit,
as found with greater effort in section 2.5.2. In section 3.5, we use three-dimensional N = 1
superfields to analyze the low energy field theories associated with the brane configurations
of figs. 1 and 2, justifying some claims that were made above.
3.2 N = 4 Chern-Simons Theory
For any gauge group G, and any hypermultiplet representation of G, there is a unique
classical theory with N = 3 Chern-Simons couplings. Morally, we want to show that if
the matter content and gauge group are picked carefully, the resulting classical theory will
actually possess N = 4 supersymmetry, or better OSp(4|4) superconformal symmetry. It
is known that the N = 3 theory is superconformal quantum mechanically as well, and we
expect the same to be true of the N = 4 theory.
In practice, because N = 3 superfields are not convenient, we find it useful to start from
an N = 1 Chern-Simons theory coupled to matter and look for an enhancement to N = 4.
The hallmark of N = 4 is an SO(4) R-symmetry group under which the four supercharges
transform in the vector representation. The subgroup of SO(4) that leaves fixed one of the
supercharges is therefore SO(3). So we start with an N = 1 theory with an SO(3) global
symmetry. We try to adjust the couplings so that the SO(3) is enhanced to an SO(4) that
does not commute with N = 1 supersymmetry. Instead, the SO(4) together with the N = 1
supersymmetry generate a full N = 4 structure. In fact, the theory is really conformal at
the classical level, so the N = 1 theory we start with really has symmetry OSp(1|4), and
the enhancement is to OSp(4|4).
The mechanism for symmetry enhancement will be the following. The matter fields will
be N = 1 superfields QIA = QIA+ iθαλIαA+ . . . , where θα are superspace coordinates, Q and
λ are bosonic and fermionic fields, and the index A = 1, 2 transforms in the two-dimensional
representation of a group that we will call SU(2)d, the double cover of the global symmetry
group SO(3) mentioned in the last paragraph. The theory will have Yukawa couplings
that are schematically of the form Q2λ2. Generically, these couplings are not invariant
under separate SU(2) symmetries acting on only Q or only λ. Our strategy is to adjust
the superspace couplings so that such a SU(2) × SU(2) symmetry appears; in view of the
relation of SU(2) × SU(2) to SO(4), this will enhance N = 1 supersymmetry to N = 4.
(This SU(2)× SU(2) is a cover of the group SO(3)X × SO(3)Y of section 2.)
As explained in the last paragraph, we will here make the assumption that one factor
of SU(2) × SU(2) acts only on Q, and the other factor acts only on λ. This ansatz is too
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restrictive to include the recently proposed Lagrangian [11] for an N = 8 Chern-Simons
theory with gauge group SO(4). It may also omit interesting constructions with N = 4
supersymmetry.
Notation
We generally follow the conventions of [14], chapter 2, for the N = 1 superspace in three
dimensions. We denote spinor indices as Greek indices α, β, . . . . We raise and lower indices
with a matrix
Cαβ = −Cαβ =
(
0 −i
i 0
)
(3.9)
as
λα = λ
βCβα λ
α = Cαβλβ λ
2 =
1
2
λαλα = iλ
+λ− (3.10)
Several useful relations are listed in appendix A. Superspace coordinates will be denoted
as θα. A basic real superfield is expanded as
Q = Q + θαλα − θ2FQ (3.11)
For such a superfield, the kinetic term is
−1
2
∫
d2θ (∂αQ)2 = −1
2
∂µQ∂
µQ +
1
2
λα(i/∂)βαλβ +
1
2
F 2Q. (3.12)
A real superpotential may be added:∫
d2θW (Q) = W ′′(Q)λ2 +W ′(Q)FQ. (3.13)
To describe n hypermultiplets in terms of N = 1 superfields, we introduce 4n superfields
QIA, I = 1, . . . , 2n, A = 1, 2. The group SU(2)d acts on A, while Sp(2n) acts on I. The gauge
group G will act via a homomorphism to Sp(2n), so the hypermultiplets form a quaternionic
representation of G. The metric on the hypermultiplet space will be ǫABωIJ , where ǫ
AB
and ωIJ are respectively SU(2)-invariant and Sp(2n)-invariant antisymmetric tensors. The
structure constants will have a quaternionic form τmIJ = T
mK
I ωKJ , symmetric in IJ . (Here
m runs over a basis of the Lie algebra g of G.) Q obeys the natural reality condition
Q†AI = ǫABωIJQJB.
The gauge multiplet consists of a superconnection Γα and Γµ entering supercovariant
derivatives Dα = ∂α − iΓα and Dµ = ∂µ − iΓµ. There is a constraint
{Dα,Dβ} = 2i /Dαβ (3.14)
27
and a definition of field strength
[Dα, /Dβγ] = Cα(βWγ). (3.15)
In the Wess-Zumino gauge, the only superpartner of the gauge field is
Wα|θ=0 = χα. (3.16)
The gauge-invariant extension of the matter kinetic energy is obtained by replacing or-
dinary superspace derivatives by covariant ones. This gives
−1
2
∫
d2θ(DαQIA)2 =
1
2
ǫAB
(−ωIJDµQIADµQJB + ωIJλIαA (i /D)βαλJBβ + ωIJF IQAF JQB + 2λIAατmIJχαmQJB) .
(3.17)
The standard kinetic term for the gauge fields is∫
d2θW2 = 1
2
χα(i /D)βαχβ +
1
4
FµνF
µν . (3.18)
But for the moment we are interested in gauge theories in which this term is absent, and
the gauge fields have only a Chern-Simons action. The Chern-Simons term is essentially
1
2
ΓαWα+ · · · , where we omit some extra terms cubic and quartic in Γα. In the Wess-Zumino
gauge, this reduces to
kmn
4π
(
Am ∧ dAn + 2
3
Am ∧ [A,A]n − χαmχαn
)
, (3.19)
where kmn is an invariant quadratic form on the Lie algebra g of G. This quadratic form
must obey a suitable integrality condition in order for the quantum theory to be well-defined.
(For example, if G is a product of simple and simply-connected factors, then k is an integer
multiple of the Killing form for each factor.)
In the absence of the conventional kinetic term (3.18), the part of the action quadratic
in χ is purely the mass term present in (3.19), so χ is an auxiliary field. χ also enters the
Yukawa coupling χQλ in (3.17), so integrating out χ gives a Q2λ2 coupling. This coupling
is not invariant under SU(2)× SU(2) (with the two factors acting separately on Q and λ).
However, if the superpotential W (Q) is homogeneous and quartic in Q, then a Q2λ2 term,
also not invariant under SU(2) × SU(2), arises when the auxiliary field FQ is integrated
out of (3.13). Our procedure will be to choose W so that the Q2λ2 terms add up to be
SU(2) × SU(2) invariant. The rest of the action will be SU(2) × SU(2) invariant for any
choice of W .
The most general possible form ofW , granted that it should be homogeneous and quartic
(for conformal invariance) and G× SU(2)d invariant, is as follows:
W (Q) = π
3
tIJ ;KSǫ
ABǫCDQIAQJBQKCQSD. (3.20)
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The tensor tIJ ;KS is antisymmetric in the first two indices and in the last two indices, and
symmetric under exchange of the first two with the last two. The full Q2λ2 interaction is
πQIAQ
J
Bλ
αK
C˙
λS
αD˙
(
ǫAC˙ǫBD˙τmIKτ
n
JSkmn +
2
3
tIJ ;KSǫ
ABǫC˙D˙ +
4
3
tIK;JSǫ
AC˙ǫBD˙
)
. (3.21)
The first term comes from integrating out the auxiliary fermion χ, as described in the
last paragraph. The rest comes from the superpotential, via (3.13). If in (3.21), we can
antisymmetrize the expression QIAQ
J
B in A and B, then the result is proportional to ǫAB and
has the full SU(2)× SU(2) symmetry. Hence the condition for SU(2)×SU(2) invariance is
that the part proportional to Q
(I
(AQ
J)
B) is zero:
τmIKτ
n
JSkmn + τ
m
JKτ
n
ISkmn +
4
3
tIK;JS +
4
3
tJK;IS = 0. (3.22)
By summing this equation over cyclic permutations of IJK, we can eliminate t and get
a condition that involves τ only:
τm(IJτ
n
K)Skmn = 0. (3.23)
This fundamental identity is a strong requirement on the gauge group and matter represen-
tation. Happily, it is possible to understand this condition in detail, since it is equivalent to
the Jacobi identity for the following super Lie algebra:
[Mm,Mn] = fmns M
s
[Mm, λI ] = τ
m
IJω
JKλK
{λI , λJ} = τmIJkmnMn. (3.24)
Of these conditions, the first just says that g is a Lie algebra, and the second is equivalent
to the statement that the hypermultiplets furnish a representation of this Lie algebra. The
interesting statement is the last one, which asserts that the Lie algebra g can be extended to
a super Lie algebra ĝ by adjoining fermionic generators associated with the hypermultiplet
representation. In verifying that eqn. (3.24) does define a super Lie algebra, the only
nontrivial condition to verify is the λλλ Jacobi identity:
[λI , {λJ , λK}] + [λJ , {λK , λI}] + [λK , {λI , λJ}] = 0. (3.25)
A short calculation shows that this precisely coincides with (3.23).
Moreover, we can now solve for t; each solution of the fundamental identity (3.23) deter-
mines a solution to (3.22) as well:
tIJ ;KS =
1
4
τmIKτ
n
JSkmn −
1
4
τmISτ
n
JKkmn (3.26)
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The quadratic form kmn that controls the Chern-Simons couplings in eqn. (3.19) also ap-
pears in (3.23) and (3.24). This means that the object k̂ = (kmn, ωIJ) is an invariant (and
nondegenerate) quadratic form on the super Lie algebra ĝ. Hence we get a consistent N = 4
Chern-Simons theory for each choice of a supergroup whose fermionic generators form a
(possibly reducible) quaternionic representation of the bosonic subgroup, together with an
invariant nondegenerate quadratic form k̂. The Chern-Simons couplings are determined by
the restriction of k̂ to the bosonic Lie algebra g.
For our purposes, the prime examples are the classical supergroups U(N |M) (or their
cousins SU(N |M) and PSU(N |N)) and OSp(N |M). In each case, the gauge group is a
product U(N)×U(M) or O(N)×Sp(M), with equal and opposite Chern-Simons couplings
in the two factors. The fermion fields are in bifundamental hypermultiplets. The connection
to a certain brane construction was described in section 3.1.2.
It will be useful to specialize the Lagrangian to the U(N |M) case. We write A1 and A2
for the gauge fields of U(N) and U(M). The hypermultiplets consist of a pair of N ×M
matrices QA, A = 1, 2, whose bosonic and fermionic components we denote QA, ψA˙. Q†A
will be the hermitian adjoint of QA, and similarly for QA. The structure constants are most
easily described by giving the moment maps
µmAB = Q
I
AQ
J
Bτ
m
IJ (3.27)
for the actions of U(N) and U(M):
µ
(1)
AB = Q
†
(AQB) µ
(2)
AB = Q(AQ
†
B). (3.28)
The fundamental identity (3.23) is also easier to understand when recast5 as
kmnµ
m
(ABµ
n
CD) = 0. (3.29)
Indeed, due to the opposite signs of the Chern-Simons coefficients of U(N) and U(M), the
identity follows from the obvious relation
TrQ†(AQBQ
†
CQD) − TrQ(AQ†BQCQ†D) = 0. (3.30)
The superpotential can be expressed in terms of the superfield MmAB = QIAQJBτmIJ whose
leading component is the moment map:
W =
π
6
ǫABǫCDQIAQJBQKCQSDτmIKτnJSkmn =
π
6
ǫABǫCDMmACMnBDkmn. (3.31)
5We can equivalently write kmnµ
m
(ABµ
n
C)D = 0; once this tensor is symmetrized in three of the indices
ABCD, it becomes automatically symmetric in all four.
30
Informally, the superpotential is the square of the moment map. In the specific case of the
U(N |M) theory, this reads
W4 = πk
6
TrQAQ†AQBQ†B − πk
6
TrQAQ†BQBQ†A. (3.32)
The scalar potential is proportional to
TrQ[AQ†AQ
B]Q†[BQ
CQ†C]. (3.33)
The equation for a critical point of the superpotential says that
QAQ†CQ
B = QBQ†CQ
A (3.34)
for all A,B,C = 1, 2, along with the hermitian adjoint statement
Q†AQ
CQ†B = Q
†
BQ
CQ†A. (3.35)
In particular, the bilinear matrices QAQ
†
B, which include the moment maps, commute with
each other. Their eigenvalues can be interpreted as points in R4. We will see in a later
section that this is an important consistency requirement for the brane picture.
There is one last calculation which we will find useful. Consider the scalar potential in
general
2π2
9
µmABµ
Bn
C kmsknpQ
AIτ sIJω
JKτ pKTQ
CT . (3.36)
The part symmetric in AC involves a commutator of the gauge group structure constants.
Let us apply some transformations to half of this term. First, separate the symmetric and
antisymmetric parts: the symmetric part is
π2
9
µmABµ
Bn
C kmsknpf
sp
q µ
qAC. (3.37)
The antisymmetric part is
π2
9
µmABµ
ABnkmsknpQ
I
Cτ
s
IJω
JKτ pKTQ
CT . (3.38)
We can use the fundamental identity to rearrange this to
2π2
9
µmABµ
Bn
C kmsknpQ
ICτ sIJω
JKτ pKTQ
AT . (3.39)
This combines symmetrically in AC with the remaining part of the original potential to give
again the commutator. The final result is
π2
6
µmABµ
Bn
C kmsknpf
sp
q µ
qAC. (3.40)
It is clear that the potential will be zero if the moment maps commute as elements of the
Lie algebra.
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3.2.1 The Current Multiplet
The conserved current that generates the gauge symmetry is part of a short multiplet of
N = 4 supersymmetry or of the superconformal symmetry OSp(4|4). The lowest dimension
operators in this multiplet are the moment maps µAB (we suppress the g index), which
transform as 3⊗ 1 under SU(2)× SU(2). In the conformal case, these fields satisfy a BPS
bound: their dimension is 1 and equals the spin under the R-symmetry group. The first
descendants, which we will call jAB˙, are fermionic fields of dimension 3/2 transforming as
2⊗ 2. For the case that we have been treating so far that the matter system consists of free
hypermultiplets, we have
jm
AB˙
= QIAλ
J
B˙
τmIJ . (3.41)
After some algebra, the “Yukawa coupling” can be expressed in terms of this operator in a
manifestly SU(2)× SU(2)-invariant form
πQIAQ
J
Bλ
αK
C˙
λS
αD˙
ǫABǫC˙D˙τmISτ
n
JKkmn = πǫ
ABǫC˙D˙jm
AC˙
jn
BD˙
kmn. (3.42)
Let us reconsider in terms of these variables what happens when the free hypermultiplets
Q are coupled to gauge fields represented by N = 1 supermultiplets. (This is useful as
preparation for considering more general matter systems in section 3.2.2.) The coupling of
the auxiliary fermion χ in the component Lagrangian is χαjAB˙αǫ
AB˙, and integrating it away
produces a jj coupling that lacks R-symmetry:
πkmnjAB˙ǫ
AB˙jCD˙ǫ
CD˙. (3.43)
The superpotential
π
6
ǫABǫCDMmACMnBDkmn (3.44)
gives two contributions to the Yukawa couplings; the two superderivatives can act on different
factors of M or on the same factor:
π
6
ǫABǫCDjm
(AC˙)
jn
(BD˙)
kmn +
π
3
ǫABǫCDµmACO
n
B˙D˙
kmn. (3.45)
The operator OA˙B˙ is a fermion bilinear of dimension two and spin zero that is an additional
member of the N = 4 current multiplet for the free fields:
OA˙B˙ = λ
I
A˙
λJ
B˙
τIJ . (3.46)
The fundamental identity (3.29) can be subjected to two superderivatives to give
µmABOn
C˙D˙
kmn + j
m(A
C˙
j
B)n
D˙
kmn = 0 (3.47)
This identity allows one to rewrite the QQλλ “Yukawa” interaction, which is the sum of
(3.43) and (3.45), as a bilinear expression in j (we omit the factor pi
3
kmn) .
3jAB˙ǫ
AB˙jCD˙ǫ
CD˙+ǫABǫCDjm
AC˙
jn
BD˙
+ǫADǫCBjm
AC˙
jn
BD˙
−ǫABǫCDjm
AB˙
jn
CD˙
−ǫABǫCDjm
AD˙
jn
CB˙
. (3.48)
32
Rearranging the two indices of a current in the third and fifth terms by the usual UAB =
UBA + ǫABǫ
CDUCD the non-R-symmetric terms drop and one is left with a simple Yukawa:
πkmnj
m
AB˙
jnAB˙ (3.49)
3.2.2 Chern-Simons Coupling to General N = 4 Matter System
So far, we have constructed N = 4 Chern-Simons theories by coupling a gauge field to
an N = 4 matter system that consists simply of some free hypermultiplets. This can be
generalized to replace the free hypermultiplets with a sigma model in which the target space
is a hyper-Kahler manifoldX . An important special case is that X is the Higgs (or Coulomb)
branch of a superconformal field theory with OSp(4|4) symmetry. However, for much of the
discussion, this is not required.
If X is the Higgs branch of a CFT, then X is conical and in addition there is an SU(2)
symmetry acting on X and rotating the three complex structures. However, in the following,
we do not need to assume the existence of such a symmetry. The only symmetries that we
will assume that act on scalar fields will be the symmetries that make up the gauge group
G. The scalars will be fields QIA that are associated with local coordinates on X , but in
contrast to the discussion of the free hypermultiplets, we do not assume any symmetry acting
on the A index. We will simply look for an SU(2) symmetry that acts only on the fermion
fields λIA˙, transforming the A˙ index. This is enough to promote N = 1 supersymmetry
to N = 4, or in the conformal case to promote OSp(1|4) to OSp(4|4). (In the conformal
case, the SU(2) that rotates the complex structures is part of OSp(4|4).) The hyper-Kahler
structure of X can be described by the existence of antisymmetric inner products ωIJ and
ǫAB.
The moment maps µmAB (m being a g index) are defined as follows. Let V
m, m =
1, . . . , dim g be the vector fields on X generating the action of g. And let ΩAB, A,B = 1, 2
be the three symplectic forms6 of the hyper-Kahler manifold X . Then the functions µmAB
are characterized as follows:
dµmAB = iV m(ΩAB). (3.50)
(Here iV is the operation of contraction with a vector field V .) This condition plus g-
invariance determines µmAB uniquely if G is semi-simple. In general, there are undetermined
additive constants in µ, which correspond physically to the possibility of adding Fayet-
Iliopoulos D-terms for U(1) gauge fields. The fundamental identity makes sense for this
class of models:
kmnµ
m
(ABµ
n
CD) = 0. (3.51)
Here k is some invariant and nondegenerate quadratic form on g.
6They can be defined by ΩAB = dQ
IC ∧ dQJDωIJǫACǫBD.
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Similarly, we can define N = 4 descendants of the fields µmAB. The first descendant j, the
fermionic current, is proportional to λ times a first derivative of µ. But according to (3.50),
the derivatives of µ are essentially the vector fields V m, so we can write j in terms of V m:
jmAB˙ = V mIAλB˙JωIJ . (3.52)
The next descendant of µ is constructed from the second derivative of µ or equivalently from
the first derivative of V . In general, if V is a Killing vector field on a Riemannian manifold,
one has DIVJ + DJVI = 0. On a hyper-Kahler manifold, with V assumed to preserve all
three complex structures, one has a stronger version of this statement:
DIAV
m
JB = τ
m
IJǫAB, (3.53)
where τmIJ is symmetric in I and J . In the case of free hypermultiplets, the τ
m are simply
constant matrices (which generate the action of G on the hypermultiplets), but in general,
they are tensor fields on X .
As in our study of the linear hypermultiplets, we construct the action starting with N = 1
superfields and then looking for an additional symmetry. Let us denote withMAB again the
N = 1 superfield whose lowest component is µAB. The components of MAB are
DαMmAB|θ=0 = jABα (3.54)
and
DαDαMAB|θ=0 = τ IJλαAI λBαJ = OAB. (3.55)
(In these formulas, we suppress the g index m.)
We can now repeat step by step the analysis done in the free field case, and every step is
formally identical. The potentially non-R-invariant fermion bilinears are still given by (3.43)
and (3.45), and they still add up to an R-invariant sum (3.42) if the moment map µm obeys
the fundamental identity:
kmnµ
m
(ABµ
n
CD) = 0. (3.56)
In fact, we only need the weaker condition (3.47), which is a second descendant of the
fundamental identity:
µmABOn
C˙D˙
kmn + j
m(A
C˙
j
B)n
D˙
kmn = 0 (3.57)
Elsewhere, we will show that there actually are N = 4 models for which this weaker con-
dition is obeyed (in fact, the first descendant of the fundamental identity vanishes) but the
fundamental identity itself is not satisfied. However, in the superconformal case, there are
superconformal lowering operators and (3.57) actually implies (3.56).
The superconformal transformations of the fundamental identity are of interest. The cur-
rent multiplet is a short multiplet of OSp(4|4), as the leading component µAB satisfies a BPS
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bound: it has spin (1, 0) under the R-symmetry group and dimension 1. The fundamental
identity has spin (2, 0) and dimension 2: it is the protected component of the product of
two current multiplets. This fact will probably play a useful role in a quantum description
of these theories.
3.2.3 Quivers
Thus, we have a general recipe to couple N = 4 Chern-Simons gauge fields to any hyper-
Kahler manifold X that obeys the fundamental identity. Of course, this is only interesting
if there are examples beyond the ones associated with free hypermultiplets. We will now
describe a family of such examples. We begin with a special case.
We start with a symmetry group U(N1) × U(N2) × U(N3) acting on the following free
hypermultiplets: we include hypermultiplets Y that transform as (N1, N2, 1) plus complex
conjugate, and hypermultiplets Z that transform as (1, N2, N3) plus complex conjugate.
(We use the same symbols Y and Z to denote the hypermultiplets and the spaces that they
parametrize.) We write µY and µ
′
Y for the hyper-Kahler moment maps for the action of
U(N1) and U(N2) on Y , and likewise µZ and µ
′
Z for the hyper-Kahler moment maps for
the action of U(N2) and U(N3), respectively, on Z. The hyper-Kahler moment map for the
action of U(N1)× U(N2)× U(N3) on Y × Z is therefore
µY×Z = (µY , µ
′
Y + µZ , µ
′
Z), (3.58)
where the three components refer to the three factors. Now we let X denote the hyper-
Kahler quotient (Y ×Z)///U(N2). We recall that the hyper-Kahler quotient is obtained by
setting to zero the moment map for U(N2), that is by imposing
µ′Y + µZ = 0, (3.59)
and dividing by U(N2). On the quotient, we still have an action of U(N1)×U(N3), and the
moment map can be read off from (3.58):
µX = (µY , µ
′
Z). (3.60)
Now if W is any hyper-Kahler manifold with action of a group U(N) (where N may
be N1, N2, or N3) with moment map µ, we set f(ABCD)(µ) =
∑
m µ
m
(ABµ
m
CD). (The sum
is taken in an orthonormal basis for the Killing form.) Since f , whose subscripts we will
suppress, is homogeneous and quadratic, we have
f(µ) = f(−µ). (3.61)
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Figure 3: (a) A quiver associated with the first non-trivial example of a hyper-Kahler manifold
obeying the fundamental identity. (b) More general linear quivers leading to solutions of the
fundamental identity.
Since Y obeys the fundamental identity for the action of U(N1)× U(N2), we have
f(µY )− f(µ′Y ) = 0. (3.62)
(As usual, the minus sign reflects the structure of the invariant quadratic form k̂ of the
supergroup U(N1|N2).) Similarly, Z obeys the fundamental identity for the action of U(N2)×
U(N3), so
f(µZ)− f(µ′Z) = 0. (3.63)
For the hyper-Kahler quotient X , we have the additional condition (3.59), which by virtue of
(3.61) implies that f(µ′Y ) = f(µZ). Combining these results, we learn that the hyper-Kahler
moment map of X obeys
f(µY )− f(µ′Z) = 0. (3.64)
This means that X obeys the fundamental identity for the action of G = U(N1) × U(N3),
provided we take equal and opposite Chern-Simons levels for the two factors in G.
Thus, we get our first example of a non-flat hyper-Kahler manifold obeying the funda-
mental identity. The construction can be conveniently described via a simple quiver (fig. 3).
A node in the quiver represents a unitary group U(N) for some N ≥ 0. A link connecting
two nodes represents bifundamental hypermultiplets transforming under the given product
of groups. The links are oriented, as indicated by the arrows. We pick a nonzero integer r
and assign to each node a Chern-Simons level which is the product of r times the number
of arrows entering the node minus the number of arrows leaving. Thus, in the example of
fig. 3a, there are three nodes, with levels r, 0,−r. We take the hyper-Kahler quotient (of
the space parametrized by the hypermultiplets) by the product of all groups associated with
nodes of level 0. The result is a hyper-Kahler manifold X . It is acted on by a group G that
is the product of the factors associated with nonzero levels.
The explicit example based on the product U(N1)× U(N2)× U(N3) is associated to the
quiver of fig. 3a. The general case of a linear quiver, as in fig. 3b, is similar. The gauge
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group G is a product of two unitary groups, associated with the ends of the quiver; these
are the only nodes with nonzero labels. The fundamental identity is obeyed for the action
of G on X , by virtue of essentially the same argument that we used for the quiver of fig.
3a. Moreover, essentially the same argument works for orthosymplectic quivers, in which
the gauge groups are alternatively orthogonal or symplectic along the chain. Here one uses
at each step the solution of the fundamental identity associated to OSp(N |M).
Because of their origin as hyper-Kahler quotients of linear spaces, the spaces X obtained
this way are actually conical, and have an SU(2) action rotating the three complex structures.
In fact, these examples are associated to superconformal field theories, which we will study
in detail elsewhere.
3.3 4d N = 4 Super Yang-Mills in a 3d Language
Given the simplicity of the Chern-Simons calculation, it is natural to wonder if a similar
method can be applied to the Janus configuration, or to other modifications of N = 4 super
Yang-Mills that preserve N = 4 supersymmetry in the three-dimensional sense.
As preparation, we will describe the undeformed N = 4 Lagrangian in the 3d N = 1
language. It will be then very simple to deform this to allow for various kinds of “defects,”
including y-dependent couplings (section 3.4), and interfaces between two possibly different
gauge theories with bifundamental matter living at the interface (section 3.5). It is also
possible to include defects that support extra hypermultiplets coupled to the bulk gauge
fields [REFERENCE]. Any of these defects can coexist, provided that they preserve the
same 8 supersymmetries.
From a three-dimensional point of view, the gauge field Aµ, µ = 0, . . . , 3, splits up as a
three-dimensional gauge field Aµ, µ = 0, 1, 2, and an adjoint-valued scalar A3. In terms of 3d
N = 1 superfields, the three-dimensional gauge field is part of a standard superconnection
Γα; this multiplet, which already appeared in section 3.2, also describes a fermion σAα. (In
the purely three-dimensional discussion, the analogous field was an auxiliary field and was
called χ.) On the other hand, A3 is the leading component of a real superfield
A3 = A3 + θασ3α + θ2F a3 (3.65)
that transforms inhomogeneously under gauge transformations:
Ag3 = g−1A3g − g−1∂3g. (3.66)
The quantity that transforms most simply is the covariant derivative ∂3 +A3. The inhomo-
geneous term in (3.66) also changes the expression for the gauge-covariant superderivative
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DαA3 = DαA3 + {Γα,A3} − ∂3Γα. (3.67)
Accordingly, the component expansion of DαA3 contains not the naive non-gauge invariant
derivative ∂µA3 or covariant derivative DµA3, but the whole field strength Fµ3. Meanwhile,
the scalar fields Xa are the leading components of real superfields
X a = Xa + θαρa1α + θ2F aX (3.68)
which transform in the adjoint representation of the gauge group and as a 3 of the diagonal
flavor symmetry group SU(2)d. The same is true of Y
p:
Yp = Y p + θαρp2α + θ2F aY . (3.69)
The fermions as described so far transform as 3 ⊕ 3 ⊕ 1 ⊕ 1 under SU(2)d. To prove
R-symmetry, we will have to reorganize the fermions as the sum of two copies of the represen-
tation 2⊗2 of the full R-symmetry group SU(2)×SU(2). Each 3 is related by SU(2)×SU(2)
to a linear combination of the two 1’s. Which linear combination appears will depend on
how three-dimensional N = 4 supersymmetry is embedded in four-dimensional N = 4, that
is, it will depend on the angle ψ in eqn. (2.9). Of course, as long as we consider the pure
N = 4 theory (as opposed to the generalizations that we introduce starting in section 3.4),
supersymmetry will hold simultaneously for all values of ψ.
We will now write the four-dimensional N = 4 theory in terms of these three-dimensional
superfields. In this formalism, the part of the kinetic energy that involves derivatives in the
012 directions will come from what would usually be called kinetic energy terms in three
dimensions. Terms involving derivatives in the x3 direction will arise from two different
sources, the peculiar gauge-covariant derivatives of A3 and some carefully chosen terms in
the superpotential involving covariant derivatives in the x3 direction.
Altogether, the kinetic terms in the action come from a superspace interaction
1
e2
∫
d2θTr
(−W2 + (DαA3)2 + (DαX a)2 + (DαYa)2 − 2Ya[∂3 +A3,X a]) . (3.70)
Expanding this in components, the 3d gauge action is
− 1
e2
∫
d2θTrW2 = 1
e2
Tr
(
1
2
FµνF
µν − iσαA /DβασAβ
)
. (3.71)
The kinetic energy for A3 is
1
e2
∫
d2θTr(DαA3)2 = 1
e2
Tr
(
Fµ3F
µ3 − iσα3 /Dβασ3β − (FA)2 − 2σα3D3σAα
)
. (3.72)
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The three-dimensional part of the kinetic energy for X a reads
1
e2
∫
d2θTr(DαX a)2 = 1
e2
Tr
(
(DµX
a)(DµXa)− iρaα1 /Dβαρa1β − (F aX)2 − 2ρaα1 [σAα, Xa]
)
(3.73)
and similarly for Y
1
e2
∫
d2θTr(DαYa)2 = 1
e2
Tr
(
(DµY
a)(DµY a)− iρaα2 /Dβαρa2β − (F aY )2 − 2ρaα2 [σAα, Y a]
)
.
(3.74)
And the part of the kinetic energy involving x3 derivatives of X and Y comes from
− 2
e2
∫
d2θTrYa[∂3 +A3,X a] = − 2
e2
Tr (D3F
a
XY
a +Xa[FA, Y
a] +D3X
aF aY+
+Y a[σα3 , ρ
a
1α] + ρ
aα
2 [σ3α, X
a] + ρaα2 D3ρ
a
1α) . (3.75)
The sum of all of these terms gives the conventional four-dimensional kinetic energy for all
fields.
In addition to eqn. (3.75), which may be regarded as a superpotential interaction from
a three-dimensional point of view, we need a conventional cubic superpotential:
W3 = ǫabc
e2
Tr
(
− cosψ
(
1
3
X a[X b,X c]− X a[Yb,Yc]
)
+ sinψ
(
1
3
Ya[Yb,Yc]− Ya[X b,X c]
))
(3.76)
The angle ψ will ultimately coincide with the angle that appears in eqn. (2.9) characterizing
the embedding of three-dimensional supersymmetry in four dimensions. For the moment,
the main point is that we can get the same four-dimensional N = 4 theory for any choice of
ψ. Finally, the four-dimensional theta-angle comes from
θ
4π2
∫
d2θTrDαA3W α = θ
4π2
Tr
(
F ∧ F + i /Dαβ(σAασ3β) + 1
2
D3(σ
α
AσAα)
)
(3.77)
(The terms other than TrF ∧ F are total derivatives of gauge-invariant quantities.)
Let us now check that the sum of the above terms reproduces the standard N = 4
Lagrangian. We need to verify that by integrating away the auxiliary fields F , the quartic
scalar potential and the x3 part of the kinetic energy are reproduced, and that the correct
Yukawa couplings arise as well. The superpotential in the three-dimensional sense is
W =
∫
dx3
(
− 2
e2
TrYa[∂3 +A3,X a] +W3
)
. (3.78)
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Its derivatives evaluated at θ = 0 are
−e2 ∂W
∂X a = −2D3Y
a + cosψǫabc([X
a, Xb]− [Y a, Y b]) + 2 sinψǫabc[Xb, Y c]
−e2 ∂W
∂Ya = 2D3X
a − 2 cosψǫabc[Xa, Y b] + sinψǫabc([Xb, Xc]− [Y b, Y c])
e2
∂W
∂A3 = 2[X
a, Y a]. (3.79)
The quartic scalar potential and some parts of the kinetic energy arise by squaring these
expressions, adding, and integrating over x3. This process generates terms quartic in X and
Y that are independent of ψ, and can easily be rearranged into the standard R-symmetric
N = 4 quartic potential. There are dangerous non-R-symmetric cubic terms, but they are
total derivatives
− 1
e2
cosψD3
(
ǫabcTr[X
a, Xb]Y c
)− 1
e2
sinψD3
(
ǫabcTrX
a[Y b, Y c]
)
. (3.80)
Finally, the quadratic terms give the contributions (D3X)
2 and (D3Y )
2 to the kinetic energy.
Next we can look at the Yukawa couplings. Dropping unnecessary indices for clarity,
− 1
e2
Xa couples to
2[ρaα1 , σAα] + 2[ρ
aα
2 , σ3α] + cosψǫabc
(
[ραb1 , ρ
c
1α]− [ραb2 , ρc2α]
)
+ 2 sinψǫabc[ρ
αb
1 , ρ
c
2α], (3.81)
while − 1
e2
Y a couples to
2[ρaα2 , σAα]− 2[ρaα1 , σ3α] + sinψǫabc
(
[ραb1 , ρ
c
1α]− [ραb2 , ρc2α]
)− 2 cosψǫabc[ραb1 , ρc2α]. (3.82)
We want to pair up ρ1 and ρ2 with linear combinations of σA and σ3 in order to restore
the full R-symmetry. The kinetic terms of the fermions are
− 1
e2
(
iσαA /D
β
ασAβ + iσ
α
3 /D
β
ασ3β + iρ
aα
1 /D
β
αρ
a
1β + iρ
aα
2 /D
β
αρ
a
2β
)
(3.83)
and clearly constrain the possible linear combinations to be an SO(2) rotation. The combi-
nations will be
√
2ΨAB˙1 = ρ
(AB)
1 + ǫ
AB (cosψσA − sinψσ3) (3.84)√
2ΨAB˙2 = ρ
(AB)
2 + ǫ
AB (sinψσA + cosψσ3) . (3.85)
The Yukawa couplings of X and Y , namely
− 1
e2
TrXAB
(
cosψ
(
[ΨAC˙1 ,Ψ
B
1C˙
]− [ΨAC˙2 ,ΨB2C˙ ]
)
+ 2 sinψ[ΨAC˙1 ,Ψ
B
2C˙
]
)
(3.86)
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and
− 1
e2
TrY C˙D˙
(
sinψ
(
[ΨAC˙1 ,Ψ
B
1C˙
]− [ΨAC˙2 ,ΨB2C˙ ]
)
− 2 cosψ[ΨAC˙1 ,ΨB2C˙ ]
)
, (3.87)
are R-symmetric with this choice. If we further identify
Ψ = B1ε0 ⊗Ψ1 +B2ε0 ⊗Ψ2 (3.88)
we reproduce the standard kinetic terms and Yukawa couplings of N = 4 super Yang-Mills.
(Appendix D contains some additional conventions and details.)
The remaining D3 part of the fermion kinetic terms should pair up Ψ1 and Ψ2. Indeed
there is a − 1
e2
ρ2D3ρ1 term in eqn. (3.75), but the σ terms appear to be missing. To
make things R-symmetric, we need an additional coupling −(sinψσA+cosψσ3)D3(cosψσA−
sinψσ3), but what we see in (3.72) is −σ3D3σA. Luckily, the last is equal to the former plus
a total derivative − sinψD3(cosψ 12(σ3σ3 − σAσA) + sinψσ3σA). The term proportional to
the theta-angle is also a total derivative, clearly.
We have reproduced the standard N = 4 Lagrangian. As an extra check, notice that the
only ψ dependence in the R-symmetric component action is in the total derivative terms, in
agreement with the fact that the same N = 4 theory is invariant under each of the different
OSp(4|4) supergroups.
The various N = 1 fermionic superpartners are packaged together in R-symmetric com-
binations in a way which may appear quite obscure. It is useful to consider the opposite
point of view: start from the N = 4 gauge multiplet and look at it as an OSp(4|4) multiplet.
Some tedious computations collected in the appendix D show that the fields are organized
into two mirror OSp(4|4) multiplets, which have the same general structure as a 3d current
multiplet. One multiplet contains Y AB,Ψ2, cosψF3µ− 12 sinψǫµνρF νρ, ∂3X A˙B˙ while the other
contains X A˙B˙,Ψ1, sinψF3µ+
1
2
cosψǫµνρF
νρ, ∂3Y
AB. Further reduction fromN = 4 to N = 1
reproduces the detailed structure of the R-symmetric fermion combinations.
3.4 Generalized Janus, Again
Now it is straightforward to apply this method to build again the generalized Janus config-
uration of section 2.
A key step in verifying R-symmetry in the previous section was to integrate by parts to
remove non-R-symmetric total derivatives. If we make the couplings7 e2 and θYM functions
7We henceforth write θYM for the gauge theory theta-angle to avoid confusion with the odd superspace
coordinates.
41
of x3 and repeat the calculation, then SU(2) × SU(2) invariance is broken down to a di-
agonal subgroup SU(2)d by terms proportional to de
2/dx3 and dθYM/dx
3 that arise when
we integrate by parts. Let us try to correct the Lagrangian to restore the symmetry. By
dimensional reasoning and gauge invariance, the only possibility is to add a superpotential
term that is bilinear in the scalar fields. Moreover, this term must be SU(2)d-invariant.
A bit of inspection shows that adding terms proportional to X 2 or Y2 will do irreparable
damage to R-symmetry. With some hindsight, and inspired by the results of section 2, we
will add the following term to the Lagrangian:
2
e2
∫
d2θ
(
ψ′
sinψ
cosψ
)
TrYaX a = 2
e2
(
ψ′
sinψ
cosψ
)
Tr(F aXY
a +XaF aY + ρ
aα
2 ρ
a
1α). (3.89)
We will also assume the coupling dependence deduced in the earlier computation; we suppose
that τ = θYM/2π + 4πi/e
2 takes the form
τ = a + 4πDe2iψ (3.90)
with real constants a and D. (Alternatively, instead of building in our prior knowledge of
this, we could use N = 1 superfields to give a new derivation of this result.)
The superpotential is now the sum of (3.78) and the correction term of eqn. (3.89):
W =
∫
dx3
(
− 2
e2
TrYaD3X a +W3 + 2
e2
(
ψ′
sinψ
cosψ
)
TrYaX a
)
. (3.91)
When we vary this with respect to X , we must integrate by parts the Y D3X term. We
encounter a derivative d(1/e2)/dx3, which we express in terms of ψ′ = dψ/dx3 using (2.68).
The gradient of the superpotential becomes
−e2 ∂W
∂X a = −2D3Y
a − 2ψ′ cosψ
sinψ
Y a + cosψǫabc([X
a, Xb]− [Y a, Y b]) + 2 sinψǫabc[Xb, Y c]
−e2 ∂W
∂Ya = 2D3X
a − 2ψ′ sinψ
cosψ
Xa − 2 cosψǫabc[Xa, Y b] + sinψǫabc([Xb, Xc]− [Y b, Y c])
e2
∂W
∂Aa3
= 2[Xa, Y a] (3.92)
Notice that the combinations D3Y
a + ψ′ cosψ
sinψ
Y a and D3X
a − ψ′ sinψ
cosψ
Xa appear here, as
in (2.84) and (2.85). It is useful to remember the results of section 2: in that formalism, it
was possible to reabsorb both the X2 and Y 2 terms in the component Lagrangian and the
extra γ · Xǫ terms in the supersymmetry transformations by rescaling the scalar fields as
X˜ = X cosψ and Y˜ = Y sinψ. Similarly here, the choice of the extra superpotential term is
such that the terms in the gradient of the superpotential that are linear in X and Y can be
expressed as D3X˜
a/cosψ and −D3Y˜ a/sinψ.
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The quartic potential for X and Y is unchanged. The dangerous non-R-symmetric cubic
terms receive several contributions, but these add up to true total derivatives:
−∂3
(
1
e2
cosψǫabcTr[X
a, Xb]Y c
)
(3.93)
and
−∂3
(
1
e2
sinψ ǫabcTrX
a[Y b, Y c]
)
. (3.94)
The R-symmetric terms cubic in X are
− 2
3e2
ψ′
cosψ
ǫabcTrX
a[Xb, Xc] +
1
3
∂3
(
1
e2
sinψTrXa[Xb, Xc]
)
. (3.95)
The R-symmetric terms cubic in Y are
2
3e2
ψ′
sinψ
ǫabcTrY
a[Y b, Y c] +
1
3
∂3
(
1
e2
cosψTrY a[Y b, Y c]
)
. (3.96)
We see that the bosonic Lagrangian indeed agrees with the one in section 2 up to total
derivatives.
The fermion bilinear terms are also R-symmetric up to a total derivative. The ρ bilinears
are:
− 2
e2
ρaα2 D3ρ
a
1α + 2ψ
′ 1
e2
sinψ
cosψ
ρaα2 ρ
a
1α. (3.97)
The σ bilinears are
− 2
e2
σα3D3σAα +
2
e2
ψ′σαAσAα. (3.98)
The last term is the non-trivial term provided by the variable theta-angle θYM = 2πa +
8π2D cos 2ψ
θ
4π2
∫
d2θTrDαA3W α = θ
4π2
Tr
(
F ∧ F + i /Dαβ(σAασ3β) + 1
2
D3(σ
α
AσAα)
)
, (3.99)
after integration by parts. From now on we will occasionally drop the spinor indices for
clarity. To verify R-symmetry, it is useful to integrate the ρ bilinear by parts to make the
derivative antisymmetric; this gives8
− 1
e2
ρa2
←→
D3ρ
a
1 + 2Dψ
′ρa2ρ
a
1. (3.100)
We must verify that the σ bilinear can be written in the same form, with ρi replaced by the
appropriate linear combinations of σ3, σA. The derivative may act both on σ3, σA and on the
8Here and in (3.101), we use D = 1/e2 sin 2ψ.
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coefficients of the linear combination, and after some rearrangements the form we need to
find is
− 1
e2
σ3
←→
D3σA +
ψ′
e2
(σAσA + σ3σ3) +Dψ
′ sin 2ψ(σAσA − σ3σ3) + 2Dψ′ cos 2ψσAσ3. (3.101)
Let us rearrange this a little more, by integrating the antisymmetric derivative of σ back
to the form σ3D3σA which appears in the Lagrangian (3.98). The result of the integration
by parts cancels the term 2Dψ′ cos 2ψσAσ3 and the rest combines to
2ψ′
e2
σAσA, as in (3.98).
Hence we have proved R-symmetry of the whole component Lagrangian.
Let us collect all the various non R-symmetric total derivatives that appeared in this
calculation from the cubic bosonic terms, from the integration by parts of fermion bilinears,
and from the theta-angle. They add up to
d
dx3
(
− 1
e2
cosψ ǫabcTr [X
a, Xb]Y c − 1
e2
sinψ ǫabcTrX
a[Y b, Y c]− 1
e2
Tr σαAσ3α
− 1
e2
Tr ρaα1 ρ
a
2α +
θYM
8π2
Tr σαAσAα
)
. (3.102)
This formula will be useful at the next step, when adding a boundary to the theory.
3.5 Bifundamental Defect
We are going to apply what we have learned to a problem described in section 3.1.2 and
in fig. 1 – an NS5-brane with N D3-branes ending from the left and M from the right.
This system has been much-studied at θYM = 0, and the resulting low energy physics is
well-known. There is an N = 4 theory with gauge group U(N) in the half-space x3 ≤ 0,
another N = 4 theory with gauge group U(M) in the half-space x3 ≥ 0, and there are
bifundamental hypermultiplets supported on the hyperplane x3 = 0 and interacting with the
gauge fields on both sides. The problem also has a variant with an orientifold threeplane
parallel to the D3-branes; the gauge group is then SO(N)×Sp(M), still with bifundamental
hypermultiplets supported at x3 = 0.
As far as we know, the low energy effective action describing this system at θYM 6= 0 has
not been elucidated in the literature. It is easy to explain why. The formula
− θYM
32π2
∫
M+
d4x ǫµναβ TrFµνFαβ =
θYM
8π2
∫
∂M+
d3xǫµνλTr
(
Aµ∂νAλ +
2
3
AµAνAλ
)
(3.103)
(where M+ is a half-space, and ∂M+ is its boundary) shows that supersymmetrizing the
interaction TrF ∧ F in four-dimensional gauge theory on a half-space is very similar to
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supersymmetrizing the Chern-Simons interaction in three dimensions. How to do this in a
theory with the equivalent of three-dimensional N = 4 supersymmetry has not been clear.
However, in section 3.2, we constructed N = 4 Chern-Simons couplings for precisely
the relevant cases – U(N) × U(M) or SO(N) × Sp(M) gauge theory with bifundamental
hypermultiplets. As we will see, the problem in which the two factors of the gauge group
live on four-dimensional half-spaces x3 ≤ 0 and x3 ≥ 0 can be treated very similarly to the
purely three-dimensional problem of section 3.2.
If θYM is of the form 2πq, q ∈ Z, then by an S-duality transformation, one can set θYM
to zero, at the cost of replacing the NS5-brane with a (1, q)-fivebrane. So our analysis also
governs a system of D3-branes ending from left and right on a (1, q)-fivebrane.
We will not assume a priori that the gauge groups and matter representations are the
particular ones appropriate to the D3-NS5 system. But since we will find the same constraints
as in section (3.2), this will turn out to be the case
3.5.1 Gauge Fields In A Half-Space
We closely follow the logic of section 3.4, constructing N = 4 super Yang-Mills theory in
terms of three-dimensional N = 1 superfields. Now, however, our gauge fields are defined
only in a half-space, say x3 ≥ 0. It is most simple to consider first a one-sided problem
with gauge fields in only one half-space and with no hypermultiplets.9 This corresponds, in
terms of branes, to having D3-branes on only one side of an NS5-brane. Then in section
3.5.2, we generalize to include hypermultiplets. From the standpoint of branes, the gener-
alization is relevant to the two-sided case with different gauge groups on the two sides, and
hypermultiplets supported at x3 = 0.
The main difference from the previous analysis is that the various non-R-symmetric
total derivatives in the component Lagrangian cannot be discarded. They give boundary
contributions at x3 = 0. These boundary contributions will play a role similar to the terms
that in section 3.2 were found by integrating out the auxiliary field χ; they combine with
terms coming from the N = 1 superpotential to give an R-symmetric action.
In the following analysis, one can permit e2 and θYM to be x
3-dependent, as long as they
are constrained by eqn. (3.90). The boundary contributions that we focus on here do not
involve derivatives of e2 and θYM , so it simply does not matter whether e
2 and θYM are
9The case with constant e2 and θYM and no hypermultiplets will be treated more directly elsewhere. The
present approach has the advantages of letting e2 and θYM vary, and of extending to the two-sided case.
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constant. These boundary terms can be read off from (3.102), and are
− 1
e2
cosψǫabcTr[X
a, Xb]Y c − 1
e2
sinψǫabcTrX
a[Y b, Y c] (3.104)
and
− 1
e2
TrσαAσ3α −
1
e2
Trρaα1 ρ
a
2α +
θYM
8π2
TrσαAσAα. (3.105)
As usual, we want to make the ρ1ρ2 term part of an R-symmetric interaction Ψ1Ψ2 by
combining it with the appropriate bilinear in σ3, σA. After doing this, the remaining truly
non-R-symmetric terms are
− 1
e2
sinψ cosψTr(σ3σ3 − σAσA)− 2
e2
sin2 ψTrσ3σA +
θYM
8π2
TrσAσA. (3.106)
In the presence of a boundary, the computation of the derivatives of the superpotential
also needs to be re-examined. Formula (3.92) for ∂W/∂X a receives an extra delta function
contribution by integration by parts of the Y D3X contribution to W. So one now has
−e2 ∂W
∂X a = −2D3Y
a−2ψ′ cosψ
sinψ
Y a+cosψǫabc([X
a, Xb]−[Y a, Y b])+2 sinψǫabc[Xb, Y c]+Y aδ(x3).
(3.107)
The action will contain a term
∫
dx3|∂W/∂X |2, and as we do not want a term proportional
to
∫
dx3δ(x3)2, we conclude that the boundary condition must be ~Y = 0.
This argument is a little disingenuous, since the underlying theory has a complete sym-
metry between ~Y and ~X. Instead of including in W a term − ∫ dx3 TrYD3X , we could
have integrated by parts and included a term
∫
dx3 Tr (D3Y)X . This change would not have
affected the reasoning in section 3.4, but an argument similar to the above10 would now
lead us to a boundary condition ~X = 0. Actually, the boundary condition ~Y = 0 is very
natural for describing the D3-NS5 system of fig. 1. If the NS5-brane is characterized by
x7 = x8 = x9 = 0, then, as the scalar fields Y p parametrize the position of the D3-branes in
those directions, the boundary condition ~Y = 0 is natural. The boundary condition ~X = 0
is the one we want if the NS5-brane is characterized by x4 = x5 = x6 = 0.
The boundary condition ~Y = 0 is extended by N = 1 supersymmetry to a superspace
boundary condition ~Y = 0. Using the superspace expansion of eqn. (3.69), this amounts to
0 = Y a = ρa2 = F
a
Y . (3.108)
10More generally, we could take W to be a more generic linear combination of the two expressions. Then
to cancel delta function terms, we would be led to impose ~X = ~Y = 0 on the boundary. This, however, is
incompatible with preserving one-half of the supersymmetry. We will show this in more detail elsewhere, but
a quick argument is as follows. Given that ~Y = 0 on the boundary, we will deduce below from supersymmetry
that ~X must obey modified Neumann boundary conditions (3.109). It is therefore not possible for ~X to obey
Dirichlet boundary conditions.
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On the other hand, FY = ∂W/∂Y has been computed in (3.92). Given the boundary
condition ~Y = 0, the vanishing of FY at the boundary gives a boundary condition for ~X:
0 = D3X
a − ψ′ sinψ
cosψ
Xa =
D3X˜
a
cosψ
, (3.109)
with X˜a = Xa cosψ. This boundary condition must of course also be extended to a modified
Neumann boundary condition on the superfield ~X .
Since we want N = 4 supersymmetry, not just N = 1 supersymmetry, we must extend
(3.108) to a set of boundary conditions with the full SU(2)×SU(2) R-symmetry. In partic-
ular, the SU(2)×SU(2)-symmetric extension of the boundary condition ρa2 = 0 is to require
also that
sinψσA + cosψσ3 = 0 (3.110)
at the boundary. N = 1 supersymmetry then extends this to a further boundary condition
F3µ = tanψ
1
2
ǫµνρF
νρ. (3.111)
Setting Y = 0 automatically sets to zero the non-R-invariant bosonic terms in (3.104).
What about the fermionic terms in (3.106)? Precisely if
θYM
2π
= −4π
e2
sinψ
cosψ
(3.112)
at x3 = 0, (3.106) becomes a “perfect square”
1
e2
tanψ(cosψσ3 + sinψσA)
2, (3.113)
and vanishes by virtue of the boundary condition (3.110). The condition (3.112) is necessary
for this result, since it was needed to cancel a σ2A coupling that is not R-symmetric.
Thus, we have established the full R-symmetry and hence N = 4 supersymmetry in the
absence of hypermultiplets supported at x3 = 0. Before going on to the more general case
in section 3.5.2, we pause to interpret the relation (3.112) that was needed for this result.
Consider four-dimensional gauge fields with the action
I =
∫
d4x
(
1
2e2
FIJF
IJ − θYM
32π2
ǫIJKLTrFIJFKL
)
(3.114)
(here we take indices I, J, · · · = 0, . . . , 3). In this theory, “free” boundary conditions, in
which the variation of the connection is unconstrained on the boundary, read
F3µ +
e2θYM
8π2
1
2
ǫµνρF
νρ = 0. (3.115)
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Comparing this to (3.111), we see that the condition (3.112) on θYM is the condition under
which the boundary conditions derived from the action are compatible with supersymmetry.11
The condition (3.112) is essentially one that we have already seen. In eqn. (3.6), we write
the condition for supersymmetry of a D3-brane plus a (p, q)-fivebrane. For an NS-fivebrane,
that is for p = 1, q = 0, the condition is
−cosψ
sinψ
=
Im τ
Re τ
=
4π/e2
θYM/2π
, (3.116)
and this is equivalent to (3.112). So this is really the expected condition for the supersym-
metry of a D3-brane ending on an NS5-brane.
The physics should be unchanged if we replace θYM by θYM + 2πq and replace the NS5-
brane with a (1, q)-fivebrane. Shifting θYM by 2πq adds to the action a bulk “topological”
term with that coefficient. To ensure that the results are independent of q, it must be that
replacing the NS5-brane with a (1, q)-fivebrane has the effect of adding to the effective action
for D3-branes ending on the fivebrane a boundary Chern-Simons coupling with coefficient
−q.
3.5.2 Including Hypermultiplets
Now we want to add three-dimensional hypermultiplets supported at x3 = 0 and transforming
in some pseudoreal representation of the gauge group. As in section 3.2, we represent them
by N = 1 superfields QIA = QIA+ θαλIαA+ . . . ; moreover, we construct N = 1 couplings that
have SU(2)d symmetry acting on these superfields and adjust those couplings so that the
symmetry group is enlarged to SU(2) × SU(2), with one factor acting on Q and one on λ.
How this SU(2)× SU(2) relates to the SO(3)X × SO(3)Y symmetry that rotates the fields
~X and ~Y of the bulk theory will become clear momentarily.
Once we include hypermultiplets, it is important to consider the case that the gauge
group G is a product of simple factors Gi. (The non-trivial examples generally have more
than one factor.) Each Lie algebra gi has a quadratic form ( , )i, which we denote by
(a, b)i = −Tr ab. Each factor has its own gauge coupling ei, its own theta-angle θYM,i, and
its own supersymmetry angle ψi. They each obey (3.112)
θYM,i
2π
= −4π
e2i
sinψi
cosψi
. (3.117)
The derivation of this formula (either by canceling a σ2A coupling or by considering the
boundary condition obey by F ) is unaffected by the existence of hypermultiplets. In addition,
11The action (3.114) also allows Dirichlet boundary conditions, in which the connection and its variation
vanish on the boundary, but this is not compatible with supersymmetry.
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if we set D = 1/e2 sin 2ψ, it will turn out that all factors of the gauge group have the same
value of D.
Each factor Gi of the gauge group will be localized either at x
3 ≥ 0 or at x3 ≤ 0. Until it
is necessary to combine the different semisimple factors of the gauge group, we will proceed
as if there were just one factor G.
The Hypermultiplet Action
Now we consider the part of the action that involves the hypermultiplets. The gauge-
covariant kinetic energy of Q is familiar:
−1
2
∫
d2θ(DαQIA)2 =
1
2
ǫAB
(−ωIJDµQIADµQJB + ωIJλIαA (i /D)βαλJBβ + ωIJF IQAF JQB + 2λαIA τmIJσAmαQJB) .
(3.118)
As in the purely three-dimensional problem, since Q has dimension 1/2, a general quartic su-
perpotential for the matter theory will preserve superconformal invariance at least classically:∫
d2θW4(Q). (3.119)
Unlike the purely three-dimensional case, we now have dimension 1 bulk superfields X and Y ,
so we can preserve conformal symmetry with a superpotential coupling XQ2 or YQ2, where
here of course X and Y are evaluated at x3 = 0. Actually, in the unperturbed problem, the
boundary condition on Y was simply Y = 0, so a boundary coupling involving Y does not
add anything.12 As we will see, R-symmetry requires a XQ2 term in the superpotential. It
turns out that X should couple precisely to the moment map superfield MmAB = QIAQJBτmIJ .
In order to facilitate the calculations, we will replace in the remainder of this section the
vector indices with symmetric pairs of doublet indices: for example the XQ2 interaction
term is
c
∫
d2θXABm QIAQJBτmIJ = cτmIJ(FABxm QIAQJB + 2XABm F IqAQJB + 2ρABα1m λIAαQJB +XABm λIAλJB)
(3.120)
Basic formulae about this replacement are collected in appendix D. An important one is
that XABXAB = −2XaXa. The δ(x3) term in the X gradient of the superpotential becomes
1
e2
Y mAB + cτ
m
IJQ
I
AQ
J
B. (3.121)
12In the combined system, the boundary condition Y = 0 is modified to Y ∼ Q2, as we see momentar-
ily. Still this means that a YQ2 superpotential interaction is equivalent to a modification of the quartic
superpotential W4(Q).
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The vanishing of the δ(x3)2 term in the action now tells us that the Dirichlet boundary
condition on Y must be modified to
Y ma = −ce2τmIJ(QIσaQJ). (3.122)
Again, this boundary condition will imply a set of boundary conditions for the other fields.
By N = 1 supersymmetry,
ρmαAB = −ce2τmIJQI(AλJB)α. (3.123)
Extending this by R-symmetry, we get the most interesting relation:
cosψσ3α + sinψσAα = −ce2τmIJQIAλJAα. (3.124)
One further application of N = 1 supersymmetry gives another interesting relation:
F3µ = tanψ
1
2
ǫµνρF
νρ − ce
2
cosψ
Jµ. (3.125)
(Appendix B is useful to understand the precise normalization.)
This should be compared to free boundary conditions on a gauge field with a theta-angle
and a boundary coupling:
I =
∫
M
d4x
(
1
2e2
FIJF
IJ − θYM
32π2
ǫIJKLTrFIJFKL
)
+
∫
∂M
I ′. (3.126)
Requiring that I should be stationary with no restriction on the variation of A at the
boundary, we get a boundary condition on A that coincides with (3.125), if the current of
the boundary fields is defined as usual by Jµ = δI ′/δAµ and if in addition
c =
1
2
cosψ. (3.127)
The same restriction on c will appear in a moment from the R-symmetry analysis. The
boundary condition on Y can be written in terms of the moment map
Y ma = −1
2
e2 cosψµma. (3.128)
For this equation to be R-symmetric, the SU(2) factor in the R-symmetry group that acts
on Y must be the same as the one that acts on Q. So we aim for a construction in which one
factor in the SU(2)×SU(2) R-symmetry group rotates Q and ~Y , while the other rotates ~X
and λ.
The non-R-symmetric bosonic boundary terms of eqn. (3.104), namely
−ǫabcδ(x3)Tr
(
cosψ
1
e2
Y a[Xb, Xc] + sinψ
1
e2
Xa[Y b, Y c]
)
, (3.129)
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were dismissed in section 3.5.1 because of the boundary condition ~Y = 0. These terms
are now equivalent to X2Q2 and XQ4 boundary couplings, which will in general break R-
symmetry. The existence of separate SU(2) groups rotating ~X and Q strongly constrains
X2Q2 interactions and means that XQ4 interactions should be absent. We can rewrite the
preceding formula in terms of doublet indices
−iδ(x3)Tr
(
cosψ
1
2e2
Y AB [X
B
C , X
C
A ] + sinψ
1
2e2
XAB [Y
B
C , Y
C
A ]
)
. (3.130)
There are further non-R-symmetric terms arising from the superpotential. Its derivative
with respect to Q is
2cτmIJX
AB
m Q
J
B + ∂
A
I W4 (3.131)
and the square of this gives interactions
2c2τmIJτ
n
KTX
AB
m X
CD
n Q
J
BQ
T
DωIKǫAC + 2cτ
m
IJX
AB
m Q
J
B∂
I
AW4. (3.132)
Now we have several kind of terms to play against each other. If the terms proportional
to XaXb are symmetrized in a and b, the result is actually proportional to ~X · ~X, and thus
is R-symmetric, that is, invariant under separate rotations of X and Q. However, the part
antisymmetric in a and b, which contracts ǫabcX
bXc with an expression bilinear in Q, is
non-R-symmetric. It is
c2 (τmIJωIKτ
n
KT − τnIJωIKτmKT )XABm XCDn QJBQTDǫAC = c2fmnpXABm XCDn ǫACQJBτpJTQTD.
(3.133)
On the other hand, we can apply the Y boundary condition to the first term in (3.130) and
replace the trace TrY [X,X ] with an explicit sum over the gauge group structure constants:
1
2
cosψcfmnpXBmCX
C
nAτpIJQ
IAQJB. (3.134)
The QQXX terms cancel against each other due to the boundary conditions on Y if c =
1
2
cosψ. We will deal with the XQ4 interaction momentarily.
The Yukawa Couplings
Now we come to what is in a sense the main point: for the configuration to be su-
persymmetric, we require just the same condition on the gauge group and hypermultiplet
representation as in section 3.2. As before, this result will come from ensuring R-symmetry
of the “Yukawa couplings” Q2λ2. This is the only point in the derivation at which we sum
over all simple factors Gi in the gauge group.
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There are two sources of Q2λ2 couplings. One is (3.113); the second comes from the
R-symmetrization of the coupling
cosψρABα1m λ
I
Aατ
m
IJQ
J
B. (3.135)
This requires as usual a term
cosψ(cosψσAm − sinψσ3m)λIAατmIJQJB (3.136)
but only
λIAτ
m
IJQ
JAσAm (3.137)
is present in the Lagrangian. As a result, after completing the ρ coupling to an R-symmetric
coupling, one is left with
sinψ(sinψσAm + cosψσ3m)λ
I
Aατ
m
IJQ
JB (3.138)
If we start from this term and from (3.113) and apply the fermion boundary conditions
(3.124), we get the following key boundary Yukawa coupling:
πQIAQ
J
Bǫ
αβλK
αC˙
λS
βD˙
ǫAC˙ǫBD˙τmIKτ
n
JS k˜mn. (3.139)
The interaction (3.139) involves hypermultiplet fields only, and receives contributions from
every factor Gi. In this formula, k˜
mn is a quadratic form on the Lie algebra of G that is
defined as follows. On gi, the quadratic form equals ±8π( , )i/e2i sin 2ψi, where the sign is
+ or − according to whether the group Gi is supported for x3 < 0 or for x3 > 0.
Eqn. (3.139) is not R-symmetric, but it is identical in form to the first term in eqn.
(3.21) – the term which in the purely three-dimensional derivation came from integrating
out the auxiliary field χ. So the cure is the same as in section 3.2. After picking the
same superpotential W4 = pi6 k˜mnµmABµnAB as in the purely three-dimensional case, we can
combine two kinds of Yukawa couplings into an R-symmetric combination. In doing so, we
have to obey the same constraint on the matter and gauge content as for the Chern-Simons
theory. So G must be the bosonic part of a supergroup Ĝ, whose Lie algebra has an invariant,
nondegenerate quadratic form whose restriction to g is k˜.
Application To The D3-NS5 System
Let us specialize this to the D3-NS5 system, with N D3-branes on one side of an NS5-
brane, and M on the other. The supergroup is U(N |M), and the gauge group is G =
U(N) × U(M). The usual invariant quadratic form k on g is equal to the trace Tr on one
summand of g and −Tr on the other. The form k˜ found above must be a multiple of this
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(since it must be the restriction to g of an invariant quadratic form on the super Lie algebra).
Hence, writing e1, e2 and ψ1, ψ2 for the values in the two factors, we have
e21 sin 2ψ1 = e
2
2 sin 2ψ2. (3.140)
This result along with (3.112) has a simple interpretation. It says that the points
(e1, θYM,1, ψ1) and (e2, θYM,2, ψ2) obey a relation of the specific form τ = 4πD(exp(2iψ)− 1).
As ψ varies, this defines a semicircle in the upper half plane whose rightmost intersection
with the real axis is at τ = 0. We explained in section 3.1.4 that a Janus configuration of pre-
cisely that type preserves the same supersymmetry as an NS5-brane. Hence, there should be
a low energy supersymmetric action describing an NS5-brane interacting with such a Janus
configuration. This is what we have found, at least for the case that the couplings change
only by jumping in crossing the fivebrane. The extension to the general case is immediate,
since, as in section 3.5.1, even if we let e2 and θYM vary, the boundary terms do not depend
on their derivatives.
Actually, as explained in section 3.1.3, the existence of the general Janus configuration
can be inferred from the properties of the D3-NS5 system. We simply consider, as in fig.
2, a system of D3-branes interacting with NS5-branes located at different values of x3,
with constant couplings ei and θYM,i and supersymmetry parameters ψi in between the NS5-
branes. We take the number of D3-branes to everywhere equal N . We describe each interface
by the above construction, with jumps in couplings that are constrained by (3.112) and by
the fact that D = 1/e2i sin 2ψi must be constant. Thus the couplings all take values in the
usual semicircle.
Finally, we remove the NS5-branes by displacing them in the x7 − x8 − x9 directions.
This causes the various U(N) gauge groups (in the half-spaces and slabs separated by NS5-
branes) to recombine into a single four-dimensional gauge group. The couplings, however,
jump in a discrete version of the Janus configuration, which can approximate a continuous
Janus configuration when the number of NS5-branes is very large.
The process of displacing the NS5-branes so that they do not meet the D3-branes corre-
sponds in field theory to giving expectation values to the hypermultiplet fields Q. (This is
familiar in the absence of the theta-angle.) As we explained in analyzing eqn. (3.35), setting
the potential energy to zero requires that the matrices QAQ
†
B commute, and likewise the
matrices Q†BQA. Generic expectation values for these matrices break the U(N) × U(N)
symmetry to a diagonal U(N) or a subgroup thereof.
If we symmetrize in A and B, the matrices QQ†(AB) and Q
†Q(AB) become the moment
maps for the two factors of the gauge group, and according to (3.128), they are proportional
to ~Y at x3 = 0. The matrices QQ†(AB) and Q
†Q(AB) have the same eigenvalues, so the
boundaries values of ~Y in one U(N) group are conjugate to those in the other, consistent
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with the claim that the symmetry breaking combines the two ~Y fields into a single such
field of a single U(N) gauge symmetry. If the matrices QQ†(AB) and Q
†Q(AB) are (large)
multiples of the identity, the U(N) gauge symmetry is unbroken, the NS5-branes decouple,
and we reduce to a discrete Janus configuration.
The XQ4 Terms
We still have to check the vanishing of the XQ4 term in the action. One contribution
from the XY Y bulk total derivative is simply
−ie
2
4
sinψ cos2 ψfmnpXAmBµ
B
C nµ
C
Ap. (3.141)
The second comes from the Q derivative of the superpotential and is more complex:
2π
3
k˜mn cosψµ
ABmQIA(τ
mτn)IJQ
JCXBCn. (3.142)
These terms better cancel each other out. We need to rearrange the second term quite a bit.
We can use an antisymmetrization of the AC upper indices first to transform it to
πk˜mn cosψ
(
µABmQIA(τ
mτn)IJQ
JCXBCn − 1
3
µBCmQIA(τ
mτn)IJQ
JAXBCn +
1
3
µABmQIC(τmτn)IJQ
J
AXBCn
)
.
(3.143)
Now we can use the (3.23) identity to combine the last two terms into
πk˜mn cosψ
(
µABmQIA(τ
mτn)IJQ
JCXBCn + µ
ABmQIC(τmτn)IJQ
J
AXBCn
)
. (3.144)
Finally, these two terms differ only by the order of τm and τn, and one can use the Jacobi
identity on the gauge generators to finally recast it in the same form as 3.141, but with
opposite sign
πk˜mn cosψµ
ABmQIAτ
k
IJQ
JCXnBCfmnk. (3.145)
Coupling to General CFT
As in the purely three-dimensional case of section 3.2, it is natural to express the various
ingredients in this construction in terms of the current supermultiplet, with an eye towards
a generalization involving a generic supersymmetric model that satisfies the fundamental
identity. For example, the boundary coupling to X can be expressed in terms of the N = 1
supermultiplet M whose lowest term is the moment map:
1
2
cosψ
∫
d2θXABm MmAB. (3.146)
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The boundary conditions on the bulk fields have the various members of the N = 4 current
supermultiplet on the right hand side, and are immediately generalized to the hyper-Kahler
sigma model. The proof of R-symmetry of the Yukawa couplings is identical to the Chern-
Simons case, and leads one to hyper-Kahler manifolds with moment maps satisfying the
fundamental identity. The only new ingredient is to prove that the non-R-symmetric terms
of the form X2Q2 and XQ4 do cancel as a consequence of the fundamental identity as well.
As the superpotential is given in terms of the moment map superfield, the bosonic terms
will involve the gradient squared of moment maps. On the other hand the terms which come
from the total derivatives ∂3TrXXY and ∂3TrXY Y involve the moment maps directly. To
be able to compare the two terms, we will need a simple but useful relation from symplectic
geometry between the Poisson bracket of moment maps and the moment map of the Lie
bracket of the corresponding vector fields:
iV n (iVm(ωAB)) = fmnpµ
p
AB (3.147)
Here is a useful consequence of this relation:
1
2
(dµ
[m
AB, dµ
n]
CD) =
1
2
(iV [mωAB, iV n]ωCD) = ǫBCiV n (iVm(ωAD)) + sym = ǫBCf
mn
p µ
p
AD + sym
(3.148)
We used the fact that the three complex structures have the same algebra as the unit
quaternions, so that up to an appropriate constant ω1ijω
2
ktg
jk = ω3it and ω
1
ijω
1
ktg
jk = git (here
i, j, k, t are indices in the tangent or cotangent bundle). In particular it is also true that
1
2
(dµ
(m
AB, dµ
n)
CD) =
1
2
(iV (mωAB, iV n)ωCD) = ǫBCǫAD(V
n, V m) + sym (3.149)
Let us put these two relations to work to cancel the non R-symmetric X2µ and Xµ2 terms
in the Lagrangian. In particular 3.148 will play the role that the Jacobi identity for τ played
in the free hypermultiplet case. The XXµ non-R-symmetric term from the superpotential
is
1
8
cos2 ψXABm X
CD
n (dµ
m
AB, dµ
n
CD) (3.150)
More precisely the part symmetric in (AB) and (CD) is proportional again to XaXa by
3.149 and is R-symmetric, while the antisymmetric part is
1
2
cos2 ψXABm X
CD
n ǫBCf
mn
p µ
p
AD (3.151)
by 3.148 and cancels against the TrXXY total derivative. The analysis of the terms linear
in X proceeds quite smoothly as well: we start with
π
6
cosψk˜mpµ
p
ABX
CD
n (dµ
m
AB, dµ
n
CD) (3.152)
and proceed in complete parallelism to the free field computation.
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The quiver construction of section 3.2.3 gives examples of three-dimensional superconfor-
mal field theories that obey the fundamental identity, so that the above analysis is applicable.
Actually, we can now motivate this quiver construction. In fig. 2 of section 3.2.3, the slabs
between two NS5-branes are macroscopically only three-dimensional (as the x3 coordinate is
bounded between two branes), so at low energies one can use an effective three-dimensional
description of the gauge fields that live in the slabs. In this description, the three-dimensional
gauge fields in the slabs have no Chern-Simons couplings, since the contributions to those
couplings cancel at the two ends of the slab. Hence these gauge fields only have ordinary
F 2 kinetic energy. In the limit that the slabs are thin, the three-dimensional gauge fields
become strongly coupled. We can integrate them out of the low energy analysis by taking a
hyper-Kahler quotient of the hypermultiplets that they couple to. This leads to the quiver
construction of section 3.2.3. The theories that arise from the quiver construction must obey
the fundamental identity; indeed, we know from the analysis of the D3-NS5 system that the
brane configuration of fig. 2 can be coupled to bulk gauge fields with θYM 6= 0 (even before
taking the limit that the slabs become thin). We verified the fundamental identity directly
in section 3.2.3.
A Some useful relations about spin indices
The obvious identity
A[αBβ] = −CαβAγBγ (A.1)
will be often useful, along with the similar formula
AαBβ − AβBα = δαβAγBγ . (A.2)
A vector is represented in spinor notation as a matrix
/V αβ =
(
V0 + V1 V2
V2 V0 − V1
)
. (A.3)
The norm is
/V
αβ /W αβ = 2V
µWµ. (A.4)
in signature −++. The exterior product is computed by
/V αβ /W γδC
βγ + /V δβ /W γαC
βγ = 2i/Sαδ S = V ∧W (A.5)
Moreover
/V αβ /W γδ /SρλC
βγCδρCλα = −2iǫµνσVµWνSσ (A.6)
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Similar formulae are valid for SU(2) indices, raised and lowered by the conventional
alternating tensor ǫ12 = ǫ
12 = 1. A vector is represented in spinor notation as
/V AB =
(
iV2 + V1 V3
V3 iV2 − V1
)
. (A.7)
The norm is
/V
AB /WAB = −2V µWµ. (A.8)
The exterior product is computed by
/V AB /WCDǫ
BC + /V DB /WCAǫ
BC = 2i/SAD S = V ∧W (A.9)
Moreover
/V AB /WCD /SEF ǫ
BCǫDF ǫFA = 2iǫabcVaWbSc (A.10)
B Some Miscellanea About N = 1
The content of this appendix is mostly trivial, but it is a useful gymnastic in preparation to
the next appendix, where the closure of the N = 4 SUSY algebra is explicitly checked for our
Chern-Simons theory. Let us do a bit of N = 1 SUSY to check the superfield lagrangians.
Basic real superfield
δφ = εαψα
δψα = ε
βi/∂αβφ− εαF
δF = εαi/∂
β
αψβ (B.1)
δ2φ = εαεβi/∂αβφ
δ2ψα = ε
βεγi/∂αβψγ − εαεβi/∂γβψγ = εβεγi/∂γβψα
δ2F = εαεγi/∂
β
αi/∂γβφ− εαεβi/∂βαF = εαεβi/∂αβF (B.2)
Kinetic terms:
δ
(
1
2
F 2
)
= εαFi/∂
β
αψβ
δ
(
1
2
ψαi/∂
β
αψβ
)
= εγi/∂
α
γφi/∂
β
αψβ − εαFi/∂βαψβ = −
1
2
εγi/∂
β
αi/∂
α
βφψγ − εαFi/∂βαψβ
δ
(
−1
4
i∂αβφi∂
β
αφ
)
= −1
2
εγi∂αβφi∂
β
αψγ =
1
2
εγi/∂
β
αi/∂
α
βφψγ (B.3)
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Superpotentials:
δ (W (φ)′F ) =W ′′εαψαF +W
′εαi/∂
β
αψβ
δ
(
W (φ)′′
1
2
ψαψα
)
=
1
2
W ′′′εβψβψ
αψα +W
′′εβi/∂
α
βφψα −W ′′εαFψα (B.4)
For the gauge multiplet
δ /Aαβ = εαχβ + εβχα
δχα = ε
βfαβ (B.5)
δ2 /Aαβ = εαε
γfβγ + εβε
γfαγ
δ2χα = ε
βδfαβ (B.6)
We need δ2 /Aαβ = ε
γεδi /F γδ;αβ and we learn
i /F γδ;αβ =
1
2
ǫδαfβγ +
1
2
ǫγαfβδ +
1
2
ǫδβfαγ +
1
2
ǫγβfαδ (B.7)
and
fαβ =
1
2
i /F
γ
αγ;β (B.8)
Hence
εβδfαβ =
1
2
(
εβεγi/∂αγχβ + ε
βεβi/∂αγχ
γ − εβεαi/∂γβχγ − εβεγi/∂γβχα
)
(B.9)
and works.
Kinetic terms
δ
1
2
χαi/∂
β
αχβ = ε
γfαγ i/∂
β
αχβ
δ − 1
4
fαβfαβ = −1
2
(
fαβεγi/∂αγχβ + f
αβεβi/∂αγχ
γ
)
= −1
2
(
fαγεβi/∂αγχβ + 2f
αβεβi/∂αγχ
γ
)
(B.10)
Remember /∂
αβ
fαβ = 0. More conventionally,
−1
4
fαβfαβ =
1
16
/F
α;βγ
γ
/F
δ
αδ;β =
1
16
/F
α;βδ
γ
/F
γ
αδ;β +
1
16
/F
αγ;βδ /F αγ;βδ =
1
4
F µνFµν (B.11)
The first term drops by symmetries.
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Chern Simons term
δ
1
2
χαχα = ε
γfαγ χα
δ
1
4
/Aαβf
αβ = fαβεαχβ (B.12)
More conventionally,
1
4
/A
αβ
fαβ =
1
8
/A
αβ /F
γ
αγ;β =
1
8
CαδCβσCγτ /Aδσ /Fαγ;βτ =
1
4
ǫµνρAµFνρ (B.13)
Consider some real multiplets in a real representation of the gauge group, with covariant
derivative iDµ = i∂µφ
i + AµT
i
jφ
j . The coupling to gauge fields is
1
2
/J
αβ /Aαβ =
1
2
ψα /A
β
αTψβ −
1
2
/A
α
βTφi/∂
β
αφ (B.14)
The current
−ψαTψβ − φT i/∂αβφ (B.15)
Notice that if jα = φTψα
δjα = εβψβTψ
α + εβφT i/∂
α
βφ+ ε
αφTF = εβ/J
αβ
+ εαφTF (B.16)
Hence
δ
1
2
/J
αβ /Aαβ = /J
αβ
εαχβ + · · ·
δ − jαχα = −εβ /Jαβχα (B.17)
C Closure of the Chern-Simons Supersymmetry Alge-
bra
The supersymmetry transformations are
δQIA = ε
B˙α
A λ
I
B˙α
δλI
A˙α
= εBβ
A˙
i /DαβQ
I
B +
1
3
εB
A˙α
TmIJ Q
JCQKC τ
n
KTQ
T
Bkmn
δ /Amαβ = kmnε
AB˙
(α λ
I
β)B˙
τnIJQ
J
A (C.1)
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For readability, we will denote TmIJ Q
JC as (TQ)IC, QKC τ
n
KTQ
T
B as (QτQ)CB , λ
I
β)B˙
τnIJQ
J
A
as (λτQ)βB˙A and leave kmn implicit, with a single exception for a formula where two kmn
appear.
δQIA = ε
B˙α
A λ
I
B˙α
δλI
A˙α
= εBβ
A˙
i /DαβQ
I
B +
1
3
εB
A˙α
(TQ)IC(QτQ)CB
δ /Aαβ = ε
AB˙
α (λτQ)βB˙A + ε
AB˙
β (λτQ)αB˙A (C.2)
The second variation of Q is
δ2QIA = ε
B˙α
A ε
Cβ
B˙
i /DαβQ
I
C +
1
3
εB˙αA ε
D
B˙α
(TQ)IC(QτQ)CDkmn (C.3)
In the first term the ε2 part is antisymmetric in A and C and can be rewritten as
1
2
εB˙αC ε
Cβ
B˙
i /DαβQ
I
A (C.4)
and is the conventional gauge covariant translation. The second term needs some rearrange-
ments
−1
3
εB˙αA ε
D
B˙α
(TQ)IC(QτQ)
C
D (C.5)
Antisymmetrizing on AC gives
1
3
εB˙αC εB˙αD(TQ)
IC(QτQ)DA −
1
3
εB˙αC ε
D
B˙α
(TQ)IA(QτQ)
C
D (C.6)
Application of the fundamental identity to the first term by cyclically permuting the JKT
indices in TmIJ τ
n
KTkmn gives finally
1
2
εB˙αCεD
B˙α
µnCDkmnT
mI
J Q
J
A. (C.7)
This is a gauge transformation by a parameter 1
2
εB˙αCεD
B˙α
µnCDkmn
Let us now look at the fermion supersymmetry transformation:
δ2λI
A˙α
= εBβ
A˙
εC˙γB i /Dαβλ
I
C˙γ
+ εBβ
A˙
εCD˙α (TQ)
I
B(λτQ)βD˙C + ε
Bα
A˙
εCD˙β (TQ)
I
B(λτQ)βD˙C+
1
3
εB
A˙α
εCD˙β(Tλ)I
D˙β
(QτQ)CB +
1
3
εB
A˙α
εD˙βC (TQ)
IC(λτQ)D˙βB +
1
3
εB
A˙α
εD˙βB (TQ)
IC(Qτλ)CD˙β
(C.8)
In the first term we just need to antisymmetrize the spin indices αγ
εBβ
A˙
εC˙γB i /Dβγλ
I
C˙α
+ εBβ
A˙
εC˙Bαi /D
γ
βλ
I
C˙γ
(C.9)
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The first part is the usual translation, while the second part will go to the equations of
motion.
The last three terms can be rearranged through the fundamental identity and recombined
together. The total QQλ part is
εBβ
A˙
εCD˙α (TQ)
I
B(λτQ)βD˙C + ε
Bβ
A˙
εCD˙β (TQ)
I
Bkmn(λτQ)αD˙C + ε
B
A˙α
εD˙βC (TQ)
IC(Qτλ)BD˙β (C.10)
. We expect to find the same gauge transformation as before:
1
2
εB˙αCεD
B˙α
µnCDkmnT
mI
J λ
J
A˙
(C.11)
We saw from the derivative term that the equations of motions instead should contain only
the contraction εBβ
A˙
εC˙Bα. The residual symmetric part, proportional to ε
(B
A˙α
ε
C)
D˙β
should cancel.
εBβ
A˙
εCD˙α (TQ)
I
B(λτQ)βD˙C + ε
Cβ
A˙
εBD˙α (TQ)
I
B(λτQ)βD˙C + ε
Bβ
A˙
εCD˙β (TQ)
I
B(λτQ)αD˙C+
εCβ
A˙
εBD˙β (TQ)
I
B(λτQ)αD˙C − εBA˙αεD˙βC(TQ)IC(Qτλ)BD˙β − εCA˙αεD˙βB(TQ)IC(Qτλ)BD˙β
−εB˙βCεD
B˙β
(QτQ)CD(Tλ)
I
A˙α
(C.12)
The first, second, third, fourth,fifth and sixth terms all come together and the expression
simplifies to
−2εB˙βCεD
βB˙
(TQ)ID(Qτλ)CαA˙ − εB˙βCεDB˙β(QτQ)CD(Tλ)IA˙α (C.13)
This is zero by the fundamental identity. The remaining terms proportional to εBβ
A˙
εC˙Bα
are
1
2
εβ
A˙B
εBD˙α (TQ)
I
C(λτQ)
C
βD˙
+
1
2
εβ
A˙B
εBD˙β (TQ)
I
C(λτQ)
C
αD˙
− 1
2
εA˙αBε
D˙βB(TQ)IC(Qτλ)CD˙β (C.14)
It is straightforward to rearrange the spin indices and recombine everything to
εβ
A˙B
εBD˙α (TQ)
I
Ckmn(λτQ)
C
βD˙
(C.15)
The fermionic equations of motion are
εBβ
A˙
εC˙Bα
(
i /D
γ
βλ
I
C˙γ
− TmIT QTDkmnτnKJQJDλKβC˙
)
= 0 (C.16)
Finally we want to look at the supersymmetry variations of the gauge fields
δ2 /Amαβ = ε
AB˙
(α ε
C˙γ
A (λC˙γτλβ)B˙)+ε
AB˙
(α ε
Cγ
B˙
(QAτi /Dβ)γQC)+
1
3
εAB˙(α ε
D
β)B˙
kmn(QAτ
nT oQC)kop(Qτ
pQ)CD
(C.17)
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The first term is easy to discuss: the part of the ε bilinear which is symmetric in B˙C˙
drops out and the rest becomes
1
2
(
εC˙γA ε
A
C˙(α
)(
λB˙β)τλB˙γ
)
=
1
2
(
εC˙γA ε
A
C˙(α
)
kmn/J
λn
β)γ (C.18)
The second term written in full is
εAB˙α ε
Cγ
B˙
(QAτi /DβγQC) + ε
AB˙
β ε
Cγ
B˙
(QAτi /DαγQ)C (C.19)
The part symmetric in AC is the usual gauge transformation
−iDαβ(1
2
εB˙αCεD
B˙α
µnCDkmn (C.20)
The antisymmetric part is
1
2
(
εC˙γA ε
A
C˙(α
) (
QBτi /Dβ)γQ
B
)
=
1
2
(
εC˙γA ε
A
C˙(α
)
kmn/J
Qn
β)γ (C.21)
The third term is written in full as
1
3
εAB˙α ε
D
βB˙
kmn(QAτ
nT oQC)kop(QτQ)CD +
1
3
εAB˙β ε
D
αB˙
kmn(QAτ
nT oQC)kop(Qτ
pQ)CD (C.22)
The ε bilinears are actually antisymmetric in AD, hence we can simplify a bit
1
3
εB˙Dαε
D
βB˙
kmn(QAτ
nT oQC)kop(Qτ
pQ)AC (C.23)
The QJAτ
n
IJT
oI
S Q
SC multiplies a term symmetric in AC. From the relation T IJωIK = τJK
it is possible to see that the product of structure constants is made into a commutator by
symmetrizing AC, and the term simplifies to something proportional to µpACµ
qACfpqm which
is zero by complete antisymmetry of the structure constants.
Hence we learn that
δ2 /Amαβ =
1
2
(
εC˙γA ε
A
C˙(α
)
kmn/J
n
β)γ (C.24)
Comparison with the expected result gives the equations of motion for the gauge fields:
fmαβ = /J
n
αβ (C.25)
Comparison with appendix B gives the normalization of the Chern Simons term: k
mn
2
A∧dA,
hence to get a canonical normalization we need to replace kmn → kmn
2pi
.
62
The equations of motion for the fermions become
i /D
γ
βλ
I
C˙γ
− 2πkmnTmIT QTDτnKJQJDλKβC˙ . (C.26)
The Yukawa couplings must be −π(λβC˙τmQD)kmn(QDτnλβC˙)
Another useful normalization is the comparison with the N = 1 formalism. Just set
εA
B˙α
= δA
B˙
εα in the SUSY transformations to verify the values of the auxiliary fields: (we also
introduce the factor of 2π)
δQIA = ε
αλIAα
δλIAα = ε
βi /DαβQ
I
A +
2π
3
εαT
mI
J Q
JCQKC τ
n
KTQ
T
Akmn
δ /Amαβ = 2πkmnε(αλ
AI
β) τ
n
IJQ
J
A (C.27)
We learn
F IA = −
2π
3
TmIJ Q
JCQKC τ
n
KTQ
T
Akmn (C.28)
and
χα = 2πkmnλ
AI
α τ
n
IJQ
J
A (C.29)
as expected.
D Relating 4d and 3d Expressions
Let us review again the N = 4 current multiplet in 3d. For free hypermultiplets the gauge
current is
Jβγ = λ
B˙
β τλB˙γ +QBτi /DβγQ
B (D.1)
The supersymmetry variation of the moment map defines the superpartner of the gauge
current:
δµAB = ε
C˙α
(A λ
I
C˙α
τIJQ
J
B) = ε
C˙α
(A jB)C˙α jAB˙α = λ
I
B˙α
τIJQ
J
A (D.2)
The supersymmetry variation of the current superpartner is then
δjAB˙α = ε
C˙β
A λ
J
C˙β
λI
B˙α
τIJ +Q
J
Aε
Cβ
B˙
i /DαβQ
I
CτIJ (D.3)
We can separate various components by taking symmetric and antisymmetric parts in the
bosons and fermions. The part symmetric in the two Q is
1
2
εCβ
B˙
i /DαβµAC (D.4)
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. The fermion bilinear which is a spacetime scalar is
1
2
εC˙Aαλ
J
C˙β
λIβ
B˙
τIJ = ε
C˙
AαOC˙B˙ OC˙B˙ =
1
2
λJ
C˙β
λIβ
B˙
τIJ (D.5)
and the remaining part is
1
2
εβ
AB˙
λJ
E˙β
λIE˙α τIJ −
1
2
ǫDEQJDε
β
AB˙
i /DαβQ
I
EτIJ = −
1
2
εβ
AB˙
/Jαβ (D.6)
In the paper we use boundary conditions of the form YAB = cµAB. This equation makes
sense because both Y AB and the moment map are the leading components of two identical
OSp(4|4) supermultiplets. As a result, under 3d N = 4 supersymmetry variation one gets
a multiplet of boundary conditions equating corresponding members of the supermultiplets.
Indeed, the fields of the N = 4 gauge multiplet in four dimensions decompose under the
3d N = 4 supergroup into two multiplets which are identical in quantum numbers to the
current supermultiplet or to the mirror current supermultiplet respectively (Y has spin (1, 0)
and X has spin (0, 1) under the R-symmetry group). The precise decomposition depends on
the value of ψ. The supersymmetry variation
δY a = iεΓaΨ = − i
2
ǫabcεΓbcΓ
3B1Ψ (D.7)
As the generators Γbc act on V8 only, the supersymmetry variation involves the projection of
Ψ on a specific vector in V2. If we use the decomposition
Ψ = B1ε0 ⊗Ψ1 +B2ε0 ⊗Ψ2 (D.8)
we can rewrite the supersymmetry variation of Y
δY a = − i
2
ǫabc(εΓ3B0ε0)ΓbcΨ1 (D.9)
Now that everything happens in V8 we can reintroduce the SO(2, 1)×SO(3)×SO(3) indices:
δYAB = ε
C˙α
(A Ψ1B)C˙α (D.10)
and discover the boundary condition Ψ1BC˙α = cjBC˙α. For the next step, we need
δΨ1 = ε0B2Ψ =
1
2
ε0B2Γ
IJFIJε. (D.11)
There are several contributions. The gamma matrix bilinears can be rewritten as various Bi
times generators of SO(2, 1)×SO(3)×SO(3). These Bi matrices are sandwiched between ε0
and ε = ε0⊗ η, and we can compute the inner products in V2 right away: if the matrix is B2
the term drops out, as ε0ε = 0, if the matrix is B1 the result is ψ independent, if it is 1 the
result is proportional to − sinψ, if it is B0 it is proportional to − cosψ. The D3Y p has B2
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and corresponds to the derivative of the moment map in the δj. The gauge field strengths
come as 1
2
Fµνǫ
µνρ sinψ + F ρ3 cosψ, and should be equal to cJρ. Physically, we know that
F ρ3 =
1
2
Jρ − 1
2
Fµνǫ
µνρ tanψ, (D.12)
where the second piece on the right hand side is the current induced by the Chern Simons
term a the boundary or by the theta-angle. The factor of two in front of the current is due
to the slightly non-standard normalization of the gauge field kinetic term. Hence we learn
that c = 1
2
cosψ and g
2θYM
8pi2
= sinψ
cosψ
.
Finally, there are terms as D3XA˙B˙ and − sinψ[X,X ]A˙B˙ whose sum equals cOA˙B˙.
Along similar lines we could compare the Yukawa couplings computed with the 3d for-
malism to the conventional N = 4 ones. If we plug
Ψ = B1ε0 ⊗Ψ1 +B2ε0 ⊗Ψ2 (D.13)
in the fermion kinetic terms in N = 4 super Yang-Mills we get an expression in V8
− i
e2
ΨΓµDµΨ = − i
2e2
ǫµνρ
∑
i
ΨiΓνρDµΨi. (D.14)
we can reintroduce the SO(2, 1)⊗ SO(3)⊗ SO(3) indices
1
e2
∑
i
ΨAB˙αi /D
β
αΨiAB˙β (D.15)
The X Yukawa couplings in N = 4 super Yang-Mills are
− i
e2
ΨΓa[Xa,Ψ] =
i
2e2
ǫabcΨΓbcΓ
3B1[X
a,Ψ] (D.16)
If we plug in
Ψ = B1ε0 ⊗Ψ1 +B2ε0 ⊗Ψ2 (D.17)
we get
i
2e2
ǫabc
(− cosψΨ1Γbc[Xa,Ψ1] + sinψΨ1Γbc[Xa,Ψ2] + sinψΨ2Γbc[Xa,Ψ1] + cosψΨ2Γbc[Xa,Ψ2])
(D.18)
Now that everything happens in V8 we can reintroduce the SO(2, 1)⊗SO(3)⊗SO(3) indices:
− 1
e2
(
− cosψΨAα
1B˙
[X B˙C˙ ,Ψ1AC˙α] + 2 sinψΨ
Aα
1B˙
[X B˙C˙ ,Ψ2AC˙α] + cosψΨ
Aα
2B˙
[X B˙C˙ ,Ψ2AC˙α]
)
(D.19)
This agrees with the computation in the text.
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