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ABSTRACT
In this thesis, a vibration-based energy harvesting system utilizing essen-
tial (nonlinearizable) nonlinearities and various electromechanical coupling
elements is investigated. These elements include electromagnetic and piezo-
electric methods of energy conversion. The mechanical system of interest
consists of a grounded, weakly damped linear oscillator (primary system)
subjected impulsive loading. This primary system is coupled to a light-
weight, damped oscillating attachment (nonlinear energy sink, NES) via a
thin wire, which generates an essential geometric cubic stiffness nonlinearity.
Various electromechanical coupling elements are included within the oscilla-
tor coupling in various configurations depending on the system being studied.
Under single or repeated impulsive input, the damped dynamics of this sys-
tem exhibit transient resonance captures (TRCs) causing large-amplitude,
high-frequency instabilities in the response of the NES. These TRCs result
in strong energy transfer from the directly excited primary system to the
light-weight attachment. The energy is harvested by the electromechanical
elements in the coupling and, in this present case, dissipated across a re-
sistive element in the electrical circuit. The primary goal of this work is to
numerically, analytically, and experimentally demonstrate the efficacy of em-
ploying this type of high-frequency dynamic instability to achieve enhanced
vibration energy harvesting under single or repeated impulsive excitation.
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CHAPTER 1
STATE OF THE ART IN VIBRATION
ENERGY HARVESTING AND TARGETED
ENERGY TRANSFER
The work presented in this chapter lays the groundwork for the mechanical
system and resulting phenomena upon which a novel vibration energy har-
vesting apparatus is designed and validated. This document seeks to expand
the use of strong nonlinearities in systems for enhanced vibration energy
harvesting capability using induced dynamic instabilities inherent to nonlin-
ear systems. Advantages over traditional linear energy harvesting systems
are discussed and validated. The analysis is initiated by exploring the char-
acteristics of strongly nonlinear mechanical systems, particularly subject to
impulsive excitation conditions.
It has been shown that linear damped oscillators with essentially nonlin-
ear damped attachments provide a means for efficient broadband vibration
suppression [1, 2, 3], in contrast to the linear vibration absorber whose op-
eration is narrowband [4]. Targeted energy transfer has been observed in
these strongly nonlinear systems, with the attachments being commonly re-
ferred to as nonlinear energy sinks - NESs [5, 6]. Targeted energy trans-
fer describes the nearly irreversible passive transfer of a significant amount
of energy initially stored in a linear structure to an appropriately designed
strongly nonlinear lightweight attachment which acts, in essence, as a passive
broadband adaptive boundary controller [7, 8, 9, 10]. The complex dynamics
of these systems results from the capacity of the essentially nonlinear at-
tachment to engage in resonance captures with modes of the linear structure
over an extensive range of frequencies and energies. This behavior arises
from dynamics of the underlying Hamiltonian systems, which possess highly
degenerate eigenstructures with pairs of complex conjugate imaginary and
multiple zero eigenvalues. These result in complex, high co-dimensional bi-
furcations, which may lead to interesting nonlinear dynamics, such as chaotic
motions and dynamic instabilities. These dynamic instabilities give rise to
large amplitude responses in the nonlinear attachment and will be referred
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to as such throughout this work.
An additional interesting feature of this class of highly degenerate systems
is the occurrence of nonlinear instabilities associated with geometric stiffness
[11] and damping nonlinearities [3]. In [3] a rather unexpected result was re-
ported, namely that a geometrically nonlinear viscous damping element can
lead to dynamic instability of the linear oscillator to which it is attached. This
instability appeared as a buildup of the response of a nonlinear attachment
as it engaged in resonance capture with the linear oscillator, in similarity
to classical self-excited systems with energy intake such as the Van der Pol
oscillator or systems undergoing aeroelastic flutter. An additional interest-
ing dynamic phenomenon was reported in [11], in which a peculiar damped
nonlinear transition into a state of sustained nonlinear resonance scattering
[12, 13, 14] in a system of two coupled oscillators with essential stiffness was
observed. This transition was realized for sufficiently weak damping and
only in the neighborhood of the low-frequency branch of the impulsive orbit
manifold IOM of the underlying Hamiltonian dynamical system. Moreover,
sustained resonance scattering was realized only in certain frequency ranges
and was eliminated when the dynamics was attracted to a 1:3 resonance cap-
ture which was manifested as dynamic instability in the transient response
of the system, similar to [3].
In a Hamiltonian system of coupled oscillators with strong stiffness non-
linearities, an IOM consists of a countable infinity of periodic orbits and an
uncountable infinity of quasi-periodic orbits, which typically extends over
broad frequency and energy ranges [15]. These orbits, which are in the form
of nonlinear beats, arise when an impulsive force is applied to the linear os-
cillator with the system being initially at rest. A periodic impulsive orbit
corresponds to a rational relationship of the dominant frequencies of the re-
sponses of the oscillators, while a quasi-periodic impulsive orbit corresponds
to an irrational frequency relationship. As shown in [3] and the present
work here, dynamic instability resulting in large amplitude displacements is
associated with excitation of the dynamics in the neighborhood of the IOM.
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1.1 Vibration Energy Harvesting
The research performed in the course of this work seeks to apply the above
phenomena to a novel, nonlinear energy harvesting apparatus. Two major
classes of electromechanical coupling elements exist for converting mechan-
ical energy into usable electrical energy. Piezoelectric and electromagnetic
coupling elements have distinct advantages and disadvantages, which will
be discussed next by considering the relevant literature. Vibration energy
harvesting systems can be employed in a variety of environments, each with
unique excitation power spectra. Harvesting robustness to a variety of excita-
tion conditions is a paramount demand for these vibration energy harvesting
devices. Basic principles behind linear and nonlinear energy harvesting sys-
tems are discussed first in what follows.
Typical vibration-based energy harvesting systems are based on linear or
weakly nonlinear tuned mass dampers (TMD), which consist of an oscillat-
ing primary mass coupled to a secondary light-weight absorbing mass. With
the primary mass subject to harmonic excitation, these linear systems can
be specifically tuned to efficiently harvest energy. This is accomplished by
matching the uncoupled natural frequency of the primary and secondary sys-
tems to the external forcing frequency [16, 17]. Furthermore, proper tuning
of the electrical circuit parameters optimizes the electromechanical conver-
sion process, providing for increased harvesting efficiency [18, 19, 20, 21, 22].
Energy transfer from the primary system to the linear harvester is increased
for larger primary excitation amplitude and weaker system damping [23].
Low system damping results in a sharp resonant peak, which is indicative of
the narrowband operation of these linear harvesting systems. Harvesting effi-
ciency decreases significantly from excitations with time-varying frequency or
from frequencies that vary slightly from the tuned resonance frequency of the
mechanical system. Optimizing strategies for the former class of excitations
were formulated theoretically in [24] for a linear single-degree-of-freedom har-
vester.
Nonlinear energy harvesting systems have been employed in a variety of
methods as a solution to frequency variation and frequency mistuning [25,
26, 27]. Mann and Sims [26] investigated magnetic restoring force spacing,
which allowed for tunable resonance of an oscillator to input conditions. The
authors also discovered experimentally that damping plays a vital role in
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the ability of the harvester to engage in high-energy responses. Ma and
Zhang [28, 29] utilized a pendulum system with a potential well to increase
energy harvesting efficiency when the dynamics escape the well. Modulating
forcing frequency and tunable damping was investigated as a means to tune
resonance of the system for increased harvesting efficiency. The authors
conclude that an active element in the system to keep the oscillator operating
outside of the well would greatly benefit the harvesting efficiency. Erturk et
al. [30] showed superior harvesting performance for an inverted cantilever
beam under buckling conditions and broadband excitation. The authors
used piezo-magneto-elastic effects to enhance harvesting compared to systems
without these effects.
Incorporating nonlinear mechanical attachments into linear primary sys-
tems has been explored in the literature as a means to broaden response
bandwidth and provide large amplitude solutions [31, 32]. As described
above, these mechanical attachments use strong cubic stiffness nonlineari-
ties to accomplish this behavior. The literature describes this class of strong
nonlinearity, which lacks a linear part and hence cannot be linearized, as
essential (nonlinearizable) nonlinearity. Kremer and Liu [31] use magnetic
restoring force to provide the cubic term in the coupling; however, the au-
thors must also use a linear term in the coupling due to the experimental
configuration. Hu et al. [32] use geometric effects to provide the cubic term
and minimize linear effects in the coupling. These nonlinear systems exhibit
the phenomenon of targeted energy transfer (TET) when subject to proper
conditions and are the basis for the proposed system in this document. The
two major electromechanical coupling methods will be discussed next.
1.1.1 Electromagnetic Energy Harvesting
The principles governing electromagnetic energy harvesting extend back to
1831. Michael Faraday discovered that a potential difference is created by
moving an electric conductor through a magnetic field. This eventually led to
Faraday’s Law, which describes how electromotive force induced in a circuit
is proportional to the time rate change of the magnetic flux linkage. This will
be described in further detail in Chapter 3. This was first applied to electrical
energy generation in the early 1930s, in which rotational generators were me-
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chanically driven to produce small-scale power output. Rotational or linear
electromagnetic energy harvesters can be highly efficient in turning kinetic
energy into usable electrical energy with proper design and scaling. These
devices can operate in the large-scale power regime or the relatively small
scale regime of µW to mW [33]. Further minimization in scaling leads to
vast efficiency reduction, imposing design restrictions for micro-fabrication.
The electromechanical coupling is commonly achieved using permanent
magnets and a wire-wound induction coil. The cross-sectional area of the
coil as well as the number of wire turns primarily determines coupling ef-
fectiveness. The permanent magnets can be realized with several different
materials, of which neodymium provides the strongest magnetic flux field
density per volume. The electromechanical coupling produced from these
electromagnetic elements is physically realized in the mechanical system as
electromagnetically induced damping, in which performance is thus propor-
tional to velocity. The electromagnetic elements are relatively easily tunable
to produce the desired electromechanical coupling, which is described in more
detail in Chapter 3 and the work in [34]. These coupling elements have been
utilized in a variety of configurations in the literature for small-scale vibration
energy harvesting.
Ma and Zhang [28] use a rotational electromagnetic energy harvester based
on a pendulum system with nonlinearity further induced via a potential well
design. The authors investigated this system for various harmonic excita-
tion frequencies, circuit loads, and excitation magnitudes, resulting in power
output on the scale of 0.5− 3.0mW while operating outside of the potential
well. The authors expand the work in [29] to consider modulated forcing
and damping, resulting in a power increase to a maximum of ∼ 20mW .
Mann and Sims [26] use a unique energy harvesting apparatus based on
magnetic levitation via permanent magnets, which induce cubic restoring
force while operating inside of a wire-wound coil. The authors consider a
range of harmonic excitation frequencies and magnitudes and make conjec-
tures about improvements to harvesting perofrmance; however, the authors
do not report harvesting performance. Kremer and Liu [31] use a linear elec-
tromagnetic energy harvester design based on cubic restoring force coupling
in a two degree-of-freedom system similar to the one described earlier. The
restoring force is induced with one set permanent magnets while electromag-
netic energy harvesting is performed with an additional set of permanent
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magnets and induction coils. The authors investigate the system subjected
to various magnitude impulsive forces and circuit loads theoretically and
experimentally, incorporating an extensive system identification procedure.
The maximum reported harvesting capability for this study is on the scale of
1.5− 6.7mJ . Additional electromagnetic energy harvesters on this size scale
report similar power output, establishing this as a baseline performance floor
for the device presented in this document.
Karami and Inman [35] utilize an inverted cantilever beam for study of lin-
ear, softly nonlinear, and bistable nonlinear energy harvesting device config-
urations incorporating electromagnetic and piezoelectric coupling elements.
The authors analyze the systems for a variety of harmonic forcing magnitudes
and frequencies for the various system configurations, in which the bistable
nonlinear device indicated superior relative performance. The maximum re-
ported harvesting capability for the electromagnetic elements is ∼ 0.002mW ,
while the harvesting capability for the piezoelectric elements is ∼ 2mW .
The piezoelectric harvesting elements out-perform the electromagnetic har-
vesting elements in this small-scale apparatus, indicating an advantage of
piezoelectric harvesting over electromagnetic harvesting. These devices will
be discussed next.
1.1.2 Piezoelectric Energy Harvesting
The principles governing piezoelectric energy harvesting extend back to 1880.
The piezoelectric effect was discovered by Jacques and Pierre Curie, in which
a linear relationship was established between mechanical and electrical states
in crystalline materials [36]. Piezoelectric materials have a wide variety of
uses covering high voltage sources, sensors, actuators, vibration and noise
reduction, and, in this case, vibration energy harvesting, which is a more
recent application. Due to size constraints imposed by cost, construction, and
placement, piezoelectric elements operate on a smaller power scale relative
to the capability of electromagnetic harvesting elements; however, micro-
scale limitations imposed on electromagnetic systems are no longer valid for
piezoelectric systems. This trade-off is an important consideration when
determining the scale of the device needed in the application environment.
The electromechanical coupling is commonly achieved using a variety of
6
different piezoelectric crystalline materials, such as quartz, topaz, tourmaline,
or, in the case considered in Chapter 4, polyvinylidene fluoride dielectrics.
The achievable induced strains and properties inherent to the crystalline
material primarily determines coupling effectiveness. Maximization of the
product of the piezoelectric voltage constant and the piezoelectric strain
constant is paramount for suitable material selection for vibration energy
harvesting, which serves to maximize the electromechanical coupling. Suit-
able materials often come in the form of crystalline ceramics, thin films, and
polymers, which have applications according to various frequency and exci-
tation ranges. Many piezoelectric materials used for energy harvesting are
commercially manufactured in a variety of sizes and shapes, such as MFC,
bimorph, multilayer, or QuickPack [37]. The electromechanical coupling pro-
duced from these crystals is physically realized in the mechanical system as
a stiffness term with structural-like damping behavior, in which performance
is thus proportional to displacement. The piezo-constitutive law dictates
how stress and strain are related to electric charge density and electric field
strength, respectively, via the material parameters described above. These
principles are described in more detail in Chapter 4. The piezoelectric param-
eters are inherent to the material selected, making them not easily tunable
or designable. This makes incorporating piezoelectric materials into unique
harvesting devices challenging. Custom piezoelectric materials are expensive
and require calibration, which is difficult to accomplish in a typical academic
research laboratory. These coupling elements have been utilized in a variety
of configurations in the literature for small-scale vibration energy harvesting.
Mak et al. [38] use a traditional linear cantilever beam setup with non-
linearity induced via a vibro-impact bump stop and piezoelectric harvesting
elements. The bump stop impacts the beam when it is excited at a sufficient
magnitude, causing the beam to vibrate at higher frequencies. The authors
investigate this system subject to various forcing frequencies and magni-
tudes, concluding that energy harvesting performance is increased when the
high-frequency conditions are induced by the bump stop relative to lower
frequency 1:1 resonance harvesting. The maximum reported energy harvest-
ing capability for this study is on the scale of 0.2µW . Garcia et al. [39]
use a traditional linear cantilever beam setup with nonlinearity induced via
electromagnetic means. The authors investigate this system subject to var-
ious forcing frequencies and magnitudes, concluding that energy harvesting
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performance is increased again with induced high-frequency oscillations. The
maximum reported energy harvesting capability for this study is on the scale
of 2.6− 13.7mW . Liao and Sodano [39] use the traditional linear cantilever
beam to study optimal electrical tuning parameters for piezoelectric elements.
The authors study the system subject to various forcing frequency, magni-
tude, and load resistance, reporting a maximum energy harvesting capability
on the scale of 2− 9mW . Additional piezoelectric energy harvesters on this
size scale report similar power output, again establishing this as a baseline
performance floor for the device presented in this document.
1.2 Targeted Energy Transfer in Strongly Nonlinear
Coupled Oscillators
Discussed here is a peculiar damped nonlinear transition of a system of two
coupled oscillators into a state of sustained nonlinear resonance scattering.
This system consists of a grounded, weakly damped linear oscillator attached
to a light, weakly damped oscillator with essential (nonlinearizable) stiffness
nonlinearity of the third degree, and linear damping. Under specific forcing
conditions, the damped response of this system locks into a damped, non-
resonant transition resembling continuous resonance scattering, whereby the
transient damped dynamics closely follows an impulsive orbit manifold of
the dynamics in the frequency-energy plane. Such transitions represent an
anti-resonance state, where the dynamics is farthest away from resonance. It
is conjectured that such transitions are only made possible by the essential
stiffness nonlinearity of the nonlinear attachment and cannot be realized in
linearizable nonlinear dynamics where resonance captures prevent sustained
resonance scattering. Note, of particular interest for the case of vibration en-
ergy harvesting is the response of the system upon exiting the anti-resonance
state and entering into resonance capture, which causes a large-amplitude
”burst” in the response [40].
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1.2.1 System Modeling
A system of coupled oscillators composed of a linear oscillator coupled to an
essentially nonlinear attachment is considered,
x′′ + λ1x′ + λ2(x′ − v′) + ω20x+ C(x− v)3 = I0δ(t) (1.1a)
v′′ + λ2(v′ − x′) + C(v − x)3 = 0 (1.1b)
In (1.1), x denotes the response of the linear oscillator, v that of the nonlin-
ear attachment, and prime denotes differentiation with respect to the time
variable t. Moreover, the nonlinear attachment is assumed to be lightweight
implied by the small parameter 0 <  1 denoting its mass and to possess a
nonlinearizable cubic stiffness nonlinearity with coefficient equal to C; ω0 and
λ1 denote the natural frequency and the linear viscous damping coefficient,
respectively, of the linear oscillator, whereas λ2 is the coefficient of the non-
linear component of the damping of the nonlinear attachment. The nonlinear
terms in (1.1) can be realized by geometric and kinematic nonlinearities [15];
i.e., through suitable geometric arrangement of stiffness elements perpendic-
ular to the direction of the oscillation. Moreover, since we are interested in
studying damped transitions of (1.1) along the impulsive orbit manifold of
the underlying Hamiltonian system, it is assumed that the system is initially
at rest, and an impulsive force of magnitude I0 is applied to the linear os-
cillator at t = 0. These forcing and initial conditions are equivalent to the
following initial conditions at t = 0+,
x(0+) = 0, x′(0+) = I0,
v(0+) = 0, v′(0+) = 0 (1.2)
and no external forcing. Prior to studying sustained nonlinear resonance in
the damped system (1.2), the underlying Hamiltonian system dynamics will
be considered.
1.2.2 Underlying Hamiltonian Dynamics
The underlying Hamiltonian system corresponding to λ1 = λ2 = I0 = 0 is
considered, and thus the concept of frequency energy plot (FEP). We focus
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Figure 1.1: Frequency-energy plot of the underlying Hamiltonian system
(1.1).
specifically on the manifold of impulsive orbits in that plot. The FEP was
introduced in detail in [15] and in references therein, and depicts the branches
of periodic and quasi-periodic orbits of the Hamiltonian system for varying
energy. Specifically, the frequency of each periodic orbit of the Hamiltonian
system is plotted against its corresponding (conserved) energy; by varying
the energy level, branches (families) of periodic orbits are computed and
depicted in the FEP.
Fig.1.1 depicts the FEP of the system with C = 4/3, ω0 = 1, and  = 0.01
(these parameters will be used later in our analytical study). Three global
branches of solutions are presented in that plot (i.e., defined over extended
frequency and energy ranges); namely, the backbone branches S11 of in-
phase and out-of-phase 1:1 periodic orbits (that is, periodic orbits where
the linear and nonlinear oscillator execute in-phase or out-of-phase oscilla-
tions with identical frequencies, respectively) and the manifold of impulsive
orbits composed of a countable infinity of periodic orbits and an uncount-
able infinity of quasi-periodic orbits, corresponding to impulsive excitation
of the linear oscillator and all initial conditions zero. As discussed in [15]
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the countable infinity of periodic orbits lie on pairs of in-phase/out-of-phase
local subharmonic tongues defined over definitive energy ranges and connect-
ing the backbone branches S11 with the manifold of impulsive orbits. Each
point on a subharmonic branch corresponds to an in-phase or out-of-phase
subharmonic periodic orbit with the frequencies of the linear and nonlinear
oscillators being rationally related. In Fig.1.1, only the three pairs of subhar-
monic tongues S12±, S13± and S15+ are shown, corresponding to periodic
orbits with ratios of frequencies of the nonlinear and linear oscillators being
equal to 1 : m where m = 1, 3, 5. Moreover, some of the branches of periodic
orbits are unstable [15], but this is not indicated in Fig.1.1.
The Hamiltonian FEP will be the basis of the analysis of the weakly
damped system (1.1), since depending on the applied initial energy (im-
pulse) the damped dynamics ”visit” different branches of the FEP and make
transitions (jumps) between them. This is best shown by computing the
wavelet transforms of the damped responses and superimposing the result-
ing wavelet spectra on the Hamiltonian FEP. Then, it can be shown [15]
that the duration of visits on different branches of the FEP depends on the
strength of the damping terms, and as energy decreases the system undergoes
transitions between these branches. Of particular interest will be to study
damped transitions that nearly track the manifold of impulsive orbits of the
FEP. By the previous discussion such transitions imply that the dynamics
of system (1.1) engage in sustained nonlinear resonance scattering without
being captured by the countable infinity of resonances corresponding to the
periodic impulsive orbits on that manifold. It follows that, in the context
of resonance capture, a damped transition that approximately tracks the IO
manifold represents the complete antithesis of resonance capture; that is, a
state of sustained anti-resonance of the dynamics.
The peculiar transition of the trajectory along the IO manifold without
resonance captures deserves some extra discussion. As has been demon-
strated in [2], response regimes lying on the IO manifold of the underlying
Hamiltonian system constitute their own invariant set. These regimes are
characterized by their entirely non-resonant behavior during which insignif-
icant interactions between the oscillators occur. Surprisingly enough, it has
been found that for the lightly damped system, there are possibilities for the
response to permanently stay in a small neighborhood of this invariant set
without escaping to resonance captures. Unfortunately, at this point, the
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Table 1.1: Experimentally identified system parameters for the fixture
presented in Fig.1.2.
Parameter Value
m1 0.882kg
m2 0.357kg
klin 469N/m
C 7.486× 106N/mα
α 2.963
λ1 0.074Ns/m
λ2 0.025Ns/m
exact reason for this peculiar non-resonant behavior is unknown; however, it
is conjectured that the answer can be partially obtained from adiabatic the-
ory. Thus, assuming a slow variation of the energy of the entire system, the
picture of the underlying Hamiltonian system is revisited. Considering the
underlying Hamiltonian structure of the system, the IO trajectories can be
distinguished from other orbits by their maximal possible remoteness from
the strongest (main) resonances. This fact suggests that starting far away
from the resonance and keeping on the adiabatic reduction of the system
energy (by introducing small damping in the system), a fine balance between
the rate of evolution of the entire phase space with that of the deviation of
the trajectory from the surface of the manifold can be found. Therefore, for
this optimally balanced case the trajectory initially emanating from the IO
manifold fails to overtake the evolution of the entire phase space and get
attracted to one of the strong resonances. The system thus stays in close
proximity of the slowly evolving IO surface, and at the same time it remains
sufficiently far from the basins of attraction of the resonances. However, a
slight increase in damping may cause the breakdown of this balance resulting
in the transition to (and capture into) resonance.
1.2.3 An Experimental Study with brief Computational
Support
Fig.1.2 depicts the test fixture constructed to experimentally confirm sus-
tained resonance scattering. The system consists of two masses that oscillate
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Figure 1.2: Experimental realization of the system (1.3) utilized for single
impulse excitation conditions (1.2) and parameters identified in Table 1.1.
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along an air track in order to minimize energy dissipation due to friction. The
linear oscillator consists of a larger mass grounded by a linear leaf spring,
whereas the attachment consists of the smaller mass connected to the larger
one by means of a strongly nonlinear stiffness. This was realized by means of
a small diameter steel piano wire oriented perpendicular to the direction of
oscillation. When there is no pretension in the wire, an essentially nonlinear
stiffness of nearly third order is realized [2] due to geometric nonlinearities
in the resulting forcedisplacement relationship. An impulsive excitation is
applied to the linear oscillator by means of an impact hammer, so that the
resulting equations of motion are modeled as,
m1x
′′ + λ1x′ + λ2(x′ − v′) + klinx+ Csgn(x− v)|x− v|α = F (t) (1.3a)
m2v
′′ + λ2(v′ − x′) + Csgn(v − x)|v − x|α = 0 (1.3b)
where the numerical values of the parameters were identified by modal anal-
ysis (for the linear oscillator) and nonlinear system identification (for the
nonlinear attachment). These are listed in Table 1.1. As in the theoretical
development, the essentially nonlinear (nonlinearizable) terms are restricted
solely to the coupling stiffness which is approximately cubic (α = 2.963).
Moreover, consistent with the assumptions of our analysis, the viscous damp-
ing term in the linear coupling element is of O(2) where, as in the analysis,
the small parameter is defined as the ratio of the masses of the two oscilla-
tors,  = 0.3569/0.882 ≈ 0.405. Hence, based on our theoretical predictions,
it is anticipated that the occurrence of nonlinear resonance scattering in the
experimental system will exist.
In the experimental tests, an impulsive excitation (by means of a PCB
modal hammer) was given to the linear oscillator with the system being ini-
tially at rest (1.2), and the velocity time series of the two masses were mea-
sured using two separate Polytec VibraScan laser vibrometers and recorded
on two separate computers. The individual vibrometers can be set to start
recording either at the onset of motion for each individual mass or can be
synchronized with a trigger in the modal hammer. Early runs did not utilize
the trigger in the impact hammer, but later this feature was implemented. By
not using an impact trigger, an unmeasured phase lag is introduced between
the measured signals preventing the accurate measurement of the relative
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motion between the two masses. Without knowing this relative response,
the instantaneous system energy stored in the coupling spring cannot be
computed, and the experimental FEP cannot be constructed. Hence, only
experimental data obtained using the hammer trigger will be presented in
this study.
In order to plot the experimental data on the FEP, the velocity data must
first be time integrated to obtain the displacement time history for each
individual mass. To avoid drift in the data due to integration of signal
noise, the displacement time histories were baseline corrected using a high
pass, 4th order Butterworth filter with a cutoff frequency of 1Hz. From
the synchronized displacement time histories, the instantaneous total system
energy is computed as
ETOT (t) =
1
2
m1x
′(t)2 +
1
2
m2v
′(t)2 +
1
2
klinx(t)
2 +
C
1 + α
|x(t)− v(t)|α+1 (1.4)
It is mentioned at this point that even though the start of the recordings
was synchronized and accurate measurements were made, uncertainty in the
parameters listed in Table 1.1 and in the experimental setup remain; exam-
ples are experimental noise from the surrounding environment (e.g., from
the moving air on the track), unmodeled friction during the movement of the
carts on the air track, and occasional small rattling due to contact of the
carts with the air track. These are not accounted for in the energy model
(1.4). Since this system is non-conservative, the total system energy should
decay with time; to ensure this, a non-increasing envelope of the energy of
system (1.3) was computed. Having computed the energy versus time rela-
tionship and the wavelet transform of the relative displacement time history,
an experimental damped transition on the Hamiltonian FEP of system (1.3)
can be constructed and compared to the theoretical prediction.
Selecting the appropriate magnitude of the impulsive excitation in order
to excite a damped transition in the neighborhood of the IO manifold (and,
hence, induce sustained nonlinear resonance scattering) in the experimental
system proved to be challenging. Indeed, such damped transitions can only
be realized for a small range of impulsive excitations, since typically impul-
sive excitations lead to resonance captures on low-frequency subharmonic
tongues in the FEP [2]. However, in our experiments, a range of magni-
tudes of applied impulses that excited damped transitions corresponding to
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Table 1.2: Summary of experimental runs and observed dynamics.
Experimental Trial I0(m/s) Type of Response
33 0.0384 SRS
34 0.0230 1:3 RC
35 0.0244 1:3 RC
36 0.0376 SRS
37 0.0317 1:3 RC
38 0.0365 SRS
39 0.0402 SRS
40 0.0353 Inconclusive
41 0.0629 Inconclusive
42 0.0347 1:3 RC
43 0.0331 Inconclusive
44 0.0358 Inconclusive
45 0.0400 SRS
sustained resonance scattering were found. A summary of the experimental
tests and results is depicted in Table 1.2, where I0 is the initial velocity of the
linear oscillator immediately after the application of the impulse. From the
theoretical predictions (based on numerical simulations of system (1.1)), the
target initial velocity of the linear oscillator instantaneously after application
of the impulse ranged between 0.032 and 0.048m/s. This range, as predicted
in the simulations, corresponds to excitations where large dynamic instabili-
ties in the response of the nonlinear attachment were observed, and as shown
in [15] such instabilities can be tied to sustained resonance scattering in the
early stages of the damped transitions. This velocity range corresponds to
the region of the FEP between the 1:3 and 1:2 periodic impulsive orbits. As
shown in Table 1.2, nine out of the fourteen experimental runs fell within
this desired theoretical range, and led to either sustained resonance scatter-
ing (SRS) or were at most inconclusive [that is, the dynamical response was
identified as possibly SRS or resonance capture (RC)]. The results in Table
1.2 demonstrate that SRS can be observed repeatedly in the target velocity
range, and is not an isolated dynamical phenomenon that is very sensitive to
initial conditions.
For two cases where conclusive sustained resonance scattering in the mea-
sured dynamics was observed, the corresponding time histories and wavelet
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Figure 1.3: Velocity time series and corresponding damped transitions of
relative displacements on the Hamiltonian FEP for selected experimental
runs exhibiting sustained resonance scattering; shading indicates the initial
state of SRS.
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depictions in the Hamiltonian FEP are presented in Fig.1.3. A strong dy-
namic instability can be seen in the time history of the nonlinear attachment
for experimental run 33 after the progression along the impulsive orbit mani-
fold; this is manifested as ”bursts” in the velocity time series of the response
of the nonlinear attachment. In fact, such bursts correspond to the dynamics
engaging in 1:3 resonance capture after the initial sustained resonance scat-
tering, and is in full agreement with previous theoretical findings reported in
[15]. For experimental run 39, a higher amplitude response of the nonlinear
attachment is observed during transition along the impulsive orbit manifold;
however, the corresponding frequency content remains similar to experimen-
tal run 33 during this transition. Regardless of the efficacy of the attachment
in drawing energy from the main mass, both experimental runs 33 and 39
clearly show that SRS behavior can be observed in a repeatable fashion.
In Fig.1.4 the damped transitions obtained for experimental run 33 are
depicted in more detail. The wavelet and Fourier transforms of the experi-
mental displacement time histories of both the linear oscillator and nonlinear
attachment are presented and compared to the corresponding plots derived
by numerically simulating the mathematical model (1.3) with numerical pa-
rameters listed in Table 1.1 and initial velocity of the linear oscillator equal
to I0 = 0.0384m/s. The two phases of the dynamics (initial sustained res-
onance scattering followed by 1:3 resonance capture) are clearly discerned,
with the transition between the two phases occurring at about 12s for the
experiment and about 5.5s for the numerical simulation. Moreover, the tran-
sition to 1:3 resonance capture is manifested as a dynamical instability: as
a series of bursts in the experimental results and as a higher amplitude pe-
riodic oscillation in the numerical simulation. This, as well as the different
transition times between experiment and simulation, can be attributed to
the uncertainties in the experiments discussed previously, and especially the
uncertainty of accurate measurement of the actual dissipation that occurs
in the experimental fixture. The sustained resonance scattering that occurs
as the weakly damped dynamics track approximately the impulsive orbit
manifold of the underlying Hamiltonian FEP is confirmed by the Fourier
transforms presented in Fig.1.4c and Fig.1.4f, where the broadband content
of the response of the nonlinear attachment is clearly discerned in the fre-
quency interval ω0/3 < ω < ω0, with ω0 the natural frequency of the linear
oscillator. The lower boundary of this frequency range is due to the even-
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Figure 1.4: Results for experimental run 33, I0 = 0.0384m/s: (a,b,c)
experimental displacement time histories, and wavelet / Fourier transforms;
(d,e,f) corresponding numerical results derived from model (1.3); shaded
regions indicate sustained resonance scattering.
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tual 1:3 resonance capture of the dynamics at the end of the initial phase of
sustained resonance scattering. Hence, there exist strong frequency compo-
nents in the Fourier transform plots at frequencies ω = ω0/3 (1:3 resonance
capture) and ω = ω0 (corresponding to the fast frequency of the response of
the nonlinear attachment as shown in the analytical study during [15]).
As another example, in Fig.1.5 the corresponding results for experimental
run 39 in comparison with simulation are provided. Again, the experimental
run shows sustained resonance scattering in the Fourier transform as was
predicted from the simulation. As discussed previously, for initial or forcing
conditions away from the neighborhood of the impulsive orbit manifold of
the underlying Hamiltonian FEP, the dynamics is captured close to other
resonance manifolds (lower frequency subharmonic tongues). This was fully
confirmed by the experimental study. Cases that fell outside the desired
range 0.032m/s < I0 < 0.048m/s exhibit immediate resonance capture at
subharmonic tongues with complete absence of sustained resonance scatter-
ing at the initial phase of the motion. For the results of experimental run
39, it is noted that the wavelet transform for the nonlinear attachment dur-
ing sustained resonance scattering is more readily discerned when compared
to experimental run 33; this is only an artifact of the normalization of the
wavelet transform which is normalized to the peak value (which for experi-
mental run 39 is comparable both before and after 1:3 resonance capture).
The results of experimental runs 33 and 39 confirm the robustness of the
sustained resonance scattering phenomenon, but also demonstrate that dy-
namic instabilities may be more difficult to control and consistently generate
in an experimental setup.
1.3 Primary Goals for High-frequency Energy
Harvesting
In summary, the experimental study of Section 1.2 provides strong evidence
of realization of the theoretically predicted sustained nonlinear resonance
scattering in a practical, strongly nonlinear system of coupled oscillators. It
is conjectured that this peculiar state of the dynamics is due to the essential
(nonlinearizable) stiffness nonlinearity of the attachment and can only be
realized in the neighborhood of the impulsive orbit manifold of the under-
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Figure 1.5: Results for experimental run 39, I0 = 0.0402m/s: (a,b,c)
experimental displacement time histories, and wavelet / Fourier transforms;
(d,e,f) corresponding numerical results derived from model (1.3); shaded
regions indicate sustained resonance scattering.
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lying Hamiltonian system. Sustained resonance scattering is the complete
antithesis of resonance and represents the state of the nonlinear dynamics
that is ”most distant” from a state of resonance. It is also conjectured that
this state cannot be realized in systems with linearizable dynamics since in
that case the dynamics have preferential resonant frequencies that possess
strong domains of attraction that prevent sustained resonance scattering. A
resonance manifold with such a relatively strong domain of attraction in the
system studied herein is the one corresponding to 1:3 resonance, and indeed
capture of the dynamics in the neighborhood of this manifold signifies the
end of the phase of sustained resonance scattering. Upon capture onto a
resonance manifold, a ”burst” in the dynamics of the system results from the
instability, which is the feature of paramount interest for vibrational energy
harvesting.
Utilizing the knowledge of electromechanical conversion techniques out-
lined in Section 1.1 and the capability of the mechanical system proposed
in Section 1.2 to engage in chaotic large-amplitude responses with a linear
primary system, the primary goal of this document is to experimentally show
superior energy harvesting capability for a system operating in a sustained
high-frequency response regime using suitable harvesting elements. A sec-
ondary goal of performance robustness to various excitation conditions is
paramount to system design, which is an attractive property of nonlinear
vibration energy harvesting systems compared to similar linear systems. An
impulsive class of excitations will be utilized in this work to induce high-
frequency responses, as outlined in Section 1.2. Freedom in system design
and parameter control is another goal of this work, allowing for a scalable
system to be utilized in various applications.
The information provided in Section 1.1 indicates some important consid-
erations for the design of the proposed nonlinear energy harvesting system.
Piezoelectric elements are widely available commercially, making their use
appealing as long as they can be readily adapted to an experimental appara-
tus. These elements are capable of providing a suitable power output needed
for small electronics operating on the mW scale. These elements are typi-
cally utilized in applications where the system is subject to high-frequency
harmonic excitations. The use of these piezoelectric elements in two unique
energy harvesting systems is explored in Chapter 4.
Electromagnetic elements are also available commercially, although more
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freedom exists in controlling the parameters inherent to the electromechan-
ical coupling. This provides an important advantage when adapting har-
vesting elements to a unique experimental apparatus, as is proposed in this
document. These elements are capable of providing a suitable power out-
put needed for small electronics, as long as the mechanical system is of the
proper scale. These elements are typically utilized in applications with vari-
ous forcing schemes, providing a more robust performance. The use of these
electromagnetic elements in a unique energy harvesting system is explored
in Chapter 3.
The system initially explored in Section 1.2 indicates the capability of the
lightweight nonlinear attachment to engage in low-frequency instabilities, re-
sulting in large-amplitude responses relative to 1:1 internal resonance. The
work in the next section explores the capability of a similar mechanical sys-
tem to engage in high-frequency instabilities, resulting in larger-amplitude
responses. Superior, robust energy harvesting capability is predicted from
these high-frequency, large-amplitude responses.
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CHAPTER 2
INDUCING HIGH-FREQUENCY
INSTABILITY IN IMPULSIVELY LOADED
SYSTEMS
The work in this chapter extends the aforementioned results in two ways.
First, it is shown that high-frequency dynamical instability can be realized
in systems of impulsively excited strongly nonlinear coupled oscillators; this
contrasts with previously reported results in the work in [15] and Section
1.2, where only low-frequency dynamic instabilities were reported. Second,
in contrast to previous studies where free damped transitions were considered,
in this report the nonlinear dynamics under a repetitive series of impulses
is considered, and it is shown that the dynamic instability can be sustained
under this type of periodic excitation. It is anticipated that these findings will
find application in areas such as energy harvesting of vibrations of systems
under periodic or near-periodic excitations. These theoretical findings are
validated by a series of experimental tests.
2.1 System Modeling
The configuration of the system of coupled oscillators is depicted in Fig.2.1.
It is composed of a grounded weakly damped linear oscillator coupled to a
lightweight attachment through a linear weak viscous damper and an essen-
tially nonlinear spring of the third order (i.e., possessing cubic nonlinearity
and no linear stiffness component). Geometric and kinematic nonlinearities
in this system are realized due to transverse deformations of the linear springs
with constants k3 relative to the direction of oscillation of the attachment.
An excitation f(t) is applied to the linear oscillator at t = 0 with the system
at rest.
The equations of motion of the system shown in Fig.2.1 are expressed in
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Figure 2.1: Configuration of the two degree-of-freedom coupled oscillator
with essential geometric nonlinearity.
normalized form as follows,
x¨+ λ1x˙+ λ2(x˙− v˙) + ω20x+ C(x− v)3 = F (t) (2.1a)
εv¨ + λ2(v˙ − x˙) + C(v − x)3 = 0 (2.1b)
where x denotes the response of the linear oscillator, v the response of the
nonlinear oscillator, and the ˙(·) ≡ d/dt, or differentiation with respect to the
time variable t. The normalized parameters are defined as ω0 = (k1/m1)
(1/2),
C = k3/m1, λ1 = b1/m1, λ2 = b2/m1, ε = m2/m1, and F (t) = f(t)/m1,
where the physical parameters are presented in Fig.2.1. By considering the
small mass parameter 0 < ε  1, the lightweightness of the nonlinear at-
tachment compared to the directly excited linear oscillator is denoted. This
work considers impulsive forcing excitation in the form of single or repetitive
impulses.
The first excitation scenario of a single impulse was presented in Section
1.2, and it was shown both theoretically and experimentally that the corre-
sponding damped transition approximately tracks the lower frequency branch
of the impulsive orbit manifold (IOM) of the underlying Hamiltonian system
(that is, system (2.1) with the damping constants set equal to zero). This
work will generalize these results by showing high-frequency IOM tracking
by the damped dynamics of system (2.1). In turn, these high-frequency dy-
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namics will be manifested as dynamic instability of the coupled system in
the form of relatively high-amplitude and high-frequency oscillations of the
(indirectly forced) nonlinear attachment. Moreover, in the single impulse ex-
citation scenario it is assumed that system (2.1) is initially at rest at t = 0−,
and a single impulse equal to F (t) = I0δ(t) is applied to the linear oscillator
at t = 0+. Hence, the equations of motion (2.1) are complemented by the
initial conditions
x(0+) = 0, x˙(0+) = I0,
v(0+) = 0, v˙(0+) = 0 (2.2)
In the second excitation scenario the linear oscillator is excited by a peri-
odic series of identical impulses. For the first impulse, it is assumed again
that at t = 0− the system is initially at rest, so immediately after the ini-
tial impulse is applied the initial conditions are given by (2.2). This case
defines the impulsive period tp as the inter arrival time between consecu-
tive impulses, and the normalized impulsive period as the multiple µT of the
fundamental period T0 = 2pi/ω0 of the linear oscillator between consecutive
impulses, µT = tp/T0. For example, a normalized impulsive period of 5 would
define a periodic forcing scheme in which an impulse of magnitude I0 is ap-
plied to the linear oscillator every 5 fundamental periods. In mathematical
form the periodic series of impulses is defined as
F (t, µT , I0) =
N∑
p=0
I0δ(t− ptp) (2.3)
where N denotes the total number of applied impulses in the given compu-
tation or experiment. In this scheme, the pth impulse applied to the linear
oscillator at t = ptp+, p ≥ 1, corresponds to the initial conditions for system
(2.1) immediately after the application of the pth impulse,
x(ptp+) = x(ptp−), x˙(ptp+) = x˙(ptp−) + I0,
v(ptp+) = v(ptp−), v˙(ptp+) = v˙(ptp−),
p = 1, ..., N (2.4)
Hence, the initial state of the system will differ for each consecutive impulse,
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Figure 2.2: Frequency-energy plot of the underlying Hamiltonian system
(2.1) with parameters outlined in Table 2.1.
depending on the remaining vibration energy in the two coupled oscillators
at the time of application of the pth impulse. In (2.4) continuity for all state
variables at the time of application of the impulse is imposed, except for the
velocity of the linear oscillator which exhibits a discontinuity equal to the
intensity of the applied impulse.
Various impact periods and impulse magnitudes are considered to study
the occurrence of sustained dynamic instability in this system, manifested as
repetitive excitation of high-frequency and relatively high-amplitude oscilla-
tions of the (indirectly forced) lightweight attachment in the neighborhood
of a high-frequency part of the IOM of the underlying Hamiltonian system.
Since the dynamics of the corresponding undamped system (2.1) plays an
important role in exciting sustained dynamic instability in this system, the
next section is devoted to a brief overview of the underlying Hamiltonian
dynamics and discusses the IOM of this system.
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2.1.1 Underlying Hamiltonian Dynamics
Before studying the dynamics of system (2.1), the underlying Hamiltonian
system corresponding to λ1 = λ2 = F (t) = 0 is considered by depicting its
dynamics in a frequency energy plot FEP [4, 2]. This plot depicts branches of
periodic and quasi-periodic orbits at varying energy levels. In particular, the
dominant frequency of each orbit is plotted as a function of the (conserved)
energy. The Hamiltonian FEP will be used as a framework to study the
forced dynamics of the weakly damped system (2.1) since, depending on the
applied initial energy, the weakly damped dynamics will transition between
different branches of the FEP; this will be shown by computing the wavelet
transform spectra of the damped responses and superimposing these spectra
on the Hamiltonian FEP. The wavelet transform will be applied to analyze
a time series of a given transient response to obtain frequency transitions
as wavelet spectra. The wavelet transform involves a windowing technique
with variable-sized regions, in which small time intervals are considered for
high-frequency components and, conversely, larger time intervals are con-
sidered for lower frequency components. This provides a valuable dynamic
time-frequency analysis tool, which is more beneficial compared to station-
ary signal analysis provided by the Fast Fourier Transform in the sense that
it reveals the temporal evolutions of the dominant frequency components
of a given damped transition as energy decreases due to damping dissipa-
tion. Depending on the level of damping and the initial state of the system
this damped transition will be shown to visit and make transitions between
different branches of the FEP with decreasing energy.
In Fig.2.2 the FEP of the underlying Hamiltonian system (2.1) for param-
eters ε = 8.814× 10−2, ω0 = 15.367rad/s, and C = 4.315× 106N/(kg ·m3) is
presented; these parameters correspond approximately (with the exception
of the exponent of the essential stiffness nonlinearity as discussed below) to
the experimental system that will be considered in a following Section with
un-normalized parameters m1 = 1.9853kg, m2 = 0.175kg, k1 = 469N/m,
k3 = 8.568 × 106N/m3. Two global backbone branches of orbits are pre-
sented which are defined over broad frequency and energy ranges, namely
branches S11± corresponding to in-phase and out-of-phase periodic orbits
in 1:1 resonance, with both oscillators of the system vibrating with identi-
cal frequencies. Two of the countable infinity of local subharmonic tongues
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are also depicted, namely branches S13 and S15 corresponding to 1:3 and
1:5 resonances, respectively, between the linear oscillator and the nonlinear
attachment (which oscillates with lower frequency). As discussed in Section
1.2, the countable infinity of periodic orbits lie on pairs of in-phase/out-of-
phase subharmonic tongues (such as the depicted branches S13 and S15),
which are defined over finite energy ranges and are connected to the back-
bone branches (in fact each of these subharmonic tongues represents mode
mixing between the in-phase and out-of-phase modes of the system).
Of particular interest to this study will be the impulsive orbit manifold
IOM of the Hamiltonian system. The IOM consists of a countable infinity
of periodic orbits and an uncountable infinity of quasi-periodic orbits of the
Hamiltonian system corresponding to initial impulsive excitation of the lin-
ear oscillator and all other initial conditions zero; i.e., x˙(0+) = I0, x(0+) =
v(0+) = v˙(0+) = 0. In Section 1.2 it was shown analytically and experi-
mentally that damped transition in the neighborhood of the low-frequency
portion of the IOM imply sustained nonlinear resonance scattering on that
manifold. It was predicted that damping plays a critical role in exciting this
type of damped transition (i.e., ”tracking” the IOM); specifically, light damp-
ing allows for slow variation of energy in the system, leading to sustained
resonance scattering away from basins of attraction to resonance captures.
Indeed, increased damping causes the breakdown of resonance scattering,
which results in immediate resonance capture. As shown in the next Section,
under single or repetitive impulsive excitation of the linear oscillator in the
damped system (2.1), the resulting dynamical transitions in neighborhoods
of the high-frequency portion of the IOM will be responsible for sustained
instability of the dynamics, appearing as multi-frequency, high-amplitude
oscillations of the nonlinear attachment.
The superposition of the wavelet spectrum of a specific damped tran-
sient response on the Hamiltonian FEP of Fig.2.2 provides valuable qual-
itative and quantitative information regarding the frequency content of the
damped dynamics. Although such FEP-wavelet superpositions are purely
phenomenological, one needs to consider that the dynamic effects of weak
viscous damping are purely parasitic; i.e., they do not introduce any new dy-
namics in the system compared to the underlying Hamiltonian one. Hence,
the FEP depictions of the wavelet spectra of the damped transitions pro-
vide information on the branches of solutions of the underlying Hamiltonian
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system that are ”visited” in a given damped transition; the actual transi-
tions between branches are then dictated by the level and distribution of
damping within the system. For more information of the use of the FEP
to study transient nonlinear dynamics the reader is referred to Section 1.2
and references therein. To construct the FEP depictions in the results of the
following sections one applies the following sequence of computations: (i) for
a given impulse (or series of impulses) applied to the linear oscillator, one
computes the numerical wavelet spectrum of the responses of the system; (ii)
at any given time one computes the total (continuously decreasing) instanta-
neous energy of the system following the application of the impulse; (iii) by
plotting the frequency responses obtained by the wavelet spectra versus the
corresponding instantaneous energy (i.e., eliminating the time variable) one
obtains a frequency energy depiction of the damped transition which can
be superimposed to the Hamiltonian FEP in order to study the nonlinear
dynamic transitions that occur in the dynamics.
2.2 Computational Study
This section initiates the study of the damped dynamics of system (2.1)
by performing numerical simulations for single and repetitive impulse ex-
citations, and study the resulting high-frequency dynamical instabilities by
wavelet analysis and superpositions of wavelet spectra on the FEP of Fig.2.2.
The two impulse excitation scenarios are considered separately.
2.2.1 Single Impulse
The computational study of the damped dynamics of (2.1) is initiated by
considering single impulse excitation and studying the resulting damped
transitions by superimposing their wavelet spectra on the FEP of the un-
derlying Hamiltonian system. Although this type of superposition is purely
phenomenological, it will help one interpret the damped response in terms of
resonance captures or resonance scattering in the branches of the FEP visited
during that specific response. The system parameters for the model of Fig.2.1
were selected as shown in Table 2.1, which correspond to the normalized pa-
rameters for the theoretical model (2.1) shown in Table 2.2. These parame-
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Table 2.1: Physical system parameters for the model of Fig.2.1
Parameter Value
m1 1.985kg
m2 0.175kg
k1 469N/m
k3 25.068× 106N/m3
b1 0.0726Ns/m
b2 0.0030Ns/m
Table 2.2: Normalized parameters for the model of Fig.2.1
Parameter Value
ε 8.814× 10−2
ω0 15.367rad/s
C 12.627× 106N/kg ·m3
λ1 0.0366Ns/kg ·m
λ2 0.0015Ns/kg ·m
ters differ from the experimentally identified parameters for the experimental
model discussed in Section 2.3, the reason being that no linear component
complementing the nonlinear stiffness was considered so that the nonlinear
coefficient k3 had to be adjusted to account for its purely (essentially) non-
linear nature. In addition, purely cubic stiffness nonlinearity was assumed in
this theoretical model, in contrast to the experimentally estimated nonlinear
exponent of 2.95 as discussed in Section 2.3. All frequency-energy Hamilto-
nian plots utilized in this section were computed using the previous adjusted
system parameters.
Here, note that in the theoretical model above, there is a large reduction of
the mass ratio ε compared to the system considered in Section 1.2 with mass
ratio ε = 0.4046; as shown below this reduction of the mass of the nonlinear
attachment has a drastic effect on the damped dynamics, and in particular
its frequency content. Whereas in Section 1.2 it was shown that the dynamics
can track the lower frequency portion of the IOM, in the present case with
the much lighter nonlinear attachment the dynamics will be shown to track
the higher frequency portion of the IOM resulting in high-frequency dynamic
31
Figure 2.3: Damped response of the theoretical model for single impulse
excitation of normalized intensity I0 = 0.007m/s: (a) Displacement of the
nonlinear attachment, (b) displacement of the linear oscillator, (c) wavelet
spectrum of the relative displacement, (d) wavelet spectrum of (c)
superimposed on the Hamiltonian FEP.
instability of the system.
The theoretical model (2.1) was numerically integrated with initial con-
ditions (2.2) for a range of applied impulses in order to study the effect of
the energy input on the damped dynamics. Fig.2.3 depicts the response
of the theoretical model subject to a single impulse of relatively small in-
tensity I0 = 0.007m/s. Although the responses of the linear oscillator and
the nonlinear attachment are small, interesting resonance captures in the
damped dynamics are observed when considering the wavelet spectrum of
the relative response x − v (cf. Fig.2.3c) and superimposing it on the FEP
of the underlying Hamiltonian system (cf. Fig.2.3d). It is deduced that the
dynamics initially engage in resonance capture in the vicinity of the S11−
out-of-phase backbone branch before transitioning to the lower frequency S13
subharmonic tongue which results in gradually increasing (albeit small) am-
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Figure 2.4: Damped response of the theoretical model for single impulse
excitation of normalized intensity I0 = 0.010m/s: (a) Displacement of the
nonlinear attachment, (b) displacement of the linear oscillator, (c) wavelet
spectrum of the relative displacement, (d) wavelet spectrum of (c)
superimposed on the Hamiltonian FEP.
plitude of oscillation of the nonlinear attachment. This type of low-frequency
damped transition is typical of transitions reported in previous work [2] and
the corresponding dynamic instabilities reported therein. In this case the
initial energy input into the system provided by the impulse is too low to
cause high-frequency transient dynamic instability associated with tracking
of the high-frequency portion of the IOM.
The response of the system for normalized impulse intensity of I0 = 0.01m/s
is shown in Fig.2.4. It is clear that a small increase in input energy re-
sults in qualitatively different dynamic response. In particular, in the ini-
tial highly energetic regime the response of the nonlinear attachment occurs
in the neighborhood of the intersection between the out-of-phase backbone
branch S11− and the high-frequency portion of the IOM; this is deduced
by the strong high-frequency harmonics in the initial part of the wavelet
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spectrum of the damped relative response of Fig.2.4c. In the later part
of the damped responses, broadband beat phenomena (appearing as pulsa-
tions) in the wavelet spectrum of Fig.2.4c are noted; these nonlinear beats
result due to the existence of closely spaced resonance captures as the IOM
approaches the out-of-phase S11− branch [6]. These phenomena result in
high-frequency dynamical instability in the damped response, which mani-
fests itself in the form of strongly modulated damped responses of both the
linear oscillator and (especially) the nonlinear attachment. It is important
to note again that this dynamic instability arises from the presence of the
essential stiffness nonlinearity and weak viscous damping in the coupling,
since it cannot be realized in linear or weakly nonlinear settings. Moreover,
this is the first report of high-frequency dynamical instability by tracking of
the high-frequency portion of the IOM. In Section 1.2, similar dynamical in-
stability was reported but this was associated exclusively with low-frequency
IOM tracking; in that section no high-frequency IOM tracking could be re-
alized due to the relatively large value of the normalized mass ratio (which
was close to 40% compared to the 8% value used in this section).
The response of the system for the relatively high impulse intensity I0 =
0.07m/s is shown in Fig.2.5. In this case the high-frequency IOM tracking
is more clearly visible, confirming the occurrence of high-frequency dynamic
instability in this system. The high-frequency IOM tracking is evident when
one considers the slowly varying strong high-frequency harmonic in the rel-
ative response of the wavelet spectrum of Fig.2.5c. Moreover, as seen from
the wavelet spectrum superposition of Fig.2.5d, the response of the nonlinear
attachment starts tracking the high-frequency portion of the IOM right from
the start of the damped dynamics, with continuously decreasing frequency
and energy for the duration of the simulation. This sustained high-frequency
resonance scattering results in large-amplitude and strongly modulated oscil-
lations of the nonlinear attachment, and hence, to strong transient dynamic
instability of the damped response.
2.2.2 Repeated Impulses
In the next step of the computational study, the repetitive impulse excitation
scenario is considered, whereby the linear oscillator is forced by a periodic
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Figure 2.5: Damped response of the theoretical model for single impulse
excitation of normalized intensity I0 = 0.070m/s: (a) Displacement of the
nonlinear attachment, (b) displacement of the linear oscillator, (c) wavelet
spectrum of the relative displacement, (d) wavelet spectrum of (c)
superimposed on the Hamiltonian FEP.
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series of identical impulses with the system being initially at rest, as out-
lined by the conditions (2.2) and (2.4). The principal aim of the study is to
demonstrate that it is possible to consistently bring the nonlinear attachment
into a state of dynamic instability by repeatedly tracking the high-frequency
portion of the IOM as in the previous case of single impulse excitation. For
consistency, the system parameters for the following computational study
remain the same as in the previous single impulse excitation scenario. The
damped responses of system (2.1) subject to the initial conditions (2.2) and
intermediate conditions (2.4) were considered for a range of applied normal-
ized impulse intensities I0 applied at time instants t = ptp, p = 0, 1, 2, ....
Following each applied impulse the initial conditions and the energy of the
system were considered, and the resulting damped transitions were studied
by superimposing their wavelet spectra on the Hamiltonian frequency-energy
plot (as in the previous case of single impulse excitation).
Fig.2.6 presents the damped response of the system for 10 applied im-
pulses of normalized intensity I0 = 0.010m/s and normalized period µT =
tp/T0 = 25 (i.e., the period of the applied periodic impulse excitation was
25 that of the natural period of oscillation of the linear oscillator). Here
note that, similar to the previous case, the response of the (unexcited) non-
linear attachment is larger than the response of the (directly excited) linear
oscillator, indicating repetitive excitation of dynamic instability in this case.
Moreover, the onset of dynamic instability after application of each impulse
occurs for non-zero initial conditions of the system (in contrast to the single
impulse excitation scenario), providing a first indication of robustness of the
dynamic instability mechanism.
To study the damped dynamics of the system and demonstrate the excita-
tion of high-frequency dynamic instability after the application of the initial
impulses, Fig.2.7-Fig.2.9 present a detailed assessment of the dynamics fol-
lowing each of the first three impulses of Fig.2.6. The level of normalized
impulse intensity is chosen so that the initial energy level in the system is
the same as the initial energy level of the simulation of Fig.2.4, where high-
frequency dynamic instability in the response of the nonlinear attachment
resulted from tracking by the damped dynamics of the high-frequency por-
tion of the IOM. The normalized impulsive period µT = 25cycles was chosen
according to the forcing scheme that was physically realizable in the ex-
perimental realization of the repetitive impulse scenario as discussed in the
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Figure 2.6: Damped response of the theoretical model for periodic impulse
excitation of normalized intensity I0 = 0.010m/s: (a) Relative displacement
between the nonlinear attachment and the linear oscillator, and (b)
displacement of the linear oscillator for 10 applied impulses.
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Figure 2.7: First cycle of the damped response of Fig.2.6, following the first
impulse: (a) Relative displacement between nonlinear attachment and the
linear oscillator, (b) displacement of linear oscillator, (c) wavelet spectrum
of relative displacement, (d) wavelet spectrum of (c) on the Hamiltonian
FEP.
following Section 2.3.
As seen in the relative displacement time series in Fig.2.6, large amplitude
oscillations are maintained for the duration of the simulation and for each of
the impulses. Considering in detail the first cycle of the response presented
in Fig.2.7, the wavelet spectrum superposition on the FEP indicates that the
instantaneous frequency of the nonlinear attachment is fluctuating between
several of the superharmonic resonance branches existing in the neighbor-
hood of the IOM (which are not depicted in the FEP for this system). The
relative displacement time series indicates that this is a pulsing (beating)
phenomenon attributed to superharmonic resonance captures RC, similar to
that depicted in Fig.2.4. Recall at this point that that damped transitions in
38
the neighborhood of the high-frequency portion of the IOM are characterized
by continuously decreasing frequency and energy in the wavelet spectrum of
the corresponding time series which, clearly, is not the trend in the response
of the first cycle of Fig.2.7. However, considering in detail the following cycle
depicted in Fig.2.8, the wavelet spectra superposition on the FEP indicate
that the damped response of the relative response of the nonlinear attach-
ment is now tracking the high-frequency portion of the IOM for the entire
duration of the second cycle (i.e., the response of the system between the
second and the third impulses). This state of sustained resonance scattering
SRS results in relatively high energy transfer from the linear oscillator to the
nonlinear attachment, as depicted by the high amplitude oscillations in the
relative displacement time series and the resulting high-frequency dynamic
instability.
In addition, examining in detail the third cycle of the damped response
depicted in Fig.2.9, it is deduced that the wavelet spectrum of the relative
response between the nonlinear attachment and the linear oscillator tracks
again the high-frequency portion of the IOM for the entire duration of this
cycle. In fact, the response of the system during the third cycle is similar to
the response during the second cycle, despite the different initial conditions of
the system at the start of each cycle (refer to Fig.2.10 below). This indicates
that the described high-frequency instability can be robustly excited even
for varying initial conditions of the system at the beginning of each cycle
following repetitive impulse excitation.
The robustness of the excitation of high-frequency dynamic instability in
this case is further confirmed by the results reported in Table 2.3 where a
summary of the analysis of the dynamic responses for all ten cycles of the
damped response of Fig.2.6 is provided. Two different types of damped dy-
namics can be realized in this case, namely superharmonic resonance capture
RC (similar to the response of the first cycle in Fig.2.7), and sustained reso-
nance scattering SRS (similar to the responses of the second and the third
cycles in Fig.2.8 and Fig.2.9, respectively); eight of the ten impulsive cy-
cles correspond to high-frequency dynamic instability of the response of the
nonlinear attachment, tracking the high-frequency IOM. More specifically, as
seen in the relative displacement time series of Fig.2.6, impulsive responses
of the first and seventh cycles exhibit similar qualitative features, exhibit-
ing the superharmonic frequency fluctuations. It is interesting to note that
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Figure 2.8: Second cycle of the damped response of Fig.2.6, following the
first impulse: (a) Relative displacement between nonlinear attachment and
the linear oscillator, (b) displacement of linear oscillator, (c) wavelet
spectrum of relative displacement, (d) wavelet spectrum of (c) on the
Hamiltonian FEP.
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Figure 2.9: Third cycle of the damped response of Fig.2.6, following the
first impulse: (a) Relative displacement between nonlinear attachment and
the linear oscillator, (b) displacement of linear oscillator, (c) wavelet
spectrum of relative displacement, (d) wavelet spectrum of (c) on the
Hamiltonian FEP.
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Figure 2.10: Initial conditions of the linear oscillator and the nonlinear
attachment at the beginning of each of the ten impulsive cycles of the
damped response depicted in Fig.2.6.
Table 2.3: Summary of resonance captures for the repeated impulse
excitation scenario with I0 = 0.010m/s and µT = 25cycles.
Impulse number Type of dynamic response
1 Superharmonic RC
2 SRS
3 SRS
4 SRS
5 SRS
6 SRS (primarily)
7 Superharmonic RC
8 SRS
9 SRS
10 SRS
42
the dynamics during the sixth impulsive cycle escapes SRS near the end of
the cycle; this might explain why the dynamics in the seventh cycle exhibits
superharmonic resonance capture. However, following this, the dynamics of
the eighth cycle returns to a state of SRS, and the high-frequency dynamic
instability is excited again. This repeated excitation of SRS occurs despite
the different initial conditions of the system at the beginning of each cy-
cle following an impulse excitation as depicted in Fig.2.10. An interesting
observation is that SRS (and high-frequency dynamic instability) appears to
occur for impulsive cycles where the nonlinear attachment has initial velocity
magnitude greater than a certain threshold; i.e., |v˙(pT+)| > 0.005m/s.
2.3 Experimental Study
Motivated by the previous numerical results and the theoretically predicted
robust excitation of high-frequency dynamic instability of the system under
single and repeated impulsive forcing, an experimental study was undertaken
in order to confirm the theoretical predictions. The experimental apparatus
was derived from components used in Section 1.2. The results of this study
are discussed in this section.
2.3.1 Single Impulse
The experimental fixture is presented in two configurations for the excita-
tion scenarios considered. The configuration of Fig.2.11 is used for single
impulse conditions. The experimental system consists of two masses that
oscillate along an air track, which greatly reduces damping due to friction.
The more massive linear oscillator is grounded through a linear leaf spring,
while the lighter nonlinear attachment is coupled to the linear oscillator using
a piano wire of diameter equal to 0.5mm. The strong stiffness nonlinearity
required for the realization of the high-frequency dynamic instability is im-
plemented by means of the piano wire oriented to be perpendicular to the
direction of the motion of the attachment; when this wire has no pretension,
its transverse deformation gives rise to essential stiffness nonlinearity whose
dominant component is third order (i.e., pure cubic nonlinearity). Although
the piano wire is mounted so that there is no pretension in the wire in order
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Figure 2.11: Experimental realization of the system (2.1) of Fig.2.1 utilized
for single impulse excitation conditions (2.2).
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Table 2.4: Experimentally identified system parameters for the fixture
presented in Fig.2.11.
Parameter Value
m1 1.985kg
m2 0.175kg
k1 469N/m
k3 25.068× 106N/m3
α 2.95
klin 80.0N/m
b1 0.0726Ns/m
b2 0.0200Ns/m
to minimize any linear component in the coupling stiffness of the nonlinear
attachment, a small linear term nevertheless occurs as discussed below; how-
ever, as pointed out in Section 1.2, this small linear term is not expected to
affect the strongly nonlinear dynamical phenomena that need to be validated
by the experimental study. Moreover, an additional small linear term in the
coupling stiffness is inevitable due to the force that the air track imparts on
the nonlinear attachment. The air track pressure is set to a near minimum
value of 50psi to support the weight of the linear oscillator, and this pres-
sure adds an artificial linear component to the coupling stiffness due to the
lightweight nature of the nonlinear attachment.
Single impulsive forces are applied to the linear oscillator by means of an
impact hammer, whereas periodic impulsive forces are applied by means of
a long-stroke shaker. The parameter values of the experimental system were
identified by performing linear modal analysis (for the parameters of the lin-
ear oscillator) and nonlinear system identification utilizing the restoring force
surface method [41, 42] (for the nonlinear attachment). The system param-
eters were identified as shown in Table 2.4. Note that the experimentally
identified exponent of the essential stiffness nonlinearity is α = 2.95 which,
although close, is not exactly equal to the theoretically assumed cubic nonlin-
earity used in the theoretical study of the previous Section. Moreover, in the
experimental system a small but non-negligible linear stiffness component for
the nonlinear (coupling) stiffness of the attachment equal to klin = 80N/m is
identified, which again is contrary to the assumption of pure non-linearizable
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stiffness nonlinearity of the attachment in the theoretical model of the pre-
vious Section. As discussed in [12], however, this small linear component is
not expected to affect the dynamics in a significant way. It is noteworthy
that damping in the experimental system is rather weak; the numerical study
confirms the assumption that weak viscous damping is essential for obtaining
the high-frequency dynamical instability, so the experimental model satisfies
this requirement. It is important to note that some uncertainty existed in the
identified system parameters due to the effect of the air track pressure on the
carts, unmodeled friction effects in the system, and occasional contact of the
carts with the air track. All Hamiltonian frequency-energy plots depicted in
this section are identical to the one depicted in Fig.2.2; i.e., they are based on
the above experimentally identified system parameters but for the exponent
of the nonlinearity which was adjusted to 3 (i.e., exact cubic nonlinearity
was assumed instead of the experimental exponent value of 2.95), and the
linear component of the stiffness nonlinearity which was omitted (i.e., it was
assumed to be klin = 0). This provides a measure of consistency in the in-
terpretation of the experimental responses when their wavelet spectra are
depicted in the underlying Hamiltonian FEP.
As in the computational study of the previous section, first the single im-
pulse excitation scenario is considered. The computational study predicted
the impulsive excitation levels that would allow for sustained resonance scat-
tering in the higher frequency portion of the IOM. As stated earlier, for
the single impulse excitation a PCB modal hammer was used to apply the
excitation to the linear oscillator with the system initially at rest. The ve-
locity time series measurements of the two oscillators were obtained using
two Polytec VibraScan laser vibrometers at a sampling frequency of 512Hz.
The data acquisition for the two systems was synchronized using the impact
hammer as the triggering mechanism, with a small pre-trigger time of 640ms.
The synchronized response of the oscillator system was very important for
the accurate computation of the wavelet spectra of the relative displace-
ment time series and the relative displacement frequency-energy plots, since
it eliminated any discrepancy between the measured responses of the linear
oscillator and the nonlinear attachment. The raw velocity time series data
were then numerically integrated once to obtain the corresponding displace-
ment time series for each of the two oscillating components of the system.
The displacement time series data were corrected using a high pass, 4th order
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Butterworth filter with a cutoff frequency of 1.28Hz to eliminate drift in the
data from the signal noise. The instantaneous total system energy during the
dynamics could then be computed similarly to the numerical case, followed
by numerical computation of the wavelet spectra of the relative displacement
time series and superposition of these wavelet spectra on the Hamiltonian
FEP, exactly as in the computational study.
The system was forced using a wide range of excitation magnitudes corre-
sponding to situations in which sustained resonance scattering was observed
numerically. Exciting a damped transition on the lower frequency portion
of the IOM for this system proved to be unobtainable (contrary to Section
1.2 where a heavier nonlinear attachment was used and low-frequency IOM
tracking was the only possibility). Following the notation of the previous
section, the predicted range for a transition on the lower portion of the IOM
(as in the transition of Fig.2.3) was for an initial normalized impulsive in-
tensity range I0 = 0.007− 0.012m/s. In practical terms, this impulse range
was hard to excite using a modal hammer, since physical hammer excita-
tions less than I0 = 0.015m/s caused very low amplitude oscillations, as
predicted by the numerical investigation. However, in the experimental tests
these low amplitude oscillations were predominantly linear, indicating that
the air track pressure was having a stronger polluting effect on the dynamics
of the lightweight nonlinear attachment at these low amplitudes. Therefore
the remaining experiments focused on exciting the upper portion of the IOM
where the theoretically predicted high-frequency dynamical instability was
expected to occur.
The predicted range for a transition on the upper portion of the IOM (as in
the transitions of Fig.2.4 and Fig.2.5) was for normalized impulse intensities
of 0.014m/s < I0 < 0.080m/s. In practical terms this impulsive magnitude
range corresponded to an energy range 10−4−10−2J on the FEP depicted in
Fig.2.2. In the experimental tests this energy range was robustly excitable
with the modal hammer, with the resulting high-amplitude oscillations of the
system exhibiting strongly nonlinear characteristics, indicating that the air
track had negligible (linear) effect on the dynamics. It is important to note
here that the numerically predicted impulse magnitudes did not correspond
directly to the required physical impulse magnitudes to obtain transitions in
the same energy range. This was because the forcing in the numerical simu-
lation was in the form of a Dirac Delta function, while the forcing practically
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Figure 2.12: Damped experimental response for single impulse excitation of
normalized intensity I0 = 0.0198m/s: (a) Displacement of the nonlinear
attachment, (b) displacement of the linear oscillator, (c) wavelet spectrum
of the relative displacement, (d) wavelet spectrum of (c) superimposed on
the Hamiltonian FEP.
realized by the modal hammer was approximately in the form of a half-sine
pulse of finite duration. This, however, did not present a problem in the
experimental forcing scheme but, rather, provided an important distinction
between the numerical simulation and experimental trials.
The experimental response of the system of Fig.2.11 for normalized im-
pulse intensity equal to I0 = 0.0198m/s is depicted in Fig.2.12. This initial
excitation energy input into the linear oscillator achieved by means of the
modal hammer is comparable to the energy input depicted in the theoreti-
cal response of Fig.2.4. Indeed the responses and the wavelet spectra of the
responses of the linear and nonlinear oscillators compare favorably. Simi-
lar to the theoretical case of Fig.2.4, the dynamics of the nonlinear attach-
ment occurs in the neighborhood of the intersection between the out-of-phase
backbone branch S11− and the high-frequency portion of the IOM for the
entire duration of the simulation. That this is indeed the case is verified by
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Figure 2.13: Damped experimental response for single impulse excitation of
normalized intensity I0 = 0.1454m/s: (a) Displacement of the nonlinear
attachment, (b) displacement of the linear oscillator, (c) wavelet spectrum
of the relative displacement, (d) wavelet spectrum of (c) superimposed on
the Hamiltonian FEP.
the nearly constant wavelet spectrum of the relative response in Fig.2.12c.
This result is typical for the experimental setup with initial excitation levels
∼ 10−4.3J and below. As stated earlier, damped transitions of the dynamics
in the neighborhood of the lower frequency part of the IOM could not be
realized experimentally with the current experimental setup.
A different picture of the damped dynamics is obtained for stronger ap-
plied impulses. Fig.2.13 depicts the experimental response of the system for
a higher normalized impulse intensity equal to I0 = 0.1454m/s. This ini-
tial excitation energy input into the linear oscillator by means of the modal
hammer is comparable to the energy input in the theoretical computation de-
picted in Fig.2.5. Similar to the theoretical result, the experimental responses
of Fig.2.13 verify the occurrence of high-frequency dynamical instability re-
sulting by tracking the higher frequency portion of the IOM. That this is
indeed the case is verified by the slowly (and continuously) decreasing fre-
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quency spectrum of the relative response of Fig.2.13c. Hence, the theoretical
prediction of high-frequency dynamical instability of Section 2.2.1 is exper-
imentally validated. As seen in the superposition of the wavelet spectrum
of the relative response on the Hamiltonian FEP of Fig.2.13d, the nonlinear
dynamics starts tracking the high-frequency portion of the IOM right from
the beginning of the motion and keeps on tracking the IOM with decreasing
frequency and energy (due to damping dissipation). Interesting dynamics
then occur at t = 3s, when the instantaneous frequency of the relative os-
cillation starts fluctuating between different resonances in the neighborhood
of the upper IOM and the S11+ backbone branch. Following this phase of
the dynamics, the damped dynamics starts again tracking the upper portion
of the IOM at t = 10s and for the remainder of the presented window of
experimental measurement. The tracking of the higher frequency portion of
the IOM results in high-frequency dynamic instability of the system in the
form of bursts in the velocity time series of the nonlinear attachment (see
Fig.2.13b).
The experimental study indicates that this state of sustained resonance
scattering by tracking the upper portion of the IOM and the ensuing insta-
bility in the response of the nonlinear attachment is robust (and fully repro-
ducible) for normalized impulse intensities in the range 10−4J < I0 < 10−2J .
In fact, high-frequency dynamic instability due to tracking of the upper por-
tion of the IOM was observed in seventeen out of twenty experimental trials
performed in the aforementioned energy range, indicating that the reported
dynamic instability is robust in the experimental system.
2.3.2 Repeated Impulses
In an additional series of experiments the periodic impulsive excitation sce-
nario (2.3) is considered using the modified experimental fixture of Fig.2.14,
which enabled the excitation of the linear oscillator by a periodic series of
identical impacts. As seen in Fig.2.14, the core experimental fixture remains
the same as the experimental fixture depicted in Fig.2.11 for the single im-
pulse excitation scenario; however, in the present case, the ground for the
linear oscillator was shifted to a separately standing structure that surrounds
the air track. An APS Dynamics ELECTRO-SEIS Model 400 long-stroke
50
Figure 2.14: Experimental realization of the system (2.1) of Fig.2.1 utilized
for repeated impulse excitation conditions (2.4).
electromagnetic shaker was aligned along the axial direction of the air track
to the right of the linear oscillator, with respect to Fig.2.14. The shaker
stinger was supported by a self-aligning linear ball bearing and aligned with
a suitable impact location in line with the vertical and horizontal axial center
of mass of the linear oscillator. A PCB force transducer with hard plastic
tip (as was the case with the modal hammer) was mounted to the tip of
the stinger in order to measure the precise waveform of the impulsive force
that was applied during each cycle. Elastic bands within the shaker were
adjusted so that the separation between the linear oscillator and stinger tip
was held at 0.5in prior to the application of each impulse. A positive half
square wave of duration less than 25ms was input to the shaker controller
followed by a negative half square wave of duration 100ms. The positive
square wave applied a fast impulsive force to the linear oscillator similar to
the impulse imparted by the modal hammer in the single impulse excitation
scenario. The negative square wave quickly retracted the shaker armature
and stinger in order to avoid undesirable double impulse excitations to the
linear oscillator. The elastic bands then brought the stinger back to the pre-
scribed 0.5in separation before the next impulse was applied by the shaker.
51
This waveform was then applied to the system at the desired impact period
and at the desired impulsive magnitude. For the experiments, a period equal
to tp ∼ 10sec per impulse was selected so to match the normalized period
µT = 25cycles used in the previous computational study for this excitation
scenario.
The velocity time series measurements for the two oscillators were obtained
using the two Polytec laser vibrometers, but at a higher sampling frequency of
1024Hz to obtain more accurate forcing data. Due to sample size restrictions
of the Polytec scanning system in use, the duration of the experiment was
limited to ∼ 30s or three impulse cycles. Moreover, the force transducer at
the tip of the striker was used to synchronize (trigger) the data acquisition
for the two laser systems, with a small pre-trigger time of 640ms. The data
was processed the same way as for the single impulse experimental trials
described above. The data from the force transducer was used to split the
entire experimental trial into impulsive cycles, allowing for separate FEP
analysis of the transient dynamics of the system at each cycle. As in the
case of the single impulse experimental trials, only the cases where damped
transitions occurred on the upper branch IOM triggering dynamic instability
will be presented here.
As described by conditions (2.4), the two oscillators have a nonzero state
of motion before the application of the pth impulse, which differentiates the
dynamics from the case of single impulse excitation. It follows that the initial
energy in the system is now a function of the displacement and velocity of the
two oscillators at the application of each repetitive impulse, rather than just
the velocity of the linear oscillator as in the previous case of single impulse.
Nevertheless, the computational study of the previous Section predicted that
sustained resonance scattering (and, hence, high-frequency dynamic instabil-
ity in the response of the nonlinear attachment) could be robustly realized
in this case, especially if the nonlinear attachment possesses relatively high
initial energy at the beginning of each impulsive cycle.
Fig.2.15 depicts the experimental responses for the first three impulsive
cycles of the system. The impulse intensities were chosen so that the initial
energy levels of the system were in the range 10−4−10−2J , in which the pre-
vious theoretical study predicted the occurrence of high-frequency dynamic
instability resulting from repeated tracking of the higher frequency portion of
the IOM. As stated earlier, data was acquired only for three impulsive cycles
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Figure 2.15: Experimental damped response for periodic impulse excitation
of normalized intensities I0 = 0.2262m/s first cycle, I0 = 0.3806m/s
second cycle, and I0 = 0.2829m/s third cycle: (a) Relative displacement
between the nonlinear attachment and the linear oscillator, and (b)
displacement of the linear oscillator.
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Figure 2.16: Experimentally realized forces for the repeated impulse test
depicted in Fig.2.15.
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due to hardware restrictions. As seen in the relative displacement time series
of Fig.2.15a, the nonlinear attachment undergoes high-frequency complex os-
cillations. Note that this is different than the computational results depicted
in Fig.2.6, where the amplitudes of oscillation of the nonlinear attachment
were larger than those of the linear oscillator. This can be attributed to the
fact that the forcing scheme was slightly different in the experimental case.
In particular, due to the finite force practically realized by the shaker, each
impulse delivered to the linear oscillator was of finite duration (in contrast
to the delta-function excitation in the theoretical case), of slightly varying
intensity and at slightly varying time periods between impulses. The ex-
act forcing scheme realized in this particular experimental trial is shown in
Figure 15, and confirms these assertions regarding the uncertainties in the
repetitive series of impulsive excitations.
The first three impulsive cycles of the experimental response of Fig.2.15
were analyzed in detail as in the theoretical case, and the results are depicted
in Fig.2.17-Fig.2.19. As seen from the experimental impulsive forces depicted
in Fig.2.16, the forces applied to the linear oscillator are not of the same mag-
nitude and are only nearly periodic. Focusing on the results of Fig.2.17d, it is
noted that the wavelet spectrum - FEP superposition does not clearly show
the frequency transition on the upper portion of the IOM for the relative
displacement; however, the wavelet spectrum of the relative displacement de-
picted in Fig.2.17c indicates that the dynamics of the nonlinear attachment
briefly tracks the IOM, but primarily gets captured on high-frequency super-
harmonic resonance branches. The instantaneous frequency of the nonlinear
attachment then fluctuates between two superharmonic resonance branches,
in similarity to the numerical simulation presented in Fig.2.7, which depicts
the first cycle of the theoretical case.
Considering the second impulsive cycle of Fig.2.18, the results clearly in-
dicate capture of the dynamics on the upper portion of the IOM from the
beginning of the cycle. This confirms experimentally the theoretical predic-
tion and shows that the high-frequency dynamical instability can be robustly
excited even by repetitive impulsive forcing with the previously mentioned
uncertainties. It is noteworthy that interesting dynamics occur at t = 4s
within the second impulsive cycle, when the frequency starts fluctuating be-
tween different resonances in the neighborhood of the upper IOM. After this
intermediate dynamics, the nonlinear attachment returns to tracking the up-
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Figure 2.17: First cycle of the damped response of Fig.2.15, following the
first impulse: (a) Relative displacement between nonlinear attachment and
the linear oscillator, (b) displacement of linear oscillator, (c) wavelet
spectrum of relative displacement, (d) wavelet spectrum of (c) on the
Hamiltonian FEP.
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Figure 2.18: Second cycle of the damped response of Fig.2.15, following the
first impulse: (a) Relative displacement between nonlinear attachment and
the linear oscillator, (b) displacement of linear oscillator, (c) wavelet
spectrum of relative displacement, (d) wavelet spectrum of (c) on the
Hamiltonian FEP.
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Figure 2.19: Third cycle of the damped response of Fig.2.15, following the
first impulse: (a) Relative displacement between nonlinear attachment and
the linear oscillator, (b) displacement of linear oscillator, (c) wavelet
spectrum of relative displacement, (d) wavelet spectrum of (c) on the
Hamiltonian FEP.
per IOM at t = 6.5s for the remainder of the cycle.
The third impulsive cycle is considered in Fig.2.19 and indicates similar
behavior to the second cycle, with consistent excitation of the high-frequency
dynamical instability associated with tracking by the dynamics of the upper
portion of the IOM. This further confirms the capacity of the strongly nonlin-
ear attachment to engage in sustained resonance scattering on the IOM in the
second impulsive excitation scenario. An additional series of experimental
tests similar to the one presented in Fig.2.17-Fig.2.19 were performed. The
high-frequency dynamical instability was readily repeatable, indicating that
sustained resonance scattering is robust in the impulsively forced system.
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CHAPTER 3
HIGH-FREQUENCY NONLINEAR
VIBRATION ENERGY HARVESTING
BASED ON A SYSTEM WITH
ELECTROMAGNETIC ELEMENTS
The work in this chapter expands upon the aforementioned results computa-
tionally and experimentally for a system of two coupled oscillators with es-
sential cubic stiffness nonlinearity and electromagnetic coupling. It is demon-
strated that the high-frequency instability can be experimentally obtained for
a system with moderate viscous damping subject to a single impulsive load,
and that this high-frequency instability corresponds to good energy harvest-
ing performance. The analysis is then expanded to consider the same system
under repeated impulsive forcing. This work demonstrates that repetitive
forcing places the system in a state of sustained high-frequency dynamic
instability, which is favorable for energy harvesting, as predicted initially
during the work presented in Section 4.1. This novel experimental apparatus
proves the superior energy harvesting ability of this system operating in the
high-frequency response regime.
3.1 System Modeling
We consider a nonlinear energy harvesting system (cf. Fig.3.1) composed of
a linear, lightly damped oscillator (primary system) coupled to a lightweight,
nonlinear, moderately damped oscillator (nonlinear energy sink, NES) via a
permanent magnet, inductance coil, and piano wire. The piano wire gener-
ates an essential cubic stiffness nonlinearity through geometric and kinematic
nonlinearities that arise due to transverse deformations, of the linear springs
with constants k2, relative to the direction of oscillation. The permanent
magnet and inductance coil produce a linear, electromechanical damping
term in the coupling, which is in addition to the linear viscous mechanical
damping inherent in the system. A perfectly cylindrical inductance coil and
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Figure 3.1: Configuration of the two coupled oscillators with essential
geometric nonlinearity and electromagnetic elements.
magnet are assumed for the model and resulting analysis. The total coupling
force can be expressed as
Fc = Fd + Fs + Fe = b2w˙ + k2z + bew˙ (3.1)
where b2 is the linear viscous damping coefficient, k2 is the axial stiffness of
the piano wire, and be is the electromechanically induced damping coefficient.
The absolute displacements of the primary system and NES are denoted by
y1 and y2, respectively. The relative displacement w is defined as y2−y1 with
time-derivative w˙, where ˙(·) ≡ d/dt. The force across the piano wire can be
expressed in terms of z, which is the axial displacement of the half-span of
the wire with undeformed length h. This axial displacement z of the wire
can be expressed in terms of the relative displacement w of the oscillators via
the strongly nonlinear relationship z =
√
w2 + h2. A force F (t) is applied
in the direction of oscillation to the primary system, which is grounded via
a linear spring of stiffness k1 and linear viscous damper with coefficient b1.
The masses of the primary system and NES are denoted as m1 and m2,
respectively.
The electromechanically-induced damping is well-defined by Kremer and
Liu in [31] and Beeby and O’Donnell in Chapter 5 of [33]. Faraday’s law
describes the electromotive force (emf) induced by a circuit as the time rate
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change of the magnetic flux linkage or
emf = −dφ
dt
(3.2)
where φ is the magnetic flux linkage. For a N turn coil, the induced emf is
defined as a function of the total flux linkage Φ as
emf = −dΦ
dt
= −N dφ
dt
(3.3)
The total flux linkage for a N turn coil is evaluated as the combination of
flux linkages for individual turns, i.e.
Φ =
N∑
i=1
∫
Ai
B(Ai) · dA (3.4)
where B denotes the magnetic field flux density for a given ith turn area
Ai. The area of the effective magnetic field depends on the magnet’s relative
position with respect to the coil w (axial dependence) and the size of the coil
in terms of its outer radius ro and inner radius ri (radial dependence). Lenz’s
law describes the electromagnetic force Fe as a function of the current in the
coil Q˙ and the transduction factor ke, or
Fe = keQ˙ (3.5)
The transduction factor is a function of the magnetic field flux density and
coil size, thus describing the strength of the electromechanical coupling. The
transduction factor can be defined as the change in total flux linkage as a
function of position,
ke =
dΦ
dw
(3.6)
Substituting the expression for the transduction factor in (3.6) into the ex-
pression for Faraday’s law in (3.3), the electomotive force can be described
as
emf = kew˙ (3.7)
Assuming a uniform flux density over the area of the coil and substituting
the expression in (3.4) into (3.6), the transduction factor can be reduced to
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the simple expression
ke =
Lwhc(ro − ri)
Ac
B (3.8)
where Lw is the length of the wire in the coil, hc is the axial length of the
coil, and Ac is the cross-sectional area of the coil, or Ac = pi(r
2
o − r2i ).
As seen in Fig.3.1, power is extracted from the mechanical system by con-
necting the coil to a fixed load resistance RL. The current is able to flow
through the coil and load resistance, creating its own magnetic field in op-
position to the field created by the permanent magnet. The coil inherently
contains its own resistance Rc and inductance Lc parameters. The electro-
magnetic force described in (3.1) and (3.6) is produced from the interaction
of the field from the induced current and the field from the permanent mag-
net, allowing the conversion of mechanical energy into electrical energy. The
voltage in the circuit due to the electromotive force can be described by
applying Kirchoff’s law to the system, i.e.
emf = LcQ¨+ (Rc +RL)Q˙ (3.9)
This expression (3.9) can be combined with (3.7) to express the current in
the system as
Q˙ =
ke
(Rc +RL)
w˙ − Lc
(Rc +RL)
Q¨ (3.10)
Wheeler in [43] provides an estimate for the coil inductance as
Lc =
(7.875× 10−6)(ro + ri)2N
13ro − 7ri + 9hc (3.11)
and the maximum coil impedance ZL can be estimated as
ZL = 2pifmaxLc (3.12)
where fmax is the maximum driving frequency (in Hz) imposed by the me-
chanical system. As will be shown later, the experimental coil inductance
and resulting coil impedance are negligible relative to the load resistance
used. Therefore the coil impedance is neglected in further analysis for sim-
plification. Using this assumption, (3.10) can be reduced to
Q˙ =
ke
(Rc +RL)
w˙ =
be
ke
w˙ (3.13)
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where the electromagnetic damping be is expressed as
be =
k2e
Rc +RL
(3.14)
The nonlinear equations of motion governing the dynamics of the har-
vesting device can finally be obtained by summing forces in the direction
of oscillation and expanding into Taylor series for the nonlinear terms. The
three governing equations are expressed as
m1y¨1 + b1y˙1 + k1y1 − (be + b2)w˙ − k2
h2
w3 = F (t) (3.15a)
m2(w¨ + y¨1) + (be + b2)w˙ +
k2
h2
w3 = 0 (3.15b)
Q˙− be
ke
w˙ = 0 (3.15c)
As seen in (3.15), the essential cubic stiffness nonlinearity appears in the
coupling stiffness.
The preliminary work in Chapter 2 theoretically and experimentally demon-
strated the ability of introducing high-frequency dynamic instability in the
same system but with the electric circuit removed. The work shows that the
transient damped dynamics of the system tracks the high-frequency IOM in
the frequency-energy plane when the primary system is subject to specific
impulse excitation magnitude. Bursts in the response of the NES arise at
bifurcation points along damped transitions in the neighborhood of the IOM,
resulting in strong energy transfers from the directly excited primary system
to the NES. This feature was exploited theoretically in Section 4.1 to produce
superior energy harvesting performance for the same system with piezoelec-
tric coupling elements and a simple circuit. The principal aim of our study
is to show experimentally that high-frequency dynamic instabilities in the
response of (3.15) exist and can provide an effective mechanism for vibration
energy harvesting.
The dynamics of the system (3.15) were first explored by introducing non-
dimensionalized parameters. This was carried out by scaling the time, dis-
placement, and charge variables as t = ctτ , y1 = cxx, w = cxu, and Q = cqq,
respectively. The normalization coefficients were chosen in a manner that
normalizes the linear and nonlinear stiffness parameters, as well as one of the
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circuit parameters. This scaling allows for computational study of the effects
of system damping and electromechanical coupling on the performance of the
harvester. The normalization coefficients are given by
ct =
√
m1
k1
, cx = h
√
k1m2
k2m1
, cq =
hk1m2
kem1
√
m2
k2
(3.16)
This analysis yields a simplified set of non-dimensional equations given by
x′′ + λx′ + x− µ[(β + ζ)u′ + u3] = γf(τ) (3.17a)
u′′ + x′′ + (β + ζ)u′ + u3 = 0 (3.17b)
q′ − βu′ = 0 (3.17c)
where γf(τ) ≡ F (t(τ)), (·)′ ≡ d/dτ , and the non-dimensional parameters are
defined as
µ =
m2
m1
, λ =
b1√
m1k1
, ζ =
b2
m2
√
m1
k1
,
β =
be
m2
√
m1
k1
, γ =
1
hk1
√
k2m1
k1m2
(3.18)
Within these nonlinear, non-dimensional equations of motion, the mass ratio
between the NES and the primary system is defined by µ, λ defines the
linear viscous damping in the primary system, ζ represents the linear viscous
damping in the coupling, β describes the electromechanical coupling for the
system, and γ defines the force magnitude.
A single impulsive excitation scenario is considered first in this work. The
harvesting system (3.17) is initially at rest at τ = 0−, in which the 0− denotes
the moment just prior to instantaneous zero. A single impulse γf(τ) = I˜0δ(τ)
is then applied to the system at τ = 0+. Using this assumption of an instan-
taneously applied force, the equations of motion (3.17) are complemented by
initial conditions
x(0+) = 0, x′(0+) = I˜0,
u(0+) = 0, u′(0+) = −I˜0,
q(0+) = 0 (3.19)
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and γ is effectively set equal to zero so that no additional forcing is applied
to the system. For further clarification, the instantaneously applied force is
being expressed as a velocity initial condition. Experimentally, the forcing
takes the shape of a half-sine wave pulse with a specific duration, which will
be explored in later sections. Recall that u′(τ) describes the non-dimensional
relative velocity between the oscillators. This condition must be defined as
above so that the initial velocity of the NES is zero.
The second excitation scenario considered studies the response of the sys-
tem (3.15) to repeated impulsive excitation of variable amplitude and fre-
quency. The forcing scenario will be described here in terms of the dimen-
sional system (3.15) for clarity. The oscillators are again initially at rest at
t = 0−, in which − and + will be used to denote the moments directly before
and after a designated time, respectively. The Dirac force described above
is applied to the linear oscillator at time t = 0+. The initial conditions are
thus adjusted to reflect this instantaneous forcing as
y1(0+) = 0, y˙1(0+) = I0,
w(0+) = 0, w˙(0+) = −I0,
Q(0+) = 0 (3.20)
It is noted here for clarification that w˙ corresponds to the relative velocity
between the NES and linear oscillator; therefore, the relative velocity must
be defined as in (3.20) so that the initial velocity of the NES is not incre-
mented by the impulse. The forcing frequency for application of impulses is
defined in this work as a function of the primary system fundamental period
T0 = 2pi(m1/k1)
1/2, or cycles of the linear oscillator. This impulse period
µT is thus defined as µT = tp/T0, where tp represents the duration of time
between application of consecutive impulses. For clarification, an impulse
period of µT = 10 defines a pulse train applied to the primary system every
10 fundamental periods with intensity I0. This forcing scheme is mathemat-
ically represented as
F (t, µT , I0) =
N∑
p=0
I0δ(t− ptp) (3.21)
where N represents the total number of applied impulses after the initial
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excitation. Under this excitation scenario, the pth impulse applied to the
primary system at time t = ptp+, p ≥ 1 corresponds to initial conditions
y1(ptp+) = y1(ptp−), y˙1(ptp+) = y˙1(ptp−) + I0,
w(ptp+) = w(ptp−), w˙(ptp+) = w˙(ptp−)− I0,
Q(ptp+) = Q(ptp−), p = 1, ..., N (3.22)
which are representative of the system directly after the application of the
impulse. As deduced from (3.22), the initial state of the system will differ
after each consecutive impulse depending upon the remaining mechanical
energy in the system at the time of the application of the pth impulse.
Energy harvesting performance measures can be defined for the system
(3.15) using energy and power expressions for use in later sections. For this
system, the instantaneous power generated by the harvesting device is a
function of the energy dissipated across the resistive element in the coupled
circuit, i.e.
P (t, I0) = RLQ˙
2 =
DimensionalPower︷ ︸︸ ︷[
h2k21m2
k2m1
√
k1
m1
]
︸ ︷︷ ︸
UnitsofWatts
·
[
µ
β
(q′)2
]
︸ ︷︷ ︸
Non−dimensionalPower
(3.23)
As seen in the above equation, the instantaneous power depends on the im-
pulse magnitude and the load resistance. As described earlier, the numerical
integration is performed using the non-dimensional system (3.17) and then
scaled back to the dimensional system (3.15) using the scaling parameters
(3.16). The total energy harvested Eh for the p
th impulse of magnitude I0
can be expressed as the time integral of the non-dimensional power during
the forcing interval of interest with proper scaling, i.e.,
Eh(p, µT , I0) =
DimensionalEnergyHarvested︷ ︸︸ ︷[
h2k21m2
k2m1
]
︸ ︷︷ ︸
UnitsofJoules
·
[∫ (p+1)τp
pτp
µ
β
(q′(τ))2dτ
]
︸ ︷︷ ︸
Non−dimensionalEnergyHarvested
(3.24)
The energy harvesting efficiency ηh for the p
th impulse forcing period can then
be defined in this work as the energy harvested during the pth impulse (3.24)
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of magnitude I0 normalized by the kinetic energy input into the primary
system at time t = ptp+, i.e.
ηh(p, µT , I0) =
Eh(p, µT , I0)
1
2
m1(I0)2
× 100% (3.25)
As mentioned above, the principal goal of this work is to experimentally
demonstrate that effective energy harvesting can be achieved by inducing
high-frequency instability of the NES. The dynamics of the underlying Hamil-
tonian system are discussed in the next section for the experimental appara-
tus and its inherent parameters. This is necessary to study the mechanism
governing the instability and promoting good energy harvesting performance.
3.1.1 Underlying Hamiltonian Dynamics
The dynamics of the underlying Hamiltonian system derived from (3.15) can
be depicted in a frequency energy plot - FEP, which is thoroughly explained
in Section 1.2. The underlying Hamiltonian system is obtained by remov-
ing the damping, electrical, and forcing terms from (3.15); i.e., by setting
b1 = b2 = be = F (t) = 0. The frequency-energy plane provides a visual
method by which branches of periodic and quasi-periodic orbits of the un-
derlying Hamiltonian system can be expressed over varying energy levels.
Transitions between various branches of the FEP are realized in the tran-
sient response of the system (3.15) due to the non-conservative terms in the
original equations of motion. Wavelet spectral analysis can be performed
by taking the Morlet wavelet transform of a time-history response of the
system (3.15). The wavelet transform is a dynamic time-frequency analysis
tool, which is more appropriate than the fast Fourier transform for station-
ary signal analysis. The resulting wavelet spectra can then be superimposed
on the Hamiltonian FEP or plotted versus time to reveal the transitions be-
tween branches in the transient response. This methodology is based on the
assumption that the conservative elements of the Hamiltonian system gov-
ern which branch is ”visited” by the system for a given energy input, and
the non-conservative elements govern the transitions between branches. For
clarification, the damping in the system provides purely parasitic dynamical
effects; i.e., damping doesn’t introduce any new dynamics into the underlying
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Figure 3.2: Frequency-energy plot of the underlying Hamiltonian system
(3.15) derived from experimental parameters presented in Table 3.2.
Hamiltonian system.
The FEP for the underlying Hamiltonian system is shown in Fig.3.2 for the
experimental parameters (m1, k1,m2, k2) identified in Table 3.2 from Section
3.2.2. The horizontal dotted line at approximately 8.42Hz corresponds the
natural frequency of the primary system. Two global backbone branches de-
noted S11± are then defined over broad frequency and energy ranges. These
branches correspond to in-phase and out-of-phase periodic orbits in 1:1 res-
onance, respectively. For clarification, these are periodic orbits in which the
primary system and the NES oscillate at the same fundamental frequency.
The FEP in Fig.3.2 also contains two subharmonic tongues, denoted S13
and S15, extending horizontally from the S11+ backbone. These tongues
correspond to 1:3 and 1:5 internal resonances, respectively, between the NES
and the primary system. These subharmonic internal resonances indicate
slower oscillations (lower frequency) of the NES with respect to the primary
system. Conversely, superharmonic internal resonances also exist for this sys-
tem, although they are not depicted in the FEP presented in Fig.3.2. These
superharmonic tongues would extend horizontally from the S11− backbone,
indicating resonances in which the NES oscillates faster (higher frequency)
than the primary system. As discussed in Section 3.2.2, a countable infinity
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of periodic orbits exist in the underlying Hamiltonian system. These occur in
pairs of Snm in-phase/out-of-phase subharmonic and superharmonic tongues
(n:m internal resonance) that exist over finite energy ranges.
The impulsive orbits manifold contains another class of solutions in the
FEP. These solutions are composed of a countable infinity of periodic or-
bits and an uncountable infinity of quasi-periodic orbits of the Hamiltonian
system. These impulsive orbits correspond to impulsive excitation of the
primary system as outlined according to initial conditions in (3.19). The
previous work in Chapter 2 indicates that orbits of the lightly damped sys-
tem in the neighborhood of the high-frequency IOM result in strong energy
transfers from the primary system to the nonlinear attachment, which is ben-
eficial for harvesting energy from the NES. These strong energy transfers take
the form of ”transient bursts” (instabilities) in the response of the nonlin-
ear attachment, which arise at bifurcation points along damped transitions
near the IOM. These bursts have been indicated in some works [44, 45] as
resembling self-excited resonances.
3.2 Single Impulse
This section initiates the computational study of the damped dynamics of
system (3.17) by performing numerical simulations for a single impulse of
various magnitudes applied to the primary system. The effect of changing
the electromechanical coupling and circuit load resistance will be explored,
as well as determination of physical parameters for the experimental system.
Wavelet analysis will be performed on the transient response of the system
and then compared to the energy harvesting efficiency defined in (3.25) to
show that these high-frequency transitions can lead to effective energy har-
vesting.
3.2.1 Computational Study
The computational study of system (3.17) is initiated by considering a sin-
gle impulsive input to the primary system according to (3.19) and studying
the resulting damped transitions via wavelet analysis, as described in the
previous section. The numerical simulations carried out in this section are
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performed with several parameters resulting from an experimental appara-
tus derived and constructed from the previous apparatus from Section 2.3.
The experimental apparatus used in this study can be seen in Fig.3.9 and is
described in more detail in Section 3.2.2.
A system identification was performed initially for the mechanical param-
eter values governing the experimental apparatus so that the computational
study could begin with these as a baseline. Linear modal analysis was per-
formed on the primary system alone to extract the parameter values b1 and k1.
Nonlinear system identification utilizing the restoring force surface method
[41, 42] was performed on the attachment alone to extract the parameter
values b2 and k2. The primary system and NES masses were weighed to
determine m1 and m2, respectively, and the piano wire half-span length was
measured to determine h. These seven mechanical parameter values are pre-
sented in Table 3.2.
As derived in (3.18), the resulting non-dimensional mechanical system pa-
rameters can be determined from the identified physical parameter values.
The non-dimensional system parameters are presented in Table 3.1. As seen
from (3.18), the mass ratio µ and damping terms λ and ζ correspond to the
mechanical parameters, leaving the electromechanical coupling coefficient β
as the only unknown design parameter for the system (3.17). This electrome-
chanical coupling coefficient is primarily dependent upon the transduction
factor ke, which is determined by the coil construction and permanent mag-
net selection. As described in [18, 25], optimized energy harvesting efficiency
can be achieved with proper tuning of the electrical circuit parameters. While
system optimization is not specifically the goal in this study, parameter opti-
mization can be easily explored with the simplified non-dimensional system
(3.17).
The total non-dimensional energy harvested from (3.24) and the energy
harvesting efficiency (3.25) were considered when determining system per-
formance for a range of electromechanical coupling and impulse magnitude
values. Appropriate parameter ranges were established according to physi-
cal limitations of the experimental apparatus, and then expanded to include
other possible outcomes for future apparatus optimization. Contour plots
were developed for an electromechanical coupling range β = [0.01 − 1.00]
with step ∆β = 0.01 and impulse magnitude range I˜0 = [0.05−10] with step
∆I˜0 = 0.05. The system (3.17) was numerically integrated with initial con-
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Figure 3.3: (a) Total non-dimensional energy harvested and (b) energy
harvesting efficiency for a simulation time of τf = 110 as a function of I˜0
and β.
ditions (3.19) for each (β, I˜0) parameter pair for a given time period τf . The
resulting time series was post-processed to produce performance contours
based on energy measures (3.24) and (3.25).
The system is integrated for a simulation time of τf = 110, which cor-
responds physically to approximately tf = 2.0 seconds. Contour plots for
performance measures described in (3.24) and (3.25) are depicted in Fig.3.3.
As indicated by Fig.3.3a, the total energy harvested is strongly dependent
upon the energy level at which the system operates, or the excitation magni-
tude, which is expected for strongly nonlinear systems. Recall from Fig.3.2
and the discussion in Section 3.1.1, that the initial energy state of the pri-
mary system dictates which orbits are ”experienced” by the system. The
work in Chapter 2 indicated that high initial energy states under the initial
conditions (3.19) correspond to high-frequency dynamic instabilities in the
neighborhood of the upper IOM. These high-frequency transitions provide
for good energy harvesting performance, and are thus predicted in this case
to be the driving mechanism behind the response. The contour in Fig.3.3a
also indicates that total energy harvested depends moderately upon the elec-
tromechanical coupling parameter. The contour in Fig.3.3b denotes the im-
portance of the electromechanical coupling parameter, which strongly dic-
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tates the energy harvesting efficiency. Plateaus of increasing efficiency exist
for discrete ranges of electromechanical coupling and for the entire range of
impulse magnitudes studied. It should be noted that these findings depend
on the non-dimensional time parameter τ , or the time interval of computa-
tion for harvesting measures (3.24) and (3.25). It is intuitive that energy can
continue to be harvested until the system comes to rest. Studying individual
time histories at discrete points in these contours can provide more insight
into the dependence on time.
The dynamics governing various regimes of the contours presented in Fig.3.3
can be studied in detail by using wavelet analysis to analyze the nonlinear
transient response of the system. High-frequency transient resonance cap-
tures are predicted for large impulse magnitudes and for any electromechan-
ical coupling. The response of system (3.17) for a non-dimensional impulse
magnitude of I˜0 = 9 is examined for system parameters listed in Table 3.1
and electromechanical coupling β = [0.1, 0.9]. As deduced form Fig.3.3, these
parameter combinations will provide insight into low and high harvesting ef-
ficiency regimes and for large total energy harvested. These responses are
depicted in Fig.3.4 and Fig.3.5.
The response of the system for β = 0.1 and I˜0 = 9 is shown in Fig.3.4.
As seen in Fig.3.3b and Fig.3.4e, this system response corresponds to an
overall energy harvesting efficiency of approximately 13%, in which 7% of
the harvesting occurs within the first ∼ 5 simulation time units. Examina-
tion of the multi-frequency time history in Fig.3.4c and relative displacement
wavelet in Fig.3.4d reveals the dynamics during the first ∼ 5 simulation time
units. As seen clearly in Fig.3.4d, the transient response of the NES initially
occurs in the neighborhood of high-frequency superharmonic tongues in the
vicinity of the upper branch of the IOM. This is indicated by the dominant
high-frequency harmonics in the initial, highly energetic phase of the rela-
tive response. As mentioned earlier, the primary system was scaled so that
it has a fundamental frequency of unity, as seen in Fig.3.4a and Fig.3.4b.
Frequency transitions above unity correspond to motions in which the NES
oscillates faster than the primary system, which is beneficial to energy har-
vesting. Following the high-frequency TRCs, the dynamics of the system
transition to the lower-frequency S11+ backbone branch, where energy is
further harvested at a slower rate or dissipated via the viscous damping in
the oscillators. To reiterate, these high-frequency TRCs are possible due to
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Figure 3.4: (a) Primary system displacement time history, (b) primary
system displacement wavelet, (c) relative displacement time history, (d)
relative displacement wavelet, and (e) energy harvesting efficiency measure
(3.25) for system (3.17) with I˜0 = 9 and β = 0.1.
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Figure 3.5: (a) Primary system displacement time history, (b) primary
system displacement wavelet, (c) relative displacement time history, (d)
relative displacement wavelet, and (e) energy harvesting efficiency measure
(3.25) for system (3.17) with I˜0 = 9 and β = 0.9.
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the intentional strong cubic nonlinearity imposed in the coupling of the NES.
The response of the system for β = 0.9 and I˜0 = 9 is shown in Fig.3.5,
which exhibits similar high-frequency TRCs as those presented in Fig.3.4.
As seen in Fig.3.5e, approximately 15% of the total 47% harvested energy
now occurs within the first ∼ 5 simulation time units. Examination of the
relative displacement wavelet in Fig.3.5d clearly indicates that the dynamics
track high-frequency TRCs in the neighborhood of the upper branch of the
IOM within the first ∼ 5 time units. Similar to the response depicted in
Fig.3.4, the dynamics of the system transition to the lower-frequency S11+
backbone branch after the high-frequency TRCs die out. Energy is again
passively dissipated and harvested at a slower rate until the system comes
to rest. The effect of the increased electromechanical coupling in Fig.3.5e is
evident when compared to Fig.3.4e. The total energy harvesting efficiency
increases from 13% to 47% when the electromechanical coupling increases
from 0.1 to 0.9. In addition, the time to maximum obtained efficiency or
equilibrium system conditions decreases from 110 time units to 80 time units
with increased electromechanical coupling. However, the high-frequency dy-
namic instability depends on the initial energy state of the system rather
than the electromechanical coupling.
A similar analysis was carried out for lower impulse magnitude regions of
the contours presented in Fig.3.3. For impulse magnitudes I˜0 <∼ 4 and any
electromechanical coupling β, the dynamics of the system initiate on and re-
main tracking the S11+ backbone branch for the duration of the simulation.
While the system remains in motion during this tracking, energy is harvested
at a rate similar to that presented in Fig.3.4e and Fig.3.5e during S11+
tracking. This defines an important general magnitude threshold for excit-
ing high-frequency dynamic instability in the system, which is similar to the
work presented in Chapter 2. This magnitude threshold can be scaled back
to the physical primary system initial velocity value as y˙1(0) = I˜0 ·cx/ct = I0,
which indicates the initial energy level required to excite the experimental
apparatus into high-frequency instability.
This previous analysis is important for the design and fabrication of the
induction coil and selection of the permanent magnet, which determines the
transduction factor ke, the electromagnetic damping be, and thus the non-
dimensional electromechanical coupling coefficient β. Physical limits are im-
posed on the transduction factor value via the size of the inductance coil
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Figure 3.6: (a) Transduction factor (Tm) and (b) non-dimensional
electromechanical coupling for an orthogonal fill factor inductance coil of
thickness hc and outer radius ro. The pink star denotes the targeted
parameter values for the coil in the experimental apparatus.
and the magnetic field flux density inherent to the permanent magnet, as
indicated in (3.8). As described earlier, the primary goal of this study is to
experimentally demonstrate the effect of high-frequency dynamic instability
on energy harvesting rather than strictly optimizing the system for harvest-
ing energy, which provides some freedom in the design and fabrication of
the induction coil. Detailed information regarding the inductance coil con-
struction and permanent magnet selection will be described in Section 3.2.2;
however, the analysis behind the construction and parameter identification
will be discussed here next.
The inductance coil used in the experimental apparatus (cf. Fig.3.9) was
wound assuming an orthogonal fill factor, as described in [33]. The fill factor
encompasses tightness of winding, insulation thickness, and winding shape,
which essentially determines the efficiency of the coil. This orthogonal fill
factor corresponds to a coil efficiency of ∼ 80%, and is obtainable practically
with careful coil wrapping. Physically, the orthogonal fill factor describes
coil winding in which each new turn of wire lies directly on top of the wire
turn below it and perfectly in line with the wire turn next to it. Using this
assumption, contour plots can be constructed to estimate the transduction
76
Table 3.1: Non-dimensional parameters for the system (3.17)
Parameter Value
µ 0.1850
λ 0.0059
ζ 0.6653
β 0.1018
γ 0.0000
factor (cf. Fig.3.6a) and non-dimensional electromechanical coupling param-
eter (cf. Fig.3.6b) for specific coil dimensions. As seen in Fig.3.6, the outer
radius and coil thickness of the wire wrapping can be varied to determine the
parameter values from (3.8) and (3.18). The minimum and maximum coil
dimensions are constrained by the spool geometry used in the experimental
apparatus.
As deduced from Fig.3.6a, the transduction factor is strongly dependent
upon the coil thickness relative to the coil radius. This indicates that the
length (surface area) of the magnetic field induced by the coil is more impor-
tant in the electromechanical coupling than the radial thickness of the mag-
netic field. Therefore the full thickness of the spool (16mm) was wrapped
when constructing the coil to maximize the transduction factor for a given
length of wire, which leads to a given coil resistance and coil inductance. As
seen in Fig.3.6b, this also serves to maximize the electromechanical coupling
parameter, which was investigated in Fig.3.3. Recall from the derivation
in Section 3.1 that the coil inductance Lc (3.11) and resulting impedance
ZL (3.12) can be estimated from the coil dimensions. In addition the coil
inductance was assumed to be negligible in the analysis outlined following
(3.13). Therefore the coil dimensions have self-imposed physical limitations
to maintain the assumptions from Section 3.1.
From the analysis deduced from Fig.3.3 and Fig.3.4, a coupling parameter
of β = 0.1 was deemed acceptable to show the effects of high-frequency dy-
namic instability on energy harvesting capability while keeping the coil con-
struction simple and maintaining the assumptions from Section 3.1. There-
fore as indicated by Fig.3.6b, the coil must have a thickness of 16mm, inner
radius of 14mm, and outer radius ∼ 20mm. This design criteria is marked
by a pink star in Fig.3.6. The coil was wound with N = 819turns to achieve
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Figure 3.7: Model for the configuration of the system used to identify the
transduction factor.
these dimensions. The coil resistance, measured with an ohmmeter, can be
seen in Table 3.2. The coil inductance and impedance were determined from
(3.11) and (3.12), respectively, assuming a maximum system frequency of
25Hz. The resulting induction impedance was indeed negligible relative to
the coil resistance at ZL = 0.1mΩ.
The coil parameters were identified and confirmed experimentally by com-
paring a simple constrained experimental system to the corresponding nu-
merical system, which is depicted in Fig.3.7 and expressed as
mx¨+ bx˙+ bex˙+ kx = X0 sin(Ωt) (3.26a)
Q˙− be
ke
x˙ = 0 (3.26b)
The permanent magnets were attached to an APS Dynamics ELECTRO-
SEIS R©Model 400 long-stroke shaker via a rigid rod, and the fully constructed
induction coil was rigidly fixed to an optical table separate from the shaker.
The magnets were aligned within the coil as they would be during the har-
vesting experiment, or such that there would be a constant magnetic field for
each half oscillation. Displacement data was collected for this constrained
system with the shaker operating at 10Hz and 1.5mm displacement. Voltage
data was collected across a load resistance of RL = 47Ω. The corresponding
numerical system was constrained similarly for the same input conditions
and load resistance. The transduction factor was varied until the numer-
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Figure 3.8: Comparison of numerical and experimental results for
identification purposes of the transduction factor ke: depicted as (a) full
displacement times series, (b) zoomed in displacement time series, (c)
energy harvested versus time, and (d) output voltage time series.
ical harvested energy was the same as the experimental harvested energy.
The resulting transduction factor and electromagnetic damping parameters
are outlined in Table 3.2. The comparison of experimental data from the
setup modeled by Fig.3.7 with the numerical simulation data from system
(3.26) with ke = 11Tm is depicted in Fig.3.8. As seen in Fig.3.8a,b, the
displacement magnitudes of the numerical and experimental systems corre-
spond strongly. Fig.3.8c depicts the same energy harvesting rate for the two
systems and Fig.3.8d depicts similar voltage output. The analysis here vali-
dates the transduction factor, which is within the range estimated in Fig.3.6
for the constructed induction coil dimensions.
The final non-dimensional electromechanical coupling parameter β can
thus be computed, which is shown in Table 3.1. It should be noted that
the electromechanical parameter values presented in Table 3.1 and Table
3.2 have strong correspondence to the targeted design parameter values pre-
sented in Fig.3.6, validating the assumptions, design, and construction of the
coil.
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Figure 3.9: Experimental realization of the system depicted in Fig.3.1.
Motivated by the previous computational results that theoretically pre-
dicted high-frequency dynamic instability of the system, an experimental
study was carried out in order to confirm the prediction. The result of this
study is evaluated in the next section.
3.2.2 Experimental Study
The experimental apparatus is presented in Fig.3.9. The primary system
is denoted in the figure as the linear oscillator (high-density polyethylene
mounting mass), piano wire (aluminum cross-bar beam and steel wire), and
inductance coil (copper coil and aluminum mount). The primary system is
grounded to an optical table via two thin steel rectangles, which provide for
the linear grounding stiffness and light viscous damping. The lightweight
nonlinear attachment (NES) is composed of the permanent magnets, collar
mounts, and a steel rod, which is supported by two linear roller bearings
in each aluminum upright at the ends of the HDPE mounting mass. Addi-
tional damping in the coupling arises from the interaction of the rod with
the bearings, which is approximated as linear viscous damping rather than
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coulomb damping. The NES is coupled to the primary system via a piano
wire of diameter 0.5mm, which is physically attached to the NES via the col-
lar mounts. These collar mounts also serve to precisely hold the permanent
magnets in place. As seen in Fig.3.9, the piano wire is oriented perpendicu-
lar to the direction of motion of the attachment, through which the resulting
transverse deflection gives rise to a dominant third order essential stiffness
nonlinearity (cubic nonlinearity). The piano wire is mounted in the cross-
bar beam such that there is no pretension in the wire, minimizing any linear
components in the coupling stiffness.
The inductance coil is constructed within a HDPE spool of inner ra-
dius ri = 14mm. As described in Section 3.2.1, the coil is wrapped with
N = 819turns to achieve a thickness of hc = 16mm and outer radius
ro = 20mm, which provides the desired electromechanical coupling. The
coil was wound by while striving to maintain the orthogonal fill factor, as
described in the last section. Enameled AWG 30 copper wire is used to max-
imize turns while minimizing coil resistance. Two cylindrical neodymium
(NdFeB) permanent magnets with dimensions 25.4mm outside diameter and
25.4mm length are used to create a uniform magnetic field within the coil.
Neodymium magnets provide a strong magnetic field flux density for their
size; the selected magnets provided a flux density of B = 1.32T . The coil
leads are connected to a breadboard and placed in series with a simple resis-
tor, which functions as the load resistance for computing energy harvesting
capability. The experimentally identified parameters for the physical appara-
tus from Section 3.2.1 are summarized in Table 3.2. This system is modeled
numerically as described by (3.15).
Impulsive forces are applied to the linear oscillator by use of an instru-
mented PCB 086D20 modal hammer with a hard plastic tip with the sys-
tem initially at rest, striving to replicate the initial conditions imposed in
(3.19). Absolute velocity time series measurements of the two oscillators
are recorded using two Polytec PSV laser vibrometers with a sampling fre-
quency of SF = 8.192kHz over a period of tf = 2.0s. Voltage time series
measurement is taken across the load resistance, which could later be used to
compute output power from the harvesting elements. The data acquisition
is synchronized using the modal hammer as the trigger to start acquisition,
with a small pretrigger time of 196ms. This synchronized measurement of the
response of the system is important for accurate computation of the relative
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Table 3.2: Dimensional parameters for the experimental apparatus
described by system (3.15)
Parameter Value
m1 1.535 kg
b1 0.480 Ns/m
k1 4300 N/m
m2 0.284 kg
b2 10.0 Ns/m
k2 322,647 N/m
h 0.133 m
be 1.53 Ns/m
ke 11 Tm
Rc 32.1 Ω
RL 47 Ω
displacement wavelet spectra by eliminating any phase-mismatch in the mea-
surements. The raw velocity time series data is numerically integrated during
post-processing to obtain absolute displacement time series data for each of
the oscillators. The wavelet spectra are computed during post-processing
from the time series data as in the computation study.
A series of ten experimental trials were conducted using the apparatus
and measurement scheme described above. The trials covered a wide range
of excitation magnitudes corresponding to the range explored in the non-
dimensional system (3.17) from Section 3.2.1. This range spanned I0 =
[0.5 − 1.2]m/s, which was determined from the maximum velocity of the
primary system directly following the impulse from the modal hammer. The
average width of the half-sine pulse provided from the modal hammer was
∼ 1.8ms. Recall that the forcing in the non-dimensional system (3.17) was
assumed to be Dirac in nature, so a minimized pulse width from the hammer
excitation was important to approaching this assumption in the numerical
system.
This work seeks to expand the following results into a study of this system
under repeated impulse excitation to maintain energy harvesting from high-
frequency instability. To enhance this effort, the experimental results are
compared to the corresponding numerical system (3.15). The corresponding
numerical system is simulated using the forcing data from the modal hammer
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Figure 3.10: (a) Experimental and (b) numerical energy harvesting
performance over time for various impulse magnitudes. Energy harvesting
performance evaluated from (3.24) is presented in Joules.
in the experimental trials as a means to validate the parameter identifica-
tion from Section 3.2.1. The numerical system is further explored using the
Dirac forcing assumption, as is done for the non-dimensional system (3.17)
in Section 3.2.1. This will allow for accurate exploration of the numerical
system (3.15) forced by repetitive impulses in the next work if there is good
correspondence between the experimental and numerical responses.
Performance contour plots for the system (3.15) are developed experimen-
tally and numerically (Dirac forcing) using energy harvesting measure (3.24)
reported in Joules. These results are presented in Fig.3.10. While Fig.3.10b
is constructed ”smoothly” for impulse values discretized as ∆I0 = 0.01 for
the whole range presented, there is some degree of interpolation in the data
presented in Fig.3.10a due to a larger discretization ∆I0 from only perform-
ing ten experimental trials. This figure is analyzed by focusing on horizon-
tal ”slices” in the contour and deducing the rate at which energy is being
harvested. The pretrigger imposed in the data collection accounts for the
first ∼ 0.2s of no harvesting in Fig.3.10a, whereas the Dirac forcing used in
Fig.3.10b initiates harvesting at the onset of the simulation. As deduced from
Fig.3.10, the harvesting performance (3.24) from the experimental appara-
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Figure 3.11: (a) Primary system displacement time history, (b) primary
system displacement wavelet, (c) relative displacement time history, (d)
relative displacement wavelet, and (e) energy harvesting performance
measure (3.24) for the experimental apparatus presented in Fig.3.9 subject
to low intensity impulsive excitation of magnitude I0 = 0.54m/s from
modal hammer.
tus has strong qualitative and quantitative correspondence to the harvesting
performance from the numerical system (3.15). As seen in Fig.3.10a, the ap-
paratus harvests more energy at a faster rate for higher impulse magnitudes,
which was predicted in Section 3.2.1 (cf. Fig.3.3 and Fig.3.5). The contour in
Fig.3.10a indicates a maximum experimentally harvested energy of ∼ 70mJ
over a duration of ∼ 1.0s, providing an average output power of ∼ 70mW .
It is again predicted that this superior performance at higher energy levels
is due to the presence of the high-frequency TRCs in the response of the
system. For these large impulse excitations, the system harvests energy for
∼ 1.0s before most likely coming to rest, which is indicated experimentally
and numerically by Fig.3.10. The performance of the experimental apparatus
can be analyzed further by investigating the time series and wavelet spectra
for individual trials.
The response of the experimental apparatus shown in Fig.3.9 for a low
impulse intensity of I0 = 0.54m/s is presented in Fig.3.11. As seen in
Fig.3.11a,b, the primary system oscillates at its fundamental frequency of
8.4Hz before eventually coming to rest. As seen in Fig.3.11c,d, the NES
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Figure 3.12: (a) Primary system displacement time history, (b) primary
system displacement wavelet, (c) relative displacement time history, (d)
relative displacement wavelet, and (e) energy harvesting performance
measure (3.24) for the experimental apparatus presented in Fig.3.9 subject
to high intensity impulsive excitation of magnitude I0 = 1.19m/s. from
modal hammer
simply engages in 1:1 internal resonance capture with the primary system
before coming to rest after ∼ 0.4s. The energy input into the linear os-
cillator isn’t large enough to excite the high energy solutions presented in
Fig.3.2. The apparatus exhibits poor energy harvesting performance in this
case, as seen in Fig.3.11e. A maximum energy of 11mJ is harvested slowly
for a duration of ∼ 0.4s, resulting in an average power of ∼ 27.5mW . This
performance is predicted in the non-dimensional study presented in Section
3.2.1, which is confirmed here experimentally.
A much different response is obtained for stronger applied impulses. The
response of the experimental apparatus for a high impulse intensity of I0 =
1.19m/s is presented in Fig.3.12. As with the low intensity impulse shown in
Fig.3.11a, the primary system oscillates at its fundamental frequency before
coming to rest, as indicated by Fig.3.12a,b. This behavior is predicted by the
non-dimensional system (3.17) for any magnitude impulse excitation. This
indicates that the attachment doesn’t affect the underlying dynamics of the
primary system, rather just the rate at which energy is removed from the
primary system. As seen in the relative displacement time series in Fig.3.12c
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and more clearly in the relative displacement wavelet in Fig.3.12d, the NES
initially engages in high-frequency TRCs with the primary system in the
neighborhood of the upper branch of the IOM within the first ∼ 0.4s. This
high-frequency TRC occurs in the neighborhood of the 2:1 superharmonic
internal resonance tongue, as indicated by the frequency content of ∼ 16Hz
in Fig.3.12d. The corresponding energy harvested during the first ∼ 0.4s
can be deduced from Fig.3.12e, which indicates 55mJ of energy is harvested
with a resulting average power of ∼ 137.5mW . The initial energy input into
the primary system is now large enough to excite the high energy solution
presented in Fig.3.2. As energy is removed via harvesting and passive dis-
sipation, the system cannot remain operating in the high-frequency solution
regime, which is indicated by Fig.3.12d. As seen in the figure, the NES tran-
sitions to the S11+ branch after ∼ 0.4s, engaging in 1:1 internal resonance
capture with the primary system. Similar to the performance presented in
Fig.3.11d,e, energy is harvested at a slower rate for an additional ∼ 0.7s
during the 1:1 internal resonance capture, as deduced from Fig.3.12d,e. A
maximum energy of 72mJ is harvested for a total duration of 1.1s, resulting
in a total average power of 65.5mW . This performance is predicted in the
non-dimensional study presented in Section 3.2.1, which is confirmed here
experimentally. This increased energy harvesting performance during high-
frequency TRCs is the primary goal of this study and is now confirmed here
for a novel experimental apparatus.
As discussed earlier, another goal of this study is to validate the identified
parameters from Table 3.2. This is accomplished in the analysis that follows
by comparing the experimental system response presented in Fig.3.12 with
the corresponding numerical system (3.15) response utilizing the experimen-
tal forcing data. The system (3.15) is integrated numerically for tf = 2.0s
using the large impulse intensity of I0 = 1.19m/s, which is presented in
Fig.3.13. Similar to the experimental apparatus, Fig.3.13a,b indicates that
the primary system oscillates at its fundamental frequency before coming to
rest. Again similar to the experimental apparatus, Fig.3.13c,d indicates that
the NES initially engages in high-frequency TRCs with the primary system
in the neighborhood of the upper branch of the IOM within the first ∼ 0.3s.
The transitions depicted in Fig.3.12d and Fig.3.13d vary slightly in that the
experimental system shows dominant transition on the 2:1 superharmonic
tongue while the numerical system shows transitions near the 3:1 and 2:1 su-
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Figure 3.13: (a) Primary system displacement time history, (b) primary
system displacement wavelet, (c) relative displacement time history, (d)
relative displacement wavelet, and (e) energy harvesting performance
measure (3.24) for the numerical system (3.15) subject to high intensity
impulsive excitation of magnitude I0 = 1.19m/s provided from
experimental data collected from the modal hammer. Figure generated
using numerical simulation with experimental forcing data.
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Figure 3.14: (a) Primary system displacement time history, (b) primary
system displacement wavelet, (c) relative displacement time history, (d)
relative displacement wavelet, and (e) energy harvesting performance
measure (3.24) for the numerical system (3.15) subject to high intensity
impulsive excitation of magnitude I0 = 1.19m/s provided from a pulse of
Dirac nature. Figure generated using purely numerical simulation.
perharmonic tongues within the first ∼ 0.3s. This slight variation in TRCs
doesn’t persist long enough to have a profound effect on the energy har-
vested before the NES transitions to the S11+ branch, as indicated by the
similar energy harvesting capability in Fig.3.12e and Fig.3.13e. Comparing
Fig.3.12a and Fig.3.13a, it can be seen that the numerical system experiences
higher initial displacements than the experimental system for the first few
cycles. The passive viscous damping in the experimental apparatus may be
slightly greater than identified and used in the numerical system, allowing
for different frequency transitions. This could also be the effect of coulomb
friction present in the experimental system at the bearing and rod interface.
Nevertheless, it is concluded here that the identified parameter set presented
in Table 3.2 is validated. Numerical simulations of system (3.15) utilizing
lower intensity impulse data from the experiments continues to show good
quantitative and qualitative correspondence between the results.
It serves to now accurately explore system (3.15) numerically using a se-
ries of Dirac pulses and thus construct a baseline for future experiments. It
must be shown that the Dirac pulse assumption is a good approximation of
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the experimental forcing. This is accomplished in the analysis that follows
by comparing the experimental system response presented in Fig.3.12 with
the corresponding numerical system (3.15) response utilizing Dirac forcing.
The system (3.15) is integrated numerically for tf = 2.0s using the large
impulse intensity of I0 = 1.19m/s, which is presented in Fig.3.14. Similar to
the experimental apparatus, Fig.3.14a,b indicates that the primary system
oscillates at its fundamental frequency before coming to rest. Again similar
to the experimental apparatus, Fig.3.14c,d indicates that the NES initially
engages in high-frequency TRCs with with the primary system in the neigh-
borhood of the upper branch of the IOM within the first ∼ 0.2s. The TRCs
depicted in Fig.3.12d and Fig.3.14d are similar in that both exhibit domi-
nant transitions on the 2:1 superharmonic tongue, but the transitions vary
in length of time captured. Fig.3.14d depicts a faster transition to the 1:1
internal resonance branch than that presented in Fig.3.12d. This is most
likely due to the difference in actual energy input into the system between
the two forcing schemes. The excitation magnitude is based on the maximum
velocity of the linear oscillator directly following the impulse, rather than the
energy in the actual transmitted pulse. Dirac forcing assumes an infinitesi-
mally small pulse width, while the experimental forcing has an average pulse
width of ∼ 1.8ms. Therefore the energy imparted into the system due to the
Dirac forcing is conservative compared to the energy imparted into the sys-
tem due to the experimental forcing from the modal hammer. This is evident
in the overall lower energy harvested from the Dirac forcing (cf. Fig.3.14e)
when compared to the overall higher energy harvested from the experimental
apparatus (cf. Fig.3.12e). The characteristic increase in energy harvesting
performance during high-frequency TRC is still present in Fig.3.14e for the
Dirac forcing, which is most important for these purposes. Nevertheless, it
is concluded here that the Dirac forcing scheme is an acceptable approxima-
tion of the experimental forcing from the modal hammer, with the energy
consideration taken into account. Numerical simulations of system (3.15)
utilizing lower intensity Dirac impulses continues to show good quantitative
and qualitative correlation between the results.
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3.3 Repeated Impulses
Motivated by the previous numerical and experimental results indicating su-
perior energy harvesting performance due to harvesting during high-frequency
instabilities induced by a single impulse, the work is now expanded to the
same system (3.15) subjected to repeated impulses (3.21). The ability of the
mechanical system to engage in sustained high-frequency dynamic instabil-
ity was shown in Chapter 2. It is predicted theoretically in Section 4.1 that
harvesting energy during this sustained high-frequency response will result
in superior harvesting capability. The results of this study are discussed in
this section.
3.3.1 Computational Study
The system (3.15) is analyzed in this section utilizing the experimental sys-
tem parameters presented in Table 3.2, which were previously identified and
validated during the work in Section 3.2.2. The system is subjected to the
repeated impulsive forcing scheme (3.21) for various amplitudes and frequen-
cies. The wavelet spectral analysis and energy harvesting performance mea-
sures described in (3.23), (3.24), and (3.25) are used to predict the harvesting
capability of the experimental apparatus, which is depicted in Fig.3.9 and
described in more detail in Section 3.3.2.
Analysis was performed for system (3.15) subject to a range of impulse
periods µT and forcing amplitudes I0. The energy harvested per impulse
(3.24) and energy harvesting efficiency per impulse (3.25) were used to eval-
uate system performance when subject to these varying excitation conditions.
Appropriate parameter ranges were established based on the physical excita-
tion magnitudes and time scale applied to the system in Section 3.2.2. Recall
from Section 3.1 that the impulse period is defined as the time between ap-
plied pulses tp normalized by the fundamental period of the primary system
T0, or µT = tp/T0. For the experimental parameters defined in Table 3.2, the
fundamental period for this system is T0 = 0.0839s. Contour plots were de-
veloped for an impulse period range µT = [1− 6]cycles with step ∆µT = 0.1
and impulse magnitude range I0 = [0.1 − 1.5]m/s with step ∆I0 = 0.005.
The system (3.17) was numerically integrated with initial conditions (3.22)
for each (µT , I0) parameter pair for a series of 40 impulses, allowing the sys-
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tem to reach steady-state conditions for each parameter pair. The resulting
time series for each of these parameter pair numerical simulations is post-
processed to produce the performance measures described above.
Recall from the discussion in Section 3.1.1 and Fig.3.2 that the initial
energy state following the applied impulse dictates which orbits are ”experi-
enced” by the system. This is expected as nonlinear vibrational systems are
strongly dependent upon excitation frequency and amplitude. This knowl-
edge is important for the understanding of Fig.3.15 and Fig.3.16. The work in
Chapter 2 also indicates that large initial energy states under the initial con-
ditions (3.22) correspond to high-frequency dynamic instabilities in the neigh-
borhood of the upper IOM. The experimental apparatus is forced into this
high-frequency state in Section 3.2 using a single impulse, which provides for
superior energy harvesting performance while operating in the high-frequency
regime. Recall that it is the primary goal of this work to demonstrate that
this high-frequency instability can be sustained under proper forcing condi-
tions, allowing for optimal energy harvesting conditions.
Contour plots for energy harvesting efficiency (3.25) and energy harvested
in Joules (3.24) are depicted in Fig.3.15 and Fig.3.16, respectively, for the
transient response of the system during the first four impulses and for the
steady-state response at later impulses seventeen and eighteen. Steady-state
conditions are obtained for all parameter (µT , I0) combinations for the system
after the first ∼ 10 impulses.
As seen in the first impulse in Fig.3.15a, the energy harvesting efficiency
is dependent upon the excitation amplitude and the amount of time that the
system is allowed to oscillate. The efficiency behavior changes significantly
upon application of the second impulse. As seen in Fig.3.15b, higher effi-
ciency ”ribs” start to form for discrete ranges of impulse periods, indicating
that the phase of the primary system is important when exciting the system.
This phase-dependence is predicted later in Section 4.1 when exploring deter-
ministic and stochastic impulsive excitations for a related energy harvesting
system and will be described in more detail in the analysis below. The ef-
ficiency is still dependent upon the magnitude of the applied impulse, with
high efficiencies at low and high impulse magnitudes. These ribs continue to
develop during the transient response of the system, as seen for the 3rd and
4th impulses in Fig.3.15c and Fig.3.15d, respectively.
The steady-state behavior of the system is obtained after ∼ 10 impulses,
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Figure 3.15: Energy harvesting efficiency performance measure (3.25) for
the system (3.15) for various parameter sets (µT , I0). Depicted here are
impulse numbers (a) 1, (b) 2, (c) 3, (d) 4, (e) 17, (f) 18.
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Figure 3.16: Energy harvesting efficiency performance measure (3.24) for
the system (3.15) for various parameter sets (µT , I0). Depicted here are
impulse numbers (a) 1, (b) 2, (c) 3, (d) 4, (e) 17, (f) 18.
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which is depicted and confirmed in Fig.3.15e,f for the 17th and 18th impulses,
respectively. As seen in Fig.3.15f, discrete ribs of high efficiency impulse peri-
ods have fully formed, corresponding to excitation frequencies near multiples
of the primary system fundamental period. The efficiency is still amplitude
dependent, which dictates the optimal impulse period for a specific rib. For
clarification, the second high efficiency rib has an optimal impulse period
of µT = 2.1cycles for excitation amplitudes I0 ≤ 0.4m/s; however, the op-
timal impulse period increases to µT = 2.3cycles for excitation amplitudes
I0 > 0.4m/s. The disparity between optimal impulse periods increases for
higher ribs; i.e., the longer the response develops. This is due to the differ-
ent frequency transitions that occur at various system initial energy states,
which dictates the energy harvesting capability of the apparatus.
For low impulse magnitudes, transitions in the neighborhood of the low-
frequency IOM can occur, resulting in low-frequency instabilities during var-
ious TRCs on the subharmonic tongues, as indicated in Section 1.2 and in
Fig.3.2. The higher efficiency behavior of the system for µT = [2.1, 3.2]cycles
and I0 ≤ 0.2m/s is due to these low-frequency TRCs. These transitions result
in a maximum efficiency of ∼ 15%. This work is focused on exciting the high-
frequency TRCs, as performed experimentally in Section 3.2.2 for a single
impulse, which results in superior energy harvesting performance. The work
in Section 4.1 indicates computationally that sustaining these high-frequency
instabilities results in continuous superior energy harvesting performance.
This behavior is predicted for the higher impulse regions (I0 > 0.5m/s) of
Fig.3.15f for the impulse periods governing the various high efficiency ribs.
Demonstrating this behavior experimentally is the primary goal of this work,
which will be numerically explored in more detail next. Energy harvesting
efficiency greater than ∼ 30% is predicted in these regions for this non-
optimized experimental apparatus.
A similar analysis is indicated by the energy harvesting measure (3.24)
depicted in Fig.3.16. The first impulse (cf. Fig.3.16a) indicates that the har-
vesting performance depends strongly on the impulse magnitude. As seen
in Fig.3.16b, ribs of better harvesting performance begin to develop with
the application of the second impulse, continuing to develop in the tran-
sient response regime depicted for the 3rd and 4th impulses in Fig.3.16c and
Fig.3.16d, respectfully. The 17th and 18th impulses depicted in Fig.3.16e,f
again indicate the steady-state response of the system. As seen in Fig.3.16f,
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the energy harvesting capability of the system drastically increases in the
predicted high-frequency response operating region described above relative
to the lower-frequency region induced by lower excitation magnitudes. En-
ergy harvesting capability greater than ∼ 50 − 250mJ is predicted in these
high-frequency response regions for the experimental apparatus per applied
impulse. Operating outside of these high-frequency ribs reduces energy har-
vesting performance significantly for this set of non-optimized parameters,
which correspond to the experimental apparatus and are defined in Table
3.2. Specific time series and wavelet spectra are explored in more detail next
to confirm the high-frequency TRC predictions established above.
The response of the system (3.15) for several specific (µT , I0) forcing pa-
rameter sets is explored next for the predicted high-frequency response region
presented in Fig.3.15f. The time series displacement and wavelet spectra re-
sponse of the system for I0 = 0.8m/s and µT = [1.1, 1.65, 2.2, 2.75, 10]cycles
for the first 20 applied impulses are plotted with the energy harvesting mea-
sure (3.24) to compare system performance. The impulse period parameters
chosen reflect steady-state system response operating on two of the high per-
formance ribs and the space between them. The y-axis scaling is held con-
stant for all figures for comparison purposes. The six different colors used
in the time history responses separate the applied impulses for identification
purposes.
The response of the system for µT = 10cycles and I0 = 0.8m/s is depicted
in Fig.3.17. This operating regime isn’t depicted in Fig.3.15 due to the im-
pulse period being greater than 6cycles. As deduced earlier from Fig.3.15f
and Fig.3.16f, the harvesting system (3.15) exhibits a phase-dependent regime
of the dynamics for relatively small impulse periods. Maximum and mini-
mum energy harvesting regions result in this regime due to the ability of the
NES to engage in TRCs with the primary system. This dictates the ”pump-
ing” of energy from the primary system to the NES, in which the relative
phase between the primary system and the applied impulse becomes very
important. The work in Section 4.1 describes this behavior in further detail,
which is more of a power absorption argument than the nonlinear nature of
the harvester. A critical impulse period is reached after ∼ µT = 9cycles
for physically reasonable excitation magnitudes; i.e., I0 < 1.5m/s. Above
this critical period, the mechanical energy in the primary system following
the application of an impulse is completely dissipated or harvested before
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Figure 3.17: Numerical simulation for (a) primary system displacement time
history, (b) primary system displacement wavelet, (c) relative displacement
time history, (d) relative displacement wavelet, and (e) energy harvesting
measure (3.24) for system (3.15) with muT = 10.0cycles and I0 = 0.8m/s.
the next impulse is applied. The response of the system above this critical
operating point is considered periodic with a guaranteed energy harvesting
value. The system response in this region replicates the single impulse results
presented in Section 3.2.2, as expected.
As seen in Fig.3.17a,c, the primary system and NES come to rest before
the next impulse is applied, as denoted by the color change in the time se-
ries. In addition the primary system oscillates at its fundamental frequency
of ∼ 8Hz, as indicated by Fig.3.17b. As seen clearly in Fig.3.17d, the tran-
sient response of the NES initially engages in 2:1 internal resonance capture
in the neighborhood of the high-frequency IOM for each applied impulse.
This behavior was predicted numerically and proved experimentally during
the work in Section 3.2, and is recovered here for this system operating in
this forcing regime. This is indicated in Fig.3.17d by the dominant high-
frequency harmonics in the initial phase of the relative response for each
impulse. Frequency transitions above the primary system fundamental fre-
quency correspond to motions in which the NES oscillates faster than the
primary system, which increases the energy harvesting capability of the sys-
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Figure 3.18: Numerical simulation for (a) primary system displacement time
history, (b) primary system displacement wavelet, (c) relative displacement
time history, (d) relative displacement wavelet, and (e) energy harvesting
measure (3.24) for system (3.15) with muT = 2.75cycles and I0 = 0.8m/s.
tem. As energy is dissipated and harvested by the system, the dynamics
transition to 1:1 internal resonance capture on the S11+ backbone branch,
where energy is still harvested, but at a slower rate. The initial energy input
in the primary system is enough to excite the high-frequency dynamic insta-
bilities, but not maintain them for long. This is indicated by Fig.3.17e, in
which energy is initially harvested quickly before slowly increasing and even-
tually reaching a maximum plateau as the system comes to rest. For this
excitation magnitude, the system operating above the critical impulse period
has a steady-state maximum energy harvesting capability of ∼ 25mJ per im-
pulse. At this critical operating period, this results in an average harvested
power of ∼ 23mW per impulse. Recall that the primary goal of this work is
to harvest energy while sustaining the high-frequency TRCs associated with
the 3:1 and 2:1 superharmonic tongues described in Section 3.1.1, allowing
for continuous superior energy harvesting performance.
The response of the system for µT = 2.75cycles and I0 = 0.8m/s is de-
picted in Fig.3.18. This excitation parameter set corresponds to the high
energy phase-dependent regime, but between high performance ribs, as seen
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Figure 3.19: Numerical simulation for (a) primary system displacement time
history, (b) primary system displacement wavelet, (c) relative displacement
time history, (d) relative displacement wavelet, and (e) energy harvesting
measure (3.24) for system (3.15) with muT = 2.2cycles and I0 = 0.8m/s.
in Fig.3.16f. In Fig.3.18a, the primary system oscillates for 2.75cycles before
the next impulse is applied to it, which is again denoted by the color change.
In addition the primary system still oscillates at its fundamental frequency
of ∼ 8Hz, as indicated by Fig.3.18b. The relative displacement wavelet
depicted in Fig.3.18d indicates some high-frequency dynamics with 3:2 reso-
nance characteristics; however, the response quickly transitions to 1:1 inter-
nal resonance capture similar to the response depicted in Fig.3.17d. These
operating conditions result in lower energy harvesting performance with a
steady-state capability of ∼ 20mJ per impulse, as indicated by Fig.3.18e.
However for this shorter duration impulse period, the average harvested
power is ∼ 61mW per impulse, which is an improvement relative to the
the non-phase-dependent impulse period operating regime.
The response of the system for µT = 2.2cycles and I0 = 0.8m/s is de-
picted in Fig.3.19. This excitation parameter set corresponds to the high
energy phase-dependent regime, but on the second high performance rib, as
seen in Fig.3.16f. In Fig.3.19a, the primary system oscillates for 2.2cycles
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before the next impulse is applied to it, which now causes the response to
grow with each consecutive impulse. In addition the primary system still
oscillates at its fundamental frequency of ∼ 8Hz, as indicated by Fig.3.19b.
The relative displacement wavelet depicted in Fig.3.19d now indicates very
different behavior for the steady-state dynamics of the system. As seen in
the figure, the transient response behavior occurs for the first 10 impulses,
during which the system transitions from lower-frequency 3:2 and 1:1 reso-
nance characteristics to a sustained high-frequency 3:1 transient resonance
capture. This is indicated in Fig.3.19d by the dominant high-frequency har-
monics that occur at ∼ 25Hz, or 3T0. This 3:1 TRC is maintained for the
duration of the response until the next impulse is applied, which then keeps
the system response operating in the 3:1 regime. The build up of energy in
the primary system after the first 3 impulses keeps the initial energy state of
the system (directly following each impulse) high enough to remain in the 3:1
frequency regime. As seen in Fig.3.19e, this operating regime corresponds to
superior energy harvesting performance in which energy is quickly harvested
for the entire duration of each response. These operating conditions result
in a steady-state energy harvesting capability of ∼ 120mJ per impulse, pro-
viding an average harvested power of ∼ 459mW per impulse. This is a vast
improvement over the other operating conditions presented above.
The response of the system for µT = 1.65cycles and I0 = 0.8m/s is de-
picted in Fig.3.20. This excitation parameter set corresponds to the high
energy phase-dependent regime, but again between high performance ribs,
as seen in Fig.3.16f. As seen in Fig.3.20a, the primary system oscillates for
1.65cycles before the next impulse is applied to it. Unlike the results pre-
sented for µT = 2.2cycles in Fig.3.19a, the response of the primary system
does not build up with each consecutive impulse, rather it remains in a rel-
atively low-amplitude state. The relative displacement wavelet depicted in
Fig.3.20d indicates some short-duration 2:1 resonance characteristics for al-
ternating responses, but primarily 3:2 and 1:1 resonance characteristics are
exhibited by the system for every response. As expected, Fig.3.20e indicates
diminished energy harvesting capability of the system when operating under
these forcing conditions. Although the steady-state energy harvesting capa-
bility is only ∼ 15mJ per impulse, the shorter impulse period results in an
average harvested power of ∼ 77mW per impulse, which is an improvement
over the non-phase-dependent impulse period operating regime.
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Figure 3.20: Numerical simulation for (a) primary system displacement time
history, (b) primary system displacement wavelet, (c) relative displacement
time history, (d) relative displacement wavelet, and (e) energy harvesting
measure (3.24) for system (3.15) with muT = 1.65cycles and I0 = 0.8m/s.
Figure 3.21: Numerical simulation for (a) primary system displacement time
history, (b) primary system displacement wavelet, (c) relative displacement
time history, (d) relative displacement wavelet, and (e) energy harvesting
measure (3.24) for system (3.15) with muT = 1.1cycles and I0 = 0.8m/s.
100
The response of the system for µT = 1.1cycles and I0 = 0.8m/s is depicted
in Fig.3.21. This excitation parameter set corresponds to the high energy
phase-dependent regime, but on the first high performance rib, as seen in
Fig.3.16f. In Fig.3.21a, the primary system oscillates for 1.1cycles before the
next impulse is applied to it which, similar to the response for µT = 2.2cycles
depicted in Fig.3.19a, causes the response to grow with each consecutive
impulse. The excitation frequency for this forcing period is near the natural
frequency of the primary system, which causes the response magnitude to
grow even more than before. The relative displacement wavelet depicted in
Fig.3.21d again indicates steady-state behavior similar to the response for
µT = 2.2cycles depicted in Fig.3.19d. As seen in Fig.3.21d, the transient
response behavior occurs for the first 15 impulses, during which the system
transitions from lower-frequency 3:2 and 1:1 resonance characteristics to a
sustained high-frequency 3:1 transient resonance capture before continuing
on to display 4:1 resonance characteristics. This is indicated in the figure by
the dominant high-frequency harmonics that occur at ∼ 25Hz and ∼ 34Hz
for times t > 1.7s. These high-frequency instabilities are again maintained for
the duration of the response before the next impulse is applied, which sustains
the high-frequency oscillation and thus high-frequency energy harvesting. As
seen in Fig.3.21e, this operating regime corresponds again to superior energy
harvesting performance in which energy is quickly harvested for the entire
duration of each response. These excitation conditions result in a steady-
state energy harvesting capability of ∼ 125mJ per impulse, providing an
average harvested power of ∼ 957mW per impulse.
A similar analysis was carried out for lower impulse magnitude regions
of the contours presented in Fig.3.15 and Fig.3.16, in which I0 ≤ 0.4m/s.
Steady-state dynamics similar to those presented for I0 = 0.8m/s and µT =
[2.75, 1.65]cycles result in these lower harvesting performance regions, in
which the responses briefly exhibit some high-frequency resonance charac-
teristics before quickly transitioning to 1:1 internal resonance capture for
the duration of the response. Energy can be harvested efficiently for these
low-magnitude excitation regions when the impulse period keeps the system
operating on one of the ribs presented in 3.15f; however, the overall amount
of energy that can be harvested diminishes due to the system operating at
purely 1:1 sustained resonance capture and the fact that there is less energy
input to the primary system available for harvesting.
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These computational results predict sustained high-frequency energy har-
vesting when the system (3.15) is subject to the proper conditions, resulting
in superior energy harvesting capability relative to low-frequency conditions.
Motivated by these numerical results and the experimental confirmation of
the high-frequency instabilities in the physical apparatus from Section 3.2.2
subject to single impulses, an experimental study was carried out in order to
confirm the predicted sustained high-frequency energy harvesting behavior.
The results of this study are evaluated in the next section.
3.3.2 Experimental Study
The physical apparatus utilized for the experiments in Section 3.2.2 and for
further analysis in this work is presented in Fig.3.9. System identification
was performed using linear modal analysis and the restoring force surface
method during the work in Section 3.2.1, in which further information is
discussed for the electrical system design and identification. The resulting
system parameters are displayed in Table 3.2. The apparatus pictured in
Fig.3.9 is the physical realization of the model presented in Fig.3.1 with gov-
erning equations of motion (3.15). The NES mass consists of a steel rod
with several collar mounts and two neodymium (NdFeB) permanent mag-
nets, which oscillates within two linear roller bearings embedded withing the
aluminum uprights on each end of the linear oscillator. The primary system
is referred to as the linear oscillator in the figure, which is composed of a
HDPE upper floor mounting mass, aluminum cross-bar beam and piano wire
assembly, and a copper inductance coil with aluminum mounting bracket.
This linear oscillator is grounded to a large optical table via two rectangular
sheets of spring steel. The NES is coupled to the primary system via the
collar mounts attached to the piano wire, which has a diameter of 0.5mm.
The essential cubic stiffness coupling nonlinearity arises from the transverse
deflection of this piano wire relative to the direction of oscillation of the two
masses. It is important that this piano wire is mounted such that there is no
pretension, which minimizes the possibility of any linear effects in the cou-
pling stiffness. The moderate linear viscous damping in the coupling arises
primarily from the interaction of the rod with the linear roller bearings.
As mentioned above, two cylindrical neodymium permanent magnets con-
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stitute a significant percentage of the NES mass. The selected magnets pro-
vided a flux density of B = 1.32T , as identified by the manufacturer, and
have an outer diameter of 25.4mm and length of 25.4mm. The two mag-
nets are placed together to provide for a uniform magnetic field within the
coil, which was a key assumption during the system derivation. The induc-
tance coil was simulated and constructed during Section 3.2.1 to achieve a
physically realizable electromechanical coupling, although coil optimization
was not strictly a goal of the study. Enameled AWG 30 copper wire is used
to maximize size while minimizing coil resistance, which essentially adds
additional linear viscous damping to the system without the benefit of con-
tributing to energy harvesting output. The wire is wound within an HDPE
spool of inner radius 14mm with N = 819turns. The coil leads are soldered
to longer wires, which are connected to a breadboard. A simple 47Ω resistor
is placed in series with the coil, which functions as the load resistance for
computing energy harvesting capability.
The repeated impulsive forcing is applied to the primary system by use of
an APS Dynamics Model 400 long-stroke electromagnetic shaker, which is
positioned such that it strikes the horizontal and vertical center of mass of
the linear oscillator. The black crosshead armature is pictured in Fig.3.9 to
the right of the experimental apparatus. The stinger, which actually strikes
the linear oscillator, is composed of a hard steel tip connected to a PCB
208C05 force transducer, which measures precisely the applied waveform of
the forcing during each cycle. Recall from the modeling description in Sec-
tion 3.1, the experimental forcing waveform takes the shape of a half-sine
pulse of short time-width rather than a Dirac pulse of infinitesimally small
time-width. The input frequency and voltage levels are adjusted until the de-
sired impulse period and excitation magnitude are obtained. The excitation
magnitude is physically realized as the initial velocity of the primary system
directly following the first impulse. The force transducer also allows for pre-
cise separation of the data into discrete applied impulses for further analysis,
as performed in the computational study. A custom-made square waveform
is input into the shaker controller, resembling a discrete pulse train as de-
scribed by (3.21). Elastic bands inside of the shaker are adjusted to precisely
control the separation between the primary system and stinger tip, which
was set to 1cm.
Two Polytec PSV laser vibrometers with a sampling frequency of SF =
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20.48Hz and a time period tf = 12.8s are used to record absolute velocity
time series measurements of the two oscillators. This time period allows for
acquisition of at least the first 40 impulses for every impulse period con-
sidered, providing confirmation of steady-state operating conditions. The
instantaneous voltage across the resistive element in the circuit is also mea-
sured, which is used to compute output power from the harvesting device. A
small pretrigger time of 128ms is used to capture the system state directly
prior to any excitation, in which the system is at rest according to (3.20).
The data acquisition systems of the two laser vibrometers are synchronized
using the force transducer in the striker as the trigger to begin recording.
Accurate computation of the relative displacement wavelet spectra requires
this precise synchronization, which serves to eliminate any phase-lag in the
acquisition. Numerical integration and filtering during post-processing of the
data is used to obtain displacement time series measurements of the oscilla-
tors, with which the resulting wavelet spectra can be computed similarly to
the computational study.
Using the experimental apparatus and measurement scheme described
above, a series of twenty experimental trials were conducted. A wide range
of excitation magnitudes for several discrete impulse periods correspond-
ing to the numerical simulations were conducted for comparison purposes
and to prove the ability of the harvesting apparatus to engage in sustained
high-frequency energy harvesting. Recall that steady-state, sustained, high-
frequency energy harvesting was predicted numerically for the system (3.15)
operating on the high performance ribs depicted in Fig.3.16f, providing for su-
perior energy harvesting capability. Experimental confirmation of this behav-
ior is the primary goal of this study. The excitation range explored spanned
from I0 = [0.3− 1.0]m/s for impulse periods µT = [2.75, 2.2, 1.65, 1.1]cycles.
The average width of the half-sine pulse provided from the shaker striker
was ∼ 1.3ms for each applied impulse. The following results correspond to
excitation magnitude I0 = 0.8m/s for the impulse periods described above,
corresponding directly to the numerical simulations presented in Fig.3.18-
Fig.3.21. Displacement time series, wavelet spectra, and energy harvested
(3.24) are plotted for the first twenty applied impulses, similarly to the nu-
merical simulations. The y-axis scaling is held constant for all figures for
comparison purposes, but differs from the scaling used in the numerical sim-
ulations. The six different colors used in the time history responses again
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Figure 3.22: Experimental trial for (a) primary system displacement time
history, (b) primary system displacement wavelet, (c) relative displacement
time history, (d) relative displacement wavelet, and (e) energy harvesting
measure (3.24) for system (3.15) with muT = 2.75cycles and I0 = 0.8m/s.
separate the applied impulses for identification purposes.
The response of the system for µT = 2.75cycles and I0 = 0.8m/s is de-
picted in Fig.3.22. This excitation parameter set corresponds to the high
energy phase-dependent regime, but between high performance ribs, as seen
in Fig.3.16f. In Fig.3.22a, the primary system oscillates for ∼ 2.75cycles be-
fore the next impulse is applied to it, which is denoted by the color change.
Recall that the impulses were separated for analysis using indexing from the
force transducer data, which provided clear insight when each successive im-
pulse was applied. Fig.3.22b indicates that the primary system oscillates at
its fundamental frequency of ∼ 8Hz similar to the numerical simulations.
The relative displacement wavelet depicted in Fig.3.22d indicates some high-
frequency brief dynamics with 3:2 resonance characteristics before the re-
sponse primarily transitions to 1:1 internal resonance capture. This behavior
correlates strongly to the response depicted in the numerical simulation in
Fig.3.18d for the same excitation conditions. These operating conditions re-
sult in lower energy harvesting performance, as indicated in Fig.3.22e, in
which energy is slowly harvested for the duration of the response. These
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Figure 3.23: Experimental trial for (a) primary system displacement time
history, (b) primary system displacement wavelet, (c) relative displacement
time history, (d) relative displacement wavelet, and (e) energy harvesting
measure (3.24) for system (3.15) with muT = 2.2cycles and I0 = 0.8m/s.
operating conditions result in a steady-state energy harvesting capability of
∼ 10mJ per impulse, providing an average harvested power of ∼ 31mW .
This is approximately half of what is predicted in Fig.3.18e.
The response of the system for µT = 2.2cycles and I0 = 0.8m/s is de-
picted in Fig.3.23. This excitation parameter set corresponds to the high
energy phase-dependent regime, but on the second high performance rib, as
depicted in Fig.3.16f. As seen in Fig.3.23a, the primary system oscillates for
∼ 2.2cycles before the next impulse is applied to it, which now causes the
response to grow slightly with each consecutive impulse. Unlike the numeri-
cal simulation presented in Fig.3.19a, the primary system response grows to
a bounded size rather than continually increasing for the response duration
depicted. In addition the primary system still oscillates at its fundamental
frequency of ∼ 8Hz, as indicated by Fig.3.23b. The relative displacement
wavelet depicted in Fig.3.23d now indicates very different behavior for the
steady-state dynamics of the system. As seen in the figure, the transient
response behavior occurs for the first 12 impulses, during which the system
experiences various frequency transitions for each impulse response. The first
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impulse corresponds to purely 1:1 internal resonance capture, in which en-
ergy is harvested slowly (cf. Fig.3.23e). The system response changes upon
application of the second impulse due to the residual energy in the primary
system. Recall from the analysis in Section 3.3.1 that the build up of energy
in the primary system allows for a higher initial energy state upon applica-
tion of successive impulses, providing the means for high-frequency dynamic
instabilities to manifest. As seen in Fig.3.23d, impulses 2− 9 correspond to
2:1 transient resonance captures before transitioning back down to the 1:1
internal resonance branch briefly before the next impulse is applied. Impulses
10− 12 constitute the end of the transient response of the system, in which
2:1 transient resonance capture is sustained for the duration of the impulse.
This is denoted in Fig.3.23d by the dominant high-frequency harmonics that
occur at ∼ 16Hz, or 2T0, for the duration of the response.
Steady-state conditions are obtained for the system with the application
of the 13th+ impulses, in which the system experiences a very brief transition
on the 3:1 resonance tongue before transitioning to sustained transient res-
onance capture on the 2:1 tongue for the duration of the response until the
next impulse is applied, which keeps the system response operating in the
2:1 regime. As seen in Fig.3.23e, this operating regime corresponds to supe-
rior energy harvesting performance in which energy is quickly harvested for
the entire duration of each response. These operating conditions result in a
steady-state energy harvesting capability of ∼ 30mJ per impulse, providing
an average harvested power of ∼ 115mW per impulse. This is approximately
4 times less than what is predicted in the numerical simulation for these forc-
ing conditions in Fig.3.19e. This is attributed to the difference in how the
energy builds up in the primary system, which results in different sustained
frequency transitions. Recall that numerically sustained 3:1 TRCs are pre-
dicted for these conditions; however, experimentally sustained 2:1 TRCs are
obtained. The work in Section 3.2 indicated that there is differences in the
responses obtained when using the assumption of Dirac forcing numerically
compared to the physical half-sine pulse that is actually imparted into the
system. In fact, the Dirac forcing was a good approximation for the system
response; however, inconsistencies can exist when extending the results to the
case of repeated forcing. Nevertheless, sustained high-frequency dynamic in-
stabilities resulting in superior energy harvesting on sustained 2:1 TRCs is
demonstrated with this response presented in Fig.3.23, which is the primary
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Figure 3.24: Experimental trial for (a) primary system displacement time
history, (b) primary system displacement wavelet, (c) relative displacement
time history, (d) relative displacement wavelet, and (e) energy harvesting
measure (3.24) for system (3.15) with muT = 1.65cycles and I0 = 0.8m/s.
goal of this work.
The response of the system for µT = 1.65cycles and I0 = 0.8m/s is de-
picted in Fig.3.24. This excitation parameter set corresponds to the high
energy phase-dependent regime, but again between high performance ribs as
seen in Fig.3.16f. In Fig.3.24a, the primary system oscillates for ∼ 1.65cycles
before the next impulse is applied to it. Unlike the results presented for
µT = 2.2cycles in Fig.3.23a, the response of the primary system does not
build up with each consecutive impulse; rather, it remains in a relatively
low-amplitude state. The relative displacement wavelet depicted in Fig.3.24d
indicates some brief 2:1 resonance characteristics during the first three im-
pulses, in which energy is quickly harvested (cf. Fig.3.24e); however, the
system enters into pseudo steady-state behavior after the first 7 impulses.
Similar to the numerical prediction for these operating conditions deduced
from Fig.3.20d, the system exhibits alternating 3:2 and 1:1 resonance char-
acteristics for every two responses. As seen in Fig.3.24e, ∼ 10mJ is har-
vested when the system exhibits brief high-frequency behavior and ∼ 1mJ
is harvested when the system exhibits primarily 1:1 resonance capture. This
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Figure 3.25: Experimental trial for (a) primary system displacement time
history, (b) primary system displacement wavelet, (c) relative displacement
time history, (d) relative displacement wavelet, and (e) energy harvesting
measure (3.24) for system (3.15) with muT = 1.1cycles and I0 = 0.8m/s.
alternating harvesting response results in an average harvesting power of
∼ 28mW , which is 2.75 times less than what was predicted numerically.
The response of the system for µT = 1.1cycles and I0 = 0.8m/s is depicted
in Fig.3.25. This excitation parameter set corresponds to the high energy
phase-dependent regime, but on the first high performance rib, as seen in
Fig.3.16f. As seen in Fig.3.25a, the primary system oscillates for ∼ 0.9 −
1cycles before the next impulse is applied to it, which maintains a bounded
large-amplitude response similarly to the case for µT = 2.2cycles presented in
Fig.3.23a. The excitation frequency for this forcing period is near the natural
frequency of the primary system, which causes the response of the primary
system to behave slightly differently. As seen in the various impulses depicted
in Fig.3.25a, the primary system doesn’t oscillate for 1.1cycles before the
next impulse is applied as is originally intended; rather, an impulse period
comparable to ∼ µT = 0.85cycles is realized. This is depicted in Fig.3.25b
in which the primary system has a dominant oscillation frequency of 10Hz.
This behavior is attributed to problems encountered with the interaction of
the shaker and the experimental apparatus while trying to maintain large
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forcing magnitudes near resonance.
Nevertheless, the relative displacement wavelet depicted in Fig.3.25d indi-
cates steady-state behavior reflecting sustained 2:1 TRCs for the responses
following the 4th impulse. This is indicated in the Fig.3.25d by the domi-
nant high frequency harmonics near 20Hz, or 2 times the realized forcing
frequency. The large amplitude response of the primary system again pro-
vides large initial energy states following each applied impulse that allow for
high-frequency dynamic instabilities to manifest. The successive impulses
maintain this energy level and thus the 2:1 TRCs. As seen in Fig.3.25e,
this sustained high-frequency 2:1 TRCs result in superior energy harvest-
ing capability, in which energy is quickly harvested for the duration of the
response. These excitation conditions result in a steady-state energy har-
vesting capability of ∼ 18mJ per impulse, providing an average harvested
power of ∼ 138mW . This is approximately 7 times less than what is pre-
dicted in the numerical simulation for these forcing conditions in Fig.3.21e;
however, once again this is attributed to the difference in the forcing be-
tween the numerical system and the experimental system described earlier
for µT = 2.2cycles. Again with this impulse period, sustained 2:1 TRCs are
obtained experimentally rather than the numerically predicted 3:1 TRCs.
Nevertheless, sustained high-frequency dynamic instabilities resulting in su-
perior energy harvesting on sustained 2:1 TRCs is again observed for this
response presented in Fig.3.25. Perhaps most importantly, this excitation
scenario shows the robustness of this harvesting apparatus for excitation fre-
quencies above the natural frequency of the primary system, in which the
NES can adapt for superior energy harvesting by still engaging in sustained
superharmonic responses.
The response of the system for µT = 2.2cycles and I0 = 0.6m/s is de-
picted in Fig.3.26. This excitation parameter set corresponds to the low
energy phase-dependent regime and on the second high performance rib, as
depicted in Fig.3.15f. As seen in Fig.3.26a, the primary system oscillates for
∼ 2.2cycles before the next impulse is applied to it. Unlike the case in which
I0 = 0.8m/s depicted in Fig.3.23a, the primary system response in Fig.3.26a
does not grow with each applied impulse, rather the response decays until a
low-amplitude steady-state is obtained. The primary system still oscillates
at its fundamental frequency of ∼ 8Hz, as indicated by Fig.3.26b. The rel-
ative displacement wavelet depicted in Fig.3.26d no indicates very different
110
Figure 3.26: Experimental trial for (a) primary system displacement time
history, (b) primary system displacement wavelet, (c) relative displacement
time history, (d) relative displacement wavelet, and (e) energy harvesting
measure (3.24) for system (3.15) with muT = 2.2cycles and I0 = 0.6m/s.
behavior for the steady-state dynamics of the system relative to those indi-
cated for the system subject to higher forcing in Fig.3.23d. The first impulse
corresponds to purely 1:1 internal resonance capture, in which energy is har-
vested slowly (cf. Fig.3.26e). The system response changes upon application
of the second impulse due to the residual energy in the primary system, in
which brief 2:1 resonance characteristics result followed by transition to the
lower frequency 1:1 resonance branch. This cycle repeats for impulses 3− 6,
after which the response of the harvester becomes locked into 1:1 internal
resonance with the primary system. Once the harvester is locked into this
state, each successive impulse doesn’t impart enough additional energy into
the system to induce high-frequency energy states. As seen in Fig.3.26e, this
steady-state behavior results in poor energy harvesting performance, with an
average energy harvested of ∼ 0.5mJ per impulse. This results in an average
harvested power of ∼ 1.91mW per impulse. This is a significant reduction
from the ∼ 115mW reported for the same impulse period but in the high
energy regime.
The response of the system for µT = 1.1cycles and I0 = 0.3m/s is depicted
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Figure 3.27: Experimental trial for (a) primary system displacement time
history, (b) primary system displacement wavelet, (c) relative displacement
time history, (d) relative displacement wavelet, and (e) energy harvesting
measure (3.24) for system (3.15) with muT = 1.1cycles and I0 = 0.3m/s.
in Fig.3.27. This excitation parameter set corresponds to the low energy
phase-dependent regime and on the first high performance rib, as depicted
in Fig.3.15f. As seen in Fig.3.27a, the primary system oscillates for ∼ 0.9−
1cycles before the next impulse is applied to it. Unlike the case in which
I0 = 0.8m/s depicted in Fig.3.25a, the primary system response in Fig.3.27a
does not grow with each applied impulse; rather, the response decays until
a low-amplitude steady-state is obtained. As seen in Fig.3.27b, the primary
system oscillates at a slightly higher frequency due to the variability in the
forcing. Nevertheless, the relative displacement wavelet depicted in Fig.3.27d
indicates similar behavior to that depicted for the previous case in Fig.3.26.
After the first ∼ 7 impulses, the system becomes locked into 1:1 resonance
with the primary system, resulting in poor energy harvesting performance, as
depicted in Fig.3.27e. As seen in the figure, a steady-state energy harvesting
capability of ∼ 1mJ per impulse is obtained with an average harvested power
capability of ∼ 7.66mW . This is a significant reduction from the ∼ 138mW
reported for the same impulse period but in the high energy regime.
A summary of steady-state energy harvesting capability for all the ex-
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Figure 3.28: Summary of steady-state energy harvesting capability (3.24)
for all experimental trials for the case of repeated impulsive loading of the
apparatus of Fig.3.1 superimposed on the steady-state contour plot of
Fig.3.16f.
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Figure 3.29: Summary of steady-state energy harvesting efficiency (3.25) for
all experimental trials for the case of repeated impulsive loading of the
apparatus of Fig.3.1 superimposed on the steady-state contour plot of
Fig.3.15f.
perimental trials is presented in Fig.3.28. The energy harvesting capability
is expressed in terms of performance measure (3.24) and plotted in units
of milli − Joules for the four impulse periods and various excitation am-
plitudes considered. As depicted in the Fig.3.28, the experimental results
strongly correspond to the theoretical steady-state performance contour de-
picted in Fig.3.16f. As seen in the figure, more energy is harvested when the
system operates on the high performance ribs than when it operates off of
the ribs.
A summary of steady-state energy harvesting efficiency for all the exper-
imental trials is presented in Fig.3.29. The energy harvesting efficiency is
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expressed in terms of performance measure (3.25) and plotted in % for the
four impulse periods and various excitation amplitudes considered. As de-
picted in the Fig.3.29, the experimental results again strongly correspond to
the theoretical steady-state performance contour depicted in Fig.3.15f. As
seen in the figure, energy is harvested more efficiently when the system op-
erates on the high performance ribs than when it operates off of the ribs.
Relatively high efficiency is still obtainable for the system operating under
low magnitude impulse conditions if the forcing frequency corresponds to the
high-efficiency ribs.
It is concluded here that the energy harvesting system (3.15) operating
in the high energy regime on the large response ribs results in sustained
high-frequency energy harvesting and thus provides large power output. Al-
though the system operating in the low energy regime or away from the large
response ribs doesn’t engage in high-frequency energy harvesting, the 1:1 in-
ternal resonance energy harvesting still results in power output comparable
to optimal configurations of other devices in the literature, as described in
Section 1.1.
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CHAPTER 4
HIGH-FREQUENCY NONLINEAR
VIBRATION ENERGY HARVESTING
BASED ON SYSTEMS WITH
PIEZOELECTRIC ELEMENTS
The work in this chapter was performed prior to the analysis described in
Chapter 3, providing the initial framework for the novel energy harvesting
apparatus presented there. This work focuses on a similar system of two
coupled oscillators with essential cubic stiffness nonlinearity, but now with
piezoelectric coupling elements. A piezoelectric cable is used in the oscillator
coupling to perform the harvesting in the next section. The system is sub-
jected to single and repeated impulsive loading of various magnitudes and
frequencies. The numerical and experimental work presented here aided in
the culmination of work presented in Chapter 3. The harvesting elements
were changed from piezoelectric to electromagnetic in order to better con-
trol the electromechanical coupling inherent in the latter. It will again be
demonstrated that energy harvesting from high-frequency dynamic insta-
bilities provides for superior harvesting performance relative to simple 1:1
internal resonance.
This work investigates a vibration-based energy harvesting system com-
posed of two oscillators coupled with essential (nonlinearizable) stiffness non-
linearity in the form of a piezoelectric cable and subject to impulsive loading
of the mechanical component. Due to geometric/kinematic mechanical ef-
fects, the piezoelastic cable generates a nonlinearizable cubic stiffness nonlin-
earity, whereas electromechanical coupling simply sees a resistive load. Under
single and repeated impulsive inputs the transient damped dynamics of this
system exhibit transient resonance captures (TRCs) causing high-frequency
bursts or instabilities in the response of the harvesting element. In turn,
these high-frequency dynamic instabilities result in strong and sustained en-
ergy transfers from the directly excited primary system to the lightweight
harvester, which, through the piezoelastic element, are harvested by the
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Figure 4.1: Model of the nonlinear energy harvesting system (4.9) (electric
circuit shown only for half of the piezoelastic cable).
electrical component of the system. The primary goal of this work is to
demonstrate the efficacy of employing this type of high-frequency dynamic
instability to achieve enhanced nonlinear vibration energy harvesting under
impulsive excitations. A brief experimental study is performed on a SDOF
system utilizing the piezoelectric cable to demonstrate the efficacy of em-
ploying this type of electromechanical coupling in the impulsive system of
interest.
4.1 Computational Study
We consider an energy harvesting system composed of a linear damped oscil-
lator (denoted as the ”primary system”) attached to a secondary lightweight
mass (denoted as the ”harvester”) through a piezoelastic cable (cf. Fig.4.1).
The cable is modeled as a piezoelectric element in series with a linear spring
(modeling the linear elasticity of the cable), with the resulting combination
in parallel with a linear viscous damper (modeling the dissipative forces in
the cable). As a result, the transmitted force across the linear spring and
piezoelectric element of the cable are equal and denoted by Fs, and the force
exerted by the linear viscous damper is Fd. Denoting by z1 and z2 the axial
displacements across the linear spring and the piezoelectric element, respec-
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tively, the force Fs is expressed as
Fs = k1z1 = k2z2 −
(
k33
d(1− k33)
)
Q (4.1)
where k1 and k2 denote the axial stiffness of the spring and piezoelastic ele-
ments of the cable, respectively; d and k33 are piezoelectric coupling and elec-
tromechanical coupling parameters of the piezoelastic element, respectively,
and are related to the constitutive law governing the elastic deformation and
the generated charge; Q describes the electric charge in the piezoelectric ele-
ment. The total force across the piezoelastic cable can be expressed in terms
of z = z1 + z2 (the total stretch of the half-span of the cable) as
Fs = (ka)z − (rka)Q (4.2)
where ka = [k
−1
1 + (1 − k33)k−12 ]−1. Note that this represents a device-level
constitutive law for the piezoelastic cable element. In terms of the piezoelec-
tric material constants, the coupling parameter r represents the device-level
piezoelectric voltage constant, expressed as
r =
d
T (A/l)
(4.3)
where T is a scalar parameter defining the permittivity material property,
A denotes the cross section and l the unstretched length of the piezoelastic
element (in this work it is assumed that l = h, where h is the half-length of
the piezoelastic cable). Therefore the total axial force generated in the cable
is
F = Fs + Fd = (ka)z − (rka)Q+ baz˙ (4.4)
We note that even through the piezoelastic cable connecting the primary
system with the harvester is assumed to obey a linear constitutive law (4.4),
its transverse deflection is expected to generate strongly nonlinear dynamics
due to geometric/kinematic effects. Indeed, in terms of the relative displace-
ment w of the harvester with respect to the primary system in the direction
of motion, the stretch in the cable and its time derivative are expressed by
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the strongly nonlinear relationships
z =
√
w2 + h2 − l⇒ z˙ = ww˙√
w2 + h2
(4.5)
leading to the nonlinear equations of motion governing the oscillations of the
primary system and the harvester
mpy¨+bpy˙+kpy−
[
ba
ww˙
w2 + h2
+ ka(
√
w2 + h2 − l)− (rka)Q
]
2w√
w2 + h2
= F (t)
(4.6a)
ma(y¨ + w¨) +
[
ba
ww˙
w2 + h2
+ ka(
√
w2 + h2 − l)− (rka)Q
]
2w√
w2 + h2
= 0
(4.6b)
Here, y denotes the absolute displacement of the primary system, mp and
ma the mass of the primary system and the harvester, kp and bp the stiffness
and damping coefficients of the primary system, and F (t) the external load
applied to the primary system in the direction of motion with the system
being initially at rest.
To complete this set of equations, consider the electrical constitutive equa-
tion for the piezoelectric element, which can be written as
V = (1/C)Q− (rka)z (4.7)
where C denotes capacitance, or in terms of w
V = (1/C)Q− (rka)(
√
w2 + h2 − l) (4.8)
Finally, assuming that the voltage across the piezoelectric element is har-
vested through a resistive load with resistance R, we can relate the harvested
voltage to the rate of change of the charge by V = RQ˙, and derive the final set
of equations of motion describing the dynamics of the nonlinear harvesting
device as
mpy¨+bpy˙+kpy−
[
ba
ww˙
w2 + h2
+ ka(
√
w2 + h2 − l)− (rka)Q
]
2w√
w2 + h2
= F (t)
(4.9a)
ma(y¨ + w¨) +
[
ba
ww˙
w2 + h2
+ ka(
√
w2 + h2 − l)− (rka)Q
]
2w√
w2 + h2
= 0
(4.9b)
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RQ˙+ (1/C)Q− (rka)(
√
w2 + h2 − l) = 0 (4.9c)
We emphasize again that although all constitutive relations for the various
elements of the system were assumed to be linear, the resulting equations
of motion are strongly nonlinear due to geometric and kinematic effects. As
shown in previous chapters, these types of strong nonlinearities can lead
to interesting dynamic instabilities which, as shown below, can be utilized
constructively for energy harvesting.
The principal aim of our study is to show that high-frequency dynamic
instabilities in the response of system (4.9) generated by the strong nonlin-
earities can provide an effective mechanism for vibration energy harvesting.
The preliminary nonlinear dynamic analysis performed in Chapter 2 has
theoretically and experimentally demonstrated the efficacy of introducing
sustained high-frequency dynamic instability in the same system but with
the electric circuit (the harvester) removed, under single or sustained impul-
sive excitation. As shown in that work, under specific impulse excitations
of the primary system the transient damped dynamics of the system tracks
a high-frequency IOM in the frequency-energy plane. Dynamic instabilities
arise at bifurcation points along damped transitions in the neighborhood of
the IOM, causing bursts in the response of the lightweight attachment (the
harvester) which resemble self-excited resonances. Moreover, for appropriate
parameter designs the system remains in a state of sustained high-frequency
dynamic instability under the action of repeated impulses. In turn, this sus-
tained instability results in strong energy transfers from the directly excited
primary system to the harvester, a feature that we intend to exploit in our
energy harvesting application, with the addition of an electric circuit to the
harvester.
As a first step in our study of the dynamics of the electromechanical har-
vesting system (4.9) we introduce non-dimensionalized variables and param-
eters by scaling the time variable as t = ctτ , the displacements as w = cyx,
y = cyu, and the charge as Q = cQq, with the normalization coefficients
defined by
ct =
√
mp
kp
, cy = h
√
kpma
kamp
, cQ =
hma
2
√
C
ka
(4.10)
Then the equations of motion are non-dimensionalized, and the nonlinear
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terms are expanded in Taylor series about x = 0, keeping terms only up to
third order. This yields the set of simplified normalized equations given by
x¨+ λx˙+ x− µ[ζuu˙+ (σ + u2)− βq]u = f(τ) (4.11a)
x¨+ u¨+ [ζuu˙+ (σ + u2)− βq]u = 0 (4.11b)
ρq˙ + q − β(σ + u2) = 0 (4.11c)
where f(τ) ≡ F (t(τ)), ˙(·) ≡ d/dτ , and the non-dimensional parameters are
defined as
µ =
ma
mp
, λ =
bp√
kpmp
, ζ = 2
ba
ka
√
kp
mp
,
β = r
√
Cka, σ = 2
mpka
makp
(
1− l
h
)
, ρ = RC
√
kp
mp
(4.12)
Within these strongly nonlinear nondimensional equations of motion, the
parameter µ represents the mass ratio between the harvester and the primary
system, and λ the mechanical damping in the primary system. The mechan-
ical damping in the harvester is given by µζ, and the (nondimensional) linear
component of the restoring force in the harvester is µσ. For example, if the
elastic component of the coupling piezoelastic cable is unstretched in the
equilibrium configuration so that u = 0, then σ = 0. Finally, β characterizes
the piezoelectric coupling between the mechanical and electrical components
of the system, and ρ is the equivalent circuit of the electrical load. We aim
to study the efficacy of using this nonlinear harvesting device under single
and repetitive impulsive excitations of the primary system. To this end, we
define certain energy measures.
Two different excitation scenarios will be considered in this work. In the
first, the harvesting system (4.11) is initially at rest at τ = 0−, and a single
impulse f(τ) = I0δ(τ) is applied to the primary system at τ = 0+. Hence,
the equations of motion (4.11) are complemented by the initial conditions:
x(0+) = 0, x˙(0+) = I0,
u(0+) = 0, u˙(0+) = −I0,
q(0+) = 0 (4.13)
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Recall that u˙(t) corresponds to the normalized relative velocity between the
two oscillators; therefore, the relative velocity initial condition must be de-
fined as above so that the initial velocity of the harvester is zero.
In the second excitation scenario the primary system is excited by a peri-
odic series of identical impulses; i.e., by a pulse train. For the first impulse
at τ = 0−, we assume again that the system is at rest, so immediately after
the application of the first impulse the initial conditions of system (4.11) are
given by (4.13). Following the first impulse we define the impulsive period
µT as the time between consecutive impulses, and the normalized impulsive
period as the multiple n of the fundamental period T0 = 2pi of the linear oscil-
lator between consecutive impulses, n = µT/T0. For example, a normalized
impulsive period of 5 would define a periodic pulse train, with the intensity
of the impulse being equal to I0 and applied to the primary system every 5
fundamental periods. In mathematical form the pulse train is defined as
F (τ, µT , I0) =
N∑
k=0
I0δ(τ − kµT )
where N denotes the total number of applied impulses after the first in the
given excitation event. In this scheme, the pth impulse applied to the linear
oscillator at τ = pµT+, p ≥ 1, corresponds to the following initial conditions
for system (4.11) immediately after the application of the pth impulse:
x(pµT+) = x(pµT−), x˙(pµT+) = x˙(pµT−) + I0,
u(pµT+) = u(pµT−), u˙(pµT+) = u˙(pµT−)− I0,
p = 1, ..., N (4.14)
It follows that the initial state of the system will differ at each consecutive
impulse, depending on the remaining vibration energy in the two coupled
oscillators at the time of application of the pth impulse.
We now develop energy harvesting measures to quantify the efficiency of
system (4.11) in later sections. Starting from the first excitation scenario
corresponding to initial conditions (4.13), the total normalized energy in the
122
system at an arbitrary time τ can be expressed as
E(τ ; I0) =
primary︷ ︸︸ ︷[
(x˙)2
2
+
(x)2
2
]
+
harvester︷ ︸︸ ︷
µ
[
(x˙+ u˙)2
2
+
(σ + u2)2
4
]
︸ ︷︷ ︸
mechanical
−
[
µβ
2
q (σ + u2)
]
︸ ︷︷ ︸
coupling
+
[µ
4
q2
]
︸ ︷︷ ︸
electrical
(4.15)
where the implicit dependence of the normalized energy on the impulse in-
tensity I0 was noted as a parameter in (4.15). The nondimensional power
harvested through the resistive load is then given by
Ph(τ ; I0) =
µρ
2
q˙2 (4.16)
Using (4.16), the normalized energy harvested by the system in the nor-
malized time interval [τ, τ + T ] is computed by
M(τ, T ; I0) =
1
E(τ ; I0)
∫ τ+T
τ
Ph(τ ; I0)dτ (4.17)
which represents the energy harvested in the resistive load over an interval
of time T , normalized by the total energy in the system at time τ . Again,
the implicit dependence of the normalized harvesting measure (4.17) on the
impulse intensity I0 was noted. This is the basic energy harvesting measure
that will be used in the next section to study the efficiency of system (4.11)
under a single impulse excitation.
Considering now the second excitation scenario for initial conditions (4.14),
we need to generalize measure (4.17), and develop harvesting measures suit-
ably adapted to the physics of the problem of repetitive applied impulses.
To this end, we first define a time-averaged energy harvested measure
M1 =
1
Ttotal
∫ Ttotal
0
P (τ ; I0)dτ =
1
Ttotal
∫ Ttotal
0
µρ
2
q˙2(τ)dτ (4.18)
where Ttotal denotes the total time interval of the time series considered.
Hence, M1 represents the average rate of energy harvested per unit of nor-
malized time. A second energy harvested measure is the impulse-averaged
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harvested energy, or the average energy harvested per impulse, defined as
M2 =
1
Nimpulses
∫ Ttotal
0
P (τ ; I0)dτ =
1
Nimpulses
∫ NimpulsesµT
0
µρ
2
q˙2(τ)dτ
(4.19)
where Nimpulses denotes the number of impulses with the inter-arrival pe-
riod µT taken into account. Finally, we define a third measure, namely the
impulse-averaged canonical energy harvested, by
M¯3 =
1
Nimpulses
Nimpulses∑
i=0
M3(i) (4.20)
M3(i) =
2Eharv(i)
(x˙2 + x2)i + µ
[
(x˙+ u˙)2 + 1
2
(σ + u2)2
]
i
− [µβq(σ + u2)]i +
[
µ
2
q2
]
i
(4.21)
where Eharv(i) is the energy harvested in the time period iµT < τ < (i+1)µT ;
i.e., in the cycle of the harvester response following the application of the ith
impulse. Hence, M¯3 represents the mean value of the total energy harvested
over the total impulsive energy applied to the system. Equivalently, if M3(i)
indicates the ratio of energy harvested in the cycle following the application
of the ith impulse, the measure M¯3 defines the mean value of M3(i) for 0 < i <
Nimpulses. These measures will be utilized in the study of energy harvesting
of system (4.11) under repeated impulses, performed in the next sections.
As mentioned previously, our principal aim is to show that effective energy
harvesting can be achieved by inducing sustained high-frequency dynamic
instability of the lightweight harvester under single or repetitive impulsive
excitation. To demonstrate the dynamic mechanism governing this instabil-
ity, it is necessary to briefly consider the underlying Hamiltonian dynamics
of system (6), and discuss the realization of a countable infinity of high-
frequency transient resonance captures (TRCs). It is through the excitation
of such high-frequency TRCs that conditions for effective nonlinear energy
harvesting are realized.
4.1.1 Underlying Hamiltonian Dynamics
We consider the underlying Hamiltonian system derived from the normalized
equations (4.11) by setting λ = ζ = β = ρ = f(τ) = 0; i.e., by removing
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Figure 4.2: Frequency-energy plot of the underlying Hamiltonian system
(4.11) derived from non-dimensional system parameters.
the damping, electrical and forcing terms, and by depicting its dynamics in
a frequency energy plot FEP, as performed in Section 1.2. This plot depicts
branches of periodic and quasi-periodic orbits of the underlying Hamiltonian
system at varying energy levels. When weak damping (or any other non-
conservative term) is added to the equations of motion, transitions between
different branches of the FEP can be realized by computing the wavelet trans-
form spectra of the corresponding transient responses and superimposing the
spectra on the Hamiltonian FEP. Such representations are based on the con-
cept that the weakly non-conservative dynamic transitions are mainly influ-
enced by the underlying Hamiltonian dynamics, with the non-conservative
effects affecting transitions between branches in the FEP. This concept has
been tested extensively in [2].
An example of an FEP for the underlying Hamiltonian system is depicted
in Fig.4.2 for parameters µ = 0.10 and σ = 0. Backbone branches de-
noted by S11± correspond to in-phase and out-of-phase periodic orbits in
1:1 resonance, respectively; i.e., periodic orbits where the primary system
and the harvester oscillate at the same fundamental frequency. Subharmonic
tongues, such as S13 and S15 in Fig.4.2, correspond to subharmonic 1:3 and
1:5 resonances, respectively, between the primary system and the harvester;
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subharmonic orbits with frequencies below the normalized fundamental fre-
quency of unity (such as the ones shown in Fig.4.2) correspond to slower
oscillations of the harvester with respect to the primary system, whereas
subharmonic orbits with frequencies above unity (not presented in the FEP
of Fig.4.2) correspond to faster oscillations of the harvester with respect to
the primary system. A countable infinity of subharmonic orbits can be re-
alized in the Hamiltonian system, occurring in in-phase/out-of-phase pairs
[2].
The third class of orbits in the FEP is composed of orbits on the IOM
(cf. Fig.4.2). There are a countable infinity of periodic and an uncount-
able infinity of quasi-periodic impulsive orbits of the Hamiltonian system
corresponding to initial impulsive excitation of the primary system with all
other initial conditions being equal to zero; i.e., x˙(0+) = I0, u˙(0+) = −I0,
x(0+) = u(0+) = 0. As shown in Section 1.2, orbits of the weakly non-
conservative system in the neighborhood of the IOM result in strong energy
transfers from the primary system to the strongly nonlinear attachment, so
it is expected that these will be beneficial towards the goal of effective energy
harvesting. As shown in Chapter 2, dynamic instabilities arise at bifurcation
points along damped transitions in the neighborhood of the high-frequency
part of the IOM, causing transient bursts (instabilities) in the response of the
harvester resembling self-excited resonances [45, 44]. As shown in the next
section, it is through the excitation of high-frequency subharmonic tongues
close to the high-frequency portion of the IOM that leads to effective, strong
energy harvesting. This discussion highlights the importance of the Hamil-
tonian FEP in our nonlinear energy harvesting approach.
In the next section, damped transitions in the neighborhood of the high-
frequency section of the Hamiltonian FEP of (4.11) under single and repet-
itive impulsive excitation of the primary system are studied, showing that
these high-frequency transitions can lead to effective energy harvesting through
sustained dynamic instabilities of the harvester response. Numerical simula-
tions of equations (4.11) subject to single and repetitive impulse excitations
will be performed and studied using the resulting frequency transitions via
wavelet analysis and superposition of wavelet spectra on the Hamiltonian
FEP. Because the single impulse input scenario will be the basis for optimiz-
ing the electromechanical properties of (4.11) for effective energy harvesting,
it is studied first, before considering repetitive impulsive inputs.
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4.1.2 Single Impacts
The computational study of the damped dynamics of the normalized sys-
tem (4.11) is initiated by considering a single impulse input to the LO and
studying the resulting damped transitions by performing wavelet analysis and
superimposing the derived wavelet spectra on the Hamiltonian FEP; as dis-
cussed in Section 1.2, this type of wavelet superposition, although purely
phenomenological, can provide a valuable interpretation of the nonlinear
transitions as the damped nonlinear response ”tracks” different branches of
the underlying Hamiltonian system. The numerical simulations presented in
this section are carried out for fixed system parameters µ = 0.1, λ = 0.014,
ζ = 0.001, σ = 0. As discussed in the previous section, weak damping should
be considered in the mechanical system to ensure that the desired high-
frequency damped transitions can be obtained when the electromechanical
and circuit parameters, (β,ρ), respectively, are incorporated into the sys-
tem. As in [18, 46, 25], proper tuning of the circuit parameters is desired to
optimize energy harvesting efficiency.
The energy harvesting efficiency measure (4.17) was employed to obtain an
optimal set of harvester parameters (β,ρ) in this case. This was performed
numerically by defining appropriate parameter ranges, β = [0.01− 1.0] with
step ∆β = 0.01, and ρ = [0.01− 2.0] with step ∆ρ = 0.01. For each specific
parameter pair (β,ρ) the model (4.11) was numerically integrated with initial
conditions (4.13) for a given time period µT and for varying impulse intensity
I0. The energy harvesting efficiency measure (4.17) was then computed by
post-processing the resulting time series, depicted in a contour plot with
every combination of (β,ρ) in the aforementioned parameter ranges.
In Fig.4.3, contour plots of the normalized harvested energy measure (4.17)
are depicted as a function of the system parameters (β,ρ) for a fixed simu-
lation period equal to µT = 47.7 normalized time units and varying impulse
intensity I0. As deduced from these plots, the parameter pairs (β,ρ) cor-
responding to optimal harvested energy are dependent upon the excitation
amplitude, or energy level, that the system experiences. This is to be ex-
pected since this nonlinear harvester design should depend strongly on the
energy level of the dynamics. Indeed, a general feature of these results is
that for lower impulse intensities (cf. Fig.4.3a,b) the system shows weak to
moderate energy harvesting capacity, as evidenced by the complete absence
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Figure 4.3: Energy harvesting measure (4.17) as a function of harvesting
parameters (β,ρ) for normalized impulse intensity: (a) I0 = 0.5, (b)
I0 = 0.6, (c) I0 = 1.0 and (d) I0 = 2.0 for µT = 47.7.
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(Fig.4.3a), or narrow band (Fig.4.3b), of parameter ranges corresponding to
strong energy harvesting. On the contrary, for higher impulse intensities (cf.
Fig.4.3c,d) we note the formation of plateaus of strong energy harvesting, in-
dicating robustness of harvesting for small parameter variations within these
plateaus. It’s concluded that the contour plots of Fig.4.3 can be utilized to
examine the robustness of the nonlinear energy harvesting system.
Considering the results in more detail, the contour plot of Fig.4.3a indicates
that for this low impulse intensity there exist several narrow bands of pa-
rameter pairs for which the energy harvesting efficiency reaches at most 50%.
By increasing the impulse intensity we obtain the contour plot of Fig.4.3b
for which we note that a narrow band of maximum efficiency of nearly 70%
can be achieved. By further increasing the impulsive intensity we note from
the plots of Fig.4.3c and Fig.4.3d that relatively broad plateaus of strong
harvesting efficiency as high as 90% can be achieved at the respective energy
levels. Clearly, the formation of such plateaus of strong energy harvesting
provides an important freedom for designing the electrical parameters of the
harvester, since small variations or uncertainties in these parameters do not
appear to significantly reduce the harvesting capacity. An important remark,
however, is that these findings depend on the normalized time parameter µT ;
i.e., on the normalized time interval of computation of the normalized har-
vesting measure (4.17). Indeed, if this parameter is small it can negatively
affect the energy harvesting measure, so a study of the dependence of the
normalized measure (4.17) on µT should also be undertaken.
The dynamics governing the regimes of strong energy harvesting are now
studied by relating the results of Fig.4.3 to specific nonlinear dynamic transi-
tions in the frequency-energy plot (FEP). As mentioned previously, superpo-
sition of wavelet spectra on the FEP of the underlying Hamiltonian system
can provide valuable insight into the nonlinear dissipative dynamics. First,
we consider the nonlinear dynamic response of the harvesting system (4.11)
for a single impulse of normalized intensity I0 = 0.5 and harvesting param-
eters β = 0.84 and ρ = 1.7. These parameters correspond to a peak in the
contour plot of Fig.4.3a; this, however, is one of weak harvesting performance
of the system as described above. In Fig.4.4 we depict selected transient re-
sponses of this system, together with their wavelet spectra. Considering the
wavelet spectrum of the relative displacement of the harvester with respect to
the primary system depicted in Fig.4.4c, and its superposition on the FEP of
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Figure 4.4: Damped transient response of system (4.11) with β = 0.84,
ρ = 1.7, and I0 = 0.5: (a,c) Time series and wavelet spectrum of relative
displacement between primary system and harvester; (b) displacement of
the primary system; (d) wavelet spectrum of (a) superimposed on the FEP
of the underlying Hamiltonian system.
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the underlying Hamiltonian system, we note interesting resonance captures
in the damped dynamics.
Initially, there is a brief 1:1 transient resonance capture - (TRC) of the
damped dynamics in the vicinity of the S11− out-of-phase backbone branch
of the Hamiltonian FEP, followed by escape from this TRC (due to dimin-
ishing energy) and a brief engagement in a low-frequency 1:2 TRC. Then,
there is another sustained (i.e., prolonged) low-frequency 1:3 TRC, where
the harvester oscillates with a frequency that is one third of the frequency
of the primary system. The dynamics then remains captured in this lower
frequency S13 subharmonic tongue until the remainder of the energy of the
system is either harvested out of the primary system or is dissipated by
viscous damping. This type of low-frequency damped transition resulting
in low-frequency dynamical instability associated with 1:3 TRC is typical
of transitions reported in purely mechanical systems of previous works pre-
sented in Chapter 2, and does not lead to effective energy harvesting. Clearly,
in this case the initial impulsive energy into the system is too low to allow
excitations of high-frequency transient dynamic instabilities due to TRCs at
high-frequency subharmonic tongues (where the harvester oscillates faster
than the primary system). As shown below, it is precisely the excitation of
such high-frequency TRCs that facilitates strong energy harvesting in system
(4.11).
Similar dynamics occurs at the peaks of energy harvesting of the contour
plot of Fig.4.3b corresponding to impulse intensity I0 = 0.6. At this energy
level the dynamics exhibits more prolonged 1:1 TRC on the S11− backbone
before transitioning once again to a S13 subharmonic TRC with decreasing
energy; hence, there is a marginal enhancement of energy harvesting effi-
ciency since this is associated with low-frequency dynamics of the harvester.
A different picture of the transient dynamics is realized, however, at the
strong energy harvesting peaks of the contour plots of Fig.4.3c, corresponding
to higher impulse intensities. This is deduced by considering the response
of system (4.11) for a single impulse of intensity I0 = 1.0 and β = 0.84,
ρ = 1.0, depicted in Fig.4.5; these parameters correspond to the highest
energy harvesting efficiency region, indicated by the plateau in Fig.4.3c. In-
deed, the increase in input energy results in qualitatively different transient
dynamics, since now the transient response of the harvester takes place in the
neighborhood of high-frequency subharmonic tongues in the vicinity of the
131
Figure 4.5: Damped transient response of system (4.11) with β = 0.84,
ρ = 1.0, and I0 = 1.0: (a,c) Time series and wavelet spectrum of relative
displacement between primary system and harvester; (b) displacement of
the primary system; (d) wavelet spectrum of (a) superimposed on the FEP
of the underlying Hamiltonian system.
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upper branch portion of the IOM. This is concluded by noting the dominant
high-frequency harmonics in the initial, highly energetic phase of the rela-
tive response of Fig.4.5a and the corresponding wavelet spectrum of Fig.4.5c.
As mentioned earlier, oscillations above the normalized natural frequency of
unity correspond to motions where the harvester oscillates faster than the
primary system, a feature which is greatly beneficial to energy harvesting.
After these initial high-frequency transients the dynamics makes a transition
to the lower-frequency S11+ in-phase backbone until the remainder of the in-
put energy is either harvested or passively dissipated. An important feature
here concerns the rate at which the energy is harvested out of the primary
system which, as seen in Fig.4.5b, is high, as the impulsive energy is quickly
transferred to the harvester and quickly harvested by the piezoelectric ele-
ment. Indeed, as seen in Fig.4.5a, most of the impulsive energy input into
the system is harvested within the first ∼ 50 normalized time units, resulting
in nearly 90% energy harvesting efficiency as defined by measure (4.17). We
note that the high-frequency nonlinear instability occurring in this case is
due to the high-energy TRCs realized in the initial highly energetic phase of
the transient response, which, in turn, are caused by the (intentional) strong
geometric nonlinearity of the harvesting system, as indicated in Chapter 2.
The response of the system for an impulse of intensity I0 = 2.0 and for
(β,ρ) in the highest efficiency region (plateau) of Fig.4.3d exhibits similar
high-frequency instabilities and transitions. This indicates that strong en-
ergy harvesting of the system of Fig.4.1 is associated with excitation of high-
frequency and high-energy dynamic instabilities in the lightweight harvest-
ing element, caused by high-frequency TRCs in subharmonic tongues in the
vicinity of the upper portion of the IOM of the underlying Hamiltonian sys-
tem. As such, this result is similar to that reported in Chapter 2, for a
purely mechanical system of strongly nonlinear coupled oscillators. Based
on the results reported in this section, we conclude that strong energy har-
vesting under a single impulse excitation leads to rapid decay to the trivial
equilibrium state of the directly excited primary system, a result that has
interesting implications when one considers the extension of this study to
the case of repeated impulses. Indeed, based on the previous results one can
surmise that an energy harvesting system can be appropriately designed so
that between impulses, the primary system returns to trivial equilibrium; in
that case the strong energy harvesting efficiency (the plateaus) observed in
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Fig.4.3c,d should be maintained under repetitive, time-periodic impulses as
well. This issue is explored in detail in the next section.
4.1.3 Repeated Impacts, Simple SDOF System (Aside)
We now consider energy harvesting in system (4.11) under a time-periodic
pulse train (4.14) (i.e., the second excitation scenario). Based on the results of
the previous section, the highest energy harvesting efficiency achieved in this
system under single impulse excitation was for system parameters µ = 0.1,
λ = 0.01, ζ = 0.001, σ = 0 and impulse intensity I0 = 1.0 (corresponding to
the contour plots of Fig.4.3c); accordingly, we select these system parameters
for our study. In addition, we select electrical parameters of the harvester as
β = 0.84 and ρ = 1.0 since these correspond to the point of optimal energy
harvesting efficiency at the plateau of Fig.4.3c. The resulting response of the
system under single impulse excitation is then depicted in Fig.4.5. Finally,
the imposed initial conditions after each impulse are given by (4.14) with
the pulse inter-arrival time and pulse intensity I0 assumed to be fixed and
considered as parameters of the problem. Our aim will be to examine the
energy harvesting efficiency of the system (4.11) (in terms of the harvesting
measures developed previously) for different values of I0.
Before considering the strongly nonlinear harvesting system (4.11), how-
ever, it will be instructive to first examine a simplified single-degree-of-
freedom (SDOF) linear damped oscillator excited by a periodic train of
repeated impulses. The simple form of this system will allow derivation
of analytical expressions for the energy harvesting measures which will be
used later to interpret the direct numerical simulations of the nonlinear sys-
tem (4.11). Following this preliminary digression we will proceed to direct
numerical simulations of the considered electromechanical system using the
optimized system parameters derived from the single impulse excitation (as
described above). We will examine the dynamics in the temporal, energy-
frequency, and time-frequency domains, and attempt an interpretation of the
resulting nonlinear dynamics in terms of the analytical results derived for the
linear system studied in our preliminary digression.
To this end, we consider the linear SDOF damped oscillator under a peri-
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odic impulse excitation, given by
x¨+ 2ζωx˙+ ω2x = I0
∑
i=0,1,2,...
δ(t− iµT ) (4.22)
x(0−) = x˙(0−) = 0
where ζ and ω are the fraction of critical damping and natural frequency,
respectively. We note that the ”viscous damper” in (4.23) denotes the ef-
fective dissipation introduced in the linear dynamics of the primary system
due to energy harvested by the harvesting element. Hence, the dissipative
element in the simplified system (4.23) can be construed as an ”effective
viscous damper” modeling the energy harvesting process. In addition we
assume that (4.23) is a weakly damped system (ζ  1), so that the time
scale of the amplitude decay of (4.23) is larger than the natural period of
the system, T = 2pi/ω, and a slow-fast partition of the damped dynamics is
realized. This is a reasonable assumption for the considered problem, based
on the results for the single impulse excitation analysis of the previous sec-
tion (i.e., we do not anticipate the slow-fast partition of the dynamics of the
primary system to be violated in this second excitation scenario).
The analysis will be based on simple energy balance arguments, and the
fact that between applied impulses the system performs free oscillations.
Based on the underdamped assumption, these free oscillations after the ap-
plication of the ith impulse can be expressed as
x ≈
√
E+i e
−ζωt sin
(√
1− ζ2ωt+ δφi
)
,
x˙ ≈
(
ω
√
E+i e
−ζωt
)
cos
(√
1− ζ2ωt+ δφi
)
(4.23)
where we denote by E+i the total energy of the system immediately after the
application of the ith impulse, and by the resulting phase change. From the
above it is straightforward to conclude that just before the application of the
next impulse the total energy of the system is
E−i+1 = E
+
i e
−2ζωµT (4.24)
Note that in this idealized linear framework the energy harvested after the ith
impulse (defined as the energy dissipated by the ”effective viscous damper”
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of the oscillator) is expressed as
EH = E
+
i
(
1− e−2ζωµT ) (4.25)
Moreover, immediately after the application of the (i+ 1)th impulse it holds
that
x+i+1 =
(√
E−i+1/ω
)
sin
[√
1− ζ2ω(i+ 1)µT + δφi
]
,
x˙+i+1 ≈
(√
E−i+1
)
sin
[√
1− ζ2ω(i+ 1)µT + δφi
]
+ I0 (4.26)
Therefore, we can express the total energy of the system immediately after
the application of the (i+ 1)th impulse as
E+i+1 = (E
−
i+1/2){sin2
(√
1− ζ2ω(i+ 1)µT + δφi
)
+
[
cos(
√
1− ζ2ω(i+ 1)µT + δφi) +
(
I0/
√
E−i+1
)]2
} (4.27)
Due to the complexity of the above equation we will proceed by restricting
our study to specific values of the inter-arrival times µT = npi/
√
1− ζ2ω, n =
1, 2, ..., in which case (4.27) takes the form
E+i+1 =
E−i+1
2
sin2(δφi) +
cos(npi + δφi) + I0√
E−i+1
2 ,
µT =
npi√
1− ζ2ω , n = 1, 2, ... (4.28)
where δφi denotes the phase difference between the applied impulse and the
harvester response. Moreover, we will further restrict our analysis to the
case where either the impulse intensity satisfies the condition I0 
√
E−i+1,
in which case the energy immediately after the impulse E+i+1 is almost purely
kinetic, so δφi ≈ pi; or to the condition I0 
√
E−i+1, in which case the phase
difference δφi is negligible, δφi ≈ 0. In both cases the following approxima-
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tion holds:
E+i+1 ≈
E−i+1
2
(−1)n + I0√
E−i+1
2 ,
µT =
npi√
1− ζ2ω , n = 1, 2, ...,
I0 
√
E−i+1 or
√
E−i+1  I0 (4.29)
Combining this equation with (4.24), we finally obtain
E+i=1 ≈
1
2
[
(−1)ne−
(
ζ/
√
1−ζ2
)
npi
√
E+i + I0
]2
,
µT =
npi√
1− ζ2ω , n = 1, 2, ...,
I0 
√
E−i+1 or
√
E−i+1  I0 (4.30)
Relation (4.30) defines a one-dimensional nonlinear map, and assuming
that it has a stable period-1 fixed point (corresponding to stable steady-state
energy harvesting), this can be computed as
E+ ≈ 1
2
[
(−1)ne−
(
ζ/
√
1−ζ2
)
npi
√
E+ + I0
]2
,
µT =
npi√
1− ζ2ω , n = 1, 2, ...(Steadystate) (4.31)
where E+ denotes the total energy of the system at steady-state, immediately
after the application of an impulse. Solving the above algebraic equation for
E+ we obtain two solutions, of which only one is physically meaningful
√
E+ ≈
√
2 + (−1)ne−
(
ζ/
√
1−ζ2
)
npi
2− e−
(
2ζ/
√
1−ζ2
)
npi
I0,
µT =
npi√
1− ζ2ω , n = 1, 2, ...(Steadystate) (4.32)
Based on this analytical approximation the energy harvested per impulse at
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Figure 4.6: Analytical approximation of the total energy before the
application of the impulse at steady state for system (4.33) for I0 = 1.0: (a)
a = 0.7, (b) a = 0.9.
steady-state can be estimated through (4.23) to be
EH ≈ I20
[√
2 + (−1)nan
2− a2n
]2
(1− a2n),
µT =
npi√
1− ζ2ω , n = 1, 2, ...(Steadystate) (4.33)
where a ≡ e−
(
ζ/
√
1−ζ2
)
npi
< 1.
In Fig.4.6 we depict the previous analytical approximation of the total
energy of the system after the application of an impulse of intensity I0 =
1.0 (without any loss of generality) as a function of increasing inter-arrival
time µT for n = 1, 2, .... We observe that for sufficiently large inter-arrival
times , i.e., for sufficiently large n, the total energy of the system before
the impulse reaches approximately a zero level. This agrees with physical
intuition, since if the inter-arrival time between impulses is sufficiently large,
there is adequate time to harvest nearly all of the available mechanical energy,
so an instant before the next impulse is applied the total energy of the system
is nearly zero. This is a very robust regime of energy harvesting, and it clearly
represents a state of the dynamics where no differentiation of the state of the
system between applied impulses exists.
For smaller inter-arrival times, however, we observe a highly oscillatory
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pattern between even and odd values of n. This is the case where the system
continues to carry residual (unharvested) energy at the time instant of appli-
cation of the next impulse. Moreover, the highly oscillatory behavior of the
total energy for smaller values of n is a direct consequence of the fact that
the discrete values of inter-arrival time were chosen so that the impulse was
either in-phase or out-of-phase with respect to the response of the harvester.
This highlights the extreme sensitivity of the energy harvesting to the rela-
tive phase of the oscillation between the harvester and the applied impulse
in the regime of short to moderate inter-arrival times µT . Indeed, when n
is even (in-phase case) we have the phenomenon of discrete-resonance where
the impulsive energy is applied at the precise instant when the harvester can
impart all of it, or equivalently, this is the case where the work produced
by the external impulse is maximum. On the other hand when n is odd the
velocity of the mass and the applied impulse are completely out-of-phase,
so the energy imparted to the system is minimal. These two cases form the
two extremes that bound the performance of the energy harvester. For inter-
arrival times in between the considered discrete values (i.e., when n is small
and non-integer) the dynamics is more complex and another approach based
on stochastic analysis, is required, in order to relate the energy harvesting
capacity of the system to the relative phase between the applied impulse and
the harvester response. These results, along with the analysis of the energy
harvesting optimization and robustness to small uncertainties in either the
inter-arrival times or the impulse intensities, will be considered in detail in a
future work. This ends the digression with the linear harvester (4.23), which
highlighted some simple but important aspects related to the dynamics of
energy harvesting under impulse excitation. This dynamics is expected to
apply to the case of the nonlinear harvester (4.11) which we now proceed to
examine.
4.1.4 Repeated Impacts, System (4.11)
The parameters for the system were selected based on the optimal values
derived for the single impulse excitation as discussed in the beginning of
this section. First, we examine the energy harvesting measures (4.18)-(4.21)
defined above for this specific system. In Fig.4.7-Fig.4.9 we depict the mea-
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Figure 4.7: Time-averaged harvested energy (4.18) for the nonlinear
harvesting system (4.11) as a function of inter-arrival time µT for impulse
intensity (a) I0 = 1.0 and (b) I0 = 10.0.
sures (4.18), (4.19), and (4.20) as functions of the inter-arrival time µT for
two different impulse intensities; these results were derived by direct numeri-
cal simulation of equations (4.11) with initial conditions (4.14). We note that
consistent with the linear analysis presented previously, there exists a ”phase-
dependent” regime of the dynamics realized for sufficiently small inter-arrival
times, where depending on the relative phase between the primary system
and the applied impulse maximal or minimal absorption (”pumping”) of en-
ergy in the harvesting system can be realized (cf. Fig.4.7). Clearly, this
feature is independent of the nonlinear nature of the harvester and can be
predicted using simple power absorption arguments similar to the ones used
in the digression above.
However, as the inter-arrival time decreases, fluctuations in the energy har-
vesting performance gradually decrease to where they are completely elimi-
nated. Hence, there exists a critical value of the inter-arrival time µT above
which the entire mechanical energy in the primary system following the ap-
plication of an impulse is nearly dissipated or harvested before the next
impulse is applied, similar to the linear harvester discussed in the digression.
In that case the impulse-averaged harvested energy measure (4.19) reaches
a constant asymptotic value which corresponds to the total energy in the
system immediately after the application of each impulse after subtracting
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Figure 4.8: Impulse-averaged harvested energy (4.19) for the nonlinear
harvesting system (4.11) as a function of inter-arrival time µT for impulse
intensity (a) I0 = 1.0 and (b) I0 = 10.0.
the energy dissipated per cycle due to viscous damping (cf. Fig.4.8). In
addition, for longer inter-arrival times the efficiency of the energy harvesting
gradually decreases (e.g., consider measure (4.18)), since the impulses arrive
infrequently and the primary system nearly reaches the trivial equilibrium
between applied impulses.
Consider the third measure (4.20), which provides the average ratio of
harvested energy normalized by the energy induced in the system (and hence,
available for harvesting) immediately after the application of each impulse
(cf. Fig.4.9). It turns out that this ”utility” average measure reaches its
maximum value when the inter-arrival time is sufficiently large so that most
of the system energy has been dissipated before the next impulse is applied.
This result combined with the conclusions made from measure (4.18) defines
as a combined optimum (for all three energy harvesting measures) an inter-
arrival time that is comparable with the time required for the system to
almost completely harvest or dissipate the energy it acquires after an applied
impulse.
To analyze the dynamics of the harvester in more detail we select a re-
sponse from the robust regime of energy harvesting for the case I0 = 1.0
corresponding to inter-arrival time µT = 30. The relative response between
the primary system and the harvester is depicted in Fig.4.10a, the response
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Figure 4.9: Impulse-averaged canonical harvested energy measure (4.20) for
the nonlinear harvesting system (4.11) as a function of inter-arrival time µT
for impulse intensity (a) I0 = 1.0 and (b) I0 = 10.0.
of the impulsively excited primary system in Fig.4.10b, and the wavelet spec-
trum of the relative response time series in Fig.4.10c. Clearly, we deduce that
during each cycle of impulsive excitation the induced energy is rapidly and
effectively harvested, so by the time of application of the next impulse the
system reaches the near-trivial equilibrium state. As a result, the dynam-
ics of system (4.11) is nearly periodic, starting from the first cycle; i.e., no
transition to the steady state of efficient energy harvesting exists, and the
system reaches a state of efficient harvesting immediately following the appli-
cation of the first impulse at τ = 0+. As noted from the wavelet spectrum of
Fig.4.10c the governing dynamic mechanism leading to efficient energy har-
vesting is a high-frequency dynamic instability in the harvester response due
to the excitation of a high-frequency subharmonic TRC, as discussed earlier.
Contrary to the single-impulse excitation, however, this series of dynamic
instabilities is sustained due to the appropriate design of the electromechan-
ical parameters of the harvesting system and the appropriate selection of the
inter-arrival time µT .
The dynamic instability of the harvester response is further highlighted in
the frequency-energy plot of Fig.4.11, where the wavelet spectrum of the third
cycle of the impulsive relative response of Fig.4.10a is superimposed on the
FEP of the underlying Hamiltonian system. We notice the high-frequency
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Figure 4.10: Case of efficient nonlinear energy harvesting for I0 = 1.0 and
µT = 30: (a) Relative response between primary system and harvester, (b)
response of the primary system, and (c) wavelet spectrum of (a); the dashed
line indicates the normalized natural frequency of the primary system.
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Figure 4.11: Wavelet spectrum of the relative response depicted in
Fig.4.10a superimposed on the FEP of the underlying Hamiltonian system
for the third cycle of impulsive excitation.
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TRCs occurring in the initial highly energetic phase of the impulsive response,
in the neighborhood of the high-frequency branch of the IOM, which leads
to rapid targeted energy transfers from the primary system to the harvester.
That this is indeed the case is confirmed by the rapid decay of the transient
response of the primary system (cf. Fig.4.10b) and the simultaneous high-
amplitude and high-frequency oscillation (manifested as transient dynamic
instability) of the nonlinear harvester. We note that similar dynamics occurs
during each cycle of the relative response of Fig.4.10a, justifying the high
efficiency of energy harvesting in this system.
Next, we analyze the dynamic response of the harvester in the phase-
dependent regime corresponding to relatively small inter-arrival times, re-
alized for impulse intensity I0 = 1.0 and inter-arrival time µT = 1.19. In
this case there is significant residual energy remaining in the system when a
subsequent impulse is applied, so the non-trivial state of the system during
the application of each impulse is expected to significantly influence its en-
ergy harvesting capacity. In Fig.4.12 we depict the transient dynamics of the
harvester in this phase-dependent case. The first distinctive difference rela-
tive to the robust case is the aperiodic character of the transient response.
Moreover, we observe that in contrast to the robust regime in this case the
energy of the vibration is confined mainly in the neighborhood of the natural
frequency of the primary system. Although some high-frequency oscillations
are realized, these are weak, and the high-frequency dynamic instability that
led to strong energy harvesting in the previous case is now completely miss-
ing. These conclusions are confirmed by the FEP of Fig.4.13 which depicts
the wavelet spectrum of the relative response superimposed on the Hamilto-
nian FEP. As a result, in this dynamic regime there is much lower utilization
of the total energy after each impulse, and the energy harvesting efficiency
is low as confirmed by measure (4.20), which is sub-optimal in this sense (cf.
Fig.4.9).
We emphasize, however, that even in this phase-dependent regime of en-
ergy harvesting the time-averaged energy harvested measure (4.18) can at-
tain higher values than the previous robust harvesting regime, and to this
end further analysis based on a stochastic approach is required to analyze
the efficiency of energy harvesting. The previous studies revealed the sensi-
tivity of the efficiency of energy harvesting in system (4.11) for fixed impulse
intensity and varying inter-arrival time. We now proceed to the study of the
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Figure 4.12: Case of efficient nonlinear energy harvesting for I0 = 1.0 and
µT = 1.19: (a) Relative response between primary system and harvester, (b)
response of the primary system, and (c) wavelet spectrum of (a); the dashed
line indicates the normalized natural frequency of the primary system.
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Figure 4.13: Wavelet spectrum of the relative response depicted in
Fig.4.12a superimposed on the FEP of the underlying Hamiltonian system
for the seventh cycle of impulsive excitation.
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Figure 4.14: Time-averaged harvested energy (4.18) for the nonlinear
harvesting system (4.11) as a function of impulse intensity I0 for
inter-arrival time (a) µT = 10 and (b) µT = 30.
harvesting system under periodic pulse train excitation for fixed inter-arrival
times and varying impulse intensity.
The results in terms of the three harvesting measures are shown in Fig.4.14-
Fig.4.16. The first two measures (cf. Fig.4.14 and Fig.4.15) show an almost
monotonic increase of the energy harvested with respect to impulse inten-
sity for small and large inter-arrival times. More information is provided
by the third measure (cf. Fig.4.16), which depicts the capacity of the sys-
tem to harvest the available energy after the application of an impulse; i.e.,
the utilization of the available energy after each impulse. In particular, this
measure shows an increasing trend for the smaller impulse intensities, which
slowly decreases after reaching a maximum close to I0 = 1.0. This tendency
is observed for both cases of inter-arrival times considered. As discussed
earlier, low-intensity impulses lead to damped dynamic transitions on low-
frequency subharmonic tongues, which result in lower energy harvesting effi-
ciency. However, higher-magnitude impulses (near an optimal value of unity)
result in damped transitions in the neighborhood of the high-frequency IOM,
which result in high energy harvesting efficiency. This explains the trends
observed in Fig.4.14-Fig.4.16.
In Fig.4.17 a computational study of the dependence of the three en-
ergy harvesting measures is presented for both the impulse intensity and
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Figure 4.15: Time-averaged harvested energy (4.19) for the nonlinear
harvesting system (4.11) as a function of impulse intensity I0 for
inter-arrival time (a) µT = 10 and (b) µT = 30.
Figure 4.16: Impulse-averaged canonical harvested energy measure (4.20)
for the nonlinear harvesting system (4.11) as a function of impulse intensity
I0 for inter-arrival time (a) µT = 10 and (b) µT = 30.
149
Figure 4.17: Energy harvesting performance as a function of impulse
intensity and inter-arrival time: (a) measure (4.18), (b) measure (4.19), (c)
measure (4.20).
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the inter-arrival time in order to get the complete picture of the effectiveness
of the electromechanical system (4.11) as the parameters of the applied pulse
trains vary. The previous results depicted in Fig.4.14-Fig.4.16 thus represent
”slices” of the corresponding three-dimensional plots of Fig.4.17. Consider-
ing the information provided by the harvesting measure (4.20) (Fig.4.17c),
it is deduced that an efficient energy harvesting regime is realized for pulse
train parameters I0 ≈ 1 and µT > 4. On the other hand, the average energy
harvesting measure (4.18) depicted in Fig.4.17a indicates that an inter-arrival
time greater than µT = 5 might be excessive, since in that case the periods
between impulses are so large that the energy harvesting device returns to its
trivial equilibrium state before the next impulse is applied. Hence a redun-
dancy occurs with the device becoming under-utilized. Also, as mentioned
previously, the impact-averaged measure (4.19) (cf. Fig.4.17b) provides us
with another indication of the effectiveness of energy harvesting in this pa-
rameter regime. It follows that parametric studies such as the ones reported
in Fig.4.17 enable one to design system (4.11) for optimal energy harvest-
ing for time-periodic pulse train excitation of given impulse intensity and
inter-arrival time.
Despite the usefulness of these results, however, they do not provide any
measure of robustness of energy harvesting to parameter variations in the
harvester itself. To this end, it would be desirable to perform such a robust-
ness study by extending for the case of repetitive impulses the similar study
performed earlier where ”plateaus” of strong energy harvesting were noted
over variations of the electromechanical parameters (β,ρ) of the harvester (cf.
Fig.4.3).
Based on the previous study, for the normalized system parameters consid-
ered, we select an optimal impulse intensity of the pulse train equal to I0 = 1
and consider variable inter-arrival times µT . The previous results were de-
rived for electromechanical parameters of the harvester µ = 0.1, λ = 0.01,
ζ = 0.001, σ = 0, β = 0.84, and ρ = 1.0, and now we wish to investigate
the robustness of energy harvesting in the optimal regime by varying the
parameters (β,ρ). In particular, we examine if ”plateaus” of highly efficient
energy harvesting, indicating robustness, appear in suitably constructed con-
tour plots, similar to Fig.4.3 for the case of single impulse excitation.
To achieve this goal we will consider the dependence of the energy measure
(4.20) (as the main indicator of energy harvesting efficiency) on the parame-
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ters (β,ρ) for varying µT , while keeping all other system parameters and the
impulse intensity fixed. We will restrict our attention to the neighborhood
of (β, ρ) = (0.84, 1.0), which was considered in the previous optimization
study, and examine the energy harvesting efficiency of system (4.11) in that
neighborhood for two different inter-arrival times µT = 1 and µT = 5.
In Fig.4.18 contour plots of (4.20) as a function of (β,ρ) for the first four
impulse cycles are depicted when µT = 1. Each of these plots was constructed
by evaluating the measure (4.20) from direct numerical simulations of equa-
tions (4.11) subject to the specific initial conditions (4.14) at the start of the
considered impulsive cycle; alternatively, these plots reveal how the capacity
of energy harvesting depends on the system parameters and the inter-arrival
time, as well as the state of the harvester at the beginning of each impulsive
cycle. The optimal design point (β, ρ) = (0.84, 1.0) is indicated by a cross
in each of these plots. As seen from Fig.4.18, the contour plots change both
qualitatively and quantitatively with each applied impulse; however, for this
small inter-arrival time the harvesting efficiency is in general small. This
is indicated by the absence of a ”plateau” of high values of the harvesting
measure, a result which correlates with our previous results. In conclusion,
the results indicate a consistently low level of energy harvesting irrespective
of the choice of parameters (β,ρ), and the process is mainly dominated by
the short inter-arrival time µT as well as the state of the harvester at the
beginning of each impulsive cycle.
In Fig.4.19 we depict the corresponding contour plots for (4.20) for the
higher inter-arrival time µT = 5, and a completely different picture of en-
ergy harvesting efficiency emerges. In this case, the larger inter-arrival time
enables the dynamics to form ”plateaus” of high values of measure (4.20)
right from the first impulsive cycle. Indeed, for each of the leading four
cycles depicted, we note the formation of a plateau of strong energy harvest-
ing in the neighborhood of the optimal point (β, ρ) = (0.84, 1.0), indicating
robustness of the energy harvesting dynamics. As discussed earlier for the
case of single impulses, on these plateaus there occur high-frequency TRCs
at the beginning of each cycle, leading to high-frequency dynamic instability
of the harvesting element and, hence, to efficient energy harvesting. On the
contrary, for small inter-arrival times (cf. Fig.4.18), low-frequency TRCs are
realized in the transient dynamics between cycles, which are not favorable to
the energy harvesting objective. A final note regarding the plots of Fig.4.18
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Figure 4.18: Contour plots of measure (4.20) as a function of (β,ρ) for
impulse intensity I0 = 1.0 and inter-arrival time µT = 1 for leading
impulsive cycles: (a) cycle 1, (b) cycle 2, (c) cycle 3, (d) cycle 4.
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Figure 4.19: Contour plots of measure (4.20) as a function of (β,ρ) for
impulse intensity I0 = 5.0 and inter-arrival time µT = 1 for leading
impulsive cycles: (a) cycle 1, (b) cycle 2, (c) cycle 3, (d) cycle 4.
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and Fig.4.19 is that they can be considered as extensions for the repetitive
impulse case (second impulse excitation scenario) of the plot of Fig.4.3, con-
structed for the single impulse case (first impulse excitation scenario). As
such, these plots provide an integrated picture of the effects of parameter
changes on energy harvesting capacity as the inter-arrival time changes. Us-
ing this methodology the robustness of the energy harvesting operation can
be systematically and thoroughly studied.
4.2 Experimental Study
The computational results presented in the previous section indicate that
with proper parameter selection, the system (4.11) can be forced into a state
of sustained high-frequency dynamic instability. This state is favorable for
harvesting energy efficiently; however, harvesting capability is strongly de-
pendent upon the electromechanical coupling parameter β and the circuit
loading parameter ρ. Recall that these non-dimensional parameters are de-
rived from physical dimensional parameters inherent to piezoelectric devices,
as outlined in (4.12). As deduced from (4.12), the electromechanical coupling
is primarily dependent upon the capacitance and the parameter r, which
describes the piezoelectric voltage constant and the piezoelectric strain con-
stant. These parameters inherent to the underlying piezoelectric crystal are
fixed, placing the only freedom in designing the electromechanical coupling
on the wire stiffness coefficient and the type of wire used. The circuit load-
ing parameter ρ is strongly dependent upon the capacitance and the load
resistance, which can be freely varied in the accompanying circuit and thus
providing design freedom.
To this end, a simple single-degree-of-freedom experiment was designed
to identify these system parameters resulting from a piezoelectric cable ob-
tained from the study in [25] and applied to the air-track setup described
in Chapter 2. A piezoelectric cable is physically composed of several radial
wrapping layers in the cross-section, which include (from core to outside)
a stranded central core, PVDF piezo film tape, a copper braid, and finally
a polyethylene protective coating. Due to the number of layers and com-
pactness in the winding, an important geometric constraint is placed on the
piezoelectric strain constant. This results in a relatively lower electromechan-
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ical coupling factor compared to other piezoelectric devices, such as foams
or patches. In addition the compliant outer polyethylene coating constitutes
one of the thickest layers, reducing the strain experienced by the dielectric
elements and thus reducing the resulting output voltage. Identification of
these non-published parameter values for the piezoelectric cable used in this
experimental study was paramount for determining the efficacy of incorpo-
rating it into the system described in Section 4.1 and given by (4.9).
Following from the analysis presented in Section 4.1, the equations of mo-
tion for the nonlinear portion of the system as a SDOF oscillator can be
expressed as
mav¨ +
[
ba
vv˙
v2 + h2
+ ka(
√
v2 + h2 − l)− (rka)Q
]
2v√
v2 + h2
= F (t) (4.34a)
RQ˙+ (1/C)Q− (rka)(
√
v2 + h2 − l) = 0 (4.34b)
where v now describes the absolute displacement of the SDOF harvester,
which is directly forced in this case. The electromechanical coupling param-
eters are realized physically in (4.34) in the stiffness, which now grounds the
oscillating mass. The other parameters are the same as described in Sec-
tion 4.1 for system (3.15). This system will be used to help identify system
parameters, as performed in Section 3.2.2.
The experimental apparatus is presented in Fig.4.20. The piezoelectric ca-
ble grounds the SDOF oscillating mass via the two upright blue pillars, which
provide a rigid boundary. The piezoelectric cable is oriented perpendicular to
the direction of oscillation, providing the means for the strong cubic stiffness
nonlinearity, as performed in Section 2.3. The piezoelectric cable is coupled
to the SDOF oscillating mass via a squeeze clamp, which is connected to a
force transducer. This force transducer can be used to approximate the forces
experienced within the cable during the response. As described above, the
piezoelectric cable was obtained from a past study [25] in which parameter
identification wasn’t strictly performed. The air-track greatly reduces con-
tact friction, but induces a small linear stiffness component in the dynamics.
The piezoelectric cable is fixed such that there is no pretension, minimizing
additional linear stiffness components.
Single impulsive forces are applied to the SDOF mass by means of an
impact hammer. The nonlinear mechanical parameter values of the experi-
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Figure 4.20: Experimental realization of the system (4.34).
Table 4.1: Experimentally identified system parameters for the fixture
presented in Fig.4.20.
Parameter Value
ma 0.291kg
ka 270N/m
h 0.152m
ba 0.95Ns/m
C 1.24nF
r 0.08m/C
R 507kΩ
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mental system were identified by utilizing the restoring force surface method
[41], as performed in Section 2.3.1. The capacitance of the piezoelectric cable
was measured directly using a capacitance meter. The circuit load is free to
vary for optimization as discussed above. The only remaining parameter to
be determined is the electromechanical coupling parameter r, which is a func-
tion of several properties inherent to the piezoelectric material, as outlined
in Section 1.1. This parameter was identified by comparing the voltage out-
put from the experimental system to numerical simulations of system (4.34),
as performed in Section 3.2.2. An optimized load resistance for the system
can then be computed directly from the resulting parameters. The system
parameters were identified as shown in Table 4.1. A velocity time series com-
parison of the experimental system depicted in Fig.4.20 with the numerical
system (4.34) and parameters from Table 4.1 for I0 = 0.3m/s is depicted in
Fig.4.21. As seen in the figure, the numerical simulation corresponds strongly
to the experimental response, validating the parameter identification.
As stated earlier, for the single impulse excitation a PCB modal hammer
was used to apply the excitation to the SDOF oscillator with the system
initially at rest. The velocity time series measurement of the SDOF oscillator
was obtained using a single Polytec VibraScan laser vibrometer at a sampling
frequency of 512Hz. The displacement time series measurement was also
obtained using a MICRO-EPSILON laser scatter displacement sensor. As
mentioned previously, a PCB force transducer was placed in series with the
piezoelectric cable to approximate the force in the cable. The voltage across
the resistive load in the circuit was measured for later computation of output
power. The data acquisition was synchronized using the impact hammer
as the triggering mechanism, with a small pre-trigger time of 128ms. The
synchronized response of the oscillator system was very important for the
accurate computation of the system parameters.
The experimental investigation for this piezoelectric cable element was lim-
ited to this SDOF system due to the nano-scale energy harvesting capability
of the SDOF oscillator. Due to concerns raised by the identified electrome-
chanical coupling, this piezoelectric coupling element was not incorporated
into an experiment representative of system (4.9). The identified system pa-
rameters depicted in Table 4.1 correspond to a non-dimensional electrome-
chanical coupling β = r
√
Cka = 4.45× 10−5, which is far below the optimal
electromechanical coupling parameter of β = 0.84 as determined during the
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Figure 4.21: Velocity time series comparison of the experimental system
from Fig.4.20 with the corresponding numerical simulation of (4.34) for
parameter identification validation.
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Figure 4.22: Numerical investigation of the effect of varying coupling
stiffness ka on the energy harvesting capability of the system (4.34) for a
fixed excitation magnitude.
analysis in Section 4.1. The relatively small piezoelectric strain constants
and nano− Farad scale capacitance inherent to these types of piezoelectric
cables limits the electromechanical coupling design to the coupling stiffness
magnitude.
The effect on electromechanical coupling of varying this coupling stiffness
with all other parameters held constant is depicted in Fig.4.22. A range of
coupling stiffness coefficients ka = [100 − 100000]N/m are selected to re-
flect non-dimensional electromechanical coupling coefficients in the range of
β = [1 × 10−5 − 1]. As expected from the definition of the non-dimensional
electromechanical coupling parameter, as the coupling stiffness is increased,
the output energy increases. Energy harvesting capability of milli −Watt
scale is achievable for large cable stiffness on the order of O(4)N/m, which is
only physically realizable with additional piezoelectric wires (> 30) placed in
parallel. Due to size and damping limitations for the scale of the apparatus
and dynamical phenomena required, this coupling restriction is detrimental
to this specific apparatus design based on an air-track of this size. This
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Figure 4.23: Numerical investigation of system (4.34) for coupling stiffness
ka = 270N/m depicting (a) displacement time series of the SDOF mass, (b)
velocity time series of the SDOF mass, (c) power output time series, (d)
overall energy harvested for the duration of the response for I0 = 0.5m/s.
required stiffness is comparable to that of elastic steel cantilever beam de-
signs, which is an important observation governing the popularity of the
cantilevered harvester.
Numerical simulations for the near-minimum and maximum coupling stiff-
ness cases examined in Fig.4.22 can be considered in more detail using the
time series responses to realize the effects of the stiffness on the electrome-
chanical coupling. The response depicted in Fig.4.23 represents energy har-
vesting capability of system (4.34) with the experimentally identified param-
eters shown in Table 4.1, which represents the near-minimum coupling stiff-
ness case. The displacement time series and velocity time series responses are
depicted in Fig.4.23a,b for an excitation magnitude I0 = 0.5m/s. Fig.4.23c
indicates the instantaneous power harvested versus time, resulting in a peak
power of 6000nW and an average power of ∼ 340nW . Fig.4.23d indicates a
maximum energy harvested of 340nJ .
The response depicted in Fig.4.24 represents energy harvesting capability
of system (4.34) with the experimentally identified parameters shown in Table
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Figure 4.24: Numerical investigation of system (4.34) for coupling stiffness
ka = 100000N/m depicting (a) displacement time series of the SDOF mass,
(b) velocity time series of the SDOF mass, (c) power output time series, (d)
overall energy harvested for the duration of the response for I0 = 0.5m/s.
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4.1 but with the coupling stiffness ka = 100000N/m. This represents the
maximum coupling stiffness case presented in Fig.4.22. The displacement
time series and velocity time series responses are depicted in Fig.4.24a,b for
an excitation magnitude I0 = 0.5m/s. The effect of the increased coupling
stiffness has a profound effect on the response of the harvester, as expected,
in which the operation frequency is much higher. Fig.4.24c indicates the
instantaneous power harvested versus time, resulting in a peak power of
0.3mW and an average power of ∼ 0.01mW . Fig.4.23d indicates a maximum
energy harvested of 0.01mJ .
It is concluded here that piezoelectric electromechanical coupling elements
are not suitable for this type and scale of energy harvesting apparatus.
The computational analysis provided valuable insight into sustained high-
frequency energy harvesting capability and robust system design; however,
coupling induced with piezo-cable elements is not suitable for the design
requirements.
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CHAPTER 5
MAIN FINDINGS OF THIS WORK AND
SUGGESTIONS FOR FURTHER
RESEARCH
5.1 Research Summary
The research documented in this work presented a computational and exper-
imental study of the impulsive dynamics of a linear oscillator coupled to a
lightweight attachment by means of an essentially nonlinear stiffness nonlin-
earity of the third degree. The term ”essential nonlinearity” describes the
lack of (or the presence of a small) linear component in the stiffness char-
acteristic. This strong nonlinearity is realized by geometric effects; i.e., by
introducing nonlinear effects appearing due to midplane stretching of a lin-
early elastic wire with negligible or very small internal tension. The presence
of essential stiffness nonlinearity leads to negligible (or very small) linearized
eigenfrequency of the attachment, in effect removing any preferential res-
onance frequency in its dynamics. This enables it to engage in nonlinear
resonance with the linear oscillator over broad frequency and energy ranges.
The resulting broadband dynamics of the strongly nonlinear attachment is
manifested in the form of high-frequency dynamical instabilities, whereby the
nonlinear attachment reacts to impulsive excitation of the linear oscillator
with relatively high-amplitude oscillations of varying frequency content.
These high-frequency oscillations of the attachment are due to continuous
resonance scattering of its dynamics on the high-frequency portion of the
impulsive orbit manifold IOM of the system, a dynamical phenomenon that
is exclusively due to the essential stiffness nonlinearity of the problem and
cannot exist in linear or weakly nonlinear settings. As a result, this system
represents a good candidate for vibration energy harvesting in situations
where a primary system is forced by single or repetitive impulses; lightweight
attachments of the type considered in this work can be designed so that the
resulting high-frequency dynamical instabilities can be employed for energy
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harvesting.
This study then presented a computational and experimental study of
the impulsive dynamics of a strongly nonlinear electromechanical energy
harvester subjected to various forcing frequencies and magnitudes. Essen-
tial cubic stiffness nonlinearities are realized via simple geometric and kine-
matic effects in the coupling between a primary linear oscillating mass and
a lightweight oscillating attachment. Direct impulsive excitation of this pri-
mary system with the strong nonlinear coupling gives rise to high-frequency
nonlinear transient resonance captures in the damped dynamics of the two
oscillators. Low-frequency TRCs are not favorable to the energy harvest-
ing objective, since they lead to low-frequency oscillations of the lightweight
harvesting element. On the contrary, high-frequency TRCs occurring in the
neighborhood of the IOM of the underlying Hamiltonian system give rise
to high-frequency dynamic instability of the harvesting element, which un-
dergoes high-amplitude, high-frequency damped oscillations in the initial,
highly energetic regime of the impulsive response of the system. These high-
frequency instabilities result in strong energy harvesting through the realiza-
tion of rapid nonlinear targeted energy transfers from the primary structure
to the harvesting element, providing the means for superior energy harvest-
ing.
It was shown that, for an appropriate harvester design incorporating piezo-
electrics, this type of high-frequency dynamic instability can be sustained
theoretically under repetitive impulsive excitations, resulting in sustained
high-efficiency nonlinear energy harvesting. The methodologies developed in
this work enable the design of the harvesting system for robust efficiency,
which is confirmed by extensive computational studies presented therein.
This task was achieved by developing suitable energy harvesting measures
for both single and repetitive impulse excitations. In addition, low and high
values of these harvesting measures were interpreted by carefully examin-
ing the wavelet spectra of the nonlinear transient dynamics of the harvester,
superimposed on the frequency-energy plot of the underlying Hamiltonian
system. The aforementioned low- and high-energy TRCs become evident in
these depictions.
This work showed numerically and experimentally that for proper excita-
tion magnitude and frequency, the high-frequency TRCs can be sustained at
steady-state, providing for superior energy harvesting performance relative to
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1:1 resonance conditions. This was accomplished with a novel experimental
apparatus utilizing electromagnetic harvesting elements. Wavelet spectral
analysis was again used to identify the presence of these high-frequency in-
stabilities, which were then compared to energy harvesting rate and average
output power.
The experimental apparatus was constructed as a proof-of-concept setup,
which was utilized with the repeated impulsive forcing scheme explored in this
study. The experimental results discussed in this work indicate an average
power output of ∼ 140mW under optimal forcing frequencies and an average
power output of ∼ 30mW under non-optimal forcing frequencies for a single
impulse magnitude. A full summary of experimental results is presented in
Fig.3.28 and Fig.3.29. Proper optimization of the electrical parameters could
further increase energy harvesting performance, which wasn’t performed in
this study. In addition, proper down-sizing and scaling of the masses can
allow this system to operate in the high-frequency regime for lower applied
impulse magnitudes.
5.2 Future Research
Extending the high performance region for the steady-state operation of the
energy harvesting apparatus presented in Chapter 3 (cf. Fig.3.16f) is of
paramount interest for future research. This would allow the system re-
sponse to engage in sustained high-frequency dynamic instabilities for more
excitation frequencies and lower amplitudes, making the system more robust
and thus increasing energy harvesting performance. In addition computa-
tional exploration of the system subjected to modulated impulsive forcing
would help study response robustness. Slightly modulated forcing is realized
experimentally for both amplitude and frequency, making this an essential
aspect of future work. This is discussed in Chapter 2 for the experimental
system, but requires further analysis.
The most immediate alteration to the electromagnetic energy harvesting
system presented in Chapter 3 would be to decrease the damping in the cou-
pling. The system identification reported in Table 3.2 indicates a relatively
high linear viscous damping in the coupling of b2 = 10.0Ns/m. This rela-
tively large damping is generated due to the interaction of the rod with the
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Figure 5.1: Numerical simulation of the 18th impulse for (a) energy
harvesting efficiency (3.25) and (b) energy harvesting capability (3.24) for
the system (3.15) subject to repeated impulsive excitation with parameters
in Table3.2, but with b2 = 1.0Ns/m.
linear bearings in the apparatus depicted in Fig.3.9. Contour plots similar
to those presented in Fig.3.15f and Fig.3.16f for the apparatus subject to
repeated impulsive excitations were generated for a lower damping value of
b2 = 1.0Ns/m, which is depicted in Fig.5.1. As seen in Fig.5.1a, the magni-
tude of the harvesting efficiency increases greatly, exceeding 50% for various
excitation ranges. More importantly, however, is that the high performance
ribs are widened to produce better harvesting efficiency for more impulse
periods, especially at lower excitation magnitudes. As seen in Fig.5.1b, the
energy harvesting capability (3.24) magnitude also increases greatly, exceed-
ing 250mJ for various excitation ranges. The reduction in damping extends
the high performance ribs slightly downward, resulting in better performance
at lower excitation magnitudes, but the effect does not widen the ribs at
these lower magnitudes. The damping reduction does, however, widen the
high performance ribs for larger impulse magnitudes. Reduction in damping
allows for less dissipated energy in the system during each impulse, which in
turn provides (i) more energy available to be harvested for each impulse and
(ii) more residual energy in the system upon application of the next impulse.
As described in Chapter 3, the build up of residual energy in the system
allowing for sustained high-frequency instabilities only manifests on the high
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Figure 5.2: Configuration of the system from Chapter 3 with a single-sided
vibro-impact element.
performance ribs. The increase in residual energy in the system between
application of impulses for lower damping presented here allows the system
to engage in these high-frequency dynamics for more forcing frequencies, as
indicated by the widening of the ribs in Fig.5.1. Damping should be reduced
in the experimental apparatus by incorporating better bearings or a better
method of supporting the NES mass.
This alteration does not have enough of an effect for low excitation mag-
nitudes and is more of a ”band-aid” fix to boost system performance. High-
frequency instabilities need to be induced in the system for lower initial en-
ergy states without relying on the build up of energy in the primary system,
which currently occurs on the high performance ribs. One method of accom-
plishing this is with the use of single-sided vibro-impact elements [7]. The
system (3.15) discussed in Chapter 3 can be altered such that the NES mass
strikes a rigid plate (bumper element), which is connected to the primary
system, at a fixed distance δ.
A model for this system is depicted in Fig.5.2, in which a third mass m3
is coupled to the linear oscillator with linear stiffness k3 and linear viscous
damping b3 at an initial distance from the NES δ. The equations of motion
for this system are thus similar to the system (3.15), but with an extra degree-
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of-freedom and some slight alterations. These equations can be expressed as
m1y¨1 + b1y˙1 + k1y1 − (be + b2)w˙2 − k2
h2
w32 − b3w˙3 − k3w3 = F (t) (5.1a)
m2(w¨2 + y¨1) + (be + b2)w˙2 +
k2
h2
w32 = 0 (5.1b)
m3(w¨3 + y¨1) + b3w˙3 + k3w3 = 0 (5.1c)
Q˙− be
ke
w˙ = 0 (5.1d)
where the relative displacement between the NES and primary system is now
defined as w2 = y2 − y1 and the relative displacement between the bumper
and primary system is now defined as w3 = y3 − y1.
The bumper is modeled as a separate degree of freedom to provide for free-
dom in designing its compliance. Additional requirements are imposed on the
system, such as a coefficient of restitution for the impacts and the moment at
which an impact occurs. An impact occurs between the NES and bumper ele-
ment when the condition w2−w3 > −δ is satisfied. With proper optimization
of the compliance k3 and spacing δ, the bumper can induce high-frequency
instabilities into the system (5.1) at lower impulse magnitudes, providing the
basis needed for the superior energy harvesting capability presented in this
document. Continued use of electromagnetic harvesting elements within this
system is recommended for the benefits outlined in Chapter 3.
The system (5.1) has not yet been thoroughly investigated, although early
simulations for single impulses are encouraging for continued research. This
system was inspired by a related model utilizing piezoelectric harvesting el-
ements. A polyvinylidene fluoride dielectric (PVDF) piezo-foam was incor-
porated as a vibro-impact bumper element similar to the system (5.1), but
now without the electromagnetic harvesting elements. Energy is harvested
in this system due to deflection of the piezo-bumper when the NES strikes
it. This model is depicted in Fig.5.3 with equations of motion expressed as
m1y¨1 + b1y˙1 + k1y1 − 2b2
h2
w22w˙2 −
k2
h2
w32 − b3w˙3 − k3w3 + k3rQ = F (t) (5.2a)
m2(w¨2 + y¨1) +
2b2
h2
w22w˙2 +
k2
h2
w32 = 0 (5.2b)
m3(w¨3 + y¨1) + b3w˙3 + k3w3 − k3rQ = 0 (5.2c)
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Figure 5.3: Configuration based on the mechanical system from Chapter 2
with a single-sided vibro-impact piezoelectric element.
RLQ˙+
1
C
Q− k3rw3 = 0 (5.2d)
where C describes the capacitance, r describes the electromechanical cou-
pling, and k3 describes the stiffness of the piezoelectric bumper, which is
modeled again an additional degree-of-freedom.
Early simulations of this complex system (5.2) for single and repeated
impulse excitation scenarios proved encouraging, which eventually was ex-
panded to an experimental study of the system, which is depicted in Fig.5.4.
The experimental harvesting capability of the experimental apparatus suf-
fered the same fate as the system (4.9) presented in Chapter 4, in which the
electromechanical coupling was small relative to the optimal value needed for
this apparatus and thus resulted in low energy harvesting capability. How-
ever, the system (5.2) did provide insight into the effect of using vibro-impact
elements to induce high-frequency instabilities within the NES response for
low excitation magnitudes, as well as experimental validation of the numeri-
cal simulations.
Experimental parameters were identified similar to the processes outlined
in Sections 2.3, 3.2.2, and 4.2 and then incorporated into numerical simu-
lations for system (5.2), although some uncertainty existed for the bumper
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Figure 5.4: Experimental realization of the system (5.2) depicted in Fig.5.3.
Figure 5.5: Energy harvesting efficiency for (a) numerical simulation of
system (5.2) and (b) experimental trails of the apparatus in Fig.5.4 for a
range of of impulse magnitudes I0 and bumper clearances δ.
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compliance and coefficient of restitution for the impacts. The single impulse
excitation case was considered initially numerically and experimentally for a
range of impulse magnitudes I0 and bumper clearances δ. Contour plots were
constructed for energy harvesting efficiency to gage system performance. A
series of 63 experimental trails were conducted on the experimental appa-
ratus (cf. Fig.5.4) corresponding to the numerically simulated parameter
ranges. A contour plot was also developed for the experimental trials, which
are based on the discrete performance measures from the trails with some
intermediate interpolation between points. These contour plots are depicted
in Fig.5.5, in which the red boundaries denote parameter correspondence
between the numerical system (5.2) and experimental apparatus of Fig.5.4.
As seen in Fig.5.5, the numerical simulation and experimental system have
strong qualitative correlation, albeit the experimental system performance
doesn’t match the quantitative performance of the numerically simulated pa-
rameters. A rough green line in Fig.5.5a marks the bumper contact boundary
for the system. There is no contact between the NES and piezo-bumper for
excitation magnitudes and bumper clearances outside of this line, in which
the system (5.2) approximates the performance behavior of the mechani-
cal system (2.1) presented in Chapter 2. Contact occurs between the NES
and piezo-bumper for excitation magnitudes and bumper clearances inside
of this line, in which energy is harvested during the collisions. Regions of
high efficiency correspond to scenarios in which the NES impacts the piezo-
bumper multiple times with significant magnitude, which can be achieved
experimentally with low impulse magnitudes, as indicated in Fig.5.5b. Con-
tact between the NES and piezo-bumper causes high-frequency instabilities
in the response of the NES to manifest, which, as seen in Fig.5.5a, can occur
for small impulse magnitudes and bumper clearances.
As a brief example, the response of the experimental apparatus for the
parameters I0 = 500N and δ = 4mm is depicted in Fig.5.6, which corre-
sponds to the highest efficiency experimental trial. As seen in Fig.5.6a,b,
the primary system oscillates at its fundamental frequency of ∼ 5Hz for the
duration of the response, which takes place for ∼ 1.2s before the system
comes to rest. As seen in the relative displacement wavelet of Fig.5.6d, the
response of the NES engages in high-frequency 2:1 resonance capture with
the primary system for just about the entire duration of the response. The
response drops down to the S11+ branch briefly before the system comes to
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Figure 5.6: (a) primary system displacement time history, (b) primary
system displacement wavelet, (c) relative displacement time history, and (d)
relative displacement wavelet for the experimental apparatus presented in
Fig.5.4 subject to low intensity impulsive excitation of magnitude
I0 = 500N and bumper clearance δ = 4mm.
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Figure 5.7: (a) primary system displacement time history, (b) primary
system displacement wavelet, (c) relative displacement time history, and (d)
relative displacement wavelet for the experimental apparatus presented in
Fig.5.4 subject to large intensity impulsive excitation of magnitude
I0 = 4500N and bumper clearance δ = 4mm.
rest.
The example is continued for the response of the experimental apparatus
for the parameters I0 = 4500N and δ = 4mm as depicted in Fig.5.7, which
corresponds to a moderate efficiency experimental trial. As seen in Fig.5.7a,b,
the primary system oscillates at its fundamental frequency of ∼ 5Hz for the
duration of the response, which takes place for ∼ 3.5s before the system
comes to rest. As seen in the relative displacement wavelet of Fig.5.7d, the
response of the NES engages again in high-frequency 2:1 resonance capture
with the primary system for just about the entire duration of the response.
The response drops down to the S11+ branch briefly before the system comes
to rest.
The responses of Fig.5.6d and Fig.5.7d indicate that high-frequency 2:1
resonance capture can be sustained for the duration of the response as long
as the NES is striking the vibro-impact bumper. As indicated in Fig.5.5a,
the NES will contact the bumper for low excitation magnitudes and bumper
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clearances, which is validated with the experimental study depicted in Fig.5.5b.
With the combination of this sustained high-frequency instability at low im-
pulse magnitudes due to the vibro-impact element and the superior energy
harvesting capability of electromagnetic elements described in Chapter 3,
the system (5.1) presents an encouraging path for increasing robustness and
performance of the novel energy harvesting apparatus presented in Chapter
3.
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