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We have developed an intermediate-level laboratory experiment to determine the temperaturedependent characteristic temperature of beryllium. The apparatus used to measure the resistance of a beryllium wire sample between liquid nitrogen and room temperatures was simple. The characteristic temperatures obtained from these data using the Block-Griineisen model are in reasonable agreement with literature values obtained from resistivity and heat capacity experiments. The experiment introduced students to cryogenic and computer data analysis techniques and forced them to extend their knowledge of the theory of electrical resistance and of characteristic temperatures.
I.INTRODUCfION
After completing a typical introductory physics course, most students are familiar with the concept of electrical resistivity. They know how it is related to electrical resistance and how it might be determined for simple wire samples. Many also know about the variation of the resistivity of metals with temperature near room temperature, and some have verified this dependence in an introductory laboratory experience.
Why then might an electrical resistivity experiment be of value to intermediate-level undergraduate students? First of all, this experiment could introduce students to simple cryogenic, electrical measuring and data analysis techniques. Second, the nonlinear behavior of the resistancetemperature relationship at low temperature might be observed. Third, such concepts as Matthiessen's Rule, ! characteristic temperatures, ! and the Bloch-Griineisen model of electron-phonon scattering! might be applied directly in data analysis.
J. F. Thomas and R. Deltour 2 have reported on such an experiment for undergraduate students. They used platinum wire samples and measured electrical resistivity between liquid helium and room temperatures. We decided not to use this experiment, however, for two reasons. First, liquid helium is not available at our university for use in undergraduate laboratory experiments. Second, the data analysis procedure presented did not lead the students to determine a characteristic Debye-like temperature for the sample and its variation with temperature. This second reason was particularly important since characteristic temperatures are discussed in modem physics, statistical physics, and solid state physics courses, yet are never actually determined by students in their undergraduate laboratory experiments.
In order to replace the liquid helium coolant with more readily available liquid nitrogen, we used the Bloch-Griineisen model to find a better sample. This model predicts that for T /8 below 0.2 the resistivity should be strongly nonlinear.
3 Assuming for now the characteristic temperature is essentially equal to the Debye temperature, this criterion tells us that a sample must have a Debye temperature greater than 390 K to see any nonlinear effects near liquid nitrogen temperatures. Since the nonlinearity increases as T /8 decreases, we should select a sample with as large a Debye temperature as possible. Beryllium, with a Debye temperature of 1390 K at low temperatures,4 has the lar-gest Debye temperature of the metallic elements and is also readily available in wire form. It was the obvious choice. (An interesting exercise for students is to figure out for themselves why beryllium is a good choice and to evaluate the suitability of other materials.)
II. EXPERIMENT
The apparatus used for holding the sample and controlling its temperature was particularly simple and is shown in Fig. 1 . The core of the sample holder was a cylinder of brass (A in Fig. 1 ) measuring 5 cm long and 2.5 cm in diameter though these dimensions are not at all critical. This was chosen for three reasons: Brass has a fairly high thermal conductivity and the cylinder should therefore have a fairly constant temperature throughout its volume; the heat capacity of the cylinder was rather large which provided thermal inertia against rapid temperature changes; and this particular piece happened to be available in our scrap metal bin. Its curved outer surface was wrapped with a single layer of mending tapeS to provide electrical insulation with only small thermal insulation for the sample. The beryllium wire sample was wrapped over this tape, and a second layer of tape was wrapped around the outside to hold the sample in place. Both ends of the sample protruded from the wrapping and were attracted to copper leads with small brass screws and nuts. A thermocouple was also taped to the outside of the cylinder to measure the temperature of the sample-sample holder combination. The sample holder was enclosed in a home-made styrofoam container for thermal insulation (B in Fig. 1 ) . A long brass rod (C in Fig. 1 ) was threaded into the cylinder on one end and extended through a hole in the styrofoam to transfer heat from the sample holder to the liquid nitrogen bath. Electrical leads and thermocouple wires were brought out through this same hole. This thermally insulated sample holder was suspended within a glass dewar (D in the diagram) with the brass rod extending down to near the bottom of the dewar.
The samples were Hx>-cm-Iong, 0.25-mm-diam beryllium wires purchased from Alfa Products. 6 The purity specification was 99.5% for metallic impurities and 99 + % for total impurities. B. W. PoweW found that annealing beryllium samples near I ()()()·C was required to get useful reproducible results. We did not do this with out samples because of the toxicity ofberyllum vapor and because this did not seem necessary for an undergraduate laboratory experiment. Four copper leads and two thermocouple wires, all small in diameter, extended out ofthe dewar. Two of the copper leads brought current to and from the sample and were connected in series with a standard resistor and a power supply. Currents of the order of 4 mA were used during the experiment to reduce self-heating in the sample and to insure that the sample temperature was essentially that of the sample holder. The other two copper leads were used to measure the voltage drop across the sample. The reference junction of the thermocouple was placed in an ice-water bath. The thermocouple wires, the voltage leads connected across the sample, and the leads connected across a standard resistor were connected through two DPDT switches to a potentiometer so that the potential drop across each pair of leads could be separately measured. The sample temperature was determined from the measured thermocouple emf using standard tables. 8 The sample resistance was determined using Ohm's law and the measured potential drops across the sample and standard resistance. The experimental procedure consisted of placing some liquid nitrogen in the dewar with the sample holder in place and measuring resistance and temperature "on the run" as the sample cooled. Since the complete cooling took 2-3 h, this simple procedure worked well.
III. RESULTS
The unrefined resistance-temperature data obtained by several different student groups in an intermediate-level lab course on two different beryllium wire samples are shown in Fig. 2 . This clearly shows that the two samples had a slightly different resistance-temperature characteristic. Since this experiment was a teaching laboratory exercise rather than a research project, we made no effort to remove these differences by heat treatment as mentioned before. The samples also became more brittle after several coolings which resulted in broken lead connections when the sample was handled roughly. No effects of this hardening were observed in the data, however. These results are clearly nonlinear at lower temperatures as expected. The low-temperature data appear to converge to a positive value of resistance in the limit as T approaches 0 K as described by Matthiessen's Rule. At the highest temperatures, the results approach linearity, which is the expected high-temperature behavior.
Quantitative analysis of these data correlates with these ..... ;.~"'" observations. Since our primary interest was in the temperature dependence of resistivity rather than resistivity values per se, we analyzed resistance data directly rather than compute resistivity values first. We also made no corrections for thermal expansion of the sample. The first step was to apply Matthiessen's Rule
to separate the temperature-independent resistance contribution Ro attributed to impurity scattering and the temperature-dependent contribution R (T) attributed to phonon scattering. This was first done graphically by extrapolating the R vs Tcurve back to 0 K, but this extrapolation was very uncertain. Fortunately Reich et al.!O observed that the resistivity of beryllium was proportional to T4 between 50 K and 130 K. This meant that
and that a plot of R vs T4 should yield a straight, and easily extrapolated, line. Our data followed such a relationship, and values of Ro were obtained graphically from these plots. We also used the linear regression subroutine programmed in a hand-held calculator to least-squares fit our data to this linearized curve and then used Ro values from this fit in all succeeding calculations. Once Ro was subtracted from measured resistance values, the resulting temperature dependent resistance component could be analyzed in terms of microscopic models of the scattering processes. The Bloch-Griineisen model! is particularly useful due to its relative simplicity and accuracy and to the fact that it yields a characteristic temperature roughly comparable to the Debye temperature. The approximations and limitations of this model are discussed in many standard references.! This model predicts that the temperature-dependent resistance component is given by the relationship!
R(T)=(KT/02)G(O/T),
where
In these equations Tis the sample temperature, and 0 is the characteristic temperature, both in Kelvins, and K is a product of several constants and a factor characterizing the electron-phonon interaction. We considered K to be inde-pendent of temperature which is a standard assumption in this type of analysis. II According to the assumptions of this model, () is a constant which characterizes the sample and should be identical to the Debye temperature. At high temperatures (T>(}) the model predicts that R (T) a: T and at low temperatures (T<tJ) the model predicts thatR (T) a: T5. At intermediate temperatures the definite integralin G (() IT) must be evaluated. This does not yield a simple analytical form, and numerical tables of values of G (() IT) are required. Due to beryllium'S high characteristic temperature, the highest temperatures encountered in our experiment are only about () 14, and none of our data corresponds to the hightemperature limiting case. At low temperatures the resistance of beryllium is proportional to T4 as previously mentioned and not to T5. At intermediate temperatures the data also do not follow the model exactly although they are "in the right ballpark." The same sort of problems are encountered in applying the Debye theory to heat capacity data at intermediate temperatures, and the same "solution" is applied in both cases. Rather than assuming that () is constant, a temperature-dependent characteristic temperature is introduced and tabulated. At any given temperature, values of resistance or specific heat may be computed using these models by inserting the appropriate value of the characteristic temperature for the sample temperature in question. We have determined the temperature-dependent characteristic temperature for each data set shown in Fig. 2 .
Kelly and MacDonald 12 have described four principal methods for determining () values from resistivity data; these methods are also discussed by Meaden. 13 We used the first two methods which are relatively straightforward applications of the theory. With both of these methods, tables of values of G (() IT) are required. Meaden 13 provides such tables although we computed more extensive tables for our use. Using the trapezoidal rule for numerical integration, 14 we tabulated valuesofG (() IT)for(} ITvaluesrangingfrom O.Oto 80.0in steps of 0.1. ValuesofG (() IT)forintermediate values of () IT were found by linear interpolation between these tabular values.
The first method allows us the determine a single () value consistent with each pair of data points. Equation (3) is first evaluated for each of the data points assuming (}I = (}2' The resulting two equations are then solved simultaneously to elimate K, assumed to be constant, which yields
(5) R2 TI
In this equation R refers to a temperature-dependent resistance component, T refers to a temperature, and the subscripts 1 and 2 refer to the two data points being analyzed. () values are determined by substituting trial values of () into Eq. (5) until the left and right sides of the equation are equal.
We first determined by hand the () values for several pairs of data points. This procedure was tedious but was useful in understanding the method. We then wrote a computer program which searched for () values that made the two sides ofEq. (3) equal, within a specified tolerance, using a binary search technique. 14 This allowed us to determine () values for every pair of data points in each data set in a very short time. The results showed roughly constant () values for pairs of high-temperature points and lower () values for combinations of a high-temperature and a low-tempera-ture point. A good deal of scatter was also present due to experimental error.
These results are difficult to use, however, if () is a very strong function of temperature. We want to find the () value for a single temperature, not the () value consistent with pairs of data points at two different, and perhaps widely spaced, temperatures. The real value of this method is in finding () values in cases where () is expected to be practically constant over a range of temperatures.
The second method allows us to determine the () value at one temperature if the () value at a second temperature is known. As in the first method, Eq. (3) is evaluated for each of the data points and these two equations solved simultaneously to eliminate K and yield
The symbols are the same as in Eq. (5) except that SUbscript 2 refers to the temperature at which we know the (}value, (}2 is the known () value, and () I is the () value to be determined.
(}I values are determined by substituting trial (}I values into Eq. (6) until the left-and right-hand sides are equal.
In order to use this method, we first had to determine a known () value. Since our results using the first method showed roughly constant () values for pairs of high-temperature points, we first decided to use the average of the () values for all of the pairs of data points in the data set above 250 K. This () value would then be assigned to the temperature at the midpoint of the high-temperature range, typically 275 K. The resistance at this temperature would be computed from a least-squares fit of the high-temperature data to a straight line. These would be substituted into Eq. (6) as (}2' T 2 , and R 2 , and for each of the data points in the data set, a (}I value would be determined. As before, this would be carried out by a computer using a binary search technique. 15 The only flaw in this procedure seemed to be the large scatter of the high-temperature () values from the average. Small experimental errors in the pairs of data points used to find () values led to fluctuations as large as 15% of the average.
Due to these large fluctuations, we decided instead to use the second method itself to determine known () values subject to the requirement that () vary as little as possible at temperatures greater than 250 K. We used T2 and R2 values obtained as previously described, assumed a (}2 value, and for each data point above 250 K found a () value as described before. We computed the variance of these () values from their average, incremented the assumed (}2 value, and repeated the procedure. This continued until a (}2 value giving the minimum variance was found, and this (}2 value was assigned to the high-temperature midpoint. This value typically was within 1 % of the (}2 value determined previously by simple averaging. All of the points in the data set were then analyzed using this (}2 value. This procedure was then repeated for each data set.
The resulting temperature-dependent () values determined by this method, for each of the sets of student-measured data reported in Fig. 2 , are given in Fig. 3 . Each data set is represented by the same symbol in Fig. 2 and 3 . The results for the two samples are again different, as in Fig. 2 . The lower resistance sample yields higher () values although the separation is not as distinct as in Fig. 2 . As is the case for Debye temperatures determined from specific heat measurements,15 () is constant at higher temperatures but Characteristic temperatures obtained from resistivity measurements at higher temperatures range from 652 K (see Ref. 16 )to 1240 K (see Ref. 10) . Our values of roughly 1100 K for unannealed polycrystalline specimens are certainly in the right range. We attribute the difference between the results of successive experiments on the same sample to student errors. These data were obtained by students during their first and only experimental run and do not include any refinements of procedure or technique resulting from multiple runs and analyses.
IV. CONCLUSIONS
We concluded that this experiment was successful in exposing students to new experimental techniques including computer data analysis techniques. Hand calculations were useful in gaining a better understanding of the data reduction procedures. Additional study of solid-state physics concepts, beyond that considered in formal classes, was required to understand the experiment and to write an adequate report. Since the required apparatus is simple and since liquid nitrogen and computer facilities are commonly available today, this experiment could be implemented rather easily at many colleges. 18
