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Bayesian inference is the workhorse of gravitational-wave astronomy, for example, determining the
mass and spins of merging black holes, revealing the neutron star equation of state, and unveiling
the population properties of compact binaries. The science enabled by these inferences comes with
a computational cost that can limit the questions we are able to answer. This cost is expected
to grow. As detectors improve, the detection rate will go up, allowing less time to analyze each
event. Improvement in low-frequency sensitivity will yield longer signals, increasing the number
of computations per event. The growing number of entries in the transient catalog will drive up
the cost of population studies. While Bayesian inference calculations are not entirely parallelizable,
key components are embarrassingly parallel: calculating the gravitational waveform and evaluating
the likelihood function. Graphical processor units (GPUs) are adept at such parallel calculations.
We report on progress porting gravitational-wave inference calculations to GPUs. Using a single
code—which takes advantage of GPU architecture if it is available—we compare computation times
using modern GPUs (NVIDIA P100) and CPUs (Intel Gold 6140). We demonstrate speed-ups of
∼ 50× for compact binary coalescence gravitational waveform generation and likelihood evaluation,
and more than 100× for population inference within the lifetime of current detectors. Further
improvement is likely with continued development. Our python-based code is publicly available and
can be used without familiarity with the parallel computing platform, CUDA.
I. INTRODUCTION
In the first two observing runs of Advanced
LIGO/Virgo, ten binary black hole mergers were de-
tected along with one binary neutron star inspiral [1].
These observations allowed us to measure the Hubble
parameter [2], to study matter at extreme densities [3],
and to probe the underlying distribution of black holes in
merging binaries [4]. Within the lifetime of advanced de-
tectors, we conservatively estimate that hundreds of such
observations will be made given inferred merger rates and
projected sensitivity [5].
Compact binary coalescences are analyzed with
Bayesian inference (see, e.g. [6] for a general introduc-
tion or [7] for applications to gravitational waves.). We
distinguish between two kinds. We refer to inferring the
properties (e.g., the masses, spins, and location) of in-
dividual binaries as single-event inference. Hierarchical
Bayesian inference is then used to infer the ensemble
properties (e.g. the shape of the binary black hole mass
distribution) of the observed binaries in population in-
ference. These are typically performed with stochastic
sampling algorithms such as Markov Chain Monte Carlo
(MCMC) [8, 9] or Nested Sampling [10]. These algo-
rithms generate samples from the posterior distribution
and possibly a Bayesian evidence which can be used for
model selection.
∗ colm.talbot@monash.edu
Both single-event inference and population inference
require the computation of likelihood functions consist-
ing of many independent operations. For single-event
inference, the number of operations per likelihood eval-
uation is determined by the length of the signals being
analyzed, see, Eq. 1. As the low-frequency sensitivity of
detectors increases, binaries will spend longer in our sen-
sitive frequency range, leading to fast-increasing compu-
tational demands. For population inference, the number
of operations required per likelihood calculation is pro-
portional to the number of binaries in the population,
see, Eq. 3. The growing number of observations and the
growing duration of the longest signals in the catalog re-
quire improved speed for inference algorithms.
Most previous methods for accelerating inference for
compact binary coalescences have sped up calculations
by reducing the amount of data required to represent
the gravitational-wave signal, thereby reducing the num-
ber of operations required to evaluate the likelihood, e.g.,
reduced order methods [11–13], multi-banding [14], and
relative binning [15]. Another approach, which we in-
vestigate here, is to parallelize the most time-consuming
calculations in the likelihood evaluation. While it is dif-
ficult to parallelize the actual sampling algorithm, there
are embarrassingly parallel calculations within the likeli-
hoods. In this paper, we explore how astrophysical infer-
ence can be accelerated by executing parallelizable cal-
culations on graphical processor units.
While we focus here on inference using stochastic sam-
plers, e.g., [16–18], it bears mentioning that there are
alternative inference schemes, which also face compu-
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2tational challenges, e.g., iterative fitting [19, 20] is one
such alternative. This method evaluates far fewer gravi-
tational waveforms, which can significantly reduce com-
putation times for inference when the waveform evalua-
tion is very time-consuming. Recently, it has been shown
that this algorithm can also be significantly accelerated
by parallelization [21].
Modern computation is mostly performed on either a
central processing unit (CPU) or a graphics processing
unit (GPU). CPUs consist of a relatively small number
of cores optimized to perform all the tasks necessary for
a computer in serial. GPUs, on the other hand, consist
of hundreds or thousands of cores, enabling evaluation of
many numerical operations simultaneously. This makes
them ideal for embarrassingly parallel operations such as
manipulating large arrays of numbers. Low-level GPU
programming is carried out using the parallel computing
platform, CUDA. In this work, we take advantage of the
library, cupy [22].
We present python packages with parallelized versions
of the likelihoods necessary for performing both single-
event and population inference. The code is designed to
run on either a CPU or a GPU, depending on the avail-
able hardware. Our GPU-compatible code for single-
event inference is available at github.com/colmtalbot/
gpucbc, our CUDA compatible version of IMRPhe-
nomPv2 at https://github.com/ADACS-Australia/
ADACS-SS18A-RSmith. Our GPU population inference
code GWPopulation is available from the python
package manager pypi and from git at github.com/
colmtalbot/gwpopulation.
Using our GPU-accelerated code, we investigate the
speed-up achieved carrying out gravitational-wave infer-
ence calculations using GPUs versus traditional CPUs.
We carry out a benchmarking study in which we com-
pare inference code using GPUs to identical code running
on CPUs. We compare the runtimes for various tasks
including: (i) evaluating a gravitational waveform, (ii)
evaluating the single-event likelihood, and (iii) evaluat-
ing population likelihood. To carry out this comparison,
we use NVIDIA P100 GPUs and Intel Gold 6140 CPUs
available on the OzStar supercomputing cluster.
In Section II we describe methods for parallelizing the
evaluation of gravitational waveforms. In section III we
use these parallelized waveforms to consider the possi-
ble acceleration for single-event inference. In section IV,
we investigate the possible acceleration from parallelizing
the population inference likelihood. Finally, we provide
a summary of our findings and future work in section V.
II. WAVEFORM ACCELERATION
A key ingredient for single-event inference is a model
for the waveform, h˜(f, θ). Here, h˜ is the discrete Fourier
transform of the gravitational-wave strain time series, f
is frequency, and θ is the set of parameters (typically
15-17), which determine the waveform, e.g., the masses,
spins, and orientation of the binary. This theoretical
waveform is compared with the data every time the likeli-
hood function is evaluated. Many commonly used wave-
form models can be directly evaluated in the frequency
domain and the value at each frequency can be evaluated
independently (e.g., [23–26]). This makes the waveform
model evaluation embarrassingly parallel.
We design two different codes for performing waveform
generation on a GPU. First, we implement a GPU ver-
sion of a simple, post-Newtonian inspiral-only waveform
TaylorF2 [23] directly in python using cupy. Secondly,
we convert the C code for a phenomenological waveform
IMRPhenomPv2 [24] into CUDA[27]. Both of these
methods are then compared to the time required to eval-
uate the same waveform implemented in C within LAL-
Suite [28].
Technically, the CUDA version of IMRPhenomPv2
does not adhere to our philosophy of keeping the GPU
programming entirely “under the hood,”, however, writ-
ing custom CUDA kernels allows increased optimization
of the GPU code. We consider the effect of pre-allocating
a reusable memory “buffer” on the GPU. During param-
eter estimation waveforms of the same length will be gen-
erated many times as a waveform evaluation is required
for every likelihood evaluation. Since the waveform al-
ways has the same size a predefined spot in memory can
be reused for every waveform.
In Fig. 1, we plot the speed-up (defined as the CPU
computation time divided by the GPU computation
time) for both of our waveforms. The dashed line in-
dicates no speedup. In blue we show the comparison of
our TaylorF2 waveform using cupy with the C version
available in lalsuite [28]. We find that, for signals longer
than ∼ 10 s, we achieve faster waveform evaluation. The
speed-up scales roughly linearly with signal duration so
that the waveforms of duration 100 s are sped up by a
factor of ≈ 10. For signals longer than ∼ 1000 s the GPU
queue saturates and the rate of increase of the speedup
decreases.
In orange, we plot the speedup for our CUDA imple-
mentation of IMRPhenomPv2 compared to the C imple-
mentation of the same waveform model in lalsuite. The
solid curve includes the use of a pre-allocated memory
buffer, while the dashed curve does not. We find that
pre-allocating memory buffer increases the performance
when the number of frequencies is . 105 and leads to
accelerations for all waveforms when the number of fre-
quency bins is larger than 100. This suggests that the
performance of our cupy waveform could be similarly
improved for short signal durations using more sophisti-
cated waveform allocation.
3FIG. 1. Speedup comparing our GPU accelerated waveforms
with the equivalent versions in LALSuite as a function of the
number of frequencies. The corresponding signal duration is
shown for comparison assuming a maximum frequency of 2048
Hz. The blue curve shows the comparison of our cupy imple-
mentation of TaylorF2 with the version available in lalsuite.
The GPU version is slower for shorter waveform durations,
this is likely because of overheads in memory allocation in
cupy. For binary neutron star inspirals the signal duration
from 20 Hz is ∼ 100 s, at which signal durations, we see a
speedup of ∼ 10×. For even longer signals we find an accel-
eration of up to 80×. The orange curves show a comparison
of our CUDA implementation of IMRPhenomPv2, the solid
curve reuses a pre-allocated memory buffer while the dashed
line does not. We see that the memory buffer makes the GPU
waveform faster for shorter signals.
FIG. 2. Speedup of the compact binary coalescence like-
lihood as a function of the number of frequencies with and
without a GPU using our accelerated TaylorF2. The corre-
sponding signal duration is shown for comparison assuming a
maximum frequency of 2048 Hz. We see similar performance
as for the waveform generation. We find a speedup of an order
of magnitude for 128s signals.
III. SINGLE-EVENT LIKELIHOOD
ACCELERATION
The standard likelihood used in single-event inference
is
L(d|θ) =
Ndet∏
i
M∏
j
1
2piSij
exp
(
− 2
T
|d˜ij − h˜ij(θ)|2
Sij
)
, (1)
where d is the detector strain data, θ are the binary pa-
rameters, h˜ is the template for the response of the de-
tector to the gravitational-wave signal as described in
Section II, S is the strain power spectral density, the
products over i and j are over the M frequency bins and
Ndet detectors in the network respectively.
Different signals have different durations, and thus,
different values for the number of frequency bins M .
The more frequency bins, the more embarrassingly par-
allel calculations to perform, and the more we expect to
gain from the use of GPUs. For example, systems with
lower masses produce longer duration signals than sys-
tems with higher masses, all else equal. In previously
published observational papers, the minimum frequency
is typically set to 20 Hz for binary black holes, although
a larger minimum frequency was used in the analysis of
GW170817 [29]. For high mass binary black holes, this
corresponds to M = 4,000 − 32,000 bins. Binary neu-
tron star signals are much longer in duration, requiring
M ≈ 106 bins. When current detectors reach design sen-
sitivity, frequencies down to 10 Hz will be used, leading
to substantially longer signals and therefore many times
more bins. Future detectors are expected to be sensitive
to frequencies as low as 5 Hz [30].
During each likelihood evaluation, the most expensive
step is usually calculating the template. The next most
expensive operation is applying a time translation to the
frequency domain template in order to align the template
with the merger signal. To do this, the frequency-domain
waveform is multiplied by a factor of exp (−2ipifδtdet)
where tdet is different for each detector in the network.
This becomes increasingly expensive (with linear scaling)
as more detectors are added to the network.
In Fig. 2 we show the speedup achieved evaluating
the single-event likelihood function using our TaylorF2
implementation compared to the lalsimulation imple-
mentation. We find a speedup of an order of magnitude
for a 128 s-long signal, the typical duration for binary
neutron star analysis with a minimum frequency of 20 Hz.
This reduces the total calculation time from a few weeks
to a few days.
When the number of frequency bins is relatively small
M < 105, we see a slowdown rather than a speedup.
This is due to the same overheads as seen in Section II.
Using the CUDA implementation of IMRPhenomPv2,
we would expect to see an acceleration for much shorter
signal durations.
In order to demonstrate the improvement achieved an-
alyzing longer-duration signals, we analyze a synthetic
4FIG. 3. Posterior distributions for the chirp mass and
effective spin of a binary neutron star inspiral similar to
GW170817 when beginning the analysis at 30 Hz (blue) and
15 Hz (orange). Analyzing more of the early inspiral enables
better measurement of the chirp mass, which leads to an im-
proved measurement of the neutron star spins.
binary neutron star inspiral two different ways. First
we analyze the final 128 s of inspiral from a frequency
of 30 Hz as was done for the LIGO/Virgo analysis of
GW170817 [29]. Then we repeat the same analysis in-
cluding 512 s worth of inspiral with a minimum frequency
of 15 Hz.
The one- and two-dimensional posterior distributions
for chirp mass and effective aligned spin χeff are shown
in Fig. 3. Observing more of the early inspiral improves
our measurement of both of these parameters. A factor of
∼ 2 improvement of the effective spin will facilitate future
comparisons with the galactic pulsar population [31].
IV. POPULATION ACCELERATION
In population inference, we are interested in measur-
ing hyper-parameters, Λ, describing a population of bi-
naries (e.g., minimum/maximum black hole mass) rather
than the parameters, θ, of each of the individual binaries.
The population properties are often described by either
phenomenological models (e.g., [32–41]) or by the results
of detailed physical simulations, e.g., population synthe-
sis or N-body dynamical simulations (e.g., [42–52]). In
this work, we use the former for examples. However,
our methods apply equally to both. The formalism for
hierarchical inference including a discussion of selection
effects is briefly described below See, e.g., [7, 53, 54] for
detailed derivations.
In order to analyze a population of binary black holes,
we typically use the following likelihood [53],
Ltot({di}|Λ, R) = RNe−RV T (Λ)
N∏
i
∫
dθiL(di|θi)p(θi|Λ).
(2)
Here, L(di|θ) is the likelihood of obtaining strain data di
given binary parameters θi as in Eq. 1, p(θ|Λ) is our pop-
ulation model, and V T (Λ) is the total observed spacetime
volume if the population is described by Λ. See, e.g., [55–
58] for discussions of methods to calculate V T (Λ).
Within GWPopulation we currently support the cal-
culation of V T on a regular grid with GPU acceleration.
The calculation of V T does not depend on the number
of events. However, this grid-based integration is limited
to small dimensional spaces, and so the subdominant ef-
fects of spin on detectability cannot be included in this
method. This is mitigated by performing monte carlo
integration. However, the cost of this compation scales
as O(N) [59]. We are currently developing a method
which will enable spin-effects to be included in the calcu-
lation of V T wih no increase in cost at runtime [60]. For
the benchmarking performed in this work, we ignore this
quantity, but it may be added back in without significant
impact on performance.
Since L(di|θ) is independent of the population model,
it can be evaluated independently for each observed bi-
nary, as described in Section III. Since we are interested
in evaluating an integral of the likelihood over the binary
parameters, it is convenient to perform a Monte Carlo
integral using samples from the likelihood. This process
is known as “recycling”.
The Bayesian inference algorithms used for single-
event inference typically generate samples from the pos-
terior distribution. Therefore, it is necessary to weight
each of the samples by the prior probability distribution
p(θij |Ø) used during the initial inference step. This yields
the following likelihood
Ltot({di}|Λ, R) ∝ RNe−RV T (Λ)
N∏
i
ni∑
j
p(θij |Λ)
p(θij |Ø) . (3)
Where {θj}i is a set of ni samples drawn from the pos-
terior distribution p(θi|di). The evaluation of the popu-
lation model for each of the posterior samples is embar-
rassingly parallel.
The first step is to draw an equal number of samples
from each posterior so that for each binary parameter we
have a single N × ni array. These arrays are then trans-
ferred to the GPU to evaluate the probabilities, sums,
and logarithms. We then need to only transfer a single
number, the (log-)likelihood, back to the CPU when the
likelihood is evaluated.
We calculate the likelihood evaluation time as a func-
tion of the number of posterior samples being recycled.
5FIG. 4. Ratio of the likelihood evaluation time (top) and
likelihood evaluation time (bottom) on CPU and GPU as a
function of number of samples. The vertical lines indicate
(left to right): the number of samples released as part of the
GWTC-1 data release, the anticipated number of samples at
design sensitivity, the number of samples for a week of data.
With the number of samples available as part of GWTC-1,
the speedup is ∼ 10× . When the number of samples exceeds
4 million we reach the limits of the available GPUs and the
likelihood evaluation time begins to increase. As GPU tech-
nology improves we expect that the maximum speedup over
single-threaded code will continue to increase.
The tests performed in this work use the mass distri-
bution proposed in [37], the spin magnitude distribu-
tion from [39], and the spin orientation model from [33].
Fig. 4 shows the expected linear scaling in the speedup
obtained by using the GPU. At around 3× 106 samples,
the GPU likelihood evaluation time begins increasing and
the growth of the relative speedup slows. This is due to
GPU queue saturation.
The data released after the second observing run of ad-
vanced LIGO/Virgo includes ten binary black hole sys-
tems and the shortest posterior contains ∼ 2 × 104 pos-
terior samples. Using 2 × 105 samples the GPU code is
≈ 10× faster, reducing runtimes from a week to less than
a day.
During Advanced LIGO/Virgo’s third observing run,
beginning April 2019, we can expect to detect tens more
binary black hole mergers [5]. Given the current perfor-
mance, we would expect the relative speed of the GPU
code and the CPU code to continue to scale linearly with
the size of the observed population. Within the lifetime
of current detectors, we can conservatively assume that
we will detect hundreds of events. At this stage using a
GPU will accelerate population inference by more than
two orders of magnitude.
V. DISCUSSION
As the field of gravitational-wave astronomy grows,
the quantity of data to be analyzed is rapidly increasing.
Thus, it is necessary to constantly improve and acceler-
ate inference algorithms. In this paper, we demonstrate
multiple ways in which GPUs can aid in this endeavor.
We show that multiple orders of magnitude speedup can
be achieved within the lifetime of current detectors in
three areas:
• waveform evaluation.
• CBC likelihood evaluation.
• population inference.
Most of these improvements use cupy, a python inter-
face to CUDA, which acts as a GPU wrapper for exist-
ing C code. cupy has also recently been used for other
parameter estimation methods in gravitational-wave as-
tronomy [21].
We provide two complementary GPU versions of com-
monly used waveforms, a CUDA implementation of IM-
RPhenomPv2 and a python implementation of Tay-
lorF2. We find that the performance of the CUDA
waveform exceeds that of the pure-python waveform for
short waveforms when efficient memory allocation is vi-
tal. For longer waveforms, memory allocation is less
important and the python waveforms give similar or
greater speedups than the CUDA implementation. The
CUDA implementation of IMRPhenomPv2 is avail-
able at [61]. Future development of parallelized wave-
forms may enable rapid evaluation of waveforms encod-
ing more of the phenomenology of general relativity, e.g.,
higher-order modes [62], gravitational-wave kicks [63], or
gravitational-wave memory [64].
Other than waveform evaluation, the dominant cost
for the likelihood used in inference for compact binary
coalescences are exponentials to perform frequency do-
main time-shifts. This is another operation which dras-
tically benefits from parallelization. Using these two
methods, we reduce the likelihood evaluation time for
binary neutron star mergers by an order of magnitude
at current sensitivity and more when current detectors
reach their design sensitivity. The code for performing
GPU-accelerated single-event parameter estimation can
be found at [65].
Other methods for speeding up likelihood evaluation
for long signals include reduced order quadrature meth-
ods [13] and relative binning [15, 66]. These methods
rely on the waveform being sufficiently well described by
a small set of unevenly sampled frequencies. For binary
neutron star mergers like GW170817, the signal from
∼ 30 Hz to the merger can be described with only ∼ 103
frequencies. Additionally, these methods do not require
computing any exponentials at run time. GPU wave-
forms will have less of a benefit for these cases. However,
we may be able to accelerate parameter estimation by an
additional factor of a few. This will facilitate more rapid
production of sky maps for electromagnetic observers fol-
lowing up on gravitational-wave events.
The computational cost of performing population in-
ference increases linearly with the size of the observed
6population. Using a GPU to perform the embarrass-
ingly parallel likelihood evaluation we find an acceler-
ation of ∼ 10× using the data in GWTC-1 [1] com-
pared to the CPU code. We additionally find that the
GPU implementation will outperform the CPU code by
more than two orders of magnitude during the lifetime
of current detectors. We therefore present GWPopu-
lation [67]: a CPU/GPU agnostic framework for per-
forming gravitational-wave population inference. Both
of these packages use the framework available within
Bilby [18].
Within GWPopulation, we include CPU/GPU tools
for performing population inference. We provide:
• implementations of many previously proposed bi-
nary black hole population models.
• the likelihoods commonly used in gravitational-
wave population inference.
• methods for computing selection biases.
Using our GPU-enabled implementation of a binary
neutron inspiral waveform we demonstrate that begin-
ning the analysis at lower frequencies will improve our
measurements of the intrinsic parameters of the system.
While these results present a tantalizing glimpse of the
physics that will be enabled through GPU acceleration,
more work is required to realize these gains.
1. When analyzing signals for many minutes it will
be necessary to include the effect of the Earth’s
rotation in our analysis. Including the effect of
the Earth’s rotation will improve sky localization
since the movement of the detector allows triangu-
lation from data taken at different times. While
progress on this front has been made in recent
years, e.g., [68, 69], a working implementation is
not available at this time.
2. Central to the likelihood we use (Eq. 1) is an as-
sumption of gaussianity and stationarity of the
noise. These assumptions are not generally valid
over the lengths of time considered in this paper.
The improvements between current sensitivity and the
projected design sensitivities of advanced LIGO/Virgo
are largest at low frequencies, so additional upgrades may
be required in order to achieve the improvements shown
here with real data.
As we enter “the data era” of gravitational-wave as-
tronomy, optimizing Bayesian inference codes become
ever more important. When the likelihood evaluation re-
quires a large number of independent operations, GPUs
can yield significant benefits.
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