Cities are composed of complex systems with physical, cyber, and social components. Current works on extracting and understanding city events mainly rely on technology-enabled infrastructure to observe and record events. In this work, we propose an approach to leverage citizen observations of various city systems and services, such as traffic, public transport, water supply, weather, sewage, and public safety, as a source of city events. We investigate the feasibility of using such textual streams for extracting city events from annotated text. We formalize the problem of annotating social streams such as microblogs as a sequence labeling problem. We present a novel training data creation process for training sequence labeling models. Our automatic training data creation process utilizes instance-level domain knowledge (e.g., locations in a city, possible event terms). We compare this automated annotation process to a state-of-the-art tool that needs manually created training data and show that it has comparable performance in annotation tasks. An aggregation algorithm is then presented for event extraction from annotated text. We carry out a comprehensive evaluation of the event annotation and event extraction on a real-world dataset consisting of event reports and tweets collected over 4 months from the San Francisco Bay Area. The evaluation results are promising and provide insights into the utility of social stream for extracting city events.
INTRODUCTION
Cities have been a thriving place for citizens over centuries due to a range of rich socioeconomic opportunities offered by them. By 2001, more than 285 million people lived in cities of India, which was more than the population of the entire United States at that time [Pucher et al. 2004] . This trend of citizens moving to cities is creating tremendous pressure on the city infrastructure. Understanding the status and interactions between city systems is crucial to enable smooth functioning of a city. City authorities face numerous challenges in deploying, maintaining, and optimizing This article describes work undertaken in the context of the EU FP7 Citypulse project contract 609035. We thank the National Science Foundation for sponsoring SoCS grant IIS-1111182, titled Social Media Enhanced Organizational Sensemaking in Emergency Response, which helped to enable this work. Authors' addresses: P. Anantharam, K. Thirunarayan, and A. Sheth, Kno.e.sis, Wright State University, OH 45324; emails: {pramod, tkprasad, amit}@knoesis.org; P. Barnaghi, University of Surrey, Guildford, UK, GU2 7XH; email: p.barnaghi@surrey.ac.uk. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org. c 2015 ACM 2157-6904/2015/07-ART43 $15.00 DOI: http://dx.doi.org/10. 1145/2717317 operations and interactions between various city departments and services (collectively called infrastructure). They are also pressed for ways to minimize wastage of resources, improve efficiency, and be economically self-sustainable. Understanding city events is of great contemporary interest [Naphade et al. 2011; Lindsay 2010; Kehoe et al. 2011] , emphasizing the crucial need for extracting and analyzing city events. The citizen sensing [Sheth 2009; Burke et al. 2006 ] component that may provide complementary or corroborative information is often ignored in the current state-of-the-art analytics for smart cities [Filipponi et al. 2010; Lu et al. 2010] . We show that social data streams harnessed in the context of smart cities provide a comprehensive view of events in a city (complementing other modalities such as observations from city authorities).
Twitter (a microblogging platform) has developed into a near real-time source of information spanning heterogeneous topics of varying importance. With more than 500 million users worldwide, Twitter generates 500 million tweets a day.
1 Increasingly, tweets do provide interesting and vital information such as status of public transport, traffic and environmental conditions, public safety, and general events in a city.
We address the following research questions: How do we extract city infrastructure related events from Twitter? How can we exploit event and location knowledge bases for event extraction? How well can we extract city traffic events? In addressing these questions, we outline the challenges in extracting events related to city infrastructure from informal text and demonstrate the effectiveness of our approach through a comprehensive evaluation in the context of traffic-related events. Specifically, we compare with ground truth provided by 511.org traffic incident reports, showing the promise of our approach.
The following are the contributions of our work. (1) We hypothesize and validate the role of citizen sensing in extracting city traffic events. (2) We develop an automatic training data creation process to train the annotation model by utilizing existing event and location knowledge bases. (3) We design and implement a city event extraction algorithm from annotated textual data. (4) We evaluate our approach concretely by comparing events extracted from social streams and events reported on 511.org using three orthogonal metrics to emphasize their complementary, corroborative, and timely nature.
MOTIVATION AND BACKGROUND
We illustrate the role of citizen sensing [Sheth 2009 ] for understanding city infrastructure-related events and present related work on event extraction.
Motivation
Typically, a city has many departments, such as public safety, urban planning, energy and water, environmental, transportation, social programs, and education [Bélissent 2010 [Bélissent , 2013 . Some of the services offered by these departments are dynamic-for example, transportation services and their behavior may vary in response to sporting and music events, accidents, and weather conditions. Timely understanding of the situation is important for city authorities to manage city resources. Figure 1 depicts real-world city events reported directly by citizens in near real-time on Twitter. They relate to power outages, poor water quality, a procession, and a delay experienced on the public transport system. This information complements sensor data or textual data from conventional sources such as city departments. For example, sensors deployed on a road may report reduced speed of vehicles, which can be explained by the procession obstructing traffic.
In many cities around the world, there is an immense pressure on city infrastructure. Fine-grained sensor data may not be available from such cities due to the lack of 
Related Work
We outline the challenges in extracting city-related events from informal text and motivate the need for specialized approaches beyond the current state of the art. Works such as Mladenić and Moraru [2012] assume the presence of event data sources such as sensor data (e.g., loop detectors) and formal report of events (e.g., eventful
2 ) in a city. Such a source of events may not be available in all of the cities, warranting the need for city event extraction from textual data. Formal events, when present, can serve as ground truth to validate the event extraction approaches. We organize the related work on event extraction from formal and informal text into two categories: open domain (unknown event types) and closed domain (known event types).
2.2.1. Formal Text. Event extraction can be done on grammatical text, such as news documents. Parts of speech information and sentence parse can be exploited in processing the content.
Open domain. Event identification using a combination of text classification and use of named entities from news articles has been carried out by Kumaran and Allan [2004] . Similarly, to alleviate information overload in daily news, key entity and significant event extraction is done on news documents in Liu et al. [2008] . A bipartite graph is induced based on the entities and their associations to documents using the mutual reinforcement principle capturing salient entities and the documents with salient entities to rank the news events. Extraction of local events from blog entries has been carried out by Okamoto and Kikuchi [2009] .
Closed domain. The use of lightweight patterns to extract global crisis events from news text is presented in Tanev et al. [2008] . A combination of patterns specified manually and learned from data are utilized to determine event-specific semantic roles (e.g., date and location, actors, event type). Patterns for event-specific roles are then used by event aggregation algorithms. An evaluation of accuracy of event extraction is carried out on a news corpus. Using this approach, 27 out of 29 violent events were detected in Tanev et al. [2008] . Event extraction in the context of detecting infectious disease outbreak was done by Grishman et al. [2002] . The event schema consists of date range, geolocation, disease name, organism type and number affected by the disease, and the organism survival information. The event extraction is done by finite-state pattern matching on the tokenized input text. The extracted events are compared against ground truth from ProMed 3 and WHO Infectious Disease Reports. 4 Creation of succinct summaries of events from news sources was carried out by Naughton et al. [2006] . A hierarchical clustering algorithm to cluster sentences referring to the same event has been presented as a baseline. Sentences in a news article that do not really describe the event are filtered out before clustering as an improvisation over baseline to show improved clustering accuracy in Naughton et al. [2006] .
Informal Text.
Event extraction is done on user-generated content with no overt structure and contains lot of slang and nonstandard abbreviations. Text fragments may not follow any rules of grammar, making it hard to process using traditional techniques.
Open domain. Event extraction from informal text such as tweets has received increased research attention. Synthesizing subgraphs in a graph of keywords (nodes representing keywords and edges representing co-occurrence statistics) using community detection techniques is studied by Sayyadi et al. [2009] . Each subgraph formed by a community of keywords can represent an event. A clustering-based approach to detect events and adapt it to streaming data is presented in Aggarwal and Subbian [2012] . This clustering-based approach caters to open domain event extraction where there is no prior knowledge on the number of event types. In Dou et al. [2012] , event extraction techniques are organized based on four tasks: new event detection, event tracking, event summarization, and event association. New event detection techniques are used to identify the story of an event. Event tracking captures the evolution of an event. Event summarization involves creating summaries from bursts of messages. Event association uncovers relationships between events leading to domain insights. Open domain extraction of events from informal text is addressed in Ritter et al. [2012] . This work demonstrates that building a calendar of significant events is feasible using the Twitter stream with an unsupervised approach to process tweets and extract event types such as sports, concert, protests, politics, TV, and religion. The approach models each entity in terms of a mixture of event types and each event type in terms of a mixture of entities. It requires minimal supervision for labeling the event descriptors but provides a fairly convincing approach to handle the noisy, redundant, and informal nature of tweets. The evaluation compares it to a supervised baseline with improvement in the F1 score. Using tweets for predicting hit and run crimes has been proposed by . A latent topic-based model is constructed over semantic role labels [Màrquez et al. 2008 ] of events from tweets. A generalized linear regression model learns the association between topics and crimes from a training dataset. The receiver operating characteristics (ROC) curve-based evaluation compares this approach to a baseline that associates uniform priors to crimes on all days.
Closed domain. Using Twitter streams to estimate the occurrence of events and its intensity using a supervised learning approach has been proposed by Lampos and Cristianini [2012] . It uses an optimized feature selection approach coupled with regression to estimate the intensity of events based on event markers. An evaluation based on ground truth from rain gauges is used for validation. They also extend the evaluation to identify influenza-like illness and compare it to the data from the Health Protection Agency. 5 The study concludes the feasibility of using tweets for estimating events and its intensity. A clustering-based approach is used by Becker et al. [2011] for distinguishing tweets related to real-world events from nonevents. Temporal (volume changes), social (replies, broadcast), topical (coherence of clusters), and Twitter-centric (multiword hashtags) features are used to train a classifier that performs better than the baseline. It utilizes the term frequency-inverse document frequency (tf-idf ) vector of textual content as features of a tweet.
Although there has been a lot of work on event extraction from social media streams, there is very little work on identifying various events that impact traffic flow in a city. Most of the event extraction techniques presented as related work do not emphasize location of the real-world events, except for Lampos and Cristianini [2012] . We believe that this is crucial for extracting city traffic events. Knowing the location of city traffic event, such as traffic jam, is important to take further action. Impact assessment of events provides insights into the magnitude of events and allows city authorities to prioritize resources. Efforts reported so far lack integrated use of event localization and impact assessment. The approach to extract city traffic-related events presented in this article addresses these shortcomings of the state-of-the-art approaches by providing location and impact assessment over real-world city traffic events.
2.2.3. Challenges and Opportunities. Extracting city-related events from informal textual streams is similar in spirit to open domain event extraction from informal text. However, there are additional challenges to be addressed. Events in a city unfold in real time, and social media is shown to be a good source reporting real-world events such as earthquakes [Sakaki et al. 2010] . In contrast, relying on conventional news streams to report observations may lead to some delays. City events are usually reported by a few people (limited number of sources), leading to the challenges of biased reporting. Since Twitter is also used by citizens to exchange mundane daily activities and events, detecting and filtering the signals related to city infrastructure is a challenging task. Location and time play a crucial role in event extraction by aggregating information that has spatiotemporal distribution and the need for timely, actionable decisions for smooth functioning of city infrastructure. These issues and challenges are the focus of our comprehensive approach to improving the state of the art. We show how events related to city traffic infrastructure can be extracted from the Twitter stream and then processed to derive actionable intelligence. We address the challenge of noisy Twitter data by using location-and content-based filters that utilize knowledge bases such as OSM for location names in a city and 511.org hierarchy of traffic events. We propose an event aggregation algorithm that is capable of deriving location, duration, and impact of an event using techniques to compartmentalize the city into smaller units called grids. Although the approach that we propose is generic enough to deal with any cityrelated event, we will constrain our evaluation to the domain of traffic, as we have ground truth from city traffic authorities to validate our results.
APPROACH
Current event extraction techniques use event-specific patterns based on event types [Tanev et al. 2008; Grishman et al. 2002] . The text is expected to have some structure (e.g., news documents). Such a technique does not scale for city events from Twitter text due to the informal nature of tweets. Further, the aggregation is done at a cluster level, which is too coarse grained for city-related events. For example, important city events may be reported by few citizens given the wide scope of topics on Twitter [Kwak et al. 2010 ]. In such situations, clustering-based techniques [Naughton et al. 2006 ] may fail to separate minority tweets related to the city infrastructure.
Twitter messages may be noisy and convoluted with little context in which the message was generated. Such a characteristic of tweets challenges a dictionary-based approach for spotting location and event terms. For example, Figure 2 shows one of many instances where a single event term "accident" is used in different contexts. The tweet in Figure 2 (a) refers to the dream a person had, whereas the tweet in Figure 2 (b) actually refers to an accident. The tweet in Figure 2 (a) does not contain any location information, whereas the tweet in Figure 2 (b) has "Golden Highway" as the location. It is clear that relying solely on a dictionary-based context, free spotting of event terms Fig. 2 . Addressing ambiguity: challenge for event extraction-tweets reporting very different events using the same event term "accident." Images courtesy of Twitter. Fig. 3 . Depiction of city events (E city , E D&S , and E traf f ic ) and its relationship to city events from social streams (E S ) and Twitter (E T ).
cannot capture these nuances due to context-sensitive dependencies between words. It is possible to use a purely dictionary-based approach for spotting event terms but would require human inspection for accurate tagging. Such manual inspection of the results of event spotting is infeasible because of the volume and velocity of the tweets, as well as the need for quick action. To automate this process, we formalized this problem of spotting event terms and location names as a sequence labeling problem. We then evaluated the performance of dictionary-based spotting of event and location terms for a relative comparison with sequence labeling models. We provide some insights on the benefits of using dictionary-based approaches for creating training data instead of directly using the dictionary for entity spotting. In practice, the training data may require some cleaning depending on the required accuracy of spotting and availability of resources. Our city event extraction framework provides control over the manual effort required to clean the training data. We create a training set for building a conditional random field (CRF) [Lafferty et al. 2001 ] model automatically, by using dictionary-based spotting, to reduce manual tagging effort. We organize the details of our approach into event annotation and extraction.
Our approach is motivated by the open domain event extraction from Twitter [Ritter et al. 2012] . We introduce basic notations used in rest of the article and elaborate on the solution components. Figure 3 summarizes the relationship between events in a city and citizen observations using Venn diagram. Let E city be the set of city events. Let E D&S be the subset of events related to the city infrastructure (departments and services offered in a city) E D&S ⊂ E city . E D&S is not directly observed, but we have access to the social streams represented by S containing events E S . E S may contain a subset of events related to city department and services represented as E S ∩ E D&S . City events flow through two major information channels: formal reporting and informal reporting. In formal reporting, dedicated resources such as machine sensors or city department officials observe and report various city events. Citizens may report their observations of a city through location-based services (e.g., Foursquare 6 ), event-based services (e.g., Eventful), and user-generated content (e.g., blogs, posts, and tweets). We focus our attention on events from the Twitter stream, which have been widely accepted as a near real-time source of citizen chatter [Nagarajan et al. 2009 ] about traffic events. The shaded region in Figure 3 represents traffic events from Twitter. We represent the traffic events extracted from Twitter by the set E T . Specifically, we use E T to present and evaluate our algorithms and techniques. We use E traf f ic ⊂ E D&S obtained from 511.org as ground truth due to its open availability.
Preliminaries

Basic Notations
We define the event schema as a 5-tuple ê type ,ê loc ,ê st ,ê et ,ê impact , whereê type refers to the event type such as accident, breakdown, and music event;ê loc refers to the location of the event (lat-long);ê st andê et refer to the start time and end time of the event; and e impact refers to a number quantifying the severity of the event. We use hat to emphasize that we are estimating these values as actual values are unavailable. When available, the ground truth of events from city authorities may be used as actual values.
Problem Formulation
We formulate the problem of detecting events from informal text as a sequence labeling and aggregation problem.
3.3.1. Annotation. A tweet is composed of a sequence of tokens, tokens(tweet n ), where tokens is a function that emits tokens given input tweet, tweet n . A tag is a label given to each token in the token sequence tokens(tweet n ). To annotate multiphrase entities, we use a variant of the widely accepted BIO notation [Ramshaw and Marcus 1999] in computational linguistics.
7 For a single-word entity, we use the B-suffix/label. For a multiword phrase, we use the B-suffix for the first word and I-suffix for all subsequent words including the last word. If a word does not refer to an entity, it is suffixed with O. Using BIO notation to annotate a location entity phrase Golden Highway, we get Golden B-Location Highway I-Location. Entities that are not related to events and locations are tagged as Other (O). In general, the tag set contains location tags (B-Location, I-Location) and event tags (B-Event, I-Event), Tag set = {B-Location, ILocation, B-Event, I-Event, O}. We want to assign the most relevant tag to each token in tokens(tweet n ), taking into account dependencies between tokens, such as phrase named entities and long distance dependencies. For example, note the occurrence of the accident term along with a location name versus dream in Figure 2 . Figure 4 shows a sample tag assignment for tokens in a tweet.
3.3.2. Extraction. Once we have the most likely tag assigned to each token in a tweet, we proceed to perform city infrastructure-related event extraction. The highly informal, redundant, and noisy nature of tweets requires us to rank and aggregate events based on location, time, and theme dimensions, as detailed in the next section. The aggregation algorithm summarizes redundant report of events and creates a unique representation ê type ,ê loc ,ê st ,ê et ,ê impact for each event by grouping quintuples n, e, t, d, l based on location, time, and theme dimension. As a preprocessing step, before emitting the event tuple ê type ,ê loc ,ê st ,ê et ,ê impact , we emit a quintuple n, e, t, d, l for each tweet collected from a city where n represents location terms, e consists of the event terms, t represents the time of day, d represents the day of week, and l represents the geohash location. We run aggregation algorithms on this representation to uncover events in an unsupervised manner. We cluster tuples n, e, t, d, l for deriving the event tuple, e i ∈ E T , based on event terms and then filter based on geohash location. Event terms that we spot in tweets directly map to event types (syntactically) in a comprehensive hierarchy of events provided by 511.org.
8 This mapping is due to the use of training data (to train the CRF model) containing event types from the same hierarchy. This hierarchy has active-events and scheduled-events as two major categories. Unlike conventional event extraction from text, city events require aggregation algorithms to be strongly tied with location (space) and time.
Solution Components
The tweet processing pipeline is shown in Figure 5 , and the details of each solution component are presented here. Location and time are crucial components for cityrelated event extraction. We are exploiting spatiotemporal context/coherence for city event extraction from informal text.
3.4.1. City Event Annotation. A CRF model is an undirected graphical model [Koller and Friedman 2009; Elkan 2008; Chen 2012] Table I . If there are m tokens in a sequence, we need (m -1) factors to define potentials between neighboring tags and m factors to define potentials between tags and tokens. Finding the most likely tag assignment can be formalized as maximizing the probability P(tags|tokens(tweet n )) shown in Table I (a). P(tags, tokens) is the unnormalized score for a configuration of tokens and its tag assignment represented by tags. The term argmax selects the tag assignment for all tokens based on the highest probability score. Even though the model captures potentials between adjacent tags, tag assignment is done based on the global maximum-that is, tags that result in highest overall score are assigned to all of the tokens. Such a global assignment of tags naturally captures long distance dependencies in text. The location and event spotting model use the linear chain CRF model presented in Table I (b) and implemented by LingPipe [Alias-i 2008] . The LingPipe implementation of CRF uses a slightly different model compared to the simplified one in Table I (a). Both the CRF models in Table I (a) and (b) are linear chain CRFs. Linear chain CRF restricts the factors to be defined between adjacent tags. Arbitrary tag dependencies are not allowed in the CRF model. The CRF model also disallows joint distribution among the tokens. However, the tags may depend on any arbitrary feature extracted from the sequence of tokens. Each tag type and its positions in a corpus are extracted using a feature extractor function f ∈ F, which takes the current token Table I (b). Although the features are extracted locally using the function f , the global normalization captures long distance relationships in the token sequences. Training the CRF model. Our objective is to spot event and location terms in tweets. Identifying locations in a tweet is challenging, as location references are hard to recognize especially in the presence of nonstandard abbreviations, spellings, and capitalization convention. A sample tweet with location and event annotations is shown in Figure 4 . To address these challenges, we train the sequence model with the knowledge of locations from Open Street Maps (OSM) [Haklay and Weber 2008] for a specific city. OSM data is available for most of the cities around the world. Identifying event terms in tweets is challenging, especially given the open domain nature of cityrelated events. Background knowledge consisting of domain vocabulary is obtained from 511.org, which provides a hierarchical classification of traffic-related events. For example, music events, sporting events, and road work are categorized as scheduled events, and accidents, breakdowns, and protests are categorized as active events. We generate training data automatically using the knowledge of locations and event terms using a dictionary-based spotting. The training data may be cleaned before using it for training the CRF model. Cleaning refers to removing annotated tweets that have ambiguous references (Figure 2) . Depending on the availability of resources, our city event annotation framework offers flexible manual control. Desired accuracy of spotting location and event terms would determine the extent to which the training data should be cleaned. Given the open domain nature of city events and robustness of our event extraction algorithms, it was not necessary to clean the training data. We compare our CRF model trained on this automatically created training data (without cleaning) with the baseline CRF model reference that is trained on manually created training data. Our approach shows promising results, as is evident later in Figures 9 and 10 based on the precision, recall, and F-measure metrics.
3.4.2. City Event Extraction. Using the named entities and event phrases extracted from tweets, we derive unique events in the city. There may be multiple references to the same event. Further, an event phrase may co-occur with multiple event types. For a reliable event extraction, we follow a systematic approach as outlined next (each component in the city event extraction box of Figure 5 is detailed here). (1) Geohashing: We split the city into grids of a specified area using the geohashing algorithm. 9 These grids compartmentalize a city into various spatial regions. Different grids correspond to different levels of granularity. The spatial precision increases with the length of the string representing a location. We assign unique grid number to each grid. Figure 6 presents a geohashing example for the San Francisco Bay Area and shows a tweet reported within the geohash. We associate a unique identifier to the location metadata of the tweet originating from that grid. Algorithm 1 transforms a raw tweet with timestamp (ts) and geolocation (lat and long) to feature vectors in the form of a quintuple n, e, t, d, l . The CRF model is trained on an automatically generated training set (using dictionary based spotting).
(2) Event aggregation: After careful consideration of event characteristics in a city, we make three assumptions to group messages with event terms and location annotations in a city: (a) Spatial coherence: Events reported within a grid g i ∈ G (where G is a set of all grids in a city) in the same time interval are associated with the same event. (b) Temporal coherence: Events reported within a time interval t (difference between end time and start time) in a grid g i are associated with the same event. (c) (c) Thematic coherence: Events with similar entities reported within a grid g i and time t are associated with the same event. Algorithm 2 presents our approach to derive city traffic-related events from the feature vectors generated by Algorithm 1. The input to the algorithm are the feature vectors generated within a time interval t. The algorithm utilizes the set of grids (squares) in a city G generated using a geohashing implementation 10 and the event hierarchy from 511.org. Algorithm 2 has three steps. First, each feature vector n, e, t, d, l associated with individual tweet is assigned an event type based on the event hierarchy of 511.org. The event type is assigned based on the event term e in the feature vector n, e, t, d, l . Since the CRF model is trained using the 511.org hierarchy, the event term e would correspond to a type in the hierarchy. Second, the feature vectors are grouped together based on space, time, and theme information. Finally, in the third step, each event type cluster (set of feature vectors) is processed for gleaning the start and the end time, location, and impact of the event. Each feature vector has a unique grid associated with it, and each grid is assumed to have a unique event. The start time of the event is approximated using the timestamp associated with the first tweet (determined by timestamp) in the cluster. The end time of the event is estimated using the timestamp associated with the last tweet (determined by timestamp) in the cluster. For estimating the event location, we count the maximum number of occurrences of location l max in the event type cluster. (3) Impact Assessment: Events may have varying impact on the functioning of a city.
City authorities need to prioritize these events based on the severity level. For example, a pothole on a major road can be more critical to fix than a pothole on a smaller road that is used much less. City authorities have realized the importance of impact assessment of city events. 11 Unlike formal incident reports, tweets do not contain easily accessible/decipherable information. We approximate the seriousness of an event by the number of people reporting the event. Algorithm 2 captures this intuition for estimating the event impact.
Overall, we presented an approach for city event extraction in two steps:
(a) Annotation: We use the CRF model trained using the automatically generated training data (using dictionary-based spotting of OSM and 511.org entities) to determine city locations and event terms. (b) Extraction: Using the three key assumptions of spatial, temporal, and thematic coherence characterizing city events, we aggregate feature vectors to glean event metadata.
EXPERIMENTAL SETUP
To evaluate our approach, we need to prepare training and test datasets, and train a CRF model for annotating tweets.
Dataset Description and Evaluation Metric
To make the evaluation tractable, we constrain our experiments to the domain of trafficrelated events. This was motivated by the availability of ground-truth data from city authorities of San Francisco Bay Area. 12 The proposed approach is generic enough that it can be applied to any other domain for which the ground truth is available. We propose a novel approach to create massive training data with minimum manual intervention. We leverage two external sources in the work: (1) Open domain knowledge available for a city, specifically vocabulary related to traffic from 511.org, and (2) OSM for city locations. For those domains not covered by the 511.org hierarchy, a vocabulary of event terms should be augmented. We have collected data from 511.org and Twitter for a period of 4 months (August to November 2013). We utilized the Java Messaging Service (JMS) to receive the traffic data in the form of an XML stream from 511.org. For collecting Twitter data, we used the Twitter streaming API with the location bounding box as the San Francisco Bay Area. There are more than 8 million tweets collected for this time period, augmented with 162 million sensor data points, 180 scheduled events, and 335 active events. The total dataset size is around 7GB. Incident reports and sensor data from 511.org may serve as the ground truth (although we only use incident reports in this work). Figure 7 . There are more active events compared to scheduled events, and the distribution is nonuniform (unpredictable). Scheduled events are distributed uniformly throughout 4 months. A spatial distribution of events is also presented in Figure 7 . Traffic events are concentrated on major roads and the central part of the city. Our objective of the evaluation is to quantify the extent to which our approach can recover traffic incidents from tweets. We compare our approach with a state-of-the-art baseline [Ritter et al. 2012 ] using precision, recall, and F-measure along with a confusion matrix.
Training Data Creation
We use a novel approach to create city-specific training data for the sequence labeling task by utilizing the domain knowledge of city locations and event vocabulary.
Data Preprocessing.
We create training data with location name annotations utilizing locations from OSM [Haklay and Weber 2008] . We create training data containing event term annotations using the hierarchical knowledge of traffic events from 511.org. There are two levels of filtering: (a) location-based filtering using the latitude-longitude of a bounding box around the city to filter tweets from the city, and (2) content-based filtering using location names on OSM and traffic-related concepts on 511.org to filter tweets related to the domain of traffic events in the city. We propose a novel scalable solution for creating training data that utilizes available knowledge as a dictionary to annotate real-world data collected from Twitter. We use the Aho-Corasick [CommentzWalter 1979] string matching algorithm implemented by LingPipe [Alias-i 2008] to perform annotation of locations/event terms in linear time. The Aho-Corasick algorithm utilizes the dictionary of locations and event terms to spot entities in Twitter text. Annotated tweets containing location and event terms are then used as a training sample for building a CRF model.
Preprocessing Evaluation.
To understand the quality of training data, we evaluate the autonomous training data creation process. The evaluation is carried out by random sampling of annotated tweets. We select 500 random samples with 5,616 tags for evaluation. These samples were obtained from tweets generated during 3 months from August to October 2013. The results of evaluation are presented in Figure 8 and Table III . We define precision as the ratio of number of correctly classified instances (tags) to the total number of instances. The total number of instances is the sum of correctly classified instances, N C (sum of diagonal elements in Table III) , and incorrectly classified instances, N I (sum of nondiagonal elements in Table III ). Our annotation process exhibits high quality with precision of around 94%. With such an accuracy, human intervention can be minimized or even eliminated. Since precision alone cannot provide insights into the annotation process, we present our results in the form of a confusion matrix in Table III . Recall that B-and I-refer to the beginning and intermediate tags,
respectively, when there are multiple words in an entity name. Location and event are the two types of entities that contribute to event metadata. The Other tag is assigned to any other category of tokens. The loss of precision is due to the following challenges. First, subtle change in context results in varied interpretation of words-for example, "Bed bath and beyond aha" can refer to a location or a casual remark not related to any location. This lack of context caused our annotator to mark this as location, whereas in the evaluation we took a conservative approach of penalizing such annotations. Second, intertwined space and time references cause loss of precision-for example, "All them people from middle school and high school I don't even talk to them anymore just shows me a lot," in which the author is not really referring to any location but merely referring to temporal dimension of life. Our annotator cannot differentiate between such references. Third, subtle difference in location and event references, such as Twin Peaks in "Twin Peaks Summit," is labeled as location since Twin Peaks is actually a location. The word "Summit" makes the interpretation of the entire phrase as an event. Since our dictionary-based annotation process is stateless, it cannot catch such subtle differences. All of these limitations motivated us to move toward a tagger that can capture such dependencies between words. We utilized 8,074 annotated tweets as a training set for building a CRF model that addresses some of the limitations that we described in this section.
Model Creation and Evaluation
We compare the CRF model created using our approach (with no manual intervention in creating the training data) to the baseline [Ritter et al. 2012] , which was trained on a manually crafted dataset. A quantitative comparison of the two approaches for the annotation task is presented here. We used 8,074 annotated tweets to train a linear chain CRF model. This trained CRF model is used in Algorithm 1 for annotating location and event tokens. We use the CRF implementation provided by LingPipe [Alias-i 2008] for our experiments. We evaluate the tagging process on the data collected for November 2013 (test data) that is not used in any of the previous experiments. This temporal separation of data is natural in the context of temporal streams such as microblogs. For scalability of our approach, it is necessary to create training data in an autonomous manner. To explore this, we compare two scenarios. First, we evaluate the CRF model created by using the annotated data from the previous section as is. Evaluation is done with manual inspection in which location and event annotations are examined for correctness. Second, we annotate the microblog text using the baseline approach [Ritter et al. 2012] and evaluate the quality of annotation. We carry out the two experiments on 500 randomly chosen tweets from November 2013. The performance of annotation is evaluated using a confusion matrix for a deeper insight along with the precision, recall, and F-measure scores.
The baseline model [Ritter et al. 2012 ] is trained on a carefully annotated tweet corpus in three different categories of annotation. The first training dataset is for part of speech (POS) tagged tweets. This data consists of tweets annotated with POS tags. The second training dataset consists of the tweet chunking information that has tags grouping the beginning and end of POS tags in a tweet (e.g., to capture multiword nouns). The third training dataset consists of the named entities. These datasets 13 are annotated using the BIO notation. The baseline dataset is created meticulously by manual inspection of tweets. This is an arduous task given the volume of tweets and the challenges in understanding tweet content. Sometimes the lack of context is so serious that it can confound manual annotation. The precision of the baseline Table IV . Evaluation of Annotation Based on Precision, Recall, and F-Measure Metrics for Baseline Fig. 9 . Plot of precision, recall, and F-measure for the baseline annotation.
annotation task is shown in Table IV . The model suffers loss of precision mostly for the event term annotation justified by the lack of background knowledge of event terms. The baseline takes a high-recall low-precision approach so that the events can be ranked based on the rarity of events (done during the event aggregation phase). The precision, recall, and F-measure of the baseline approach is plotted in Figure 9 . To understand the impact of event term annotation on the overall precision, we need to change the denominator term N I , where N I is the sum of all nondiagonal entries, which constitutes the misclassified instances. Consider the first column of Table IV . The number of instances that belonged to the Other category but classified as a B-EVENT is given by the fourth entry in the first column. If we retain this, since the baseline is based on the high-recall philosophy, we are unnecessarily penalizing the baseline. We can pretend that the baseline did not provide us with these event tags, but instead it was tagged as Other. This results in the modified precision for the baseline computed as
Precision ignore−event−annotation baseline
The evaluation of our approach is presented in the form of a confusion matrix in Table V . The proposed approach essentially takes a knowledge base as input for creating a training data without any manual intervention. The knowledge base used here is OSM and the event-related knowledge from 511.org. Such a knowledge base consists of the vocabulary used in referring to various concepts in the domain, and such a vocabulary is readily available for most of the cities. We did not perform any cleaning of the dataset before training the CRF model. Precision, recall, and F-measure of our approach is shown in Figure 10 . This is on par with the precision of the baseline while reducing the tremendous effort involved for manually created training data. A city may have many other events of interest. We need a scalable approach that can Table V . Evaluation of Annotation Based on Precision, Recall, and F-Measure Metrics for Our Approach Fig. 10 . Plot of precision, recall, and F-measure for our annotation process.
Table VI. Normalization of Tags with Baseline Tag and the Corresponding Normalizing Tag
Baseline Tags
Normalizing Tag B-facility, B-company, B-geo-loc B-LOCATION I-facility, I-company, I-geo-loc I-LOCATION B-event B-EVENT I-event I-EVENT B-other, I-other, B-person, I-person, B-tvshow, I-tvshow, B-sportsteam, I-sportsteam, B-movie, I-movie, B-product, I-product, B-musicartist, I-musicartist OTHER leverage existing knowledge of the domain to feed the statistical NLP models (e.g., CRF) with automatically created training data. Our results show that this is indeed possible, and we will explore this in our future research as well.
4.3.1. Principles for Annotation of Ground Truth. We use the same ground truth to compare the CRF model built on manual and automatically annotated corpus. The ground truth was created as follows:
(1) Normalization: We perform tag normalization associated with locations and events by making the transformations as shown in Table VI . (2) Minimality: When we need to decide on including or excluding neighboring words within the location annotation, we look for the minimum words that provide a unique location hit on Google Maps. We stop including words that do not really contribute to location uniqueness-for example, if Bay Area Medical Academy San Francisco appears in text, we believe that the first four words are enough to get a hit on Google Maps.
(3) Specificity: Annotating specific locations and missing general locations is acceptable. We do this since we can infer the generic location from the specific locationfor example, if Bay Area Medical Academy and San Francisco appear in a tweet, annotating the first location will allow us to infer the second location.
Scalability Challenges
We started by exploring the use of existing tools for building the CRF models. MALLET [McCallum 2002 ] is a comprehensive tool for natural language processing with a suit of machine learning libraries. The learning technique used is the limited-memory BFGS (L-BFGS), which does not scale for the dataset we have. LingPipe [Alias-i 2008] provides a CRF library that utilizes stochastic gradient descent (SGD) as the learning mechanism and scales well for our dataset size. Our training set data generation capability is massive, and we will explore the scalable training of sequence models as future work.
EVALUATION OF EVENT EXTRACTION
An implementation of all algorithms presented in this article, along with complete dataset, is available as an Open Science Framework project. 14 We evaluate the effectiveness of the events extracted by investigating if they are corroborative, complementary, or timely compared to the incident reports from 511.org. We believe that microblog alerts such as tweets are related to conventional sources such as news and incident reports by city authorities and sensor data in several ways. We call the event extracted from Twitter as corroborative to the event from 511.org if they are reporting exactly the same event. We call the extracted event to be complementary if it provides additional information to 511.org events-for example, an extracted event may be a traffic jam that further adds to the construction event from 511.org. The extracted event (complementary or corroborative) is called timely if it precedes the event reported on 511.org. They may provide additional information and may even help us explain some observations reported on conventional sources. For example, we extracted "traffic" event from a textual stream and a "baseball game" observation as reported from 511.org, and both of these events have the same space and time extent. Traffic information is complementary to the baseball game. If we extract the baseball game event from the textual stream, then the event will be corroborative (one supporting the other). If we extract any of the two events (traffic or baseball game in this example) before the incident report from 511.org, then the extracted event is timely. We use these "characteristics" to manually verify each extracted event. The bottom-up nature of citizen sensing has both positive and negative implications. A positive implication is that such near realtime reports may surpass the conventional sources in terms of timeliness. A negative implication is that they can be contradictory or misleading.
For a better understanding of the distribution of extracted events over time, we vary the granularity of time slices (days and weeks) and the threshold of minimum concurring tuples that constitute an event (5, 10, 15, and 20) . In other words, our confidence on event occurrence depends on the cluster size. We study the variation of number of event tuples emitted based on a threshold of 5, 10, 15, and 20. We perform this study over days and weeks by varying granularity of time as shown in Figure 11 . We chose days and weeks as time granularity and exclude months, as it may not provide any additional insight. The x-axis is the time granularity, and the y-axis is the number of events. An important thing to note is that the variation of threshold from 5 to 20 has not created any major change in the distribution of events over time. When threshold is low, there are a lot more events reported per day. From the first row of Figure 11 , we see that an average of 20 events are detected per day and 70 events per week. This is still small compared to the total number of tweets that are generated every day (which is in the thousands). There is a 50% drop in the number of events over days for every 5-unit increase in the threshold. For a threshold of 20, there are around 4 events per day.
A distribution of extracted events from Twitter and 511.org events over the city of San Francisco are shown in Figure 12 . Recall that the data was collected from August to November 2013. Our approach has been complementary to the standard sources of events in a city testified by the red dots (extracted event) in areas where green and yellow dots (511.org events) are sparse. Green dots indicate active events (e.g., accidents, breakdowns, blocked roads), whereas the yellow dots indicate scheduled events (e.g., baseball games, concerts, maintenance). In addition, the extracted events appear on highways or near major roads. Further, the events are concentrated in the city center where we expect a lot of activity, as summarized by the heatmap. Such complementary information will be useful for understanding the impact of an event.
We summarize the result of evaluation for 1,042 city events extracted from all tweets collected over 4 months by considering 26 of them for clarity in this section. The event extraction was done using a threshold of 10, as we wanted to strike a balance between number of events and the manual effort involved in examining the results. The extracted city events and a comparison to ground truth (corresponding entries shown later in Table VIII), in terms of whether they are complementary (CP), corroborative (C), or timely (T) events are presented in Table VII. Each tuple in Table VII represents an event, and the subscript of the tuple refers to the relationship of the event to the Table IX lists all event types for the extracted events. Events 1, 3, 4, 7, 8, 12, 15, 16, 20, 21, 22, 23, 25 , and 26 provide a complementary view of bad traffic conditions during events of road construction, baseball games, football games, and hockey games. Events 2, 5, 6, 9, 10, 14, 17, 18, and 19 are corroborative, reporting events that are consistent with events from 511.org. Events 5, 10, 13, 14, 15, 18, 19 , and 22 through 25 are reported before the events from incident reports of 511.org, making Twitter a timely source of information for city authorities to react. The dataset 15 used in this evaluation, consisting of Twitter data and 511.org data, is available as an Open Science Framework project 16 for the research community.
Global Evaluation
We extend the evaluation to include all 1,042 city events extracted from Twitter and present a detailed evaluation by comparing them with all 481 events from 511.org. Our evaluation strategy involves chunking the events based on location and time. We find out event pairs e t , e 511 that coexist within a radius of 2, 3, 4, and 5 km where e t is the event extracted from Twitter and e 511 is the event from 511.org. For each radius value, we find event pairs that coexist within the 12-and 24-hour windows. Thus, we have eight sets containing event pairs e t , e 511 , each of which is evaluated for being complementary, corroborative, or timely. Figure 13 presents a distribution of extracted events from Twitter as complementary, corroborative, or timely when compared to events from 511.org. The evaluation over all eight sets containing event (454) coexisted (based on location and time constraints stated earlier) with ground-truth data. Our approach has the potential to discover a lot more city traffic events unreported on 511.org, but we did not have the ground truth for verification.
DISCUSSION
The use of microblogs such as tweets for city-related event extraction is indeed feasible. Citizens form an important part of a city, and tapping directly into citizen observations provides a fine-grained view of city infrastructure. Sometimes the cost of setting up hardware infrastructure may hinder city authorities from gaining access to city events.
In such situations, as demonstrated in this work, social streams can be used as an important source of city-related events. Further, city events are strongly tied to space and time that can be exploited for event extraction and aggregation. 
Techniques for Annotation
Existing approaches to event extraction from Twitter that rely on n-gram-based techniques are limited because city-related events are often too sparse and n-gram-based techniques will obscure such events. The n-gram-based techniques do not distinguish between semantic types such as location, person, or event terms, which are crucial for extracting event metadata. The n-gram-based techniques cannot capture the subtle structure in the text messages, which may help us to understand and disambiguate entities. Sequence labeling for identifying entities proved to be a good solution in extracting city-related events. Automated generation of training data using existing knowledge of a domain is feasible, allowing us to use similar technique across different domains relevant to a city.
Techniques for Aggregation
The principled approach of the event aggregation process (discussed in detail in solution components) is based on the three coherence dimensions: spatial, temporal, and thematic. Algorithm 2 utilized t as the time granularity for aggregation, which has currently been set to a single day. Although we have provided a rationale for choosing t as a single day in evaluation, there are reasons to use more fine-grained or more coarse-grained granularity for specific events. In the future, we propose to explore adaptive techniques that decide a time window based on the event type, location, and time, or combined/abstract events happening in a single grid.
Validation of Extracted Events
The ground-truth validation revealed the complementary, corroborative, and timely nature of events extracted from textual streams. Incident reports from city authorities are not fine grained enough to validate all extracted events. We would like to explore the use of sensor data from 511.org that has fine-grained speed, volume, and travel time for various road segments in the San Francisco Bay Area to validate extracted events in future work. At least a part of these events may influence traffic, and we would like to investigate the correlation between events and change in travel time in the road segments surrounding the event. Study of such dependencies would allow us to profile various city events to obtain actionable insights helpful to city authorities.
Scalability Challenges
The amount of training data that we could generate using our approach could not be completely utilized in the training of the sequence labeling model. We had to select a random subset of data for training the model. A future research direction is to investigate scalable training of sequence labeling models such as CRFs. Further, event aggregation should run in near real time for timely decision support. We would like to explore the inherent parallelism in the problem of city event extraction (e.g., events are localized to a geohash grid). There could be a dedicated instance of event extraction algorithm processing data for each grid.
Application Scenarios
The city traffic events extracted from textual streams can have dual benefits. First, the decision makers or city planners can tap into these events for resource allocation and planning. Second, the citizens can leverage this information for smooth functioning of their daily activities. This work was motivated by some of the requirements of city partners in the CityPulse 17 project from a comprehensive list of scenarios 18 for city traffic event extraction.
CONCLUSIONS
Entity identification techniques such as sequence labeling are helpful in deciphering microblogs. The training data creation process that leveraged a knowledge base of locations and event terms generated good-quality training data. As such, the CRF model trained on this data performed on par with a CRF model trained over a manually created dataset. Furthermore, city events are open domain, so we need automated ways of creating training data for developing annotation models. The extracted events proved to be complementary, corroborative, or timely compared to the incident reports (from 511.org). As such, microblogs can serve as valuable enhancement to 511.org for analyzing and understanding road traffic.
Scalable training of sequence labeling models will be required for utilizing the automatically created training data. For better impact assessment, considering the time of day, day of week, type of incident, and so forth, may be significant. Event extraction will help us know events, but to reveal valuable insights, we need to understand the relationships between various events. We will pursue this as future work and will explore techniques for understanding intricate relationships between city events. We believe that declarative knowledge such as domain ontology or commonsense knowledge such as ConceptNet 19 would provide valuable support for understanding relationships between various events. Thus, we are also exploring declarative knowledge-driven statistical model creation for understanding city events.
