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ON THE TANGENTIAL HOLOMORPHIC VECTOR FIELDS
VANISHING AT AN INFINITE TYPE POINT
KANG-TAE KIM AND NINH VAN THU
Abstract. Let (M,p) be a C∞ smooth non-Leviflat CR hypersurface germ
in C2 where p is of infinite type. The purpose of this article is to investigate
the holomorphic vector fields tangent to (M, p) vanishing at p.
1. Introduction
A holomorphic vector field in Cn takes the form
X =
n∑
k=1
hk(z)
∂
∂zk
for some functions h1, . . . , hn holomorphic in z = (z1, . . . , zn). A smooth real
hypersurface germ M (of real codimension 1) at p in Cn takes a defining function,
say ρ, such that M is represented by the equation ρ(z) = 0. The holomorphic
vector field X is said to be tangent to M if its real part Re X is tangent to M , i.e.,
X satisfies the equation Re Xρ = 0.
In several complex variables, such tangential holomorphic vector fields arise
naturally from the action by the automorphism group of a domain. If Ω is a
smoothly bounded domain in Cn and if its automorphism group Aut (Ω) contains
a 1-parameter subgroup, say {ϕt}, then the t-derivative generates a holomorphic
vector field. In case the automorphisms of Ω extend across the boundary (cf., [10],
[5]), the vector field generated as such becomes a holomorphic vector field tan-
gent to the boundary hypersurface ∂Ω. Even such a rough exposition illustrates
already that the study of such vector fields is closely linked with the study of the
automorphism group of Ω, an important research subject in complex geometry.
Over the decades, the domains admitting such automorphism groups with a
boundary accumulating orbit have been studied extensively by many authors. To
take only a few examples, well-known theorems such as the Wong-Rosay theorem
[25, 24], the Bedford-Pinchuk theorems [1, 2, 3] and the theorems characterizing the
bidisc by Kim, Pagano, Krantz and Spiro [17, 18, 19] gave characterization of the
bounded domain with non-compact automorphism group among many theorems
in this circle of research. All these theorems rely upon the existence of an orbit
of an interior point by the action of the automorphism group accumulating at a
pseudoconvex boundary point, strongly pseudoconvex, of D’Angelo finite type [9],
or of Levi flat in a neighborhood, respectively. For the complementary cases, Greene
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and Krantz posed a conjecture that for a smoothly bounded pseudoconvex domain
admitting a non-compact automorphism group, the point orbits can accumulate
only at a point of finite type [11].
In the case that the automorphism group extends to a subgroup of the diffeomor-
phism group of the closure and that the automorphism group of a bounded domain
has a nontrivial connected subgroup whose point orbit accumulates at a boundary
point, it produces an action on the boundary surface by a nontrivial tangential
holomorphic vector field vanishing at the boundary accumulation point. Analysis
of such vector fields has turned out to be quite essential: cf., e.g., [1, 2, 3] in which
the existence of parabolic vector fields plays an important role. In case the vector
field is contracting at a C∞ smooth boundary point, a theorem of Kim and Yoccoz
[20] implies that the boundary point is of finite type, thus solving an important
case of the Greene-Krantz conjecture mentioned above. Therefore, the following
problem emerges naturally:
Problem 1. Assume that (M,p) is a non-Leviflat CR hypersurface germ in Cn
such that p is a point of infinite type. Characterize all holomorphic vector fields
tangent to M vanishing at p.
A typical consequence of the main results of this paper is as follows:
Theorem 1. Let (M, 0) be a pseudoconvex C∞ CR hypersurface germ in C2 defined
by Re z1 + P (z2) = 0, where P (z2) satisfies:
(1) P (z2) vanishes to infinite order at z2 = 0,
(2) P (z2) > 0 for any z2 6= 0.
If X is a holomorphic tangent vector field to (M, 0) vanishing at 0, then X is either
identically zero, or X = iαz2∂/∂z2 with α a nonzero real constant, in which case
P (z2) = P (|z2|).
The defining function of a general CR hypersurface germ M , say, at 0 even in
complex dimension 2 is more complicated. Let (M, 0) be a CR hypersurface germ
at the origin 0 in C2 where 0 is of infinite type. If one writes z1 = u + iv, then M
takes a defining function equation
ρ(z) = u+ P (z2) + vQ(z2, v) = 0
from the Taylor expansion (of u) in the variable v. Despite its general feature, the
theorem above is clearly just a special case of the main result of this article; we
indeed present the complete list of tangential holomorphic vector fields vanishing
at 0 for much broader a class of CR hypersurfaces in C2.
Before going in further we acknowledge that this work has been heavily influenced
by many papers preceding ours. Some of them, in addition to the ones cited already,
include [6, 7, 8, 11, 12, 13, 14, 15, 16, 22, 23], just to name a few. We point out
that the results of this paper encompass almost all cases in the literature [Op. cit.]
and in fact more general.
2. Main results of this paper
For the sake of smooth exposition, we would like to explain the main results of
this article, deferring the proof to the later sections.
TANGENTIAL HOLOMORPHIC VECTOR FIELDS 3
Let M be a C∞-smooth real hypersurface germ at the origin 0 = (0, 0) in C2.
Then it admits the following expression:
M = {(z1, z2) ∈ C2 : ρ(z1, z2) = Re z1 + P (z2) + Im z1Q(z2, Im z1) = 0}, (1)
where P andQ are C∞-smooth functions with P (0) = 0, dP (0) = 0 andQ(0, 0) = 0.
We now discuss what the concept of infinite type means.
Following [9], we consider a smooth real-valued function f defined in a neigh-
borhood of 0 in C. Let ν(f) denote the order of vanishing of f at 0, by the first
nonvanishing degree term in its Taylor expansion at 0. Order 1 vanishing simply
means f(0) = 0, but the first degree term is not identically zero, for instance.
In case f is a mapping into Rk, k > 1, we consider the order of vanishing of all
the components and take the smallest one among them for the vanishing order of
f . Denote it by ν0(f). Also denote by ∆ = {z ∈ C : |z| < 1}. Then the origin is
called a point of infinite type if, for every integer ℓ > 0, there exists a holomorphic
map h : ∆→ C2 with h(0) = (0, 0) such that
ν0(h) 6=∞ and ν0(ρ ◦ h)
ν0(h)
> ℓ.
Notice that the terminology “infinite type” coincides with “not of D’Angelo finite
type”, since the definition of 0 being a point of M of D’Angelo finite type is that
the supremum of ν0(ρ ◦ h)/ν0(h) over all possible analytic curves h is bounded. If
we just call this supremum the D’Angelo type of M at 0, denoted by τ(M, 0), then
the definition of infinite type is simply that τ(M, 0) =∞.
Then the following result pertaining to the infinite type is our first result of this
article:
Theorem 2. Suppose that M is a smooth real hypersurface germ in C2 at the
origin defined by
ρ(z1, z2) = Re z1 + P (z2) + Im z1Q(z2, Im z1) = 0.
Assume also that
∂NP
∂zN2
∣∣∣
z2=0
= 0 for every nonnegative integer N . Then the origin
is a point of infinite type if and only if P (z2) vanishes to infinite order at z2 = 0.
Notice that the condition that ∂
NP
∂zN
2
∣∣∣
z2=0
= 0 for every positive integer N for P is
not an artificial restriction. In the viewpoint of formal power series expansion of P
at the origin, this condition simply amounts to that each homogeneous polynomial
of homogeneous degree does not contain any harmonic terms. This can be achieved
through a holomorphic change of the coordinate system at the origin.
Then we present the following characterization of holomorphic vector fields which
are tangent to a hypersurface and vanish at an infinite type point.
Theorem 3. If a hypersurface germ (M, 0) is defined by the equation ρ(z) :=
ρ(z1, z2) = Re z1 + P (z2) + (Im z1) Q(z2, Im z1) = 0, satisfying the conditions:
(1) P (z2) > 0 for any z2 6= 0,
(2) P vanishes to infinite order at z2 = 0, and
(3)
∂NQ(z2, 0)
∂zN2
∣∣∣
z2=0
= 0 for every positive integer N ,
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then any holomorphic vector field vanishing at the origin tangent to (M, 0) is either
identically zero, or of the form iβz2
∂
∂z2
for some non-zero real number β, in which
case it holds that ρ(z1, z2) = ρ(z1, |z2|).
Note that Theorem 3 implies Theorem 1.
Remark 1. It is worth noting that the conclusion of Theorem 3 says that there are
no hyperbolic or parabolic orbits of CR automorphisms of (M, 0) accumulating at 0.
This is seen by working out the necessary analytic differential equation associated
with the vector field H .
Remark 2. As to the hypothesis of the theorem, the condition (1) is not unnatural;
this condition holds for instance, up to a change of the holomorphic coordinate
system, if (M, 0) admits a holomorphic peak function at 0. Condition (2) simply
says that 0 is a point of infinite type. The last condition (3) is the only technical
condition but is essential for the conclusion of the theorem. Of course a holomorphic
change of coordinates can remove the harmonic terms from Q(z2, 0), but then the
new remaining term does no longer possess the factor Im z2. In such a case, we
show by the example below that, without the condition (3), the conclusion of the
theorem does not hold. On the other hand, the condition (3) is used only once in
the proof, i.e., in Section 4.2. There, we need only that Q(z2, 0) does not contain
the monomial term zk2 , in case k = ν(Q(z2, 0)), finite.
Remark 3 (The notation P ′). Taking the risk of confusion we employ the notation
P ′(z2) = Pz2(z2) =
∂P
∂z2
(z2)
throughout the paper. Of course for a function of single real variable f(t), we shall
continue using f ′(t) for its derivative, as well.
Example 1. We now demonstrate that there exists a hypersurface germ (M, 0)
satisfying the hypotheses of Theorem 3 except the condition (3), which admits a
nontrivial holomorphic tangent vector field with both ∂/∂z1 and ∂/∂z2 present in
the expression nontrivially.
Let M be the real hypersurface in ∆2 ⊂ C2 defined by
M = {(z1, z2) ∈ ∆2 : ρ(z1, z2) = Rez1 + P (z2) + (Im z1)Q(z2) = 0},
where P and Q are given as follows:
Q(z2) = tan
(
(Im z2)
2
)
and
P (z2) =
{
exp
(− 1|z2|2 + 12 Im (z22)− log | cos((Imz2)2)|) if 0 < |z2| < 1
0 if z2 = 0.
Define a holomorphic vector field H by
H = z1z
2
2
∂
∂z1
+ iz2
∂
∂z2
.
TANGENTIAL HOLOMORPHIC VECTOR FIELDS 5
We claim that the holomorphic vector field H is tangent to the hypersurface M .
Indeed, computation shows:
Re
[
iz2Qz2(z2) +
( i
2
− Q(z2)
2
2i
)
z22
]
= 0,
Re
[
iz2Pz2(z2)−
(1
2
+
Q(z2)
2i
)
z22P (z2)
]
= 0.
(2)
Moreover, ρz1(z1, z2) =
1
2 +
Q(z2)
2i and ρz2(z1, z2) = P
′(z2) + (Imz1)Qz2(z2). There-
fore it follows by (2) that
ReH(ρ(z1, z2)) = Re
[(1
2
+
Q(z2)
2i
)
z1z
2
2 + (P
′(z2) +
(
Imz1)Qz2(z2)
)
iz2
]
= Re
[(1
2
+
Q(z2)
2i
)(
i(Imz1)− P (z2)− (Imz1)Q(z2)
)
z22
+
(
P ′(z2) + (Imz1)Qz2(z2)
)
iz2
]
= Re
[
iz2P
′(z2)−
(1
2
+
Q(z2)
2i
)
z22P (z2)
]
+ (Imz1)Re
[
iz2Qz2(z2) +
( i
2
− Q(z2)
2
2i
)
z22
]
= 0
(3)
for every (z1, z2) ∈M . Hence the claim is justified.
3. On the defining equations for the germs of infinite type
From here on, the vanishing order is always computed at the origin. Henceforth,
the notation ν will represent ν0, unless mentioned otherwise.
3.1. Proof of Theorem 2. Assume that P (z2) vanishes to infinite order at z2 = 0.
Then define ϕ to be the holomorphic curve ϕ(t) = (0, t) : ∆→ C2, where ∆ = {z ∈
C : |z| < 1}. Then ν(ρ ◦ ϕ) = ν(P ) = +∞ and consequently,
τ(M, 0) = sup
ϕ
ν(ρ ◦ ϕ)
ν(ϕ)
= +∞.
In order to establish the converse, suppose that τ(M, 0) = +∞. Then for each
N > 1 there is a holomorphic curve ϕN : ∆→ C2 with ϕN (0) = (0, 0) such that
ν(ρ ◦ ϕN )
ν(ϕN )
≥ N.
The present goal is to show that ν(P ) ≥ N .
For convenience, we use temporarily the notation
ϕN (t) = (z1(t), z2(t))
where t is the complex variable. Consider
ρ ◦ ϕN (t) = Re z1(t) + P (z2(t)) + Im z1(t)Q(z2(t), Im z1(t)). (4)
The vanishing order of the third term of the right-hand side of (4) is strictly
larger than the first. Thus the third term does not have any role in the type
consideration. Thus we consider the following three cases:
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Case 1. ν(P(z2)) < ν(z1): If ν(z1) > ν(ϕN ), then ν(z2) = ν(ϕN ). Hence
z2 6≡ 0. Moreover
N ≤ ν(ρ ◦ ϕN )
ν(ϕN )
=
ν(P (z2))
ν(z2)
= ν(P ),
as desired.
The remaining subcase to consider is when ν(z1) = ν(ϕN ). In this case, ν(z2) ≥
ν(z1), since ν(ϕN (t)) = min{ν(z1(t)), ν(z2(t))}. In particular, z1 6≡ 0. And, one
obtains that
N ≤ ν(ρ ◦ ϕN )
ν(ϕN )
=
ν(P (z2))
ν(z1)
<
ν(z1)
ν(z1)
= 1.
But this is absurd. Hence our goal is justified in this case.
Case 2. ν(P(z2)) > ν(z1): If ν(z2) ≤ ν(z1), then ν(z2) = ν(ϕN ). Hence
z2 6≡ 0, and
N ≤ ν(ρ ◦ ϕN )
ν(ϕN )
=
ν(z1)
ν(ϕN )
<
ν(P (z2))
ν(z2)
= ν(P ),
as desired.
The remaining subcase, now, is when ν(z2) > ν(z1). In this case ν(ϕN ) = ν(z1).
Then z1 6≡ 0, and
N ≤ ν(ρ ◦ ϕN )
ν(ϕN )
=
ν(z1)
ν(z1)
= 1,
which is absurd. Hence the claim is prove in this case also.
Case 3. ν(P (z2)) = ν(z1): If ν(Re z1(t) + P (z2(t))) = ν(z1(t)), then we
also obtain ν(P ) ≥ N by repeating the arguments as above .
Thus the only remaining case is when ν(Re z1(t)+P (z2(t))) > ν(z1(t)). In such
instance, z1(t) 6≡ 0, z2(t) 6≡ 0, and ν(P ) < +∞. It follows then that z1(t) = amtm+
o(tm) and that z2(t) = bnt
n + o(tn), where m,n ≥ 1, am 6= 0, bn 6= 0. Moreover
we may also write P (z2) = ψ(z2) + ..., where ψ is a nonzero real homogeneous
polynomial of finite degree, say, k with k ≥ 2. Since ν(Re z1(t) + P (z2(t))) >
ν(z1(t)) = ν(P (z2)), one sees that m = nk and
Re (amt
m) + ψ(bnt
n) = 0,
for every t in a neighborhood of 0 in C. Letting s = bnt
n, we arrive at ψ(s) =
Re (am
bkn
sk). But this is impossible since no finite order jet of P can contain any
nonzero harmonic term.
Altogether, the proof of Theorem 2 is complete. 
3.2. On the non-Leviflat hypersurface germs at 0 of infinite type. Unlike
the finite type case, it has not very well been clarified in the case of infinite type
whether there is a variety that has infinite order contact with the hypersurface germ
in consideration. We present a discussion concerning this point. We begin with the
following which generalizes Lemma 2.2 of [21].
Proposition 4. If τ(M, 0) = +∞, then there is a sequence {an}∞n=2 ⊂ C such
that for each integer N ≥ 2 such that the holomorphic curve ϕN (t) = (z1(t), z2(t))
defined by
z1(t) = −
N∑
j=2
ajt
j , z2(t) = t
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satisfies
ν(ρ ◦ ϕN ) ≥ N.
Proof. We start with the second order terms; ρ as
ρ(z) = Re z1 + ψ(z2) + o(|z2|2, Im z1),
where ψ is a real valued homogeneous polynomial of degree 2. Since τ(M, 0) =
+∞, the proof-argument of Theorem 2 implies that ψ(z2) = Re(a2z22). Let Φ2 :
(z1, z2) 7→ (ξ1, ξ2) be an automorphism of C2 defined by ξ1 = z1 + a2z22 , ξ2 = z2 (a
“shear” mapping). Then
ρ ◦ Φ−12 (ξ1, ξ2) = Reξ1 + o(|ξ2|2, Im ξ1).
Now proceed by induction: Assume that, for each j > 2, the coefficients a2, · · · , aj−1
and the automorphisms Φ2, · · · ,Φj−1 have already been determined so that
ρ ◦ Φ−12 ◦ · · · ◦ Φ−1j−1(ζ) = Re ζ1 + ψj(ζ2) + o(|ζ2|j , Im ζ1),
where ψj is either 0 or a real valued homogeneous polynomial of degree j.
The the proof-argument of Theorem 2 implies that ψj(z2) = Re(ajz
j
2). Thus let
Φj : C
2 → C2 be the automorphism of C2 defined by
ξ1 = ζ1 + ajζ
j
2 , ξ2 = ζ2.
We then obtain
ρ ◦ Φ−12 ◦ · · · ◦ Φ−1j−1 ◦ Φ−1j (ξ) = Reξ1 + o(|ξ2|j , Im ξ1).
This induction argument yields the sequence {ak}∞k=2 ⊂ C. Furthermore, for
each N ≥ 2, a non-singular holomorphic curve ϕN defined on a neighborhood of
t = 0 in C by ϕN (t) := Φ
−1
2 ◦ · · · ◦ Φ−1N (0, t) which satisfies ρ ◦ ϕN (t) = o(|t|N ), or
equivalently ν(ρ ◦ ϕN ) ≥ N . Of course it is clear that
ϕN (t) =
(
−
N∑
j=2
ajt
j , t
)
,
and the proof is complete. 
Note that if the series
∑∞
j=2 ajz
j converges in an open neighborhood of z = 0
in the complex plane, then ν(ρ ◦ ϕ∞) = +∞, where ϕ∞ is the holomorphic curve
given on a neighborhood of t = 0 in C by
z1(t) = −
∞∑
j=1
ajt
j , z2(t) = t.
So it is natural to ask at this point whether there exists a regular holomorphic
curve ϕ∞ defined on a neighborhood of the origin in the complex plane such that
ν(ρ ◦ ϕ∞) = +∞, or even more bold to ask whether the above procedure may
produce such curve. The following example gives the negative answer.
Example 2. There exists a hypersurface germ (M, 0) with τ(M, 0) = +∞ that
does not admit any regular holomorphic curve that has infinite order contact with
M at 0.
The construction is as follows: for n = 2, 3, · · · , denote by
gn(t) =
1
tn − an +
1
an
,
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a function of the single complex variable t with for |t| < 1/n, where an = 2/nn.
Then gn is holomorphic on {|t| < 1/n} with ν(gn) = n. Expanding gn into Taylor
series we obtain
gn(t) =
1
an
− 1
an
1
1− tn/an = −
∞∑
k=1
1
ak+1n
tnk.
Then
g(j)n (0) =

−
(nk)!
ak+1n
if j = nk for some integers k ≥ 1, n ≥ 2
0 otherwise.
For each n = 2, 3, · · · denote by f˜n(z) the C∞-smooth function on C such that
f˜n(z) =
{
Re(gn(z)) if |z| < 1/(n+ 1)
0 if |z| > 1/n.
Of course, ν(f˜n) = n and
∂j
∂zj
f˜n(0) =

−
1
2
(nk)!
ak+1n
if j = nk for some integers k ≥ 1, n ≥ 2
0 otherwise.
Denote by {λn} an increasing sequence of positive numbers such that
λn ≥ max
{
1,
∥∥∥∂k+j f˜n
∂zk∂z¯j
∥∥∥
∞
: j, k ∈ N, k + j ≤ n
}
,
where ‖ ‖∞ represents the supremum norm. Now let fn(z) = 1nnλnn f˜n(λnz). The
repeated use of the chain rule implies that
∂kfn
∂zk
(z) =
1
nnλn−kn
∂kf˜n
∂zk
(λnz), k = 0, 1, · · · .
Combining this with the previous result for the k-th derivative of f˜n at zero, one
arrives at
∂kfn
∂zk
(0) =

−
n!nn
8
if k | n
0 if k ∤ n.
Let f(z) =
∑∞
n=2 fn(z). For every k, j, non-negative integers, one sees that
∞∑
n=2
∥∥∥∂k+jfn
∂zk∂z¯j
(z)
∥∥∥
∞
≤
j+k∑
n=2
1
nnλn−k−jn
∥∥∥∂k+j f˜n
∂zk∂z¯j
(z)
∥∥∥
∞
+
∞∑
n=j+k+1
1
nnλn−k−j−1n
‖∂k+j f˜n
∂zk∂z¯j
(z)‖∞
λn
≤
j+k∑
n=2
1
nnλn−k−jn
∥∥∥∂k+j f˜n
∂zk∂z¯j
(z)
∥∥∥
∞
+
∞∑
n=j+k+1
1
nn
< +∞.
This shows that f ∈ C∞(C).
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Let {pn}∞n=1 be a sequence of prime numbers such that pn → +∞ as n→∞. It
is easy to see that
∂pn
∂zpn
f(0) =
∞∑
j=2
∂pn
∂zpn
fj(0)
=
pn−1∑
j=2
∂pn
∂zpn
fj(0) +
∂pn
∂zpn
fpn(0) +
pn−1∑
j=pn+1
∂pn
∂zpn
fj(0)
=
∂pn
∂zpn
fpn(0) = −
pn!(pn)
pn
8
.
The hypersurface germ M at (0, 0) we consider is defined by
M = {(z1, z2) ∈ C2 : ρ = Rez1 + f(z2) = 0}.
We are going to show that τ(M, 0) = +∞. For this purpose, for each N ≥ 2,
consider ϕN = (z1, z2), a holomorphic curve defined on {t ∈ C : |t| < 1
λN (N + 1)
}
by
z1(t) = −
N∑
n=2
1
nnλnn
gn(λnt); z2(t) = t.
Then ρ ◦ ϕN (t) =
∑∞
n=N+1 fn(t). Since ν(fn) = n for n = 2, 3 · · · , it follows that
ν(ρ ◦ ϕN ) = N + 1, and hence τ(M, 0) = +∞.
We finally demonstrate that there is no regular holomorphic curve ϕ∞(t) =
(h(t), t), such that ν(ρ ◦ ϕ∞) = +∞.
Assume the contrary that such a holomorphic curve exists. Then ρ ◦ ϕ∞(t) =
Re h(t) + f(t) = o(tN ) for every N = 2, 3, · · · , and thus h(N)(0) = −2 ∂N∂zN f(0)
for any N = 0, 1, · · · . Consequently, h(pn)(0) = −2 ∂
pn
∂zpn
f(0) =
(pn!)(pn)
pn
4
, and
moreover
lim sup
N→∞
N
√
|h(N)(0)|
N !
≥ lim sup
pn→∞
pn
√
|h(pn)(0)|
(pn)!
= lim
pn→∞
pn
√
(pn!)(pn)pn
4(pn!)
= lim
pn→∞
pn
pn
√
4
= +∞.
This implies that the Taylor series of h(z) at 0 has radius of convergence 0, which
is impossible since h is holomorphic in a neighborhood of the origin. This ends the
proof. 
4. Analysis of holomorphic tangent vector fields
This section is entirely devoted to the proof of Theorem 3.
Let M = {(z1.z2) ∈ C2 : Re z1 + P (z2) + (Im z1) Q(z2, Im z1) = 0} be the real
hypersurface germ at 0 described in the hypothesis of Theorem 3. Our present goal
is to characterize its holomorphic tangent vector fields.
For the sake of smooth exposition, we shall present the proof in two subsections.
In 4.1, several technical lemmas are introduced and proved. Then the proof of
Theorem 3 is presented in 4.2.
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4.1. Technical lemmas. Start with
Lemma 1. If β is a real number, then
lim
z→0
Re
[
1 + iβz
P ′(z)
P (z)n+1
]
6= 0 (5)
for any nonnegative integer n.
Proof. We may assume that β 6= 0 as there is nothing to prove otherwise. Suppose
that
lim
z→0
Re
[
1 + iβz
P ′(z)
P (z)n+1
]
= 0.
Then let
F (z) :=


1
2
logP (z) if n = 0
−1
2nPn(z)
if n ≥ 1.
Also let u(t) := F (reiβt), t ∈ (−∞,+∞), for some r > 0 is sufficiently small. Then
(5) implies that u′(t) = −1 + γ(reiβt), t ∈ (−∞,+∞). Let r0 > 0 be such that
|γ(reiβt)| < 1/(2|β|) for all r < r0 and t ∈ (−∞,+∞). Now for a fixed number r
with 0 < r < r0) we have u(t)−u(0) = −t+
∫ t
0 γ(re
iβs)ds for t ∈ (−∞,+∞). Thus
0 = |u(2π/β) − u(0)| ≥ 2π/|β| − ∫ 2π/β0 |γ(reiβs)|ds ≥ π/|β|, which is impossible.
Hence the lemma is proved. 
Lemma 2. Denote the punctured unit disc by ∆∗ǫ0 := {z ∈ C : 0 < |z| < ǫ0}. If
a curve γ : (0, 1)→ ∆∗ǫ0 defined on the unit open interval (0, 1) is C1-smooth such
that limt↓0 γ(t) = 0 then, for any positive integer n, the function
Re
[
γ′(t)
P ′(γ(t))
Pn+1(γ(t))
]
(6)
cannot be bounded on (0, 1).
Proof. Suppose that there exists such a C1-smooth curve γ : (0, 1)→ ∆∗ǫ0 . Let
F (z) :=


1
2
logP (z) if n = 0
−1
2nPn(z)
if n ≥ 1
and let u(t) := F (γ(t)), t ∈ (0, 1). (6) implies that
u′(t) = Re
[
γ′(t)
P ′(γ(t))
Pn+1(γ(t))
]
, ∀t ∈ (0, 1).
Since u′(t) is bounded on (0, 1), u(t) also has to be bounded on (0, 1). But this last
is impossible since u(t) = F (γ(t))→ −∞ as t ↓ 0. The lemma is proved. 
This lemma shows in particular that the function P ′(z)/P (z) is unbounded along
any smooth curve γ : (0, 1) → ∆∗ǫ0 (ǫ0 > 0) such that γ′ stays bounded on (0, 1)
and satisfies limt↓0 γ(t) = 0. It has generally been expected that, when a real-
valued smooth function f(t) of real variable t near 0 vanishes to infinite order at
0, limt↓0
f ′(t)
f(t) = ∞ has to hold and hence the above lemma would have to follow.
However, such a quick expectation is not valid. We present an example here.
Example 3. Let g : (0, 1)→ R be a real valued C∞-smooth function satisfying
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(i) g(t) ≡ −2n on the closed interval
[ 1
n+ 1
(
1 +
1
3n
)
,
1
n+ 1
(
1 +
2
3n
)]
for
n = 1, 2, · · · ;
(ii)
−2
t
< g(t) <
−1
t
for every t ∈ (0, 1);
(iii) for each k ∈ N there exists d(k) > 0 such that |g(k)(t)| ≤ 1
td(k)
, t ∈ (0, 1).
Now let
P (z) :=
{
exp(g(|z|2)) if 0 < |z| < 1
0 if z = 0,
then this is a C∞ function on the open unit disc ∆ that vanishes to infinite order
at the origin. However, P ′(z)/P (z) does not tend to ∞ as z → 0.
Lemma 3. If a, b are complex numbers and if g1, g2 are smooth functions defined
on the punctured disc ∆∗ǫ0 := {0 < |z| < ǫ0} with sufficiently small radius satisfying:
(A1) g1(z) = O(|z|ℓ) and g2(z) = o(|z|m), and
(A2) Re
[
azm + 1Pn(z)
(
bzℓ P
′(z)
P (z) + g1(z)
)]
= g2(z) for every z ∈ ∆∗ǫ0
for any nonnegative integers ℓ,m and n except for the following two cases
(E1) ℓ = 1 and Re b = 0, and
(E2) m = 0 and Re a = 0
then ab = 0.
Proof. We shall prove the method of contradiction. Suppose that there exist non-
zero complex numbers a, b ∈ C∗ such that the identity in (A2) holds with the
smooth functions g1 and g2 satisfying the growth conditions specified in (A1).
Denote by F (z) :=
1
2
logP (z).
Case 1. ℓ = 0:
Let u(t) := F (bt), (0 < t < δ0) with δ0 sufficiently small. By (A2), it follows
that u′(t) is bounded on the interval (0, δ0). Integration shows that u(t) is also
bounded on (0, δ0). But this is impossible since u(t)→ −∞ as t ↓ 0.
Case 2. ℓ = 1:
Let γ(t) := ebt, t ∈ (−∞,+∞). Then |γ(t)| = eb1t and γ′(t) = bγ(t), where
b1 = Re(b). By (E1), we have b1 6= 0. Assume momentarily that b1 < 0.
Denote by u(t) := F (γ(t)) for t ≥ t0 with t0 > 0 sufficiently large. It follows by
(A2) that u′(t) is bounded on (t0,+∞). Therefore there exists a constant A > 0
such that |u(t)| ≤ A|b1|t = A log 1|γ(t)| for all t > t0. Hence we obtain, for all
t > t0, that logP (γ(t)) = 2u(t) ≥ −2A log 1|γ(t)| , and thus
P (γ(t)) ≥ |γ(t)|2A, t ≥ t0.
Hence we arrive at
lim
t→+∞
P (γ(t))
|γ(t)|2A+1 = +∞,
which is impossible since P vanishes to infinite order at 0. The case b1 > 0 is
similar, with considering the side t < 0 instead.
Case 3. ℓ = k + 1 ≥ 2:
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Choose c ∈ C such that c − kbt ∈ C \ [0,+∞) for all t ∈ (−∞,+∞). Let
γ(t) := −k
√
c− kbt = −k
√
|c− kbt|e−iarg(c−kbt)/k, 0 < arg(c − kbt) < 2π. Note that
|γ(t)| ≈ 1|t|1/k for |t| ≥ t0 with t0 > 0 big enough. Let u(t) := F (γ(t)). It follows
from (A2) that
u′(t) = −Pn(γ(t))(Re(aγm(t) + o(|γ(t)|m)) +O(|γ(t)|k+1). (7)
We now consider the following.
Subcase 3.1: n ≥ 1.
Since P vanishes to infinite order at the origin, (7) and the discussion above
imply
|u′(t)| . Pn(γ(t))|γ(t)|m + 1
t1+/k
. Pn(γ(t)) +
1
t1+1/k
.
Pn(γ(t))
|γ(t)|2k
1
t2
+
1
t1+1/k
.
1
t2
+
1
t1+1/k
.
1
t1+1/k
,
for all t ≥ t0. This in turn yields
|u(t)| . |u(t0)|+
∫ t
t0
1
s1+1/k
ds
. |u(t0)|+ k
( 1
t
1/k
0
− 1
t1/k
)
. 1
for all t > t0. This is a contradiction, because limt→∞ u(t) = −∞.
Subcase 3.2: n = 0.
We again divide the argument in 4 sub-subcases.
Subcase 3.2.1: m/k > 1.
It follows from (7) that
|u′(t)| . 1
tm/k
+
1
t1+1/k
for all t ≥ t0. Hence, we get
|u(t)| . |u(t0)|+
∫ t
t0
( 1
sm/k
+
1
s1+1/k
)
ds
. |u(t0)|+ k
m− k
( 1
t
m/k−1
0
− 1
tm/k−1
)
+ k
( 1
t
1/k
0
− 1
t1/k
)
. 1
for all t > t0, a contradiction.
Subcase 3.2.2: m/k = 1.
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Here, (7) again implies
|u′(t)| . 1
t
+
1
t1+1/k
.
1
t
,
for all t ≥ t0. Consequently,
|u(t)| . |u(t0)|+
∫ t
t0
1
s
ds
. |u(t0)|+ (log t− log t0)
. log t . log
1
|γ(t)| ,
for all t > t0. Therefore there exists a constant A > 0 such that |u(t)| ≤ A log 1|γ(t)|
for all t > t0. Hence for all t > t0, logP (γ(t)) = 2u(t) ≥ −2A log 1|γ(t)| , and thus
P (γ(t)) ≥ |γ(t)|2A, ∀t ≥ t0.
This implies
lim
t→+∞
P (γ(t))
|γ(t)|2A+1 = +∞,
impossible since P vanishes to infinite order at 0.
Subcase 3.2.3: m = 0.
Let h(t) := u(t) + Re(a)t. Recall that in this case we have (E2) which says
Re a 6= 0. Assume momentarily that Re(a) < 0. (The case that Re(a) > 0 will
follow by a similar argument.)
By (7), there is a constant B > 0 that
|h′(t)| ≤ 1
2
|Re(a)|+B 1
t1+1/k
.
Therefore,
|h(t)| ≤ |h(t0)|+ 1
2
|Re(a)|(t− t0) +B
∫ t
t0
1
s1+1/k
ds
≤ |h(t0)|+ 1
2
|Re(a)|(t− t0) + kB( 1
t
1/k
0
− 1
t1/k
)
for all t > t0. Thus
u(t) ≥ −Re(a)t− |h(t)|
≥ |Re(a)|t− |h(t0)| − 1
2
|Re(a)|(t− t0)− kB( 1
t
1/k
0
− 1
t1/k
)
& t
for all t > t0. It means that u(t)→ +∞ as t→ +∞, absurd.
Subcase 3.2.4: 0 < mk < 1.
Notice first that k ≥ 2. Let τ = ei2π/k and γj(t) := τ−jγ(t) for j = 0, 1 · · · , k−1.
Then γ′j(t) = bγ
k+1
j (t) and γj(t)→ 0 as t→∞.
Set uj(t) := F (γj(t)). Assume for a moment that m and k are relatively
prime. (In the end, it will become obvious that this assumption can be taken
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without loss of generality.) Then τm is a primitive k-th root of unity. There-
fore there exist j0, j1 ∈ {1, · · · , k − 1} such that π/2 < arg(τmj0 ) ≤ π and
−π ≤ arg(τmj1 ) < −π/2. Hence, it follows that there exists j ∈ {0, · · · , k − 1}
such that cos
(
arg(a/b) + k−mk arg(−b)− 2πmj/k
)
> 0. Denote by
A :=
|a|
(k −m)|b| cos
(
arg(a/b) +
k −m
k
arg(−b)− 2πmj/k
)
> 0,
a positive constant. Now let
hj(t) := uj(t) + Re(τ
−mj a
−b(k −m) (c− kbt)
1−m/k).
Note that arg(c−kbt)→ arg(−b) as t→ +∞. Hence it follows from (7) that there
exist positive constants B and t0 such that
|h′j(t)| ≤
k −m
4k
A(k|b|)1−m/k 1
tm/k
+
B
t1+1/k
and
cos
(
arg(a/b) +
k −m
k
arg(c− kbt)− 2mjπ/k
)
≥ 1
2
cos
(
arg(a/b) +
k −m
k
arg(−b)− 2mjπ/k
)
for every t ≥ t0. Thus we have
|hj(t)| ≤ |hj(t0)|+A(k|b|)1−m/k k −m
4k
∫ t
t0
s−m/kds+B
∫ t
t0
s−1−1/kds
≤ |hj(t0)|+ A
4
(k|b|)1−m/k(t1−m/k − t1−m/k0 ) + kB(t−1/k0 − t−1/k)
for t > t0. Hence
uj(t) ≥ −Re( aτ
−mj
−kb(1−m/k) (c− kbt)
1−m/k)− |hj(t)|
≥ |a||b|(k −m)) |c− kbt|
1−m/k cos
(
arg(a/b)
+
(k −m)arg(c − kbt)− 2mjπ
k
)
− |hj(t0)|
− A
4
(k|b|)1−m/k(t1−m/k − t1−m/k0 )− kB(t−1/k0 − t−1/k)
≥ A
2
|c− kbt|1−m/k − |hj(t0)|
− A
4
(k|b|)1−m/k(t1−m/k − t1−m/k0 )− kB(t−1/k0 − t−1/k)
& t
for t > t0. This implies that uj(t) → +∞ as t → +∞, which is absurd since
logP (z)→ −∞ as z → 0.
Hence all the cases are covered, and the proof of Lemma 3 is finally complete. 
Lemma 4. Suppose that R is a real-valued C1-smooth function defined on the disc
∆ǫ := {z ∈ C : |z| < ǫ} for some ǫ > 0. Then, Re (iz(∂R/∂z)(z)) = 0 for all
z ∈ ∆ǫ if and only if R(z) = R(|z|).
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Proof. Let r be an artribrary number such that 0 < r < ǫ and let v(t) := R(reit).
Since Re (iz(∂R/∂z)(z)) = 0, v′(t) = 0 for every t ∈ R. Thus v(t) ≡ v(0) and
hence R(z) = R(|z|). This completes the proof as the converse is obvious. 
Lemma 5. If R is a real-valued C1-smooth function defined on an open neighbor-
hood, say U , of the origin in C, then on every circle {z ∈ C : |z| = r} contained in
U the function Re(izR′(z)) either identically zero, or must change sign.
Proof. Since ddtR(re
it) = Re [ireit(∂R/∂z)(reit)], the function R(reit) cannot stay
periodic in the real-variable t, unless Re [ireit(∂R/∂z)(reit)] changes its sign. 
Lemma 6. If b is a complex number satisfying
Re(bzkP ′(z)) = 0, (8)
for some nonnegative integer k, except the case k = 1 and Re(b) = 0, on z ∈ ∆ǫ
with ǫ > 0, then b = 0.
Proof. We consider three following cases.
Case (i): k = 0. Let u(t) := P (bt), t ∈ (−δ,+δ) for some δ > 0. It follows from
(8) that u′(t) ≡ 0 on (−δ,+δ), thus u(t) ≡ u(0) = 0 on (−δ,+δ). Impossible.
Case (ii): k = 1. Assume momentarily that b1 = Reb < 0. For each c ∈ C∗ let
u(t) := P (cebt) for all t ≥ t0 with t0 > 0 sufficiently large. It follows by (8) that
u′(t) ≡ 0 on (t0,+∞). Hence u(t) ≡ 0 and consequently P ≡ 0 on |z| < ǫ0, absurd.
Case (iii): k = ℓ+1 ≥ 1. Choose c ∈ C such that c− ℓbt ∈ C \ [0,+∞) for every
t ∈ (−∞,+∞). Let γ(t) := −ℓ√c− ℓbt = −ℓ
√
|c− ℓbt|e−iarg(c−ℓbt)/ℓ, 0 < arg(c −
ℓbt) < 2π. Let u(t) := P (γ(t)). It follows from (8) that u′(t) ≡ 0 on (t0,+∞), for
some t0 > 0 sufficiently large, and therefore u(t) is constant on (t0,+∞). Since
limt→+∞ u(t) = P (0) = 0, P (γ(t)) ≡ 0 for all t > t0, which is again impossible. 
4.2. Holomorphic tangent vector fields: Proof of Theorem 3. The CR hy-
persurface germ (M, 0) at the origin in C2 under consideration is defined by the
equation ρ(z1, z2) = 0 where
ρ(z1, z2) = Re z1 + P (z2) + (Im z1) Q(z2, Im z1) = 0,
where P,Q are C∞ smooth functions satisfying the three conditions specified in the
hypothesis of Theorem 3, stated in Section 2. Recall that P vanishes to infinite
order at z2 = 0 in particular.
Then consider a holomorphic vector field H = h1(z1, z2)
∂
∂z1
+ h2(z1, z2)
∂
∂z2
de-
fined on a neighborhood of the origin. We only consider H that is tangent to M ,
which means that they satisfy the identity
(Re H)ρ(z) = 0, ∀z ∈M. (9)
The goal is to characterize all such H .
Since
ρz1(z1, z2) =
1
2
+
1
2i
Q(z2, Im z1) + Im z1Qz1(z2, Imz1),
ρz2(z1, z2) = P
′(z2) + Im z1Qz2(z2, Imz1).
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the equation (9) is re-written as
Re
[(1
2
+
1
2i
Q(z2, Im z1) + Im z1Qz1(z2, Im z1)
)
h1(z1, z2)+
+ (P ′(z2) + Im z1Qz2(z2, Im z1))h2(z1, z2)
]
= 0,
(10)
for all (z1, z2) ∈M .
Since (it − P (z2) − tQ(z2, t), z2) ∈ M for any t ∈ R with |t| < δ, the equation
again takes the new form:
Re
[(1
2
+
1
2i
Q(z2, t) + tQz1(z2, t)
)
h1(it− P (z2)− tQ(z2, t)), z2)
+
(
P ′(z2) + tQz2(z2, t)
)
h2(it− P (z2)− tQ(z2, t), z2)
]
= 0.
(11)
Expand h1 and h2 into the Taylor series at the origin so that
h1(z1, z2) =
∞∑
j,k=0
ajkz
j
1z
k
2 and h2(z1, z2) =
∞∑
j,k=0
bjkz
j
1z
k
2 .
Note that a00 = b00 = 0 since h1(0, 0) = h2(0, 0) = 0.
Notice that we may choose t = αP (z2) in (11) (with α ∈ R to be chosen later).
Then one gets
Re
[(1
2
+
1
2i
Q(z2, αP (z2)) + αP (z2)Qz1(z2, αP (z2))
)×
h1
(
iαP (z2)− P (z2)− αP (z2)Q(z2, αP (z2)), z2
)
+
(
P ′(z2) + αP (z2)Qz2(z2, αP (z2))
)×
h2(iαP (z2)− P (z2)− αP (z2)Q(z2, αP (z2)), z2)
]
= 0.
(12)
for all z2 with |z2| < ǫ0, for some positive ǫ0 sufficiently small.
We now prove that h1 ≡ 0 on a neighborhood of (0, 0) in C2.
Assume the contrary that h1 6≡ 0. Then there exist non-negative integers j, k
such that ajk 6= 0 and the largest term in
Re
[(1
2
+
1
2i
Q(z2, αP (z2)) + αP (z2)Qz1(z2, αP (z2))
)
×
h1(iαP (z2)− P (z2)− αP (z2)Q(z2, αP (z2)), z2)
]
is Re
[1
2
ajk(iα − 1)jzk2 (P (z2))j
]
, where the “largest” is measured in terms of the
speed of growth. We note that in the case k = 0 and Reaj0 = 0, α can be chosen
in such a way that Re(aj0(iα− 1)j) 6= 0. Therefore there are nonnegative integers
m,n such that bmn 6= 0 and that the biggest term in
Re
[(
P ′(z2) + αP (z2)Qz2(z2, αP (z2))
)
h2(iαP (z2)− P (z2)− αP (z2)Q(z2, αP (z2)), z2)
]
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is Re
[
bmn(iα − 1)mzn2 (P ′(z2) + αP (z2)Qz2(z2, αP (z2)))(P (z2))m
]
for some m,n
with bmn 6= 0. By (12) we get
Re
[1
2
ajk(iα− 1)j(P (z2))jzk2 + bmn(iα− 1)mzn2×
(P ′(z2) + αP (z2)Qz2(z2, αP (z2)))(P (z2))
m
]
= o(P (z2)
j |z2|k),
(13)
for all |z2| < ǫ0. Observe that j > m. Note also that, if k = 0 and Re(aj0) 6= 0,
then letting α = 0 in (13) we get Re(aj0 + b0mz
n
2P
′(z2)/P
j−m(z2))→ 0 as z2 → 0,
which is not possible because of Lemmas 1 and 2. Hence, we may assume that
Reaj0 = 0 for the case k = 0.
We now divide the argument into two cases as follows:
Case 1. m = 0. In addition to this condition, if n > 1, or if n = 1 and
Re(b01) 6= 0, then (13) contradicts Lemma 2. Therefore, we may assume that
n = 1 and Reb01 = 0. Choose α1, α2 ∈ R with α1 6= α2 such that (13) holds for
α = αℓ (ℓ = 1, 2); thus one obtains two equations. Subtracting one from the other
yields:
f(z2) :=Re
[
ajk((iα1 − 1)j − (iα2 − 1)j)zk2+
b01z2
α1Qz2(z2, α1P (z2))− α2Qz2(z2, α2P (z2))
P j−1(z2)
]
= o(|z2|k)
for every z satisfying 0 < |z| < ǫ0.
If j = 1 then, taking lim
δ→0+
1
δk
f(δz2), we obtain
Re
[
ia1kz
k
2 + b01z2ψ(z2)
]
= 0,
where ψ is a homogeneous polynomial of degree k − 1. Note that this identity
implies that k 6= 0. So k−1 > 0. Now, the same identity says that the homogenous
polynomial ψ must contain czk−1. But this is impossible, since ψ(z2) comes from
Qz2(z2, 0) which has no harmonic terms.
Now we consider the case j > 1. Taking lim
δ→0+
1
δk
f(δz2) we obtain
Re
[
ajk((iα1 − 1)j − (iα2 − 1)j)zk2 + b(αℓ1 − αℓ2)zk2
]
= 0, (14)
where b ∈ C∗ and ℓ ≥ 1 are both independent of α1 and α2. Note that ℓ ≥ 2
for the case k = 0. Indeed, suppose otherwise that k = 0 and ℓ = 1. Then
limz2→0Re
(
b01z2
Qz2 (z2,0)
P j−1(z2)
)
= a, where 0 6= a ∈ R. This contradicts Lemma 5.
It follows by (14) that
ajk((iα1 − 1)j − (iα2 − 1)j) + b(αℓ1 − αℓ2) = 0
for k ≥ 1, and
Re
[
aj0((iα1 − 1)j − (iα2 − 1)j) + b(αℓ1 − αℓ2)
]
= 0
for k = 0. Since α1 can be arbitrarily chosen in R and note that Re (aj0) = 0,
taking the N -th derivative of both sides of above equations with respect to α1 at
α1 = 0, where N = 1 if ℓ ≥ 2 and N = 2 if ℓ = 1, we obtain that ajk = 0, which is
absurd.
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Case 2. m ≥ 1. If n = 1, then the number α can also be chosen such that
Re (bm1(iα − 1)m) 6= 0. Therefore, (13) contradicts Lemma 3, and thus h1 ≡ 0 on
a neighborhood of (0, 0) in C2.
Since h1 ≡ 0, it follows from (11) with t = 0 that
Re
[ ∞∑
m,n=0
bmnz
n
2P
′(z2)
]
= 0,
for every z2 satisfying |z2| < ǫ0, for some ǫ0 > 0 sufficiently small. By Lemmas 4
and 6, we conclude that bmn = 0 for every m,n ≥ 0 except the case that m = 0
and n = 1. In this last case b01 = iβ for some nonzero real number β and P is
rotationally-symmetric. Moreover, (11) yields that Re (iz2Qz2(z2, t)) = 0 for every
z with |z| < ǫ0 and t with −δ0 < t < δ0, for sufficiently small positive real constants
ǫ0 and δ0. This of course implies that Q(z2, t) is radially symmetric in z2 by Lemma
4.
Altogether, the proof of Theorem 3 is complete. 
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