Network softwarization is emerging as a techno-economic transformation trend that impacts the way that network service providers deliver their network services significantly. As a key ingredient of such a trend, network function virtualization (NFV) is shown to enable elastic and inexpensive network services for next-generation networks, through deploying flexible virtualized network functions (VNFs) running in virtual computing platforms. Different VNFs can be chained together to form different service chains for different network services, to meet various user data routing demands. From the service provider point of view, such services are usually implemented by VNF instances in a cloudlet network consisting of a set of data centers and switches. In this paper we consider provisioning network services in a cloud network for implementing VNF instances of service chains, where the VNF instances in each data center are partitioned into K types with each hosting one type of service chain. We investigate the throughput maximization problem with the aim to admit as many user requests as possible while minimizing the implementation cost of the requests, assuming that limited numbers of instances of each service chain have been instantiated in data centers. We first show the problem is NP-Complete, and propose an optimal algorithm for a special case of the problem when all requests have identical packet rates; otherwise, we devise two approximation algorithms with approximation ratios, depending on whether the packet traffic of each request is splittable. If arrivals of future requests are not known in advance, we study the online throughput maximization problem by proposing an online algorithm with a competitive ratio. We finally conduct experiments to evaluate the performance of the proposed algorithms by simulations. Simulation results show that the performance of the proposed algorithms are promising.
Introduction
Network services traditionally make use of dedicated devices and equipments to implement various network functions, such as network address translation (NAT), firewall, and intrusion detection, to name a few. To meet ever-growing traffic demands on network services, network service providers may continuously purchase, add and operate new physical equipments into their operational networks. This usually leads to a high capital expenditure (CAPEX) and operational expenditure (OPEX) to purchase and manage the deployed network equipments. For example, it Considering that network service providers aim to maximize their profits by fully utilizing the instantiated instances of service chains, one fundamental and challenging problem for them is how to efficiently allocate VNF instances such that the network throughput is maximized, while the cost of realizing user requests is minimized. Unlike conventional user requests, each NFV-enabled request has a service chain requirement that requires to steer its traffic along a sequence of VNFs in a specified order prior to reaching its destination. Furthermore, different requests have different stringent endto-end delay requirements. Meeting such stringent requirements is crucial to guarantee the quality of network services and user satisfactions.
There are several studies focusing on the provisioning of network services via the NFV technique [13, 17, 21, 23, 27, 32] . Most of them however assumed that the instances of service chains cannot be reused among different requests and for each newly arrived request it has to instantiate a new instance of its required service chain for its implementation. This significantly reduces the network throughput and increases the implementation cost due to new service instantiation, since some network services, e.g., antivirus services, can be instantiated only once and then reused by later requests. On the other hand, some of them developed novel architectures and built systems for networks to support the NFV technique, by formulating Integer Linear Programming (ILP) solutions with the aim to optimize network performance, e.g., network throughput [5, 20, 32] . Such ILP solutions however suffer from poor scalability when the problem size is quite large. Others did not consider the end-to-end delay requirement of user requests or ignore the computing resource constraint [17] . This can significantly degrade the quality of network services.
To the best of our knowledge, we are the first to study the throughput maximization problem in a cloud network consisting of multiple data centers to provide different types of service chains, where a number of instances of service chains have been instantiated in each data center in advance. We aim to admit as many user requests as possible while minimizing their accumulative implementation costs and meeting their end-to-end delay requirements. We consider a dynamic setting with user requests arriving at the network in an online manner, and VNF instances in each data center can be reused by later requests to further maximize the throughput and reduce the implementation cost. In addition, unlike existing studies focusing on heuristic solutions without performance guarantees, we devise the very first approximation and online algorithms with performance guarantee for the problem, which describes the distances of the obtained solutions from the optimal ones via theoretical analysis. Specifically, we develop efficient approximation algorithms with approximation ratios for the problem. In addition, if there is no knowledge of future request arrivals, we study the online throughput maximization problem by devising an online algorithm with a provable competitive ratio.
The main contributions of this paper are as follows. We first formulate the throughput maximization problem in a cloud network and show that the problem is NP-Complete. We then devised an optimal solution if all requests have identical packet rates. Otherwise, we propose two approximation algorithms with provable approximation ratios, depending on whether the packet traffic of each request is splittable. We also devised a primal-dual online algorithm with a competitive ratio, if the future arrivals of user requests are not known in advance. We finally evaluate the performance of the proposed algorithms.
The rest of the paper is organized as follows. Section 2 reviews related work. Section 3 introduces the system model and notations, and define the problem. Section 4 presents an exact solution to the problem. Section 5 proposes novel algorithms for the throughput maximization problem if the request arrivals are known in advance; otherwise a new online algorithm with a competitive ratio is devised for the online throughput maximization problem in Section 6 . Section 7 evaluates the performance of the proposed algorithms through simulations, and Section 8 concludes the paper.
Related work
The NFV technique is expected to enable network service providers to use software to set up, configure, and manage network services in their networks automatically and dynamically [3, 23, 28] . In particular, NFV enables elastic resource usage on a pay-as-yougo basis. This means that virtualized network functions of different network services can be instantiated once by a network service provider and reused among different user requests.
Much recent attention has been focusing on the placement of virtualized network functions (VNF) [6, 23, 31] , traffic steering given placed network functions [26] , joint traffic steering and VNF placement [17] , availability of service chains [7, 35, 36] , and dynamic network function chaining [32] . For example, Qazi et al. developed SIMPLE [26] that enforces high-level routing policies for middlebox-specific traffic, they however did not consider virtualization or dynamic network function placements. Fayazbakhsh et al. proposed FlowTags [8] for flow scheduling in a network in the presence of dynamic modifications performed by middleboxes. Martins et al. [23] introduced a platform to improve network performance, by revising existing virtualization technologies to support the deployment of modular, virtual middleboxes on lightweight VMs. Qu et al. [27] studied the problem of delay-aware scheduling and resource optimization with NFV in a virtual network. Wang et al. [32] studied the problem of dynamic network function composition, and proposed a distributed algorithm, using Markov approximation method for the problem. Huang et al. [17] studied the problem of jointly routing of user requests and placing their required network functions to some servers in a data center, with the aim to maximize the network throughput while meeting various capacity constraints of the network and the endto-end delay requirement of each user requests. Vizarreta et al. [31] investigated the VNF placement with an aim to reduce the expenditures incurred by function placements, and the availability of VNF functions for offering network services is considered. An ILP based solution is proposed for small problem sizes, and then an efficient heuristic is adopted for large scale networks. Dynamic placement of VNFs and re-use of existing VNF instances however are not considered. Most of the mentioned studies that are designed for communication networks may not be suitable for a cloud network consisting of multiple data centers, since they assumed that each network function is solely used by a user request. Although there are extensive studies on resource allocations for Virtual Machines (VMs) [24, 29] , most of them do not jointly consider routing and VNF placement. Their solutions thus cannot be directly applied into networks that support the NFV technique.
There are several studies focusing on the provisioning of network services in cloud platforms [5, 9, 13, 17, 20] . Most of them focused on a single data center [13, 17, 20] . Li et al. [20] aim to provide real-time guarantees for user requests in a data center. Gu et al. [13] investigated dynamic service chaining in an NFV market of a single data center, by devising efficient and truthful auction mechanisms and assuming some of the instantiated network functions can be reused by later requests. Their solutions however may not be applicable to a cloud network with geo-graphically distributed data centers. Cheng et al. [5] studied a similar problem in an SDN with some switches having instances of network functions, which can be shared among different service chains. They focused on developing Integer Linear Programming (ILP) solutions or simulated annealing algorithms that are not scalable or take prohibitively long time to converge. Feng et al. [9] consider the provisioning of service chains in a distributed cloud, by proposing approximation algorithms for the joint NFV placement and routing. However, the end-to-end delay requirement of each user request is not considered. In our earlier conference version [35] , we performed preliminary study on the throughput maximization problem in a cloud network. Based on the study, we investigate a new throughput maximization problem with the objective to maximize the network throughput, while minimizing the implementation cost of all admitted requests, assuming that the requests dynamically arrive at the network one-by-one. We also propose an exact solution to the problem. More evaluation results on the performance of all algorithms on real network topologies are also conducted.
Preliminaries
In this section, we first introduce the system model and notations, and then define the problem precisely.
System model
We consider a network G = (V ∪ DC , E) operated by a cloud service provider, where V is the set of switches, DC is the set of data centers connected to some of the switches, and | DC | | V | . E is the set of links between switches and switches and data centers. Each data center DC i ∈ DC has computing resource capacity to implement network functions as software, referred to as VNFs. Following existing studies [33, 34] , we focus on inter-datacenter networking of the data centers in DC . Provisioning VNFs at different data centers incurs different costs, as servers in different data centers have different amounts of energy consumptions [33, 34] . Furthermore, data transfers at each link e ∈ E incur transmission delays. Let d e be the delay of implementing a unit packet along link e . Fig. 1 is an example of a cloud network.
Service chains, user requests, and SLA requirements
Different users typically require different types of services. For example, some enterprise users may require a service chain consisting of a sequence of a firewall and a load balancer, while video content providers may require a sequence of a firewall, a transcoder, and a load balancer. Following existing studies [32] , we consider an ordered sequence of VNFs as a service chain , as shown in Fig. 2 .
Without loss of generality, we assume that the service chains of all user requests are classified into K types. There are a number of instances for each type of service chains that have been instantiated in each data center and can be reused by later requests. Let SC | the number of instances of a type-k service chain at DC i with 1 ≤ k ≤ K . Following existing studies [5, 13] , we assume that each instance SC k i of a type-k service chain in data center DC i represents an atomic network service, and many of such atomic network services can be composed together to form a network service with a larger processing capability when necessary. Therefore, each service chain instance is allocated with enough computing resources that can process a minimum packet rate ρ, and different instances of the same type in DC i can be composed together to handle requests with higher packet rates. Notice that the number of instances of each type of service chains that can be instantiated in a data center may vary with the amount of available resource in the data center. Such numbers of instantiated service chains however do not affect the scale in/out of a specific network service; specifically, to scale out the number of instances allocated to a network service can be expanded as long as there are idle instances, while it can be reduced to scale in by releasing some instances.
Request r j requires to route its packets from a source node s j to a destination node t j with a given packet rate ρ j , such that its traffic passes through one instance of a type-k of service chains. Request r j has an end-to-end delay requirement that specifies the maximum time experienced by its traffic from the source node to the destination node in terms of both the processing delay at a data center and the transfer delay at links. 
For simplicity, r j is represented by r j = (s j , t j ; SC k , ρ j , D j ) .
Cost model
Cloud service providers provide network services on a pay-asyou-go basis [33, 34] , and aim to maximize their profits through minimizing the cost of implementing requests. Specifically, the implementation cost of request r j = (s j , t j ; SC k , ρ j , D j ) consists of the cost of computing resource consumption, i.e., the use of an instance of type-k service chains at a data center DC i , and the communication cost of transferring its traffic from s j to the data center DC i for processing then transferring the processed data from DC i to its destination t j . Without loss of generality, we assume that such costs are monetary costs that represent the amount of money for resource usages. Let c(SC k i ) be the cost of implementing an instance of a type-k service chain of r j in DC i , and c ( e ) be the cost of transferring a unit packet rate for request r j through link e ∈ E . To utilize bandwidth resources in an economical way, we assume that the traffic of request r j is routed via shortest paths from its source to the chosen data center DC i and from DC i to its destination t j , i.e., p s j ,DC i and p DC i ,t j . Then, the implementation cost c ( r j , DC i ) of implementing unit packet rate of r j at data center DC i is
where p y, z is the shortest path in G from node y to node z .
Problem definition
Given a network G = (V ∪ DC , E) , let R be a set of requests with each being represented by r j = (s j , t j ; SC k , ρ j , D j ) ), and denote by 
the auxiliary graph constructed in the optimal algorithm for a special case with identical packet rates s 0 and t 0 virtual source and sink node in V for all requests x, y a directed edge in G from node x to node y
the auxiliary graph constructed based on G , which is used in the approximation algorithm Appro-Split γ = ρmax ρmin r j1 , r j2 , , r jγ j virtual requests of request r j , with each virtual request having an identical packet rate ρ ( = ρ min )
L and DC l the number of data centers to which the virtual requests of r j are assigned and the l th data center.
The data center with the maximum number of virtual requests of r j among the L data centers the accuracy parameter in Garg and K onemman's algorithm β kj , λ ik , μ ikj , and θ the dual variables for constraints (4), (5) , and (6) R adm the set of admitted requests delivered by an algorithm. For the sake of clarity, we use R k to represent the set of requests that require instances of type-k service chain to process its traffic, and clearly
We define the following optimization problems.
Problem 1.
The throughput maximization problem in G is to admit as many requests in R as possible, with the aim to maximize the network throughput that is defined as the total packet rates of requests that can be admitted by network G , i.e., r j ∈R adm ρ j , while minimizing the accumulative implementation cost of all admitted requests, subject to the processing capacity of each type-k service chain instances in each data center, i.e., ρ · | SC
Problem 2.
Assuming that requests in R arrive at the system oneby-one and the arrivals of future requests are not known in advance, the online throughput maximization problem in G is to admit as many requests as possible, with the objective to maximize the network throughput, while minimizing the accumulative implementation cost of all admitted requests, subject to the processing capacity of each type-k service chain instances in each data
Lemma 1. The decision version of the throughput maximization problem in a cloud network G = (V ∪ DC , E) is NP-complete.
Proof. The decision version of the throughput maximization problem is NP-Complete, by a polynomial time reduction from the partition problem [10] . Specifically, given a set S of positive integers, the partition problem is to decide whether the integers in S can be partitioned into two subsets S 1 and S 2 such that the sum of the numbers in S 1 equals the sum of the numbers in S 2 . Given any instance of the partition problem, we can construct a special case of the throughput maximization problem in a network G without considering implementation costs and end-to-end delay requirements of users, by adding a request for each integer in S with packet rate as the value of the integer and including two data centers with equal numbers of instances of a single type of service chains that can process a total packet rate that equal to the half of the sum of the integers in S . A solution to the partition problem will return a feasible solution to the throughput maximization problem, without taking into account the implementation costs and request end-to-end delay requirements.
For the sake of convenience, symbols used in this paper are summarized in the following table.
Integer linear programming
In this section we formulate the throughput maximization problem as an Integer Linear Program (ILP) when the problem size is small. This exact solution will serve as the benchmark for the online throughput maximization problem.
The objective of the throughput maximization problem is to admit as many requests in R as possible. Specifically, to admit a request r j , a data center DC i with at least one instance of the required type of service chain by the request need to be selected. Then, the traffic of r j will be routed via the shortest path from s j to DC i and then from DC i to t j . Recall that R k is the set of requests that require instances of type-k service chain to process its traffic. We thus use an indicator variable x ij to indicate whether request r j ∈ R k is assigned to an instance of type-k service chain in DC i to process its traffic. The objective of the throughput maximization problem is LP : max
subject to the following constraints,
where constraints (5) indicate that the accumulative packet rates of the requests with type-k service chains should not exceed the capacity of all available instances in SC
, if the requests are assigned to DC i for to process their traffic. Constraints (6) say that the end-to-end delay requirement D j of each admitted request r j should not be violated. In constraint (7) , B is a pre-defined budget for the cost of implementing all requests in R . In the proposed online algorithm ( Section 6 ), budget B can be set to a large value, and easily tuned afterwards. Also, B is used in finding the dual of LP for online algorithm design. It determines the update step of the shadow price variable related to cost and represents the accuracy in updating the shadow price, and thus has an impact on the derived competitive ratio of the online algorithm. This will be elaborated in Section 6 . Constraints (8) impose the integral constraint of indicator variable x ij .
Approximation algorithms for the throughput maximization problem
In this section we devise approximations algorithms for the throughput maximization problem, since the problem is NPComplete. To this end, we first consider a special case of the problem where all requests have identical packet rates ρ, for which we devise an optimal algorithm. Based on the proposed optimal algorithm, we then consider the throughput maximization problem where different requests may have different packet rates, by devising an approximation algorithm for it, if the traffic of each request is splittable. Otherwise, we propose another approximation algorithm by extending the proposed approximation algorithm.
Optimal algorithm for a special case with identical packet rates
Assuming that each request r j with the minimum packet rate ρ denotes that one instance of its required type-k service chain will be used to process its traffic, since each instance is assumed to be able to process a packet rate of ρ. This means that given a set R of requests, a number |R| of instances are needed to fulfill their demands. Maximizing the throughput of network G thus is to admit as many requests as possible, by assigning each admitted request r j to one instance of its type-k service chain, without violating the number | SC k i | of instances of a type-k service chain at data center DC i . The basic idea of the proposed algorithm is to transfer the throughput maximization problem in G into the minimum-cost Fig. 3. A constructed auxiliary graph G based on a network with two data centers DC 1 and DC 2 and three requests to be admitted, i.e., r 1 , r 2 , and r 3 , where requests r 1 , r 2 , and r 3 require instances of type 1, 2, and 3 service chains, respectively, and DC 2 is too far from the source of r 1 to meet its delay requirement. maximum flow problem in an auxiliary graph G = (V , E ) . The solution to the latter in turn will return a feasible solution to the former.
Given a set R of requests to be admitted by G , we now construct the auxiliary graph G = (V , E ) as follows.
We first construct the node set V of G . For each data center DC i , we add K service chain nodes into V with each service chain node SC k i corresponding the set of instances of type-k ser-
Furthermore, a virtual source s 0 and a virtual sink t 0 is added into V .
We then add edges into set E of G , and set edge capacities and costs. There is a directed edge from the virtual source
its cost is set to zero, and capacity is set to 1. Also, there is a directed edge r j , SC | , i.e., the number of available instances of a type-k service chain in DC i . Fig. 3 illustrates an example of G . Having constructed the auxiliary graph G , the problem then is to find an integral minimum-cost maximum flow f in G from s 0 to t 0 without violating the capacity constraints of edges in G . The detailed algorithm is given in Algorithm 1 , which is referred to as algorithm Optimal .
Approximation algorithm with splittable traffic
The basic idea of the algorithm is to treat each request into a number of virtual requests with a minimum packet rate ρ, and then reduce the problem into a minimum-cost multicommodity problem in an auxiliary graph G = (V , E ) . The construction of G is similar to the auxiliary graph G = (V , E ) in the previous section, with slightly different edge capacity settings.
We now detail the approximation algorithm. Let ρ max and ρ min be the maximum and minimum packet rates of requests in R , respectively. Without loss of generality, we assume that γ = ρmax ρ min is a given constant and the packet rate ρ j of request r j is dividable by ρ min . We further assume that ρ = ρ min . We treat each request into multiple virtual requests with each having a minimum packet We then construct the auxiliary graph G ( V , E ), by letting V = V and E = E . The only difference between G and G is the capacities for edges s 0 , r j and r j , SC k i , which are both set to γ j .
The capacity and cost settings for all other edges are the same as those in G .
Given the constructed auxiliary graph G , we treat each request r j as a commodity with demand γ j that need to be routed in G from s 0 to t 0 . We then find a minimum-cost multicommodity flow f in G , by using the approximation algorithm due to Garg and Könemann [11] . The obtained flow f corresponds to a splittable assignment of virtual requests of each request into data centers in network G . The details of the proposed algorithm are given in Algorithm 2 .
Approximation algorithm with unsplittable traffic
If the traffic of each request is not splittable, the solution delivered by Algorithm 2 is infeasible, since the virtual requests derived from each request may be assigned to different data centers for processing. To modify the solution to make it feasible, we perform adjustments such that the traffic of each admitted request implements its service chain in one data center. Specifically, for each request r j whose virtual requests are assigned to multiple data centers, we use DC 1 , . . . , DC l , . . . , DC L to denote the L data centers to which the virtual requests of r j are assigned, where 2 ≤ l ≤ | DC | .
Denote by DC l 0 be the data center with the maximum number of virtual requests of r j . We merge the virtual requests assigned to other data centers to the ones in data center DC l 0 . Notice that, such merging may violate the number of available instances of service chains in that data center. To avoid such violations, we can scale down the number of available instances of a type of service chain in each data center DC i ∈ DC by a factor of | DC | , before applying Algorithm 2 . That is, the number of instances in set SC
The proposed approximation algorithm is described in Algorithm 3 . of instances of type-k service chains at each data center DC i ∈ DC , and the minimum packet rate ρ that can be processed by each service chain instance. Output: Admit or reject each request in R , and an assignment of admitted requests to instances of service chains in the data centers in DC .
1: Let ρ max and ρ min be the maximum and minimum packet rates of all requests in R , respectively, and assume that ρ = ρ min ; 2: Divide each request r j ∈ R into γ j ( = ρ j ρ ) virtual requestswith each virtual request having a packet rate of ρ. 3: Construct an auxiliary graph G = (V , E ) following the construction procedure of algorithm 1, i.e., steps 1 and 2 in algorithm 1. G by invoking the algorithm due to [11] , by considering each r j as a commodity with demand γ j that needs to be routed from s 0 to t 0 in G ; 6: return The assigned service chain for each admitted request, and the requests that are rejected.
Algorithm 3 Approximation algorithm Appro-Unsplit for the throughput maximization problem with unsplittable traffic.

Input: A cloud network G (V ∪ DC , E)
, a set R of requests with each request r j having a packet rate ρ j , a set SC k i of instances of type-k service chains at each data center DC i ∈ DC , and the minimum packet rate ρ that can be processed by each service chain instance. Output: Admit or reject each request in R , and an assignment of admitted requests to instances of service chains in the data centers in DC . 1: Invoke Algorithm 2 to obtain a solution that may assign the virtual requests of each request r j into multiple data centers for processing; 2: For each request r j , let DC 1 , . . . , DC l , . . . , DC L be the L data centers to which its virtual requests are assigned. Denote by DC l 0 be the data center that is assigned with the highest number of virtual requests of r j ; 3: Move the virtual requests of r j that are assigned to other data centers to data center DC l 0 ; 4: return The assigned service chain for each admitted request, and the requests that are rejected.
Algorithm analysis
We now analyze the performance of Algorithms 1, 2 and 3 , in Theorems 1, 2 , and 3 , respectively.
Theorem 1. Given a cloud network G (V ∪ DC , E) with a set V of switch nodes, a set DC of data centers that are data centers that are attached to some of the switches and there is an optical cable interconnecting the switch and the attached data center, a set R of requests that have identical packet rates ρ, and a set SC k i of instances of a type-k service chain at data center DC i , there is an algorithm for this special case of the throughput maximization problem, i.e., Algorithm 1 , which delivers an optimal solution.
Proof. See Appendix. Proof. See Appendix.
Theorem 2. Given a network G (V ∪ DC , E) with a set R of requests with each having a packet rate of ρ j , and a set SC
Online algorithm for the online throughput maximization problem
We now consider the online throughput maximization problem where requests arrive in one-by-one without the knowledge of future arrivals. We propose an online algorithm with a competitive ratio for it.
Overview
The proposed online algorithm is based on the idea of primaldual update. The rationale of this approach is to maintain shadow price variables for data centers in DC , which parsimoniously abstract the state of resource usages in data centers [4, 15] . On the arrival of a request, the algorithm compares the price of the cheapest data center in terms of the shadow price to a given threshold that will be defined later, and the request is then either rejected or admitted. The shadow price variables are then updated accordingly. This procedure is triggered on the arrival of each request. Let β kj , λ ik , μ ikj , and θ be the dual variables for constraints (4), (5), (6) , and (7) in LP in Section 4 , respectively.
Online algorithm
Considering that the future arrivals of requests are not known in advance, myopic admission of current requests may harm the admissions of future requests. We thus need an admission policy to regulate the admissions of current requests and a metric on how much resources should be reserved for future requests. To this end, we define the shadow price P i of each data center DC i , the maximum resource usage I * of requests, and a constant to adjust resource reservations for future requests. First, the shadow price P i of each data center DC i represents the marginal increase of strengthening the capacity and budget constraints (5) and (7) of the LP if request r j is admitted by DC i . It thus can be defined as
Second, we give the definition of I * to capture the maximum of the strengthenings of constraints (5) and (7) of the LP over all data
centers for the requests with unit packet rate, i.e., the maximum of computing resource usage and costs of implementing requests in data centers. This constant regulates how much the resource and delay constraints in the LP can be approached in the worst case, when admitting a request with unit packet rate.
Third, to define the metric on how much resources should be reserved for future requests, we use a constant that is a function of the defined constant I * and a given parameter with 0 < ≤ 1, where
Parameter is also used to provide a tradeoff between the competitiveness of the proposed online algorithm and the degree of violating the constraints in LP . Namely, a larger will lead to less network throughput while a lower degree of violations on the resource capacities of G and the delay requirement of requests.
Given the definitions of P i , I * , and , we now describe the admission policy of the algorithm. Specifically, for request r j ∈ R k , we find the data center with the minimum shadow price P i * , that is DC i * ← arg min DC i ∈ DC j P i , where DC j is the set of data centers that can meet the delay requirement of r j . If
request r j will be rejected; otherwise, it will be accepted. The rationale behind this threshold setting of P i * is to keep the dual feasibility of the dual variables. Notice that the term
·D j ·ρ j in the right hand side of inequality (12) is to ensure only data centers that can meet the delay requirement of r j to be considered. Having defined the admission policy, we then describe how to regulate the resource preservation for future requests, by giving the rules of updating dual variables. Each defined dual variable is set to zero initially. If a request r j ∈ R k is assigned to data center DC i * ← arg min DC i ∈ DC j P i , the values of dual variables β kj , λ i * k , μ i * k j , and θ are updated according to the following rules
The details of the proposed algorithm are given in Algorithm 4 , which is referred to as algorithm Online .
Algorithm analysis
In the following we analyze the competitive ratio of the proposed online algorithm as follows.
We first give the dual of the LP in Section 4 , i.e., its objective is to 4 . The performance of algorithms Optimal and Greedy [35] . subject to
For the sake of simplicity, we re-write inequality (17) as
Given the dual of the LP , we show the dual feasibility of the defined updating rules defined in inequalities (13), (14), (15) , and (16) , in the following lemma. (13) , (14) , (15) , and (16) preserve the dual feasibility of the dual variables.
Lemma 2. The updating rules in
Proof. See Appendix.
We then show the upper bound on the increase of the dual objective in Lemma 3 , if a request is admitted.
Algorithm 4
An online algorithm for the online throughput maximization problem.
Input: A cloud network G (V ∪ DC , E)
, and requests that arrive at the network one by one. Output: Admit or reject each arrived request, and an assignment of admitted requests to instances of service chains in the data centers in DC . 1: for each arrival of request r j do 2: Let DC j be the set of data centers that can met the delay requirement of r j ; 3:
Reject request r j ; 6:
Assign request r j to an instance of type-k instances at data center DC i * ; 8: Update dual variables β k j , λ i * k , μ i * k j , and θ , following rules in (13), (14), (15), and (16);
Lemma 3. Whenever a request r j is admitted, the increase of the objective function value of the dual program is no more than
Proof. See Appendix.
We finally show how much the computing capacity, delay requirement, and budget constraint in the LP can be violated. Let L ik ( j ) and λ ik ( j ) be the total packet rate of requests that are admitted by type-k instances in data center DC i and the value of dual variable λ ik , after the admission of request r j . We have
Lemma 4. The admission policy of Algorithm 4 can make the endto-end delay requirement of each admitted request met, and the violation of the computing capacity and budget constraints in the
Proof. See Appendix. . 7 . The performance of algorithms Appro-Split , Greedy , and OPT-UB [35] . Fig. 8 . The performance of algorithms Appro-Split , Appro-Unsplit , Greedy , and OPT-UB with delay requirements of requests following Zipf distribution. (5) , (6) , and (7) is no more than a multiplicative factor O ( log N + log (1 / )) , where N =
Proof. See Appendix. (5), (6) , and (7) . For
budget B has an impact on the violation ratio, which means a larger budget will incur a higher violation of resource constraints because more requests may be admitted. This gives a conservative of setting the value of B . Specifically, given the number of available instances for each type of service chain, the budget can be set as the total cost of using all the instances and bandwidth resources along the longest path in the network G . Due to such conservative way of setting budget, the resource capacities can be violated. Such resource violations however can be avoided by scaling down the number of available instances of each type of service chain by the ratio of O ( log N + log (1 / )) , and then invoke Algorithm 4 .
Simulations
In this section, we evaluate the performance of the proposed algorithms through experimental simulations. 
Experiment settings
We consider networks that are generated by the tool GT-ITM [12] and two real network topologies including an European network GÉANT [14] and an ISP network AS1755 [30] in our simulations. There are nine data centers for the GÉANT topology as set in [14] and the number of data centers in ISP networks are provided in [26] . The transmission delay of a link varies between 2 ( ms ) and 5 ms [19] The costs of transmitting and processing 1 GB (approximately 16,384 packets with each having size of 64 KB) of data are [2] . We consider five categories of network functions: Firewall, Proxy, NAT, IDS, and Load Balancing (LB). Each service chain instance has at most five network functions. The processing delay of a packet for each network function is randomly drawn from 0 . 045 ms to 0 . 3 ms [23] , and the processing delay of a service chain instance is the sum of processing delays of its network functions. The number of service chain types K is 5. The number of instances of each type of service chains in a data center is randomly drawn from [10, 50] . The minimum packet rate of a service chain instance is set to 400 packets/second [23] . Each request r j ∈ R is generated as follows, given
, two nodes from V are randomly drawn as its source s j and destination t j . Its packet rate ρ j is randomly drawn from 400 to 40 0 0 packets/second [20] , the delay requirement varies from 10 ms to 200 ms [25] , and its type of service chain is randomly assigned from one of the five types. Parameter in the online algorithm is set to 0.2. The running time is obtained based on a machine with a 3.40 GHz Intel i7 Quad-core CPU and 16 GB RAM. Unless otherwise specified, these parameters will be adopted in the default setting. Table 2 summarizes the abovementioned settings of main parameters used in the experiments.
We compare the proposed approximation algorithms with a greedy algorithm that aims to maximize the throughput by always admitting requests with the smallest packet rates first, by implementing the request in a data center that not only meets its delay requirement but also has the maximum number of available service chain instances. For simplicity, we refer to this greedy algorithm as algorithm Greedy . The proposed Algorithms 1 -3 as algorithms Optimal , Appro-Split , and Appro-Unsplit , respectively. We also evaluate the performance of the proposed online algorithm, i.e., Online , with an online greedy algorithm that always assigns an arrived request to a data center that has the maximum ratio of its available computing resource to the demand of computing resource of the request. We refer to this greedy algorithm for the online throughput maximization problem as algorithm Online-Greedy . In addition, since the exact solution in Section 4 is not scalable for large network sizes, we use its relaxed version that considers each variable x ij as a real value in the range of [0, 1] . The obtained solution is an upper bound on the optimal throughput of the exact solution. We refer to this upper bound as OPT-UB .
Performance evaluation of the optimal algorithm with identical packet rates
We first study the performance of algorithms Optimal and Greedy by varying the number of switches | V | from 50 to 250, while fixing the switch-to-datacenter ratio Fig. 4 shows the results, and from Fig. 4 (a) and (b) we can see that algorithm Optimal achieves a throughput at least 30% more than that by algorithm Greedy , while Optimal has a higher implementation cost for the admitted requests. The reason is that algorithm Greedy selects the data center with the most available number of service chain instances, leading to some requests being rejected due to that their nearby data centers (that can meet delay requirements) do not have enough available number of service chain instances for the requests. Furthermore, as shown in Fig. 4 (a) , the throughput of all algorithms increases when the network size grows from 50 to 250, because a larger network means more data centers with more available service chain instances. From Fig. 4 (c) ,
we can see that algorithms Optimal and Greedy have similar performance on the cost of implementing one unit of packet rate, as both algorithms aim to maximize throughput. In addition, it can be seen from Fig. 4 (d) that algorithm Optimal takes more time than that by algorithm Greedy to deliver a solution. Fig. 5 shows the performance of algorithms Optimal and Greedy when the delay requirements of requests follow Zipf distribution, with most requests have low delay requirements that account for only a small portion of the range [10 , 200] ms . From  Fig. 5 , it can be seen that with the increase of network sizes, the throughputs of algorithms increase first from 50 to 100 and then drops afterwards. The reason is that most requests have low delay requirements and each request with higher probabilities of being implemented in a longer path with more links when the network size keeps growing, thereby increasing the probability of being rejected due to the violation of its delay requirement.
We then evaluate the performance of algorithm Optimal against that of algorithm Greedy by varying the switch-todatacenter ratio from 4 to 10 in networks GÉANT and AS1755, respectively. It can be seen from Fig. 6 (a) and 6 (c) that algorithm Optimal consistently achieves much more throughput than that by algorithm Greedy in networks GÉANT and AS1755, when the switch-to-datacenter ratio is 10, although it delivers higher costs (to admit more requests). Also, with the increase of number of data centers and less available number of service chain instances, if the size | V | of a network is fixed.
Performance evaluation of the approximation algorithm with different packet rates
We first study the performance of algorithms Appro-Split , Greedy , and OPT-UB by varying the network size from 50 to 250 while fixing the switch-to-datacenter ratio at 10. We can see from Fig. 7 (a) that the throughput achieved by algorithm Appro-Split is better than that by algorithm Greedy , whereas the cost of algorithm Appro-Split is far less than algorithm Greedy . Also, algorithm OPT-UB has the highest throughput among the three algorithms. For example, when the network size is 100, algorithm Appro-Split admits around 30,0 0 0 higher throughput than that by algorithm Greedy . Fig. 8 (a) depicts the results of algorithms Appro-Split , Greedy , and OPT-UP when delay requirements of requests following Zipf distributions, from which it can be seen that the throughputs of the algorithms increases first when the network size increases from 50 to 150, and decreases afterwards. Similar performance of algorithms Appro-Split , Greedy , and OPT-UB in networks GÉANT and AS1755 can be seen in Fig. 9 .
We then compare the performance of algorithm
Appro-Unsplit with these of algorithms Greedy and OPT-UB by varying network size from 50 to 250 while fixing the switch-todatacenter ratio at 10. It can be seen from Fig. 10 that algorithm
Appro-Unsplit achieves a 6% more throughput than that by algorithm Greedy , when the network size is 250. Furthermore, by comparing the performance of algorithm Appro-Split and algorithm Appro-Unsplit in Figs. 7 and 10 , it can be seen that algorithm Appro-Split has a higher throughput than algorithm Appro-Unsplit . Similar results for such performance can also be found in networks GÉANT and AS1755, as shown in Fig. 11 . In addition, Fig. 8 means a lower ρ, making each instance of service chains being able to process a lower packet rate. This reduces the total packet rate that can be processed by the data centers, which reduces the number of requests that can be admitted.
Performance evaluation of the online algorithm
We here study the performance of algorithm Online against that of algorithms Online-Greedy and OPT-UB , by varying network size from 50 to 250 while fixing the number of requests at 20 0 0. The results are shown in Fig. 13 , and we can see from Fig. 13 (a) that algorithm Online delivers a near-optimal throughput which is around 90% of the optimal one by algorithm OPT-UB . Also, algorithm Online outperforms algorithm Online-Greedy and delivers a solution that is at least 10 times better than that of algorithm Online-Greedy , while it has a higher cost to implement the admitted request. It must be mentioned that algorithm OPT-UB has the longest running time whereas algorithm Online-Greedy has the shortest running time. Similar performance of algorithms Online , Online-Greedy and OPT-UB in networks GÉANT and AS1755 can be seen in Fig. 15 . In addition, Fig. 14 shows the results if the delay requirements of requests follow Zipf distributions. It can be seen that the throughput of the algorithms decrease with the growth of network sizes, since requests have higher probability of being assigned to longer paths in the network thereby violating their delay requirements.
Conclusion
In this paper we investigated the throughput maximization problem in a cloud network, in which limited numbers of instances of each type of service chains are instantiated in data centers. We proposed an optimal algorithm for a special case of the problem when all requests have identical packet rates. Otherwise, we devised two approximation algorithms with provable approximation ratios for the problem, depending on whether the traffic of each request is splittable. If arrivals of future requests are not known in advance, we studied the online throughput maximization problem by proposing an online algorithm with a competitive ratio. Simulation results demonstrated that the performance of the proposed algorithms are promising. It must be mentioned that the developed algorithms have wide applications for network operators to optimize the performance of their networks. For example, the algorithms for throughput maximization algorithms can be used for one-shot optimizations periodically, or in each time slot. Specifically, the time can be divided into equal time slots, and requests are available in the beginning of each time slot. Such time slots can be set in the length of several minutes, depending on the network environment and request characteristics. The algorithms can be directly adopted by deciding the admissions of each request once it arrives into the system.
where the derivation of inequality (21) is due to the definition of P i and the updating rule for μ i * k j (i.e., equality (15) Proof of Lemma 2. Following the rules in (13), (14), (15) , if a request r j is admitted, the objective function value of the dual program increases by
Proof of Lemma 3. As shown in Step 2 of Algorithm 4 , each admitted request r j will only be assigned to one of the data centers that can met its delay requirement. The upper bound on the violation of computing capacity as well as the budget constraint is analyzed as follows.
where the derivation from inequality (25) to inequality (26) is due to the fact that 1 + x + x 2 + x 3 + · · · > 1 + 
which means DC i will not be selected for request r j . Since Algorithm 4 admits requests one by one, we have λ ik < Z * in the last update of λ ik for the processing of request r j−1 . Since one more update increases λ ik at most I * , we have
This implies
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