Abstract: In pattern classification area, linear discriminant analysis (LDA) is one of the most traditional methods to find a linear solution to the feature extraction problem, which maximise the ratio between between-elass scatter and the within class scatter (Fisher's Criterion). We propose a variant of LDA which incorporates the class conjunctions thereby making LDA more robust for the problems in which the within class scatter is quite different from one class to another, while retaining aU the merits of conventional LDA. We also integrate an evolutionary search procedure in our algorithm to make it more unbiased to the training sampler and lo improve the robustness.
In order to reduce computation complexity caused by redundant information in the data when solving a classification problem, it is common to apply a feature extraction method as a pre-processing technique. The most well-known technique for linear feature extraction method for classification problem is the linear discriminant analysis (LDA): a transformation matrix 'from a D-dimensional input feature space to a ddimensional reduced feature space is determined such that the Fisher criterion of between-class scatter versus average within-class scatter is maximised [I] .
Although it has been widely used in pattem recognition field, LDA has some underlying weaknesses. First, it takes no account of different class conjunctions between different pairs of classes in a multi-class problem. This will cause the transformation to focus equally on those pairs that are far away from each other (i.e those pairs that are already well separated in the original space) and thus sub-optimal with respect to classification rate [2] . Several variants of LDA have been proposed to tackle this problem [2, 3] . Second, it is based on the assumption that all the classes have the same within-class scatter covariances [4] , which is the mean of the all the actual within-class scaner covariances. From the statistical point of view, even when the covariances are different from class to class, using the mean as a uniform within-class scatter covariance is optimal. But again we face a problem [2]: those classes that are already well separated from others and those are not, are now given the same focus when estimating the uniform within-class scatter covariance. In a multi-class problem, if one or more classes are far away from others, it is not necessary that their within-class scatter covariances he minimised in the transformed space, thus they are not important in the estimation of the uniform within-class covariance. So different weights should he integrated in the covariance estimation procedure. The weighting scheme discussed in this paper is called relevance weighted linear discriminant analysis (WLDA). It can be explained in another way: we only want those classes that are very close to each other to have the within-class covariances minimised after transformation, since minimising covariances of well separated classes will not give any improvement to the classification rate. Hence, while this approach can be viewed as a generalization of LDA, the computational simplicity of LDA is retained and iterative optimization is not essential. However, our experiments show that combining with evolutionary algorithm can make it more robust.
The organization of this paper is as follows: In section 2, we describe the details of the relevance measures and WLDA. In section 3, we propose a simple evolution strategy (ES) which can make WLDA more robust. Section 4 compares WLDA and EWLDA with conventional LDA on 2 sets of synthetic datasets and 3 UCI datasets [SI. In section 5 we have some discussions and conclusions.
RELEVANCE WEIGHTED LDA

Non-optimoliry ofFisher Criterion
Given a D-dimensional dataset X(X=(xt, x2,.. ... (3), we want to ensure that if class i is an outlier class, it only affects the estimated Sw slightly. This is reasonable since if one class is far away from the other classes in the dataset, it is well separated from the other, and hence whether it is compact (i.e within-class covariance mamx is small) will.have a little influence on K classification. This method can also be viewed as changing the problem to another problem, in which we
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only focus on discriminating those classes that are close
where c i s the ,,umber of classes, miis the mean vector is the mean of the dataset. s , is the ~i t h i~-~] a s s of class ;, pi is.it's a prior; probability, and covariance matrix of class i. It is defined as:
where 3 are the samples belonging to class i.
As can be seen from ( In these problems,. (3) can be viewed as representing all the within-class covariance matrices by an estimated one, i.e. all the classes have the same within-class covariance matrix, we call. it "uniform within-class covariance matrix". Actually, even if the classes are not normally distributed,, as long as ,the within-class covariance mahixes are similar to one another, LDA cail work yell." This is partly because (3) gives a relatively good approximation of all the within-class covariance matrick, i.e Swrepresents every Swi well.
What we are considering in this paper is: Can LDA still work well when the within-class covariance matrixes are quite different from one another? In this situation, simply using (3) to approximate the *'uniform withinclass covariance matrix" will not be accurate, 'or even wrong. Further, if some matrices .are much larger than others, they will be dominant in (3) . Obviously, this will greatly influence the results of LDA, hut it is not the worst case. In multi-class problems, if one or several classes are far away from the others while the others are close to each other, the former can be considered as "outlier classes"' [2] . The larger the distance between an outlier and others, the less imporiant of minimising its with-in class scatter. Now we can see the worst problem : when an'outlier class has the dominant within-class matrix, eq. (3) will absolutely fail in. estimating the uniform within-class covariance matrix, thus LDA will only be ,focused on minimizing with-in class scatter of the outlier class without considering the others that arc much difficult to classifyand hence need to .be transformed into the new snace.
to each other and thus hard to classify.
we define a weighting function:
To calculate a class's separability with other classes,
Here L" is defined as how well class i and class j separated in the original space; in other words, dissimilarity between each pair, of classes. Although series of dissimilarity measuring criteria have been proposed in the past, it is very hard to say anyone of them is optimal and totally better than the others. We consider 
EVOLVING OPTIMAL WEIGHTS (EWLDA)
By using the measures mentioned above, the weighting vector can be computed without any iteration procedure, which makes it computationally inexpensive. However, like most of other weighting-based algorithms, one main problem for WLDA is :Are the weights optimal? Unfortunately,. it is hard to rind the solution for this question. In any real-world classification problem, there is no guarantee that a statistical approach can give the most precise information about the dataset, sometimes statistical-based approaches may ' even provide information that is totally incorrect (For example, when a class has two clusters, the mean of it will not be able to represent anyone of them.). Thus, to find an optimal or at least better solution, we had better not rely on statisticalbased methods. but to look at it as a wav to get oossiblv -r~ ~ I ... good solution, which can be compared in. some powerful search procedure. Here, we employ an evolution strategy based search algorithm to fine-tune the weights obtained in section 2.2, and simultaneously try to keep the whole preliminav experiments, we employ the basic evolution strategy. The major. steps of EWLDA are given as
Relevance Bared Weighting
From subsection 2.' ' we , . , see that a weighting method could be employed to remedy influence of the algorithm (we call it EWLDA)
follows.
< ln our outlier. We modify the eq: (3) as below
Generate an initial population of weighting vectors. 3 of them are generated using Euclidean distance, Mahalanobis distance and estimated Bayesian emor function respectively. The others are randomly generated from linear combination of the first three vectors.
2) Use all initial vectors as parents to create nb offspring vectors by Gaussian mutation.
3) Add the offspring vectors to the population and calculate the fitness of nb vectors in the population and prune it to the M finest vectors.
4)
Go to the next step if the maximum number of generations has been reached. Otherwise, go to Step 2.
5)
Calculate the fitness of M population survived in the last generation, the fittest one is chosen as the optimal weighting vector.
A. Fitness evaluafion
single linear-SVM is hsed as the classifier. For all the datasets, we randomly run IO-folder cross-validation for IO times. In synthetic dataset A, three 9-dimensional datasets are generated, consisting of 3, 4 and 5 classes respectively. Every class in the datasets consists of 100 samples, i.e. prior probabilities are same for all the classes. In each of the datasets, one class is well separated from all other classes in the dataset. And its within-class covariance matrix is dominant in comparison with other classes, while other classes are all normally distributed and has the same within-class covariance matrices. Hence, in the original LDA, a simple mean of within-class scatter matrix will inappropriately emphasize the scatter matrix of the well-separated class as the "uniform covariance matrix", while WLDA will give a very small weight to the outlier class to restrain its influence on estimation.
Results of applying LDA and WLDA on it are presented in Table 1 , which shows that LDA fails completely in these situations much better.
In most of evolutionary computation based feature extraction methods, classification accuracy is employed as the fitness evaluation method [6-81. It is also used here since the only coal here is to achieve higher classification WLDA rate. But we-siould note that a higher classification rate for training samples do not guarantee a better result for testing samples all the time. This situation is stated as over-training 191, i.e. the weights are too fit for the training samples and thus have a poor generalization power. Hence, in our method, we run a IO-folder crossvalidation for each sets of population, hence remedy the weighting vectors' bias on the train sample. 
B. Mutation
where rj' and r, denote the weight of offspring and parent for class i respectively, N(0.1) denotes a Gaussian random variable with zero mean and unit standard deviation.
It should be noted that in our classification problem here, unlike numerical optimization, usually there is not a single global best solution, but a set of solutions that can yield the same good results. Although it is well known now that an ES with adaptive step size is more powerful
[IO], a relative basic evolution strategy is sufficient for OUT problem. Weighting vector is normalized such that maximum of /rJ is I.
EXPERIMENTAL RESULTS
In synthetic dataset B, four 9dimensional datasets are
In order to test the transformation matrices o obtained generated, consisting of 3.4, 5 and 6 classes respectively. by means of WLDA and EWLDA, we performed 3
Every class in the datasets also consists of 100 samples. experiments. Two of them are on 2 different sets of But in this &tasef the withinclass synthetic datasets, comparing WLDA with the covariance matrix is no longer dominant. It is only conventional LDA. The other is on 5 UCI datasets 151, slightly larger, we also try to increase the number of comparing EWLDA with LDA. In all the experiments, a outlier c~asses when the total number of classes increases.
Results are presented in Table  3 . In vehicle and waveform datasets, EWLDA consistently perform better than LDA. In wine dataset, although no one can beat the other completely, EWLDA performs bener more frequently than LDA, which shows it is better from the view of robustness. The original contributions of this paper are: First, proposing a new computationally inexpensive variant of the LDA, which can remedy the negative influence on the estimation of the overall within-class covariance matrix caused hy the existence of "outlier" class, while the conventional LDA is sensitive to it. Second, an evolution strategy method is introduced into our algorithm to further improve the performance by estimating the weight values more optimally. Experimental results on 2 sets of synthetic datasets and 5 UCI datasets demonstrate a clear improvement of EWLDA and WLDA over LDA.
