Abstract. In this paper, we deal with a discontinuous Sturm-Liouville problem with retarded argument and eigenparameter-dependent boundary conditions. We obtain the asymptotic formulas for the eigenvalues and the regularized trace formula for the problem.
Introduction
In this paper, we consider a discontinuous Sturm-Liouville problem which contains an eigenparameter not only di¤erential equation, but also boundary conditions, with retarded argument. Namely, the problem consists of the Sturm-Liouville equation: where the real-valued function q (x) is continuous in 0; 2 [ 2 ; and has a …nite limit q 2 0 = lim x! 2 0 q (x) ; the real-valued function (x) 0 is continuous in 0; 2 [ 2 ; and has a …nite limit 2 0 = lim x! 2 0 (x) ; x (x) 0; if x 2 0; 2 ; x (x) 2 ; if x 2 2 ; ; is an eigenparameter; 6 = 0; i ;
2) are arbitrary real numbers.
Gelfand and Levitan [1] …rstly obtained a trace formula for a self adjoint SturmLiouville di¤erential equation. This investigation was continued in many directions, such as Dirac systems [2] [3] [4] , the case of continuous [5] [6] [7] [8] [9] [10] [11] , discontinuous [12, 13] or matrix Sturm-Liouville operator [14] [15] [16] and also Sturm-Liouville problems with retarded argument [17] [18] [19] . In the survey paper [20] , the history and the current state of the theory of the regularized trace of the linear operators were presented. There are lots of works about computation of eigenvalues and eigenfunctions of continuous and discontinuous boundary value problems with retarded argument [21] [22] [23] [24] [25] .
A discontinuous boundary value problem with retarded argument and with transmission conditions at the points of discontinuity was investigated in [25] . For the same problem, regularized sums from the eigenvalues, oscillations of eigenfunctions and the solutions of inverse nodal problem was given in [19] . That problem is a special case when the boundary conditions do not contain an eigenparameter in our problem.
Firstly, we obtain the asymptotic formula of the characteristic function ! ( ) whose zeros are eigenvalues of the problem. Then, we calculate the asymptotic formulas for the eigenvalues. Finally, we get a formula of the regularized trace for the problem (1.1)-(1.5). To derive this trace formula we will use similar contour integration method in [12, 19] with some modi…cations.
The Asymptotic Formulas for the Eigenvalues and Trace Formula
We de…ne a solution of (1.1) by (x; ) = 1 (x; ) ; x 2 0; 2 ; 2 (x; ) ; x 2 2 ; ;
as follows: Let 1 (x; ) be a solution of (1.1) on 0; 2 , satisfying the initial conditions
After de…ning this solution, we shall de…ne the solution 2 (x; ) of (1.1) on 2 ; by means of the solution 1 (x; ) by the initial conditions
is a solution of (1.1), which satis…es the boundary condition (1.2) and the transmission conditions (1.4) and (1.5).
Then the following integral equations hold: ; cos
Solving the equations (2.3) and (2.4) by the method of successive approximation, we obtain the following asymptotic representation for j j ! 1 : 
(2.8) The solution (x; ) de…ned above is a nontrivial solution of (1.1) satisfying the boundary condition (1.2) and the transmission conditions (1.4) and (1.5). Putting (x; ) into the boundary condition (1.3), we get the following characteristic equation
The eigenvalues of the problem (1.1)-(1.5) are the zeros of (2.9), and the eigenvalues are discrete and simple (see [22, 23, 26] ).
Putting the expressions (2.7) and (2.8) into (2.9), we obtain
10) Let we de…ne
From (2.11), (2.10) can be written as where A ( ; ( )) and B ( ; ( )) are given by (2.11) and 0 n will be de…ned below. Proof. Let we de…ne
and denote by 0 n ; n 2 N[ f0g, the zeros of (2.14) except that zero is multiplicity 4, then [similar to ref 27] . Denote by C n ; the circle of radius "; 0 < " < 1 2 with the centers at the points 0 n . Thus, on the contour C n ; from (2.12) and (2.14), we have
(2.17) Using the Rouche theorem in (2.12), it follows that ! ( ) has the same number of zeros inside the contour as ! 0 ( ) : Then, we have
for su¢ ciently large n; where j n j < 2 : Substituting from (2.18) into (2.12), we get
We continue making n more precise. Using the residue theorem, we
+ A (n; ( )) + B (n; ( )) + O 1 n 2 ; (2.19) thus we have the asymptotic formula (2.13). Proof. Denote by N0 ; the counterclockwise square contours EFGH with E = (
and N 0 is an integer. Asymptotic formula of n implies that for all su¢ ciently large N 0 ; the numbers n ; with jnj N 0 ; are inside N0 ; and the numbers n ; with jnj > N 0 ; are outside N0 : Obviously, 
(2.21) By residue calculations, we get 
