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Abstract
In this paper, we aim to develop a hybridizable discontinuous
Galerkin (HDG) method for the indefinite time-harmonic Maxwell
equations with the perfectly conducting boundary in the three-dimensional
space. First, we derive the wavenumber explicit regularity result,
which plays an important role in the error analysis for the HDG
method. Second, we prove a discrete inf-sup condition which holds
for all positive mesh size h, for all wavenumber k, and for general do-
main Ω. Then, we establish the optimal order error estimates of the
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underlying HDG method with constant independent of the wavenum-
ber. The theoretical results are confirmed by numerical experiments.
keywords: Maxwell equations, HDG method, low regularity
1 Introduction
Let Ω be a bounded simply-connected Lipschitz polyhedron in R3 with a
connected boundary Γ := ∂Ω. We consider the following lossless case of the
time-harmonic Maxwell equations with the perfectly conducting boundary
condition in a mixed form [45]:
Find the electric field u and the Lagrange multiplier p such that
∇×∇× u− k2u+ (k2 + 1)∇p = f in Ω, (1a)
∇ · u = 0 in Ω, (1b)
n× u = 0 on Γ, (1c)
p = 0 on Γ. (1d)
Here, n is the outward normal unit vector to the boundary Γ, f ∈ [L2(Ω)]3 is
a given external source filed, k := ω
√
ε0µ0 is a real wavenumber, where ω > 0
is a given temporal frequency, and ε0 and µ0 are the electric permittivity and
the magnetic permeability of the free space, respectively. Note that in the
special case here (relative electric permittivity of the medium equals one and
perfect conducting boundary condition), the real and imaginary parts are
decoupled, and thus we assume that u, p and f are real.
The numerical solution of the indefinite time-harmonic Maxwell equations
suffers from the following two challenges. First, on a non-convex domain, the
solution of Maxwell equations is only in [Hs(Ω)]3 with s ∈ (1/2, 1). A direct
application of continuous finite element methods will result in a discrete
solution that convergences to a function that is not a solution of the Maxwell
equations. Second, the quality of discrete numerical solutions to the Maxwell
equation depends significantly on the wavenumber k.
Different methods are applied to solve the electromagnetic models, includ-
ing boundary integral methods [4, 23, 41], boundary element methods [3, 5],
and finite element methods. The finite element method was the most popu-
lar computational technique for solving the time-harmonic Maxwell equation.
In particular, finite element methods using H(curl; Ω)-conforming edge ele-
ments have been studied in vast literatures for (1) and its reduced problem
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where ∇ · f = 0, see [39, 40, 31, 38, 51, 50]. Moreover, preconditioners for
finite element methods solving the indefinite Maxwell equations were inves-
tigated in [1, 47, 28, 29] and the references therein. Since the late 1970s, the
discontinuous Galerkin (DG) methods have become increasingly popular due
to its attractive features, including preserving local conservation of physical
quantities, their flexible in meshing, easy of design and implementation, their
suitable in parallel computation, and easy of use within an hp-adaptive strat-
egy. DG methods for solving the time-harmonic Maxwell equations with zero
wavenumber were first developed in [44, 35]. Later, interior penalty discon-
tinuous Galerkin (IPDG) methods for the indefinite Maxwell equations was
studied in [45, 46]. Since there was no wavenumber explicit regularity result
available for the time-harmonic Maxwell equation with the perfect conducting
boundary condition (1c), the constants in stability results and error estimates
of the IPDG methods in [45] are highly dependent on the wavenumber. In
[25, 33], the authors proposed and analyzed DG methods for the indefinite
Maxwell equations with the impedance boundary condition, and derived the
wavenumber explicit convergence results. We would like to remark that there
are no research on the error estimates with explicit wavenumber dependence
for the indefinite Maxwell equations with the perfect conducting boundary.
We should also mention that in [7, 6, 8, 48], the DG methods for the spurious
Maxwell modes were considered.
In recent years, the hybridizable discontinuous Galerkin (HDG) method,
a “new” type of DG methods, has been successfully applied to solve various
types of differential equations, see [18, 10, 11, 21, 27, 17, 13] and many other
references. The HDG method retains the advantages of standard DG meth-
ods and can significantly reduce the number of degrees of freedom, therefore,
allowing for a substantial reduction in the computational cost. The first
work [42] that applies HDG methods to solve the indefinite time-harmonic
Maxwell equations appears in 2011. In that paper, two HDG schemes are
introduced and numerical results are reported to illustrate the performance
of the proposed schemes. The convergence analysis is not given therein. Re-
cently, two HDG methods for the time-harmonic Maxwell equations with
zero wavenumber are proposed and analyzed in [15, 14, 12], where the a pri-
ori and a posteriori error estimates are derived. The HDG methods are also
studied in [24, 37] for the indefinite time-harmonic Maxwell equations with
the impedance boundary condition. The error estimates are derived where the
constants depend explicitly on the wavenumber. The convergence analysis
therein is based on the regularity results of Maxwell equations developed in
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[25, 32].
In this paper, we propose a new HDG method for the indefinite time-
harmonic Maxwell equations (1) with the perfect conducting boundary condi-
tion. We first derive the wavenumber explicit regularity result of the Maxwell
equations, that is: there exists a regularity index s ∈ (1/2, 1] dependent on
Ω, such that u ∈Hs(curl; Ω) and
(k + 1)‖u‖s + ‖∇ × u‖s ≤ CMk‖f‖0,
where Mk is defined as
Mk = sup
λi∈Eλ
∣∣∣∣λi + k2λi − k2
∣∣∣∣ .
and Eλ is the set of all eigenvalues of the corresponding eigenvalue problems.
The above regularity result is not yet available in the literature. Then based
on the new regularity result, we establish the error estimates for the proposed
HDG method, where the constants are independent of the wavenumber:
‖uh − u‖0 ≤ C(Mkhs∗ +M2kh2)‖f‖0,
providing Ω is convex and Mkk2hs∗ ≤ C0. To the best of our knowledge,
such convergence result is also the first of its kind in the numerical study of
the indefinite time-harmonic Maxwell equations.
The rest of this paper is organized as follows. In section 2, we give
a regularity result of the indefinite time-harmonic Maxwell equations. In
section 3 and 4, we propose a new HDG method and establish its well-
posedness. In section 5, we develop the convergence analysis of the HDG
method based on the regularity and stability results. In section 6, numerical
experiments are performed to verify the theoretical results.
Throughout this paper, we use C to denote a positive constant indepen-
dent of mesh size and the wavenumber k, not necessarily the same at its each
occurrence. For convenience we use the shorthand notation a . b and a & b
for the inequality a ≤ Cb and b ≤ Ca. a ⋍ b stands for a . b and a & b.
2 The wavenumber explicit regularity
For any bounded Lipschitz domain Λ ⊂ Rs (s = 2, 3), let Hm(Λ) and Hm0 (Λ)
denote the usual mth-order Sobolev spaces on Λ, and ‖ · ‖m,Λ, | · |m,Λ denote
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the norm and semi-norm on these spaces. We use (·, ·)m,Λ to denote the
inner product of Hm(Λ), with (·, ·)Λ := (·, ·)0,Λ. We use v|∂Λ to denote
the trace of v on ∂Λ. When Λ = Ω, we denote by ‖ · ‖m := ‖ · ‖m,Ω,
| · |m := | · |m,Ω, (·, ·) := (·, ·)Ω. In particular, for a surface F and a curve E
in R3 we use 〈·, ·〉F and 〈〈·, ·〉〉E to denote the L2 inner products on F and
E, respectively. The bold face fonts will be used for vector (or tensor)
analogues of the Sobolev spaces along with vector-valued (or tensor-valued)
functions. Define the spaces
H(curl; Ω) := {v ∈ [L2(Ω)]3 : ∇× v ∈ [L2(Ω)]3},
Hs(curl; Ω) := {v ∈ [Hs(Ω)]3 : ∇× v ∈ [Hs(Ω)]3} with s ≥ 0,
H0(curl; Ω) := {v ∈H(curl; Ω) : n× v|Γ = 0},
H(div; Ω) := {v ∈ [L2(Ω)]3 : ∇ · v ∈ L2(Ω)},
H0(div; Ω) := {v ∈H(div; Ω) : n · v|Γ = 0},
H(div0; Ω) := {v ∈H(div; Ω) : ∇ · v = 0},
and
X :=H(curl; Ω) ∩H(div; Ω), XN :=H0(curl; Ω) ∩H(div; Ω),
XN,0 :=H0(curl; Ω) ∩H(div0; Ω), XT :=H(curl; Ω) ∩H0(div; Ω).
Lemma 2.1 (Helmholtz decomposition [38]). For any v ∈ L2(Ω), there exist
functions φ ∈H1(Ω) and ψ ∈ H10 (Ω) such that
v = z +∇ψ, ∇ · z = 0, (2)
and
‖z‖0 + ‖∇ψ‖0 ≤ C‖v‖0. (3)
We define the bilinear form:
a±(u, v) = (∇× u,∇× v)± k2(u, v). (4)
By testing the first equation of (1) with functions v ∈XN,0, it is easy to
check that the solution u of (1) is also the solution of the weak problem:
Find u ∈XN,0 such that
a−(u, v) = (f , v) for all v ∈ XN,0. (5)
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Similarly, by testing the first equation of (1) with ∇q where q ∈ H10 (Ω), we
observe that the solution p of (1) is also the solution of the weak problem:
Find p ∈ H10 (Ω) such that
(k2 + 1)(∇p,∇q) = (f ,∇q) for all q ∈ H10 (Ω). (6)
Introduce the following auxiliary problem: find u˜ ∈XN,0 such that
a+(u˜, v) = (f , v) for all v ∈ XN,0. (7)
Define the solution operatorKk : [L
2(Ω)]3 7→ XN,0 as: for any w ∈ [L2(Ω)]3,
find Kkw ∈XN,0 such that
a+(Kkw, v) = −2k2(w, v) for all v ∈XN,0. (8)
Let u ∈ XN,0 be the weak solution to (1) (i.e., the solution to (5)), then it
is obvious that
a+((I +Kk)u, v) = a
+(u˜, v),
which leads to the following relation:
(I +Kk)u = u˜. (9)
We recall the classical estimation for vector potential v ∈ X in the fol-
lowing lemma.
Lemma 2.2 (cf. [26, Proposition 7.4]). Let v ∈ X, Γs
⋂
Γν = ∅ and
Γs
⋃
Γν = Γ, then there exists a constant such that
‖v‖0 ≤ C (‖∇ × v‖0 + ‖∇ · v‖0 + ‖n× v‖0,Γs + ‖n · v‖0,Γν ) .
The stability results of problems (7) and (8) are established in the next
two lemmas.
Lemma 2.3. The problem (7) has a unique solution satisfying the following
estimate:
(k2 + 1)‖u˜‖0 + (k + 1)‖∇× u˜‖0 ≤ C‖f‖0. (10)
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Proof. By taking Γ = Γs in Lemma 2.2, we have that ‖v‖0 ≤ C‖∇ × v‖0
for any v ∈XN,0. Therefore the bilinear form a+ is continuous and coercive
under the norm
(
(k2 + 1)‖v‖20 + ‖∇ × v‖20
) 1
2 . By the Lax-Milgram lemma,
(7) attains a unique solution u˜, and there holds
(k2 + 1)‖u˜‖20 + ‖∇ × u˜‖20 ≤ C‖f‖0‖u˜‖0 ≤
1
2
(k2 + 1)‖u˜‖20 + C(k2 + 1)−1‖f‖20,
which implies (10).
Lemma 2.4. There hold
(i) For a given w ∈ [L2(Ω)]3, the problem (8) has a unique solution Kkw
satisfying the following stability estimate:
(k + 1)‖Kkw‖0 + ‖∇ ×Kkw‖0 ≤ Ck‖w‖0; (11)
(ii) Kk is self-adjoint and compact operator on [L
2(Ω)]3;
(iii) XN,0 admits a countably infinite orthonormal basis {ui} of eigenvectors
of Kk, with corresponding eigenvalues {µi} ⊂ R satisfying µi → 0.
Proof. It is clear that (i) is a consequence of Lemma 2.3 with f = −2k2w.
(ii) follows directly from the definition (8) of Kk and the compact em-
bedding of XN,0 in [L
2(Ω)]3 (cf. [38, Page 87, Theorem 4.7]).
(iii) follows from (ii), the spectral theory of compact self-adjoint operator
on Hilbert space (cf. [30, Page 60, Theorem 6.21]), and the fact that the
orthogonal complement of the kernel of Kk is XN,0 , which may be proved
by the definition (8) of Kk. We omitted the details. This completes the
proof of the lemma.
Let 0 < λ1 ≤ λ2 ≤ · · · be the nonzero eigenvalues of the Maxwell op-
erator ∇ × ∇× on H0(curl; Ω) and ui ∈ H0(curl; Ω) be the corresponding
eigenfunctions:
(∇× ui,∇× v) = λi(ui, v) ∀v ∈H0(curl; Ω), (12a)
‖ui‖0 = 1. (12b)
Lemma 2.5. The eigenvalues of Kk consists of µi :=
−2k2
λi + k2
, i = 1, 2, · · · ,
with corresponding eigenfunctions ui.
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Proof. First we note that ui ∈ XN,0 since λi 6= 0. It follows from the
Helmholtz decomposition lemma 2.1 that (12) is equivalent to the following
eigenvalue problem: (λi,ui) ∈ R×XN,0 such that
(∇× ui,∇× v) = λi(ui, v) ∀v ∈XN,0, (13a)
‖ui‖0 = 1. (13b)
Clearly, (13a) is equivalent to
a+(ui, v) = (λi + k
2)(ui, v) ∀v ∈XN,0,
the proof of the lemma following by using the definition of Kk and some
simple calculations.
The well-posedness of (5) is given in the next lemma.
Lemma 2.6. Suppose k2 is not a Maxwell eigenvalue of (12), then problem
(5) has a unique solution. Moreover, the inverse of I +Kk exists, and
‖(I +Kk)−1w‖0 ≤Mk‖w‖0 ∀w ∈ XN,0, (14)
where
Mk := sup
i=1,2,···
∣∣∣∣λi + k2λi − k2
∣∣∣∣ . (15)
Proof. From Lemma 2.6, the eigenvalues is given by
λi − k2
λi + k2
, i = 1, 2, · · · ,
which are all nonzero. Therefore, I +Kk is invertible and (14) follows from
Lemma 2.4 (iii) and the L2-orthogonality of the basis {ui, i = 1, 2, · · · }. Then
the well-posedness of (5) follows by using (9).
Remark 2.1. Let us take a close look at the constant Mk. First, it could be
arbitrary large if k2 approaches to any nonzero Maxwell eigenvalue. Next we
illustrate the lower bound of Mk by considering the case when Ω is a convex
polyhedron. Similar to [19, Theorem 4.1], the nonzero Maxwell eigenvalues
are also eigenvalues of the Laplace operator with Neumann boundary condi-
tion, whose nth eigenvalue λˆn behaves asymptotically as λˆn ∼ cˆn 23 where cˆ is
a constant depending only on the domain Ω (see e.g.[16, 49]). Therefore if
the wave number k is sufficient large and is located (λˆn, λˆn+1) for some large
n,
Mk = sup
i=n,n+1
∣∣∣∣λi + k2λi − k2
∣∣∣∣ & n 23
(n + 1)
2
3 − n 23 & n & k
3.
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In the rest of section, we derive stability and regularity results for the
indefinite time-harmonic Maxwell’s equations (1).
Lemma 2.7. (1) has a unique weak solution (u, p), and the following stability
estimate holds
(k2 + 1)‖u‖0 + (k + 1)‖∇ × u‖0 ≤ CMk‖f‖0. (16)
Proof. By combining (9), (10), (14), we get
(k2 + 1)‖u‖0 = (k2 + 1)‖(I +Kk)−1u˜‖0 ≤Mk(k2 + 1)‖u˜‖0 ≤ CMk‖f‖0.
(17)
It follows from (9), (10), (11) and (17) that
(k + 1)‖∇ × u‖0 ≤ (k + 1)‖∇ ×Kku‖0 + (k + 1)‖∇ × u˜‖0
≤ C(k2 + 1)‖u‖0 + C‖f‖0
≤ CMk‖f‖0,
(18)
which together with (17) implies that (16) holds.
The following embedding theory is a useful tool in the analysis of Maxwell
equations.
Lemma 2.8 (cf. [2, Proposition 3.7]). If the domain Ω is a Lipschitz poly-
hedron, then XT (Ω) and XN (Ω) are continuously embedded in [H
s(Ω)]3 for
some real number s ∈ (1/2, 1] .
Finally, we give the wavenumber explicit regularity result of (1).
Theorem 2.1 (Regularity). Let (u, p) be the solution of (1), then there exists
a regularity index s ∈ (1/2, 1] dependent on Ω, such that u ∈ Hs(curl; Ω)
and
(k + 1)‖u‖s + ‖∇ × u‖s ≤ CMk‖f‖0. (19a)
If in addition f ∈H(div; Ω), it holds that p ∈ Hs+1(Ω) and
(k2 + 1)‖p‖1+s ≤ C‖∇ · f‖0. (19b)
In particular, s = 1 if Ω is convex. If furthermore f ∈H(div0; Ω) and Ω is
convex, there exists some regularity index s∗ ∈ (1, 2] dependent on Ω, such
that u ∈Hs∗(Ω)
‖u‖s∗ ≤ CMk‖f‖0. (19c)
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Proof. Let u be the solution of (1). Note that n·(∇×u) = 0 since n×u = 0.
Hence by lemma 2.8, there exists a real number s1 ∈ (1/2, 1] such that
‖u‖s1 ≤ C (‖u‖0 + ‖∇ × u‖0) ,
‖∇ × u‖s1 ≤ C (‖∇ × u‖0 + ‖∇ ×∇× u‖0) .
We apply ∇· on (1a), and combine (1b) to get
(k2 + 1)∆p = ∇ · f , in Ω, (20a)
p = 0, on ∂Ω. (20b)
Since Ω is a Lipschitz polyhedron, by the standard elliptic regularity results
in [22], we obtian the regularity resut for (20): there exists a real number
s2 ∈ (1/2, 1] such that
‖(k2 + 1)p‖1+s2 ≤ C‖∇ · f‖0.
Therefore the first two inequalities hold with s = min(s1, s2). The last in-
equality may be derived by using the regularity result in [20, §4] and (16).
This completes the proof of the theorem.
Remark 2.2. In [45], it has been proved that
‖u‖s + ‖∇ × u‖s ≤ Creg‖f‖0,
where Creg dependents on k. Here, we give explicitly the result that how Creg
dependent on k.
3 An HDG method
By introducing r = ∇× u, we can rewrite (1) as:
Find (r,u, p) that satisfies
r −∇× u = 0 in Ω, (21a)
∇× r − k2u+ (k2 + 1)∇p = f in Ω, (21b)
∇ · u = 0 in Ω, (21c)
n× u = 0 on Γ, (21d)
p = 0 on Γ. (21e)
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Let Th =
⋃{T} be a shape-regular partition of the domain Ω consisting of
arbitrary polyhedra. For any T ∈ Th, let hT be the infimum of the diameters
of spheres containing T and denote the mesh size h := maxT∈Th hT . Let
Fh =
⋃{F} be the union of all faces of T ∈ Th; let F Ih and FBh be the
set of interior faces and boundary faces, respectively. We denote by hF the
diameter of smallest circle containing face F . Moreover, we define the mesh-
size function h as
h(x) :=
{
hF , for x in F ∈ Fh,
hT , for x in the interior of T ∈ Th.
(22)
For any T ∈ Th, we denote by nT the unit outward normal vector to ∂T . We
extend the definition of n to the boundary of elements by letting n∂T = nT .
Note that n is double valued on interior faces with opposite directions. For
any interior face F = ∂T ∩ ∂T ′ ∈ F Ih shared by element T and element T ′
and any piecewise function φ, we define the jump of φ on F as
[[φ]]|F := φ|T − φ|T ′.
On a boundary face F = ∂K ∩ ∂Ω, we set [[φ]]|F := φ. For u, v ∈ L2(∂Th),
we define the following inner product and norm
〈u, v〉∂Th =
∑
T∈Th
〈u, v〉∂T , ‖v‖20,∂Th =
∑
T∈Th
‖v‖20,∂T .
Broken curl, divergent and gradient operators with respect to mesh partition
Th are donated by ∇h×, ∇h· and ∇h, respectively.
For an integer ℓ ≥ 0, Pℓ(Λ) denotes the set of all polynomials defined on
Λ with degree no greater than ℓ. For any integer ℓ ≥ 1 and m ∈ {ℓ− 1, ℓ},
we introduce the following finite dimensional spaces:
Rh := {sh ∈ [L2(Ω)]3 : sh|T ∈ [Pm(T )]3, ∀T ∈ Th},
Uh := {vh ∈ [L2(Ω)]3 : vh|T ∈ [Pℓ(T )]3, ∀T ∈ Th},
Ûh := {v̂h ∈ [L2(Fh)]3 : v̂h|F ∈ [Pℓ(F )]3, ∀F ∈ Fh, v̂h · n|Fh = 0,n× v̂h|Γ = 0},
Mh := {qh ∈ L2(Ω) : qh|T ∈ Pℓ(T ), ∀T ∈ Th},
M̂h := {q̂h ∈ L2(Fh) : q̂h|F ∈ Pℓ(F ), ∀F ∈ Fh, q̂h|Γ = 0}.
The HDG method for (1) reads as follows.
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Find an approximation (rh,uh, ûh, ph, p̂h) ∈ Rh×Uh× Ûh×Mh× M̂h such
that
(rh, sh)− (uh,∇h × sh)− 〈n× ûh, sh〉∂Th = 0, (23a)
(rh,∇× vh) + 〈n× r̂h, vh〉∂Th − (k2 + 1)(ph,∇ · vh)
+(k2 + 1)〈p̂h,n · vh〉∂Th − k2(uh, vh) = (f , vh), (23b)
−(k2 + 1)(uh,∇qh) + (k2 + 1)〈n · ûh, qh〉∂Th = 0, (23c)
〈n× r̂h, v̂h〉∂Th = 0, (23d)
〈n · ûh, q̂h〉∂Th = 0, (23e)
for any (sh, vh, v̂h, qh, q̂h) ∈ Rh ×Uh× Ûh ×Mh × M̂h, where the numerical
fluxes are defined as
n× r̂h = n× rh + h−1n× (uh − ûh)× n, on ∂T, ∀T ∈ Th, (24a)
n · ûh = n · uh + h−1(ph − p̂h), on ∂T, ∀T ∈ Th. (24b)
Remark 3.1. The above HDG method is different from it in [42] in the fol-
lowing two aspects: the stabilization parameters in [42] are O(1) and the sta-
bilization parameters here are O(h−1); the scheme in [42] used ℓth polynomials
for all variables and we allow (ℓ− 1)th polynomials for the approximation of
r.
By using (24a)–(24b) and (23d)–(23e) to eliminate n× r̂h and n · ûh in
(23a)–(23c) and using integration by parts, we get the following saddle point
system:
Find (rh,uh, ûh, ph, p̂h) ∈ Rh ×Uh × Ûh ×Mh × M̂h such that
ah(rh, sh) + bh(uh, ûh; sh) = 0, (25a)
bh(vh, v̂h; rh) + ch(ph, p̂h; vh)− suh(uh, ûh; vh, v̂h)+k2(uh, vh) = −(f , vh),
(25b)
ch(qh, q̂h;uh) + s
p
h(ph, p̂h; qh, q̂h) = 0, (25c)
for all (sh, vh, v̂h, qh, q̂h) ∈ Rh×Uh× Ûh×Mh×M̂h. Here the bilinear forms
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ah, bh, s
u
h and s
p
h are defined by
ah(r, s) = (r, s),
bh(u, û; s) = −(∇h × u, s) + 〈n× (u− û), s〉∂Th,
ch(q, q̂; v) = −(k2 + 1)(v,∇hq) + (k2 + 1)〈n · v, q − q̂〉∂Th,
suh(u, û; v, v̂) = 〈h−1n× (u− û),n× (v − v̂)〉∂Th,
sph(p, p̂; q, q̂) = (k
2 + 1)〈h−1(p− p̂), q − q̂〉∂Th .
To simplify the notation, we introduce the spaces
Σ :=
∏
T∈Th
Hs(T )×
∏
T∈Th
Hs(T ) ∩H(curl, T ) ∩H(div, T ) (26)
×
∏
F∈Fh
L2(F )×
∏
T∈Th
H1(T )×
∏
F∈Fh
L2(F ),
Σh :=Rh ×Uh × Ûh ×Mh × M̂h. (27)
Clearly Σh ⊂ Σ. Introduce the following bilinear forms on Σ×Σ. Given
σ = (r,u, û, p, p̂), τ := (s, v, v̂, q, q̂) ∈ Σ,
let
B±h (σ, τ ) :=ah(r, s) + bh(u, û; s)
+ bh(v, v̂; r) + ch(p, p̂; v) + ch(q, q̂;u)∓k2(u, v)
− suh(u, û; v, v̂) + sph(p, p̂; q, q̂)
=(r, s)− (∇h × u, s) + 〈n× (u− û), s〉∂Th (28)
− (∇h × v, r) + 〈n× (v − v̂), r〉∂Th
− (k2 + 1)((v,∇hp)− 〈n · v, p− p̂〉∂Th)
− (k2 + 1)((u,∇hq)− 〈n · u, q − q̂〉∂Th)∓k2(u, v)
− 〈h−1n× (u− û),n× (v − v̂)〉∂Th + (k2 + 1)〈h−1(p− p̂), q − q̂〉∂Th.
Denote by
Fh(τ ) :=− (f , v). (29)
The HDG method (25) can be rewritten in the following compact form.
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Find σh = (rh,uh, ûh, ph, p̂h) ∈ Σh such that
B−h (σh, τh) = Fh(τh) for all τh ∈ Σh. (30)
By doing integration by parts, it is easy to verify that the following or-
thogonality property holds for the HDG scheme (30).
Lemma 3.1 (Orthogonality). Let (r,u, p) and σh ∈ Σh be the solutions of
(21) and (30), respectively. Then we have
B−h (σ − σh, τh) = 0 for all τh ∈ Σh. (31)
where σ =
(
r,u,u|Fh, p, p|Fh
)
and |Fh denotes the restriction of a function
to the union of faces in Fh.
We introduce the following mesh-dependent norm and seminorms.
‖(v, v̂)‖2curl :=‖∇h × v‖20 + ‖h−1/2n× (v − v̂)‖20,∂Th, (32a)
‖(v, v̂)‖2div :=‖h∇h · v‖20 + ‖h1/2[[n · v]]‖20,FI
h
, (32b)
‖(v, v̂)‖2U :=‖(v, v̂)‖2curl + (k2 + 1)‖(v, v̂)‖2div, (32c)
‖(q, q̂)‖2P :=(k2 + 1)‖∇hq‖20 + (k2 + 1)‖h−1/2(q − q̂)‖20,∂Th, (32d)
‖τ‖2
Σh
:=‖s‖20 + ‖(v, v̂)‖2U + ‖(q, q̂)‖2P + k2‖v‖20
=‖s‖20 + ‖∇h × v‖20 + ‖h−1/2n× (v − v̂)‖20,∂Th (32e)
+ (k2 + 1)
(
‖h∇h · v‖20 + ‖h1/2[[n · v]]‖20,FI
h
+ ‖∇hq‖20 + ‖h−1/2(q − q̂)‖20,∂Th
)
+ k2‖v‖20.
where τ = (s, v, v̂, q, q̂).
4 Elliptic projection
In this section, we derive the error estimate of the following elliptic project
based on the bilinear form B+h , which will used to analyze the proposed HDG
method: Given σ :=
(
r,u,u|Fh, p, p|Fh
)
, find Phσ ∈ Σh such that
B+h (Phσ, τh) = B+h (σ, τh) ∀τh ∈ Σh. (33)
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4.1 Approximation errors
In this subsection, we consider approximation properties of the discrete space
Σh.
For any T ∈ Th, F ∈ Fh and any integer j ≥ 0, let Πoj : L2(T ) → Pj(T )
and Π∂j : L
2(F )→ Pj(F ) be the usual L2 projection operators. The following
stability and error estimates are standard .
Lemma 4.1. For any T ∈ Th and F ∈ Fh and j ≥ 0, it holds
‖v −Πojv‖0,T ≤ ChsT |v|s,T , ∀ v ∈ Hs(T ),
‖v −Πojv‖0,∂T ≤ Chs−1/2T |v|s,T , ∀ v ∈ Hs(T ),
‖v −Π∂j v‖0,∂T ≤ Chs−1/2T |v|s,T , ∀ v ∈ Hs(T ),
‖Πojv‖0,T ≤ ‖v‖0,T , ∀ v ∈ L2(T ),
‖Π∂j v‖0,F ≤ ‖v‖0,F , ∀ v ∈ L2(F ),
where s ∈ (1/2, j + 1].
Next, we recall the error estimate results for the interpolation operator
P
curl
ℓ : H
s(curl;T ) → [Pℓ(T )]3 for the Ne´de´lec element of second type (see
[40]) .
Lemma 4.2 (cf. [40, 1, 38]). There hold for t ∈ (1/2, ℓ] and t∗ ∈ (1, ℓ+ 1],
‖v −Pcurlℓ v‖0,T ≤ Cht
∗ |v|t∗,T , (34a)
‖v −Pcurlℓ v‖0,T ≤ Cht (|v|t,T + h|∇ × v|t,T ) , (34b)
‖∇ × (v −Pcurlℓ v)‖0,T ≤ Cht|∇ × v|t,T . (34c)
Next we recall two lemmas which present two interpolation operators
of Osward type [43]. The first one says that every discontinuous piecewise
polynomials in Mh has a good H
1-conforming approximation (see, e.g., [43,
9, 12, 36, 52]).
Lemma 4.3. There exists an interpolation operator Πcℓ : Mh →Mh ∩H10 (Ω)
such that
‖∇hqh −∇Πcℓqh‖0 ≤ C‖h−1/2[[qh]]‖Fh ∀qh ∈Mh.
Note that the supscript c stands for “conforming”. The second one
says that every discontinuous piecewise polynomials in [Pℓ(Th)]3 has a good
H(curl)-conforming approximation.
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Lemma 4.4 (cf. [34, Proposition 4.5]). There is an interpolation Πcurl,ch from
[Pℓ(Th)]3 to [Pℓ(Th)]3 ∩H0(curl; Ω) such that for all vh ∈ [Pℓ(Th)]3, we have
the following approximation properties
‖Πcurl,ch vh − vh‖0 ≤ C‖h1/2n× [[vh]]‖0,Fh ,
‖∇ ×Πcurl,ch vh −∇h × vh‖0 ≤ C‖h−1/2n× [[vh]]‖0,Fh ,
with a constant C > 0 independent of mesh size.
The following lemma says that every discrete function inH0(curl; Ω)∩Uh
has a discrete Helmholtz decomposition and the discrete divergence free part
in the decomposition has a good “continuous” approximation. (see, e.g., [31,
Theorem 4.1 and Lemma 4.5], [38, §7.2.1])
Lemma 4.5. For any wh ∈H0(curl; Ω)∩Uh, there exist zh ∈H0(curl; Ω)∩
Uh and qh ∈ H10 (Ω) ∩Mh such that
wh = zh +∇ξh, (zh,∇qh) = 0 ∀qh ∈ H10 (Ω) ∩Mh. (35)
Moreover there existΘ ∈H0(curl; Ω)∩H(div0; Ω) and a constant s ∈ (1/2, 1]
determined by Ω, such that
∇×Θ = ∇×wh, ‖Θ‖s ≤ C‖∇ ×wh‖0, and ‖zh −Θ‖0 . hs‖∇ ×wh‖0.
(36)
Next we consider the approximation properties of the discrete space Σh.
Given r,u, p, let σ :=
(
r,u,u|Fh, p, p|Fh
)
and define its approximation in
Σh by
Ihσ :=
(
Πomr,P
curl
ℓ u,n×Pcurlℓ u× n|Fh ,Πoℓp,Π∂ℓ (p|Fh)
)
.
The following lemma gives the error estimate of Ih in the norm ‖ · ‖Σh.
Lemma 4.6. Assume that (r,u, p) ∈ [H t(Ω)]3×3 × [H t(curl,Ω)]3 ×H t+1(Ω)
with t ∈ (1/2, ℓ]. Then there holds
‖σ − Ihσ‖Σh ≤ Cht
(|r|t + (k + 1)|u|t + (1 + kh)|∇ × u|t + (k + 1)|p|t+1).
Proof. From the definition (32e) of ‖ · ‖Σh we have
‖σ − Ihσ‖2Σh =
(
‖r −Πomr‖20 + ‖∇h × (u−Pcurlℓ u)‖20 + k2‖(u−Pcurlℓ u)‖20
)
+ (k2 + 1)
(
‖h∇h · (u−Pcurlℓ u)‖20 + ‖h1/2[[n · (u−Pcurlℓ u)]]‖20,FI
h
)
+ (k2 + 1)
(
‖∇h(p−Πoℓp)‖20 + ‖h−1/2(Πoℓp− Π∂ℓ p)‖20,∂Th
)
=:I2 + II2 + III2. (37)
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Next we estimate the three terms I, II, III. First, from Lemma 4.1 and
Lemma 4.2, we have
I . ht|r|t + (1 + kh)ht|∇ × u|t + kht|u|t. (38)
Secondly, from the trace inequality, the inverse inequality, Lemma 4.1, and
Lemma 4.2, we conclude that
II .(k + 1)
(
‖h∇h · (u−Πolu)‖0 + ‖h1/2[[n · (u−Πolu)]]‖0,FI
h
+ ‖h∇h · (Πolu−Pcurlℓ u)‖0 + ‖h1/2[[n · (Πolu−Pcurlℓ u)]]‖0,FI
h
)
.(k + 1)
(
ht|u|t + ‖Πolu−Pcurlℓ u‖0
)
.(k + 1)
(
ht|u|t + ht+1|∇ × u|t
)
. (39)
Thirdly, It follows from Lemma 4.1 that
III . (k + 1)ht|p|t+1. (40)
Then the proof of the theorem follows by plugging (38)–(40) into (37).
The following lemma show that σ−Ihσ satisfies an approximate Galerkin
orthogonality with respect to the bilinear form B+h .
Lemma 4.7. Assume that (r,u, p) ∈ [H t(Ω)]3×3 × [H t(curl,Ω)]3 ×H t+1(Ω)
with t ∈ (1/2, ℓ]. Let σ = (r,u,u|Fh, p, p|Fh). Then
|B+h (σ − Ihσ, τ )| ≤ Cht
(|r|t + (k + 1)|u|t + (1 + kh)|∇ × u|t (41)
+(k + 1)|p|t+1
)‖τ‖Σh, ∀τ ∈ Σ.
Proof. For any τ = (s, v, v̂, q, q̂) ∈ Σ, it follows from the definition of B+h in
(28), integration by parts, and the identity 〈n · v, p−Π∂ℓ p〉∂Th = 〈[[n · v]], p−
Π∂ℓ p〉∂FI
h
that
B+h (σ − Ihσ, τ ) =(r −Πomr, s)− (∇h × (u−Pcurlℓ u), s)− k2(u−Pcurlℓ u, v)
− (∇h × v, r −Πomr) + 〈n× (v − v̂), r −Πomr〉∂Th
+ (k2 + 1)
(
(∇h · v, p− Πoℓp)− 〈[[n · v]], p−Π∂ℓ p〉∂FI
h
)
− (k2 + 1)((u−Pcurlℓ u,∇hq)− 〈n · (u−Pcurlℓ u), q − q̂〉∂Th)
+ (k2 + 1)〈h−1(−Πoℓp+Π∂ℓ p), q − q̂〉∂Th.
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Therefore, from the Cauchy-Schwarz inequality, (37), and (32e) , we conclude
that
|B+h (σ − Ihσ, τ )| .
(‖σ − Ihσ‖Σh + ‖h 12 (r −Πomr)‖∂Th + ‖(u−Pcurlℓ u)‖0)‖τ‖Σh
which together with Lemmas 4.1, 4.2, and 4.6 completes the proof of the
lemma.
4.2 Discrete inf-sup condition
In this subsection we show that B+h satisfies a discrete inf-sup condition.
The following theorem derive a discrete inf-sup condition for B+h .
Theorem 4.1 (Discrete inf-sup condition). For all σh ∈ Σh, the bilinear
form B+h (·, ·) defined in (28) satisfies
sup
0 6=τh∈Σh
B+h (σh, τh)
‖τh‖Σh
= sup
0 6=τh∈Σh
B+h (τh,σh)
‖τh‖Σh
≥ β‖σh‖Σh, (42)
where β is a constant independent of k and h.
Proof. The proof is divided into five steps.
Step one:
Let τ 1h = (rh,−uh,−ûh, ph, p̂h) ∈ Σh. By (32e) and (28), we have
‖τ 1h‖Σh = ‖σh‖Σh, (43)
and
B+h (σh, τ 1h ) = ‖rh‖20 + ‖h−1/2n× (uh − ûh)‖20,∂Th
+ (k2 + 1)‖h−1/2(ph − p̂h)‖20,∂Th + k2‖uh‖20. (44)
Step two:
Let τ 2h = (−∇h × uh, 0, 0, 0, 0) ∈ Σh. By (32e) and (28), we have
‖τ 2h‖Σh = ‖∇h × uh‖0 ≤ ‖σh‖Σh, (45)
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and
B+h (σh, τ 2h ) = −(rh,∇h × uh) + ‖∇h × uh‖20 − 〈∇h × uh,n× (uh − ûh)〉∂Th
≥ 1
2
‖∇h × uh‖20 − C1‖rh‖20 − C2‖h−1/2n× (uh − ûh)‖20,∂Th,
(46)
where we have used the inverse trace inequality ‖h 12∇h × uh‖0,∂Th . ‖∇h ×
uh‖0 and the Young’s inequality to derive the last inequality.
Step three:
Let wh = h
2∇h · uh on Th and let ŵh = −h[[n · uh]] on F Ih and ŵh = 0 on
Γ. Let τ 3h = (0, 0, 0, wh, ŵh) ∈ Σh. By (32e) and inverse inequality, we have
‖τ 3h‖2Σh = (k2 + 1)
(‖∇hwh‖20 + ‖h−1/2(wh − ŵh)‖2∂Th)
≤ C(k2 + 1)‖h∇h · uh‖20 + (k2 + 1)‖h1/2[[n · uh]]‖20,FI
h
≤ C‖σh‖2Σh. (47)
By (28) and−(uh,∇hwh)+〈n·uh, wh−ŵh〉∂Th = (∇h·uh, wh)−〈n·uh, ŵh〉∂Th ,
we have
B+h (σh, τ 3h ) = (k2 + 1)
(
‖h∇ · uh‖20 + ‖h1/2[[n · uh]]‖20,FI
h
)
+ (k2 + 1)〈h−1(ph − p̂h), wh − ŵh〉∂Th
≥ k
2 + 1
2
(
‖h∇ · uh‖20 + ‖h1/2[[n · uh]]‖20,FI
h
)
(48)
− C3(k2 + 1)‖h−1/2(ph − p̂h)‖20,Fh .
Step four:
Let τ 4h = (0,−∇Πcℓph,−n × ∇Πcℓph × n, 0, 0) ∈ Σh. By (32e), inverse
inequality, and Lemma 4.3, we have
‖τ 4h‖2Σh = (k2 + 1)
(‖hT∇h · ∇Πcℓph‖20 + ‖h1/2[[∇Πcℓph · n]]‖0,FI
h
)
+ k2‖∇Πcℓph‖20
≤ C(k2 + 1)‖∇Πcℓph‖20≤ C(k2 + 1)
(‖∇ph‖20 + ‖h−1/2[[ph]]‖Fh)
= C(k2 + 1)
(‖∇ph‖20 + ‖h−1/2[[ph − p̂h]]‖Fh)
≤ C‖σh‖2Σh. (49)
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It follows from (28), Lemma 4.3, Cauthy-Schwarz’s inequality, and Young’s
inequality that
B+h (σh, τ 4h ) =(k2 + 1)
(
(∇Πcℓph,∇hph)− 〈n · ∇Πcℓph, ph − p̂h〉∂Th
)
+ k2(uh,∇Πcℓph)
=(k2 + 1)
(
(∇hph,∇hph) + (∇Πcℓph −∇hph,∇hph)
)
+ (k2 + 1)〈n · ∇Πcℓph, p̂h − ph〉∂Th + k2(uh,∇Πcℓph)
≥k
2 + 1
2
‖∇hph‖20 − C4(k2 + 1)‖h−1/2(ph − p̂h)‖20,∂Th − C5k2‖uh‖20
(50)
Step five:
Let τh = ατ1+ τ2+ τ3+ τ4 with α = max(C1, C2, C5, C3+C4) + 1/2. By
(43), (45), (47) and (49), we can get
‖τh‖Σh ≤ C‖σh‖Σh.
Moreover, by combining (44), (46), (48) and (50), and (32e), we have
B+h (σh, τh)≥
1
2
‖σh‖2Σh.
The last two inequalities together lead to
B+h (σh, τh) ≥ C‖σh‖Σh‖τh‖Σh,
which implies (42). This completes the proof of Theorem 4.1.
4.3 Error estimates of the elliptic projection
Theorem 4.2. Assume that (r,u, p) ∈ [H t(Ω)]3×3×[H t(curl,Ω)]3×H t+1(Ω)
with t ∈ (1/2, ℓ]. Let σ := (r,u,u|Fh, p, p|Fh) and let Phσ = (rPh ,uPh , ûPh , pPh , p̂Ph )
be it elliptic projection defined in (33). Then
‖σ −Phσ‖Σh .ht
(|r|t + (k + 1)|u|t + (1 + kh)|∇ × u|t + (k + 1)|p|t+1),
(51a)
‖u− uPh ‖0 .‖u−Pcurlℓ u‖0 + (k + 1 + kh)× (51b)
ht+s
(|r|t + (k + 1)|u|t + (1 + kh)|∇ × u|t + (k + 1)|p|t+1).
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Proof. From the inf-sup condition of Theorem 4.1 and the definition of the
elliptic projection (33), we have
‖Ihσ −Phσ‖Σh . sup
0 6=τh∈Σh
B+h (Ihσ −Phσ, τh)
‖τh‖Σh
= sup
0 6=τh∈Σh
B+h (Ihσ − σ, τh)
‖τh‖Σh
which implies (51a) by using Lemmas 4.7 and 4.6, and the triangle inequality.
It remains to prove (51b). Denote by η := u − uPh . We have the following
decomposition:
‖η‖20 =(u−Pcurlℓ u,η) + (Πcurl,cℓ uPh − uPh ,η) + (wh −Θ,η) + (Θ,η) (52)
wh :=P
curl
ℓ u−Πcurl,cℓ uPh ,
whereΘ is defined in Lemma 4.5. Letwh be decomposed as (35) in Lemma 4.5.
For any qh ∈ H10 (Ω) ∩Mh, by taking τh = (0, 0, 0,∇qh, 0) in (33) and using
the definition (28) of B+h , we conclude that (uPh ,∇qh) = 0, that is, uPh is
discrete divergence free. Noting that divu = 0, we have
(wh −Θ,η) = (zh +∇ξh −Θ,η) = (zh −Θ,η).
It follows from Lemmas 4.4 and 4.5, the triangle Inequality, and (32e) that
(Πcurl,cℓ u
P
h − uPh ,η) + (wh −Θ,η)
.
(‖h1/2n× [[uPh ]]‖0,Fh + hs‖∇ ×wh‖0‖)‖η‖0
.
(‖h1/2n× [[uPh ]]‖0,Fh + hs‖∇h × (Pcurlℓ u− uPh )‖0)‖η‖0
. hs
(‖σ −Phσ‖Σh + ‖∇ × (Pcurlℓ u− u)‖0)‖η‖0. (53)
Introduce the following dual problem: Find (rd,ud, pd) such that
rd −∇× ud = 0 in Ω, (54a)
∇× rd + k2ud + (k2 + 1)∇pd = Θ in Ω, (54b)
∇ · ud = 0 in Ω, (54c)
n× ud = 0 on Γ, (54d)
pd = 0 on Γ. (54e)
Note that the above dual problem is positive definite since the sign before
k2 in the second equation is positive (cf. (21b)). Similar to Theorem 2.1, we
have the following regularity estimate of problem (54):
‖rd‖s + ‖ud‖s . ‖Θ‖0, pd = 0,
where the regularity index s ∈ (1/2, 1] depends on Ω. Denote by σd =
(rd,ud,ud|Fh , pd, pd|Fh). By a parallel derivation as in § 3, we conclude that
σd satisfies the following variational formulation
B+h (σd, τ ) = −(Θ, v), ∀τ = (s, v, v̂, q, q̂) ∈ Σ.
By taking τ = σ − Phσ and using (33) and Lemma 4.7, we have
(Θ,η) =B+h (σd,Phσ − σ) = B+h (σd − Ihσd,Phσ − σ)
.hs
(
(1 + kh)|r|s + (k + 1)|u|s
)‖σ − Phσ‖Σh
.(k + 1 + kh)hs‖Θ‖0‖σ − Phσ‖Σh. (55)
On the other hand, from Lemmas 4.4 and 4.5 and wh = P
curl
ℓ u − u + η +
uPh −Πcurl,cℓ uPh we have
‖Θ‖0 ≤‖Θ− zh‖0 + ‖zh‖0 . hs‖∇ ×wh‖0 + ‖wh‖0
.hs
(‖∇ × (u−Pcurlℓ u)‖0 + ‖σ − Phσ‖Σh)+ ‖u−Pcurlℓ u‖0 + ‖η‖0
(56)
By combining (52),(53),(55), and (56) we obtain
‖η‖0 . ‖u−Pcurlℓ u‖0 + (k + 1 + kh)hs
(‖σ −Phσ‖Σh + ‖∇× (u−Pcurlℓ u)‖0)
which together with (51a) and (34c) implies (51b). This completes the proof
of the theorem.
5 Error estimates of the HDG methods
In this section, we derive error estimates for the HDG method (23) (or (30))
by using a modified duality argument.
We first show that the error of the HDG solution σh in the norm ‖ · ‖Σh
can be bounded by the interpolation error and the L2 error ‖uh − u‖0.
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Lemma 5.1. Let (r,u, p) and σh ∈ Σh be the solutions to (21) and (30),
respectively. Then we have the following estimate
‖σh − σ‖Σh .ht
(
(k + 1)|u|t + (1 + kh)|∇ × u|t + (k + 1)|p|t+1
)
(57)
+ k‖uh − u‖0,
where σ =
(
r,u,u|Fh, p, p|Fh
)
.
Proof. It follows from the discrete inf-sup condition in Theorem 4.1, (28),
and the orthogonality in Lemma 3.1 that
‖σh − Ihσ‖Σh . sup
0 6=τh∈Σh
B+h (σh − Ihσ, τh)
‖τh‖Σh
= sup
0 6=τh∈Σh
B−h (σh − Ihσ, τh)− 2k2(uh −Pcurlℓ u, vh)
‖τh‖Σh
= sup
0 6=τh∈Σh
B−h (σ − Ihσ, τh)− 2k2(uh −Pcurlℓ u, vh)
‖τh‖Σh
= sup
0 6=τh∈Σh
B+h (σ − Ihσ, τh) + 2k2(u− uh, vh)
‖τh‖Σh
. sup
0 6=τh∈Σh
B+h (σ − Ihσ, τh)
‖τh‖Σh
+ k‖u− uh‖0,
which together with Lemmas 4.6 and 4.7 and the triangle inequality com-
pletes the proof of the lemma.
Finally, we give the error estimates of the proposed HDG method in the
following theorem.
Theorem 5.1. Let (r,u, p) and σh = (rh,uh, ûh, ph, p̂h) ∈ Σh be the solu-
tions of (1) and (30), respectively. Suppose (r,u, p) ∈ [H t(Ω)]3× [H t(Ω)]3×
H t+1(Ω) with t ∈ (1/2, ℓ].
(i) There exists a constant C0 > 0 independent of k and h such that if
Mkkhs ≤ C0, we have
‖rh − r‖0 ≤ Cht
(
(k + 1)|u|t + |r|t + (k + 1)|p|t+1
)
, (58a)
‖uh − u‖0 ≤ Cht|u|t + CMkht+s
(|u|t + |r|t + (k + 1)|p|t+1), (58b)
‖∇hph −∇p‖0 ≤ Cht
(|u|t + (k + 1)−1|r|t + |p|t+1). (58c)
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(ii) If in addition u ∈ [H t+s(Ω)]3, it holds
‖uh − u‖0 ≤ Cht+s|u|t+s + CMkht+s
(
(k + 1)|u|t + |r|t + (k + 1)|p|t+1
)
.
(59)
(iii) If Ω is convex, there exists a constant C0 > 0 independent of k and
h such that if Mkk2hs∗ ≤ C0, we have
‖rh − r‖0 ≤ C(ht +Mkkht+1)
(
(k + 1)|u|t + |r|t + (k + 1)|p|t+1
)
,
(60a)
‖uh − u‖0 ≤ Cht|u|t + CMkht+1
(
(k + 1)|u|t + |r|t + (k + 1)|p|t+1
)
,
(60b)
‖∇hph −∇p‖0 ≤ C(ht +Mkkht+1)
(|u|t + (k + 1)−1|r|t + |p|t+1). (60c)
Proof. It suffices to prove the L2 error estimates since the estimates (58a)
and (58c) are direct consequences of (32d), (32e), and (58b). For simplicity,
denote by ξ := uh−u and Cu,p := (k+1)|u|t+ |∇×u|t+(k+1)|p|t+1. (??)
implies that the following estimate holds if kh . 1.
‖σh − σ‖Σh .htCu,p + k‖ξ‖0, (61)
Similar to the proof of (51b), we decompose the square of the L2 error as
‖ξ‖20 =(Pcurlℓ u− u, ξ) + (uh −Πcurl,cℓ uh, ξ) + (wh −Θ, ξ) + (Θ, ξ) (62)
wh :=Π
curl,c
ℓ uh −Pcurlℓ u,
where the Θ is defined as in Lemma 4.5. Let wh be decomposed as (35)
in Lemma 4.5. For any qh ∈ H10 (Ω) ∩ Mh, from (23c), we conclude that
(uh,∇qh) = 0. Noting that divu = 0, we have
(wh −Θ, ξ) = (zh +∇ξh −Θ, ξ) = (zh −Θ, ξ).
Similar to (53), we have
(uh −Πcurl,cℓ uh, ξ) + (wh −Θ, ξ)
. hs
(‖σ − σh‖Σh + ‖∇ × (Pcurlℓ u− u)‖0)‖ξ‖0
. hs
(
htCu,p + k‖ξ‖0
)‖ξ‖0, (63)
where we have used (61) and Lemma 4.2 to derive the last Inequality.
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Introduce the following duality problem: Find (rd,ud, pd) such that
rd −∇× ud = 0 in Ω, (64a)
∇× rd − k2ud + (k2 + 1)∇pd = Θ in Ω, (64b)
∇ · ud = 0 in Ω, (64c)
n× ud = 0 on Γ, (64d)
pd = 0 on Γ. (64e)
By Theorem 2.1, we have the following regularity estimate of problem (64):
‖rd‖s + (k + 1)‖ud‖s .Mk‖Θ‖0, pd = 0, (65)
and
‖ud‖s∗ .Mk‖Θ‖0 if Ω is convex. (66)
where the regularity indices s ∈ (1/2, σ] and s∗ > 1 depend on Ω. By
combining Lemma 4.2 and (65)–(66) we have
‖ud −Pcurlℓ ud‖0 .MkDk,h‖Θ‖0 (67)
where
Dk,h :=
{
hs
∗
if Ω is convex,
(k + 1)−1hs otherwise.
(68)
It is easy to check that σd : (rd,ud,ud|Fh, pd, pd|Fh) satisfies the following
variational formulation.
B−h (σd, τ ) = −(Θ, v) ∀ τ ∈ Σ. (69)
Let udPh be the second component of Phσd. Then by Lemmas 4.6 and 4.7,
the regularity estimate (65), the orthogonality in Lemma 3.1, (67), and the
fact that pd = 0, we have
(Θ, ξ) =B−h (σd,σ − σh) = B−h (σd − Phσd,σ − σh)
=B+h (σd − Phσd,σ − σh) + 2k2(ud − udPh ,u− uh)
=B+h (σd − Phσd,σ − Ihσ) + k2‖ud − udPh ‖0‖ξ‖0
.hs(‖rd‖s + (k + 1)‖ud‖s)‖σ − Ihσ‖Σh
+ k2
(‖ud −Pcurlℓ ud‖0 + h2s(‖rd‖s + (k + 1)‖ud‖s))‖ξ‖0
.Mk‖Θ‖0
(
hs‖σ − Ihσ‖Σh + k2(Dk,h + h2s)‖ξ‖0
)
.Mk‖Θ‖0
(
hs+tCu,p + k
2(Dk,h + h
2s)‖ξ‖0
)
, (70)
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On the other hand, from Lemmas 4.2, 4.4, and 4.5, wh = Π
curl,c
ℓ uh − uh +
ξ + u−Pcurlℓ u, (61), and the triangle inequality, we have
‖Θ‖0 ≤‖Θ− zh‖0 + ‖zh‖0 . hs‖∇×wh‖0 + ‖wh‖0
.hs
(‖∇h × (Πcurl,cℓ uh − uh)‖0 + ‖∇ × ξ‖0 + ‖∇ × (u−Pcurlℓ u)‖0)
+ ‖Πcurl,cℓ uh − uh‖0 + ‖ξ‖0 + ‖Pcurlℓ u− u‖0
.hs
(‖∇ × (Pcurlℓ u− u)‖0 + ‖σh − σ‖Σh)+ ‖Pcurlℓ u− u‖0 + ‖ξ‖0
.hs+tCu,p + ‖Pcurlℓ u− u‖0 + (1 + khs)‖ξ‖0. (71)
Combining (62), (63), (70), (71), and the Young’s inequality gives
‖ξ‖0 .
(
1 +Mk(k2Dk,h + k2h2s)
)‖Pcurlℓ u− u‖0
+Mkhs+t(1 + khs + k2Dk,h + k2h2s)Cu,p
+
(
khs +Mk(1 + khs)(k2Dk,h + k2h2s)
)‖ξ‖0.
Therefore, if Mkk2Dk,h is sufficiently small,
‖uh − u‖0 . ‖Pcurlℓ u− u‖0 +Mkhs+tCu,p,
which implies (58b) and (59). This completes the proof of the theorem.
As a consequence of the above theorem, we have the following well-
posedness of the proposed HDG method.
Corollary 5.1. Under the conditions of Theorem 5.1, the HDG scheme (30)
has a unique solution σh ∈ Σh.
In view of Theorem 2.1 and Theorem 5.1, we can obtain the following
error estimates for the linear HDG method on convex domain.
Corollary 5.2. Suppose Ω is convex, ℓ = 1, and ∇ · f = 0. Then there
exists a constant C0 > 0 independent of k and h such that if Mkk2hs∗ ≤ C0,
the following error estimates hold.
‖rh − r‖0 ≤ C(Mkh+Mkkhs∗ +M2kkh2)‖f‖0,
‖uh − u‖0 ≤ C(Mkhs∗ +M2kh2)‖f‖0.
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6 Numerical experiments
The numerical tests are programmed in C++. When implementing of the
HDG scheme, all interior unknowns rh, uh and ph are eliminated, and the
only global unknowns in the resulting system are ûh and p̂h. After solving
the global system, the rh, uh and ph are recovered locally inside each element.
The solvers for the linear systems are chosen as GMRES and SparseLU. Let
Th be a uniform simplex decomposition of Ω, we denote by h the smallest
length of the edge in decomposition Th.
Let Ω = [0, 1]3. We take to following exact solution u and p, and compute
the functions r and f accordingly.
u1 = 200(x− x2)2(2y3 − 3y2 + y)(2z3 − 3z2 + z),
u2 = −100(y − y2)2(2z3 − 3z2 + z)(2x3 − 3x2 + x),
u2 = −100(z − z2)2(2x3 − 3x2 + x)(2y3 − 3y2 + y),
p = (x2 − x)(y2 − y)(z2 − y)(k2 + 1)−1.
Though we require ℓ ≥ 1 in the error analysis, the numerical results for
ℓ = 0, 1, 2 are all presented to illustrate the performance of the proposed
HDG method. We take k = 1 and k = 8 and report the errors in Table 6 and
6, respectively. It can be observed that: when ℓ = m = 0, the convergence
rates are nearly zero for all variables; when ℓ ≥ 1, the convergence orders are
as predicted by Corollary 5.2, provided that h is small enough; in particu-
lar, when ℓ = m = 2, the convergence results are better than the previous
prediction for variables r and p.
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