In problems such as automatic speech recognition and machine translation, where the system response must be a sentence in a given language, language models are employed in order to improve system performance. These language models are usually N -gram models (for instance, bigram or trigram models) which are estimated from large text databases using the occurrence frequencies of these N -grams.
INTRODUCTION
Under the statistical framework [1] , the problem of speech recognition consists in searching for a sequence W ? of linguistic units (words, for instance) whose a posteriori probability is maximum given a sequence X of acoustic feature vectors: Pr(XjW) Pr(W); (1) where is a vocabulary of linguistic units, Pr(XjW) is the conditional probability of observing the acoustic sequence X when the linguistic unit sequence W is pronounced (probability estimated using an acoustic model), and Pr(W) is the a priori probability of the linguistic unit sequence W . This last probability, which represents the knowledge that the system has about the composition of correct language sentences in terms of the units in vocabulary , must be estimated using a previously learned stochastic language model. Other problems involving a system response that must be a sentence in a given language (for instance, machine translation), when posed from a statistical point of view, also give rise to the need for learning and using stochastic language models.
These language models are usually N -gram models (for instance, bigram or trigram models) which are learned from text using the occurrence frequencies of these N -grams, that is, subsequences of N linguistic units. These N -gram models are popular in spite of some well-known weaknesses, such as the fact that large text databases are needed for their learning to be reliable and the way they ignore long-term dependencies between linguistic units. We feel that N -gram-like connectionist models will be able to override some of the flaws of conventional N -gram models. A first step in this direction was given in 1989 by Nakamura and Shikano [2] and we hope to contribute with new proposals and results on the subject.
In the following section, we give a brief introduction to statistical language modeling with N -grams. Section 3 is devoted to discussing the work by Nakamura and Shikano [2] on connectionist implementation of N -gram models. Our experimental work comparing connectionist and conventional bigram models on a Spanish acousticphonetic decoding task is presented in Section 4 (experimental framework) and Section 5 (results). Finally, we summarize our work, draw some conclusions, and propose several lines for future extensions to the work presented here.
STATISTICAL LANGUAGE MODELING WITH N -GRAMS
Language modeling is the attempt to characterize, capture and exploit regularities in natural language. In problems such as automatic speech recognition and machine translation, it is useful to adequately restrict the possible or probable sequences of linguistic units which define the set of sentences (language) allowed in the application task. Under a statistical framework, for each sentence, a language model must provide an estimation of its a priori probability of being the correct system response, as exemplified by Equation (1) . In general, the incorporation of a language model reduces the complexity of the system (it guides the search for the optimal response) and increases its success rate. Statistical language models are usually based on the prediction of each linguistic unit 1 (2) where h i = w 1 w 2 : : : w i?1 (the subsequence of units preceding w i ) is known as the history from which unit w i has to be predicted. For further discussion, it is useful to assume a function such that, given any history h, h] preserves all the information relevant for predicting the next linguistic unit. Thus, the probability Pr(W) can be expressed, without loss of generality, as
N -gram models [3] are derived from the following simplifying assumption: all the information needed for The rationale behind this assumption is that it provides a model that can be automatically learned from a sample of linguistic sequences: for each possible N -gram, the model has a parameter representing the probability of the last unit given the N ?1 previous ones, and whose value can be estimated in a maximum-likelihood fashion by simply dividing the occurrence count of the N -gram in the sample between the sum of the counts corresponding to N -grams beginning with the same N ?1 units.
Deciding a value for N requires a trade-off between detail and reliability: larger values of N would provide more detailed models (the simplifying assumption would be less crude); however, more parameters implies that more training data is needed for the parameter values to be reliably estimated (so, for a given set of training data, less reliability in the estimation). Note that the number of parameters grows very fast (exponentially) with N (there are j j N N -grams), so typical values for N are two and three, and may even be four. When N = 2, N -grams are known as bigrams; when N = 3, they are referred to as
trigrams.
The detail-versus-reliability problem mentioned above does not usually allow for a good solution for the available training data, giving rise to the weaknesses of conventional N -gram models:
As practical use of N -gram models is limited to low values of N , these models cannot exploit long-term dependencies between linguistic units. Even when using trigram models, maximum-likelihood estimation of parameters can be unreliable (for instance, an important fraction of possible trigrams is usually not present in the available training data). In order to alleviate this problem, some techniques can be applied:
-Different smoothing techniques [1, 4, 5] are usually employed in order to assign reliable probability estimates to N -grams which are not frequent or not present in the training data. -The number of parameters can be significantly reduced (and, hence, their estimation made more reliable) by clustering linguistic units into classes [1, 6] .
In spite of these flaws, N -gram models are the most popular language models in automatic speech recognition, for several reasons: they can be automatically learned from samples using a very simple parameter estimation procedure; they are easily integrated into automatic speech recognition systems using a unified statistical framework; and they are very successful in modeling short-term dependencies between linguistic units.
STATISTICAL LANGUAGE MODELING WITH NEURAL NETWORKS: NETGRAMS
A different approach to statistical language models based on N -grams consists in using neural networks. To the best of our knowledge, the only work with this kind of approach which appears in the literature is that done by Nakamura and Shikano [2] . NETgrams were developed by Nakamura and Shikano in order to investigate the performance of neural networks on an N -gram word category prediction task [2] . The BROWN corpus English text database [9] in their experiments. It consisted of about 52,000 sentences, with a total of more than a million words. Each individual word in the database was labeled with its corresponding word category. In conjunction with the 88 categories that were present in the corpus (such as noun, verb, adjective, etc.), an additional category was introduced for representing the start of a sentence. The aim of the task was to predict the following word category given the categories of N ?1 consecutive words.
A neural network to estimate an N -gram model (called "NETgram" by the authors), as presented in [2] , is shown in Figure 1 . A basic NETgram is a multilayer perceptron (MLP) with two hidden layers. The output layer consists of 89 units (one for each possible word category plus a starting mark). The input layer has N ?1 blocks of 89 units. Thus, the NETgram of a bigram model has one input block, while a trigram network has two input blocks. Each input and output unit is associated to one category. During training, the input and output units associated to the training pair are set to one, while the rest of units are set to zero. During testing, the inputs are codified in the same way and the values obtained at the output units are employed for predicting the next category, given the input. Figure 1 The basic ideas of the Nakamura and Shikano's work can be extended in several ways. First of all, the authors present the NETgram model and empirically demonstrate that their models perform as well as conventional N -gram predictors. A NETgram is just an alternate way to parametrize N -gram models. As a matter of fact, the NETgram model (an MLP) is an estimator of posterior probabilities of the classes, given the input, 3 which is precisely the kind of function we are trying to approximate: the expression Pr(w i jw i?N +1 : : : w i?1 ) in Equation (4). We will call "connectionist N -gram model" to a statistical language model which follows Equation (4) and where the probabilities that appear in that expression are estimated with a neural network.
On the other hand, the NETgram model was trained and only evaluated on a word prediction task using text data exclusively. We are going to extend this line of work by integrating and evaluating the estimated connectionist language models in a speech recognition system, as shown in the following sections.
PHONOLOGICAL BIGRAM MODELS WITH MULTILAYER PERCEPTRONS: EXPERIMENTAL FRAMEWORK
We have estimated different phonological models of bigrams with MLPs using the Spanish text corpus from a newspaper, LAS PROVINCIAS. In order to compare conventional and connectionist models, we estimated a bigram model for phones using the "CMU-Cambridge Statistical Language Modeling Toolkit (SLM) v2" [11] . Finally, we performed different measures of the obtained models, including their use in an automatic speech recognition system for acoustic-phonetic decoding. The text database LAS PROVINCIAS was preprocessed and automatically transcribed into 23 phone categories. Besides, every sentence started with a starting mark, ended with an ending mark and the intermediate written pauses (",", ";", ":", etc.) were transcribed as intermediate pauses. Thus, we had 26 phones in total. The corpus was formed by 1,242 sentences with a total of 150,403 phones. A partition of the data into training and test was performed. In order to use the validation criterion to stop the neural network training, the training data was divided into two subsets: training (TR) and validation (VA) data. Table 1 shows some information about the resulting data sets.
The training of the MLPs was carried out with the neural net software package "SNNS: Stuttgart Neural Network Simulator" [12] . In order to successfully use neural networks as estimators of phonological bigrams, a number of considerations had to be taken into account, such as the topology of the MLPs and the selection of the parameters of the backpropagation training algorithm [13] . We used connectionist bigram models: MLPs whose input and output layers consisted of 26 units each; that is, a local codification of the data was used, having one (input and output) unit associated to each phone. Different topologies were tested: a hidden layer with 8, 16, 32, 64, 128 and 256 units, and MLPs with two hidden layers of 8, 16 and 32 units. In every case, the on-line training scheme of the backpropagation algorithm was used, adding a momentum term, and employing a validation criterion to stop learning [12, 13] . 
EVALUATING THE PHONOLOGICAL BIGRAM MODELS
Once the phonological model is estimated, we can use different alternatives to evaluate it. The measures we used were: perplexity of a test set with the estimated model, prediction capacity of the model and recognition rate in an acoustic-phonetic task with speech.
Perplexity of a test set
A common choice is to judge a statistical language model M by how well it predicts some unseen text T . This can be measured by the log-likelihood of M generating T , or, equivalently, the entropy of T as "perceived" by the model M . Put another way, it is the amount of surprise at seeing the text T using the model M to anticipate events [3, 6] . In an equation, the entropy of the test set T of the LAS PROVINCIAS corpus with the estimated bigram model M was calculated as:
log Pr(w i jw i?1 ) : (5) The perplexity of test set T with regard to model M is often mentioned. It is defined as:
Perplexity can be intuitively interpreted as the geometric mean of the branch-out factor of the language [1, 6] : a language with perplexity x has roughly the same difficulty as another language in which every word can be followed by x different words with equal probabilities.
The perplexity of the test set with the statistical bigram model estimated with the SLM toolkit is 10.60. The MLPs were trained for a limited number of epochs (25 epochs), selecting the network with the lowest validation error as the result of the training. The perplexity values for each model estimated with the MLPs were all very similar and they are shown in Table 2 , along with the number of parameters for each model. 4 Because no significant differences were found in the estimation of bigram models as the complexity of the MLPs were increased, we decided to carry on the experimentation with a small-sized network, the MLP with 8 hidden units. We performed a more extended training scheme for this network, using the validation error to stop training, continuing training until the validation rate did not improve for a large number of epochs (500 epochs). Additionally, we trained three different networks (with different initializations of the weights) and we selected the network with the smallest error with respect to the validation set. With this training scheme, the resulting MLP was trained during 1,890 epochs. The perplexity of the test set with the bigram model estimated with this network was 10.91. Figure 2 illustrates the prediction rate of both the conventional bigram model and the connectionist bigram model (obtained with the MLP with 8 hidden units trained during 1,890 epochs), taking into account an increasing number of candidates K . A unit was considered as correctly predicted if it was one of the units the evaluated model assigned the K highest probabilities to, given the previous unit. Then, the conclusion from Figure 2 is evident: both models were shown to behave equivalently. 
Prediction rate

Acoustic-phonetic decoding task
The ultimate measure of the quality of a language model is its impact on the performance of the application it was designed for. Thus, in automatic speech recognition, we would evaluate a language model based on its effect on the recognition rate. Therefore, the estimated bigram models were integrated into an automatic recognition speech system [14] to perform an acoustic-phonetic decoding task. We trained hybrid acoustic models composed of Markov chains and a MLP to estimate the emission probabilities, with the emission probabilities of the states of each model being tied (for details see [10, 14] ). These models were trained with a phonetic data corpus which consists of 1,529 utterances from 57 speakers (470,000 acoustic frames and 55,000 phones). A small part of the training material (162 utterances) was manually segmented and the rest of the utterances were automatically segmented. A test set was used to assess the phonetic recognition performance of different types of acoustical models. This test set consisted of 700 sentences from 33 different speakers (32,055 phones). The speech was parametrized with mel-cepstrum coefficients, resulting in vectors of 12 cepstral coefficients and energy [14] . All the sentences were automatically transcribed into sequences of phones (23 phone categories and three units to model the initial, final and intermediate silences).
In the following experiments, phonetic recognition performance was measured as the percentage of correct recognitions, defined as pc = c=(i + s + d + c) 100, where c accounts for the number of correct recognitions, and i, s and d are the number of insertions, substitutions and deletions, respectively. This assessment parameter was obtained by a fractional dynamic programming algorithm for editing the output of the decoder and the correct phonetic transcription of each test utterance.
The results obtained with these acoustic models (with no phonological model and using conventional and connectionist bigrams) are shown in Table 3 . As could be expected from the previous evaluations of the bigram models, the recognition results were practically equal for both bigram models. 
DISCUSSION AND CONCLUSIONS
The work presented by Nakamura and Shikano [2] using NETgram models and the experiments presented in this paper are just first steps to the more ambitious problem of language modeling with connectionist models. The advantages of this connectionist approach are due to their automatic estimation (the same feature as with statistical language models), the lowest (in general) number of parameters of the obtained models and the automatic smoothing performed by the neural networks estimators. These advantages are not fully exploited in the experiments with phonological language models. In this case of language modeling, the size of the vocabulary is small (in our case, 26 phones), there are not problems of coverage and, therefore, smoothing is not needed.
We plan to estimate N -gram models with MLPs, that is, to apply the ideas of Nakamura and Shikano's work to language modeling in tasks of restricted-semantic domains (where the linguistic units are words or semantic categories). For example, a 4-gram model (estimated with a MLP of two hidden layers of 100 units each) for the restricted-semantic domain task GDQ [15] (a Spanish task of Queries to a Geographical Database with a vocabulary of 1,208 words) would have less than 500,000 parameters. Additionally, committees of MLPs [16] could be used: each network would be trained to estimate an N -gram model with a different value of N , and probability estimations would be obtained by combining (for instance, averaging) the outputs of the different networks.
On the other hand, it would be very interesting to apply a recurrent network directly to the connectionist statistical language modeling problem. 5 One possibility would be to use Elman networks [17] , where the activations at the first hidden layer may be fed back to the input layer using context units. The context units could be fully connected to the first hidden layer via the context weights. Elman style networks are multilayer networks with simple recurrences, that is, with back-connections whose weights are fixed to value one. These recurrences attempt to catch the dynamicity in parsing natural language. This architecture might develop an internal temporal representation which encodes the number of previous linguistic units needed to predict the following one; that is, the hidden layer might be expected to encode a representation of h] in Equation (3) . Therefore, we could avoid the design decision to select the value of N , as the recurrent architecture would not need to categorize the histories into equivalence classes, and no simplifying assumption would have to be made.
