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We present a novel, universal desription of quantum entanglement using group theory and non-
ommutative harateristi funtions. It leads to new reformulations of the separability problem as
well as allows us to generalize it, thus onneting theory of entanglement and harmoni analysis.
As an example, we translate and analyze the positivity of partial transpose (PPT) riterion and
a simple riterion for pure states into the group-theoretial language. We also show that when
applied to nite groups, our formalism embeds separability problem in a given dimension into a
higher dimensional but highly symmetri one. Finally, our formalism reveals a onnetion between
the very existene of entanglement and group non-ommutativity.
I. INTRODUCTION
Despite numerous attempts [1℄  [7℄ and substantial
time passed after its formulation [8℄, the problem of
eient desription of entangled states of multipar-
tite systems  the, so alled, separability problem 
remains still open. We reall [8, 9, 10℄ that a state
̺ of an N -partite system is alled separable if it an
be represented as a onvex ombination of produt
states:
̺ =
∑
i
pi|ψ(1)i 〉〈ψ(1)i | ⊗ · · · ⊗ |ψ(N)i 〉〈ψ(N)i |. (1)
Otherwise ̺ is alled entangled. The importane of
the separability problem lies in both pratial applia-
tions, onneted to the quantum information proess-
ing [10℄, as well as in the oneptual issues of quantum
mehanis (see e.g. Refs. [11, 12℄).
In this work we present a novel, group-theoretial
approah to the separability problem in nite dimen-
sions. Our approah is based on a generalization of
standard harateristi funtions and results from the
following two observations: i) it is possible to iden-
tify a bipartite Hilbert spae Cm ⊗ Cn with a tensor
produt of representation spaes of two independent
irreduible unitary representations of some suitable
ompat group G; ii) one an then perform a non-
ommutative Fourier transform [13℄ and assign to eah
density matrix a unique funtion on G×G, satisfying
ertain positivity onditions. This funtion is an ana-
log of a lassial harateristi funtion [14℄, but is de-
ned on a generially non-Abelian group. We will all
suh funtions non-ommutative harateristi fun-
tions. The group G will be alled the kinematial
group of an individual system.
Let us emphasize that for a generi quantum system
the hoie of the kinematial group is at this stage
arbitrary  the only requirement is that G should
possess irreduible unitary representations, mathing
the dimensionality of the system's Hilbert spae. This
freedom makes our approah very exible and allows
us to use as G e.g. nite groups as well as Lie groups.
The potential signiane of non-ommutative har-
ateristi funtions for quantum mehanis has been
rst, up to our knowledge, pointed out in the physial
literature by Gu in Ref. [15℄. However, no investiga-
tion of the separability problem has been arried out
there, as the work of Gu predates the seminal paper
of Werner [8℄. On the other hand, standard hara-
teristi funtions played a ruial role in solving the
separability problem for Gaussian states [16℄, and in
studying quantumness of states of harmoni osillator
(see Ref. [17℄ and referenes therein).
In the present work we use non-ommutative har-
ateristi funtions to restate the separability prob-
lem in a new language. Although we do not present
any new entanglement tests, our results oer a new
point of view on this long-standing problem, and link
it to harmoni analysis and group theory. In parti-
ular, we pose a generalized separability problem for
non-ommutative harateristi funtions, whih is an
interesting mathematial problem in itself. As an ex-
ample of the neessary generalized separability rite-
rion, we reformulate the PPT riterion [1℄ in group-
theoretial terms and show that it is onneted to a
ertain simple operation on non-ommutative hara-
teristi funtions. This onnetion is universal, and
holds irrespetively of the group used. Apart from
that, we translate one of the neessary and suient
riteria for pure states. Using the freedom in the
hoie of the kinematial group, we examine an inter-
esting ase of nite kinematial groups, like permuta-
tion groups. This leads to an embedding of the sep-
arability problem in a given dimension into a higher
dimensional one, with some spei symmetries, how-
ever. Quite interestingly, we also show a purely for-
mal similarity of our formalism to loal hidden vari-
ables (LHV) models [18℄. Finally, the oneptually
attrating feature of our approah is, that it allows to
onnet the very existene of entanglement with the
group non-ommutativity.
The work is organized as follows: in Setion II we
dene the non-ommutative harateristi funtions,
and review their properties (using Ref. [13℄ as the
main mathematial referene). In Setion III we use
2the developed formalism to reformulate the separabil-
ity problem. Setion IV is dediated to the study of
the PPT riterion. We show its robustness with re-
spet to (w.r.t.) the hange of the kinematial group.
We also briey examine one of the riteria for pure
states there. In Setion V we examine our separabil-
ity riterion on nite groups. In Setion VI we re-
mark on the onnetion to the LHV models. Finally,
in Setion VII we sketh a possible reformulation of
the mathematial language of quantum statistis, ex-
posing the onnetion between entanglement and non-
ommutativity of the kinematial group.
II. NON-COMMUTATIVE
CHARACTERISTIC FUNCTIONS
We begin with presenting the general set up of our
work. We onsider an arbitrary ompat group G (it
may or may not be a Lie group) and let τ be any of
its irreduible, unitary representation (in the sequel
by representation we will always mean a unitary rep-
resentation) ating in a Hilbert spae Hτ . We study
linear operators A ating in Hτ , and, in partiular,
density matries ̺. In the present work we x G to be
ompat, as we study only nite dimensional systems
here, and for a ompat group all of its irreduible uni-
tary representations are neessarily nite dimensional
(see Refs. [15, 19℄ for formalism of non-ommutative
harateristi funtions on non-ompat groups). Fol-
lowing Gu [15℄ (see also Ref. [20℄), we assign to eah
operator A a ontinuous omplex funtion φA on G
through:
φA(g) := tr
[
Aτ(g)
]
. (2)
For the partiular ase of a density matrix ̺, the
funtion φ̺ is a non-ommutative analog of the usual
Fourier transform of a probability measure  if we
think of a state ̺ as of a quantum analog of a lassial
probability measure [21℄, then φ̺ is an analog of its
harateristi funtion. Indeed, from the positivity of
̺ and Eq. (2), it follows that [15℄:∫∫
G×G
dg dhf(g)φ̺(g
−1h)f(h) ≥ 0 for any f ∈ L1(G),
(3)
where dg is a normalized Haar measure on G, and
the bar denotes omplex onjugation [22℄. Funtions
φ : G → C satisfying the above property are alled
positive denite on G [13℄. Moreover, φ̺ is normal-
ized:
φ̺(e) = 1 (4)
(e denotes the neutral element of G), whih follows
from the normalization of ̺. Thus, φ̺ possesses all
the features of a lassial harateristi funtion, but
it is dened on a non-Abelian group. Hene the term
non-ommutative harateristi funtion. It is the
main objet of our study.
Note that harateristi funtions (2) are generally
easy to alulate expliitly. For example, when G =
SU(2) and τ = τj arries spin j, they are polynomials
of degree 2j in the group parameters. As an example,
we alulate in Appendix A the harateristi funtion
for the 3⊗ 3 Horodeki's state from Ref. [3℄.
The ruial point for our approah is that, sine
τ is irreduible, one an invert the non-ommutative
Fourier transform (2) and reover operator A from its
harateristi funtion [13, 15℄:
A =
∫
G
dg dτ φA(g)τ(g)
†, dτ := dimHτ . (5)
The proof of (5) is most easily obtained by taking the
matrix elements of both sides in some orthonormal
basis ofHτ , and then by using the orthogonality of the
matrix elements of τ , guaranteed by the Peter-Weyl
Theorem [23℄. An interesting impliation of Eq. (5) is
that multipliation of operators orresponds to taking
onvolutions of the orresponding funtions (2):
φAB = dτφA ∗ φB, (6)
where we dene f ∗ f ′(g) := ∫
G
dhf(h)f ′(gh−1) =∫
G dhf(h
−1g)f ′(h) (in the last step we substituted
h→ h−1g and used the fat that dg−1 = dg for om-
pat groups [13℄). In partiular, state ̺ is pure i:
φ̺ = dτφ̺ ∗ φ̺. (7)
Let us now fous on the spae of all normalized,
positive denite funtions on G, i. e. the spae of
all ontinuous funtions φ, satisfying the onditions
(3) and (4). We denote this spae by P1(G). It is a
onvex subset of the spae of all ontinuous funtions
on G, and the set of its extreme points we denote by
E1(G). The struture of E1(G) is desribed by the
Gelfand-Naimark-Segal (GNS) onstrution (see e.g.
[13℄ or the note [24℄): φ ∈ E1(G) i there exists an
irreduible unitary representation τφ of G and a nor-
malized vetor ψφ ∈ Hφ (the spae of τφ) suh that
φ(g) = 〈ψφ|τφ(g)ψφ〉. Thus, every φ ∈ E1(G) is a
harateristi funtion of some pure state ψφ ∈ Hφ.
In partiular, beause of Eq. (7), it satises: φ =
dτφφ ∗ φ.
Obviously, P1(G) ontains more funtions than just
harateristi funtions of the type (2). To identify
whih φ ∈ P1(G) are harateristi funtions of states,
rst note that from Eq. (2) it follows that:
φ̺(g) =
∑
i
pi〈ψi|τ(g)ψi〉, (8)
where we used any onvex deomposition (for exam-
ple an eigenensemble) of ̺: ̺ =
∑
i pi|ψi〉〈ψi|. From
Eq. (8), we see that the deomposition of φ̺ into
extreme points from E1(G) ontains only one, xed
representation τ . Conversely, let φ =
∑
i piφi where
3E1(G) ∋ φi = 〈ψi|τψi〉 for eah i (suh sums are -
nite, sine all irreduible representations are nite-
dimensional), then φ = φ̺, where ̺ :=
∑
i pi|ψi〉〈ψi|.
Let us desribe the inverse non-ommutative
Fourier transform (5) of the whole P1(G). Note that
sine G is ompat, the set of its irreduible represen-
tations is disrete, and we an label them by some nat-
ural index k. Then, any φ ∈ P1(G) denes, through
the integral (5), a positive semidenite operator ̺k(φ)
for every irreduible representation τk. To prove it,
note that for any ψ ∈ Hk (the spae of τk) holds:
〈ψ|̺k(φ)ψ〉 =
∫
dg dk φ(g)〈ψ|τk(g)†ψ〉
=
∫∫
dh dg dk φ(h
−1g)〈τk(h)†ψ|τk(g)†ψ〉
=
dk∑
µ=1
∫∫
dh dg dk 〈eµ|τk(h)†ψ〉φ(h−1g)
×〈eµ|τk(g)†ψ〉 ≥ 0. (9)
In the seond step above we hanged the variables
g → h−1g, used the invariane of dg and inserted
1 =
∫
G
dh, sine the integrand did not depend on
h. Then we inserted a unit matrix, deomposed w.r.t.
an arbitrary basis {eµ} of Hk. However, generially
̺k(φ) is subnormalized as for a generi φ there appear
all irreduible representations of G in the onvex de-
omposition of φ into E1(G). Hene, eah φ ∈ P1(G)
denes a positive semidenite operator in the spae⊕
kHk, where the sum is over all irreduible repre-
sentations of G, through:
̺(φ) :=
⊕
k
̺k(φ), (10)
while eah ̺k(φ) is given by Eq. (5). Only suh de-
ned operator ̺(φ) is normalized, whih follows from
the identity φ(g) =
∑
k tr
[
̺k(φ)τk(g)
]
[13℄. Of ourse,
if τk is not present in the deomposition of φ then,
from Peter-Weyl Theorem, ̺k(φ) = 0 [23℄.
Summarizing, states on an irreduible representa-
tion spae Hτ are in the one-to-one orrespondene
with funtions on G satisfying the onditions (3), (4),
and (8) [24℄. The last ondition ensures that in the
deomposition (10) there appears only representation
τ , and hene the operator given by Eq. (5) ats in the
desired spae and is normalized. The orrespondene
̺ ↔ φ̺ may be heuristially viewed as a hange of
basis: |eµ〉〈eν | ↔ 〈eν |τ(·)eµ〉.
The presented formalism is losely related to that
of generalized oherent states [25℄. Within the latter,
every density matrix on Hτ an be represented as:
̺ =
∫
G/H
dxP̺(x)|x〉〈x|, where H is an isotropy sub-
group in representation τ of some xed vetor ψ0 ∈ Hτ
and |x〉 are the orresponding oherent states. How-
ever, unlike non-ommutative harateristi funtion,
P -representation P̺ is generally non-unique and do
not enode positivity of a density matrix in a sim-
ple manner. For appliations of generalized oherent
states to the study of entanglement see e.g. Refs. [20℄,
[26℄, [27℄.
III. APPLICATION TO THE STUDY OF
ENTANGLEMENT
Having established the formalism, we proeed to re-
formulate the separability problem in terms of non-
ommutative harateristi funtions. Let us onsider
a bipartite, nite dimensional system, desribed by
a Hilbert spae H := Cm ⊗ Cn. At this point, we
arbitrarily identify the spaes Cm and Cn with two
independent representation spaes Hπ, Hτ of irre-
duible representations π, τ of some ompat kine-
matial group G:
C
m ≡ Hπ, Cn ≡ Hτ . (11)
Of ourse, the group and the representations should
be hosen to math the desired dimensions m, n. As
we mentioned in the Introdution, this is the only on-
straint we impose on G.
The identiation (11), although mathematially
always possible and non-unique, may seem arbitrary
from the physial point of view. For instane, for
a given system we ould have hosen another kine-
matial group G′, possessing suitable representations.
This freedom may in fat turn out to be a big ad-
vantage of the formalism, as the hoie of G an be
optimized in eah pratial ase. There is also a uni-
versal kinematial group G = SU(2)  sine it pos-
sesses irreduible representations in all possible nite
dimensions, it an serve as a kinematial group for all
nite dimensional systems. The results of the previ-
ous Setion imply then that we an desribe through
the formulas (2) and (5) all states in all nite dimen-
sions in terms of non-ommutative harateristi fun-
tions on SU(2). Thus, without a loss of generality, we
may always treat our system as a system of (possi-
bly artiial) independent spins j1 := (m − 1)/2 and
j2 := (n− 1)/2.
Having done the identiation (11), we an view
the Hilbert spae of the full system H = Hπ ⊗Hτ as
the representation spae of the produt group G×G
under the unitary representation T := π ⊗ τ , dened
as:
T (g1, g2) := π(g1)⊗ τ(g2). (12)
Representation T is irreduible as a representation of
G × G [28℄ and moreover, every irreduible represen-
tation of G×G is of that form, up to a unitary equiv-
alene [13℄. Hene, we may view G × G as the kine-
matial group of the omposite system. Sine G×G is
obviously ompat, we an apply to it all the methods
of Setion II.
Let us onsider a separable state ̺ on Hπ ⊗Hτ , for
whih there exists a onvex deomposition of the type
(1): ̺ =
∑
i pi|ui〉〈ui| ⊗ |vi〉〈vi|. Then, from Eq. (2)
4we obtain that:
φ̺(g1, g2) =
∑
i
piκi(g1)ηi(g2), (13)
where κi(g1) := 〈ui|π(g1)ui〉, ηi(g2) := 〈vi|τ(g2)vi〉
are non-ommutative harateristi funtions from
P1(G), or more preisely from E1(G). Conversely,
a funtion of the form (13) denes a separable state
through the integral (5), beause:∫
G×G
dg1dg2 dT φ(g1, g2)T (g1, g2)
† =
=
∑
i
pi
(∫
G
dg1 dπκi(g1)π(g1)
†
)
⊗
(∫
G
dg2 dτηi(g2)τ(g2)
†
)
, (14)
where dg := dg1dg2 is the Haar measure on G × G.
Moreover, sine we need to integrate in Eq. (14) in
order to obtain a density matrix, it is enough that
the deomposition (13) holds almost everywhere w.r.t.
the measure dg. Hene we obtain the following theo-
rem:
Theorem 1. Let G be a ompat kinematial group;
π, τ its irreduible representations. A state ̺ on Hπ⊗
Hτ is separable if and only if its non-ommutative
harateristi funtion φ̺ an be written as a onvex
ombination: φ̺(g1, g2) =
∑
i piκi(g1)ηi(g2), where
κi, ηi ∈ E1(G) and the equality holds almost every-
where w.r.t. the Haar measure on G×G.
The above Theorem is our group-theoretial refor-
mulation of the separability problem. The generaliza-
tion to arbitrary multipartite systems is straightfor-
ward. We all the funtions possessing deompositions
of the type (13) separable and otherwise - entangled.
One may thus generalize the separability problem to
groups in the following way:
Generalized separability problem. Given an
arbitrary funtion φ ∈ P1(G × G), deide whether it
is separable or not.
This is an interesting mathematial problem, with
onnetions to e.g. properties of polynomials on
groups: if G = SU(2), then, sine φ̺ are polynomials
in the group parameters, Theorem 1 states that a state
is separable i its group polynomial separates into two
polynomials in the variables g1 and g2 respetively.
One of the potential advantages of the urrent ap-
proah is its universality. For example, for G =
SU(2) haraterization of separable funtions within
P1(SU(2)× SU(2)) would lead through Eqs. (5) and
(10) to the haraterization of all separable states in
all possible nite dimensions. The other, more on-
eptual, advantage will be disussed in Setion VII.
Note that if one onsiders a restrition φ|Abel of an
arbitrary φ ∈ P1(G ×G) to any Abelian subgroup of
G×G (like Cartan subgroup if G is a Lie group [29℄),
then the separable deomposition (13), possibly in-
nite, always exists. This follows from the fat that on
Abelian groups the usual Fourier transform is avail-
able. For a onrete example onsider G = SU(2).
Then the maximal Abelian subgroup is U(1) × U(1)
and one an always write:
φ(θ1, θ2) =
∑
k,l
φˆkl e
−ikθ1
e
−ilθ2 , (15)
where the angles θ1, θ2 parametrize U(1) × U(1) and
φˆkl are the Fourier oeients of φ|U(1)×U(1). Sine
e
−ikθ ∈ P1(U(1)), φˆkl ≥ 0 by Bohner's Theorem
[13℄, and
∑
kl φˆkl = 1 by normalization of φ, the
Fourier series (15) is just the separable deomposi-
tion of φ|U(1)×U(1). For harateristi funtions of
states, i.e. for φ = φ̺, the series (15) is nite: k =
−2j1,−2j1 + 2, . . . , 2j1, l = −2j2,−2j2 + 2, . . . , 2j2,
where j1, j2 are the orresponding spins, as φ̺'s are
polynomials of bi-degree (2j1, 2j2) in the group pa-
rameters; see Appendix A. However, for separable
states the deomposition (15) will not generially pro-
long to the whole SU(2) × SU(2), as it ontains at
most (2j1 + 1)(2j2 + 1) = mn terms, whereas from
Caratheodory's Theorem we know that the number
of terms in a separable deomposition is bounded by
m2n2 [3℄. We further develop the onnetion between
group non-ommutativity and entanglement in Se-
tion VII.
IV. ANALYSIS OF THE PPT CRITERION
AND PURE STATES
In Setion II we have seen that the language of non-
ommutative harateristi funtions is as valid de-
sription of quantum states as the usual language of
density matries. Hene, in partiular, the known sep-
arability riteria should have their group-theoretial
analogs. In this Setion we show how to translate
the PPT riterion [1℄ and a simple riterion for pure
states as two examples. Reall that the PPT ondi-
tion implies that if ̺ is separable, then the partially
transposed matrix ̺T1 is positive semidenite [30℄.
Let us rst note that for an arbitrary positive de-
nite funtion φ it holds:
φ(g−1) = φ(g), (16)
and φ is again positive denite. Hene, we immedi-
ately obtain from Eq. (13) a neessary separability
riterion for an arbitrary φ ∈ P1(G×G):
Proposition 1. If φ ∈ P1(G×G) is separable then
φ˜(g1, g2) := φ(g
−1
1 , g2) ∈ P1(G×G).
In partiular, from Theorem 1 we obtain the impli-
ation: (̺ - separable) ⇒ φ˜̺ ∈ P1(G × G). We will
show that it is intimately related to the PPT ondi-
tion. For that we will rst onsider G = SU(2):
Proposition 2. φ˜̺ ∈ P1(SU(2) × SU(2)) if and
only if ̺T1 ≥ 0.
Proof. Let us rst assume that ̺T1 ≥ 0, so
that φ̺T1 ∈ P1(SU(2) × SU(2)). The latter is just
5φ̺T1 (g1, g2) = tr
[
̺ π(g1)
T ⊗ τ(g2)
]
= tr
[
̺ π(g−11 ) ⊗
τ(g2)
]
, and sine for any a ∈ SU(2)
a¯ = uau−1, u := −iσy , (17)
and π polynomially depends on the group parame-
ters (see Appendix A), we obtain that φ̺T1 (g1, g2) =
φ̺(ug
−1
1 u
−1, g2). The ondition (3) for φ̺T1 takes
then the following form:∫∫
dg˜ dh˜f(g˜)φ̺T1 (g˜
−1h˜)f(h˜) =
=
∫
dg1 dg2
∫
dh1 dh2 f(g1u, g2)
×φ˜̺(g−11 h1, g−12 h2)f(h1u, h2) ≥ 0, (18)
where g˜ := (g1, g2). Sine the inequality (18) is sat-
ised for any f ∈ L1(SU(2) × SU(2)), the right shift
by u of the rst argument is irrelevant. Thus, we get
that φ˜̺ ∈ P1(SU(2)× SU(2)) (the normalization fol-
lows trivially).
On the other hand, let us assume that φ˜̺ ∈
P1(SU(2)×SU(2)). Then from the similar argument
to that leading to the ondition (9), we an onstrut
a positive semidenite operator:∫
G×G
dg1dg2 dT φ˜̺(g1, g2)T (g1, g2)
† =
=
∫
dg1 dg2 dπdτ φ̺(g1, g2)
×π(u)[π(g1)†]Tπ(u)T ⊗ τ(g2)†
=
[
π(u)⊗ 1] ̺T1 [π(u)T ⊗ 1] ≥ 0, (19)
where in the rst step we used the fat that dg−1 =
dg. Sine the loal unitary rotation by π(u)T ⊗ 1
does not aet the positivity of the operator in the
inequality (19), the latter is equivalent to ̺T1 ≥ 0. 
The ruial role in the above proof, espeially in
obtaining the inequality (19), has been played by the
relation (17), implying a unitary equivalene, denoted
by ∼ , between SU(2)-representations τk and their
omplex onjugates τk for all k: τk = CkτkC
†
k, i. e.
τk ∼ τk. The intertwining isomorphisms Ck, equal
to τk(u) for this partiular group, satisfy CkCk = 1.
Representations with suh properties are alled repre-
sentations of real type [31℄.
Now a natural question arises: if we onsider a
kinematial group whih possesses at least one irre-
duible representation π 6∼ π (for exampleG = SU(3),
π = id), an we obtain from Proposition 1 any new
riterion, independent from the PPT ondition? The
negative answer provides the next Theorem:
Theorem 2. Let G be a ompat kinematial group;
π, τ its irreduible representations. For any state ̺ on
Hπ ⊗Hτ , ̺T1 ≥ 0 if and only if φ˜̺ ∈ P1(G×G).
Proof. For a general group G the property (17) does
not hold and we annot use the previous tehnique.
However, φ˜̺ an be represented as follows:
φ˜̺(g1, g2) = tr
[
̺T1 π(g1)⊗ τ(g2)
]
, (20)
so that φ˜̺ beomes a non-ommutative harateristi
funtion of ̺T1 , treated as an operator ating on Hπ⊗
Hτ . Sine π is irreduible i π is, we an invert the
transformation (20):
̺T1 =
∫
G×G
dg1dg2 dπdτ φ˜̺(g1, g2)π(g1)
† ⊗ τ(g2)†.
(21)
Then the statement follows immediately from the gen-
eral results of Setion II: if φ˜̺ ∈ P1(G×G), positivity
of ̺T1 follows from the same argument as that leading
to the inequality (9). On the other hand, if ̺T1 ≥ 0
then a diret alulation shows that φ˜̺ satises the
ondition (3). 
Let us now briey examine pure states. For pure
states a number of neessary and suient separa-
bility onditions is available. The one whih is most
easily translated into the group-theoretial language
is the following:
ψ ∈ H is produt ⇔ tr1(tr2|ψ〉〈ψ|)2 = 1 =
tr2(tr1|ψ〉〈ψ|)2.
Using the orthogonality of matrix elements of repre-
sentations, we easily obtain that this riterion is equiv-
alent to the following integral ondition:
Proposition 3. A funtion φ ∈ E1(G×G) is prod-
ut if and only if:∫
G
dg1 dπ |φ(g1, e)|2 = 1 =
∫
G
dg2 dτ |φ(e, g2)|2.
(22)
Note that the above ondition applies to an arbi-
trary φ ∈ E1(G×G) sine, as we mentioned in Setion
II, every φ ∈ E1(G × G) is of the form φψ for some
irreduible representation π ⊗ τ of G × G and some
pure state ψ ∈ Hπ ⊗Hτ .
V. ANALYSIS ON FINITE GROUPS
In this Setion we study the speial ase of nite
kinematial groups. An example of suh groups are
symmetri groups SM (group of permutations of M
elements) and moreover, every nite group is isomor-
phi to a subgroup of some SM [29℄. Finite groups
are in partiular ompat, and hene all the previous
theory applies to them as well, with the only hange
being: ∫
G
dg → 1|G|
∑
g∈G
, (23)
where |G| is the number of elements of G (its order).
However, for nite groups several simpliations o-
ur. First of all, if |G| = N , then the spae of omplex
6funtions on G is isomorphi to CN , and we may iden-
tify eah funtion φ with a row vetor ~φ of its values.
The positive deniteness ondition (3) takes then the
following form:
N∑
α,β=1
cαφ(g
−1
α gβ)cβ ≥ 0 for any ~c ∈ CN , (24)
(indies α, β, . . . now enumerate the group elements),
whih is just the positive semideniteness ondition
for the matrix:
Φαβ := φ(g
−1
α gβ) (25)
(ompare with [22℄). To loser examine the struture
of this matrix, let us rst x the labelling of the group
elements suh that g1 := e. Then, the rst row of Φ
ontains the values of the funtion φ itself, and hene,
it determines the rest of the matrix. We may dene a
funtion σ on N× N through:
gσ(α,β) := g
−1
α gβ. (26)
Note that σ is ompletely determined by the group
multipliation table, σ(α, α) = 1, and it satises the
oyle ondition:
gσ(α,β)gσ(β,γ) = gσ(α,γ) (27)
(no summation over β here). Combining Eq. (26)
with the normalization ondition (4), and the property
(16), we obtain a general form of the matrix (25) for
an arbitrary φ ∈ P1(G):
Φ =

1 φ2 φ3 · · · φN
φ2 1 φσ(2,3) · · · φσ(2,N)
φ3 φσ(2,3) 1 · · · φσ(3,N)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
φN φσ(2,N) φσ(3,N) · · · 1
 . (28)
In other words, the matrixΦ is built from the vetor ~φ
by permuting in eah row (or olumn) its omponents
aording to the multipliation table ofG. Relabelling
of the group elements orresponds to unitary rotation
of Φ, whih does not aet the ondition (24), and
hene we may work with a xed labelling.
For pure states, one an rewrite the ondition (7)
in the following form:
φ̺(g
−1g′) =
∫
G
dh dτ φ̺(g
−1h)φ̺(h−1g′), (29)
from whih it follows that ̺ is pure i
Φ
2
̺ =
N
dτ
Φ̺. (30)
Hene, (dτ/N)Φ̺ is a projetor.
Let us now move to bipartite systems, i. e. to
systems with the kinematial group G ×G. We may
view funtions φ on suh group either as N ×N ma-
tries φαβ := φ(gα, gβ), or as vetors from C
N2
. The
separability riterion  Theorem 1  takes then the
following form on nite G:
Proposition 4. A funtion φ ∈ P1(G×G) is sepa-
rable if and only if there exists a onvex deomposition:
φαβ =
∑
i
pi κiα ηiβ , (31)
where for eah i vetors ~κi, ~ηi ∈ CN lead, aording to
the presription (28), to positive semidenite matri-
es.
Deomposition (31) resembles the singular value de-
omposition of the matrix φαβ , however the vetors
are speially onstrained. Let us mention another,
equivalent form of Proposition 4:
Proposition 5. A funtion φ ∈ P1(G×G) is sep-
arable if and only if its matrix Φ dened by Eq. (25)
an be onvexly deomposed as follows:
Φ =
∑
i
piKi ⊗Ni, (32)
where for eah i, Ki,Ni ≥ 0 and are of the form (28)
for some ~κi, ~ηi ∈ CN .
The proof follows for the fat that the rst row of
the matrix equality (32) is just the Eq. (31), and from
the spei struture (28) of the matries in Eq. (32).
>From the ondition (24), the matrix Φαα′,ββ′ =
φ(g−1α gβ , g
−1
α′ gβ′) is positive semidenite as an oper-
ator on CN ⊗ CN , and, after resaling by 1/N2, has
trae one. Hene, Proposition 5 embeds the given sep-
arability problem into the higher dimensional one [32℄.
Note however that the matries in Eq. (32) are of a
very spei form: they are ompletely determined
by their rst rows and the group multipliation table.
The neessary separability riterion from Proposition
1 takes a partiularly familiar from for nite groups:
Proposition 6. If φ ∈ P1(G×G) is separable then
Φ
T1 ≥ 0.
The proof follows from Proposition 1, the equality:
Φ˜αα′,ββ′ = φ˜(g
−1
α gβ, g
−1
α′ gβ′) = φ(g
−1
β gα, g
−1
α′ gβ′) =
Φβα′,αβ′ , and the positive deniteness ondition (24).
VI. FORMAL RESEMBLANCE TO LOCAL
HIDDEN VARIABLE MODELS
Let us here remark on a purely formal resemblane
of the group-theoretial formalism from the preed-
ing setions to LHV models [18℄. Following the usual
approah, let us onsider an expetation value of a
produt operator A ⊗ B, where A = ∑µ aµPµ, B =∑
ν bνQν are the orresponding spetral deomposi-
tions. Using the representation (5), the mean value of
7A⊗B in the state ̺ an be written as follows:
tr(A⊗B̺)=
∑
µ,ν
aµbν
∫
G×G
dg1 dg2 dπdτ φ̺(g1, g2)
×tr[Pµπ(g1)†] tr[Qντ(g2)†]. (33)
Hene, the probability p(µ, ν|A,B) of obtaining the
value aµ for A and bν for B is given by:
p(µ, ν|A,B)=
∫
dg1 dg2 dπdτ φ̺(g1, g2)
×tr[Pµπ(g1)†] tr[Qντ(g2)†]. (34)
This expression formally resembles a LHV model,
where the role of the probability spae plays G × G,
the response funtions are R(µ, g1) := tr
[
Pµ π(g)
†]
and R(ν, g2) := tr
[
Qν τ(g2)
†]
, and the probability
measure is dm := dπdτ φ̺(g1, g2)dg1dg2. The re-
semblane is of ourse only formal, sine the response
funtions, as well as the measure dm, are omplex.
The response funtions satisfy only R(g−1) = R(g),
while the measure dm is positive denite but not pos-
itive.
VII. NON-COMMUTATIVITY AND
ENTANGLEMENT
We onlude with a general remark, onneting the
existene of entanglement with non-ommutativity of
the kinematial group G. For that we rst have to
hange the usual mathematial language of quantum
statistis (we do not onsider dynamis here). Instead
of using Hilbert spaes and density matries, let us:
i) assume that the kinematial arena is set up by the
kinematial group G; ii) represent physial states by
funtions from P1(G) (or its subset), rather than by
density matries; iii) for omposite systems, take as
the kinematial group the produt groupG×G×G . . .
(for alternative group-theoretial reformulations see
e.g. Refs. [33, 34, 35℄). As we have seen in Se-
tion II, suh a desription is indeed equivalent to the
standard one, provided that the kinematial group is
hosen orretly: for spin systems G = SU(2), for
anonially quantized partiles it is the Heisenberg-
Weyl group [19℄, while for lassial partiles G is just
the phase-spae R2n.
Now, let us assume that the kinematial group
is Abelian. Then by Bohner's Theorem [13℄, our
states, i.e. funtions from P1(G), are in one-to-one
orrespondene with Borel probability measures on
the spae of all irreduible representations of G, Gˆ,
whih in this ase is also an Abelian group (for in-
stane R̂2n ≃ R2n). Hene, we reover lassial sta-
tistial desription of our system [21℄, with Gˆ playing
the role of the phase-spae (at least for the purpose
of statistis). If, moreover, the system under on-
sideration is multipartite, then due to the fat that
̂G1 ×G2 = Gˆ1 × Gˆ2 [13℄, the phase-spae of the om-
posite system is the usual Cartesian produt of the
individual phase-spaes, and our states orrespond to
the probability measures on this produt. There is no
plae for entanglement here, understood as the impos-
sibility of generating the omposite system state-spae
from the individual state-spaes, beause probability
measures on Cartesian produts an always be deom-
posed (under suitable limits) into the onvex mixtures
of produt measures (due to the underlying struture
of the σ-algebra of Borel sets).
On the other hand, when G is non-Abelian, then
Bohner's Theorem annot be applied, and P1(G)
is in one-to-one orrespondene with density matri-
es through the inverse Frourier transform (5) and
(10). Sine density matries exhibit entanglement,
one may view the latter as the onsequene of the non-
ommutativity of the kinematial group G. The last
observation opens some possibility of speulations on
the onnetion between entanglement and the uner-
tainty priniples. In this ontext we note that Gühne
has developed in Ref. [7℄ some methods of entangle-
ment desription with the help of unertainty rela-
tions.
Let us also mention that the general group-
theoretial approah, skethed above, an be also ap-
plied to anonially quantized systems and the analy-
sis of the orrespondene priniple [19℄.
Finally, as disussed at the end of Appendix A,
our approah opens a possibility of deriving highly
non-trivial statements on positive denite funtions
on produt groups, using theory of entanglement.
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APPENDIX A: SU(2)-CHARACTERISTIC
FUNCTION OF THE 3⊗ 3 HORODECKI'S
STATE
As an example we alulate forG = SU(2) the har-
ateristi funtion of the 3 ⊗ 3 PPT entangled state,
disovered by P. Horodeki in Ref. [3℄. Sine any
irreduible representation T of SU(2) × SU(2) is of
the form T = τj1 ⊗ τj2 for some spins j1, j2, all we
need are the matrix elements τ jµν of the orresponding
spin-j representations τj of SU(2). The onrete basis
{eµ} in whih we alulate them is irrelevant for our
purposes, as from Eq. (2) it follows that a hange of
basis: τj1 7→ U1τj1U †1 , τj2 7→ U2τj2U †2 indues only a
loal rotation of the state ̺:
tr
[
̺U1τj1U
†
1⊗U2τj2U †2
]
= tr
[(
U †1⊗U †2̺U1⊗U2
)
τj1⊗τj2
]
,
(A1)
8and the rotated state U †1 ⊗ U †2̺U1 ⊗ U2 is separable
i ̺ is separable. The above remark onerning bases
obviously applies to any kinematial group G.
A onvenient formula for τ jµν an be found, for ex-
ample, in Ref. [29℄:
τ jµν(g) =
1
(j − µ)!
d
j−µ
dzj−µ
∣∣∣∣
0
[
(αz+β)j−ν(−βz+α)j+ν],
(A2)
where µ, ν = −j,−j+1, . . . , j and α, β are the group
parameters:
g =
[
α −β
β α
]
, |α|2 + |β|2 = 1. (A3)
>From Eq. (A2) we immediately see that matrix ele-
ments of the representation τj are homogeneous poly-
nomials of degree 2j in the group parameters. Hene,
matrix elements of τj1 ⊗ τj2 are polynomials of bi-
degree (2j1, 2j2) in (α1, β1), (α2, β2) as mentioned in
Setion II.
The 3⊗ 3 Horodeki's state is given by:
̺ =
1
8a+ 1

a 0 0 0 a 0 0 0 a
0 a 0 0 0 0 0 0 0
0 0 a 0 0 0 0 0 0
0 0 0 a 0 0 0 0 0
a 0 0 0 a 0 0 0 a
0 0 0 0 0 a 0 0 0
0 0 0 0 0 0 1+a2 0
√
1−a2
2
0 0 0 0 0 0 0 a 0
a 0 0 0 a 0
√
1−a2
2 0
1+a
2

,(A4)
where 0 ≤ a ≤ 1. From Eq. (A2) we nd the three
dimensional representation of SU(2):
τ1(g) =
 α2 −αβ β22αβ |α|2 − |β|2 −2αβ
β2 αβ α2
 . (A5)
Inserting Eqs. (A4) and (A5) into Eq. (2), we obtain
the harateristi funtion of the state (A4):
φ̺(g1, g2)=
a
8a+ 1
[
(α21 +
1
2
α1
2)(α22 + α2
2) + (β1β2)
2
+(β1β2)
2 + 4α1β1α2β2 + 4α1β1α2β2
+α1β1α2β2 + α1β1α2β2
+(α21 + α1
2)(|α2|2 − |β2|2)
+(|α1|2 − |β1|2)(α22 + α22) (A6)
+(|α1|2 − |β1|2)(|α2|2 − |β2|2)
]
+
√
1− a2
2
α1
2(β22 + β2
2
) +
1
2
α1
2(α22 + α2
2).
Note that from the fat that the state (A4) is en-
tangled for 0 < a < 1, we obtain through Theorem
1, a highly non-trivial result onerning the funtion
(A6): the funtion (A6) annot be represented as a
onvex mixture of produts of positive denite fun-
tions, depending on parameters (α1, β1), and (α2, β2)
respetively.
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