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Abstract and Overview
This PhD thesis represents work done between Aug. 2003 and Dec. 2006 in Reinhard F.
Werner’s quantum information theory group at Technische Universita¨t Braunschweig,
and Artur Ekert’s Centre for Quantum Computation at the University of Cambridge.
Quantum information science combines ideas from physics, computer science and infor-
mation theory to investigate how quintessentially quantum mechanical eﬀects such as
superposition and entanglement can be employed for the handling and transfer of in-
formation. My thesis falls into the ﬁeld of abstract quantum information theory, which
is concerned with the fundamental resources for quantum information processing and
their interconversion and tradeoﬀs. Every such processing of quantum information can
be represented as a quantum channel: a completely positive and trace-preserving map
between observable algebras associated to physical systems. This work investigates
both fundamental properties of quantum channels (mostly in Chs. 3 and 4) and their
asymptotic capacities for classical as well as quantum information transfer (in Chs. 5
through 8).
Stinespring’s theorem is the basic structure theorem for quantum channels. It implies
that every quantum channel can be represented as a unitary evolution on an enlarged
system. In Ch. 3 we present a continuity theorem for Stinespring’s representation: two
quantum channels are similar if and only if it is possible to ﬁnd unitary implementations
that are likewise similar, with dimension-independent norm bounds. The continuity
theorem allows to derive a formulation of the information-disturbance tradeoﬀ in terms
of quantum channels, and a continuity estimate for the no-broadcasting principle. In
Ch. 4 we will then apply the continuity theorem to give a strengthened no-go proof
for quantum bit commitment, an important cryptographic primitive. This result also
provides a natural characterization of those protocols that fall outside the standard
setting of unconditional security, and thus may allow secure bit commitment. We
present a new such protocol whose security relies on decoherence in the receiver’s lab.
Quantum channel capacities quantify the ultimate physical limits for the faithful trans-
mission of information in the presence of decoherence and noise. Ch. 5 reviews the
capacities of quantum channels for the transfer of both (private) classical and quantum
information, and investigates several variations in the notion of channel capacity.
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Most of the results presented in Ch. 5 are limited to memoryless quantum channels,
which are characterized by the assumption that consecutive channel inputs are acted
on independently. Memory eﬀects are then investigated in detail in Ch. 6. We advertise
a model which is suﬃciently general to encompass all causal automata: every quantum
process in which the outputs up to any given time t do not depend on the inputs at
times t′ > t can be represented as a concatenated memory channel. We also show
that most memory channels are forgetful, in the sense that those channels in which the
eﬀect of the initializing memory dies out as time increases are both open and dense in
the set of memory channels. We then explain how all known coding theorems can be
generalized from memoryless channels to forgetful memory channels. We also present
examples for non-forgetful channels, and derive generic entropic upper bounds on their
capacities for (private) classical and quantum information transfer.
Ch. 7 provides a brief introduction to quantum information spectrum methods as a
promising approach to coding theorems for completely general quantum sources and
channels — without any structural assumptions such as stationarity, ergodicity, or
even causality. We present a data compression theorem for general quantum sources
and apply these results to ergodic as well as mixed (non-ergodic) sources.
Finally, in Ch. 8 we investigate the continuity of distillable entanglement — another key
notion of the ﬁeld, which characterizes the optimal asymptotic rate at which maximally
entangled states can be generated from many copies of a less entangled state. We derive
uniform norm bounds for all states with full support, and we extend some of these
results to quantum channel capacities.
We start in Ch. 1 with a bird’s eye view of quantum information science, motivate
the investigation of quantum channels, and explain the results of this work from a
broader perspective. Ch. 2 then provides a brief introduction to the formalism and
basic tools of quantum information theory, and contains those technical prerequisites
that are common to all of the following chapters. More specialized material (which
is nevertheless well-known in much of the community) is relegated to the Appendix.
This includes entropic information measures and their basic properties (Appendix A),
direct sums and quantum-classical hybrid systems (Appendix B), as well as quasi-local
algebras (Appendix C).
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Chapter 1
Introduction
The purpose of this Chapter is to present the subject of the thesis in the larger context
of quantum information science, and to motivate the investigation of quantum channels,
their properties and capacities.
In Sec. 1.1, we will develop in broad brushstrokes a picture of quantum information
science, before turning to quantum channels in Sec. 1.2. It goes without saying that
this presentation is far from being comprehensive. A more extensive overview of the
ﬁeld can be found in [Pre99, BEZ00, NC00, ATH+01, Key02, Hay06b]. In Sec. 1.3 we
will then brieﬂy highlight the results described in this thesis, and explain how they ﬁt
into the bigger picture. As a guide to the reader, Sec. 1.4 explains the structure of the
thesis and the interrelations between its individual chapters.
1.1 Quantum Information Science
Quantum information science is a young and interdisciplinary research ﬁeld at the
intersection of physics, information theory, and computer science. It attracts a lot
of attention by proposing fascinating new ways of processing information — some of
which outperform all known classical techniques. What is more, it sheds new light
on the fundamental questions that lie at the heart of quantum physics. So what is
quantum information science, and how can it be put to use?
Information is not purely mathematical. Instead it is always carried by physical sys-
tems. In traditional information theory, as founded by Claude E. Shannon [Sha48],
these systems are assumed to obey the laws of classical physics alone. Usually one
considers d-level systems, which can be in any one of d diﬀerent states. An electrical
switch being either on or oﬀ is a simple example of a two-level system, and represents
one bit of information. (This terminology will be explained in Sec. 2.8.)
Quantum information theory deals with those settings in which the carriers are quantum
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particles. A typical carrier of quantum information will now be a two-level quantum
system, consisting, for example, of the ground state and the excited state of an atom,
or the polarization degrees of freedom of a photon. Due to the so-called superposition
principle of quantum mechanics, quantum systems can not only exist in any of the d
individual levels, but also in arbitrary superposition. In analogy to the classical setting,
a quantum mechanical two-level system is said to represent one quantum bit, or qubit.
Following Reinhard Werner’s presentation [Wer01], we may now cast a deﬁnition:
Quantum information is the kind of information that is carried by quantum
systems from the preparation device to the measurement device in a quantum
mechanical experiment.
Is quantum information any diﬀerent from classical information? Much of the success
of Shannon’s classical theory stems from the fact that it does not seem to make any
reference to a speciﬁc carrier, and thus applies to information stored in print, the
electromagnetic signals sent through a wire, or the bytes on a compact disk. Abstraction
from the physical carrier is possible because information can be easily converted back
and forth between all these carriers. But when quantum particles are brought into play,
conversion is no longer feasible: the so-called no-teleportation theorem implies that we
cannot usually convert quantum information into classical information and then back
into the original quantum information. This shows that quantum information is a
truly new kind of information. The no-teleportation theorem can be seen [Wer01] to
be intimately related to the impossibility of copying quantum states, as manifested in
Wootters’s and Zurek’s famous no-cloning theorem [WZ82], and also to the impossibility
of super-luminal communication.
How can one take advantage of this new kind of information? It is probably too early
to give a deﬁnite answer. However, there are a number of interesting proposals for
devices based on the physics of quantum information that might one day outperform
all classical techniques.
One of the most well-known, and at the same time most ambitious of these proposals,
is quantum computation. The basic idea is, loosely speaking, that a quantum computer
can be run on a coherent superposition of all possible classical inputs. This is some-
times called quantum parallelism, and may lead to a fabulous speed-up for certain tasks,
which renders feasible some problems considered intractable by all classical algorithms.
A most impressive example is Peter Shor’s factorization algorithm [Sho94, Sho97], pro-
viding an exponential speed-up over the best known classical algorithms.
Quantum computing could also turn out to be tremendously helpful in the simulation
of quantum systems, and might therefore greatly contribute to the understanding of
complex quantum phenomena. Simulating general quantum systems is notoriously
diﬃcult for classical computers, since the amount of data needed to describe a quantum
system grows exponentially with the size of the system — as opposed to classical
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systems, which scale linearly. In general, storing the quantum state of a system with
n components requires ∼ cn bits of memory, for some constant c, and the speciﬁcation
of unitary operations on such a system requires a further ∼ c2n bits. In contrast, a
quantum computer could possibly perform the same simulation with only ∼ n qubits,
allowing the detailed investigation of quantum mechanical systems that are believed to
be intractable on any classical computer. This was pointed out by Feynman as early
as 1982 [Fey82], and independently by Manin [Man80, Man99].
Another example impressively demonstrating the potentials of quantum information,
in fact a technique much closer to realization in everyday life than quantum compu-
tation, is quantum cryptography: The basic idea is to exploit the quantum mechanical
principle that observation in general disturbs the system being observed, so that an
eavesdropper will either leave a trace, or else obtain no useful information at all. From
this one may conceive protocols to distribute cryptographic keys between two distant
parties without any possibility of a compromise, and security guaranteed by the laws of
quantum physics. The ﬁrst such protocol was invented by Charles Bennett and Gilles
Brassard in 1984, and has been dubbed BB84 protocol [BB84]. A slightly diﬀerent
scheme was proposed independently by Artur Ekert a few years later [Eke91].
The essential resource behind most of the fascinating applications of quantum infor-
mation theory is entanglement, which Erwin Schro¨dinger in a 1935 paper called “not
one but rather the characteristic trait of quantum mechanics, the one that enforces
its entire departure from classical lines of thought” [Sch35a]. Entanglement gives rise
to a sort of non-classical correlations between quantum systems. Entangled objects
behave as if they were connected with each other — no matter how far apart they
are. Interest in entanglement, long regarded as a mere curiosity of quantum mechan-
ics, grew when John Bell predicted [Bel64], and experiments later conﬁrmed [ADR82],
that entangled quantum systems show behavior impossible in a classical world, even
if one would change the laws of physics to try to emulate the predictions of quantum
mechanics within a classical framework of any sort.
That entanglement can be put to use in an information theoretic context can be seen
most impressively in a process called entanglement-assisted teleportation: while we
have argued above that teleportation of quantum states is per se impossible, it may
be realized if only sender and receiver in addition share an entangled pair of particles
[BBC+93]. Entanglement can also assist in the transfer of classical information: if
sender and receiver share entangled pairs of particles, they may transfer two bits of
information per qubit sent, instead of only one, in a process called superdense coding
[BW92].
With the discovery of superdense coding and teleportation, entanglement changed its
role from an oddity to a resource, which is used up in the process and can be character-
ized in quantitative terms. This change of perspective has been imported to quantum
physics by contact with classical information theory, which has always been concerned
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with the interplay and conversion of asymptotic resources. Both superdense coding
and teleportation require entanglement in the form of so-called maximally entangled
qubit pairs, or ebits. They also work with other entangled states, but then the process
becomes less eﬃcient. Entangled states produced in the lab and distributed over long
distances typically come with imperfections, but can often be converted into a smaller
number of ebits with the help of local quantum operations and classical communica-
tion between the sender and the receiver. The maximal asymptotic rate at which noisy
states may be upgraded to maximally entangled states is called distillable entanglement,
and serves as a useful quantitative measure of the amount of entanglement. Other tasks
in which entanglement appears suggest diﬀerent ways of quantifying entanglement, and
still other measures have been introduced simply because they appear natural from a
mathematical point of view, or provide useful bounds on the more operational measures.
The investigation of the zoo of entanglement measures has blossomed into an extremely
rich ﬁeld and has led to signiﬁcant progress in the conceptual and quantitative under-
standing of bipartite entanglement. Entanglement in multipartite systems has a much
richer structure and still presents many challenges for research, but nevertheless has
already found fruitful applications: the investigation of entanglement properties of
inﬁnitely extended lattices such as spin systems of coupled harmonic oscillators has re-
cently led to the development of novel simulation techniques for quantum many-body
systems and resulted in useful generalizations of the density matrix renormalization
group (DMRG) methods [VPC04]. So it seems that insights from quantum informa-
tion science are already beginning to make a signiﬁcant and lasting impact on other
ﬁelds of physics.
So far we have focused almost entirely on the theory side of quantum information
science. But can all these fascinating eﬀects be seen in the lab and exploited for in-
formation processing? The experimental realization of quantum circuits, algorithms,
and communication devices has proven extremely challenging. However, spectacular
progress in the manipulation of individual quantum systems has been made in recent
years, and has already resulted in the implementation of several basic quantum infor-
mation processors. Since the ﬁrst proof-of-principle demonstration by Bennett et al.
[BBB+92], quantum cryptography has quickly evolved into a thriving experimental area
and even a commercial proposition1. Within a decade, it might well be possible to place
sources of entangled photons on satellites to establish global quantum communication
and cryptography networks.
The next application on the horizon is a quantum simulator, which would only require
rather modest control of a few dozen qubits to investigate interesting physical phenom-
ena that no classical computer can simulate. Quantum simulation could prove helpful
in the development of new materials, the accurate description of chemical compounds
1Visit www.idquantique.com, www.magiqtech.com, or www.elsag.it for more information on com-
mercial quantum cryptography.
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and reactions, or even in a better understanding of superconductivity and quantum
chromodynamics.
Much more stringent in comparison are the demands for universal scalable quantum
computing, which requires the coherent control and manipulation of possibly hundreds
of individual qubits, with formidable accuracy. In principle we know how to build such
a quantum computer: we start with simple quantum logic gates and connect them up
into quantum networks. However, the more interacting qubits are involved, the harder
it tends to be to engineer the interaction that would display the desired quantum com-
putation. Several promising model systems for full-scale quantum computation have
been identiﬁed, including nuclear magnetic resonance [DiV95], trapped ions [CZ95],
neutral atoms and cavity QED [Mon02], or quantum dots [LD98], to name just a few.
A number of approaches have demonstrated basic sets of gate operations, and for some
of those systems quantum computation with a few qubits has meanwhile been realized
in the lab. Shor’s algorithm has successfully factorized the number 15 = 3 × 5 on
an NMR quantum computer [VSB+01]. But great challenges remain, and it is prob-
ably too early to decide which techniques will ultimately prevail and how a universal
quantum computer will look like.
Whenever we handle quantum systems, we will inevitably encounter decoherence ef-
fects, which may destroy the precious quantum correlations crucial to all the fascinating
techniques described in this Section. Noise and unwanted interactions with the environ-
ment become a serious problem for large quantum objects and are precisely what makes
a scalable quantum computer so hard to build. As a consequence, error correction is
absolutely essential to the ﬁeld. Of course, noise is a serious problem in the classical set-
ting as well, and there is a well-developed assortment of error-correcting codes to protect
classical information against its depredations. However, these techniques are typically
based on redundancy and therefore involve the copying of information. But copying
of quantum states is forbidden by the no-cloning theorem, so that a direct transfer of
these methods to the quantum domain is impossible. The situation looked pretty bleak
when clever ideas developed independently by Calderbank and Shor [CS96], and Steane
[Ste96] showed how to do quantum error correction without ever learning the states of
the quantum system, or needing to clone them. A simple error correction algorithm
has been demonstrated experimentally on an NMR quantum computer [CMP+98].
1.2 Quantum Channels
Channels are one of the central notions of both classical and quantum information
science. Every processing of quantum information, be it storage or transfer, can be
represented as a quantum channel: a map T :A → B which transforms states (density
matrices) on the sender’s end of the channel into states on the receiver’s end. As
illustrated in Fig. 1.1, we will usually depict such a channel as a box, and the input
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Figure 1.1: A quantum channel T turns density operators on some (classical or quan-
tum) input system A into density operators on some output system B.
and output systems as ingoing and outgoing arrows, respectively. Of course, both the
input and the output system may sometimes be composed out of several (classical or
quantum) subsystems, and we will frequently consider such channels with more than
one input and more than one output system.
The channel concept is completely general and covers every conceivable quantum op-
eration, from state preparations to free or controlled time evolutions to measurements.
Examples for physical implementations of quantum channels include optical ﬁbres,
through which photons travel from the sender to the receiver, or a sequence of laser
pulses addressing a bunch of trapped ions in a quantum computer. However, this is
a thesis in abstract quantum information theory, and hence we will usually not be
concerned with any particular model system, but rather investigate quantum channels
and their properties in full generality. A quantum channel is then simply a map T be-
tween observable algebras associated to physical systems — completely characterized
by its mathematical properties and somewhat detached from any particular physical
implementation.
The abstract approach immediately raises the question which maps T can be interpreted
as a quantum channel. The statistical interpretation of quantum mechanics requires
that T be linear and positive, so that states are mapped to states. Positivity should
still hold true if the channel under consideration is only part of a larger network. In
other words, if id n denotes the noiseless (ideal) channel on an n-dimensional quantum
system, then T ⊗ id n should likewise be positive. The parlance is that T should
be completely positive. Moreover, the channel T should respect the normalization of
density operators, and hence be trace-preserving. In summary, quantum channels are
trace-preserving completely positive linear maps T :A → B between a sender system
A and a receiver system B. A formal deﬁnition along these lines will be presented in
Sec. 2.4.
Stinespring’s famous dilation theorem [Sti55] is the basic structure theorem for quantum
channels: as illustrated later in Fig. 2.1 (cf. Sec. 2.5), it implies that every quantum
channel T :A → B can be composed from the basic operations of (i) tensoring the input
with a second system in a speciﬁed state (usually called the ancilla or environment
system E), (ii) a unitary transformation on the combined input – ancilla system A⊗E ,
followed by (iii) a reduction to the output subsystem B. Every quantum channel can
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thus be thought of as arising from a unitary evolution on a larger (dilated) system.
The growth in size due to the additional ancilla system is the price one has to pay for
the simpliﬁed description of the channel in terms of a unitary rotation. Stinespring’s
dilation not only provides a very neat characterization of the set of permissible quantum
operations, but has also proved a most useful tool in quantum information theory.
Just as a maximally entangled state, a noiseless quantum channel is considered a pre-
cious resource in quantum information science. It allows to send quantum information
undistorted over some distance, or permits to store it faithfully for some period of time.
However, due to detrimental noise eﬀects a perfectly noiseless channel id is seldom avail-
able, and the sender and receiver (conventionally called Alice and Bob, respectively)
will instead be left with some noisy channel T . Very much in parallel to entanglement
distillation protocols described in Sec. 1.1, they may then try to upgrade their noisy
resource T with the help of some redundancy and general encoding and decoding op-
erations. The quantum channel capacity Q(T ) quantiﬁes how well this can be done: it
is the maximal number of qubit transmissions per use of the channel T , taken in the
limit of long messages and using error correction techniques asymptotically eliminating
all transmission errors. The concept will be investigated in detail in Ch. 5. We can
also apply the quantum channel T to send classical information only, resulting in the
capacity C(T ) ≥ Q(T ). The investigation of the classical information capacity C(T )
has been pioneered by Alexander Holevo [Hol73] and predates the study of quantum
information transfer by roughly a quarter century.
1.3 What this Thesis is About: a Preview
This thesis investigates both fundamental properties of quantum channels and their
asymptotic capacities for classical and quantum information transfer. It combines tech-
niques from the theory of operator algebras and completely positive maps with ideas
from cryptography and information theory. In this Section we will present the results
of this work in the larger context of quantum information science.
As explained in Sec. 1.2, Stinespring’s dilation theorem is the basic structure theorem
for quantum channels. In Ch. 3 we will prove a continuity theorem for Stinespring’s
representation: two quantum channels T1 and T2 are similar iﬀ we can ﬁnd unitary
implementations that are likewise similar. The explicit norm bounds that we derive in
Ch. 3 have the welcome property of being completely independent of the dimension of
the underlying physical systems. This makes the theorem ideally suited for applications
in which this dimension is large or possibly unknown.
The ancilla system in Stinespring’s theorem can be interpreted as the environment of
the physical system under investigation, and provides a complete description of the
external inﬂuence on the quantum dynamics. To any channel T ≡ TB:A → B we may
then associate a complementary channel TE , in which the roles of the output system
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B and the environment system E are interchanged. TE describes the information ﬂow
from the input system to the environment. Since complementary channels share a
common Stinespring representation, the continuity theorem allows to conclude that two
quantum channels are similar iﬀ their complementaries are similar. The complementary
channel of the noiseless channel id is the completely depolarizing channel, whose output
is completely uncorrelated with the input. Applied to this pair of complementary
channels, the continuity theorem allows to conclude that a quantum channel T releases
little information to the environment E iﬀ nearly all the information can be retrieved
from the output system B. This result provides quantitative bounds for the information-
disturbance tradeoﬀ, which lies at the heart of quantum physics and explains why
quantum information behaves so fundamentally diﬀerent from its classical counterpart.
We can also apply the theorem to channels with several outputs, resulting in continuity
bounds for the no-cloning principle.
The continuity theorem can also be applied in a cryptographic setting: we show in
Ch. 4 how it allows to derive a strengthened no-go proof for classical and quantum bit
commitment — a cryptographic primitive involving two mistrustful parties, Alice and
Bob. Alice is supposed to submit an encoded bit of information to Bob in such a way
that Bob has almost no chance to identify the value of the bit before Alice later decodes
it for him, whereas Alice has almost no way of changing the value of the bit once she
has submitted it. The setting may appear slightly artiﬁcial, but bit commitment does
have immediate practical applications and is also known to be an important building
block for other cryptographic tasks: it allows to implement secure oblivious transfer,
which in turn is enough to establish secure two-party computation. Yet all known
bit commitment protocols rely on technological constraints — usually on unproven
assumptions that certain computations are hard to perform. Cryptographers have
long known that unconditionally secure bit commitment (without such technological
constraints) cannot be implemented in a classical world.
For quite some time after the invention of unconditionally secure quantum key distribu-
tion [BB84, Eke91], there was widespread hope in the community that quantum physics
might do the same for bit commitment. The future of quantum cryptography looked
very bright until Lo and Chau [LC97], and independently Mayers [May97] realized that
under very general premises bit commitment remains impossible even if Alice and Bob
are allowed to perform arbitrary quantum operations in their respective labs. How-
ever, the Lo-Chau-Mayers no-go result has continually been being challenged. Some
researchers have argued that their proof is not general enough to cover all realistic
bit commitment scenarios, and several protocols have subsequently been proposed and
claimed to circumvent their no-go theorem. These protocols seek to strengthen Bob’s
position with the help of ‘secret parameters’ or ‘anonymous states’, so that Alice lacks
some information to cheat successfully.
The continuity theorem allows to derive a strengthened no-go theorem which shows the
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insecurity of all such anonymous state protocols. Quantum bit commitment remains
impossible for ultimately much of the same reason why purely classical protocols are
insecure: if Bob has little information about the value of the committed bit, then he has
little means to make sure that Alice sticks to her choice. However, turning this simple
idea into a rigorous no-go proof in a quantum setting that allows arbitrary rounds of
local operations and classical and quantum communications is far from straightforward.
The no-go proof that we present in Ch. 4 also provides a natural classiﬁcation of
those protocols that fall outside the standard setting of unconditional security, and
hence may support secure bit commitment. We present a new such protocol whose
security relies on decoherence in Bob’s lab. Hence, paradoxically, hampering the weaker
partner can sometimes lead to successful protocols. Our scheme explores an interesting
quantum mechanical eﬀect that has no classical analogue: the distinction between the
local erasure of information and the destruction of quantum correlations. Once again,
entanglement proves a precious resource.
Ch. 5 investigates capacities for classical and quantum information transfer in a mixture
of review and new results. As explained in Sec. 1.2, channel capacities are one of the
central notions of the ﬁeld and quantify the ultimate physical limits for the amount
of information that can be sent undistorted through noisy quantum channels. We
present several variations in the notion of quantum capacity, and show that they lead
to equivalent deﬁnitions.
In remarkable contrast to Shannon’s purely classical theory, quantum channel capacities
(for both classical and quantum information) can be signiﬁcantly enhanced by addi-
tional resources, such as classical side communication and free entanglement shared
between sender and receiver. Quantum information theory (sometimes also called
quantum Shannon theory, since the former term is frequently applied to the theoretical
branch of quantum information science as a whole) is concerned with the interplay
and tradeoﬀ of all these basics resources, which are in one-to-one correspondence with
elementary information-theoretic tasks: sending a unit of quantum (qubit) or classical
(cbit) information, sharing the random outcome of a fair coin toss (rbit), or sharing a
maximally entangled state (ebit) are the most important ones. Quantum key distribu-
tion shows how ebits allow to establish private correlations between two distant parties,
but we can also consider private resources directly, such as sending a private classical
bit (pbit) or sharing a bit of secret random key (kbit). All these resources are known
to be incomparable, but their rates of interconversion are only partly understood. Due
to the abundance of inequivalent resources, quantum information theory is much richer
than its classical counterpart — a fascinating ﬁeld with plenty of room for stunning
discoveries [DHW05].
Like most of the work in quantum information theory, the overview we present in Ch. 5
is restricted to memoryless channels, in which consecutive channel inputs are acted on
independently. Mathematically, this means that messages of n symbols are processed
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by the tensor product channel T⊗n. The assumption of having uncorrelated noise
considerably simpliﬁes the theoretical analysis, but can often hardly be justiﬁed. In
Ch. 6 we present a general model for quantum channels with memory. We then prove
a structure theorem which shows that despite its simplicity, our model is suﬃciently
general to encompass every reasonable physical process: every causal automaton, which
turns an inﬁnite string of input states into an inﬁnite string of output states in such
a way that outputs up to some time t do not depend on inputs at times t′ > t can
be represented as a concatenated memory channel. Capacities for memory channels
can be deﬁned along the lines familiar from the memoryless setting described in Ch. 5.
However, unlike in the memoryless case we also need to specify how to handle the initial
and ﬁnal memory state of each block. In particular, we need to distinguish setups in
which either the sender or a malicious third have control of the initial memory state.
In general, these distinctions lead to inequivalent capacity concepts. Luckily, these
additional complications do not usually occur: we will show that for most memory
channels the inﬂuence of the initializing memory dies out as time increases. The set
of such forgetful channels is open and dense in the set of memory channels, so the
non-forgetful channels are the exceptional cases. We also show in Ch. 6 how coding
theorems can be transferred from the memoryless setting to derive entropic expressions
for the (private) classical and quantum capacity of forgetful quantum channels. For
non-forgetful channels, only entropic upper bounds on the channel capacities are known.
The results described in Ch. 6 are limited to stationary causal channels and rely to a
large extend on techniques originally developed for memoryless channels. A completely
diﬀerent approach to coding for non-i.i.d. states and channels is presented in Ch. 7:
the so-called quantum information spectrum methods do not require any structural
assumptions such as stationarity, ergodicity, or even causality, and in principle allow
to derive coding theorems for completely general quantum sources and channels. The
necessary techniques are under active development and still hold many challenges for
future research — even in the purely classical case. The main result in Ch. 7 is a
quantum data compression theorem, which gives the ultimate bounds for the faithful
compression and decompression of quantum information.
Finally, in Ch. 8 we come back to entanglement as the basic resource in quantum
information science. As explained in Sec. 1.1, distillable entanglement quantiﬁes the
maximum asymptotic rate at which ebits may be distilled from many copies of a noisy
quantum state. In Ch. 8 we show that distillable entanglement is uniformly continu-
ous on the set of states with full support — and probably on the entire state space.
Hence, if two states are almost indistinguishable then they contain similar amounts
of distillable entanglement. Since any state preparation in the lab necessarily involves
some ﬁnite errors, such a continuity property is crucial for an unambiguous operational
interpretation of the distillable entanglement. Our results also imply that the quantum
channel capacity assisted by two-way classical side communication is continuous in the
neighborhood of all channels with vanishing capacity.
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1.4 A Guide to the Reader
It will be evident from the preview given in Sec. 1.3 that the following chapters contain
results from rather disparate subﬁelds of quantum information science: the theory of
completely positive maps, quantum cryptography, quantum Shannon theory, and en-
tanglement theory — all combined under the overarching concept of quantum channels
and their properties. Most chapters concentrate on one single topic and are rather self-
contained. Ch. 4 on quantum bit commitment clearly depends on the results of Ch. 3
on the continuity of Stinespring’s representation. The ﬁnal three chapters all rely to a
lesser extent on the general theory of asymptotic resources, as introduced in Ch. 5.
The general theory of states and channels that forms the common framework for all
these results is explained in some detail in Ch. 2. More specialized material that is only
relevant to individual sections can be found in the Appendix. Appendix A gives an
overview of the most important entropic information measures that appear as asymp-
totic rate functions in Chs. 5 through 8. Appendix B contains a brief summary of direct
sums and quantum-classical hybrid systems, tailored towards the general description
of quantum bit commitment protocols in Ch. 4. Finally, Appendix C collects the nec-
essary background on the description of quantum spin chains in terms of quasi-local
algebras and is essential to the understanding of the structure theorem for quantum
memory channels in Ch. 6. The chart in Fig. 1.2 illustrates the structure of the thesis
and the interrelations between its individual chapters.
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Figure 1.2: How to read this thesis — the individual chapters and their interdependence.
12
Chapter 2
Basic Concepts
In this Chapter we will brieﬂy review the mathematical framework in which the theory
of quantum information (and, in fact, classical information as well) are formulated.
Though later we will be primarily concerned with quantum information, our description
applies to both the classical and the quantum setting. As a consequence, on the one
hand the theory comprises state preparations and measurements in a uniﬁed way, and
on the other hand, also applies to the transfer of classical information via quantum
channels as well as via purely classical channels.
We will start in Sec. 2.1 by explaining how to describe physical systems serving as
carriers of information, and the preparations and measurements performed on these
systems. Composite systems will be investigated in Sec. 2.2, and their classical and
quantum correlations will be studied in Sec. 2.3. Channels will then be rigorously in-
troduced in Sec. 2.4 as a comprehensive concept of information transfer and processing.
Sec. 2.5 is entirely devoted to Stinespring’s dilation theorem. When applied to quantum
states, Stinespring’s theorem yields the GNS-representation, which is instrumental in
the proof of the fundamental structure theorem for observable algebras. This will be
explained in Sec. 2.6. Finally, in Sec. 2.7, we will show how to appropriately evaluate
the distance between quantum channels, as well as between quantum states. In fact,
the term information itself requires some explanation, which will be given in Sec. 2.8.
We will restrict the discussion to those fundamental concepts that provide the common
basis for all the later chapters. More specialized material that will only be instrumental
to certain sections will be relegated to later sections and the appendix. This includes an
overview of entropic information measures (Appendix A), direct sums and their role for
the characterization of algebraically encoded classical information (Appendix B), as well
as the description of quantum spin chains in terms of quasi-local algebras (Appendix C).
Our presentation in this Chapter will neither be exhaustive nor completely self-contained.
For the sake of brevity, proofs are generally omitted, and we usually restrict the dis-
cussion to ﬁnite-dimensional quantum systems, since this is the standard setting for
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most of quantum information science. A more complete overview of the mathematical
foundations of quantum information theory may be found in [Wer01] and [Key02], as
well as in the textbooks by Nielsen and Chuang [NC00] and Hayashi [Hay06b].
2.1 Systems
Classical as well as quantum information theory are statistical (as opposed to deter-
ministic) theories, and their predictions can only be tested if the same experiment is
repeated again and again, and the relative frequencies of the outcomes are calculated.
In these experiments, physical systems serve as the carriers of information. These sys-
tems obey the laws of either classical or quantum physics, and the information theory
that results will accordingly be either classical or quantum. Any statistical experiment
consists of two diﬀerent types of procedures: ﬁrst, a preparation procedure, in which a
physical system is prepared in a certain state, and second, a registration procedure, in
which a certain observable is measured.
A mathematical description of such a twofold setup then naturally consists of two sets,
S and E , and a map
S × E ∋ (̺,A) 7→ ̺(A) ∈ [0, 1]. (2.1)
The elements of S describe the states, i. e., preparations of the system, while the el-
ements of E are the so-called effects, which represent all yes/no measurements that
can be performed on the systems. The probability to obtain the result “yes” when
measuring the eﬀect A on a system prepared in the state ̺ is then given by ̺(A).
2.1.1 Observable Algebras
The systems we want to describe are either classical or quantum, or hybrids composed
of a classical part and a quantum part. A mathematical framework to cover all these
settings is the theory of operator algebras, as presented, for instance, in Bratteli’s and
Robinson’s two-volume text [BR87, BR97].
Every system can be completely characterized by its observable algebra A, which can
be an arbitrary C∗-algebra with identity 1A. The operations making up the abstract
structure of C∗-algebras are inspired by those known from algebras of bounded opera-
tors B(H) on some Hilbert spaceH. In fact, every such operator algebra is a C∗-algebra,
and conversely, every abstract C∗-algebra is isomorphic to a norm-closed self-adjoint
algebra of bounded operators on some suitably chosen Hilbert space. More details on
this fundamental structure theorem for C∗-algebras will be provided in Sec. 2.6 below.
A C∗-algebra A is a vector space on the complex numbers C which is equipped with a
product A ×A ∋ A × B 7→ AB ∈ A. The product is assumed to be distributive and
associative, but not necessarily commutative. In addition, A has an adjoint operation
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(also called star operation or involution) A ∋ A 7→ A∗ ∈ A. This is conjugate linear (or
anti-linear), i. e., (αA+ βB)∗ = αA∗+ βB∗ for all A,B ∈ A and α, β ∈ C, and has the
properties A∗∗ = A and (AB)∗ = B∗A∗. Physicists often write A+ or A† instead of A∗.
Besides, there is a norm ‖ · ‖∞ on A which associates a non-negative number ‖A‖∞ to
every A ∈ A such that ‖A‖∞ = 0 implies A = 0. With respect to the algebraic prop-
erties of A, the norm satisﬁes the equality ‖αA‖∞ = |α| ‖A‖∞, the triangle inequality
‖A+B‖∞ ≤ ‖A‖∞ + ‖B‖∞, and the product inequality ‖AB‖∞ ≤ ‖A‖∞ ‖B‖∞ for all
A,B ∈ A and α ∈ C. In addition, we have ‖A∗A‖∞ = ‖A‖2∞.
An identity 1A of a C∗-algebra A is an element of A such that 1AA = A = A1A for
all A ∈ A. A C∗-algebra can have at most one identity. However, not all algebras come
equipped with an identity. The absence of an identity can complicate the structural
analysis, but these complications are always easily avoided by embedding A in a larger
algebra A˜ which has an identity. Here we will always assume that A possesses an
identity. Unless the algebra is identically zero, we then have ‖1A‖∞ = 1.
The commutant A′ of a C∗-algebra A ⊂ B(H) is deﬁned as the sub-algebra of all
operators B ∈ B(H) that commute with A,
A′ := {B ∈ B(H) | AB = BA ∀ A ∈ A}. (2.2)
Quantum information theory is primarily concerned with ﬁnite-dimensional systems.
The structure theorem implies that every ﬁnite-dimensional C∗-algebra can be seen as
a direct sum of matrix algebras. A quantum d-level system (d < ∞) is given by the
choice A = Md, which denotes the algebra of complex (d× d) matrices. Here we have
only one direct summand. The famous qubit systems correspond to the choice d = 2.
At the other extreme we have the classical systems, for which every summand is one-
dimensional, and all operators in A commute, A ⊂ A′. Such an algebra is called
commutative or Abelian. In this case A can be viewed as the algebra of complex-valued
functions on the set {1, ..., d}. This algebra will be denoted by Cd. A classical bit
corresponds to the choice d = 2. Sometimes it is notationally convenient to use labels
other than 1, ..., d for the classical state space. We will then write CX for the set of
complex-valued functions on some ﬁnite set X.
2.1.2 States and Effects
Once the observable algebra is known, there is a systematic way to derive the states,
S, the eﬀects, E , and the map (̺,A) 7→ ̺(A) ∈ [0, 1].
Recall that an element A of the C∗-algebra A is called positive iﬀ it can be written in
the form A = B∗B for some B ∈ A. We then write A ≥ 0. By A∗ we conventionally
denote the dual space of A, i. e., the set of all linear functionals on A. The states are
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now given by the positive normalized linear functionals on A,
S(A) := {̺ ∈ A∗ | ̺ ≥ 0, ̺(1A) = 1} , (2.3)
where ̺ ≥ 0 means that ̺(A) ≥ 0 for all 0 ≤ A ∈ A. The eﬀects, in contrast, are
given by
E(A) := {A ∈ A | 0 ≤ A ≤ 1A} , (2.4)
and the probability to measure the eﬀect A in the state ̺ is simply ̺(A).
The sets S(A) and E(A) are convex, i. e., if ̺, σ ∈ S(A), then λ̺ + (1− λ)σ ∈ S(A)
whenever λ ∈ [0, 1], and accordingly for E(A). A distinguished role is played by the
extremal points of a convex set, i. e., those points τ that do not admit a proper convex
decomposition:
τ = λ̺ + (1− λ)σ =⇒ λ = 0 ∨ λ = 1 ∨ τ = ̺ = σ. (2.5)
The extremal points of S(A) are pure states, which contain as little randomness as
possible, and those of E(A) are the so-called propositions, which are those eﬀects that
register a property with certainty.
2.1.3 Quantum Systems
As noted in Sec. 2.1.1, quantum d-level systems are described by the choice A =
B(Cd) = Md, where by B(H) we conventionally denote the set of bounded linear
operators on the Hilbert space H. The algebra B(Cd) is itself a Hilbert space when
equipped with the Hilbert-Schmidt inner product, 〈A|B〉 := tr(A∗B) for all operators
A,B ∈ B(Cd). Each linear functional ̺ ∈ B∗(Cd) can be expressed in terms of a trace
class operator ˜̺ such that
̺(A) = tr(˜̺A) ∀ A ∈ B(Cd). (2.6)
It is obvious that by Eq. (2.6) each ˜̺ deﬁnes a unique linear functional ̺ on B(Cd). On
the other hand, starting with a given functional ̺ we can recover the matrix elements
of ˜̺ by ˜̺jk = tr(˜̺ |j〉〈k|) = ̺(|j〉〈k|), where {|j〉〈k|}dj,k=1 denotes the canonical basis
of B(Cd). A state ̺ is pure iﬀ the corresponding trace-class operator ˜̺ is a rank one
projection: ˜̺ = |ψ〉〈ψ| for some ψ ∈ Cd. Positivity of the functional ̺ corresponds to
positivity of the operator ˜̺, and the normalization of ̺ translates into the condition
1 = tr(˜̺) = ̺(1Cd).
In the following, for simplicity we will usually drop the tilde, and thus identify the trace
class operator ˜̺ with the corresponding linear functional ̺. The state space S(Md)
can then be readily identiﬁed with the set of (d× d) density matrices, as customary in
quantum mechanics.
The neat and useful one-to-one correspondence between states and density operators
fails to hold for inﬁnite-dimensional Hilbert spaces H: there are always positive linear
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functionals on B(H) which cannot be represented as trace-class operators [Seg47]. The
dual space of the trace-class operators are the compact operators on H, not the full
algebra H (cf. [RS80], Th. VI.26). The states that do allow a tracial representation are
called normal. A positive functional ω:B(H)→ C is normal iﬀ limn→∞ ω(An) = ω(A)
for every sequence (An)n∈N of norm-bounded increasing operators with least upper
bound A ∈ B(H) (cf. [Dav76], Ch. 1.6). We usually write B∗(H)(⊂ B∗(H)) for the
normal states on the Hilbert space H.
2.1.4 Classical Systems
As mentioned above, the observable algebra of a classical system is the space CX of
complex-valued functions on the ﬁnite set X, |X| = d < ∞. In order to interpret
this as an operator algebra acting on a ﬁnite-dimensional Hilbert space H, we choose
a ﬁxed orthonormal basis {|x〉}dx=1 in H := Cd, and we identify the function f ∈ CX
with the operator fˆ :=
∑d
x=1 f(x) |x〉〈x| ∈ B(H). Hence CX can be thought of as the
algebra of diagonal (d× d) matrices.
From Eq. (2.4) we see that f ∈ CX is an eﬀect iﬀ 0 ≤ f(x) ≤ 1 ∀ x ∈ X. Physically,
we can interpret f(x) as the probability that the eﬀect f registers the elementary event
x ∈ X. Besides, p ∈ E(CX) is a proposition iﬀ p(x) ∈ {0, 1} for all x ∈ X.
Since CX is ﬁnite-dimensional, it is naturally isomorphic to its dual C∗X : each linear
functional ̺ ∈ C∗X is in one-to-one correspondence with the function x 7→ ̺x := ̺(|x〉〈x|),
and writing shorthand fx ≡ f(x) we have ̺(f) =
∑d
x=1 fx ̺x. As in the quantum
setting we will identify the function x 7→ ̺x with the functional ̺, and use the same
symbol for both.
Positivity of ̺ ∈ C∗X is equivalent to the requirement that ̺x ≥ 0 ∀ x ∈ X, and
the normalization becomes 1 = ̺(1CX ) = ̺(
∑d
x=1 |x〉〈x|) =
∑d
x=1 ̺x. Hence, the
state ̺ ∈ C∗X corresponds to a discrete probability distribution {̺x}dx=1, and ̺x is
the probability that the elementary event x occurs when the system is in the state
̺. More generally,
∑d
x=1 fx ̺x is the probability to measure the eﬀect f when the
system is prepared in the state ̺. The pure states of the system are the Dirac measures
{δx}x∈X , with δx(|y〉〈y|) := δxy, the Dirac delta function.
2.1.5 Observables
Up to now we have discussed only yes/no measurements. We will now show how to
build up from them more general observables taking their values in a ﬁnite set X.
Such an observable E may be thought of as a map X ∋ x 7→ Ex ∈ E(A), where
A is the observable algebra of the system under consideration, and Ex is true if x is
measured, and false otherwise. If the measurement is performed on systems in the state
̺, px := ̺(Ex) denotes the probability to obtain the outcome x ∈ X. Hence {px}x∈X
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should be a probability distribution on X, which is to say that E should be a so-called
positive operator-valued measure on X:
Definition 2.1. (Positive Operator-Valued Measure)
For an observable algebra A and a finite set X, a collection E = {Ex}x∈X of effects
in A is called a positive operator-valued measure (POVM) on X iff ∑x∈X Ex = 1A
holds. Iff all effects Ex are projections, i. e, E
∗
x Ex = Ex ∀ x ∈ X, E is called a
projection-valued measure.
In standard quantum mechanics all observables are described by self-adjoint operators
on some Hilbert space H. How does this ﬁt into the concept of observables just devel-
oped? By the spectral theorem (cf. [RS80], Th. VIII.6), every self-adjoint operator A
on the ﬁnite-dimensional Hilbert space H has the form
A =
∑
λ∈σ(A)
λPλ, (2.7)
where σ(A) denotes the spectrum of A, i. e., the set of eigenvalues λ of A, and Pλ denotes
the projection on the corresponding eigenspace. Consequently, there is a projection-
valued measure P = {Pλ}λ∈σ(A) associated to every self-adjoint operator A, which is
conventionally called spectral measure of A. It is characterized by the property that the
expectation value
∑
λ∈σ(A) λ̺(Pλ) of A in the state ̺ is given by ̺(A) = tr(̺A), as
familiar from the standard formulation of quantum mechanics. Hence, the traditional
way of deﬁning observables in quantum mechanics nicely ﬁts into our scheme, but only
covers the projection-valued case. For this reason, general positive operator-valued
measures are sometimes called generalized observables.
2.2 Composite Systems
While single qubits are certainly interesting, truly fascinating behavior arises when
several qubits are brought together. It is here that entanglement enters the stage,
which is one of the characteristic traits of quantum mechanics that make quantum
physics so diﬀerent from classical physics, and is the essential resource behind most
of the astonishing features of quantum information science. Since entanglement is a
multi-system phenomenon, the description of composite quantum systems is essential
to the ﬁeld, and is precisely what this section is about.
For simplicity we will only be concerned with systems consisting of two subsystems,
the generalization to multi-partite systems being straightforward. We will follow the
scheme introduced in the previous section and talk about systems and subsystems in
terms of their observable algebras, in a way which applies to quantum, classical, and
hybrid systems alike.
2.2. COMPOSITE SYSTEMS 19
Given two systems with observable algebras A and B, the observable algebra of the
composite system is then simply given by the tensor product A⊗ B,
A⊗ B := span {A⊗B | A ∈ A, B ∈ B} . (2.8)
The tensor product is a vector space, and can be promoted to a C∗-algebra by deﬁning
(A1 ⊗B1) (A2 ⊗B2) := (A1A2)⊗ (B1B2) and (2.9)
(A1 ⊗B1)∗ := A∗1 ⊗B∗1 (2.10)
for operators Ai ∈ A, Bi ∈ B, i = 1, 2. Thus, 1A⊗B = 1A ⊗ 1B.
The physical interpretation of a composite system A ⊗ B in terms of states, eﬀects,
and general observables is straightforward: when Eα ∈ A and Eβ ∈ B are eﬀects on
the observable algebras A and B, respectively, Eα ⊗ Eβ is an eﬀect on the product
algebra A ⊗ B, and is interpreted as the joint measurement of Eα on the ﬁrst and
Eβ on the second subsystem, where the outcome is interpreted as “yes” if both eﬀects
have the outcome “yes”. In particular, Eα ⊗ 1B corresponds to measuring the eﬀect
Eα on the ﬁrst subsystem while completely ignoring the second. For any given state
̺ ∈ A∗ ⊗B∗, we may therefore deﬁne the restriction ̺A of ̺ to the ﬁrst subsystem by
setting ̺A(A) := ̺(A⊗1B) ∀ A ∈ A, and analogously for ̺B. In the classical case the
probability density ̺A is obtained by summing (or integrating) out the B system. In
the (ﬁnite-dimensional) quantum case this corresponds to partial tracing of the density
matrices, where the partial trace, trB̺, is deﬁned on product states by
trB(̺A ⊗ ̺B) := tr(̺B) ̺A, (2.11)
for ̺A ∈ A∗, ̺B ∈ B∗, and linearly extended to A∗ ⊗ B∗.
Before we leave this section, we will explore in a little more detail the product algebras
that arise from composition in the classical, quantum, and hybrid case. For two classical
factors, CX ⊗ CY with ﬁnite sets X and Y , a basis is given by the tensor products of
the basis elements, {ex⊗ ey | x = 1, ..., |X|; y = 1, ..., |Y |}, and thus f ∈ CX ⊗CY may
be given the expansion
f =
|X|∑
x=1
|Y |∑
y=1
fxy ex ⊗ ey . (2.12)
Consequently, f can be identiﬁed with a function fxy on the Cartesian product X ×Y ,
implying CX ⊗ CY ≃ CX×Y . In other words, states and observables of the composite
system CX⊗CY are, in accordance with classical probability theory, given by probability
distributions and random variables on the Cartesian product X × Y .
Very similarly, in the purely quantum case we can expand in matrix units to obtain
(A⊗B)αα′ββ′ = Aαα′ Bββ′ , and hence B(HA)⊗ B(HB) ≃ B(HA ⊗HB).
Now come the hybrid systems consisting of both a classical and a quantum subsystem.
They can be approached in two equivalent ways: Suppose we only know that the ﬁrst
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subsystem is classical, without further assumptions on the nature of the second, i. e.,
we have at hand a system CX ⊗ B with some ﬁnite set X and some ﬁnite observable
algebra B. Then every element W ∈ CX ⊗ B can be expanded in the form
W =
|X|∑
x=1
ex ⊗Bx (2.13)
with Bx ∈ B ∀ x = 1, ..., |X|. Therefore, CX ⊗ B can be represented as the set of
B-valued functions on X.
Equivalently, assume we only know that B = Md is the algebra of complex (d × d)
matrices, d < ∞, and don’t have any further knowledge about the ﬁnite-dimensional
algebra A. We may then expand W ∈ A⊗Md in matrix units to ﬁnd
W =
d∑
β=1
d∑
β′=1
Aββ′ ⊗ eββ′ , (2.14)
where Aββ′ ∈ A ∀ β, β′ = 1, ..., d. We can thus identify A ⊗Md with the space of
(d × d) matrices with entries from A. Employing the relation eαβ eνµ = δβν eαµ, it
can be readily veriﬁed that the product in A ⊗Md corresponds to the usual matrix
multiplication, with due care given to the order of factors in products if A happens not
to be Abelian. The adjoint is given by (A∗)αβ = (Aαβ)∗ for any A ∈ A.
In summary, our discussion shows that a hybrid algebra CX⊗Md with ﬁnite set X and
d <∞ can be interpreted either as the algebra ofMd-valued functions on X, or as the
algebra of CX-valued (d× d) matrices.
2.3 Correlations and Entanglement
In this Section we will investigate in some more detail the structure of states on bipartite
quantum systems A⊗B, and we will brieﬂy discuss the unfamiliar correlations that can
sometimes exist between two spatially separated quantum systems and are responsible
for most of the fascinating phenomena in quantum information science.
However, for ease of comparison we start our discussion with the hybrid systems, in
which A = CX is a classical |X|-level system, and B is some (classical or quantum or
hybrid) observable algebra. We know from Sec. 2.1.4 that there exists some orthonormal
basis {|x〉〈x|}|X|x=1 such that every A ∈ A can be given the expansion A =
∑
x ax |x〉〈x|.
Given a quantum state ̺ ∈ A∗ ⊗ B∗, we can now deﬁne quantum states ̺Ax ∈ A∗ and
̺Bx ∈ B∗ by setting
̺Ax (A) := 〈x|A|x〉 ∀ A ∈ A , (2.15)
̺Bx (B) :=
1
λx
̺(|x〉〈x| ⊗B) ∀ B ∈ B , (2.16)
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where λx := ̺(|x〉〈x| ⊗ 1B). Since ̺ is a quantum state, {λx}x is a classical probability
distribution. For any A ∈ A and B ∈ B we now have
̺(A⊗B) =
|X|∑
x=1
ax ̺(|x〉〈x| ⊗B) =
|X|∑
x=1
λx ̺
A
x (A) ̺
B
x (B) , (2.17)
and hence every state ̺ ∈ A∗ ⊗B∗ can be written in the form ̺ =∑x λx ̺Ax ⊗ ̺Bx . We
summarize this important result as
Proposition 2.2. (Classical-Quantum States)
Every state ̺ ∈ A∗ ⊗ B∗ with a classical system A = CX is of the form
̺ =
|X|∑
x=1
λx ̺
A
x ⊗ ̺Bx , (2.18)
where ̺Ax and ̺Bx are quantum states on A and B, respectively, and {λx}x is a classical
probability distribution.
The states of the form Eq. (2.18) can be thought of as being prepared in the following
way: conditioned on the outcome of a classical random generator with distribution
{λx}x, Alice and Bob prepare the states ̺Ax and ̺Bx in their respective (possibly distant)
labs. Hence, any state of the form Eq. (2.18) can be prepared by local operations (on
Alice’s and Bob’s respective subsystems) and classical communication (LOCC).
Now if both A and B are quantum system, the states on the composite system A⊗B can
still be correlated in the way just described. But remarkably, it is no longer true that
all states on A⊗ B are of this form: If ̺ ≡ |ψ〉〈ψ| is pure and has the form Eq. (2.18),
it needs to be a product state, i. e., |ψ〉 = |ψA〉 ⊗ |ψB〉. However, it is easily seen that
the two-qubit state |Ω〉 := 1√
2
(|00〉 + |11〉) cannot be decomposed in this way, and the
same is true for most other states. The states that can be given a representation of the
form Eq. (2.18) are called separable; all other states are called entangled [Wer89]:
Definition 2.3. (Separability vs. Entanglement)
Let A and B be arbitrary observable algebras. A bipartite state ̺ ∈ A∗ ⊗ B∗ is called
separable (or sometimes classically correlated) iff there exists a probability distribution
{λx}x and states ̺Ax ∈ A∗ and ̺Bx ∈ B∗ such that
̺ =
∑
x
λx ̺
A
x ⊗ ̺Bx . (2.19)
Otherwise, the state ̺ is called entangled.
If there is only one summand in the representation Eq. (2.19), the state ̺ is usually
called uncorrelated, or a product state. We have seen that separable quantum states
show classical correlations which can be interpreted as arising from classical random
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generators and local operations alone. (This does not mean that the state under con-
sideration has actually been prepared in this way, just that this could have been the
preparation mechanism.) For entangled states, such an interpretation is no longer fea-
sible. The statistics of an entangled state ̺ ∈ A∗⊗B∗ cannot be described by assigning
individual properties to the subsystems A∗ and B∗. In a way, the whole is more than
the sum of its parts.
Einstein, Podolsky, and Rosen [EPR35] were the ﬁrst to realize that quantum physics
comes with unfamiliar correlations that have no classical interpretation or counterpart
— a realization that led them to reject quantum mechanics as a whole, despite its
remarkable success. Schro¨dinger shared their discomfort, and it was in response to
the EPR paper that he coined the term entanglement (and its German equivalent,
Verschra¨nkung) for those strange non-classical correlations [Sch35a, Sch35b]. For much
of the rest of the century, entanglement was mostly seen as an oddity. This view changed
completely with the discovery of entanglement-based quantum key distribution [Eke91],
dense coding [BW92], and quantum teleportation [BBC+93]. It was suddenly realized
that entanglement could be put to use as a powerful resource, enabling fascinating
applications beyond anything that could be done with classical systems alone. With
the advent of quantum information science, the study of entanglement has blossomed
into an extremely active and rich ﬁeld. Despite considerable progress in the conceptual
understanding of entanglement, some of the basic questions still remain unsolved —
even in the bipartite case. We refer to the reviews [Bru02, Wer06a, Wer06b, PV07] for
an overview of the current status and recent developments.
Def. 2.3 merely allows us to decide whether a given state ̺ is entangled or not (at
least in principle — to decide whether ̺ can be given the decomposition Eq. (2.19) is
actually a highly nontrivial problem, even for small systems). But as with any resource,
we would rather like to have a quantitative measure for the amount of entanglement.
A large variety of such entanglement measures have been suggested. Some of them
have a direct physical interpretation, whereas others are purely axiomatic. Distillable
entanglement is one of the most important operational measures, and will be discussed
in more detail in Ch. 8. We again refer to the reviews [Bru02, Wer06b, PV07] for an
overview of the zoo of entanglement measures.
In this Section we will restrict our discussion to entanglement ordering, i. e., statements
of the form “state ̺1 is more entangled than state ̺2”. We take this to mean that ̺2
can be obtained by applying to ̺1 some operation which cannot create entanglement.
Again, there are diﬀerent choices for the class of such operations. A natural candidate
are the LOCC operations discussed above: we allow Local Operations in Alice’s and
Bob’s respective labs, which can be arbitrary quantum channels in the sense of Ch. 2.4,
as well as free use of a noiseless Classical Communication channel linking both labs. For
this class of non-entangling operations, the ordering relations take on a particularly nice
form — at least for pure states: Given two bipartite pure states |ψ〉, |ϕ〉 ∈ HA ⊗ HB,
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we compute the spectral decomposition of the local restrictions ̺ψ := trB|ψ〉〈ψ| =∑
i λ
ψ
i |i〉〈i|ψ and ̺ϕ := trB|ϕ〉〈ϕ| =
∑
j λ
ϕ
j |j〉〈j|ϕ. The state ψ is said to majorize the
state ϕ iﬀ for every k the sum of the k largest eigenvalues of ̺ψ is larger than the
respective sum of eigenvalues of ̺ϕ. Nielsen [Nie99] has shown that this majorization
relation completely characterizes the entanglement ordering under LOCC operations:
Proposition 2.4. (Entanglement Ordering)
The pure state |ϕ〉 ∈ HA ⊗ HB can be converted to the pure state |ψ〉 ∈ HA ⊗ HB
by means of local quantum operations and classical communication (LOCC) iff |ψ〉
majorizes |ϕ〉.
By the results of Lo and Popescu [LP01], it is suﬃcient to consider LOCC protocols
with one-way classical communication only — either from Alice to Bob or vice versa.
This is always enough if the input state of the LOCC transformation is pure.
If the state ̺ϕ is completely mixed, ̺ϕ = 1
d
1A, the corresponding pure state ϕ is
majorized by all other pure states ψ ∈ HA ⊗HB. Hence, any such pure state |ψ〉 can
be prepared from |ϕ〉 be means of one-way LOCC operations alone, and by classical
mixing the same is in fact true for any state ̺ ∈ B∗(HA ⊗ HB). Such a state |ϕ〉 is
called maximally entangled. Any maximally entangled state on d-dimensional quantum
systems is locally unitarily equivalent to the state
|Ωd〉 := 1√
d
d∑
j=1
|jj〉 . (2.20)
The maximally entangled qubit state |Ω2〉 is the essential quantum resource for quan-
tum key distribution [Eke91], dense coding [BW92], as well as quantum teleportation
[BBC+93], and plays a major role in the theory as the basic unit of entanglement. As
explained in Sec. 1.1, it represents one entangled bit, for short ebit.
2.4 Channels
As emphasized in Sec. 1.2, channels cover any processing step in information theory,
from preparation to free and controlled time evolution to measurements. The purpose
of this section is to provide a uniﬁed mathematical framework for the description of
all these diﬀerent operations. The basic idea is to classify each channel T according to
the way it modiﬁes subsequent measurements: suppose the channel T converts systems
with observable algebra B into systems with observable algebra A. Then by applying
ﬁrst the channel T and then an eﬀect E on the output system A, we have eﬀectively
measured an eﬀect on the B-type system, which will then be denoted by T (E). The
channel T is hence completely speciﬁed by the map T : A ⊃ E(A)→ E(B) ⊂ B, and we
will in fact identify the channel with this map.
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Note that according to this deﬁnition channel maps run in the direction opposite to the
direction in which the system travels. Alternatively, we can focus on the dynamics of
the states and interpret a channel as a map T∗:B∗ ⊃ S(B)→ S(A) ⊂ A∗, taking input
states ̺ on the B-system into output states T∗(̺) on the A-system.
To distinguish between these maps we will say that T describes the channel in the
Heisenberg picture, whereas T∗ is the Schro¨dinger picture representation. In the sta-
tistical interpretation these representations should, of course, coincide, i. e., the prob-
abilities (T∗̺)(A) to obtain the result “yes” when measuring the eﬀect A in the state
T∗(̺), and ̺(T (A)) when measuring the eﬀect T (A) in the state ̺ should agree,
(T∗̺)(A) = ̺(T (A)) ∀ A ∈ E(A), ̺ ∈ S(B) . (2.21)
Which maps, T and T∗, may be interpreted as a channel? Since (T∗̺)(A) is linear in
A, from Eq. (2.21) we immediately see that T is aﬃne, i. e.,
T (λ1A1 + λ2A2) = λ1 T (A1) + λ2 T (A2) (2.22)
for each convex linear decomposition of eﬀects in A, and can thus be naturally extended
to a linear map on A. By Eq. (2.21) this implies that T∗ is also linear. Furthermore,
in order to be a channel T must map eﬀects to eﬀects, and thus has to be positive,
i. e., T (A) ≥ 0 whenever A ∋ A ≥ 0. Measuring the trivial eﬀect 1A corresponds to
counting the number of individual experiments, and is equally trivial as a measurement
on B. So T has to be unit-preserving, or unital: T (1A) = 1B. By Eq. (2.21) this is
equivalent to T∗ being likewise a positive operator with the normalization condition
(T∗̺)(1A) = ̺(1B). In the density operator representation of the state space, as
introduced in Section 2.1.3, this just says that T∗ is trace-preserving: tr T∗(̺) = tr ̺
for all density operators ̺.
Finally, we would like to have an operation of running two (or more) channels in
parallel. So for two channels Ti: Ai → Bi (i = 1, 2) we would then have to require
that T1 ⊗ T2: A1 ⊗ A2 → B1 ⊗ B2 is also a channel. Since the identity id n ∈ Mn on
n-level quantum systems is one of the channels we would like to describe, we have to
have that T1 ⊗ id n is positive for all n ∈ N, i. e., T1 is completely positive. It is natural
to ask whether the distinction between positivity and complete positivity introduces
anything new: Obviously, complete positivity of T : A → B implies positivity. The
converse holds if at least one of the algebras A or B is Abelian . So positivity and
complete positivity coincide when classical systems are involved. In the quantum case,
however, there are maps which, while being positive, are not completely positive. The
transpose operation is a prominent example (see Paulsen’s text [Pau02] for these and
other properties of completely positive maps).
For any two completely positive maps T1 and T2, the product T1 ⊗ T2 is deﬁned and
again completely positive; so requiring tensorability with the “innocent bystander” id n
suﬃces to make all parallel channels well-deﬁned. Complete positivity can be deﬁned
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in the Schro¨dinger picture as well as in the Heisenberg picture, and it is easily seen
that T∗ is completely positive iﬀ T is. Summarizing what we have learned, we have the
following deﬁnition:
Definition 2.5. (Channel)
A channel converting systems with observable algebra B into systems with observable
algebra A is a completely positive unital linear operator T : A → B.
We will now brieﬂy revisit the special cases introduced in Section 2.1: A channel
converting classical information to A-type information is a channel T : A → CX with
some ﬁnite set X, and can be given the decomposition
T (A) =
|X|∑
x=1
̺x(A) ex ∀ A ∈ A , (2.23)
where each ̺x : A 7→ ̺x(A) := T (A)(x) is a positive normalized functional on A, i. e.,
a state in the sense of Sec. 2.1.2. Hence, a channel of this type describes a parameter-
dependent preparation, or preparator.
If in addition the output system is likewise classical, i. e., T : CX → CX , the channel T
is completely speciﬁed by the (d× d) matrix (Txy)|X|x,y=1 of transition probabilities, with
Txy describing the probability to receive the symbol y when the symbol x was sent:
Txy := T (ey)(x) for all x, y = 1, ..., |X|. In terms of the transition matrix (Txy)|X|x,y=1,
Eq. (2.23) can be rewritten as follows:
(Tf)(x) =
|X|∑
y=1
Txy fy (2.24)
for any f ∈ CX and x = 1, ..., |X|.
Dually, a measurement is simply a channel T : A → B with classical output algebra
A = CX , for some ﬁnite setX. Then T is completely speciﬁed by its values Ex := T (ex)
on the basis {ex}|X|x=1 of A, via
T (f) =
|X|∑
x=1
fxEx , (2.25)
and any such map T is a channel iﬀ the maps Ex ∈ B are positive and satisfy the
normalization condition
∑|X|
x=1 Ex = 1B, or, in other words, {Ex}|X|x=1 is an observable
in the sense of Def. 2.1. Making use of this one-to-one correspondence, both the set
{Ex}|X|x=1 and the channel T itself will henceforth be called observable, so to arrive at the
rather intuitive statement that observables are exactly the channels extracting classical
information from the given system.
An observable describes only the statistics of the measured outcomes, without giving
any information about the state of the system after the measurement process. For a
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more detailed description we have to consider the post-measurement quantum systems
as an additional output, and are thus left with the channel T : CX ⊗ A → B, where
X is the (ﬁnite) set of measurement outcomes, and A describes the output quantum
system. Davies invented the term instrument for channels of this type [Dav76]. They
are speciﬁed by a number of χ := |X| completely positive, yet not unit preserving maps
Tx: A → B, such that Tx(A) := T (ex ⊗A) for all A ∈ A, x = 1, ..., χ, implying
T (f ⊗A) =
χ∑
x=1
fx Tx(A) ∀ f ∈ CX ∀ A ∈ A . (2.26)
Ignoring the A-output leaves an observable with Ex := Tx(1A), x = 1, ..., χ. On the
other hand, by ignoring the classical output we are left with the channel T :=
∑χ
x=1 Tx,
which gives the overall average state change.
A special instrument is a so-called von Neumann measurement, associated with a fam-
ily of χ orthogonal projections {Px}χx=1, satisfying Px Py = δxy Px and
∑χ
x=1 Px = 1A.
They can be easily seen to deﬁne an instrument T : CX ⊗ A → A via
Tx(A) := PxAPx ∀ A ∈ A. Since Tx Ty = δxy Tx for all x, y = 1, ..., χ, repeating
the measurement an arbitrary number of times in this case will always give the same
output. What von Neumann actually proposed [Neu55] was to choose one-dimensional
projections {Px}χx=1. The general case is sometimes called an incomplete von Neumann
measurement, or Lu¨ders measurement.
2.5 Stinespring’s Representation Theorem
Stinespring’s famous representation theorem [Sti55, Arv69] is the basic structure the-
orem for completely positive maps. As explained in Sec. 1.2, it not only provides a
neat characterization of the set of permissible quantum operations, but is also a most
useful tool in quantum information science. We will start our presentation with maps
between arbitrary C∗-algebras, but will later concentrate on the ﬁnite-dimensional case
that quantum information theory is chieﬂy concerned with.
Theorem 2.6. (Stinespring Dilation Theorem)
Let A be a C∗-algebra, and let T :A → B(H) be a completely positive linear map. We
may then find a Hilbert space K and a bounded operator V :H → K such that
T (A) = V ∗ π(A)V ∀ A ∈ A , (2.27)
where π:A → B(K) is a ∗-representation, i. e., a linear operator that preserves the
algebraic structure: π(AB) = π(A)π(B) and π(A∗) = π(A)∗ for all A,B ∈ A. If T is
unital then V is an isometry, V ∗V = 1B(H).
A triple (K, π, V ) as obtained in Stinespring’s Theorem is usually called a Stinespring
representation for the completely positive map T . If the closed linear span of π(A)VH
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equals K, the representation is called minimal. Minimal Stinespring representations
are unique up to unitary equivalence, in the following sense: Assume that the quantum
channel T has a minimal Stinespring representation (K, π, V ) as in Eq. (2.27) as well
as a further (not necessarily minimal) one (K1, π1, V1) such that
T (A) = V ∗1 π1(A)V1 ∀ A ∈ A (2.28)
with another Stinespring isometry V1:H → K1. Since the representation Eq. (2.27) is
assumed to be minimal, we conclude that dimK ≤ dimK1, and the prescription
W (π(A)Vψ) := π1(A)V1ψ (2.29)
for A ∈ A and ψ ∈ H yields a well-deﬁned isometry W :K → K1. In particular, by
choosing A = 1A in Eq. (2.29) we see that WV = V1. From the deﬁnition of W we
immediately ﬁnd the intertwining relation
Wπ = π1W . (2.30)
If both representations are assumed to be minimal, we have K ≃ K1, and W is indeed
unitary. We summarize the uniqueness clause in the following
Theorem 2.7. (Uniqueness of Stinespring’s Dilation)
If (K, π, V ) and (K1, π1, V1) are two Stinespring representations for the quantum chan-
nel T : A → B(H), as in Eq. (2.27) above, we may find a partial isometry W : K → K1
such that
WV = V1, (2.31)
W ∗V1 = V and (2.32)
Wπ(A) = π1(A)W (2.33)
for all A ∈ A. In particular, the minimal Stinespring dilation is unique up to unitary
equivalence.
For channels T :Mn → Mm between ﬁnite-dimensional observable algebras, Stine-
spring’s representation can be given the simpler form
T (A) = V ∗(A⊗ 1l)V ∀ A ∈Mn , (2.34)
with the Stinespring isometry V : Cm −→ Cn ⊗ Cl. We will henceforth write (Cl, V )
to denote such a representation. The minimal representation comes with a bound on
the dilation space, l ≤ n×m.
By means of the duality relation Eq. (2.21), in the Schro¨dinger picture this form of
Stinespring’s theorem gives rise to the so-called ancilla representation of the quantum
channel T∗,
T∗(̺) = trCl V ̺V
∗ ∀ ̺ ∈ B∗(Cm) . (2.35)
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Figure 2.1: According to Stinespring’s representation theorem, the quantum channel
T with input system A and output system B can be represented in terms of a unitary
evolution U on a larger system A⊗E ≃ B⊗E ′. The environment system E is prepared
in some input state |ψ0〉, and the joint input state ̺⊗ |ψ0〉〈ψ0| is then subjected to the
unitary dynamics U (·)U∗. When the environment output E ′ is ignored (as symbolized
by the waste bin), the resulting output on B coincides with T∗(̺), for all input states ̺.
In the physical interpretation of Stinespring’s theorem, the dilation space Cl represents
the environment. Stinespring’s isometry V transforms the input state ̺ ∈ B∗(Cm) into
the state V ̺V ∗ on Cn⊗Cl, which is correlated between the output and the environment.
The output state T∗(̺) ∈ B∗(Cn) is then obtained by tracing out the degrees of freedom
of the environment. Physically, one would expect a unitary operation U instead of an
isometric V . However, the initial state of the environment can be considered ﬁxed,
eﬀectively reducing U to an isometry, V ψ := U(ψ⊗ψ0) for some ﬁxed initial pure state
|ψ0〉 of the environment system. Fig. 2.1 illustrates the unitary representation of the
quantum channel T .
There is another convenient way of characterizing channels closely related to Stine-
spring’s theorem, the so-called Kraus form [Kra83]: by introducing a complete family
of one-dimensional projectors {|ψj〉〈ψj |}lj=1 of Cl, and deﬁning the so-called Kraus op-
erators {tj}lj=1 in terms of the Stinespring isometry V by 〈α|tj |β〉 := 〈α⊗ ψj |V |β〉 for
all vectors α ∈ Cn, β ∈ Cm, Eq. (2.34) directly gives the following
Corollary 2.8. (Kraus Form)
Every completely positive linear map T :Mn →Mm can be given the form
T (A) =
N∑
j=1
t∗j Atj ∀ A ∈ Mn (2.36)
with linear operators tj :C
m → Cn, and N ≤ nm.
It is then easily seen from the duality relation Eq. (2.21) that in the Schro¨dinger
representation the channel T has the Kraus form
T∗(̺) =
N∑
j=1
tj ̺ t
∗
j ∀ ̺ ∈ M∗n . (2.37)
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2.6 GNS-Representation of Quantum States
A state ω:A → C, as deﬁned in Sec. 2.1.2 above, is a unital and positive linear map.
Since the range algebra C is Abelian, we know that it is even completely positive (cf.
[Pau02], Th. 3.9), and we may thus conclude from Stinespring’s theorem that ω can be
given the representation
ω(A) := 〈Ω|π(A)|Ω〉 ∀ A ∈ A , (2.38)
where |Ω〉 := V (1) is a puriﬁcation of the quantum state ω. If ω ∈ B∗(H) is a trace-class
operator, the representation π can always be assumed to be of the form π(A) = A⊗1H′
with an ancilla space H′ ≃ H. Eq. (2.38) then shows that we may ﬁnd a pure state
|Ω〉 ∈ H ⊗H′ such that
ω = trH′ |Ω〉〈Ω| (2.39)
holds by means of the duality relation Eq. (2.21). Eq. (2.38) is usually called the
GNS-representation of quantum states, after Gelfand and Naimark [GN43], and Segal
[Seg47]. The GNS theorem can be applied to prove the basic structure theorem for
C∗-algebras:
Theorem 2.9. (Structure Theorem)
Every C∗-algebra A is isomorphic to a norm-closed self-adjoint algebra of bounded op-
erators on a Hilbert space.
The idea of the proof is to construct for each state ω of A the corresponding GNS
representation (Kω, πω, Vω), and then to form the so-called universal representation by
setting
K :=
⊕
ω
Kω and π :=
⊕
ω
πω. (2.40)
The existence of suﬃciently many states is guaranteed by the Hahn-Banach extension
theorem. The details are spelled out in Section 2.3 of [BR87].
2.7 Distance Measures
It will be evident from the preview in Sec. 1.3 that all of the topics we will address
in later sections require the comparison of diﬀerent quantum channels, or diﬀerent
quantum states. There are several natural candidates for such distance measures,
which are adapted to diﬀerent scenarios and reviewed in this Section. We start out
with quantum channels.
2.7.1 Distance Measures for Quantum Channels
Assume two channels T1 and T2 with common input and output algebras A and B,
respectively. Since these Ti are (in Heisenberg picture) operators between normed
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spaces A and B, the natural choice to quantify their distance is the operator norm,
‖T1 − T2‖∞ := sup
A 6=0
‖T1(A)− T2(A)‖∞
‖A‖∞ . (2.41)
The norm distance Eq. (2.41) has a neat operational characterization: it is twice the
largest diﬀerence between the overall probabilities in two statistical quantum experi-
ments diﬀering only in replacing one use of T1 with one use of T2.
However, we also want to allow for more general experiments, in which the two channels
are only applied to a subsystem of a larger system. This requires stabilized distance
measures [GLN05], and naturally leads to the so-called norm of complete boundedness
(or cb-norm, for short) [Pau02]:
‖T1 − T2‖cb := sup
n∈N
‖id n ⊗ (T1 − T2)‖∞ , (2.42)
where again id n denotes the ideal (or noiseless) channel on the (n × n)-matrices:
id n(M) =M for allM ∈Mn. Useful properties of the cb-norm includemultiplicativity,
i. e., ‖T1 ⊗ T2‖cb = ‖T1‖cb ‖T2‖cb, and unitality: ‖T‖cb = 1 for any channel T .
Obviously, ‖T‖cb ≥ ‖T‖∞ for every linear map T . If either the input or output space
is a classical system, we even have equality: ‖T‖cb = ‖T‖∞ (cf. [Pau02], Ch. 3). Fully
quantum systems generically show a separation between these two norms. However, in
the vicinity of the noiseless channel id the operator norm and the cb-norm may always
be estimated in terms of each other with dimension-independent bounds [KW04], and
can thus be considered equivalent, even when the dimensions of the underlying Hilbert
spaces are unknown and possibly large:
‖T − id ‖∞ ≤ ‖T − id ‖cb ≤ 8 ‖T − id ‖
1
4∞ . (2.43)
Examples which show that this equivalence does not hold generally will be provided in
Sec. 3.4. Thus, in a quantum world correlations may help to distinguish locally akin
quantum channels.
Both operator norm and cb-norm are natural distance measures for quantum channels
and have a clear operational interpretation in terms of statistical distinguishability.
However, due to the limit over all input observables in Eq. (2.41) — and the additional
limit over all bystander systems in case of the cb-norm, Eq. (2.42) — they are often
tremendously hard to compute. There is considerably interest in distance measures
that are easier to handle and evaluate [GLN05]. A convenient choice is the so-called
channel fidelity,
Fc(T ) := 〈Ω|T ⊗ id (|Ω〉〈Ω|)|Ω〉 , (2.44)
where |Ω〉 = 1√
d
∑d
j=1 |j〉⊗ |j〉 is a maximally entangled state on Cd⊗Cd. The channel
ﬁdelity Fc(T ) is a measure for the quantum channel T :B(Cd)→ B(Cd) to preserve the
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entanglement with a bystander system, and is closely related to the average fidelity of
the channel T ,
F (T ) :=
∫
〈ψ|T (|ψ〉〈ψ|)|ψ〉 dψ, (2.45)
where the integral is over the normalized Haar measure:
Proposition 2.10. For any quantum channel T :B(Cd)→ B(Cd), we have:
F (T ) ≥ Fc(T ) ≥ F (T )− 1
d
. (2.46)
The proof of Prop. 2.10 is immediate from the relation [HHH99, Nie02]
F (T ) =
dFc(T ) + 1
d+ 1
. (2.47)
Prop. 2.10 shows that average ﬁdelity and channel ﬁdelity become equivalent distance
measures in the limit of large dimensions, d →∞. However, neither can be estimated
in terms of the cb-norm diﬀerence ‖T − id ‖cb or the standard operator norm ‖T − id ‖∞
with dimension-independent bounds [KW04]. Yet all these measures turn out to lead
to equivalent deﬁnitions of quantum channel capacity. We will come back to this
important point in Sec. 5.2.2.
2.7.2 Distance Measures for Quantum States
We have seen in Sec. 2.6 that states are channels with one-dimensional input space,
B = C. Since this is a classical system, there is no need to distinguish between stabilized
and non-stabilized distance measures. The so-called trace norm ‖̺‖1 = tr
√
̺∗̺ is
a convenient measure for the distance between two density operators. For any two
quantum states ̺, σ ∈ B∗(H), the trace norm diﬀerence ‖̺ − σ‖1 is equivalent to the
fidelity f(̺, σ) := tr
√√
̺ σ
√
̺ by means of the following Proposition [NC00]:
Proposition 2.11. (Equivalence)
Let f(̺, σ) := tr
√√
̺ σ
√
̺ denote the fidelity of two quantum states ̺, σ ∈ B∗(H). We
then have:
1− f(̺, σ) ≤ 1
2
‖̺− σ‖1 ≤
√
1− f2(̺, σ) . (2.48)
The ﬁdelity f(̺, σ) is symmetric in its inputs and unitarily invariant. It never decreases
under quantum operations. If ̺ = |ϕ〉〈ϕ| is pure, we have f(ϕ, σ) = √〈ϕ|σ|ϕ〉. The
following Proposition, which appears as Lemma 2 in [SR01], amounts to a kind a
triangle-inequality for the ﬁdelity, which will prove useful in our discussion of quantum
bit commitment in Ch. 4.
Proposition 2.12. For any two quantum states ̺, σ ∈ B∗(H) we have:
sup
ω∈B∗(H)
{
f2(̺, ω) + f2(σ, ω)
}
= 1 + f(̺, σ) . (2.49)
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By Uhlmann’s theorem [Uhl76, NC00], the ﬁdelity f(̺, σ) has a neat interpretation as
the largest overlap of all vectors ψ̺, ψσ ∈ H ⊗H′ that purify ̺ and σ:
Theorem 2.13. (Uhlmann’s Theorem)
For any two quantum states ̺, σ ∈ B∗(H),
f(̺, σ) = max
ψ̺,ψσ
|〈ψ̺|ψσ〉| , (2.50)
where the maximization is over all vectors ψ̺, ψσ ∈ H⊗H′ that purify ̺ and σ, respec-
tively, with an ancilla space H′ ≃ H.
We have seen in Sec. 2.6 that a puriﬁcation is just a dilation of the quantum state,
in the sense of Stinespring’s representation theorem. We know from Th. 2.7 that such
representations are unique up to unitary equivalence, and hence we may just as well
ﬁx two puriﬁcations ψ̺, ψσ ∈ H ⊗ H′ of the quantum states ̺ and σ, respectively,
and perform the maximization over all unitary operations U on the ancilla system H′.
Uhlmann’s theorem then takes the alternative form,
f(̺, σ) = max
U
|〈ψ̺|(1⊗ U)ψσ〉| . (2.51)
For pure states ̺ = |ψ〉〈ψ| and σ = |ϕ〉〈ϕ|, the vectors coincide with their puriﬁcations,
and the ﬁdelity is then just the modulus of the inner product, f(ψ,ϕ) = |〈ψ|ϕ〉|.
Finally, we note that for any linear operator T the operator norm ‖T‖∞ equals the
norm of the Schro¨dinger adjoint T∗ on the space of trace class operators, i. e.,
‖T‖∞ = sup
‖̺‖1≤1
‖T∗(̺)‖1 (2.52)
(cf. Ch. VI of [RS80] and Sec. 2.4 of [BR87] for details), which is the standard way to
convert norm estimates from the Heisenberg picture into the Schro¨dinger picture and
vice versa. For states T∗ = ̺, the operator norm then indeed just coincides with the
trace norm, ‖T‖∞ = ‖T∗‖1 = ‖̺‖1.
2.8 Information and Entropy
In the introductory sections we have explained that we will consider physical systems as
carriers of information. While we have devoted much time and space to the description
of physical systems and their dynamics, up to now we have made no comment on
what we mean by information, or how to quantify it. In everyday language, the term
information usually refers to the content or meaning of a message. In contrast, the
technical term refers to its size, and the possibility to store it eﬃciently. This is what
we will cover in the present section, starting with classical systems.
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From Sec. 2.1.4 we know that in the classical setting a state ̺ can be interpreted as
a probability distribution {px}|X|x=1 on some ﬁnite set X. We denote the corresponding
random variable by X̺. By the information associated to the random variable X̺ we
will understand the amount of uncertainty about the outcome of X̺ in a statistical
experiment before we learn its value. The appropriate measure of information is the
so-called Shannon entropy of X̺,
H(X̺) ≡ H({p1, · · · , p|X|}) := −
|X|∑
x=1
px log px. (2.53)
This deﬁnition needs some elaboration: ﬁrst, by convention we set 0 log 0 ≡ 0. Sec-
ond, the base of the logarithm is purposely left unspeciﬁed in Eq. (2.53). Fixing the
base amounts to a choice of units. Throughout classical information theory the dual
logarithm ld ≡ log2 is very much favored; the entropy is then measured in binary dig-
its, or bits. Although more convenient from a mathematician’s point of view, natural
logarithms are scarcely used. If so, the entropy is measured in natural units, or nats.
Why is the Shannon entropy a suitable measure of information? The answer is provided
by Shannon’s famous noiseless channel coding theorem [Sha48]: Assume that we are
given some information source which produces a sequence (Xi)i∈N of independent and
identically distributed (i.i.d.) random variables. Shannon asked what minimal physical
resources are required to store the information being produced by the source, in such
a way that at some later time the information can be faithfully reconstructed — in
the sense that the probability of a failure in the reconstruction procedure vanishes
asymptotically as the message length increases. The answer to this question turns out
to be the entropy: H(X) ≡ H(X1) ≤ 1 bits per symbol are required. Indeed, the
Shannon entropy is a key concept in classical information theory, and plays an essential
role in almost all of the basic theorems in that ﬁeld. The underlying reason behind the
ubiquity of entropic expressions in classical and quantum information theory is the law
of large numbers, which guarantees that i.i.d. probability distributions and eigenvalues
become sharply concentrated in the asymptotic limit. This will be explained in some
more detail in Sec. 7.1.
There is a natural generalization of Shannon entropy to the quantum setting. It was
originally introduced by John von Neumann in the study of thermodynamics and sta-
tistical mechanics, long before Shannon’s ground-breaking work. The von Neumann
entropy of a density operator ̺ ∈ B∗(H) is given as
H(̺) := −tr ̺ log ̺, (2.54)
where again the base of the logarithm is purposely left unspeciﬁed, granting a choice
of units. If the eigenvalues of ̺ are given by {ri}di=1, we see that
H(̺) = H({ri}di=1) , (2.55)
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and hence the von Neumann entropy of the density operator ̺ is just the Shannon
entropy of the spectrum of ̺. In the classical case, where all states are completely dis-
tinguishable, von Neumann’s deﬁnition and Shannon’s deﬁnition are thus easily shown
to coincide. For this and more properties of the entropy we refer to the text by Ohya
and Petz [OP93].
While this shows that von Neumann entropy is indeed a natural generalization of Shan-
non entropy on formal grounds, it is not quite so clear that it is also the right deﬁnition
of entropy from an operational point of view. However, this was shown by Ben Schu-
macher in his quantum analogue to Shannon’s classical noiseless channel coding theorem
[JS94, Sch95]: Given a memoryless quantum source that emits quantum states ̺⊗n, we
would like to encode this signal in as few qubits as possible, and send them to a receiver
who will then be able to reconstruct the original state faithfully as n→∞. The maxi-
mal compression rate one can achieve in this setting is just the von Neumann entropy,
H(̺). Information spectrum methods allow a generalization of Schumacher’s quantum
data compression theorem to arbitrary quantum sources, as shown in Sec. 7.3.1.
Our discussion in this Section shows that entropic quantities play a major role as
measures of information in both classical and quantum information theory. Some of
the more important information measures that can be derived from the von Neumann
entropy and appear in the theory as asymptotic rate functions for various tasks are
brieﬂy reviewed in Appendix A, alongside with their basic properties.
Chapter 3
Continuity of Stinespring’s
Representation
In this Chapter we will prove a continuity theorem for Stinespring’s dilation: if two
quantum channels are close in cb-norm, then it is always possible to ﬁnd unitary im-
plementations which are close in operator norm, with dimension-independent bounds.
This result can be seen as a generalization of Uhlmann’s theorem from states to chan-
nels. It allows to derive a formulation of the information-disturbance tradeoﬀ in terms
of quantum channels, as well as a continuity estimate for the no-broadcasting theo-
rem. We brieﬂy discuss further implications for quantum cryptography, thermalization
processes, and the black hole information loss puzzle.
This Chapter represents joint work with D. Schlingemann and R. F. Werner [KSW06].
3.1 Introduction and Overview
Stinespring’s dilation theorem is the basic structure theorem for quantum channels. As
we have seen in Sec. 2.5, it implies that every quantum channel T :B(HB) → B(HA)
between ﬁnite-dimensional observable algebras can be built from the basic operations
of (i) tensoring the input with a second system in a speciﬁed state (conventionally
called the ancilla system), (ii) unitary transformation on the combined input – ancilla
system, and (iii) reduction to a subsystem. Any channel can hence be thought of as
arising from a unitary evolution on a larger (dilated) system. The theorem even comes
with a bound on the dimension of the ancilla system. Stinespring’s dilation thus not
only provides a neat characterization of the set of permissible quantum operations, but
is also a most useful tool in quantum information science.
In this Chapter we will present a continuity theorem for Stinespring’s dilation: we will
show that two quantum channels, T1 and T2, are close in cb-norm iﬀ we can ﬁnd dilating
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unitaries, V1 and V2, that are close in operator norm:
inf
V1,V2
‖V1 − V2‖2∞ ≤ ‖T1 − T2‖cb ≤ 2 inf
V1,V2
‖V1 − V2‖∞ (3.1)
(cf. Sec. 2.7.1 for the interpretation of these norms).
Stinespring’s representation is unique up to unitary transformations on the ancilla
system. Similar to our discussion for states in Sec. 2.7.2, we may thus just as well ﬁx
two Stinespring dilations V1 and V2 for T1 and T2, respectively, and optimize over all
unitaries U on the ancilla system. The continuity estimate Eq. (3.1) can then be given
the alternative formulation
inf
U
‖(1B ⊗ U)V1 − V2‖2∞ ≤ ‖T1 − T2‖cb ≤ 2 inf
U
‖(1B ⊗ U)V1 − V2‖∞ (3.2)
(cf. Th. 3.1 in Sec. 3.2). Hence, the continuity theorem generalizes the uniqueness
clause in Stinespring’s theorem to cases in which two channels T1, T2 diﬀer by a ﬁnite
amount. For states, i. e., channels with one-dimensional domain, dilations are usually
called purifications, and in this special case Eq. (3.2) is an immediate consequence of
Uhlmann’s theorem. The proof of the continuity theorem relies on a generalization of
Uhlmann’s theorem from quantum states to quantum channels, and will be presented
in Sec. 3.2. We initially restrict our discussion to ﬁnite-dimensional Hilbert spaces.
Yet the continuity estimate Eq. (3.2) has the welcome feature of being completely
independent of the dimension of the underlying Hilbert spaces, and is thus perfectly
tailored for applications in which this dimension is unknown or large. In Sec. 3.6 we
will brieﬂy describe extensions of our results to inﬁnite-dimensional systems.
We have seen in Sec. 2.5 that the ancilla system in Stinespring’s representation has a
natural interpretation as the environment of the physical system under investigation:
the output of the channel T arises from a unitary interaction of the input state with
the environment, followed by a partial trace over the degrees of freedom of the environ-
ment. Any channel T then has a complementary channel TE , in which the roles of the
output system and the environment are interchanged. TE describes the information
ﬂow into the environment. Since complementary channels share a common Stinespring
representation, Eq. (3.2) allows to relate the distance between two quantum channels
to the distance between their complementaries. This is particularly interesting for the
noiseless channel id , whose complementary channel S is completely depolarizing. The
continuity theorem then entails a formulation of the information-disturbance tradeoﬀ,
which lies at the heart of quantum physics and explains why quantum information
behaves so fundamentally diﬀerent from its classical counterpart. We prove in Sec. 3.3
that almost all the information can be retrieved from the output of the quantum chan-
nel T by means of a decoding operation D iﬀ T releases almost no information to the
environment:
1
4
inf
D
‖TD − id ‖2cb ≤ ‖TE − S‖cb ≤ 2 inf
D
‖TD − id ‖
1
2
cb (3.3)
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(cf. Th. 3.3 in Sec. 3.3). Again, no dimension-dependent factors appear in these
bounds. However, we show in Sec. 3.4 that this welcome property crucially depends on
the choice of the operator topology: if the cb-norm ‖ · ‖cb is replaced by the standard
operator norm ‖ · ‖∞ in Eq. (3.3), a dimension-independent bound can in general no
longer be given.
The tradeoﬀ between information and disturbance guarantees the security of quantum
key distribution in a very strong form and implies that quantum information cannot
be cloned or distributed. The tradeoﬀ theorem then amounts to a continuity estimate
for the no-broadcasting theorem, presented as Cor. 3.4.
Further applications are brieﬂy discussed in Sec. 3.5, including thermalization processes
and the famous black hole information loss puzzle. In Ch. 4 we will then show how
the continuity theorem allows to derive a strengthened no-go proof for quantum bit
commitment.
3.2 A Continuity Theorem
In this Section we will state and prove the continuity theorem for Stinespring’s rep-
resentation. To set the stage, we assume two ﬁnite-dimensional Hilbert spaces HA
and HB , and quantum channels T1, T2:B(HB) → B(HA) with Stinespring isometries
V1, V2:HA →HB ⊗HE as in Eq. (2.34),
T1(B) := V
∗
1 (B ⊗ 1E)V1 , (3.4)
T2(B) := V
∗
2 (B ⊗ 1E)V2 (3.5)
for all B ∈ B(HB). We can always assume that T1 and T2 share a common dilation
space HE, possibly after adding some extra dimensions to one of the dilation spaces
and some unitary transformations. We do not assume that either dilation (HE , V1) or
(HE , V2) is minimal.
A straightforward application of the triangle inequality now immediately shows that
for all X ∈ B(Cn)⊗ B(HB) we have
‖(id n ⊗ (T1 − T2))X‖∞ = ‖(1n ⊗ V ∗1 )X(1n ⊗ V1) − (1n ⊗ V ∗2 )X(1n ⊗ V2)‖∞
≤ ‖[1n ⊗ (V ∗1 − V ∗2 )]X (1n ⊗ V1)‖∞
+ ‖(1n ⊗ V ∗2 )X
[
1n ⊗ (V1 − V2)
]‖∞
≤ 2 ‖V1 − V2‖∞ ‖X‖∞ ,
(3.6)
independently of n ∈ N, which immediately implies that
‖T1 − T2‖cb ≤ 2 ‖V1 − V2‖∞ . (3.7)
Thus, if we can ﬁnd Stinespring isometries V1 and V2 for the channels T1 and T2 which
are close in operator norm, the channels will be close in cb-norm (and hence of course
also in operator norm, cf. Eq. (2.43) ).
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As advertised in Sec. 3.1, we will now show the converse implication. Since Stinespring
isometries are by no means unique, we cannot expect that any two given Stinespring
isometries V1, V2 are close. The best we can hope for is that these isometries can be
chosen close together, with dimension-independent bounds. This is in fact the essence
of the continuity theorem:
Theorem 3.1. (Continuity of Stinespring’s Representation)
Let HA and HB be finite-dimensional Hilbert spaces, and suppose that
T1, T2:B(HB)→ B(HA) (3.8)
are quantum channels with Stinespring isometries V1, V2:HA → HB ⊗HE and a com-
mon dilation space HE. We then have:
inf
U
‖(1B ⊗ U)V1 − V2‖2∞ ≤ ‖T1 − T2‖cb ≤ 2 inf
U
‖(1B ⊗ U)V1 − V2‖∞ , (3.9)
where the minimization is with respect to all unitary U ∈ B(HE).
If the two quantum channels coincide, T1 = T2, from the uniqueness clause in Stine-
spring’s theorem we can conclude the existence of a unitary operationW ∈ B(HB⊗HE)
such that the intertwining relation Eq. (2.30) holds,
W (B ⊗ 1E) = (B ⊗ 1E)W ∀ B ∈ B(HB). (3.10)
Hence, W must be decomposable as W = 1B ⊗ U for some unitary U ∈ B(HE) acting
on the ancilla system alone, and hence
(1B ⊗ U)V1 = V2 (3.11)
immediately follows from Eq. (2.29). We thus see from Eq. (3.9) that the continu-
ity theorem indeed generalizes the uniqueness clause to cases in which two quantum
channels diﬀer by a ﬁnite amount, with dimension-independent bounds.
As a ﬁrst step towards the proof of Th. 3.1 we will lift the equivalence Prop. 2.11 from
quantum states to quantum channels. The stabilized version of the ﬁdelity for two
quantum channels T1, T2 has been called operational fidelity [BDR05]:
F (T1, T2) := inf
{
f(id ⊗ T1∗ ̺, id ⊗ T2∗ ̺) | ̺ ∈ B∗(HA)⊗2, ‖̺‖1 ≤ 1
}
= inf
{
f(id ⊗ T1∗ |ψ〉〈ψ|, id ⊗ T2∗ |ψ〉〈ψ|) | ψ ∈ H⊗2A , ‖ψ‖ ≤ 1
}
,
(3.12)
where minimization over pure states is suﬃcient by the joint concavity of the ﬁdelity
f (cf. [NC00], Th. 9.7).
Since quantum states are quantum channels with one-dimensional domain (and stabi-
lization is not needed in this case), we have F (̺, σ) = f(̺, σ) for any two quantum
states ̺, σ ∈ B∗(HA). The following Lemma, which we again cite from [BDR05], is
then a straightforward generalization of the equivalence relation Eq. (2.48):
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Lemma 3.2. (Equivalence)
For any two quantum channels T1, T2:B(HB)→ B(HA) we have:
1− F (T1, T2) ≤ 1
2
‖T1 − T2‖cb ≤
√
1− F 2(T1, T2) , (3.13)
where F (T1, T2) denotes the operational ﬁdelity introduced in Eq. (3.12).
Proof of Lemma 3.2: The channel diﬀerence Φ := T1 − T2 is a linear map into the
dimHA-dimensional system B(HA). Note that for such linear maps Φ:B → B(Cn),
stabilization with a n-dimensional bystander system is suﬃcient, ‖Φ‖cb = ‖id n ⊗ Φ‖∞
(cf. [Pau02], Prop. 8.11). Conversion into the Schro¨dinger picture via the duality
relation Eq. (2.52) then yields
‖T1 − T2‖cb = sup
{
‖id ⊗ (T1∗ − T2∗) ̺‖1
}
(3.14)
where the maximization is over all ̺ ∈ B∗(HA⊗HA) satisfying ‖̺‖1 ≤ 1. The statement
of the lemma now immediately follows by combining Eqs. (3.12) and (3.14) with the
equivalence relation Prop. 2.11. 
Lemma 3.2 allows us to concentrate entirely on ﬁdelity estimates in the
Proof of Th. 3.1: As shown in Sec. 2.7.2, Uhlmann’s theorem implies that the ﬁdelity
f(̺, σ) of two quantum states ̺, σ ∈ B∗(HA) can be given the representation
f(̺, σ) = max
U∈B(HR)
|〈ψ̺|(1A ⊗ U)ψσ〉|, (3.15)
where ψ̺ and ψσ are any two puriﬁcations of ̺ ∈ B∗(HA) and σ ∈ B∗(HA), respectively,
and the maximization is over all unitary operations on the dilation system HR ≃ HA.
Since (1A′⊗Vi)ψ is a puriﬁcation of the output state idA′⊗Ti∗(|ψ〉〈ψ|), the operational
ﬁdelity F (T1, T2) can then be expressed in terms of the Stinespring isometries V1 and
V2 as follows:
F (T1, T2) = inf
ψ
f(idA′ ⊗ T1∗ |ψ〉〈ψ|, idA′ ⊗ T2∗ |ψ〉〈ψ|)
= inf
ψ
sup
U
|〈(1A′ ⊗ V1)ψ|(1A′ ⊗ 1B ⊗ U) (1A′ ⊗ V2)ψ〉|
= inf
̺∈B∗(HA)
sup
U
|tr ̺V ∗1 (1B ⊗ U )V2 |
= inf
̺∈B∗(HA)
sup
U
Re(tr ̺V ∗1 (1B ⊗ U )V2) ,
(3.16)
where the maximization is now over all unitary U ∈ B(HE).
This representation is almost what we need for the desired norm estimate, since only the
(ﬁxed) Stinespring isometries V1, V2 and the unitary operations U on the ancilla system
appear. However, from the order in which the optimization in Eq. (3.16) is performed
it is clear that the optimal unitary U for the inner maximization will in general depend
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on the quantum state ̺, U = U(̺). In order to obtain a universal unitary, observe
that for ﬁxed ̺ ∈ B∗(HA) the inner variation can be written as supU |trXU | with
X := trB V2̺V
∗
1 ∈ B(HE). It is easily seen that this supremum is attained when U
is the unitary from the polar decomposition [NC00] of X, and equals ‖X‖1. However,
since |trXY | ≤ ‖X‖1‖Y ‖∞ for all Y ∈ B(HE), we can replace the supremum over all
unitaries in Eq. (3.16) by a supremum over all U ∈ B(HE) such that ‖U‖∞ ≤ 1.
With this modiﬁcation both variations in Eq. (3.16) range over convex sets, and the
target function is linear is both inputs. Von Neumann’s minimax theorem [Neu28,
Sim98] then allows us to interchange the inﬁmum and supremum to obtain:
F (T1, T2) = sup
‖U‖∞≤1
inf
̺∈B∗(HA)
Re(tr ̺V ∗1 (1B ⊗ U )V2) . (3.17)
The optimization now yields a universal U ∈ B(HE). In addition, we know from our
discussion above that U can always be chosen to be unitary in Eq. (3.17)1. Since
‖Y ‖∞ = sup‖̺‖1≤1 |tr ̺Y | for any Y ∈ B(HA), we may now conclude that
inf
U
‖(1B ⊗ U)V1 − V2‖2∞ = inf
U
‖(V ∗1 (1B ⊗ U∗ − V ∗2 )) ((1B ⊗ U)V1 − V2)‖∞
= inf
U
sup
̺
tr ̺
(
V ∗1 (1B ⊗ U∗)− V ∗2
) (
(1B ⊗ U)V1 − V2
)
= 2− 2 sup
U
inf
̺
Re(tr ̺V ∗1 (1B ⊗ U)V2)
= 2
(
1− F (T1, T2)
)
≤ ‖T1 − T2‖cb , (3.18)
where in the last step we have applied Lemma 3.2. So we have proved the left half of
Eq. (3.9). N
The right half, which we have seen is the easier part, follows immediately from our
discussion leading to Eq. (3.7) above. Alternatively, one could apply the right half of
the equivalence lemma Eq. (3.13) to obtain that
‖T1 − T2‖cb ≤ 2
√
1− F 2(T1, T2) ≤ 2
√
2
√
1− F (T1, T2) . (3.19)
Note that without any need to invoke the minimax theorem, we can now directly
conclude from Eq. (3.16) that
1− F (T1, T2) ≤ 1− sup
U
inf
̺
Re tr ̺V ∗1 (1B ⊗ U)V2
=
1
2
inf
U
‖(1B ⊗ U)V1 − V2‖2∞ .
(3.20)
1Note added in proof: After submission of the thesis, this reasoning was found to be flawed. The
optimization in Eq. (3.17) yields a universal U ∈ B(HE) which, however, may not be unitary anymore.
We are only assured that ‖U‖∞ ≤ 1. Nevertheless, by doubling the dilation space we can construct
from (1B ⊗ U)V2 an isometry which dilates T2. Th. 3.1 then holds as stated, but with an additional
dimension bound on the ancilla system. The details and the corrected proof are spelled out in [KSW06].
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Substituting Eq. (3.20) into Eq. (3.19), we then ﬁnd
‖T1 − T2‖cb ≤ 2 inf
U
‖(1B ⊗ U)V1 − V2‖∞ , (3.21)
and so we have in fact rediscovered the upper bound on the cb-norm distance. 
3.3 Information-Disturbance Tradeoff
Since Stinespring’s dilation (HE , V ) is essentially unique, to every quantum channel
T :B(HB)→ B(HA) we may associate a complementary channel TE :B(HE)→ B(HA),
in which the roles of the output system HB and the environment system HE are inter-
changed:
TE(E) := V
∗ (1B ⊗ E)V ∀ E ∈ B(HE). (3.22)
The channel TE describes the information ﬂow from the input system HA to the envi-
ronment HE. In the Schro¨dinger picture representation, it is obtained by tracing out
the output system HB instead of the ancilla system HE:
TE∗(̺) = trB V ̺V ∗ ⇐⇒ T∗(̺) = trE V ̺V ∗ (3.23)
for all ̺ ∈ B∗(HA). Henceforth, we will usually write TB for the channel T to better
distinguish it from its complementary channel TE.
The name complementary channel has been suggested by I. Devetak and P. Shor in
the course of their investigation of quantum degradable channels [DS05]. Recently
A. Holevo [Hol06a] has shown that the classical channel capacity of a quantum channel
TB is additive iﬀ the capacity of its complementary channel TE is additive. Analogous
results have been obtained independently by C. King et al. [KMN+05] (who chose the
term conjugate channels instead).
Since two complementary channels share a common Stinespring isometry, the continuity
theorem relates the cb-norm distance between two quantum channels to the cb-norm
distance between the complementary channels. The complementary channel of the
noiseless channel is completely depolarizing. The continuity theorem then allows us
to give a dimension-independent estimate for the information-disturbance tradeoﬀ in
terms of quantum channels:
Theorem 3.3. (Information-Disturbance Tradeoff)
Let HA and HB be finite-dimensional Hilbert spaces, and let TB :B(HB) → B(HA) be
a quantum channel with Stinespring dilation (HE, V ). By TE :B(HE) → B(HA) we
denote its complementary channel, as defined in Eq. (3.22) above. We then have the
following tradeoff estimate:
1
4
inf
D
‖TBD − idA‖2cb ≤ ‖TE − S‖cb ≤ 2 inf
D
‖TBD − idA‖
1
2
cb , (3.24)
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where the infimum is over all decoding channels D:B(HA) → B(HB). In Eq. (3.24),
S:B(HE)→ B(HA) denotes a completely depolarizing channel, i. e.,
S(E) := tr(σ E)1A ∀ E ∈ B(HE) (3.25)
for some fixed quantum state σ ∈ B∗(HE).
The interpretation of the tradeoﬀ theorem is straightforward: Whenever we may ﬁnd
a decoding channel D such that almost all the information can be retrieved from the
output of the quantum channel TB, the norm diﬀerence ‖TBD − idA‖cb will be small.
By the right half of Eq. (3.24), we may then conclude that the complementary chan-
nel TE is very well approximated by a completely depolarizing channel S, and thus
releases almost no information to the environment. Consequently, if a non-negligible
amount of information escapes to the environment, for instance by means of a measure-
ment performed by an eavesdropper, this will inevitably disturb the system. Hence,
in quantum physics there is “no measurement without perturbation”. We know from
Eq. (2.43) that cb-norm and operator norm are completely equivalent in the vicinity of
the noiseless channel. So any disturbance in the transmission can always be detected
locally.
On the other hand, if we are assured that the channel TE is close to some depolarizing
channel S in cb-norm, the left half of Eq. (3.24) guarantees that we may ﬁnd a decoding
channel D which retrieves almost all the information from the B-branch of the system.
Consequently, there is “no perturbation without measurement”. However, in this case
it is usually not enough to verify that TE erases information locally; the channel also
needs to destroy correlations. We will come back to this distinction and its implications
for the interpretation of the tradeoﬀ theorem in Sec. 3.4.
Proof of Th. 3.3: It is easily veriﬁed that a Stinespring isometry for the completely
depolarizing channel S:B(HE) → B(HA), as given in Eq. (3.25), is the isometric em-
bedding
VS :HA →HA ⊗HE′ ⊗HE |ϕ〉 7→ |ϕ〉 ⊗ |ψσ〉, (3.26)
where HE′ ≃ HE, and |ψσ〉 ∈ HE′ ⊗ HE is a puriﬁcation of σ ∈ B∗(HE). Thus,
the completely depolarizing channel S ≡ SE′E and the ideal channel idA are indeed
complementary.
The tradeoﬀ theorem is then a straightforward consequence of the continuity theorem.
Let us focus on the left half of Eq. (3.24) ﬁrst, and assume that VT :HA →HB ⊗HE is
a Stinespring dilation for the quantum channel TE (and its complementary channel TB ,
respectively). Let VS :HA →HA⊗HE′⊗HE be the Stinespring isometry of SE′E given
by Eq. (3.26). Note that the dilation spaces HB and HA ⊗HE′ are not necessarily of
the same size. However, we can easily correct for this by suitably enlarging the smaller
system, HB say. The left half of the continuity estimate Eq. (3.9) then guarantees the
3.3. INFORMATION-DISTURBANCE TRADEOFF 43
}HE
HA
HA
HB
HE′
VT
VD
|ϕ〉
≈ |ϕ〉
≈ |ψσ〉
Figure 3.1: “No perturbation without measurement.” Whenever the cb-norm difference
‖TE − SE′E‖cb is small, we may find a decoding channel DA with Stinespring isometry
VD such that the concatenated isometry (VD⊗1E)VT hardly differs from the Stinespring
isometry of a noiseless channel, with some fixed |ψσ〉 ∈ HE′ ⊗HE.
existence of an isometry VD:HB →HA ⊗HE′ such that
‖(VD ⊗ 1E)VT − VS‖∞ ≤ ‖TE − SE′E‖
1
2
cb . (3.27)
As illustrated in Fig. 3.1, the isometry VD deﬁnes a decoding channel
DA:B(HA)→ B(HB) DA(A) := V ∗D(A⊗ 1E′)VD, (3.28)
and by the right half of the continuity estimate Eq. (3.9) we may now conclude that
‖TBDA − idA‖cb ≤ 2 ‖TE − SE′E‖
1
2
cb , (3.29)
which proves the left half of Eq. (3.24). N
The proof of the right half of Eq. (3.24) proceeds very much along the same lines:
Assume that VT :HA →HB ⊗HE and VD:HB →HA ⊗HE′ are Stinespring isometries
for the quantum channels TB and DA, respectively. Just as in Eq. (3.26), we again let
VS :HA → HA ⊗ HE′ ⊗ HE denote the Stinespring isometry of the ideal channel idA
and its complementary channel, the completely depolarizing channel SE′E . As before,
the left half of the continuity estimate Eq. (3.9) assures us that we may ﬁnd a unitary
operator U ∈ B(HE′E) such that (cf. Fig. 3.2)
‖(1A ⊗ U)(VD ⊗ 1E)VT − VS‖∞ ≤ ‖TBDA − idA‖
1
2
cb , (3.30)
where again we have suitably enlarged the dilation space HE′ , if necessary.
Setting AdVT := V
∗
T (·)VT and AdU∗ := U (·)U∗, we may now conclude from the right
half of Eq. (3.9) that
‖AdVT ◦ (DE′ ⊗ idE)− SE′E ◦ AdU∗‖cb ≤ 2 ‖TBDA − idA‖
1
2
cb , (3.31)
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}HEHE
HA
HA
HB
HE′HE′
VT
VD
U
|ϕ〉
≈ |ϕ〉
≈ |ψσ〉
Figure 3.2: “No measurement without perturbation.” If there exists a decoding channel
DA with Stinespring isometry VD such that the cb-norm difference ‖TBDA − idA‖cb is
small, we may find a unitary U ∈ B(HE′)⊗B(HE) such that the concatenated isometry
(1A ⊗U)(VD ⊗ 1E)VT is close to the Stinespring isometry of a completely depolarizing
channel, with some fixed |ψσ〉 ∈ HE′ ⊗HE .
which is almost the desired result. It only remains to restrict the depolarizing channel
SE′E to the E-branch of the output system. Obviously, since SE′E is completely depo-
larizing on the combined output system HE′ ⊗HE, the same holds true after a unitary
rotation by U∗ and the restriction to one of the branches. In particular, by setting
S˜E :B(HE)→ B(HA) S˜E(E) := SE′E ◦ AdU∗(1E′ ⊗E) (3.32)
we obtain a completely depolarizing channel on the restricted system HE such that
S˜E(E) = tr(σ˜ E)1A ∀ E ∈ B(HE) (3.33)
for σ˜ := trE′ U
∗|ψσ〉〈ψσ|U . It then immediately follows from Eq. (3.31) that
‖TE − S˜E‖cb ≤ 2 ‖TBDA − idA‖
1
2
cb , (3.34)
as advertised. 
The tradeoﬀ theorem amounts to a simple continuity estimate for the no-broadcasting
and no-cloning theorems: A quantum channel T :B(H1)⊗B(H2)→ B(H) with a triple
of isomorphic Hilbert spaces H1 ≃ H2 ≃ H is said to broadcast the quantum state
̺ ∈ B∗(H) iﬀ the restrictions of the output state T∗(̺) to both subsystems coincide
with the input ̺, tr2 T∗(̺) = ̺ = tr1 T∗(̺). The only way to broadcast a pure state
̺ = |ψ〉〈ψ| is to generate the product state |ψ〉〈ψ| ⊗ |ψ〉〈ψ|. Thus, broadcasting of
pure states is equivalent to cloning. H. Barnum et al. [BCF+96] have shown that a
quantum channel T can broadcast two quantum states ̺1 and ̺2 iﬀ they commute —
an extension of the famous no-cloning theorem [WZ82, Die82] to mixed states. The
tradeoﬀ theorem immediately shows that approximate broadcasting is also impossible,
and provides dimension-independent bounds:
Corollary 3.4. (No Broadcasting)
Let V :H → H1 ⊗ H2 ⊗ HE denote a Stinespring isometry for the quantum channel
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T :B(H1) ⊗ B(H2) → B(H) with local restrictions T1(A) := V ∗(A ⊗ 12 ⊗ 1E)V and
T2(B) := V
∗(11 ⊗ B ⊗ 1E)V . Then there exists a completely depolarizing channel
S:B(H2)→ B(H) defined as in Eq. (3.25) such that
‖T2 − S‖cb ≤ 2 ‖T1 − id ‖
1
2
cb . (3.35)
Hence, any broadcast channel that has reasonably high ﬁdelity in one of the output
branches releases little information to the other branch (and the environment). While
Cor. 3.4 shows that neither perfect nor approximate broadcasting is possible, the bound
is certainly not tight. The merit of the tradeoﬀ theorem is a dimension-independent
estimate, while optimal cloning bounds are known to depend strongly on the dimension
of the underlying Hilbert space [SIG05, CF06].
3.4 Weaker Notions of Disturbance and Erasure
The tradeoﬀ estimate established in Sec. 3.3 has the somewhat surprising and very
welcome feature of being completely independent of the dimensions of the underlying
Hilbert spaces, which makes the result ideally suited for applications in which these
dimensions are unknown and possibly very large, as in black hole evaporation. However,
this property depends crucially on the choice of the distance measure: in this Section we
will give an example of a quantum channel T :B(Cd)→ B(Cd) such that ‖T −S‖∞ ≈ 0
for d → ∞, but ‖T − S‖cb ≥ 1. The example shows that operator norm and cb-norm
are in general inequivalent in the vicinity of the completely depolarizing channel S. In
contrast, we know from Eq. (2.43) that equivalence does hold in the neighborhood of
the noiseless channel.
An example for a channel which nicely demonstrates this separation is
T :B(Cd)→ B(Cd) T := d
d+ 1
S +
1
d+ 1
Θ, (3.36)
where S:B(Cd)→ B(Cd) is the completely depolarizing channel given again by
S(E) =
1
d
tr(E)1 ⇐⇒ S∗(̺) = tr(̺)
d
1, (3.37)
for all E ∈ B(Cd) and ̺ ∈ B∗(Cd), respectively. In Eq. (3.36), Θ:B(Cd) → B(Cd)
denotes the so-called transpose map: Θ(E) = Et, the matrix transpose of E ∈ B(Cd).
While Θ is linear, unital and positive, it is not completely positive, and thus cannot be
implemented as a quantum channel [Pau02]. However, we will show in Prop. 3.5 below
that the convex mixture T nonetheless remains a valid quantum channel.
Noting that ‖Θ‖∞ = 1 and ‖Θ‖cb = d [Pau02], it then immediately follows that
‖T − S‖∞ = 1
d+ 1
‖Θ − S‖∞ ≤ 1
d+ 1
(‖Θ‖∞ + ‖S‖∞) = 2
d+ 1
, (3.38)
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and thus limn→∞ ‖T − S‖∞ = 0. On the other hand, making again use of the triangle
inequality we have the lower bound
‖T − S‖cb = 1
d+ 1
‖Θ− S‖cb ≥ 1
d+ 1
(‖Θ‖cb − ‖S‖cb) = d− 1
d+ 1
. (3.39)
This demonstrates the suggested separation between cb-norm and operator norm as
d→∞. It only remains to show that T is a quantum channel, which will become clear
from the proof of
Proposition 3.5. Let Θ:B(Cd)→ B(Cd) be the transpose map, and S:B(Cd)→ B(Cd)
the completely depolarizing channel as given in Eq. (3.37). Then
Tp:B(Cd)→ B(Cd) Tp := (1− p)S + pΘ (3.40)
for p ∈ [0, 1] defines a quantum channel iff p ≤ 1
d+1 .
Proof: While Tp is clearly linear, unital and positive for all p ∈ [0, 1], it is not nec-
essarily completely positive, since the transpose map Θ does not have this property.
In order to test for complete positivity, it is suﬃcient to apply the Schro¨dinger dual
Tp∗ to half of a maximally entangled state |Ω〉 := 1√
d
∑d
i=1 |i, i〉 on Cd ⊗ Cd. In fact,
it follows from Jamiolkowski’s duality theorem (cf. [Jam72] and Th. 2.3.4 in [Key02])
that a linear map R:B(Cd) → B(Cd) is completely positive iﬀ ̺ := R∗ ⊗ id |Ω〉〈Ω| is a
quantum state.
We will now apply this statement to the family Tp. It is easily seen from Eq. (2.21)
that the Schro¨dinger dual Θ∗ coincides with Θ, Θ∗ = Θ. Straightforward calculation
shows that
̺p :=
(
Tp∗ ⊗ id
)|Ω〉〈Ω| = 1− p
d2
1⊗ 1+ p
d
F , (3.41)
where F :=
∑
i,j |i, j〉〈j, i| is the so-called flip operator. Note that F∗ = F and F2 = 1.
Quantum states of the form
̺ = α1+ βF (3.42)
are usually called Werner states [Wer89]. In order to see for which values α and β the
operator ̺ describes a quantum state, it is useful to rewrite Eq. (3.42) in terms of the
eigenprojections P± of the ﬂip operator F, i. e., F P± |ψ〉 = ±P±|ψ〉 with
P+ :=
1+F
2
and P− :=
1−F
2
. (3.43)
P+ is the projection onto the symmetric (Bose) subspace, while P− describes the pro-
jection onto the antisymmetric (Fermi) subspace. Observing that P+ + P− = 1 and
P+ − P− = F and substituting these expressions into Eq. (3.42), we see that
̺ = (α+ β)P+ + (α− β)P−, (3.44)
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which is positive iﬀ α ≥ β. This implies that the output state ̺p, as given in Eq. (3.41),
is a quantum state (and thus Tp is completely positive, by the Jamiolkowski duality)
iﬀ p ≤ 1
d+1 , as suggested. 
Hayden et al. [HLS+04] have recently proven that random selections of unitary matrices
generically show an even stronger separation:
Proposition 3.6. Let ε, δ > 0. Then for sufficiently large d there is a pair of channels
R,S : B(Cd)→ B(Cd) such that ‖R − S‖∞ ≤ ε and ‖R − S‖cb ≥ 2− δ.
Proof: In the terminology of Ref. [HLS+04], a quantum channel R:B(Cd)→ B(Cd) is
called ε-randomizing iﬀ
‖R∗(̺)− S∗(̺)‖1 ≤ ε ∀ ̺ ∈ B∗(Cd) , (3.45)
where S again denotes the completely depolarizing channel, as in Eq. (3.37) above.
Eq. (3.45) implies the norm estimate ‖R − S‖∞ ≤ ε, as required in Prop. 3.6.
Hayden et al. show that for d > 10
ε
, such an ǫ-randomizing quantum channel can be
obtained with high probability from a random selection of at most µ := ⌈134
ε2
d ld d⌉
unitary operators {Ui}µi=1 ⊂ B(Cd),
R(E) :=
1
µ
µ∑
i=1
U∗i E Ui . (3.46)
In striking contrast, exact randomization of quantum states (such that ε = 0 in
Eq. (3.45) ) is known to require an ancilla system of dimension d2 ≫ µ [AMT+00].
However, the signiﬁcant reduction in the size of the ancilla space comes at a price:
while the randomizing map R erases local information, it preserves almost all the cor-
relations with a bystander system if d is suﬃciently large. In fact, it is straightforward
to show the upper bound
‖(R∗ − S∗)⊗ id |Ω〉〈Ω|‖1 ≥ 2− 2µ
d2
, (3.47)
and the same holds true for any other channel R with an ancilla system of dimension
o(n2). Eq. (3.47) implies the bound ‖R− S‖cb ≥ 2− δ, where δ := 2µd2 can be made as
small as desired by choosing d suﬃciently large. 
From the right half of the tradeoﬀ theorem Eq. (3.24) we may then conclude that for
none of these channels T and R, as deﬁned in Eqs. (3.36) and (3.46), will it be possible
to ﬁnd a decoding channel D such that the randomized information can be recovered
from the ancilla system alone. Information may remain hidden in quantum correlations
and cannot be retrieved locally. Since standard operator norm and cb-norm coincide for
channels with classical (Abelian) output space (cf. Th. 3.9 in Paulsen’s text [Pau02]),
this separation demonstrates a truly quantum-mechanical eﬀect.
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While these examples illustrate that it is in general not possible to upper bound the
cb-norm ‖ · ‖cb in terms of the operator norm ‖ · ‖∞ with a dimension-independent
estimate, a dimension-dependent bound can of course be given. In fact, for any linear
map R:A → B(Cd) with an arbitrary (possibly inﬁnite-dimensional) C∗-algebra A we
have ‖R‖cb ≤ d ‖R‖∞ [Pau02]. The transpose map Θ shows that this bound can be
tight.
3.5 Further Applications
Th. 3.3 provides a dimension-independent tradeoﬀ estimate in terms of stabilized op-
erator norms. Christandl and Winter [CW05] have recently obtained complementary
entropic bounds: Assume that a uniform quantum ensemble E1 := {1d , |i〉} of basis
states of the Hilbert space H ≃ Cd and the Fourier-rotated ensemble E2 := {1d , U |i〉}
have both nearly maximal Holevo information when sent through the quantum channel
TB :B(Cd)→ B(Cd):
χ
(
TB(Ek)
) ≥ ld d− ε (3.48)
for k = 1, 2 and some (small) ε > 0, where χ(TB(E1)) denotes the Holevo information
of the output ensemble TB(E1) := {1d , TB∗(|i〉〈i|)}, and analogously for the rotated
ensemble TB(E2) := {1d , TB∗(U |i〉〈i|U∗)} (cf. Appendix A). Christandl and Winter can
then conclude from their entropic uncertainty relation that the coherent information
Ic
(
TB ,
1
d
1
)
= H
(
1
d
d∑
i=1
TB∗
(|i〉〈i|))−H(TB∗ ⊗ id (|Ω〉〈Ω|)) ≥ ld d− 2ε (3.49)
is likewise large, where again |Ω〉 = 1√
d
∑d
i=1 |i, i〉 is a maximally entangled state on
C
d ⊗Cd. As a consequence, there exists a decoding operation D:B(Cd)→ B(Cd) such
that Fc(TB D) ≥ 1 − 2
√
2ε [SW02], where Fc(R) denotes the channel fidelity of the
quantum channel R, as deﬁned in Sec. 2.7.1.
The faithful transmission of the maximally entangled state |Ω〉 is not suﬃcient to
conclude that TBD ≈ id in operator norm with dimension-independent bounds [KW04].
But as explained in some more detail in Sec. 5.2.2, it is possibly to ﬁnd a subspace
H′ ⊂ H with dimH′ ≥ 12 dimH such that ‖T
′
BD
′ − id ′‖cb ≤ 13 ε
1
8 [BKN00, KW04],
where T
′
B and D
′
are restricted to H′. The tradeoﬀ theorem then guarantees that
‖T ′E − S‖cb ≤ 8 ε
1
16 for some completely depolarizing channel S. Thus, in combination
with Th. 3.3 the existence of highly reliable detectors for a basis and its conjugate
alone imply a stabilized version of privacy, which is much stronger than the entropic
version that appears in [CW05]. The improvement comes at the expense of a smaller
code space. However, for many cryptographic applications this is an exponentially large
space, hence its reduction by a factor 1/2 does not aﬀect the rate of the protocol.
The information-disturbance tradeoﬀ also plays the central role in the infamous black
hole information loss puzzle: black holes emit thermal Hawking radiation [Haw74],
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which contains (almost) no information about the previously absorbed quantum states.
We can model this evaporation process as an (almost) completely depolarizing quantum
channel, TE ≈ S. The tradeoﬀ theorem then suggests that all the data about the
formation of the black hole resides inside the event horizon, and could at least in
principle be retrieved from there. However, the black hole may eventually evaporate
completely, seemingly erasing all this information in the process and hence violating
the unitarity of quantum mechanics.
The tradeoﬀ theorem provides the explicit bounds for the quantum estimate. Our
results also show that for large objects with many internal degrees of freedom — such
as the entirety of all the information swallowed by a black hole —, the estimate crucially
depends on the choice of the operator topology. If only an unstabilized estimate of the
form ‖TE − S‖∞ ≤ ε can be guaranteed, information may be hidden in quantum
correlations between the thermal radiation and the black hole ﬁnal state.
Similar conclusions apply to thermalization processes, in which a quantum system
approaches an equilibrium state via repeated interaction with an environment. In so-
called collision models [SZS+02, ZSB+02], the evolution of the thermalizing quantum
system is described in terms of a quantum channel TE. If TE is almost completely
depolarizing in cb-norm, all the information about the initial state of the system will
have dissipated into the environment, and can at least in principle be retrieved from
there.
Braunstein and Pati [BP06] have explored the consequences of the information-disturbance
tradeoﬀ for the physics of black holes and thermalization in greater detail.
3.6 Summary and Conclusions
In conclusion, in this Chapter we have shown and explored a continuity theorem for
Stinespring’s dilation theorem: two quantum channels, T1, T2 are close in cb-norm iﬀ
there exist corresponding Stinespring isometries, V1 and V2, which are close in operator
norm. When applied to the noiseless channel T1 = id , the continuity theorem yields a
formulation of the information-disturbance tradeoﬀ in which both information gain and
disturbance are measured in terms of operator norms, complementing recently obtained
entropic bounds. In the form we have presented it, the continuity theorem applies
to quantum channels on ﬁnite-dimensional quantum systems and yields dimension-
independent bounds. This makes the result ideally suited for applications to situations
in which these dimensions are large or possibly unknown.
The absence of dimension-dependent factors in the continuity bounds Eq. (3.9) seems
to indicate that the result is not restricted to the ﬁnite-dimensional setting. Extensions
of the continuity theorem to completely positive maps between arbitrary C∗-algebras
are currently under investigation.
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We have already seen in Sec. 2.1.3 that inﬁnite dimensions lead to a number of com-
plications, since not all states on inﬁnite-dimensional systems can be represented as
density operators. Generalizing the deﬁnition of normal states given in Sec. 2.1.3, we
say that a quantum channel T :B(HA) → B(HB) is normal iﬀ limn→∞ T (An) = T (A)
for every sequence (An)n∈N of norm-bounded increasing operators with least upper
bound A ∈ B(HA). The normal channels T are then precisely those for which the dual-
ity relation Eq. (2.21) continues to hold (cf. [Dav76], Ch. 9). Non-normal (or singular)
channels do not have a Schro¨dinger dual.
However, as long as the Hilbert spaces are separable and all systems obey generic
energy constraints, the state space will be compact [Hol03], the channels respecting
these energy constraints will be normal, and our proof of the continuity theorem and the
tradeoﬀ bounds then goes through unchanged. In particular, compactness of the state
space guarantees that von Neumann’s minimax theorem can be applied [Sim98]. Thus,
all the results presented in the preceding sections continue to hold in this practically
relevant setting.
Chapter 4
Quantum Bit Commitment:
A Strengthened No-Go Theorem
Bit commitment is a cryptographic primitive involving two mistrustful parties, conven-
tionally called Alice and Bob. Alice is supposed to submit an encoded bit of information
to Bob in such a way that Bob has (almost) no chance to identify the bit before Alice
later decodes it for him, whereas Alice has (almost) no way of changing the value of
the bit once she has submitted it: in technical terms, a good bit commitment protocol
should be simultaneously concealing and binding.
Bit commitment protocols whose security is based on the laws of quantum physics alone
are generally held to be impossible. In this Chapter we will give a strengthened and
explicit proof of this result. We extend its scope to a much larger variety of protocols,
which may have an arbitrary number of rounds, in which both classical and quantum
information is exchanged, and which may include aborts and resets. Moreover, we
do not consider the receiver, Bob, to be bound to a ﬁxed “honest” strategy, so that
“anonymous state protocols”, which were recently suggested as a possible way to beat
the known no-go results are also covered. We show that any concealing protocol allows
Alice to ﬁnd a cheating strategy which is universal in the sense that it works against
any of Bob’s strategies. Moreover, if the concealing property holds only approximately,
the cheat goes undetected with a high probability, which we explicitly estimate. The
proof is based on the continuity theorem for Stinespring’s dilation, as presented in
Ch. 3, and uses an explicit formalization of general two party protocols, possibly of
independent interest. The result also provides a natural characterization of protocols
that fall outside the standard setting of unlimited available technology, and thus may
allow secure bit commitment. We present a new such protocol whose security, perhaps
surprisingly, relies on decoherence in Bob’s lab.
This work was done in collaboration with G. M. D’Ariano, D. Schlingemann, and
R. F. Werner [DKS+06].
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4.1 Introduction
Let us begin this Section with an example due to Winter et al. [WNI03], which nicely
illustrates how bit commitment naturally arises in everyday life: Suppose that chess
masters Alice and Bob are playing the world championship. As night falls in and people
start to feel hungry, Alice and Bob realize that they will have to interrupt the game and
resume it on the next morning. We assume that it is Alice’s turn when this happens.
Now there is a problem: if Alice plays her turn before they both leave and go home,
Bob will have the entire night to think of his response, giving him an unfair advantage.
But if Alice postpones her move, then she will have the entire night to come up with a
clever move, and Bob would ﬁnd that highly unsatisfactory.
A bit commitment scheme can provide a fair solution. In such a scheme, Alice commits
to a piece of information during a commitment phase. In our example, this would
be the speciﬁcation of her next move, but for simplicity we will always assume in the
sequel that her message can be represented by a single bit. At some later point in time,
e.g. on the following morning, Alice will unveil the message by sending some opening
information to Bob during an opening phase.
Such a protocol is said to be concealing if the information sent by Alice during the
commitment phase is (almost) perfectly hidden from Bob. The protocol is said to be
binding if Alice cannot submit a certain message in the commitment phase and then
successfully reveal a diﬀerent message in the opening phase. A bit commitment protocol
is secure iﬀ it is both concealing and binding.
Bit commitment has immediate practical applications (for chess masters Alice and
Bob), and is also known to be a very powerful cryptographic primitive. It was conceived
by Blum [Blu83] as a building block for secure coin tossing. Bit commitment also
allows to implement secure oblivious transfer [BBC+91, Cre94, Yao95], which in turn
is suﬃcient to establish secure two-party computation [Kil88, CVT95].
A trusted third party makes bit commitment a trivial task: in our example, Alice would
write down her move on a piece of paper and hand it over to the referee before they
leave. The referee would pass on the information to Bob on the next morning, who
could then check that Alice indeed plays the move she previously committed to.
But Alice and Bob know that trusted third parties are hardly ever available when both
glory and money are at stake. If they don’t trust the referee, an alternative solution
could be for Alice to write down her move on a piece of paper, which is then locked in a
safe and sent to Bob, whereas Alice keeps the key. On the next morning, she will unveil
by handing over the key to Bob, so that he can check Alice’s move against his record.
However, Bob has a well-equipped toolbox at home and may have been able to open
the safe in the meantime. So while this scheme may oﬀer reasonably good practical
security, it is in principle insecure. Yet all bit commitment schemes that have wide
currency today rely on such technological constraints: not on strongboxes and keys,
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but on unproven assumptions that certain computations are hard to perform. Several
such protocols have been suggested, either computationally binding [Blu83, BCC88,
Hal95, HM96] or computationally concealing [Nao91, OVY92]. Cryptographers have
long known that without such technological constraints, bit commitment (like any other
interesting two-party cryptographic primitive) cannot be securely implemented in a
classical world [Kil88].
It has therefore been a long-time challenge for quantum cryptographers to ﬁnd uncon-
ditionally secure quantum bit commitment protocols, in which — very much in parallel
to quantum key distribution [BB84, Eke91] — security is guaranteed by the laws of
quantum physics alone.
4.1.1 Quantum Bit Commitment and the No-Go Theorem
The ﬁrst quantum bit commitment protocol is due to Bennett and Brassard and appears
in their famous 1984 quantum cryptography paper [BB84], in a version adapted to coin
tossing. In their scheme, Alice commits to a bit value by preparing a sequence of
photons in either of two mutually unbiased bases, in a way that the resulting quantum
states are indistinguishable to Bob. The authors show that their protocol is secure
against so-called passive cheating, in which Alice initially commits to the bit value k,
and then tries to unveil 1 − k later. However, they also prove that Alice can cheat
with a more sophisticated strategy, in which she initially prepares pairs of maximally
entangled states instead, keeps one particle of each pair in her lab and sends the second
particle to Bob. It is a direct consequence of the EPR eﬀect [EPR35] that Alice can
then unveil either bit at the opening stage by measuring her particles in the appropriate
basis, and Bob has no way to detect the diﬀerence.
Subsequent proposals for bit commitment schemes tried to evade this type of attack
by forcing the players to carry out measurements and communicate classically as they
go through the protocol. At a 1993 conference Brassard, Cre´peau, Jozsa, and Langlois
presented a bit commitment protocol [BCJ+93] that was claimed and generally accepted
to be unconditionally secure.
Three years later it was then realized by Lo and Chau [LC97, LC98], and independently
by Mayers [May96, May97, BCM+97] that all previously proposed bit commitment
protocols are vulnerable to a generalized version of the EPR attack that renders the
BB84 proposal insecure — a result which they slightly extended to cover quantum bit
commitment protocols in general. In essence, their proof goes as follows: At the end
of the commitment phase, Bob will hold one out of two quantum states ̺k as proof
of Alice’s commitment to the bit value k ∈ {0, 1}. Alice holds its puriﬁcation ψk,
which she will later pass on to Bob to unveil. For the protocol to be concealing, the
two states ̺k should be (almost) indistinguishable, ̺0 ≈ ̺1. But as we have seen in
Sec. 2.7.2, Uhlmann’s theorem [Uhl76, NC00] then implies the existence of a unitary
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transformation U that (nearly) rotates the puriﬁcation of ̺0 into the puriﬁcation of
̺1. Since U is localized on the purifying system only, which is entirely under Alice’s
control, Lo-Chau-Mayers argue that Alice can switch at will back and forth between
the two states, and is not in any way bound to her commitment. As a consequence,
any concealing bit commitment protocol is argued to be necessarily non-binding.
These results still hold true when both players are restricted by superselection rules
[KMP04]. So while the proposed quantum bit commitment protocols may oﬀer good
practical security on the grounds that Alice’s EPR attack is hard to perform with cur-
rent technology, none of them is unconditionally secure. Spekkens and Rudolph [SR01]
have extended the no-go theorem by providing explicit bounds on the degree of con-
cealment and bindingness that can be achieved simultaneously in any bit commitment
protocol, some of which they showed can be saturated.
4.1.2 Two Camps
In view of these negative results, subsequent research has primarily focused on bit com-
mitment under plausible technological constraints, such as a limited classical [CCM98,
DHR+04] or quantum [DFS+05] memory, or the diﬃculty of performing collective mea-
surements [Sal98]. In an alternative approach, researchers have slightly modiﬁed the
standard setting to evade the no-go theorem: Kent [Ken99, Ken05] has shown that
relativistic signalling constraints may facilitate secure bit commitment when Alice and
Bob each run two labs a (large) distance apart and security is maintained through
a continual exchange of messages. A diﬀerent variant was introduced by Hardy and
Kent [HK04], and independently by Aharonov et al. [ATV+00]: in cheat-sensitive bit
commitment protocols, both players may have the chance to cheat, but face the risk
of their fraud being detected by the adversary. Building on Kent’s original proposal
[Ken03], the tradeoﬀ between bindingness and concealment in quantum string commit-
ment protocols has recently been investigated [BCH+05, Jai05].
At the same time, the Lo-Chau-Mayers no-go theorem [LC97, May97] is continually be-
ing challenged. Yuen and others have repeatedly expressed doubts in Mayer’s opaque
paper [May97], arguing that the no-go proof is not general enough to exclude all con-
ceivable quantum bit commitment protocols. Several protocols have been proposed
and claimed to circumvent the no-go theorem (see [Yue00, Yue04, Yue05, Che01] and
references therein, as well as D’Ariano’s account [Dar02a, Dar02b] of the controversy).
These protocols seek to strengthen Bob’s position with the help of ‘secret parameters’
or ‘anonymous states’, so that Alice lacks some information to cheat successfully: while
Uhlmann’s theorem would still imply the existence of a unitary cheating transformation
as described above, this transformation might be unknown to Alice.
Two camps seem to have formed, a large one comprising most of the community, in
which the impossibility of quantum bit commitment is accepted on the basis of the
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Lo-Chau-Mayers proof, and a smaller group of sceptics, which is not convinced, even
though no provably secure protocol, and hence a counterexample to the no-go result,
has surfaced so far.
It appears that much of this controversy stems from slightly diﬀering approaches to
the problem. A good way to pinpoint the basic disagreement is Kerckhoﬀs’ principle
[Ker83], which goes back to the 19th century military cryptographer Auguste Kerckhoﬀs
and is now universally embraced by cryptographers [TW06, Rud02]. The principle
states that the security of a cryptographic protocol should not rely on keeping parts of
the algorithm secret. In the words of Bruce Schneier, “every secret creates a potential
failure point. Secrecy, in other words, is a prime cause of brittleness — and therefore
something likely to make a system prone to catastrophic collapse” [Sch02]. In this
respect every secret parameter chosen by a human in a cryptographic protocol — e. g.
a password — is regarded as a potential weakness. For this reason cryptographers
usually think of their algorithms as being executed by machines, whose blueprints can
be published without jeopardizing the security of the system.
Anonymous states and other secret parameters used in Yuen’s protocols are apparently
regarded as a violation of Kerckhoﬀs’ principle, which suggests a restriction to ﬁxed
and automatizable strategies for both players. Deviations from these strategies are
considered an attempted fraud. The Kerckhoﬃan security analysis then does not hold
any provisions for the case in which both parties deviate from their ‘honest’ strategies.
Therefore Lo-Chau-Mayers only consider the ﬁnal committed state given that Bob
sticks to his publicly known strategy, since Alice’s cheat only has to work against this
strategy. So while Kerckhoﬀs’ principle is certainly high on the list of desiderata for
cryptographic protocols, it appears that Lo-Chau-Mayers only show that there is no
bit commitment protocol satisfying Kerckhoffs’ principle, whereas the next best thing,
e.g., an anonymous state protocol might still exist.
Another possible origin for disagreement is the style of Mayer’s paper [May97], along
the lines of Mark Kac’s dictum, “A demonstration convinces a reasonable man; a proof
convinces a stubborn man” [Kac68]. In this sense, i.e., according to the standards of
“stubborn” mathematics or mathematical physics, Mayers gives merely a demonstra-
tion. Since the argument against Kerckhoﬃan protocols only involves the state directly
after commitment, Mayers declares it irrelevant to formalize the class of two-party pro-
tocols, even though an insuﬃciently speciﬁed domain usually leaves a no-go “theorem”
rather fuzzy. Other aspects of the problem (e.g., the use of classical and quantum
information together) get a similarly rough treatment. This may be a symptom of
the “Four Page Pest”, i.e., the disease of cramming an argument onto four pages in
PRL format, although its shortest intelligible presentation requires more than six. In
any case, it appeared to us high time to convince ourselves, and hopefully some other
stubborn men, of the exact scope and status of the no bit commitment statements.
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4.1.3 A Stronger No-Go Theorem: Overview and Outline
In this Chapter we propose to resolve the bit commitment controversy with a strength-
ened no-go theorem. We will give a precise description of general two-party protocols,
which we hope no longer shows the hard work of keeping it fully explicit but still nota-
tionally manageable. This description should also be helpful for analyzing protocols for
other tasks, involving any number of parties. Our description of bit commitment does
not assume Kerckhoﬀs’ principle, so that Bob is not honor bound to a particular course
of action. Nevertheless, we show that any concealing protocol allows Alice a universal
cheating strategy, working against all strategies of Bob simultaneously. Moreover, our
result is stable against small errors, in the sense that nearly concealing protocols allow
a nearly perfect cheat, with explicit universal error bounds. The result is based on the
continuity theorem for Stinespring’s representation, as presented in Ch. 3.
Our proof applies to bit commitment protocols with any (ﬁnite) number of rounds
during each the commitment, holding, and opening phase. It includes a full treatment
of the classical and quantum information ﬂow and also covers aborts and resets. The
proof is not restricted to quantum systems that can be described in ﬁnite-dimensional
Hilbert spaces, but can be extended to continuous-variable systems with generic (global)
energy constraints. The strengthened no-go theorem shows the insecurity of all recently
proposed bit commitment protocols [Yue00, Yue04, Yue05, Che01]. A preliminary
version of the proof, restricted to single-round commitments, has appeared in [BDR05].
Our results generalize that of Ozawa [Oza01] and recent work by Cheung [Che05], who
showed that Alice can still cheat in protocols with secret parameters for the simpler case
of perfect concealment, and without a full reduction. Cheung’s estimates [Che06] for
approximately concealing protocols depend on the dimension of the underlying Hilbert
spaces, and hence cannot rule out bit commitment protocols with high-dimensional
systems.
We also classify those protocols that fall outside the standard setting, and thus may
allow secure bit commitment. Inspired by Yuen’s anonymous state idea, we propose a
new such bit commitment protocol whose security — perhaps paradoxically — relies
on decoherence in Bob’s lab. Interestingly, this protocol explores a purely quantum-
mechanical eﬀect: the distinction between the local erasure of information and the
destruction of quantum correlations, as explained in Sec. 3.4. Well-known classical
bit commitment protocols whose security relies on noisy communication channels are
brieﬂy reviewed, too.
This Chapter is organized as follows: In Sec. 4.2 we give a detailed description of the
setup for quantum bit commitment protocols, and list important types of protocols
that fall within our deﬁnition. This will serve to specify the domain for the proof of the
strengthened no-go theorem, which is then presented in Sec. 4.3. Sec. 4.4 investigates
provably secure bit commitment protocols whose security is built on decoherence in
either Alice’s or Bob’s lab, or in the transmission line. In Sec. 4.5 we brieﬂy describe
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how to extend the no-go theorem to quantum bit commitment protocols in inﬁnite-
dimensional Hilbert spaces with global energy constraints. Appendix B contains the
necessary background on direct sums and quantum-classical hybrid systems.
4.2 The Setup
In this Section we describe the task of quantum bit commitment, and deﬁne what a
successful bit commitment protocol would have to achieve. We have attempted not to
exclude any possibilities, and have avoided all simpliﬁcations “without loss of general-
ity” at this stage. In this way we hope to separate, more clearly than our predecessors,
the deﬁnition of bit commitment to which the statement “Bit commitment is impossi-
ble” refers and, on the other hand, the simpliﬁcations which we will make in the course
of the proof of this statement.
The analysis will be based solely on the principles of quantum mechanics, including clas-
sical physics. We do not consider relativistic signalling constraints, which are known to
facilitate secure bit commitment [Ken99, Ken05]. We impose as a finiteness condition,
that all classical messages can only take ﬁnitely many values, that all quantum systems
can be described in a ﬁnite-dimensional Hilbert space, and that the total number of
messages exchanged must be uniformly bounded.
4.2.1 Description in Plain English
The Basic Task — Bit Commitment is a cryptographic primitive involving two mis-
trustful parties, conventionally called Alice and Bob. Alice is supposed to submit an
encoded bit of information to Bob in such a way that Bob has (almost) no chance
to identify the bit before Alice decodes it for him, and Alice has (almost) no way of
changing the value of the bit after she has submitted it. In other words, Bob is inter-
ested in binding Alice to some commitment, whereas Alice would like to conceal her
commitment from Bob.
Protocols and Strategies — A protocol ﬁrst of all regulates the exchange of messages
between Alice and Bob, such that at every stage it is clear what type of message is
expected from the participants, although, of course, their content is not ﬁxed. The
expected message types can be either classical or quantum or a combination thereof,
with the number of distinguishable classical signals and the dimension of the Hilbert
spaces ﬁxed. The type of messages can depend on classical information generated
previously. The collection of all these instructions will be called the communication
interface of the protocol.
A particular plan for operating a local laboratory to supply the required messages,
is called a strategy. A strategy could determine that some message sent is obtained
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from a measurement on a system available in the local lab, but it could also specify
the arbitrary invention of a classical value to be sent and the fresh preparation of an
accompanying quantum system. We typically denote Alice’s strategy by a and Bob’s
by b.
The second key element of the protocol speciﬁes deﬁnite procedures for Alice to follow
if she wants to commit the bit values 0 or 1, respectively. These special honest strategies
will be denoted by a0 and a1.
Phases of the Protocol — In any commitment scheme, we can distinguish three
phases. The ﬁrst is the commitment phase, with a possibly complicated exchange of
classical and quantum messages. By deﬁnition, at the end of this phase, the bit value
is considered to be committed to Bob but, supposedly, concealed from him.
Alice and Bob then might split up for a while, without further communication. In this
holding phase typically only local operations are possible, i.e., Bob might attempt to
read the committed bit, and Alice might attempt to prepare a cheat.
Finally they get in touch again to open the commitment. In the opening phase, Alice
sends to Bob the value of the bit she claims to have committed, together with all
quantum or classical information needed for Bob to check this claim against his own
(classical and quantum) records. Bob then performs a suitable verification measurement
with two possible outcomes: either an “ok” conﬁrming Alice’s claim, or a “not ok”. The
protocol might also be ended in a public opening, which requires Alice and Bob to meet,
bringing with them all quantum and classical systems in their possession, explaining
what strategies they were using, and allowing Bob to choose arbitrary measurements
on all these systems to verify, with Alice staying on to watch. That is, no possibility
of cheating, withholding information, or making false claims about the outcome of the
veriﬁcation exists in a public opening.
Conditions on Successful Protocols — We assume that Alice’s strategies a0 and
a1 can be distinguished with high probability by Bob’s veriﬁcation measurement (which
depends on the value of the bit Alice claims to have committed). So if he tests for the
bit value “0”, and Alice honestly played a0 he will get an “ok” with probability ≥ (1−η)
for some (small) η ≥ 0, but if Alice played a1 the veriﬁcation will give “ok” only with
probability ≤ η, and similarly with tests for “1”. In this case we call the protocol
η-verifiable, or η-sound. Since this condition depends only on honest strategies, and
one pair of measurements, it is very easy to satisfy.
We call a protocol ε-concealing, if Alice’s honest strategies cannot be distinguished
by Bob (up to an error ε). In general, of course, the probabilities he measures while
applying his protocol b depend on whether Alice chooses a0 or a1. Here we require
that no matter what strategy b Bob uses and no matter what measurement he makes,
these probabilities never diﬀer by more than ε throughout the commitment and holding
phase. Note that the concealing condition makes no statement whatsoever about other
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Figure 4.1: Alice’s basic strategic choices. Decisions she must take are indicated by dia-
monds, some actions necessary for a typical cheating strategy by squares. The cheating
strategies a♯0 and a
♯
1 are identical throughout the commitment phase, and might be equal
to a purification of the honest strategy a0. Then U indicates a unitary cheating trans-
formation, and D the introduction of suitable decoherence to reverse the purification.
In the opening phase the cheating strategies are identical to their honest counterparts.
strategies of Alice. If Alice cheats, there is usually nothing to be concealed anyway.
A δ-cheating strategy for Alice is a pair of strategies a♯0 and a
♯
1 such that Bob cannot
distinguish a0 from a
♯
0, and a1 from a
♯
1 better than with a probability diﬀerence δ, at
any time, including the opening phase. Of course, these conditions would be trivially
satisﬁed for a0 = a
♯
0 and a1 = a
♯
1. What makes (a
♯
0, a
♯
1) cheating strategies is that
Alice does not actually make the decision about the value of the bit until after the
commitment phase. That is, the strategies a♯0 and a
♯
1 must be the same throughout the
commitment phase, and can only diﬀer by local operations carried out in the holding
or opening phase. Note, however, that Alice might have to decide from the outset that
she wants to cheat, since the strategies a♯i might be quite diﬀerent from both a0 and
a1. Fig. 4.1 illustrates Alice’s basic choices as she goes through the protocol. If no
δ-cheating strategy exists for Alice, we call the protocol δ-binding.
The condition we impose here is much stronger than the condition that Bob’s standard
veriﬁcation measurements are fooled by the cheat (perhaps with a bound on the success
probability): we require that no measurement whatsoever could detect a diﬀerence.
With a public opening rule, one could even say that after the cheat not even Alice
herself could help Bob to tell the diﬀerence. Clearly, these conditions make it very
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hard for Alice to cheat. Therefore, our proof that Alice can still cheat under such
conditions automatically includes all protocols with weaker conditions on successful
cheats.
Real Time Checks for Cheating — It is perhaps helpful to point out the diﬀerence
between two kinds of checks on Alice’s honesty, which Bob might perform. We have
granted him unlimited technological power in the deﬁnition of ε-concealing protocols.
But for running the protocol no such fantastic abilities are required, and he will not
actually do all those complicated tests. In fact, the concealing and binding properties
of the protocol cannot be ascertained by any practical tests, but are there to be checked
theoretically by Alice and Bob on the basis of the publicly available description of the
protocol. It is on the basis of such considerations that Alice and Bob will consent to
use the protocol in the ﬁrst place.
During a single run of the protocol, Bob can employ some tests on Alice’s behavior
as part of the protocol. If Bob suspects a problem he may be entitled to calling an
abort of the protocol (clearly a classical message), and the procedure would start at
the beginning. The total number of such resets must be limited on the grounds of
bounding Alice’s probability of cheating. The possibility of such checks at run-time
are the main reason why we must consider protocols with a large number of rounds,
possibly diﬀering from run to run.
Result — We will prove in Sec. 4.3.7 that any protocol which is ε-concealing allows
a δ-cheating strategy for Alice, where δ ≤ 2√ε. These bounds coincide with those
obtained by Spekkens and Rudolph [SR01] in the Kerckhoﬃan setting.
As illustrated in Fig. 4.1, Alice’s cheating strategy a♯ consists in playing a puriﬁcation
of the honest strategy a0 throughout the commitment and holding phase. If she then
opts for the bit value k = 1 instead, she will apply a unitary operation U on the
purifying system, and then follow the honest strategy a1 from there.
4.2.2 Formal Description of Protocols
In this Section we will cast the above description more explicitly into the formalism of
quantum theory. Thereby we further reduce possible ambiguities in the statement of
the problem, but also prepare the notation for the proof.
We will generally identify systems by their observable algebras. This has the advantage
that combinations of classical and quantum information are naturally covered: a quan-
tum system with Hilbert space H is then represented by the algebra B(H) of operators
on H, and a system characterized by a classical parameter x, and has Hilbert space
Hx in that case is described by the direct sum
⊕
x B(Hx). A state on such an algebra
is of the form
⊕
x pxρx, and is speciﬁed ﬁrst by a probability distribution {px}x for
the x’s, and second by a collection of density operators ρx on Hx, which are used to
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compute expectations if the value of the classical parameter is known to be x. Since
this formalism for handling classical information in protocols is not generally familiar,
we describe it in some more detail in Appendix B.
Many algebras (indexed by the nodes of the communication tree) will appear in the
description of the protocol, indicating that with each operation the type of quantum
system in the respective lab might change completely. By choosing the lab algebras
large enough this dependence might be avoided. However, even when the lab systems
remain the same, it is helpful to keep the distinguishing indices for keeping track of the
progress of the protocol.
4.2.2.1 The communication tree
At every stage of the protocol a certain amount of shared classical information will
have accumulated. Classical information never gets lost, so the stages of the protocol,
together with the currently available classical information naturally form the nodes of a
tree, which we call the communication tree. An example is depicted in Fig. 4.2. Every
node x carries the following information:
1. Whose turn is it: Alice’s or Bob’s? This follows from the position of the node in
the tree, when we assume without loss of generality, that Bob always starts, and
from then turns alternate.
2. What are the classical signals, which might be sent from this person to the other?
The admissible signals form a ﬁnite set Mx by assumption. This set labels the
branches going from this node to successor nodes, which we denote by x′ = xm,
for m ∈Mx.
3. For each possible classical signal, what kind of quantum system is accompanying
it? If the classical message is m, we take its observable algebra to be Mxm, and
assume this to be the full algebra of (d× d)-matrices for some d = d(x,m) <∞.
The value d(x,m) = 1 (≃ no accompanying quantum system) is a possible choice.
4. Each node x is completely characterized by the entire history of the classical
messages exchanged between Alice and Bob, i.e., we can write x = m1m2 · · ·mN .
At every node, we denote the observable algebras of Alice’s and Bob’s laboratories
by Ax and Bx, respectively. These are only partly determined by the communication
interface, and depend on the strategy, which we sometimes emphasize by writing Ax(a)
and Bx(b). The description of the communication step below shows in detail how these
algebras develop as one moves along the communication tree. Let Xc denote the set of
nodes at which a commitment is supposed to be reached. Since only local operations
and the opening phase follow, we can consider these as the leaves of the communication
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Figure 4.2: Example of a communication tree. Each node corresponds to one history
of classical communications, with the different lines from each node representing a
possible classical signal. The dashed lines represent the holding phase, in which no
communication occurs, followed by the opening move (open circle) by Alice, and a
measurement by Bob.
tree. The joint observable algebra at that stage is⊕
x∈Xc
Ax(a)⊗ Bx(b) (4.1)
(cf. Appendix B for the interpretation of direct sums). The algebras of Alice and Bob
could themselves be direct sums, representing classical information only available to
Alice and Bob, respectively, but we do not look at this for the moment.
4.2.2.2 The elementary communication step
Now consider some node x, and assume that it is Alice’s turn (everything holds mutatis
mutandis for Bob). We know that some message m ∈ Mx is expected from Alice,
accompanied by a quantum system with observable algebraMxm. The most general way
of doing this is a quantum operation sending states on Ax to states on
⊕
mAxm⊗Mxm.
Written in the Heisenberg picture, Alice hence chooses a channel
Tx(a) :
⊕
m∈Mx
Axm(a)⊗Mxm → Ax(a) (4.2)
Bxm(b) = Mxm ⊗ Bx(b). (4.3)
Here we have added a parameter a to Tx, to make it clear that choosing these channels
for all x is precisely what deﬁnes Alice’s strategy. Note that the choice of the channel
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includes that of their domain and co-domain algebras. The channel Tx(a), together with
the input state determines the probabilities for the classical outcomes m. Of course,
the channel could be one that simply forces one of the results. Hence m could equally
well be the result of Alice’s free choice of strategy, or of a measurement on a system
she recently obtained from Bob. If m is found, Alice also splits the output system into
a part Axm(a) which Alice keeps, and the part Mxm she sends to Bob. This splitting
is included in the speciﬁcation of Tx(a). That Mxm changes ownership is expressed in
the above equation by including it in Bob’s algebra at the next round (i.e., Bxm) as a
tensor factor. At Bob’s nodes everything is the same, but since we always order tensor
factors as Alice ⊗ Message ⊗ Bob, the analogues of the above equations at Bob’s nodes
are
Tx(b) :
⊕
m∈Mx
Mxm ⊗ Bxm(b)→ Bx(b) (4.4)
Axm(a) = Ax(a)⊗Mxm. (4.5)
Recall that initially there is neither shared classical information nor quantum systems,
so for the node 0 =“start” we have A0 = B0 = C. Therefore, the state at the commit-
ment stage
ρc(a, b) :
⊕
x∈Xc
Ax(a)⊗ Bx(b) → C (4.6)
is completely determined by the choice of protocols a, b. Similarly, the ﬁnal state, on
which Bob carries out the veriﬁcation measurement will be denoted by ρf (a, b).
4.2.2.3 Can Bob distinguish Alice’s strategies?
In the concealment condition, as well as in the description of cheating strategies, it is
important to decide whether Bob can distinguish two strategies of Alice at commitment
time. Clearly, this depends only on the restriction ρBc (ai, b) of the state ρc(ai, b) to Bob’s
laboratory, which has observable algebra
⊕
x Bx.
The security criterion given in Sec. 4.2.1 asks for the largest probability diﬀerence
obtainable by Bob. We know from Sec. 2.7.2 that it is convenient to express this as
a trace norm diﬀerence: the largest diﬀerence of expectations in “yes-no” experiments
with density matrices ρ1, ρ2 is supF |tr(ρ1 − ρ2)F |, where F ranges over all eﬀects F
with 0 ≤ F ≤ 1. That is, the largest probability diﬀerence is 12‖ρ1 − ρ2‖1, where
‖ · ‖1 denotes the trace norm. This naturally leads us to the following deﬁnitions of
concealing protocols and cheating strategies:
Definition 4.1. (Concealment)
We say that a protocol is ε-concealing iff for all strategies b of Bob
‖ρBc (a0, b)− ρBc (a1, b)‖1 ≤ 2 ε. (4.7)
When this condition holds with ε = 0, we say that the protocol is perfectly concealing.
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Definition 4.2. (Bindingness)
A δ-cheating strategy (a♯0, a
♯
1) is characterized by the inequality
‖ρBf (a♯i , b)− ρBf (ai, b)‖1 ≤ 2 δ, (4.8)
for i = 0, 1 and all b. If no δ-cheating strategy exists, the protocol is called δ-binding.
Def. 4.2 requires a cheating strategy to work against all of Bob’s strategies — not only
against some fixed strategy, as suggested by Kerckhoﬀs’ principle. We will show in
Sec. 4.3.7 that Alice can always ﬁnd such a universally good cheating strategy. As
explained in Sec. 4.1.3, this extends the no-go theorem to protocols relying on secret
parameters or “anonymous states”.
Note that one possible measuring strategy for Bob is to actually make the measure-
ment at some earlier time, record the result, and send only dummy messages to Alice
afterwards. So saying that two strategies are ε-equivalent at some stage is the same as
saying that they are equivalent up to that stage of the protocol. Hence, the ε-concealing
condition implies the only apparently stronger statement that at no time during the
commitment phase Bob is able to discriminate the honest commitments better than
with probability ε.
4.2.3 Protocols Covered by our Definition
In this Section we describe some ideas from the literature about possible protocols, in
increasing complexity. Of course, none of them are ultimately successful. But this is
in many cases not obvious from the outset, so these ideas serve well to illustrate the
richness of two-party protocols as formalized in our scheme.
4.2.3.1 The beginning
As explained in Sec. 4.1.1, the ﬁrst observation concerning quantum bit commitment
was made in the classic paper of Bennett and Brassard on quantum cryptography
[BB84]. In this basic scenario the commitment phase has only one round, in which
Alice prepares one of two orthogonal Bell states ψ0, ψ1 ∈ HA ⊗ HB. These have the
same restriction on Bob’s system, so the protocol is perfectly concealing. But they
are also connected by a unitary on Alice’s side (as all maximally entangled states
are), and this unitary constitutes her sneak flip cheating strategy, which under these
circumstances also works perfectly.
4.2.3.2 Alice sends a state
The natural generalization of this protocol is to replace the Bell states by arbitrary
pure states generated by Alice [LC97, May97]. When these have the same restriction
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on Bob’s side, they are puriﬁcations of the same state, and hence are connected by
a partial isometry on Alice’s side, which serves as a sneak ﬂip operation. A crucial
step is now to go away from perfect concealment (ε = 0 in Eq. (4.7) ), which seems to
have been considered ﬁrst in [May97]. In this case one has to use a continuity result
for puriﬁcations, i.e., that nearby states have nearby puriﬁcations. In other words, one
needs an estimate of Uhlmann’s ﬁdelity (which measures the distance between purifying
vectors), and the trace norm, as provided in Sec. 2.7.2.
4.2.3.3 Classical communication
Classical communication occurs naturally in cryptographic protocols, so it needs to be
included in the analysis. In contrast to some of our predecessors, who choose a purely
quantum description from the outset, we treat classical information explicitly through-
out. In particular, classical information in the Lo-Chau-Mayers approach is treated
quantum-mechanically and sent over noiseless quantum channels, while our descrip-
tion explicitly allows information transfer over classical channels, and thus provides a
natural setting to include purely classical protocols in the analysis.
Cheating becomes harder for Alice if the protocol requires some exchange of classical
information, for she no longer has full control over the puriﬁcation spaces of the two
commitment states. Roughly speaking, unitaries which introduce superpositions of
states, which belong to diﬀerent classical values already sent to Bob, are forbidden. In
the formalism introduced above this means that Alice has to ﬁnd a cheating unitary
for every classical communication history x.
Mayers’ heuristic paper [May97] has some provisions for this case, by sending classical
values to a special quantum repository in the environment, and eﬀectively coherenti-
fying all classical information. In our work, the classical communication ﬂow emerges
naturally as a framework for the description of the protocol. This approach should also
prove helpful in the analysis of other cryptographic tasks.
4.2.3.4 Bob supplies the paper
The protocols so far were characterized by the property that Bob really had no strategic
choices to make during the commitment phase. Hence the state at the end of the
commitment phase, written in our scheme as ρc(a, b), really does not depend on Bob’s
strategy b. So Alice only has to connect the puriﬁcations of two states which are
explicitly known to her. Clearly, her task of ﬁnding a clever sneak ﬂip becomes harder
if there is a proper dependence on b. Lo-Chau-Mayers restrict their analysis to those
protocols in which Bob follows a speciﬁed ‘honest’ strategy b⋆, which is assumed to be
publicly known in accordance with Kerckhoﬀs’ principle. In these cases, Alice knows
how to cheat, and the no-go result immediately applies.
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As explained in Sec. 4.1.3, we do not require that Bob follows such a publicly known
standard strategy. Alice then indeed has to ﬁnd a sneak ﬂip working for all of Bob’s
admissible strategies b. The easiest such protocol begins with Bob sending a system to
Alice, in some state known only to him (in [Yue05] this is called an anonymous state).
The honest strategies require Alice to encode the bit by using this system in some way
and then returning a committing system to Bob. Eﬀectively Alice now chooses not a
state but a channel to encode her commitment. The puriﬁcation idea and Uhlmann
ﬁdelity estimate no longer work for this, so these protocols are not covered by Lo-Chau-
Mayers. Instead, the puriﬁcation construction has to be generalized to the Stinespring
representation of channels, and an appropriate continuity result has to be shown. This
will be done in Sec. 4.3.
4.2.3.5 A decoherence monster in Bob’s lab
That the idea of states supplied by Bob may introduce interesting new aspects is demon-
strated by a scenario which is not a bit commitment protocol in the sense of this Section,
because it makes additional assumptions about things happening in Bob’s lab: Suppose
that after Bob has sent some quantum state to Alice, a decoherence monster (such as
the cleaning service) enters his lab, and all quantum information is destroyed. Only his
classical records survive. That is, he still knows what preparation he made, but cannot
use the entangled records he made during the preparation. Now suppose that Alice
and Bob can rely on this happening. Then they can design a bit commitment proto-
col that works. So, paradoxically, the monster strengthens Bob’s position, because it
weakens the assumptions about his ability to break the concealment. Hence one can
make protocols which are binding in the strong sense described above, but concealing
only if we assume that coherence in Bob’s lab is indeed destroyed. We will analyze this
possibility in Sec. 4.4.2.
4.2.3.6 Alice can choose more strategies
An apparent generalization would allow Alice to choose her honest strategy a0 at will
from some set A0, and a1 from A1. The idea is that now some a0 ∈ A0 might well be
distinguishable from some a1 ∈ A1 for Bob. Concealment under such circumstances
means that Bob, on seeing data compatible with some a0 during the commitment or
holding phase can never be sure that they do not come from a certain a1. In other
words, for every a0 ∈ A0 there must be an ε-equivalent strategy a1 ∈ A1. But then,
according to our result, Alice can develop a sneak ﬂip attack on the basis of these two
protocols alone.
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4.2.3.7 More communication in the holding phase
In Sec. 4.2.1 we have excluded any communication in the holding phase, and, apart from
a single message from Alice to Bob, also in the opening phase. There is, however, no
problem in allowing such communication, and some protocols, like Kent’s protocol using
relativistic signal speed constraints [Ken99, Ken05], require a lot of communication in
the holding phase.
Of course, protocols with no rounds at all in the holding phase are directly covered by
our deﬁnition. The only strategic diﬀerence between holding and commitment phase
is that Alice’s cheating strategies a♯0 and a
♯
1 are only required to coincide during the
commitment phase. She might start cheating with diﬀerent tricks for 0 and 1 during
the holding phase.
Clearly, declaring the holding phase a part of the commitment phase only weakens
Alice’s cheating possibility. However, she does not need these extra options anyway: a
sneak ﬂip attack at the end of the holding phase is always possible, as we show.
4.2.3.8 Aborts and resets
Often in cryptography one considers protocols which allow the parties to call an “abort”.
We can distinguish two kinds of abort: when a constructive abort, or reset occurs, the
protocol is started anew, whereas at a full abort the whole protocol is terminated as
unsuccessful.
Both kinds of aborts are covered in our scheme, but they would be typical of diﬀerent
phases. Resets are quite natural in the commitment phase. For example, Bob might
make a test measurement on some message he receives, and refuse to continue if there
is a slight deviation from what is expected from Alice playing honest. A reasonable
requirement at this point is that the probability for reaching a commitment after some
number of rounds with an honest Alice is positive. Then allowing even more retrials
one could bring the probability for reaching a commitment close to one, and allow
some arbitrary choice in the remaining cases, i.e., if the allotted total number of rounds
is exhausted without a commitment. In this way one would get a protocol satisfying
our ﬁniteness condition, while retaining the potential value of resets for a commitment
protocol. Strictly speaking, resets can only occur during the commitment phase, since
we have demanded a partitioning of each protocol run into three successive phases
(without relapses into earlier phases). However, the holding phase can be essentially
united with the commitment phase (see Sec. 4.2.3.7). Hence we can eﬀectively also
cover constructive aborts during the holding phase.
In the opening phase we can consider full, or destructive aborts. This is a move right
to an endpoint of the communication tree, labelled accordingly. Clearly this possibility
weakens Bob’s discrimination powers, and makes it much easier for Alice to cheat. In
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particular, each sneak ﬂip attack becomes successful. Therefore, the abort possibility
does not seem to present any interesting strategic options for quantum bit commitment.
4.3 Proof
In the exposition of the task of bit commitment and the admissible protocols we have
tried not to restrict generality by simplifying assumptions, in order not to weaken
the scope of the no-go theorem. This leads to a rather wild class of strategies to
be considered: arbitrarily many rounds of communication of varying length, inﬁnite-
dimensional local lab Hilbert spaces, and all that. Clearly, in the course of the proof
we want to get rid of this generality. The main idea for simpliﬁcations is that obviously
inferior methods of analysis for Bob, or inferior cheating methods for Alice need not be
considered. We therefore begin with an explanation of what it means that one strategy
is “obviously inferior”, or weaker than another (cf. Sec. 4.3.1).
The ﬁrst application of this idea is the process of purification, by which a general
strategy is turned into another one, which avoids all measurements not demanded by the
communication interface, and turns all decohering operations into coherent information
transfer to ancillas. Stinespring’s dilation theorem guarantees that this can always be
done. The puriﬁcations result in locally coherent strategies, which will be crucial for
Alice’s cheat later on, and have been a part of all no-go results.
Once a player has chosen a locally coherent strategy, it is possible to reduce the lab
spaces considerably. For example, if a strategy requires the choice of a mixed state,
this state may have an inﬁnite-dimensional support Hilbert space. Its puriﬁcation,
however, is a single vector, so up to a unitary transformation, which can be absorbed
into subsequent operations, it suﬃces to take a one-dimensional Hilbert space. We
show that this works for operations as well: for every locally coherent strategy there
is a stronger one (in the sense of Sec. 4.3.1), using only ﬁnite-dimensional Hilbert
spaces, with a universal dimension bound depending only on the dimension of quantum
messages exchanged so far. In particular, an inﬁnite-dimensional lab space will not give
more power to Bob. This will be shown in Sec. 4.3.3, and leads to the consequence that
eﬀectively (up to any desired level of accuracy) we need only consider a ﬁnite number
of strategies for Bob.
The next step is in some sense a dual of puriﬁcation: puriﬁcation means that we
can avoid measurements during a protocol, deferring all such operations to the ﬁnal
measurement. Similarly, we can move the acts of decision making during the protocol to
the very beginning, by introducing a strategy register (see Sec. 4.3.4), which is described
in the Hilbert space ℓ2(S), for some ﬁnite set S of strategies. The choice of a strategy
is then expressed by preparing some initial state of the strategy register, and then
letting controlled unitaries transcribe this information into suitable operations at all
later rounds. Let us denote by bσ Bob’s strategy of installing the strategy register
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mechanism, and preparing the initial state σ for that register. The state ρc(a, bσ) at
commitment time then depends linearly on σ, and after tracing out Alice’s lab, we ﬁnd
a channel ΓB(a) depending on Alice’s strategy a, such that
ΓB(a) :
⊕
x∈Xc
Bx → B(ℓ2(S)) (4.9)
tr σ ΓB(a)(B) = tr ρBc (a, bσ) B (4.10)
for all B ∈ ⊕xBx. This channel now summarizes everything that Bob can possibly learn
about Alice’s strategy by choosing his own strategy and making a measurement in his
lab after the commitment. In a simple, purely Kerckhoﬃan scenario the analogous
object is just the state at commitment time, since one does not allow Bob a choice of
diﬀerent legitimate strategies. However, in our more general framework we do need to
consider the dependence on σ, and correspondingly cheats which work uniformly well
for all σ.
As an instructive special case, we next suppose that the protocol is perfectly concealing,
which is expressed by ΓB(a0) = Γ
B(a1). We show in Sec. 4.3.5 that Alice then has a
perfect cheat. Its existence is guaranteed by the uniqueness clause in the Stinespring
dilation theorem. From this prototype of Alice’s cheat one can see how an approximate
cheat in response to approximate concealment ΓB(a0) ≈ ΓB(a1) should work.
In Sec. 4.3.6 we look more carefully into the kind of approximation ΓB(a0) ≈ ΓB(a1)
suﬃcient to draw the desired conclusion. It turns out that we need to consider a
special attempt of concealment breaking for Bob, namely keeping an entangled record
of the strategy register and making a joint measurement on the rest of his system
and this “backup copy” after commitment. Clearly, this is a legitimate attempt in
our framework, and hence must already be implicit in the strategies controlled by the
strategy register. However, making this scheme explicit provides the right kind of norm
(cb-norm) on channels so that a small ||ΓB(a0)−ΓB(a1)||cb guarantees the existence of
an approximately ideal cheat. The technical result guaranteeing this is the continuity
theorem for the Stinespring dilation construction, as presented in Ch. 3.
4.3.1 Comparing the Strength of Strategies
Consider two strategies a and a′ of Alice. We will say that a′ is stronger than a, if
whatever Alice can achieve by strategy a she can also achieve by a′. More explicitly,
we require that there is a revert operation Rx : Ax(a)→ Ax(a′) bringing Alice back to
strategy a at whatever node x she so chooses (observe the direction of arrows due to
the Heisenberg picture). That she actually comes back to a is guaranteed inductively,
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i.e., we require that
RxTx(a) = Tx(a
′)
⊕
m∈Mx
(Rxm ⊗ idMxm) (4.11)
at Alice’s nodes and
Rxm = Rx ⊗ idMxm (4.12)
at Bob’s nodes.
Tracing this all the way back to the root of the communication tree we get, for any of
Bob’s protocols b, and for any stage of the protocol, in particular for the commitment
stage Xc,
tr ρc(a, b)
(⊕
x
Fx ⊗Gx
)
= tr ρc(a
′, b)
(⊕
x
Rx(Fx)⊗Gx
)
. (4.13)
Taking Fx = 1x in Eq. (4.13) (corresponding to the partial trace over Alice’s lab space
in the Schro¨dinger picture) we see that Bob’s subsystems are completely unaﬀected, i.e.,
Bob will never be able to tell the diﬀerence between a and a′. The strategic signiﬁcance
of passing to a stronger strategy is diﬀerent for Alice and for Bob.
For Bob a stronger b′ is just another strategy to be considered in the concealing con-
dition and in the condition for a successful cheat. Since Bob does not loose any dis-
criminating power in playing coherent, Alice (and we) might as well assume that he is
always using the strongest strategy available. This simpliﬁes the analysis, as we will
see in more detail below.
For an honest Alice there is no option. Whatever the honest strategies a0 and a1
specify, she has to follow. However, since Bob will never know the diﬀerence, it is
easy to check from the deﬁnitions of concealment and bindingness in Sec. 4.2.2.3 that
whenever (a0, a1) is a bit commitment protocol with security parameters ε and δ, then
so is any pair of stronger strategies (a′0, a
′
1), with the same parameters. Hence we
could assume for the sake of an impossibility proof that Alice’s honest strategies are
strengthened in some way. However, there is hardly an advantage in that assumption,
and we will not do so.
For a cheating Alice, using all the power of her inﬁnitely well equipped lab, and hence
using the strongest available strategies is clearly the best choice. Indeed, this will be the
only diﬀerence between the honest and the cheating strategies during the commitment
phase: these consist of playing until commitment a particular strengthening of an
honest strategy, namely the local puriﬁcation discussed in the next subsection.
4.3.2 Local Purification
Intuitively, maintaining coherence during quantum operations is more demanding than
allowing thermal noise and other sources of decoherence to have their way. Therefore,
doing only those measurements needed for satisfying the communication interface rules,
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but avoiding all other decoherence should lead to a stronger protocol in the sense of
Sec. 4.3.1. Such simpliﬁed “locally coherent” strategies are more easily expressed in
terms of operators acting on Hilbert spaces than in terms of superoperators acting on
algebras. Therefore we need a notation for the message Hilbert spaces as well, i.e.,
we set Mxm = B(Kxm), where dimKxm = d(x,m) is the dimension parameter from the
description of the communication tree in Sec. 4.2.2.1.
Definition 4.3. (Locally Coherent Strategy)
A strategy a (of Alice) is called locally coherent iff for all communication nodes x we
have Ax(a) = B(Hx(a)) and, at all of Alice’s nodes, the respective quantum channel
Tx(a) :
⊕
mAxm(a)⊗Mxm → Ax(a) from Eq. (4.2) is given by operators
Vx,m(a) : Hx(a)→ Hxm(a)⊗Kxm (4.14)
such that
Tx(a)
(⊕
m
Am ⊗ Ym
)
=
∑
m
Vx,m(a)
∗(Am ⊗ Ym)Vx,m(a) (4.15)
for all Am ∈ B(Hxm(a)) and Ym ∈ B(Kxm).
The point here is that each summand in this Tx(a) is pure, i.e., given by a single Kraus
operator Vx,m(a). This is equivalent to the property that the m
th term in this sum
cannot be decomposed into a non-trivial sum of other completely positive maps, which
would in turn correspond to the extraction of further classical information. Using a non-
pure map in a strategy would therefore mean to exercise less than the maximal control
allowed by quantum theory. Note that m is in general a random outcome, but Alice can
make it deterministic by choosing her strategy a corresponding to Vx,m(a) = δm,m0Vx,
with an isometry Vx.
We have seen in Sec. 2.5 that Stinespring’s dilation theorem provides the canonical way
to convert any strategy into a locally coherent one. We will use Stinespring’s dilation
Th. 2.6 several times, but ignore the uniqueness statement Th. 2.7 for the moment.
Then we can iteratively generate a locally coherent protocol aˇ from a, together with
the required revert operations showing that aˇ is indeed stronger than a. Suppose the
space Hx(aˇ) and the revert channel Rx : Ax(a) → B(H(aˇ)) has already been deﬁned
along with these objects for all earlier nodes. We need to extend this deﬁnition to
all successor nodes xm. If the node x belongs to Bob, there is nothing to do since
Eq. (4.12) explicitly deﬁnes Rxm. At Alice’s nodes, we apply Stinespring’s theorem to
the composition
RxTx(a) :
⊕
m∈Mx
Axm(a)⊗Mxm → B(Hx(aˇ)). (4.16)
The dilation theorem then yields a representation πx of
⊕
m∈Mx Axm(a) ⊗ Mxm on
some Hilbert space Kx and an isometry Vx:Hx(aˇ) → Kx. Now the projections Pm
in
⊕
m∈Mx Axm(a) ⊗Mxm which correspond to the direct sum decomposition over m
are mapped by πx to projections on Kx, so we get a decomposition into orthogonal
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subspaces Kx =
⊕
m πx(Pm)Kx. Since the Pm commute with all other elements of
the algebra, the projections πx(Pm) commute with all πx(A), and A 7→ πx(Pm)πx(A)
becomes a representation on πx(Pm)Kx. This representation can be restricted to the
message algebra Mxm, and since the representation of a full matrix algebra is unique
up to multiplicity (and up to unitary equivalence indicated by “≃” in the equations
below), we can split the subspace πx(Pm)Kx into a tensor product:
πx(Pm)Kx ≃ Hxm(aˇ)⊗Kxm , (4.17)
πx(1⊗X)πx(Pm) ≃ 1⊗X , (4.18)
πx(A⊗ 1)πx(Pm) ≃ πxm(A)⊗ 1 . (4.19)
At the last line we have used that all πx(A⊗1) commute with all πx(1⊗X) ≃ (1⊗X),
so must be of the form A′ ⊗ 1 for some A′ = πxm(A). We have already indicated
in the notation that the space Hxm(aˇ) arising in this construction will be chosen as
Alice’s lab Hilbert space for the coherent strategy aˇ. The revert operation will simply
be Rxm = πxm:Axm → B(Hxm(aˇ)) and, ﬁnally, the isometries of the pure strategy will
be
Vx,m(aˇ) ≃ πx(Pm)Vx(a): Hx(aˇ)→ πx(Pm)Kx ≃ Hxm(aˇ)⊗Kxm . (4.20)
Then Eq. (4.11) holds by virtue of the Stinespring representation, and we have shown
that aˇ is indeed stronger than a.
To summarize: for every strategy a there is a stronger locally coherent strategy aˇ.
Moreover, the corresponding revert operation can be chosen to be a representation for
all x. We will assume from now on that Bob uses coherent strategies, since this does
not constrain his power to resolve Alice’s actions at any stage.
4.3.3 Bounding Local Hilbert Space Dimensions
It is a crucial point in the deﬁnition of concealment that no limitations are imposed
on Bob’s capabilities. In particular, he could choose to use arbitrarily large local lab
Hilbert spaces. In principle, this makes scanning all of Bob’s strategies for checking
ε-concealment an inﬁnite task. However, the puriﬁcation construction takes care of this
aspect as well, and we will show that without loss of discrimination power Bob can ﬁx
the dimension of his lab spaces uniformly over all his strategies.
We have seen in Sec. 2.5 that the Stinespring construction respects ﬁnite-dimensionality.
Choosing the “minimal” dilation, we have dimK ≤ dimA · dimH. However, since this
bound still contains the algebra A, which is part of the strategy whose puriﬁcation gen-
erates the locally coherent protocol, and which is not a priori bounded, this argument
does not suﬃce to derive a uniform dimension bound on local lab spaces.
The desired bound can be constructed by looking directly at the deﬁnition of locally
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coherent strategies. Here the growth of Bob’s lab space is given by the two operations
Vx,m(b) : Hx(b)→ Kxm ⊗Hxm(b) (4.21)
at Bob’s nodes and
Hxm(b) = Kxm ⊗Hx(b) (4.22)
at Alice’s nodes.
Given the dimensions of Hx(b) and Kxm, the ﬁrst line per se does not imply a bound
on the dimension of Hxm(b). However, the range of Vx,m has known ﬁnite dimension,
so most of these dimensions will never be used. More precisely, we can ﬁnd a subspace
H′xm(b) ⊂ Hxm(b) such that
Vx,m(b)
(
Hx(b)
)
⊂ Kxm ⊗H′xm(b). (4.23)
Indeed, we can take H′xm(b) as the span of all vectors |φα,j〉 appearing in the expansion
Vx,m(b) |φα〉 =
∑
j |ψj〉 ⊗ |φα,j〉, where {|ψj〉} ⊂ Kxm and {|φα〉} ⊂ Hx(b) are orthonor-
mal bases. Hence
dimH′xm(b) ≤ dimHx(b) dimKxm . (4.24)
We now apply this idea inductively, i.e., with a previously constructed H′x(b) ⊂ Hx(b)
on the left hand side of Eq. (4.23). Note that at Alice’s nodes there is nothing to
choose, and the dimension bound Eq. (4.24) holds with equality anyhow. Moreover, at
the root we have dimH0(b) = dimH′0(b) = 1 for all strategies.
Hence we have generated a new strategy, using the same isometries Vx,m(b) as b, but
with domains and ranges restricted to a subspace Hx(b′) ≡ H′x(b) ⊂ Hx(b) for all
b. We will now show that b′ is stronger than b. The required revert operation is
implemented by the subspace embedding jx:Hx(b′) → Hx(b), as Rx(B) = j∗xBjx and,
due to Eq. (4.23), the operators Vx,m for the new strategies are connected by
Vxm(b) jx = (1⊗ jxm)Vxm(b′) : Hx(b′)→ Kxm ⊗Hxm(b) , (4.25)
where jxm is the embedding of H′xm(b) into Hxm(b). Eq. (4.11) then follows by com-
bining this with Eq. (4.15) in a version adapted to Bob’s pure strategies. An intuitive
description of this revert operation in the Schro¨dinger picture is to ask Bob to consider
his density operator on Hx(b′) as a density operator on the larger space Hx(b), by
setting it equal to zero on the orthogonal complement.
It is perhaps paradoxical that in this case the strategy using less resources is stronger.
But in fact, they are just equally strong. The revert operation in the opposite direction
is Sx : B(Hx(b′))→ B(Hx(b)), with
Sx(B) = jxBj
∗
x + ρx(B) (1− jxj∗x) , (4.26)
where ρx is an arbitrary state on B(Hx(b′)). The second term is added to satisfy the
channel normalization, Sx(1) = 1. Since j
∗
xjx = 1, we have RxSx = id . The revert
operation in this case is thus the projection on the subspace Hx(b′) ⊂ Hx(b).
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Taking together the reduction operation, and, possibly an expansion as described
(adding some extra dimensions on which all states vanish), we can convert any strategy
b to another one, for which the dimension bound Eq. (4.24) holds with equality, at both
Bob’s and Alice’s nodes. But then we can identify all the spaces Hx(b′) with a ﬁxed
space of appropriate dimension, say HBx .
Applying the same construction to Alice’s operations, we ﬁnd a strategy-independent
Hilbert space HAx . In particular, we will henceforth assume Hx(aˇ0) = Hx(aˇ1) = HAx at
all nodes x for Alice’s locally coherent strategies aˇi. This will simplify the discussion
of Alice’s cheating strategy in Secs. 4.3.5 and 4.3.7 below. We summarize these results
in the following Proposition, which we formulate for Bob’s strategies. It holds equally
for Alice’s strategies, too.
Proposition 4.4. (Dimension Bound)
Let HBx denote a family of Hilbert spaces with dimensions satisfying
dimHBxm = dimHBx dimKxm (4.27)
and dimHB0 = 1 (4.28)
for all nodes x. Then for every locally coherent strategy b of Bob there is an equally
strong locally coherent strategy b′ with Hx(b′) = HBx for all x.
The entire strategy dependence is now contained in the choice of the operators Vx,m(b
′).
Corollary 4.5. In the definition of ε-concealing and δ-cheating strategies in Sec. 4.2.2.3,
we may restrict the quantifier over all of Bob’s strategies to locally coherent strategies
with a strategy-independent lab Hilbert space HBx . For every ξ > 0 there is a finite
set S of such strategies approximating all of Bob’s discriminating procedures to within
ξ. That is, for any strategy b of Bob we can find b′ ∈ S such that for all of Alice’s
strategies a:
‖ρc(a, b)− ρc(a, b′)‖1 ≤ ξ . (4.29)
The proof of Cor. 4.5 is obvious from the dimension bound, and the observation that
the set of bounded operators between Hilbert spaces of ﬁxed ﬁnite dimension is compact
in the norm topology.
4.3.4 Bob’s Strategy Register
The next simpliﬁcation we would like to introduce will signiﬁcantly reduce the com-
plexity of the many-round scenario. The basic idea is to replace all of Bob’s choices by
a single choice he makes at the beginning by preparing a suitable initial state. His later
choices will then be taken over by a sequence of “quantum controlled operations”. This
reorganization of Bob’s choices requires the expansion of the lab space by an additional
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register, to hold the control information. It is perhaps worthwhile to emphasize that
this strategy register serves merely as a technical tool in the no-go proof.
We will choose a ﬁnite approximation S to Bob’s strategy space in the sense of Cor. 4.5,
with a very small value of ξ, which will be taken to zero at the end. The strategy register
will be described by the Hilbert space ℓ2(S), the complex valued functions on S, with
the usual scalar product. In other words, we have one basis vector |b〉 for each strategy
b ∈ S. Then we set
H˜Bx = HBx ⊗ ℓ2(S) (4.30)
V˜x,m : H˜Bx → H˜Bxm ⊗Kxm (4.31)
V˜x,m =
∑
b∈S
Vx,m(b)⊗ |b〉〈b| (4.32)
Observe that V˜x,m is now independent of Bob’s strategy (it depends on S). However,
Bob still has a choice to make, namely the choice of the initial state for the strategy
register. If he wants to play strategy b, he will set it to |b〉〈b| and then let the pre-
programmed controls take over.
The construction also opens up the rather interesting possibility for Bob to play strate-
gies in superposition, simply by initially preparing a superposition of the basis states
|b〉. For this case it is helpful to bear in mind that the “control” by “controlled unitary
operations” is not a one way aﬀair. As soon as Bob prepares superpositions, the strat-
egy register is in general aﬀected by the interaction, so by “measuring the strategy”
after a while, Bob could pick up some clues about Alice’s actions. This is required
by basic laws of quantum mechanics, because the controlled-unitary operation creates
entanglement.
Let us consider the overall eﬀect of the protocol up to commitment, with Bob choosing
an arbitrary initial state σ ∈ B∗(ℓ2(S)) (possibly mixed) for the strategy register, and
Alice playing strategy a. At commitment time, the total observable algebra is now⊕
x∈Xc Ax(a)⊗B(H˜Bx ). The state obtained on this algebra depends linearly on the ini-
tial state σ, and being implemented by a series of completely positive transformations,
this dependence is given by a quantum channel Γ(a). In the Heisenberg picture we thus
have
Γ(a) :
⊕
x∈Xc
Ax(a)⊗ B(H˜Bx )→ B(ℓ2(S)) . (4.33)
The restriction of the ﬁnal state to Bob’s side is what decides his chances of distinguish-
ing diﬀerent strategies of Alice. These restrictions are given by the reduced channel
ΓB(a) :
⊕
x∈Xc B(H˜Bx )→ B(ℓ2(S)), given by
ΓB(a)
(⊕
x∈Xc
Bx
)
= Γ(a)
(⊕
x∈Xc
1Ax(a) ⊗Bx
)
. (4.34)
The concealment condition requires that ΓB(a0) ≈ ΓB(a1). The aim of the impossibility
proof is to conclude from this the existence of a good cheating strategy for Alice. For
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this conclusion it turns out to be crucial how the approximate equality of these channels
is expressed quantitatively. We defer this discussion to Sec. 4.3.6, and treat ﬁrst the
case ΓB(a0) = Γ
B(a1), which requires only the Stinespring dilation theorem, and shows
more clearly what properties we need to establish in the approximate case.
4.3.5 The Case of Perfect Concealment
In the sequel Bob is always understood to take advantage of his strategy register and
pre-programmed controls, as described in Sec. 4.3.4. So we will henceforth drop the
tilde on Bob’s Hilbert spaces H˜Bx to streamline the presentation.
For the case of perfect concealment, suppose that ΓB(a0) = Γ
B(a1), and that Alice
is preparing to cheat. She will then play the local puriﬁcation aˇi (i = 0, 1) of one
of the honest strategies until commitment time. Note that both Alice’s and Bob’s
strategies are assumed to be locally coherent in the sense of Sec. 4.3.2, with Hilbert
space dimensions independent of their respective strategies as explained in Sec. 4.3.3.
The concatenated channel Γ(aˇi):⊕xB(HAx )⊗ B(HBx )→ B(ℓ2(S)) is then likewise pure,
and is hence given by operators Vi,x : ℓ
2(S)→HAx ⊗HBx as
Γ(aˇi)
(⊕
x∈Xc
(Ax ⊗Bx)
)
=
∑
x∈Xc
V ∗i,x(Ax ⊗Bx)Vi,x = V ∗i
( ⊕
x∈Xc
(Ax ⊗Bx)
)
Vi . (4.35)
In the last step of Eq. (4.35) we have combined all the Vi,x into a single operator
Vi : ℓ
2(S) → K := ⊕xHAx ⊗ HBx , and the direct sum refers to the direct sum de-
composition of the underlying Hilbert space K. Note that this Hilbert space carries a
representation π of Bob’s observable algebra
⊕
x B(HBx ) at commitment time, simply
by setting π(
⊕
xBx) =
⊕
x 1
A
x ⊗ Bx. Thus, (K, π, Vi) is a Stinespring dilation of the
channel ΓB(aˇi).
But now, by assumption ΓB(aˇ0) = Γ
B(a0) = Γ
B(a1) = Γ
B(aˇ1). Hence we get two
dilations of the same channel, which must be connected by a unitary operator U ∈ B(K)
as in Th. 2.7. Essentially, this U will be Alice’s sneak ﬂip operation. What we have to
show is that she can execute this operation on the system under her control, given the
classical information x.
The condition Uπ(Y ) = π(Y )U , applied to a projection Y = Px of one of the summands
implies that U can be broken into blocks, Uπ(Px) = π(Px)U ∈ B(HAx ⊗ HBx ). The
intertwining relation for π(Bx) allows us to conclude that this operator is of the form
Ux ⊗ 1Bx , with a unitary operator Ux ∈ B(HAx ). Clearly, Ux is an operator between
possible lab spaces of Alice, depending only on publicly available information x ∈ Xc.
This will be Alice’s cheat channel. Setting
Cx:B(Hx(aˇ1))→ B(Hx(aˇ0)) Cx(A) = U∗xAUx , (4.36)
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we immediately conclude from UV0 = V1 that
Γ(aˇ0)(
⊕
x
Cx ⊗ idBx ) = Γ(aˇ1). (4.37)
Let us summarize Alice’s perfect cheat, as illustrated in Fig. 4.1. She will play the
puriﬁcation aˇ0 of the honest strategy a0 until commitment time. If at that time she
decides to go for the bit value 0, she will just apply the revert operation from the
puriﬁcation construction. After that nobody can tell the diﬀerence between her actions
and the honest a0, not even with full access to both labs. On the other hand, if she
wants to choose bit value 1, she will apply the cheat channel Cx. We see from Eq. (4.37)
that afterwards nobody will be able to tell the diﬀerence between her actions and aˇ1.
Finally, she will apply the revert operation from aˇ1 to a1, hiding all her tracks. Note
that the revert operation by construction works at any step: indeed Alice can cheat at
any time, since the protocol must be concealing for all steps in order to be concealing
at the commitment stage.
4.3.6 Bob’s Entangled Strategy Record
In the previous Section we have seen how Stinespring’s theorem allows Alice to ﬁnd a
perfect cheat in a perfectly concealing bit commitment protocol. The continuity the-
orem presented in Sec. 4.3.7 below shows that the same cheating strategy still works
for Alice with high probability under more realistic conditions — when only approxi-
mate concealment is guaranteed, ΓB(a0) ≈ ΓB(a1). The result crucially depends on the
way in which the distance between these two channels is evaluated: Bob can test the
condition ΓB(a0) ≈ ΓB(a1) by preparing a state σ for the strategy register ℓ2(S), and
making a measurement on the system HBx he receives back from Alice. This includes
both the possibility to superpose his original strategies |b〉, and the possibility to mix
such strategies in the sense of game theory. However, this still does not exhaust his
options: he can keep an entangled record of his strategy. This would be pointless for
just classical mixtures of his basic strategies |b〉. In that case all his density operators
would commute with the “strategy observable”, and he could extract the initial strat-
egy by a von Neumann measurement from the state at any later step. However, if he
also uses superpositions of strategies, the controlled unitaries may properly “change”
the strategy. It therefore makes sense to keep a record, i.e., to not only use a mixed
initial state, which would correspond to a mixed strategy in the sense of von Neumann’s
game theory, but to use an entangled pure state on ℓ2(S)⊗ ℓ2(S′), with some reference
system S′. It turns out that one can always choose S′ ≃ S (cf. Prop. 8.11 in Paulsen’s
text [Pau02]). While the ﬁrst copy in this tensor product is used as before to drive the
conditional strategy operators Vx, the second is the record and is completely left out of
the dynamics. In other words, Bob not only uses a von Neumann mixed strategy, but
the puriﬁcation of this mixture. Concealment will then have to be guaranteed against
his joint measurements on HxB ⊗ ℓ2(S′).
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We will see in Sec. 4.4.2 that this procedure in general does increase Bob’s resolu-
tion for the diﬀerence of channels. Of course, if the initial selection of strategies S is
large enough, an approximation of this quantum randomized strategy will already be
contained in S, and the gain may be negligible. Mathematically, the introduction of
randomized strategies corresponds to using a diﬀerent norm: Alice will have to make
sure that ‖(ΓB(a0)−ΓB(a1))⊗id n‖∞ ≤ ε if n-dimensional bystander systems are taken
into account, for all n ∈ N. As explained in Sec. 2.7.1, this just means that these two
channels need to be indistinguishable in cb-norm, ‖ΓB(a0) − ΓB(a1)‖cb ≤ ε for some
small ε > 0.
4.3.7 The Full Impossibility Proof
The full impossibility proof goes beyond the case of perfect concealment discussed
in Sec. 4.3.5. It shows that Alice can still cheat if the bit commitment protocol is
only approximately concealing, and provides explicit dimension-independent bounds
on Alice’s probability to pass Bob’s tests undetected:
Theorem 4.6. (No-Go Theorem)
Any ε-concealing bit commitment protocol in the sense of Sec. 4.2.2 allows Alice to find
a 2
√
ε-cheating strategy.
These bounds coincide with those obtained by Spekkens and Rudolph [SR01] in the
Kerckoﬃan framework. Our proof shows that they still hold if Bob no longer sticks to
a publicly known strategy. This is a signiﬁcant improvement over Cheung’s dimension-
dependent estimates [Che06], which do not suﬃce to rule out bit commitment protocols
with large systems.
The full no-go proof is based on the continuity result for Stinespring’s dilation, Th. 3.1.
It states that any two quantum channels T0, T1 whose common domain and range
are full matrix algebras are close in cb-norm iﬀ there exist corresponding Stinespring
isometries V0, V1 which are close in operator norm.
However, in our case the domain algebra of the commitment channels ΓBi ≡ ΓB(aˇi)
is not a full matrix algebra, but the direct sum ⊕xB(HBx ). Again we have dropped
the tilde from Bob’s Hilbert spaces in an attempt to streamline the presentation. In
order to apply the continuity theorem to our setting, we will extend the channels
Γi ≡ Γ(aˇi):⊕xB(HAx )⊗B(HBx )→ B(H) to channels Γˆ0, Γˆ1:B(HA⊗HB)→ B(K), where
we have introduced the shortcuts H := ℓ2(S), HA := ⊕xHAx and HB := ⊕xHBx . Note
that the tensor product HA⊗HB has the direct sum decomposition ⊕xyHAx ⊗HBy , and
that ⊕xB(HAx ⊗HBx ) is the subalgebra in B(HA⊗HB) which consists of those operators
that are supported on the diagonal subspace ⊕xHAx ⊗ HBx . For direct sum channels
Γi(⊕xAx ⊗ Bx) =
∑
x V
∗
i,x(Ax ⊗ Bx)Vi,x as in Eq. (4.35), the extensions Γˆi = Vˆ ∗i (·)Vˆi
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have Stinespring isometries Vˆ0, Vˆ1:H → HA ⊗HB = ⊕xyHAx ⊗HBy given by
Vˆiψ :=
⊕
xy
δxyVi,xψ . (4.38)
The restrictions of Γˆi to Bob’s output system HB will be denoted by ΓˆBi . We then have
ΓˆBi = Γ
B
i ◦ P , where the completely positive map
P :B(HB)→ ⊕x B(HBx ) P (B) = ⊕x PxBPx (4.39)
is composed of the projections Px in HB onto HBx . Since
‖ΓˆB0 − ΓˆB1 ‖cb = ‖(ΓB0 − ΓB1 ) ◦ P‖cb ≤ ‖ΓB0 − ΓB1 ‖cb , (4.40)
we may now apply the left half of the continuity estimate Eq. (3.9) to the extended
quantum channels ΓˆBi to conclude that
inf
U
‖(U ⊗ 1B)Vˆ0 − Vˆ1‖2∞ ≤ ‖ΓˆB0 − ΓˆB1 ‖cb ≤ ‖Γˆ0 − Γˆ1‖cb . (4.41)
The minimization at this point is with respect to all unitary U ∈ B(HA), which can be
given the block decomposition
Uψ =
⊕
x
∑
y
Uxyψy (4.42)
with operators Uxy : HAy → HAx . It turns out that the minimization in Eq. (4.41) can
always be restricted to unitary operators whose oﬀ-diagonal blocks vanish. To see this,
note that the left hand side of Eq. (4.41) can be rewritten as
inf
U
‖(U ⊗ 1B)Vˆ0 − Vˆ1‖2∞ = inf
U
sup
̺
tr ̺
(
Vˆ ∗0 (U
∗ ⊗ 1B)− Vˆ ∗1
) (
(U ⊗ 1B)Vˆ0 − Vˆ1
)
= inf
U
sup
̺
(
2− 2Re tr ̺ Vˆ ∗1 (U ⊗ 1B)Vˆ0
)
, (4.43)
where the supremum is taken over all states ̺ ∈ B∗(H). From the deﬁnition of the
isometries Vˆi in Eq. (4.38) above it is straightforward to verify that
Vˆ ∗1 (U ⊗ 1B)Vˆ0 =
∑
x
V ∗1,x(Uxx ⊗ 1x)V0,x (4.44)
in Eq. (4.43). Therefore, the minimization procedure on the left hand side of Eq. (4.41)
is not aﬀected by the oﬀ-diagonal blocks {Uxy, x 6= y}, which implies that the inﬁmum is
attained at a unitary operator that is a direct sum of unitaries, U = ⊕xUx ∈ ⊕xB(HAx ).
On the other hand, the cb-norm diﬀerence ‖ΓB0 − ΓB1 ‖cb is easily seen to be upper
bounded by 2 ‖(U ⊗ 1B)V0 − V1‖∞ for any unitary operator U = ⊕xUx.
In summary, we have shown that the Continuity Theorem 3.1 can be extended to direct
sum channels with a unitary U that respects the direct-sum decomposition:
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Proposition 4.7. (Continuity Theorem for Direct Sum Channels)
Let H be a finite-dimensional Hilbert space, and let {HAx }x∈X and {HBx }x∈X be collec-
tions of finite-dimensional Hilbert spaces. Suppose that V0, V1:H → ⊕xHAx ⊗ HBx are
Stinespring isometries for the quantum channels Γ1,Γ2:⊕xB(HAx ⊗HBx )→ B(H) such
that
Γi
(⊕
x
(Ax ⊗Bx)
)
=
∑
x
V ∗i,x(Ax ⊗Bx)Vi,x = V ∗i
(⊕
x
(Ax ⊗Bx)
)
Vi . (4.45)
Let ΓBi :⊕xB(HBx ) → B(H) be the local restrictions of the channels Γi to the system
⊕xB(HBx ), given by ΓBi (⊕xBx) := V ∗i (⊕x1Ax ⊗Bx)Vi. We then have:
inf
U
‖(U ⊗ 1B)V0 − V1‖2∞ ≤ ‖ΓB0 − ΓB1 ‖cb ≤ 2 inf
U
‖(U ⊗ 1B)V0 − V1‖∞ , (4.46)
where the minimization is over all unitary operators U = ⊕xUx ∈ ⊕x B(HAx ).
The proof of the no-go theorem now immediately follows from Prop. 4.7.
Proof of Th. 4.6: Alice will play the puriﬁcation aˇ0 of the honest strategy a0 until
commitment time. If at that time she decides to go for the bit value 0, she will just apply
the revert operation R from the puriﬁcation construction, as described in Sec 4.3.2. It
is then no longer possible to tell the diﬀerence between her actions and the honest
a0, not even with full access to both labs. On the other hand, if she wants to choose
bit value 1, she will apply the cheat channel Cx:B(Hx(aˇ1)) → B(Hx(aˇ0)) given by
Cx(A) := U
∗
xAUx, where U := ⊕xUx ∈ ⊕x B(HAx ) is the unitary operator that attains
the inﬁmum in Eq. (4.46) above. Given an ε-concealing bit commitment protocol with
local channels ΓB(ai) satisfying ‖ΓB(a0)− ΓB(a1)‖cb ≤ ε, the continuity estimate now
implies that
‖Γ(aˇ0)
(⊕
x
Cx ⊗ idBx
)− Γ(aˇ1)‖cb ≤ 2 ‖ (U ⊗ 1B)V (aˇ0)− V (aˇ1)‖∞
≤ 2
√
‖ΓB(a0)− ΓB(a1)‖cb
≤ 2√ε ,
(4.47)
where V (aˇ0), V (aˇ1) are Stinespring isometries for Γ(aˇ0) and Γ(aˇ1), respectively. Since
the cb-norm diﬀerence cannot increase under quantum channels, the same bound holds
after Alice’s revert operation R,
‖Γ(aˇ0)
(⊕
x
Cx ⊗ idBx
)
R− Γ(a1)‖cb ≤ 2
√
ε . (4.48)
Alice can then conﬁdently announce the bit value 1 in the opening. The probability of
her cheat being detected is upper bounded by 2
√
ε. This concludes the proof of the
no-go theorem. 
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4.4 Protocols Relying on Decoherence
Here we describe provably secure bit commitment protocols relying on decoherence in
Alice’s lab (Sec. 4.4.1), Bob’s lab (Sec. 4.4.2), or in the transmission line (Sec. 4.4.3).
4.4.1 The Trusted Coherence Shredder
We have already seen in Sec. 4.1 that a trusted third party makes perfect bit commit-
ment a trivial task: Alice may submit the bit to an incorruptible notary public, who
will store the bit in his vault throughout the holding phase, and later pass it on to Bob
on Alice’s notice. In this scenario, the notary public will have to be paid for the long-
term safe storage of the bit. Clearly, Alice and Bob would get away with much lower
fees if the notary’s presence were only required once, and only as a witness, without
even having to store a ﬁle about the event. Such a possibility is oﬀered by quantum
mechanics.
The basic idea is that the notary is present in Alice’s lab until the end of the commit-
ment phase, and sees to it that Alice plays honest. If the honest protocols were locally
coherent, even that would be no help, since we have seen that Alice could carry out her
cheating transformation later, in the holding phase. However, if the honest protocols
(a0, a1) involve some measurement or other decoherence, the notary overseeing these
actions can make a diﬀerence. He could prevent a later cheat by taking some part of
the system with him and destroying it. In our example below it is even suﬃcient for
him to just watch Alice make a measurement and, if he so chooses, to forget about the
result straight away. The protocol is perfectly concealing, and is as binding as desired,
if a dimension parameter d is chosen large enough.
The setting requires a d-dimensional Hilbert space, and two mutually unbiased or-
thonormal bases {|ej〉}dj=1, {|fk〉}dk=1, which means that 〈ej |ek〉 = 〈fj |fk〉 = δjk, and
|〈ej |fk〉|2 = 1/d, for all j, k = 1, . . . , d. While the maximum number of mutually unbi-
ased bases in a Hilbert space of given dimension d is the subject of ongoing research, here
we only need two such bases, which are always easily constructed: starting from any
given orthonormal basis {|ej〉}dj=1, we may choose {|fk〉}dk=1 as the Fourier-transformed
basis,
|fk〉 := 1√
d
d∑
j=1
e
2πi
d
jk|ej〉 . (4.49)
The protocol begins by Alice sending Bob half of the maximally entangled state
|Ω〉 = 1√
d
d∑
j=1
|ej〉 ⊗ |ej〉 = 1√
d
d∑
j=1
|fj〉 ⊗ |fj〉 , (4.50)
where |fj〉 denotes the complex conjugate of |fj〉 with respect to the basis {|ej〉}dj=1.
Then, if she wants to commit the bit value “0”, she makes a von Neumann measurement
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in the basis {|ej〉}dj=1, and records the result. Similarly, to commit a “1”, she makes
a measurement in the basis {|fj〉}dj=1. Thus, if she plays honest, as vouched for by
the notary public, she will have no quantum system left in her lab, only the classical
information about the bit value, and her measurement result. This is the information
she sends to Bob at the opening stage. To verify, he will make a measurement in
the basis {|ej〉}dj=1, if Alice claims to have submitted “0”, and in the basis {|fj〉}dj=1
otherwise, ﬁnding the same result as Alice with probability 1.
The protocol is perfectly concealing, since in either case Bob gets a system in the chaotic
state ρB =
1
d
1. It is also binding, because whatever false bit value and measurement
result Alice claims, Bob will conﬁrm this only with probability 1/d, i.e., practically
never, if d is large.
This is essentially the bit commitment protocol originally proposed by Bennett and
Brassard in 1984 [BB84]. Alice’s EPR attack does not work in our scenario, since the
notary public will not permit her to delay the measurements until after the commitment
phase. There is also a variant of this protocol, in which the measurement is not actually
carried out. In that case Alice prepares one of the mixed states
ρ0 =
1
d
∑
j
|ej ⊗ ej〉〈ej ⊗ ej | , (4.51)
ρ1 =
1
d
∑
j
|fj ⊗ fj〉〈fj ⊗ fj| , (4.52)
for committing “0” or “1”, respectively. Now the notary watching her will see to it that
she actually prepares these mixed states, and not their puriﬁcations. For veriﬁcation
Bob uses the support projections P0,1 = d · ρ0,1.
Once again, the protocol is perfectly concealing. Let us analyze Alice’s cheating options,
after she prepared ρ0, with the trusted notary watching and then leaving. If she wants
to change her commitment to “1”, what she can do is to employ some local channel
T ⊗ id and hope to pass Bob’s test with the projection P1. The probability for this is
tr ρ0(T ⊗ id )(P1) = 1
d
d∑
k,j=1
〈ej , ej |(T ⊗ id )(|fk, fk〉〈fk, fk|)|ej , ej〉
=
1
d
d∑
k,j=1
|〈ej |fk〉|2 〈ej |T (|fk〉〈fk|)|ej〉
=
1
d2
d∑
k,j=1
〈ej |T (|fk〉〈fk|)|ej〉
=
1
d2
d∑
j=1
〈ej |T (1)|ej〉
=
1
d
. (4.53)
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The same computation applies to tr ρ1(T ⊗ id )(P0), so Alice’s success probability is
1/d independent of her cheating channel, and may hence be chosen to be arbitrarily
small by scaling up the dimension.
4.4.2 A Decoherence Monster in Bob’s Lab
In the proof of Th. 4.6 we have shown that Alice has a cheating strategy for any con-
cealing protocol. Hence it is not surprising that by weakening Alice’s position, namely
when decoherence eliminates her favorite cheating option, bit commitment protocols
like those described in the previous Section become possible. But it may seem rather
paradoxical that decoherence acting on Bob’s side, presumably further hampering the
weaker partner, can also lead to successful protocols.
Suppose that every morning, the cleaning service comes to Bob’s lab, unplug all vacuum
pumps, and restore what they take for tidiness. Only classical records survive this
procedure. When Alice is convinced that she can rely on this happening, she might
reassess her demands on concealment, and the two might agree on a bit commitment
protocol, which under such circumstances is indeed both concealing and binding. This
example shows very clearly that the entangled record introduced in the proof of the
no-go theorem is essential.
The protocol we suggest relies on the distinction between the local erasure of informa-
tion and the destruction of quantum correlations, as described in detail in Sec. 3.4. We
emphasize again that this is a purely quantum-mechanical eﬀect without an analogue
in the classical world.
The protocol goes as follows: Bob initially supplies a pure state |ψ〉 on a d-dimensional
Hilbert space HB. There is only one round for Alice, requiring her to send back a
system with the same Hilbert space. Her honest strategies are speciﬁed by a pair of
channels Tk : B(HkA ⊗HB)→ B(HB) (k = 0, 1). We take them to be locally coherent,
i.e., implemented by a single isometry Vk : HB →HkA ⊗HB each. Their restrictions to
Bob’s side will be channels that witness a maximal separation between cb-norm and
standard operator norm, as provided by Prop. 3.6: TB0 (X) = V
∗
0 (1⊗X)V0 = R(X) is
ε-randomizing, and TB1 (X) = V
∗
1 (1⊗X)V1 = S(X) is completely depolarizing.
To reveal her commitment, Alice will later supply Bob with the ancilla system HkA,
alongside with the bit value k. Bob will then verify Alice’s claim with a projective
measurement on Vk|ψ〉, as illustrated in Fig. 4.3. Clearly, this protocol is perfectly
sound, since Bob’s measurement will conﬁrm the bit value k with unit probability
if both parties have followed their honest strategies. The protocol is ε2-concealing,
provided the decoherence monster strikes as planned, implementing some entanglement-
breaking channel [HSR03] on Bob’s reference system. By deﬁnition, these are the
channels D:B(HB)→ B(HB) such that D∗ ⊗ id (̺) is separable for any input state ̺.
Hence, these channels are sometimes also called separable. In Fig. 4.3, the decoherence
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Figure 4.3: A quantum bit commitment protocol with local decoherence in Bob’s lab.
The rubbish bin symbolizes an entanglement-breaking channel acting on Bob’s reference
system. The figure shows the flow of quantum (solid) and classical (dashed) information
if both Alice and Bob play honest. Alice controls all systems on the left-hand side of
the figure, Bob those on the right-hand side. Time flows upwards. The protocol starts
with Bob submitting some pure quantum state |ψ〉 ∈ Cd to Alice, and ends with Bob’s
measurement M .
inﬂicted by D is indicated by the rubbish bin. We will show below that the maximal
probability diﬀerence Bob can detect by preparing suitable states and making suitable
measurements is then indeed just ‖R− S‖∞/2.
To see that the protocol is binding, note ﬁrst that Alice’s usual cheating strategy cannot
work: if there were an operator U such that (U ⊗1)V0 ≈ V1 in norm, the two channels
R and S could immediately be estimated to be cb-norm close, in contradiction to the
second property guaranteed by Prop. 3.6.
However, it is clearly not enough to argue that there is no universal cheating strategy for
Alice, which succeeds regardless of Bob’s input state. We need to rule out strategies
which would allow Alice to fool Bob’s test in many cases, or with high probability.
In addition, we also have to show security for arbitrary cheating strategies and, in
particular, we have to make certain that the reduction of Bob’s lab capabilities by
the decoherence monster does not also give Alice a bit more freedom to cheat. That
is, in order to prove security we have to explain why the coherent record makes a
diﬀerence for Bob’s ability to distinguish the honest strategies, but not for his ability
to distinguish honest from cheating strategies in the opening phase. This is the essence
of the following
Theorem 4.8. Let ε > 0, δ > 0. Then for sufficiently large dimension d the bit
commitment protocol described above is perfectly sound, ε-concealing, and δ-binding.
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Let us focus on the concealment part ﬁrst. In the protocol we grant the decoherence
monster the freedom to apply an arbitrary entanglement-breaking quantum channel on
Bob’s bystander system. Any such channel D:B(HB) → B(HB) can be decomposed
[HSR03] as D = D1 ◦D2, where
D1: CX → B(HB) and (4.54)
D2: B(HB)→ CX , (4.55)
for some Abelian algebra CX . In other words, any entanglement-breaking channel can
be thought of as being built from a measurement channel D1, with resulting classical
output system CX , followed by a re-preparation D2.
In order to conﬁrm ε-concealment of the monster protocol, we will need to show that
any such entanglement-breaking channel D renders Bob’s bystander system useless for
the analysis of Alice’s actions:
Lemma 4.9. For any linear map L:B(H) → B(K) and any entanglement-breaking
channel D:B(H1)→ B(K1),
‖L⊗D‖∞ = ‖L‖∞ . (4.56)
Since entanglement-breaking channels have a decomposition D1 ◦D2 with an interme-
diate classical system CX , it will turn out to be suﬃcient to verify this property for the
noiseless classical channel idX :
Lemma 4.10. For any linear map L:B(H)→ B(K) and any classical observable alge-
bra CX ,
‖L ⊗ idX‖∞ = ‖L‖∞ . (4.57)
Proof of Lemma 4.10: For any A ∈ B(H) we have,
‖L(A)‖∞ = ‖L ⊗ idX (A ⊗ 1X)‖∞ ≤ ‖L ⊗ idX‖∞ ‖A‖∞ , (4.58)
which shows that ‖L‖∞ ≤ ‖L ⊗ idX‖∞.
For the converse implication, recall from Prop. 2.2 that any classical-quantum state ̺
on B(K)⊗ CX can be given the form
̺ =
|X|∑
x=1
px ̺x ⊗ |x〉〈x| , (4.59)
where {px}|X|x=1 is a classical probability distribution, {̺x}|X|x=1 is a set of quantum states
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on B(K), and {|x〉}|X|x=1 denotes an orthonormal basis for C|X|. We may now estimate,
‖(L∗ ⊗ idX)̺‖1 ≤
|X|∑
x=1
px ‖L∗(̺x)⊗ |x〉〈x|‖1
=
|X|∑
x=1
px ‖L∗(̺x)‖1
≤
|X|∑
x=1
px ‖L‖∞ = ‖L‖∞ ,
(4.60)
and hence ‖L ⊗ idX‖∞ ≤ ‖L‖∞, as claimed. 
Proof of Lemma 4.9: Choosing A ∈ B(H), we immediately have
‖L(A)‖∞ = ‖L(A)⊗ 1K1‖∞
= ‖(L⊗D) (A⊗ 1H1)‖∞
≤ ‖L⊗D‖∞ ‖A⊗ 1H1‖∞
= ‖L⊗D‖∞ ‖A‖∞ ,
(4.61)
implying ‖L‖∞ ≤ ‖L⊗D‖∞.
For the converse implication, let D = D1 ◦D2 be a decomposition as in Eqs. (4.54) and
(4.55) above. We may then estimate,
‖L⊗D‖∞ = ‖L⊗ (D1 ◦D2)‖∞
= ‖(id K ⊗D1) (L⊗ idX) (idH ⊗D2)‖∞
≤ ‖id K ⊗D1‖∞ ‖L⊗ idX‖∞ ‖idH ⊗D2‖∞
≤ ‖D1‖cb ‖L⊗ idX‖∞ ‖D2‖cb = ‖L‖∞ ,
(4.62)
where in the last step we have used Lemma 4.10 and the fact that ‖T‖cb = 1 for any
channel T (cf. Sec. 2.7.1). 
We now have all the tools at hand to complete the
Proof of Th. 4.8: Soundness of the protocol is clear. Setting L := R−S in Lemma 4.9,
ε-concealment follows immediately from Prop. 3.6.
Thus, it only remains to show that the protocol is δ-binding. As a warm-up exercise, let
us ﬁrst exclude the possibility of Alice committing to the bit value k in the commitment
phase, and then announcing the bit 1−k in the opening phase. This is sometimes called
passive cheating.
If Bob has initially supplied the pure state |ψ〉 ∈ Cd, the probability of successfully
passing Bob’s projective measurement in such a scenario is P (ψ) := |〈V0ψ|V1ψ〉|2,
resulting in the overall cheating probability
P :=
∫
P (ψ) dψ =
∫
〈ψ|V ∗0 V1(|ψ〉〈ψ|)V ∗1 V0|ψ〉 dψ
(2.45)
= F (V ∗0 V1) . (4.63)
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For δ and d as in Prop. 3.6, we then have the estimate
2− δ
(3.47)
≤ ‖TB0∗ ⊗ id (|Ω〉〈Ω|)− TB1∗ ⊗ id (|Ω〉〈Ω|)‖1
≤ ‖(V0 ⊗ 1)|Ω〉〈Ω|(V ∗0 ⊗ 1)− (V1 ⊗ 1)|Ω〉〈Ω|(V ∗1 ⊗ 1)‖1
(2.48)
≤ 2
√
1− f2(V0 ⊗ 1|Ω〉, V1 ⊗ 1|Ω〉)
(2.44)
= 2
√
1− Fc(V ∗0 V1)
(2.46)
≤ 2
√
1− F (V ∗0 V1) +
1
d
(4.63)
= 2
√
1− P + 1
d
, (4.64)
where in the second step we have used that the trace-norm cannot increase under the
partial trace operation [NC00]. From Eq. (4.64) we conclude that
P ≤ 1
d
+ δ . (4.65)
Since the right side of Eq. (4.65) can be made as small as desired by stepping up the
dimension, this gives the desired upper bound on Alice’s probability of successfully
passing Bob’s test.
So far we have only proven bindingness against passive cheating attacks. As illustrated
in Fig. 4.4, Alice’s most general attack consists of applying some quantum channel
T ♯:B(H♯)⊗ B(HB)→ B(HB) during the commitment phase, independently of the bit
value k ∈ {0, 1}. She will send a d-dimensional quantum system HB to Bob without
having committed to either bit. Only before the opening, she will then decide on a bit
value k, apply a corresponding quantum channel T ♯k:B(HkA)→ B(H♯) on her remaining
system, and hope to pass Bob’s projective measurement.
Assuming that Alice is a not prejudiced towards either bit, the probability of passing
Bob’s test is then P := 12P0 +
1
2P1, where for k ∈ {0, 1} we set
Pk :=
∫
〈Vkψ|(T ♯k∗ ⊗ idB)T ♯∗(|ψ〉〈ψ|)|Vkψ〉 dψ. (4.66)
This probability can be bounded as follows:
Pk =
∫
〈ψ|V ∗k (T ♯k∗ ⊗ idB)T ♯∗(|ψ〉〈ψ|)Vk |ψ〉 dψ
(2.45)
= F
(
V ∗k (T
♯
k∗ ⊗ idB)T ♯∗Vk
)
(2.46)
≤ Fc
(
V ∗k (T
♯
k∗ ⊗ idB)T ♯∗Vk
)
+
1
d
(2.44)
= f2
(
Vk ⊗ 1B′ |Ω〉, (T ♯k∗ ⊗ idB ⊗ idB′)(T ♯∗ ⊗ idB′)(|Ω〉〈Ω|)
)
+
1
d
≤ f2(TBk∗ ⊗ idB′(|Ω〉〈Ω|), trH♯T ♯∗ ⊗ idB′(|Ω〉〈Ω|)) + 1d , (4.67)
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Figure 4.4: Alice’s cheating strategy consists of applying some quantum channel T ♯ in
the commitment phase, and then another quantum channel T ♯k to commit to the bit value
k ∈ {0, 1} only before the opening. Her goal is to pass Bob’s projective measurement
M .
where in the ﬁnal step we have used the monotonicity of the ﬁdelity under the par-
tial trace operation. Combining this estimate with Prop. 2.12 and Eq. (3.47) then
immediately yields the bound
P ≤ 1
2
+
1
d
+
1
2
f
(
R⊗ idB′(|Ω〉〈Ω|), S ⊗ idB′(|Ω〉〈Ω|)
) ≤ 1
2
+
1
d
+
1
2
√
δ . (4.68)
The RHS of Eq. (4.68) can be brought as close to 12 as desired by stepping up the
dimension. Resubstituting 1
d
+ 12
√
δ 7→ δ, the protocol is δ-binding. This concludes the
proof of Th. 4.8. 
4.4.3 Decoherence in the Transmission Line
While noise in the transmission line is generally considered a nuisance, and coding the-
orists have designed elaborate error correcting codes to cope with it, Wyner [Wyn75]
was the ﬁrst to realize that noise may sometimes be beneﬁcial for cryptographic appli-
cations — in his case for key distribution. Cre´peau and Kilian [CK88] have later shown
that classical noisy channels may also be employed to establish secure bit commitment.
Their results have subsequently been improved in [Cre97, DKS99]. Recently Winter et
al. [WNI03] have considered the asymptotic version of string commitment and have
obtained a single-letter expression for the commitment capacity of a classical noisy
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channel. Their results show that any nontrivial noisy channel can be used to establish
secure bit commitment. The theorem can be extended to so-called classical-quantum
channels. But it remains an open question whether fully quantum channels can also be
useful for bit commitment.
Misaligned spatial reference frames can also eﬀectively act as a noisy channel, and
facilitate secure bit commitment. An example for a secure protocol was recently given
by Harrow et al. [HOT06].
4.5 Quantum Bit Commitment with Continuous-Variable
Systems
We have so far restricted the discussion of the no-go theorem to systems that can be
described in ﬁnite-dimensional (albeit arbitrarily large) Hilbert spaces. In this Section
we show that the results can be easily extended to continuous variable systems —
as long as the systems obey a global energy constraint of a reasonably generic form.
The total available energy for the protocol needs to be ﬁnite but can otherwise be as
high as desired, and yet quantum bit commitment remains impossible. Purists might
dismiss this additional energy constraint on the basis that it restricts the domain for the
impossibility proof. Yet most physicists know that inﬁnite energy is seldom available.
We do not yet know if the no-go theorem applies to continuous variable systems with
unbounded energy also.
To set the stage, assume that H is a separable (but no longer necessarily ﬁnite-
dimensional) Hilbert space. As before, let B∗(H) denote the Banach space of trace-class
operators on H, and S(H) ⊂ B∗(H) the closed convex set of states. We further assume
that H:D → H is an unbounded self-adjoint (energy) operator deﬁned on a dense set
D ⊂ H. (From the Hellinger-Toeplitz theorem (cf. Sec. III.4 in [RS80]) we know that
a symmetric unbounded operator cannot be deﬁned on all of H, so we always assume
a dense subset D.) For the proof we assume that H has discrete spectrum, that all
of its eigenvalues hn have ﬁnite multiplicity, and that limn→∞ hn = ∞. Under these
conditions, the set of states
SE(H) :=
{
̺ ∈ S(H) | tr ̺H ≤ E} (4.69)
can be shown to be compact for every E ≥ 0 [Hol03]. As we assume this energy
constraint to be global, we impose that it is respected by the quantum operation T∗
that describes the full bit commitment protocol: T∗(̺) ∈ SE(H) for all ̺ ∈ SE(H).
As explained in Sec. 3.6, the continuity theorem applies in this setting. The proof
presented in Sec. 4.3 then goes trough unchanged. There is also a simpler proof, which
avoids the compactness arguments and is based on a useful approximation result: any
inﬁnite-dimensional system with energy constraints as in Eq. (4.69) can be approxi-
mated to arbitrary degree of accuracy by a suﬃciently large ﬁnite-dimensional system.
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This allows to reduce any bit commitment protocol to its ﬁnite-dimensional counter-
part:
Proposition 4.11. (Reduction)
Given an ε-concealing and δ-binding quantum bit commitment protocol with a global
energy constraint as in Eq. (4.69). Then for any γ > 0 there is a corresponding
protocol on finite-dimensional Hilbert spaces with some dimension d = d(γ) which is
(ε+ γ)-concealing and (δ + γ)-binding.
Since the latter protocol is unfeasible for suﬃciently small parameters ε, δ and γ, so is
the former. The ﬁnite-dimensional approximation needed for the proof of Prop. 4.11
relies on the following two lemmas:
Lemma 4.12. Let γ > 0 and SE(H) as in Eq. (4.69). Then there exists a finite-
dimensional projector Pγ such that
tr ̺Pγ ≥ 1− γ ∀ ̺ ∈ SE(H). (4.70)
As a consequence, every system with energy constraints is essentially supported on a
ﬁnite-dimensional Hilbert space.
Lemma 4.13. Let γ > 0 and Pγ as in Lemma 4.12. Then for every quantum channel
T∗:B∗(H)→ B∗(H) which respects the energy constraint Eq. (4.69) we have
‖T∗(̺)− 1
trPγT∗(Pγ̺Pγ)
Pγ T∗(Pγ̺Pγ)Pγ‖1 ≤ 4√γ + 2γ
1− γ (4.71)
for all ̺ ∈ SE(H).
The proof of Prop. 4.11 is then straightforward: Given the continuous-variable bit com-
mitment protocol with energy bound E and security parameters ε and δ, we construct
its ﬁnite-dimensional companion by projecting on the subspace PγH, with the ﬁnite-
dimensional projector Pγ chosen as in Lemma 4.12. We know from the discussion in
Sec. 4.3 that both the concealment and the bindingness condition can be expressed in
terms of appropriately chosen quantum channels T∗. By assumption, these will respect
the energy constraint. The approximation in Lemma 4.13 then guarantees that for
suﬃciently small γ the companion protocol has nearly identical security parameters.
Substituting 4
√
γ + 2γ1−γ 7→ γ, this concludes the proof.
It remains to derive the approximation lemmas. The proof of Lemma 4.12 appears in
[Hol03]. We include it here for completeness:
Proof of Lemma 4.12: Let the eigenvalues of the energy operator H be arranged
in increasing order: h1 ≤ h2 ≤ h3 ≤ . . ., with eigenprojector Pn corresponding to the
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eigenvalue hn. For N ∈ N, we set PˆN :=
∑N
n=1 Pn. We then have for all ψ ∈ H:
〈ψ|hN+1
(
1− PˆN
)|ψ〉 = 〈ψ|hN+1 ∞∑
n=N+1
Pn|ψ〉
≤ 〈ψ|
∞∑
n=N+1
hnPn|ψ〉
≤ 〈ψ|H|ψ〉, (4.72)
implying that hN+1(1− PˆN ) ≤ H for all N ∈ N. We may then conclude that
tr ̺
(
1− PˆN
) ≤ 1
hN+1
tr ̺H ≤ E
hN+1
(4.73)
for all ̺ ∈ SE(H). Since the sequence {hN}N∈N diverges, the result follows by choosing
Pγ := PˆN0 for some suﬃciently large N0 ∈ N. 
Proof of Lemma 4.13: An application of the triangle inequality shows that
‖̺− Pγ̺Pγ‖1 ≤ ‖̺− Pγ̺‖1 + ‖Pγ̺− Pγ̺Pγ‖1
≤ ‖(1− Pγ)̺‖1 + ‖̺(1− Pγ)‖1 . (4.74)
For ̺ ∈ SE(H) we know from Lemma 4.12 that tr (1 − Pγ)̺ ≤ γ, and thus the two
terms on the RHS of Eq. (4.74) may be bounded as follows:
‖(1− Pγ)̺‖1 = trU(1− Pγ)̺
≤ tr 12√̺UU∗√̺ tr 12√̺(1− Pγ)√̺
≤ √γ , (4.75)
where we have used the Cauchy-Schwarz inequality for the Hilbert-Schmidt inner prod-
uct, and U denotes the polar isometry of the operator (1−Pγ)̺. Analogously, we have
‖̺(1− Pγ)‖1 ≤ √γ, which together with Eqs. (4.74) and (4.75) implies that
‖̺− Pγ̺Pγ‖1 ≤ 2√γ . (4.76)
For all ̺ ∈ SE(H), the renormalized state 1trPγ̺Pγ̺Pγ satisﬁes the estimate
1
trPγ̺
Pγ̺Pγ − Pγ̺Pγ ≤ γ
1− γPγ̺Pγ , (4.77)
which in combination with Eq. (4.76) implies that
‖̺− 1
trPγ̺
Pγ̺Pγ‖1 ≤ 2√γ + γ
1− γ . (4.78)
Since the trace norm cannot increase under quantum operations [NC00], the upper
bound also holds for the norm diﬀerence ‖T∗(̺)− 1trPγ̺T∗(Pγ̺Pγ)‖1. As the quantum
channel T is supposed to respect the energy constraint Eq. (4.69), an analogous chain
of estimates for the output states of the channel and yet another application of the
triangle inequality then yield the desired result. 
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Chapter 5
Quantum Channel Capacities
Quantum channel capacity is one of the key quantitative notions of quantum infor-
mation theory. Whenever one asks “how much quantum information” can be stored
in a device, or sent down a transmission line, the ultimate answer is given by the
quantum channel capacity: it is the maximal number of qubit transmissions per use
of the channel, taken in the limit of long messages and using error correction schemes
asymptotically eliminating all transmission errors.
In this Chapter we present a brief overview of the theory of quantum channel capacities.
We mostly focus on the capacity for quantum information, but also address classical
information transfer over quantum channels and additional resources, like classical side
channels and entanglement. We restrict the discussion to memoryless channels, in
which successive channel inputs are acted on independently. Memory eﬀects will then
be investigated in detail in Ch. 6. The interrelations between quantum channel capacity
and distillable entanglement are studied in Sec. 8.7.
The presentation in this Chapter is based on the review article [Kre06]. Some of the
results have appeared in a joint paper with R. F. Werner [KW04].
5.1 Introduction and Overview
We know from Sec. 2.4 that any processing of quantum information, be it storage or
transfer, can be represented as a quantum channel: a completely positive and trace-
preserving map that transforms states (density matrices) on the sender’s end of the
channel into states on the receiver’s end. Very often the channel S that sender and
receiver (conventionally called Alice and Bob, respectively) would like to implement
is not readily available, typically due to detrimental noise eﬀects, limited technology,
or insuﬃcient funding. They may then try to simulate S with some other channel T ,
which they happen to have at their disposal. The quantum channel capacity Q(T, S)
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Figure 5.1: Equipped with collective encoding and decoding operations (and perhaps
some auxiliary resources), n = 3 instances of the channel T simulate m = 2 instances
of the channel S. The transmission rate of the above scheme is 2/3. Capacity is the
largest such rate, in the limit of long messages and optimal encoding and decoding.
of T with respect to S quantiﬁes how well this simulation can be performed, in the
limit of long input strings, so that Alice and Bob can take advantage of collective pre-
and post-processing (cf. Fig. 5.1). Higher capacities may result if Alice and Bob are
allowed to use additional resources in the process, such as classical side channels or a
bunch of maximally entangled pairs shared between them.
Quantum capacity thus gives the ultimate benchmarks for the simulation of one quan-
tum channel by another and for the optimal use of auxiliary resources. Together with
the compression rate of a quantum source (cf. Secs. 2.8 and 7.3), it lies at the heart of
quantum information theory.
In a very typical scenario Alice and Bob would like to implement the ideal (noiseless)
quantum channel S = id : they are interested in sending quantum states undistorted
over some distance, or store them safely for some period of time, so that all the precious
quantum correlations are preserved. The capacity Q(T ) ≡ Q(T, id ) is then the max-
imal number of qubit transmissions per use of the channel, taken in the limit of long
messages and using collective encoding and decoding schemes asymptotically eliminat-
ing all transmission errors. This is what is generally called the quantum capacity of the
channel T , and is our main focus in this Chapter. Not too much is known so far about
the quantum capacity for the simulation of other (non-ideal) channels (cf. Sec. 5.4).
In remarkable contrast to the classical setting, quantum channel capacities are very
much aﬀected by additional resources. This leads to unexpected and fascinating ap-
plications such as teleportation [BBC+93] and superdense coding [BW92]. But it also
results in a bewildering variety of inequivalent channel capacities, which still hold many
challenges for future research.
This Chapter is organized as follows: In Sec. 5.2 we start with a rigorous deﬁnition of
quantum channel capacity and explain some of its variations. Sec. 5.3 then explores
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some elementary but useful properties of the quantum channel capacity. In Sec. 5.4 we
discuss capacities for classical information transfer and capacities enhanced by addi-
tional resources. Sec. 5.5 shows how the various channel capacities can be expressed in
terms of entropic information measures, and also includes a sketch of Devetak’s proof
[Dev05] of the quantum channel coding theorem in Sec. 5.5.4.
Our discussion in this Chapter is restricted to memoryless quantum channels, which
are characterized by the requirement that successive channel inputs are acted on inde-
pendently: messages of n symbols are processed by the tensor product channel T⊗n (cf.
Fig. 5.1), and hence there are no correlations between consecutive channel uses. This
assumption considerably simpliﬁes the analysis, but is often not justiﬁed in real-world
applications. Memory eﬀects are investigated in detail in Ch. 6.
In this Chapter and throughout this thesis we mainly concentrate on channels between
ﬁnite-dimensional systems. This is enough to bring out the basic ideas. Many of the
concepts and results discussed here can be generalized to Gaussian channels, which
play a central role as building blocks for quantum optical communication lines [HW01,
EW05].
5.2 Capacity for Quantum Information
The intuitive concept underlying quantum channel capacity is made rigorous in the
following
Definition 5.1. (Quantum Channel Capacity)
A number r ≥ 0 is called achievable rate for the quantum channel T :B(HB)→ B(HA)
with respect to the quantum channel S:B(HB′) → B(HA′) iff for any pair of integer
sequences (nν)ν∈N and (mν)ν∈N with limν→∞ nν = ∞ and limν→∞mνnν ≤ r we have
lim
ν→∞∆(nν ,mν) = 0 , (5.1)
where we have set
∆(nν ,mν) := inf
E,D
‖E T⊗nνD − S⊗mν‖cb , (5.2)
the infimum taken over all encoding channels E and decoding channels D with suitable
domain and range. The channel capacity Q(T, S) of T with respect to S is defined
to be the supremum of all achievable rates. The quantum capacity is the special case
Q(T ) := Q(T, id 2), with id 2 being the ideal qubit channel.
There is considerable freedom in this deﬁnition, at least for ideal reference channels.
We will now brieﬂy discuss a few of the major variations, referring to [KW04] for a
complete discussion.
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5.2.1 Testing Only One Sequence
At ﬁrst sight Def. 5.1 appears slightly impractical, since it involves checking an inﬁ-
nite number of pairs of sequences (nν)ν∈N and (mν)ν∈N when testing a given rate r.
But luckily the workload can be substantially reduced: if a coding scheme construc-
tion works for a certain pair of integer sequences (Nµ)µ∈N, (Mµ)µ∈N such that the
rate r is achieved asymptotically, i. e., limµ→∞
Mµ
Nµ
= r, and the error tends to zero,
limµ→∞∆(Nµ,Mµ) = 0, then coding works for all such pairs. A proof of this result re-
quires an extension of the given coding scheme to more block sizes. If the given coding
scheme is not too sparse, such an extension already follows from basic monotonicity
properties of the distance measure ∆.
Obviously, good coding becomes easier the more parallel channels are available for the
transmission. Moreover, if a certain coding scheme works for some Hilbert space H,
it works at least as well for states supported on a lower-dimensional Hilbert space H′.
We thus have
∆(n+ 1,m) ≤ ∆(n,m) ≤ ∆(n,m+ 1) (5.3)
for all positive integers n,m ∈ N. We call a diverging sequence (Nµ)µ∈N subexponential
if
lim
µ→∞
Nµ+1
Nµ
= 1 . (5.4)
This covers, for example, all arithmetic sequences, and polynomially growing ones. If
the rate r is achieved with vanishing errors along such a subexponential sequence, then
the monotonicity properties (5.3) are indeed enough to show that r is an achievable
rate in the sense of Def. 5.1. Since this result will prove useful in the investigation of
coding schemes for memory channels in Sec. 6.6.2, we reproduce it here from [KW04]:
Proposition 5.2. Suppose ∆: N×N → R+ satisfies the monotonicity properties (5.3).
Let (Nµ)µ∈N, (Mµ)µ∈N be a pair of integer sequences such that (Nµ)µ∈N is subexponential
in the sense of Eq. (5.4), and limµ→∞∆(Nµ,Mµ) = 0. Then for any pair of integer
sequences (nν)ν∈N, (mν)ν∈N such that limν→∞ nν =∞ and
lim
ν→∞
mν
nν
< lim
µ→∞
Mµ
Nµ
, (5.5)
we have limν→∞∆(nν ,mν) = 0.
Proof: If we have only the monotonicity properties of ∆ to draw upon, the way to
show that ∆(nν ,mν) → 0 is to ﬁnd a suitable index µ = µ(ν) for all suﬃciently large
ν such that ∆(nν ,mν) ≤ ∆(Nµ(ν),Mµ(ν)), for which we need
nν ≥ Nµ(ν) and mν ≤Mµ(ν) . (5.6)
The ﬁrst inequality we will ensure by deﬁning
µ(ν) = min{α | Nα ≥ nν} − 1 . (5.7)
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Then
Nµ(ν) ≤ nν ≤ Nµ(ν)+1 , (5.8)
and limν µ(ν) = ∞. Hence it remains to show that the second inequality in Eq. (5.6)
holds for all suﬃciently large ν. We consider
mν
Mµ(ν)
=
mν
nν
nν
Nµ(ν)+1
Nµ(ν)+1
Nµ(ν)
Nµ(ν)
Mµ(ν)
. (5.9)
In this product the second factor is ≤ 1 by Eq. (5.8), and the third converges to 1
because (Nµ)µ∈N is subexponential. Now pick r−, r+ such that strict inequalities
lim
ν→∞
mν
nν
< r− < r+ < lim
µ→∞
Mµ
Nµ
, (5.10)
hold. Then for all suﬃciently large ν the ﬁrst factor in Eq. (5.9) is ≤ r−, and the
last factor is ≤ 1/r+. Hence the product of the ﬁrst and last factor in Eq. (5.9) is
≤ r−/r+ < 1. Consequently, Eq. (5.6) holds for all suﬃciently large ν, as claimed. 
This result already covers most sequences (Nµ)µ∈N, (Mµ)µ∈N naturally arising for fami-
lies of codes. Since Prop. 5.2 draws only on the monotonicity properties (5.3), the result
holds true even for the non-ideal reference channels and for all the related capacities
investigated in Sec. 5.4.
But what if we only know that the rate r can be attained along some superexponential
coding scheme? In this case the basic properties of the error function ∆ are not enough
for an extension to all sequences [KW04]. However, for a noiseless reference channel
S = id random hash codes can be applied to turn any superexponential coding scheme
into a dense protocol [KW02, KW04]. An alternative proof is provided by Devetak’s
random coding scheme [Dev05], as sketched in Sec. 5.5.4: his protocol works for all
block lengths, Nµ = µ, albeit again for the noiseless reference channel only.
5.2.2 Alternative Error Criteria
We have already explained in Sec. 2.7.1 that the cb-norm diﬀerence ‖T − id ‖cb is by no
means the only way to evaluate the distance of a channel T from the noiseless channel
id . Another distance measure which has wide currency is the minimum fidelity,
Fmin(T∗) := min‖ψ‖=1
f2(T∗(|ψ〉〈ψ|), ψ) = min‖ψ‖=1〈ψ|T (|ψ〉〈ψ|)|ψ〉 , (5.11)
where we have used the deﬁnition of the ﬁdelity f from Sec. 2.7.2.
Entanglement fidelity is a stabilized version of the minimum ﬁdelity and was introduced
by Ben Schumacher in 1996 [Sch96]. It characterizes how well the entanglement between
the input states and a reference system not undergoing the noise process is preserved:
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for a quantum channel T∗: B∗(H) → B∗(H) and a quantum state ̺ ∈ B∗(H), the
entanglement ﬁdelity of ̺ with respect to T∗ is given as
Fe(̺, T∗) := 〈ψ|T∗ ⊗ id B∗(H) (|ψ〉〈ψ|) |ψ〉 , (5.12)
where |ψ〉 is a puriﬁcation of ̺. This quantity can be given the alternative expression
[Sch96]
Fe(̺, T∗) =
∑
i
|tr̺ ti|2 , (5.13)
where T∗(σ) =
∑
i tiσ t
∗
i is the Kraus decomposition of T (cf. Sec. 2.5). It is clear
from Eq. (5.13) that the entanglement ﬁdelity does not depend on the details of the
puriﬁcation process. Obviously, 0 ≤ Fe(̺, T∗) ≤ 1. Moreover, Fe(̺, T∗) = 1 implies
that T∗ is noiseless on the support of ̺: T∗ |supp(̺)= id supp(̺).
We may then deﬁne achievable rates exactly as in Def. 5.1 above, but replace the cb-
norm diﬀerence in the error function ∆ by the usual operator norm ‖ · ‖∞, or the
ﬁdelity measures introduced above. The following proposition, which we again cite
from [KW04], shows that all these error criteria can be estimated in terms of each
other with dimension-independent bounds, and thus lead to equivalent deﬁnitions of
quantum channel capacity.
Proposition 5.3. (Equivalent Distance Measures)
Let H be a Hilbert space, dimH < ∞, and let T∗: B∗(H) → B∗(H) be a quantum
channel. Then
1 − inf
̺∈B∗(H)
Fe(̺, T∗) ≤ 4
√
1− Fmin(T∗)
≤ 4
√
‖T − id ‖∞
≤ 4
√
‖T − id ‖cb
≤ 8
(
1− inf
̺∈B∗(H)
Fe(̺, T∗)
) 1
4
.
(5.14)
The comparison of channels is ultimately based on the comparison of a state to its
image, and here the pure states are the worst case. Hence the remarkable insensitivity
of the quantum capacity to the choice of the error criterion stems from the observation
that the comparison between an arbitrary state and a pure state is rather insensitive
to the criterion used. Unfortunately, this equivalence is restricted to capacities with
noiseless reference channel S = id . As we have seen in Sec. 3.4, in the vicinity of other
(non-ideal) channels, equivalence of the stabilized and unstabilized error criteria may
be lost. Dimension-dependent bounds can always be found, but these become useless
for capacity purposes, since the dimension of the underlying Hilbert spaces diverges in
the large block limit ν →∞.
What about the channel ﬁdelity Fc(T∗) and the average ﬁdelity F (T∗), as introduced
in Sec. 2.7.1? Unlike all the other distances measures discussed above, they do not
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involve a maximization over input states, which often makes them much easier to handle
and compute. While channel ﬁdelity and average ﬁdelity become equivalent in the
large-block limit due to Prop. 2.10, none of them is directly equivalent to the distance
measures in Prop. 5.3 above [KW04]. Interestingly, they do still lead to equivalent
capacity deﬁnitions: given a channel T∗:B∗(H) → B∗(H) such that Fc(T∗) ≥ 1 − ε,
it is always possible to ﬁnd a subspace H′ ⊂ H with dimH′ ≥ 12 dimH such that
Fmin(T
′∗) ≥ 1 − 2 ε for the compressed channel T ′∗ := T∗ |H′ [BKN00, KW04]. In
channel capacity applications, the dimension of the Hilbert space H ≡ H(ν) increases
exponentially in the large block limit ν → ∞: dimH(ν) ∼ 2nνr. Hence, its reduction
by a factor 1/2 does not aﬀect the transmission rate r.
5.2.3 Other Variations
There are a few more variations in the deﬁnition of channel capacity that are worth
pointing out. In particular, the encoding channels E in Eq. (5.2) may always be re-
stricted to isometric embeddings, E = V ∗(·)V with some isometry V .
Instead of requiring the error quantity in Eq. (5.1) to approach zero in the large block
limit ν → ∞, one might feel tempted to impose that the errors vanish completely for
some suﬃciently large block length, since this is the standard setup in the theory of
quantum error correction [KL97, NC00]. While it is true that errors can always be as-
sumed to vanish exponentially in Eq. (5.1), requiring perfect correction may completely
change the picture: if a channel has some small positive probability for depolarization,
the same also holds for its tensor powers, and no such channel allows the perfect trans-
mission of even one qubit. Hence the capacity for perfect correction will vanish for
such channels, while the standard capacity (in accordance with Def. 5.1) will be close
to maximal, Q(T ) ≈ 1. The existence of perfect error correcting codes thus only gives
lower bounds on the channel capacity, but is not required for a positive transfer rate.
In the other extreme, one might sometimes feel inclined to tolerate (small) ﬁnite errors
in the transmission. For some ε > 0, we deﬁne Qε(T ) exactly like the quantum capacity
in Def. 5.1, but require only that ∆(nν ,mν) ≤ ε for some suﬃciently large ν. Obviously,
Qε(T ) ≥ Q(T ) for any quantum channel T . We also have limε→0Qε(T ) = Q(T )
[KW02, KW04]. In the classical setting even a strong converse is known: if ε > 0 is small
enough, one cannot achieve bigger rates by allowing small errors, i. e., Cε(T ) = C(T )
[CT91, Win99]. It is still undecided whether an analogous property holds for the
quantum capacity Q(T ).
5.3 Elementary Properties
In this Section we will brieﬂy discuss some useful elementary properties of the quantum
channel capacity Q(T ).
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The capacity of a composite channel T1 ◦ T2 cannot be bigger than the capacity of
the channel with the smallest bandwidth. This in turn suggests that simulating a
concatenated channel is in general easier than simulating any of the individual channels.
These relations are known as bottleneck inequalities:
Q(T1 ◦ T2, S) ≤ min{Q(T1, S), Q(T2, S)} , (5.15)
Q(T, S1 ◦ S2) ≥ max{Q(T, S1), Q(T, S2)} . (5.16)
Instead of running T1 and T2 in succession, we may also run them in parallel. In this
case the capacity can be shown to be superadditive,
Q(T1 ⊗ T2, S) ≥ Q(T1, S) +Q(T2, S) . (5.17)
If both S and one of the channels T1, T2 are noiseless, we even have additivity [BDS
+96].
However, results on the activation of bound entangled states seem to suggest that the
inequality in Eq. (5.17) may be strict for some channels.
Finally, the two-step coding inequality tells us that by using an intermediate channel in
the coding process we cannot increase the transmission rate:
Q(T1, T2) ≥ Q(T1, T3) Q(T3, T2) . (5.18)
Applying Eq. (5.18) twice with T2 = id and T3 = id immediately yields upper and
lower bounds on the channel capacity with non-ideal reference channel,
Q(T1)
Q(T2)
≥ Q(T1, T2) ≥ Q(T1) Q(id , T2) . (5.19)
The evaluation of the lower bound in Eq. (5.19) then requires eﬃcient protocols for
simulating a noisy channel T2 with a noiseless resource.
There are few special cases in which the quantum channel capacity can be evaluated
relatively easily, the most relevant one being the noiseless channel id n, where by the
subscript n we denote the dimension of the underlying Hilbert space. In this case we
have
Q(id n, idm) =
ldn
ldm
. (5.20)
The lower bound Q(id n, idm) ≥ ldn/ldm is immediate from counting dimensions. To
establish the upper bound, we use the fact that a noiseless quantum channel cannot
simulate itself with a rate exceeding unity: Q(idm, idm) ≤ 1. This is just the upper
bound we want to prove for the special case n = m, and it can be extended to the
general case with the help of the two-step coding inequality (5.18): from
Q(idm, id n)Q(id n, idm) ≤ Q(idm, idm) ≤ 1 (5.21)
we immediately conclude that
Q(id n, idm) ≤ 1
Q(idm, id n)
≤ ldn
ldm
, (5.22)
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where in the last step we have applied the lower bound with the roles of n and m
interchanged. This establishes Eq. (5.20). Combining this equation with the two-step
coding inequality (5.18), we see that for any channel T
Q(T, id n) =
ldm
ldn
Q(T, idm) , (5.23)
which shows that quantum channel capacities relative to noiseless channels of diﬀerent
dimensionality only diﬀer by a constant factor. Fixing the dimensionality of the refer-
ence channel then only corresponds to a choice of units. In Def. 5.1 we have followed
the usual convention in (quantum) information theory and have chosen the ideal qubit
channel id 2 as the standard of reference, hence ﬁxing the unit bit.
The upper bound on the capacity of ideal channels can also be obtained from a general
upper bound on quantum capacities [HW01], which has the virtue of being easily calcu-
lated in many situations. It involves the transposition map familiar from Sec. 3.4, which
we again denote by Θ, deﬁned as the matrix transposition with respect to some ﬁxed
orthonormal basis. We know from Sec. 3.4 that the transposition is positive but not
completely positive, and thus does not describe a physical channel. We have ‖Θ‖cb = d
for a d-level system [Pau02]. For any channel T and small ε > 0,
Q(T ) ≤ Qε(T ) ≤ ld ‖T ◦Θ‖cb =: QΘ(T ) , (5.24)
where Qε is the ﬁnite error capacity introduced in Sec. 5.2.2 above.
The upper bound QΘ(T ) has some remarkable properties, which make it a capacity-like
quantity in its own right. For example, it is exactly additive,
QΘ(S ⊗ T ) = QΘ(S) +QΘ(T ) (5.25)
for any pair S, T of quantum channels. In addition, it satisﬁes the bottleneck inequality
QΘ(S◦T ) ≤ min{QΘ(S), QΘ(T )}. Moreover, it coincides with the quantum capacity on
ideal channels, QΘ(idn) = Q(idn) = ldn, and it vanishes whenever T ◦Θ is completely
positive. In particular, if id ⊗ T maps any entangled state to a state with positive
partial transpose, we have QΘ(T ) = 0.
5.4 Related Capacities
Throughout this Chapter we are primarily concerned with the quantum capacity of a
quantum channel. Here we brieﬂy discuss a variety of related capacities, which can be
derived from Def. 5.1 by either amending the channel S to be simulated, or allowing
Alice and Bob to make use of additional resources. Their interrelations are reviewed in
some more detail in [BDS+06].
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5.4.1 Classical Capacity
Much interest has been devoted to the hybrid problem of transmitting classical infor-
mation undistorted over noisy quantum channels. The classical capacity C(T ) of a
quantum channel T :B(HB) → B(HA) is obtained by choosing the classical ideal one-
bit channel rather than the one-qubit channel as the standard of reference in Def. 5.1.
Encoding channels E and decoding channels D are then restricted to preparations and
measurements, respectively. From our discussion in Sec. 2.4 we know that every such
encoding channel E:B(HA)→ CX is of the form
E(A) =
|X|∑
x=1
̺x(A) |x〉〈x| , (5.26)
where {̺x}|X|x=1 ⊂ B∗(HA) is a collection of quantum states. The decoding operations
D: CX → B(HB) are given in terms of a corresponding positive operator-valued measure
{My}|X|y=1 ⊂ B(HB) in the sense of Def. 2.1,
D(f) =
|X|∑
y=1
fyMy (5.27)
for all functions f ≡ ∑y fy |y〉〈y| on the ﬁnite set X. Deﬁning the classical transition
matrix Rxy := ̺x
(
T (My)
)
= trT∗(̺x)My, the concatenated channel E ◦ T ◦ D now
takes on the form
R(f) := E ◦ T ◦D (f) =
|X|∑
x,y=1
fy Rxy |x〉〈x| . (5.28)
Def. 5.1 requires that we compare the classical channel R: CX → CX with the noiseless
classical channel idX . We know from Sec. 2.7.1 that cb-norm and operator norm coin-
cide for Abelian algebras. Hence, the cb-norm distance ‖R − idX‖cb can be evaluated
as follows,
‖R − id ‖cb = ‖R − idX‖∞
= sup
‖f‖∞≤1
‖R(f)− f‖∞
= sup
x=1,...,|X|
sup
‖f‖∞≤1
|(Rf)(x)− fx|
= sup
x=1,...,|X|
sup
‖f‖∞≤1
|
∑
y
(Rxy − δxy) fy|
= sup
x=1,...,|X|
∑
y
|Rxy − δxy|
= sup
x=1,...,|X|
{|Rxx − 1| +
∑
y 6=x
Rxy}
= 2 sup
x=1,...,|X|
{1−Rxx} ,
(5.29)
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where in the third to last step the supremum with respect to f is evaluated by choosing
fy := sign (Rxy − δxy) for all y = 1, ..., |X|. In the last step we have made use of
the normalization of transition probabilities,
∑|X|
y=1 Rxy = 1 for all x = 1, ..., |X|. For
classical channels, the cb-norm distance thus has an immediate interpretation as (twice)
the maximal error probability. Dropping the irrelevant factor, Def. 5.1 then leads to
the following deﬁnition for the classical channel capacity of a quantum channel:
Definition 5.4. (Classical Channel Capacity)
Let T :B(HB) → B(HA) be a quantum channel. A positive number r is called an
achievable rate for classical information transfer if for every ε > 0 there exists a positive
integer Nε ∈ N such that for every n ≥ Nε we may find a code book with ν := ⌊2nr⌋
codewords {̺j}νj=1 ⊂ B∗(HA)⊗n and a corresponding POVM {Mj}νj=1 ⊂ B(HB)⊗n such
that
trT⊗n∗ (̺j)Mj ≥ 1− ε ∀ j = 1, ..., ν . (5.30)
The classical channel capacity C(T ) of T is again defined as the supremum of all
achievable rates.
In Sec. 5.5.4 we will introduce the private classical capacity Cp(T ) — a closely related
variant in which the coding scheme has to satisfy the additional constraint that no in-
formation is released to a potential eavesdropper, who is assumed to hold a puriﬁcation
of the channel T . Obviously, C (T ) ≥ Cp(T ).
Since a quantum channel can always be employed to send classical information, we also
have the inequality C(T ) ≥ Q(T ). There are obviously examples in which this inequal-
ity is strict: the entanglement-breaking channel T∗(̺) =
∑
j〈j|̺|j〉 |j〉〈j| is composed of
a measurement in the orthonormal basis {|j〉}j , followed by a preparation of the cor-
responding basis states |j〉〈j|. It destroys all the entanglement between the sender and
a reference system, implying Q(T ) = 0. Yet all the basis states |j〉〈j| are transmitted
undistorted, which is enough to guarantee that C(T ) = 1.
5.4.2 Enhanced Capacities
Superdense coding [BW92] and teleportation [BBC+93] impressively demonstrate that
entanglement is a powerful resource for information transfer. It doubles the classical
channel capacity of a noiseless channel, and it allows to send quantum information over
purely classical channels. We deﬁne the entanglement-assisted quantum capacity QE(T )
exactly like Q(T ) in Def. 5.1, but allow Alice and Bob to draw on an unlimited supply
of shared ebits as an additional resource for the channel coding. The entanglement-
assisted classical capacity CE(T ) is deﬁned completely analogously, but again we only
require the simulation of a classical bit channel. Superdense coding and teleportation
imply that CE(T ) = 2QE(T ) for any quantum channel T .
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Surprisingly, the entanglement-assisted capacities are often much better behaved than
their unassisted counterparts. As we will see in Sec. 5.5.2, unlike the classical and
quantum capacities proper they are relatively easy to calculate using ﬁnite optimization
procedures [BSS+99, BSS+02]. Moreover, there has recently been signiﬁcant progress
in understanding the simulation rates for non-ideal channels in this scenario [Hay06c].
The quantum channel capacity is unaﬀected by entanglement-breaking side channels
[KW04]. In particular, classical forward communication alone cannot enhance it. How-
ever, unlike in the purely classical case both the quantum and classical channel capac-
ity (but not the entanglement-assisted capacity) may increase under classical feedback
[Bow04b, Bow05].
5.5 Coding Theorems
Computing channel capacities straight from Def. 5.1 is a tricky business. It involves op-
timization in systems of asymptotically many tensor factors, and can only be performed
in special cases, like the noiseless channels discussed in Sec. 5.3. Coding Theorems as-
pire to reduce this problem to an optimization over a low-dimensional space. They
usually come in two parts: the converse provides an upper bound on the channel ca-
pacity (typically in terms of some entropic expression), while the direct part consists of
a coding scheme that attains this bound. The prototype for all such results is Shannon’s
celebrated noisy channel coding theorem [Sha48, Ash90, CT91], which proves that the
classical capacity of a classical noisy channel can be obtained from a maximization of
the mutual information over all joint input-output distributions.
In this Section we will review the known extensions of Shannon’s channel coding the-
orem to the quantum world. Again, the focus will be mostly on the quantum chan-
nel capacity proper, but we will brieﬂy comment on the classical capacity and the
entanglement-assisted capacities ﬁrst.
5.5.1 Classical Channel Capacity: the HSW Theorem
The classical capacity of a quantum channel T :B(HB)→ B(HA), as deﬁned in Sec. 5.4.1
above, can be expressed in terms of the Holevo bound,
χ(T∗, {pi, ̺i}) := H
(∑
i
pi T∗(̺i)
)−∑
i
piH
(
T∗(̺i)
)
, (5.31)
(cf. App. A). Holevo [Hol73] was able to show back in 1973 that the regularized Holevo
bound provides an upper bound on the classical channel capacity when the code book
consists of the quantum ensemble {pi, ̺i}. Attainability of this bound was proved much
later by Holevo [Hol98], and independently by Schumacher and Westmoreland [SW97].
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In honor of these researchers, the coding theorem for the classical channel capacity is
usually called the HSW theorem.
Theorem 5.5. (HSW)
For every quantum channel T :B(HB)→ B(HA),
C(T ) = lim
n→∞
1
n
max
{pi,̺i}
χ(T⊗n∗ , {pi, ̺i}). (5.32)
In contrast to Shannon’s noisy coding theorem, the evaluation of the capacity formula
Eq. (5.32) still requires an optimization in spaces of asymptotically increasing dimen-
sions. It is a long-standing open conjecture that entangled input states cannot enhance
the transmission rate for classical information, which would allow to remove the regu-
larization from Eq. (5.32). The additivity conjecture can be traced back to [BFS97] and
has wide implications for other problems in the ﬁeld [Sho04, Pom03]. It is presently
considered one of the most eminent open questions in quantum information theory. We
refer to [Hol06b] for a well-informed account of the present status.
5.5.2 Entanglement-Assisted Capacities
The entanglement-assisted capacities introduced in Sec. 5.4.2 have a nice representation
in terms of a single-letter entropic formula. Bennett and coworkers [BSS+99, BSS+02]
have shown that the classical entanglement-assisted capacity CE(T ) of a quantum chan-
nel T :B(HB)→ B(HA) simply equals the optimized quantum mutual information,
H(T∗, ̺) := H
(
̺
)
+H
(
T∗(̺)
)−H(T∗ ⊗ id (|ψ̺〉〈ψ̺|)) , (5.33)
where ψ̺ ∈ HA⊗HA′ is a puriﬁcation of the density operator ̺ ∈ B∗(HA) (cf. App. A).
As explained in Sec. 5.4.2, teleportation and superdense coding immediately imply that
this is just twice the quantum entanglement-assisted capacity QE(T ), resulting in the
following
Theorem 5.6. (Entanglement-Assisted Capacities)
For every quantum channel T :B(HB)→ B(HA),
CE(T ) = max
̺
H(T∗, ̺) = 2QE(T ) . (5.34)
We refer to Hayden’s review article [Hay06c] for a more detailed account and recent
progress in the understanding of entanglement-assisted capacities.
5.5.3 Quantum Channel Capacity
For the quantum channel capacity the relevant entropic quantity is the so-called coher-
ent information,
Ic(T∗, ̺) := H
(
T∗(̺)
) −H(T∗ ⊗ id (|ψ̺〉〈ψ̺|)) , (5.35)
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where |ψ〉̺ ∈ HA ⊗ HA′ is again a puriﬁcation of the density operator ̺ ∈ B∗(HA).
We know from App. A that Ic(T∗, ̺) does not increase under quantum operations,
which immediately implies that the regularized coherent information upper bounds the
quantum channel capacity: if Alice and Bob have a coding scheme for the channel T
with capacity Q(T ), n channel uses allow them to share a maximally entangled state
of size ∼ exp2 nQ(T ). The coherent information of this state equals ∼ nQ(T ), and
was no smaller prior to Bob’s decoding operation D. Recently Devetak developed a
coding scheme [Dev05] to show that this bound is in fact attainable. Diﬀerent proofs
were outlined by Lloyd [Llo97] and Shor [Sho02].
Theorem 5.7. (Quantum Channel Capacity)
For every quantum channel T :B(HB)→ B(HA),
Q(T ) = lim
n→∞
1
n
max
̺
Ic
(
T⊗n∗ , ̺
)
. (5.36)
Unlike the classical or quantum mutual information, coherent information is strictly
superadditive for some channels [DSS98]. Hence taking the limit n→∞ in Eq. (5.36)
is indeed required, and in general the evaluation of the capacity formula (5.36) still
demands the solution of asymptotically large variational problems. This should be con-
trasted with the coding theorems for the entanglement-assisted capacities in Sec. 5.5.2
(where a simple non-regularized coding theorem is known to hold) and for the classical
information capacity in Sec. 5.5.1 (where additivity is conjectured but not proved).
Even the maximization of the single-shot coherent information Ic(T∗, ̺) appears to be
a diﬃcult optimization problem, since this quantity is neither convex nor concave and
may have multiple local maxima [Sho03]. Thus even for simple-looking systems like
the qubit depolarizing channel, so far we only have upper and lower bounds on the
quantum channel capacity, but do not yet know how to compute its exact value.
5.5.4 Private Classical and Quantum Coding
We now sketch Devetak’s proof of Th. 5.7, assuming only some familiarity with Holevo-
Schumacher-Westmoreland (HSW) random codes for the classical channel capacity
[Hol98, SW97, NC00]. Along the way we will also obtain a coding theorem for the
private classical capacity of a quantum channel.
As shown in Sec 3.3, Stinespring’s dilation theorem implies that a noiseless quantum
channel provides perfect security against eavesdropping. This is one of the characteristic
traits of quantum mechanics and lies at the heart of quantum cryptography. In his
proof, Devetak showed a way to turn this around and upgrade coding schemes for
private classical information to quantum channel codes.
The relation between quantum information transfer over a channel T:B(HB)→ B(HA)
and privacy against eavesdropping is best understood in terms of the complementary
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channel TE:B(HE) → B(HA). As explained in Sec. 3.3, TE arises from a given Stine-
spring isometry V :HA →HB ⊗HE of T ≡ TB by interchanging the roles of the output
system B(HB) and the environment B(HE):
TB(B) = V
∗(B ⊗ 1E)V ⇐⇒ TE(E) = V (1B ⊗ E)V ∗ (5.37)
for all observables B ∈ B(HB) and E ∈ B(HE). The channel TE describes the infor-
mation ﬂow into the environment B(HE), a system we assume to be under complete
control of a potential eavesdropper, Eve say. The setup for private classical information
transfer (including the deﬁnition of rates and capacity Cp(T )) is then exactly the same
as for the classical channel capacity C(T ) in Sec. 5.4.1, but the protocols now have to
satisfy the additional requirement that TE releases (almost) no information to the envi-
ronment. This can be achieved by randomizing over νE ∼ exp2 nχ(TE∗, {pi, ̺i}) code
words of a standard HSW code of total size ∼ exp2 nχ(TB∗, {pi, ̺i}), where {pi, ̺i} is
the quantum ensemble from which a set of random code words {σk,l}νB,νEk=1,l=1 is gener-
ated. The appearance of the Holevo bound Eq. (5.31) in the dimension of both these
code spaces can be understood from the size of the relevant typical subspaces [DW04b].
The randomization guarantees that the remaining νB ∼ exp2 n
(
χ(TB∗)− χ(TE∗)
)
code
words are almost indistinguishable to Eve:
∥∥∥ 1
νE
νE∑
l=1
T⊗nE∗ (σkl − σjl)
∥∥∥
1
≤ ε ∀ j, k = 1, ..., νB . (5.38)
The net transfer rate for private classical information is then r ∼ (χ(TB∗) − χ(TE∗)),
which is just the total transfer rate for the channel Alice→ Bob reduced by the transfer
rate Alice → Eve. In summary, Devetak’s proof leads to the following coding theorem
for the private classical capacity:
Theorem 5.8. (Private Channel Capacity)
For every quantum channel T :B(HB)→ B(HA),
CP (T ) = lim
n→∞
1
n
max
{pi,̺i}
{
χ(T⊗n, {pi, ̺i})− χ(T⊗nE , {pi, ̺i})
}
. (5.39)
So far we have sketched a protocol for private classical information transfer. Remark-
ably, if ̺ =
∑
i pi |ψi〉〈ψi| is a decomposition of ̺ ∈ B∗(HA) into pure states, the private
transfer rate exactly equals the coherent information,
Ic(TB∗, ̺) = H
(
TB∗(̺)
) −H(TE∗(̺)) = χ(TB∗)− χ(TE∗) . (5.40)
The so-called entropy exchange H
(
TE∗(̺)
)
= H
(
TB∗⊗ id (|ψ̺〉〈ψ̺|)
)
quantiﬁes to what
extent a formerly pure ancilla state becomes mixed via interaction with the signal states.
Eq. (5.40) then nicely reﬂects the intuition that for high rate quantum information
transfer the signal states should not entangle too much with the environment. In fact,
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for an almost noiseless channel the entropy exchange nearly vanishes, and the optimized
coherent information almost attains the maximal value 1, while for nearly depolarizing
channels we have Ic(TB∗, ̺) ≈ −H(̺) ≤ 0.
Devetak’s coherentification allows to pass from the transmission of classical messages
to the transmission of coherent superpositions. The same technique has also been ap-
plied to upgrade secret key distillation protocols to entanglement distillation protocols,
and provides a uniﬁed perspective of the secret classical resources and their quantum
counterparts [DW04a, DW04b, DHW04].
In order to transfer quantum information faithfully, Alice will only need to send one half
of a maximally entangled state of dimensionality νB ∼ exp2 n Ic(TB∗, ̺). The standard
teleportation protocol [BBC+93] then allows her to transfer arbitrary quantum states
from a subspace of that size. Teleportation requires classical forward communication,
but we have seen in Sec. 5.4.2 that this cannot increase the quantum channel capacity.
Given a set of pure state code words {|ϕkl〉}νB ,νEk=1,l=1 of a private classical information
protocol, for entanglement transfer Alice prepares the input state
|Φ〉A′A = 1√
νB
νB∑
k=1
|k〉A′ ⊗ 1√
νE
νE∑
l=1
|ϕkl〉A , (5.41)
where HA′ ≃ HA denotes a reference system that Alice keeps in her lab. On his
share of the resulting output state |Φ′〉A′BE Bob will then employ the corresponding
measurement operators {Mkl}νB,νEk,l=1 to implement the coherent measurement
VM |ϕ〉B :=
∑
k,l
√
Mkl |ϕ〉B ⊗ |kl〉B1B2 , (5.42)
which places the measurement outcomes into some reference system HB1 ⊗HB2 . Any
measurement which identiﬁes the output with high probability only slightly disturbs
the output state, and thus Bob’s coherent measurement leaves the total system in some
approximation of the state
|Φ′′〉 = 1√
νBνE
νB ,νE∑
k,l
|k〉A′ |k〉B1 |l〉B2 |ϕ′kl〉BE , (5.43)
in which Eve and Bob are still entangled. A completely depolarizing channel TE would
directly yield a factorized output state in B∗(HB)⊗B∗(HE) here. Although the random-
ization in Eq. (5.38) does not necessarily result in complete depolarization, there is a
controlled unitary operation which Bob may apply to eﬀectively decouple Eve’s system,
resulting in the output state ∼ 1√
νB
∑
k |kk〉A′B1⊗σE for some state σE ∈ B∗(HE). For
Alice and Bob this is now the maximally entangled state of size νB ∼ exp2 nIc(TB∗, ̺)
required for teleportation. The direct part of the capacity theorem then follows by
applying the above coding scheme to large blocks and maximizing over (pure) input
ensembles, concluding the proof.
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Devetak’s proof of the coding theorem seems to indicate that the private classical
capacity Cp(T ) equals the quantum capacity Q(T ) for every quantum channel T . How-
ever, for the coherentiﬁcation protocol we have restricted the private coding schemes
to pure state input ensembles, and thus we can only conclude that Q(T ) ≤ Cp(T ). The
existence of bound-entangled states with positive one-way distillable secret key rate
[HPH+05] implies that this inequality can be strict. We have seen in Sec. 3.3 that a
general procedure does exist to retrieve (almost) all the information from the output
of a noisy quantum channel that releases (almost) no information to the environment.
But this requires a stronger form of privacy than Eq. (5.38).
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Chapter 6
Quantum Channels with Memory
In this Chapter we will present a general model for quantum channels with memory, and
we will show that this model is suﬃciently general to encompass all causal automata:
any quantum process in which the outputs up to some time t do not depend on inputs at
times t′ > t can be decomposed into concatenated memory channels. We then examine
and present diﬀerent physical setups in which channels with memory may be operated
for the transfer of (private) classical and quantum information. These include setups
in which either the receiver or a malicious third party have control of the initializing
memory. We introduce classical and quantum channel capacities for these settings,
and give several examples to show that they may or may not coincide. Entropic upper
bounds on the various channel capacities are given. For forgetful quantum channels, in
which the eﬀect of the initializing memory dies out as time increases, coding theorems
are presented to show that these bounds may be saturated. Forgetful quantum channels
are shown to be open and dense in the set of quantum memory channels.
Most of the results reported here have appeared in a joint paper [KW05] with R. F.
Werner.
6.1 Introduction
Until now most of the work on quantum channels has concentrated on memoryless
channels, which are characterized by the requirement that successive channel inputs
for some quantum channel S are acted on independently. As explained in Ch. 5,
mathematically this means that messages of n symbols are processed by the tensor
product channel S⊗n.
However, in many real-world applications the assumption of having uncorrelated noise
channels cannot be justiﬁed, and memory effects need to be taken into account. It
thus seems desirable to extend the theory of quantum channels to encompass memory
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    time
SSSS
A
B
MM
Figure 6.1: Left: A quantum memory channel with input register A, output register B,
and memory system M. — Right: A threefold concatenation S3 of memory channels,
with time running from left to right, and coded information running from bottom to
top.
eﬀects, and to create a common framework in which experiments with both correlated
and uncorrelated noise can be naturally described. In fact, such a framework is already
necessary for estimates on almost memoryless channels, for instance when assessing
whether a particular system can arguably be modelled as a memoryless channel. Such
a uniﬁed framework will be presented in this Chapter, and it will be shown how this
model can be applied to the description of diﬀerent information processing tasks, such
as (private) classical and quantum information transfer.
6.1.1 Outline and Overview
We start our description with a general model for quantum channels with memory. In
addition to Alice’s input register A and Bob’s output register B, such a channel has
an additional memory input and an additional memory output, denoted by M (cf.
Fig. 6.1, left). Long messages with n signal states will then be processed by subsequent
application of these memory channels, resulting in the concatenated channel Sn depicted
in Fig. 6.1 (right). This picture will be turned into a rigorous deﬁnition in Sec. 6.2.1.
In such a setup, the memory system is passed on from one application of the channel
to the next, and introduces (quantum or classical) correlations between consecutive
signal states. If no memory system is present, the concatenated channel will simply
be a product channel, bringing us back to the memoryless realm in which consecutive
signal states are acted on independently.
This model marks a constructive approach to quantum channels with memory. It is
certainly the appropriate framework when the physical realization of the memory M
is known. However, in many applications of information theory only the input-output
behavior of a channel is of interest. From this point of view the memory would be part
of the internal workings of the channel, and would not be made part of the description.
We call this way of describing channels the axiomatic approach. It takes a channel as
a transformation turning inﬁnite strings of input systems to inﬁnite strings of outputs,
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Figure 6.2: By the structure theorem, a causal automaton T can be decomposed into
a chain of concatenated memory channels S plus some input initializer R. Evaluation
with the identity operator 1 means that the corresponding output is ignored.
with only two basic assumptions: translational invariance and the condition of causality.
Outputs up to some time t do not depend on inputs at times t′ > t. In the classical
theory, such channels are sometimes called non-anticipatory. It is clear from Fig. 6.1
that a channel with memory automatically satisﬁes this causality condition.
Taking a causal channel and representing it as a channel with memory amounts to re-
constructing a model of the channel and its internal memory states and dynamics. This
is a highly non-trivial task, even in the classical case. However, a formal reconstruction
can always be given. This is what we call the structure theorem for causal channels,
as illustrated in Fig. 6.2. A rigorous version will be given as Th. 6.10 in Sec. 6.3. In
general, it produces not only the channel step operator S, but also a map R deﬁning
the inﬂuence of input states in the remote past on the memory. Intuitively, however,
such a map is often not needed, because memory eﬀects decrease in time. A similar
condition is needed for passing from the constructive approach of channels with memory
to causal input-output channels: Since the constructive approach allows one to choose
the initial memory state, output states in general depend on this choice, and in general
this inﬂuence will depend on the time after initialization. So in order to get a time
translation invariant channel without such dependence, the channel S must lose the
initialization information. We call S forgetful if outputs at a large time t depend only
weakly on the memory initialization at time zero, in a sense made precise in Sec. 6.4.
For forgetful channels, memory eﬀects will be shown to decrease even exponentially.
Not every channel is forgetful. The prime counterexample is a channel with a global
classical switch discussed in Sec. 6.2.3. The memory in this case is a classical bit, left
unchanged by S, but determining which of two memoryless channels S0, S1 is applied
to the input at each time step. However, we will show in Sec. 6.4 that generic memory
channels are in fact forgetful, in the sense that every non-forgetful quantum channel can
be approximated by a forgetful channel to arbitrary degree of accuracy. In addition,
for every forgetful quantum channel we may ﬁnd a ﬁnite-size neighborhood in which
all channels are likewise forgetful. In mathematical terms, forgetful quantum channels
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are both open and dense in the set of quantum memory channels.
For quantum channels with memory, capacity can be deﬁned along the lines familiar
from the memoryless setting reviewed in Ch. 5, both for the transmission of classical
and quantum information. For product as well as memory channels, channel capacity
expresses quantitatively how well a given channel S can simulate a noiseless qubit (or
bit) channel: roughly speaking, it is the maximal number of ideal qubit (resp. bit)
transmissions per use of the channel, taken in the limit of long messages and using
encoding and decoding schemes asymptotically eliminating all errors. The concept is
illustrated in Fig. 6.3. This ﬁgure should be compared to Fig. 5.1, which illustrates the
capacity of a memoryless channel.
When trying to send information through a concatenated memory channel, unlike in
the memoryless case we also have to specify how to handle the initial and ﬁnal memory
state. In particular, we may distinguish between setups in which Alice can access the
initial memory input state and may use it for the encoding procedure, and setups in
which a malicious third party (Eve, say) controls the initial memory input, and by her
choice of the input state will try to prevent Alice and Bob from communicating over
the channel. Likewise, we may consider setups in which either Bob or Eve control the
ﬁnal memory output. These distinctions will be made precise in Sec. 6.2.2. They lead
to slight variations in the notion of capacity, and in Sec. 6.2.3 we will present several
examples to show that the resulting capacities may or may not coincide. In particular,
for channels with only one Kraus operator, all these capacities are the same, and equal
the capacity of the ideal channel (cf. Sec. 6.2.4).
The various capacities can be bounded from above both in terms of the capacity of
memoryless channels and in terms of entropic expressions. Some of these bounds will
be presented. In particular, the standard mutual information and coherent information
bounds familiar from the memoryless setting easily extend to memory channels (cf.
Sec. 6.6.1).
Forgetful channels are, in a sense to be speciﬁed in Sec. 6.4, close to memoryless chan-
nels. As such, they play a central role not only as the bridge between the axiomatic
and the constructive approach to quantum memory channels and as generic examples,
but also connect them to the memoryless realm. In Sec. 6.6.2, we will explain how
the standard random coding techniques familiar from the memoryless setting can be
modiﬁed to saturate the entropic upper bounds on the channel capacity for forgetful
channels, leading to coding theorems for (private) classical and quantum information
transfer for this very important class of memory channels.
We conclude with a Summary and Outlook. Appendix B contains some mathematical
background relevant to the description of inﬁnite-dimensional quantum systems, insofar
as it is essential to the understanding of the Structure Theorem.
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SSS
Decoding
≈
Figure 6.3: Two signal states are encoded into three input registers, sent through the
concatenated memory channel, and then decoded into two output states. If the overall
channel is (in some sense to be specified in Sec. 6.2.2) close to the ideal channel on two
inputs, the transmission rate of the above scheme is 23 . Capacity is the largest such rate,
in the limit of long messages and optimal encoding and decoding. In the above setup,
the initial memory input can be thought of as being controlled by either the sender or
a malicious third party. Similarly, the receiver may or may not be able to read out the
final memory state.
6.1.2 Model Systems and Related Work
Quantum channels which naturally acquire a memory are abundant in all branches of
quantum information processing:
Recently, an unmodulated spin chain has been proposed as a model for short distance
quantum communication [Bos03, BB05, CDE+04, CDD+05]. In such a scheme, the
state to be communicated over the channel is placed on one of the spins of the chain,
propagates for a speciﬁc amount of time, and is then received at a distant spin of the
chain (cf. Fig. 6.4). When viewed as a model for quantum communication, it is gener-
ally assumed that a reset of the spin chain occurs after each signal [GF05], for example
by applying an external magnetic ﬁeld, resulting in a memoryless channel. However,
a continuous operation without reset may lead to higher transmission rates, and cor-
responds to a quantum channel with memory. Another model of a quantum channel
with memory is the so-called one-atom maser or micromaser [MWM85, VBW+00]. In
such a device, excited atoms interact with the photon ﬁeld inside a high-quality optical
cavity, as depicted in Fig. 6.5. If the photons inside the cavity have suﬃciently long
lifetime, atoms entering the cavity will feel the eﬀect of the predecessors, introducing
correlations between consecutive signal states.
Apparently, the ﬁrst model of a quantum channel with memory was introduced by
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A B
Figure 6.4: An unmodulated spin chain as
a quantum channel with memory: Alice
places the input signal on the first spin of
the chain and lets it propagate to Bob, who
controls the spin at the opposite end of the
chain.
Figure 6.5: In a micromaser, a stream
of two-level atoms is injected into a high-
quality superconducting cavity. The field
modes introduce correlations between con-
secutive atoms.
Macchiavello et al. in 2001: they gave an example of a qubit channel with Markovian
correlated noise [MP02, MPV04] in which entangled input states may increase the
transmission rate for classical information. These results have recently been extended
to some bosonic Gaussian channels [CCM+05, RSG+05]. Such an eﬀect has been
demonstrated experimentally for optical ﬁber channels with ﬂuctuating birefringence, in
which consecutive light pulses undergo strongly correlated polarization transformation
[BDB04, BDW+04]. (Whether such examples exist in the memoryless setting is still
an open question, and presently considered one of the most eminent open problems
of quantum information theory, with wide implications for other problems in the ﬁeld
[Sho04, Pom03].)
Subsequently, the study of quantum channels with memory has largely been conﬁned to
channels with Markovian correlated noise (cf. [Ham02, BM04] and references therein).
A Lindbladian approach to memory channels has been taken by Daﬀer et al. [DWM03,
DWC+04]. Upper bounds on the classical capacity for a more general class of channels
have been given recently by Bowen et al. [BDM05].
All the memory channels discussed in this Section are causal quantum channels, and
hence the structure theorem applies. A completely diﬀerent approach has been taken
by Hayashi and Nagaoka [HN03], who refrain from imposing any structural assumption
on the quantum channels they consider, and apply the information-spectrum method
to obtain a coding theorem for the classical product state capacity, following work by
Verdu´ and Han [VH94] on classical channels with memory. A more detailed account of
the quantum information spectrum techniques will be given in Ch. 7.
We refer to Verdu´’s overview paper [Ver98] and the Gray-Davisson collection [GD77]
for more information on memory channels in the purely classical setting.
6.2 Channels with Memory
In Sec. 6.2.1 we turn the concept of memory channels into a rigorous deﬁnition. We
then focus on capacities for classical and quantum information transfer in Sec. 6.2.2.
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Some instructive examples will serve to illustrate the various capacities in Sec. 6.2.3,
before we turn to pure channels in Sec. 6.2.4.
6.2.1 The Constructive Approach
A relatively simple (yet surprisingly general, cf. Sec. 6.3 below) model to describe
channels with correlated noise consists of a quantum channel which, in addition to
Alice’s input register system HA and Bob’s output register system HB has an additional
memory inputHM and an additional memory outputHM ′ . (Since the smaller of the two
Hilbert spaces HM , HM ′ can always be thought of as being embedded in the larger one,
in the following we will assume without loss that HM = HM ′ .) A quantum channel with
memory (or, for short, memory channel) is then represented (in Heisenberg picture) as
a completely positive and unital map S:B(HB) ⊗ B(HM ) → B(HM ) ⊗ B(HA). Often
we will abbreviate B(HA) to A, and similarly for B(HB) and B(HM). Long messages
with n ∈ N signal states will now be processed by subsequent application of memory
channels, resulting in the concatenated channel Sn:B⊗n ⊗M → M⊗ A⊗n given as
follows (see Fig. 6.1):
Sn =
(
S ⊗ id⊗n−1A
) ◦ ... ◦ (id⊗n−2B ⊗ S ⊗ idA) ◦ (id n−1B ⊗ S) , (6.1)
where id again denotes the identity operation (ideal or noiseless channel).
The Schro¨dinger picture equivalent of this model was introduced by Bowen and Mancini
in [BM04] and has been shown to encompass channels with Markovian correlated noise
discussed previously in [MP02, MPV04, DWM03, BDB04]. As advertised in the Intro-
duction, in Section 6.3 we will show that this model is suﬃciently general to describe
all causal quantum channels, which was left as an open problem in [BM04]. However,
before we prove this structure theorem we will extend the notion of channel capacity
from the memoryless setting to channels with memory, and we will present several
diﬀerent setups in which these channels may be operated for the transmission of both
classical and quantum information.
6.2.2 Channel Capacity
As explained in Sec. 6.1.1, the standard deﬁnition of channel capacity applies also to
quantum channels with memory. However, as illustrated in Fig. 6.3 we have to specify
how to handle the initial and ﬁnal memory states. In particular, we need to distinguish
between setups in which Alice has control over the initial memory input state and may
use it for the encoding procedure, and setups in which a malicious third party (Eve,
say) controls the initial memory input, and by her choice of the input state µ ∈ B∗(HM )
will try to prevent Alice and Bob from communicating over the channel. Likewise, we
may consider setups in which the ﬁnal memory states are either ignored or accessible
to Bob, and can thus be employed in the decoding process.
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In the deﬁnition of channel capacity presented below, these four diﬀerent scenarios
are distinguished by a diﬀerent range and domain of the encoding and decoding map,
respectively, and give rise to four diﬀerent channel capacities for both classical and
quantum information transmission.
Definition 6.1. (Capacity for Memory Channels)
Let HA, HB, and HM be Hilbert spaces. A positive number r is called an achievable rate
for the quantum memory channel S:B(HB)⊗B(HM)→ B(HM )⊗B(HA) iff for any pair
of integer sequences (nν)ν∈N and (mν)ν∈N with limν→∞ nν = ∞ and limν→∞ mνnν ≤ r
we have
lim
ν→∞ ∆(nν,mν) = 0 , (6.2)
where we set
∆(nν ,mν) := inf
E,D
‖E SnνD − id⊗mνC2 ‖cb , (6.3)
the infimum taken over all encoding channels E and decoding channels D with suitable
domain and range. The quantum channel capacity Q(S) of the memory channel S is
defined to be the supremum of all achievable rates.
In the different setups described above, the domain of the encoding channels E may
or may not include the initial memory algebra B(HM ), and the range of the decoding
channels D may or may not contain the final memory algebra B(HM), resulting in four
different quantum capacities QAB(S), QAE(S), QEB,µ(S), and QEE,µ(S), where the
first index stands for the party (Alice, Bob, or Eve) who controls the initial memory
state, the second index stands for the party who has access to the final memory state,
and µ ∈ B∗(HM ) stands for Eve’s choice of the initial memory state, if applicable.
Evidently, this deﬁnition is a straightforward generalization of the capacity of a mem-
oryless channel, as presented in Def. 5.1, and reduces to this case if no memory system
is present. A few remarks are in order:
Remark 6.2. The capacity of a quantum memory channel S for the transmission of
classical information can be deﬁned along the same lines, restricting encoding channels
to preparations and decoding channels to measurements, and replacing the ideal qubit
channel id C2 by the ideal bit channel in Eq. (6.3). The respective classical capacities
are denoted by CAB(S), CAE(S), CEB,µ(S), and CEE,µ(S), and are no smaller than
their quantum counterparts.
Remark 6.3. In the sections to follow, we will write Q∗(S) and C∗(S) whenever
a certain statement holds for all the four channel capacities introduced in Def. 6.1,
regardless of Eve’s choice of the initial memory state.
Remark 6.4. It is obvious from the deﬁnition that for every memory channel S the
capacities introduced in Def. 6.1 satisfy the following chain of inequalities:
QEE,µ(S) ≤ {QAE(S), QEB,µ(S)} ≤ QAB(S) (6.4)
for all µ ∈ B∗(HM ), and accordingly for the classical capacities CEE,µ(S) etc.
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Remark 6.5. We have seen in Sec. 5.2 that there is considerable freedom in the deﬁni-
tion of the channel capacity of a memoryless channel. Some of these variations are based
solely on the properties of the error function ∆(nν ,mν), and thus immediately apply to
channels with memory as well. In particular, it is suﬃcient to ﬁnd one pair of integer
sequences (nν)ν∈N and (mν)ν∈N such that limν→∞ mνnν = r and limν→∞ ∆(nν ,mν) = 0,
provided the diverging sequence (nν)ν∈N is subexponential in the sense of Sec. 5.2.1,
i. e., limν→∞
nν+1
nν
= 1. In addition, the cb-norm in Eq. (6.3) can of course be replaced
by equivalent distance measures such as minimum fidelity or entanglement fidelity, or
even average fidelity and channel fidelity.
6.2.3 Examples
In the following, in order to illustrate the concepts introduced above we will present
several examples of quantum memory channels. These will also serve to show that the
various capacities introduced in Def. 6.1 may or may not coincide, thereby justifying
our deﬁning more than one capacity.
A simple model channel for which all the capacities introduced above coincide is the shift
channel Ss. In principle, this is just a noiseless channel, but it interchanges memory and
input register: Ss(B⊗M) = B⊗M (Note that in the tensor representation that we have
chosen, the identity channel id comes with the inherent ﬂip, i. e., id (B⊗M) =M⊗B.)
Thus, in an n-fold concatenation of shift channels, the signals that Alice sends through
the channel will be received by Bob undistorted one time step later. In the capacity
limit of long messages (as n→∞), the initial qubit that Bob may lose if Eve controls
the initial memory state, and the ﬁnal qubit that he may lose if he cannot access the
ﬁnal memory state both have a negligible impact on the transmission rate, and therefore
QEE,µ(S
s) = limn→∞ n−2n ld d = ld d for all memory input states µ ∈ B∗(HM ), with
d := dimHA = dimHB = dimHM . Therefore, by Eq. (6.4) and Remark 6.2 all the
above capacities equal ld d. Further examples for channels in which the worst-case
capacity and the best-case capacity are both maximal will be presented in Sec. 6.2.4.
An example of a memory channel in which the control over the initializing memory
state can have a decisive inﬂuence on the channel performance is the channel with a
global classical switch: Suppose that the memory algebra is a classical d-level system
of diagonal (d × d) matrices, and that we are given a collection {Ti}di=1 of d quantum
memoryless channels Ti:B → A. Then a quantum memory channel S:B⊗M→M⊗A
with a global classical switch (d settings) is given by
S(B ⊗M) =
d∑
i=1
〈i|M |i〉 |i〉〈i| ⊗ Ti(B) (6.5)
for all B ∈ B and M ∈M. In an n-fold concatenation of this channel, the channel Ti is
applied in every time step if the initial memory input state was |i〉〈i|. If Alice initially
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sends a pre-deﬁned sequence of test states, Bob may ﬁnd out what the initial memory
setting was and choose the decoding channel accordingly. Thus, the best case capacity
in this setting will be maxi=1,..d {Q(Ti)}, and the worst case capacity will be no larger
than mini=1,..d {Q(Ti)}. These two may clearly diﬀer.
6.2.4 Pure Channels
Pure memory channels are channels which have only one Kraus operator in Eq. (2.36).
From the unitality condition, S(1) = 1, it is then clear that these channels have a Kraus
representation S(B ⊗M) = V ∗(B ⊗M)V with isometric V : HM ⊗HA →HB ⊗HM .
In this Section we will show that for pure channels with ﬁnite memory, the various
capacities introduced in Def. 6.1 coincide and are maximal, i. e., we have the following
Theorem 6.6. (Capacity of Pure Channels)
Let S:B(HB) ⊗ B(HM ) → B(HM) ⊗ B(HA) be a pure quantum memory channel with
finite-dimensional memory algebra B(HM). With the convention introduced in Re-
mark 6.3 we then have:
Q∗(S) = min {ld dimHA, ld dimHB} = C∗(S) . (6.6)
Our strategy for the proof is to show that for pure channels it is possible to satisfy
the Knill-Laﬂamme error correction criteria [KL97], which imply that perfect signal
recovery can be achieved. This is more than what is required for capacity purposes,
since the deﬁnition of channel capacity, as presented in Sec. 6.2.2, only demands that
errors vanish asymptotically, i. e., in the limit of long messages n→∞.
Since we will have to refer to them repeatedly in the course of the proof, we start by
restating the Knill-Laﬂamme conditions for perfect error correction (cf. Th. 10.1 in
[NC00]): a necessary and suﬃcient condition for a quantum channel T :B(H2)→ B(H1)
with Kraus operators {ti}Ki=1 to be completely correctable on a subspace K ⊂ H1 is the
existence of an orthonormal basis {|α〉}dimKα=1 of K such that
〈α|t∗i tj|β〉 = ωi,j 〈α|β〉, (6.7)
where the coeﬃcients ωi,j ∈ C are not permitted to depend on the basis labels α, β.
If the orthonormal basis {|α〉}α ⊂ H1 has N ∈ N elements, we say that there exists a
quantum code of dimension N .
Coming back to pure channels, we see that in the setup in which Alice controls the
initial memory state and Bob can read out the ﬁnal memory state there is only one
(isometric) Kraus operator V , and thus it is straightforward to satisfy Eq. (6.7) and
achieve rates of up to min {ld dimHA, ld dimHB}.
By Eq. (6.4) and Remark 6.2, in order to complete the proof of Th. 6.6 it is therefore
suﬃcient to show that QEE,µ(S) ≥ min {ld dimHA, ld dimHB} ∀ µ ∈ B∗(HM ). Again
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we will show that it is possible to satisfy the error-correction conditions Eq. (6.7).
However, in the worst-case scenario in which Eve chooses an arbitrary input state
µ ∈ B∗(HM ) and Bob has no control over the ﬁnal memory output the resulting channel
is no longer pure, but can be given a Kraus representation with no more than d2M Kraus
operators, where dM := dimHM :
Lemma 6.7. Assume that HA, HB, and HM are finite-dimensional Hilbert spaces,
and let dM := dimHM . Assume further that S:B(HB)⊗B(HM)→ B(HM )⊗B(HA) is
a pure quantum memory channel, i. e., S(B ⊗M) = V ∗(B ⊗M)V for some isometric
V :HM ⊗ HA → HB ⊗ HM . Let Sˆµ:B(HB) → B(HA) be the restriction of S to the
B-system, with fixed initial memory state µ ∈ B∗(HM ). Then Sˆµ can be given a Kraus
representation with d2M Kraus operators.
Proof: Let {|α〉}dMα=1 be the eigenbasis of µ ∈ B∗(HM ), and suppose that {|i〉}dAi=1 and
{|j′〉}dBj′=1 are orthonormal bases for HA and HB , respectively. The Kraus isometry
V :HM ⊗HA →HB ⊗HM can then be given the representation
V =
dM∑
α,β=1
Vα,β ⊗ |α〉〈β| (6.8)
with operators Vα,β =
∑dA
i=1
∑dB
j′=1 〈j′, α|V |β, i〉 |j′〉〈i|. From Eq. (6.8) we see that for
arbitrary ̺ ∈ B∗(HA) and B ∈ B(HB) we have
tr (̺⊗ µ) V ∗(B ⊗ 1M )V =
dM∑
α,β,γ=1
tr(̺ V ∗α,γ B Vα,β) 〈β|µ|γ〉
=
dM∑
α,β=1
µβ tr(̺ V
∗
α,β B Vα,β)
=
dM∑
α,β=1
tr ̺ sˆ∗µ,αβ B sˆµ,αβ
= tr ̺ Sˆµ(B),
(6.9)
where we have set sˆµ,αβ :=
√
µβ Vα,β, and {µβ}dMβ=1 are the eigenvalues of µ ∈ B∗(HM ).
Thus, the restricted channel Sˆµ can be given a representation with d
2
M Kraus operators,
as claimed. 
Note that the number of Kraus operators is independent of the dimension of both
Alice’s and Bob’s systems HA and HB, and thus the above result holds true also for
the concatenated memory channel Sn:B(HB)⊗n ⊗ B(HM ) → B(HM) ⊗ B(HA)⊗n, in-
dependently of n ∈ N. Consequently, in the limit n → ∞ of long messages our setup
corresponds to a channel with large input space interacting with a small environment.
Physical intuition suggests that in such a setup the loss of information to the envi-
ronment should be negligible, and it should be possible to operate the channel like an
almost ideal one. This is the essence of the following
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Lemma 6.8. Let T :B(H) → B(H) be a channel with K Kraus operators. Then there
exists a quantum code of dimension at least
⌊
dimH
2K2
⌋
.
Proof: Let {ti}Ki=1 be a set of Kraus operators for T , and let τi,j := t∗i tj . In order to
ﬁnd a subspace K ⊂ H of high dimensionality such that the Knill-Laﬂamme conditions
Eq. (6.7) are satisﬁed, the following strategy may seem promising: choose a state vector
ϕ1 ∈ H arbitrarily, and then choose
ϕ2 ∈ K1 := ϕ⊥1 ∩
K⋂
i,j=1
(τi,jϕ1)
⊥ . (6.10)
Iterate this procedure of successive removal of dimensions until no further state vectors
can be found. In every step, at most K2 dimensions are removed, so this strategy yields
a subspace of dimension ≥ dimH
K2
. Unfortunately, this procedure does not guarantee
that inner products 〈ϕα|τi,j|ϕβ〉 are independent of the basis labels, as required by the
Knill-Laﬂamme conditions Eq. (6.7). However, this can be accomplished by a carefully
balanced pairing of eigenvectors, at the expense of a smaller code space.
Note that any operator τ ∈ B(H) can be written as the weighted sum of two Hermitian
operators, τ = 12τ+ +
i
2τ− with τ+ := τ
∗ + τ and τ− := i(τ∗ − τ ). Since the Knill-
Laﬂamme conditions Eq. (6.7) are linear in the operators τi,j, we may assume without
loss that all operators τi,j are Hermitian. Let τ be one of these operators, and let
{λα}dα=1 be the set of its eigenvalues, where d := dimH and multiple eigenvalues
appear according to their multiplicity. Choose ω ∈ R such that equally many of the
real numbers µα := λα − ω lie on the positive and on the negative axis. (If necessary,
reduce the dimension ofH by one.) Now, if ψα is some eigenvector of the operator τ−ω1
corresponding to the eigenvalue µα > 0, and ψ−α is an eigenvector corresponding to
the eigenvalue µ−α < 0, by setting
ϕα :=
1√
1− µα
µ−α
(
ψα +
√
µα
−µ−αψ−α
)
, (6.11)
we obtain a Hilbert space K1 := lin
{
ϕα | α = 1, ..., d2
}
of dimension d2 satisfying the
Knill-Laﬂamme conditions Eq. (6.7) for the operator τ , i. e.,
〈ϕα|τ − ω1|ϕβ〉 = 0 ∀ α, β = 1, ..., d
2
. (6.12)
Now, choose another operator τ ′ ∈ {τi,j}Ki,j=1 and repeat the above pairing procedure
on the subspace K1, resulting in a subspace K2 ⊂ H of dimension d4 . After K2 steps,
the resulting subspace has dimension at least d
2K2
, which is the desired result. 
We can now complete the proof of Th. 6.6: Applying the Knill-Laﬂamme code described
in the proof of Lemma 6.8 to the concatenated memory channel Sˆµ,n with d
2
M Kraus
operators, we immediately see that for all µ ∈ B∗(HM )
QEE,µ(S) ≥ lim
n→∞
1
n
ld
dn
2d
4
M
= ld d , (6.13)
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where d := min {ld dimHA, ld dimHB}, as claimed. 
Closely related results on channels interacting with small environments have been ob-
tained independently by G. Bowen and S. Mancini [Bow04a]. These authors also show
that for such channels the Knill-Laﬂamme error correction conditions can be fulﬁlled.
However, instead of the pairing of eigenvalues described in the proof of Lemma 6.8,
their approach uses convex set arguments of Knill et al. [KLV00], which are based on
a generalization of Radon’s theorem [Tve66]. Our approach seems more straightfor-
ward, but this comes at the expense of a weaker estimate, since the more sophisticated
strategy of Knill et al. yields a code of dimension ≥ d
K2(K2+1)
.
6.3 The Structure of Causal Channels
In the ﬁrst part of this Chapter we have followed a constructive approach to quantum
channels with memory, in the sense that quantum channels which process long messages
were always thought of as concatenations of smaller units which process one quantum
signal each. In this Section we take the alternative view and assume that we are a priori
given a quantum channel on a long (possibly inﬁnite) message string. Our interest is
then in the internal structure of such a quantum channel. As advertised in Sec. 6.1.1,
we will show in Th. 6.10 that under very general assumptions it can be decomposed
into a chain of quantum memory channels.
This structure theorem requires some mathematical background from the theory of
inﬁnite-dimensional quantum systems and channel representations, most notably quasi-
local algebras and the uniqueness of the minimal Stinespring dilation. The relevant
material on quasi-local algebras is collected in Appendix C.
To set the stage, imagine that we have at our disposal a quantum channel which, at
every discrete time step, transforms an input state on some observable algebra A into
an output state on some (possibly diﬀerent) observable algebra B. It is represented (in
Heisenberg picture) by a completely positive and unital map T :BZ → AZ between the
quasi-local algebras AZ and BZ on Alice’s and Bob’s side of the channel, respectively.
In the following, we will restrict ourselves to translational invariant channels, i. e., we
assume that T commutes with the shift on the spin chain: σA ◦T = T ◦σB. In addition,
we impose the physically reasonable constraint that outputs up to some time t do not
depend on inputs at times t′ > t, leading to the following
Definition 6.9. (Causal Channel)
A causal channel T :BZ → AZ is a completely positive and unital translational invariant
map such that for every z ∈ Z
T (B(−∞,z] ⊗ 1[z+1,∞)) = T (B(−∞,z])⊗ 1[z+1,∞) (6.14)
for all B(−∞,z] ∈ B(−∞,z].
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Bearing in mind that T is translational invariant, we will henceforth set z = 0, and we
will use the short-hands A− := A(−∞,0] and A+ := A[1,∞) to denote the left and right
half chain, respectively. B− and B+ are deﬁned analogously.
It is obvious from the deﬁnition that a concatenated memory channel satisﬁes the
causality property Eq. (6.14). In this Section we will prove the converse: every causal
channel can be represented as a concatenated memory channel (cf. Fig. 6.2).
Theorem 6.10. (Structure Theorem)
Let T :BZ → AZ be a causal channel. Ignore its outputs on the left half chain B−. Then
we may find a memory observable algebra M and an initializing channel R:M→ A−
such that ∀ n ∈ N
T (1− ⊗Bn) = (R⊗ id⊗nA ) Sn(Bn ⊗ 1M) (6.15)
for all Bn ∈ B[1,n] ≃ B⊗n, where Sn is the n-fold concatenation of a memory channel
S:B ⊗M→M⊗A, as defined in Eq. (6.1) above.
If Eq. (6.15) holds, we say that the memory channel S:B⊗M→M⊗A generates the
causal channel T :BZ → AZ. In the ﬁnite-dimensional setup, a corresponding theorem
has been proved by Eggeling et al. [ESW01]. Here we generalize this result to channels
on quasi-local algebras. As in the ﬁnite-dimensional setting, the uniqueness of the
minimal Stinespring representation will play a crucial role.
Proof of Th. 6.10: Let H be the Hilbert space associated with the universal repre-
sentation (cf. Sec. 2.6) of the left half chain A−. Note that in general H will not be
separable. However, we have seen in Sec. 2.5 that separability is not required in Stine-
spring’s theorem. Suppose that (K, π, V ) is a minimal Stinespring dilation for T |B− ,
i. e.,
T (B) = V ∗ π(B)V ∀ B ∈ B− (6.16)
for some Stinespring isometry V :H → K. In the sequel, we will make repeated use of
the Hilbert space isomorphism H ≃ H⊗ (Cd)⊗n (cf. Ch. 3 of Kreyszig’s text [Kre89]),
where A = B(Cd) for some d ∈ N. From Stinespring’s representation Eq. (6.16) and
the causality property Eq. (6.14), we may then conclude that
V ∗ π
(
B ⊗ 1⊗nB
)
V = T
(
B ⊗ 1⊗nB
)
= T (B)⊗ 1⊗nA
=
(
V ∗ ⊗ 1⊗nA
) (
π(B)⊗ 1⊗nA
) (
V ⊗ 1⊗nA
) (6.17)
for all B ∈ B−. Since V is a minimal dilation for T , so is V ⊗ 1⊗nA for T ⊗ 1⊗nA . We
may then conclude from Th. 2.7 that there exists an isometry Wn:K ⊗ (Cd)⊗n → K
deﬁned by
Wn
(
π(B)⊗ 1⊗nA
)(
V ⊗ 1⊗nA
)
ψ ⊗ ψn := π
(
B ⊗ 1⊗nA
)
V ψ ⊗ ψn (6.18)
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for all B ∈ B−, ψ ∈ H and ψn ∈ A⊗n such that
π
(
B ⊗ 1⊗nB
)
Wn =Wn
(
π(B)⊗ 1⊗nA
)
(6.19)
for all B ∈ B−, and
Wn
(
V ⊗ 1⊗nA
)
= V. (6.20)
We are now in a position to reconstruct the memory algebra: Let M := π′(B−), the
commutant of the observable algebra B−, and let Sn:B⊗n ⊗M → B(K) ⊗ B
(
(Cd)⊗n
)
be deﬁned by
Sn(B ⊗M) :=W ∗n π(B)MWn (6.21)
for all B ∈ B− and M ∈M. The memory initializing channel R:M→A− is given by
R(M) := V ∗M V ∀ M ∈M. (6.22)
In order to justify these choices, we will ﬁrst show that
Sn(B⊗n ⊗M) ⊂M⊗A⊗n. (6.23)
Noting that π
(
1B− ⊗ B⊗n
)M ⊂ π′(B− ⊗ 1⊗nB ), we see from Eq. (6.19) that
W ∗n π
(
1B− ⊗Bn
)
M Wn
(
π
(
B˜B−
)⊗ 1⊗nA )
=W ∗n π
(
1B− ⊗Bn
)
M π
(
B˜B− ⊗ 1⊗nB
)
Wn
=W ∗n π
(
B˜B− ⊗ 1⊗nB
)
π
(
1B− ⊗Bn
)
MWn
=
(
π
(
B˜B−
)⊗ 1⊗nA )W ∗n π(1B− ⊗Bn)M Wn
(6.24)
for all Bn ∈ B⊗n and B˜B− ∈ B−, implying that[
Sn(Bn ⊗m) | π
(
B˜B−
)⊗ 1⊗nA ] = 0 , (6.25)
from which Eq. (6.23) directly follows. To complete the proof, it suﬃces to show that
Sn has the right concatenation properties, i. e.,
R(M) =
(
R⊗ id⊗nA
)
Sn
(
1
⊗n
B ⊗M
)
and (6.26)
T (B) =
(
R⊗ id⊗nA
)
Sn
(
B ⊗ 1M
)
(6.27)
for all M ∈ M and B ∈ B⊗n. However, this is immediate from the deﬁnitions of Sn
and R and Eq. (6.20). The result then follows by setting S := S1. 
As can be seen from the above reasoning, the commutant algebra M can be replaced
by the von Neumann algebra generated by all elements (idK⊗ωn)Sn(Bn⊗1M). In the
above construction there is no unique way of choosing the memory algebra: given an
inﬁnite chain of memory channels with memory algebra M, considering it as a causal
channel and applying the memory reconstruction as in the proof of Th. 6.10 will in
general yield a diﬀerent memory algebra M′ 6=M.
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It is clear from the proof of Th. 6.10 that the channel reconstruction will in general
explicitly depend on the input initializer R, which describes the inﬂuence of input states
in the remote past on the memory. In the following Section we will turn our attention
to an important class of memory channels for which the memory initializer becomes
completely irrelevant. These so-called forgetful channels therefore bridge the axiomatic
and the constructive approach to quantum channels with memory. We will also show
that generic memory channels are forgetful.
6.4 Forgetful Quantum Channels
Forgetful channels are quantum memory channels S:B ⊗M → M⊗ A in which the
eﬀect of the initializing memory state dies away with time. More formally, we have the
following
Definition 6.11. (Forgetful Quantum Channel)
Let S:B ⊗M →M⊗A be a quantum memory channel, Sn its n-fold concatenation,
and let Sˆn:M → M⊗ A⊗n be the concatenated channel in which Bob’s outputs are
ignored: Sˆn(M) := Sn(1
⊗n
B ⊗M) for all M ∈ M. Then S is called forgetful iff there
exists a sequence of quantum channels S˜n:M→A⊗n such that
lim
n→∞ ‖Sˆn − 1M ⊗ S˜n‖cb = 0 . (6.28)
We say that a causal channel T :BZ → AZ is forgetful iff there exists a forgetful memory
channel S:B ⊗M→M⊗A that generates T .
As a ﬁrst illustrative example, let us brieﬂy consider the classically mixed channel
S := p id + (1− p)Ss, where p ∈ [0, 1), and Ss denotes the shift channel introduced in
Sec. 6.2.3. When this channel is concatenated, in every step either the ideal channel or
the shift channel is chosen with probabilities p and 1−p, respectively. The only possible
way for an n-fold concatenation Sˆn not to be forgetful is to choose the ideal channel id
in every step. However, the probability for this event is pn, and thus vanishes in the
limit n→∞, implying that Eq. (6.28) holds.
In this simple example, a forgetful quantum channel arises from mixing the non-forgetful
channel id with an arbitrarily small fraction of the forgetful channel Ss. This already
seems to suggest that the property of not being forgetful is quite sensitive to pertur-
bations. In Sec. 6.4.4 we will turn this idea into a rigorous proof showing that generic
quantum channels are indeed forgetful.
Remark 6.12. Note that Def. 6.11 can be relaxed by requiring only that (S˜n)n∈N is
a sequence of linear maps, yet not necessarily channels. To see that this leads to an
equivalent deﬁnition of forgetfulness, assume that ‖Sˆn−1M⊗S˜n‖cb ≤ ε for some ε > 0,
n ∈ N, and some linear operator S˜n. Replacing 1M ⊗ S˜n with the quantum channel
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(P ⊗ id⊗nA ) ◦ Sˆn, where P :M→ C ◦ 1M is the completely depolarizing channel, we see
that
‖Sˆn − (P ⊗ id⊗nA ) ◦ Sˆn‖cb ≤ ‖Sˆn − 1M ⊗ S˜n‖cb
+‖(P ⊗ id⊗nA ) ◦ (1M ⊗ S˜n − Sˆn)‖cb
≤ 2 ‖Sˆn − 1M ⊗ S˜n‖cb
≤ 2 ε , (6.29)
and thus limn→∞ ‖Sˆn − (P ⊗ id⊗nA ) ◦ Sˆn‖cb = 0, implying that S is indeed forgetful in
the sense of Def. 6.11.
6.4.1 Forgetfulness Criteria
There exist several equivalent criteria for a quantum memory channel to be forgetful.
In particular, it is suﬃcient to show that the norm distance ‖Sˆn − 1M ⊗ S˜n‖cb falls
below 1 for some n ∈ N. What is more important, the memory eﬀects can always be
assumed to vanish exponentially fast. In addition, if the memory algebra M has ﬁnite
dimension, the cb-norm criterion Eq. (6.28) can be replaced by the usual operator norm
‖ · ‖∞. In fact, we have the following
Proposition 6.13. (Forgetfulness)
Let S:B⊗M→M⊗A be a quantum memory channel, and for n ∈ N let Sˆn be defined
as in Def. 6.11 above. Then S is forgetful iff there exists an integer N ∈ N and some
linear operator S˜N :M→ A⊗N (not necessarily a channel) such that
‖SˆN − 1M ⊗ S˜N‖cb < 1 . (6.30)
Assume in addition that the memory algebra M has finite dimension. Then S is for-
getful iff for every M ∈ M and ε > 0 we may find a positive integer N ∈ N and
AN ∈ A⊗N such that
‖SˆN (M)− 1M ⊗AN‖∞ ≤ ε ‖M‖∞ . (6.31)
As advertised above, in the proof of Prop. 6.13 we will also be concerned with the
speed of convergence in Eq. (6.28). In this context, the following simple Lemma will
be helpful:
Lemma 6.14. Let (dn)n∈N be a positive and non-increasing sequence satisfying the
subadditivity inequality
dn+m ≤ dn dm ∀ n,m ∈ N. (6.32)
Assume further that dN < 1 for some N ∈ N. Then
dn ≤ cn ∀ n ≥ N (6.33)
for some constant c < 1, i. e., (dn)n∈N vanishes exponentially.
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Proof of Lemma 6.14: Assume that dN < 1 for some N ∈ N. From the subadditivity
inequality (6.32) we then see that dN+N ≤ d2N , and, by induction, dνN ≤ dνN for
all integers ν ∈ N. By the monotonicity of (dn)n∈N we may then conclude that for
n ∈ [νN, (ν + 1)N) we have
dn ≤ dνN ≤ dνN ≤
(
d
1
2N
N
)n
= cn (6.34)
with c := d
1
2N
N < 1, as advertised. 
For the second part of the proof of Prop. 6.13, we obviously need to bound the cb-norm
‖ · ‖cb of a linear operator R:B(HM ) → A with dimHM < ∞ in terms of its operator
norm ‖ · ‖∞. This is the essence of the following
Lemma 6.15. Let R:B(HM) → A be a linear operator, with dM := dimHM < ∞.
We then have
‖R‖cb ≤ d2M ‖R‖∞ . (6.35)
Proof of Lemma 6.15: By deﬁnition we have ‖R‖cb = supk{‖R⊗ id k‖∞}, where id k
is the identity operation on the (k× k) matrices Mk. Every X ∈ B(HM)⊗Mk can be
given the expansion
X =
∑
α
Mα ⊗Kα =
∑
α
dM∑
i,j=1
µα,ij |i〉〈j| ⊗Kα =
dM∑
i,j=1
|i〉〈j| ⊗Xij , (6.36)
where we have set Xij :=
∑
α µα,ijKα. Note that ‖Xij‖∞ ≤ ‖X‖∞ ∀ i, j = 1, ..., dM ,
implying that
‖(R⊗ id k)X‖∞ = ‖ dM∑
i,j=1
R(|i〉〈j|) ⊗Xij‖∞
≤
dM∑
i,j=1
‖R‖∞ ‖|i〉〈j|‖∞ ‖Xi,j‖∞
≤ d2M ‖R‖∞ ‖X‖∞
(6.37)
holds independently of k. We thus have ‖R‖cb = supk{‖R ⊗ id k‖∞} ≤ d2M ‖R‖∞, as
claimed. 
We now have the necessary tools at hand to tackle the
Proof of Prop. 6.13: We will ﬁrst prove the ﬁrst part of Prop. 6.13. Thus, at this
point we make no assumptions on the dimensionality ofM. If S is forgetful, Eq. (6.30)
is immediate from the deﬁnition. In order to prove the converse, let
dn := inf
{‖Sˆn − 1M ⊗ S˜n‖cb | S˜n:M→A⊗n, linear}. (6.38)
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for n ∈ N. Our strategy is to show that (dn)n∈N satisﬁes the conditions of Lemma 6.14.
From Eq. (6.30) we can then conclude that dn ≤ cn for all n ≥ N for some constant
c < 1, and thus S is forgetful with exponentially vanishing errors by Remark 6.12.
We start by showing that (dn)n∈N is non-increasing, i. e., dn+1 ≤ dn ∀ n ∈ N. From the
deﬁnition of Sˆn, we have
Sˆn+1 =
(
Sˆ ⊗ id⊗nA
) ◦ Sˆn
=
(
Sˆ ⊗ id⊗nA
) ◦ (Sˆn − 1M ⊗ S˜n)+ (Sˆ ⊗ id⊗nA ) ◦ (1M ⊗ S˜n)
=
(
Sˆ ⊗ id⊗nA
)(
Sˆn − 1M ⊗ S˜n
)
+ 1M ⊗ 1A ⊗ S˜n , (6.39)
where in the last step we have applied the unitality of Sˆ. From Eq. (6.39) and unitality
of the cb-norm we may conclude that
dn+1 ≤ ‖Sˆn+1 − 1M ⊗ 1A ⊗ S˜n‖cb
≤ ‖Sˆ ⊗ id⊗nA ‖cb ‖Sˆn − 1M ⊗ S˜n‖cb ≤ dn , (6.40)
just as claimed. We will now show that dn+m ≤ dn dm for all n,m ∈ N. Similar to the
above estimate, we have
Sˆn+m =
(
Sˆn ⊗ id⊗mA
)
Sˆm
=
(
Sˆn ⊗ id⊗mA
) (
Sˆm − 1M ⊗ S˜m
)
+
(
Sˆn ⊗ id⊗mA
) (
1M ⊗ S˜m
)
=
[(
Sˆn − 1M ⊗ S˜n
)⊗ id⊗mA ] (Sˆm − 1M ⊗ S˜m)+ 1M ⊗ S˜n+m , (6.41)
where we have introduced the short hand
S˜n+m := 1
⊗n
A ⊗ S˜m +
(
S˜n ⊗ id⊗mA
)(
Sˆm − 1M ⊗ S˜m
)
. (6.42)
Invoking again both the unitality and the multiplicativity of the cb-norm, we may
conclude from Eq. (6.41) that
‖Sˆn+m − 1M ⊗ S˜n+m‖cb ≤ ‖Sˆn − 1M ⊗ S˜n‖cb ‖Sˆm − 1M ⊗ S˜m‖cb ≤ dn dm , (6.43)
which is the desired estimate. Note that S˜n+m is clearly linear and unital, but not
necessarily positive. This is why we did not require the maps S˜n to be channels in the
deﬁnition of the sequence (dn)n∈N. This completes the ﬁrst part of the proof. N
For the second part, assume thatM = B(HM ) with dM := dimHM <∞. If Eq. (6.31)
holds, by the same reasoning as in Remark 6.12 we may conclude that 1M ⊗ AN may
be replaced by (P ⊗ id⊗NA ) ◦ SˆN (M), implying that for every M ∈ M and ε > 0 we
may ﬁnd a positive integer N ∈ N such that
‖SˆN (M)−
(
P ⊗ id⊗NA
) ◦ SˆN (M)‖∞ ≤ 2 ε ‖M‖∞ . (6.44)
In order to arrive at a uniform bound, let us introduce an orthonormal basis {|i〉}dMi=1 for
HM . Since HM has ﬁnite dimension, Eq. (6.44) holds uniformly for the basis operators
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{|i〉〈j|}dMi,j=1 for some possibly larger N . Thus, by setting M =
∑dM
i,j=1 Mi,j |i〉〈j| we see
that
‖SˆN (M) −
(
P ⊗ id⊗NA
) ◦ SˆN (M)‖∞
≤
dM∑
i,j=1
|Mi,j | ‖SˆN (|i〉〈j|) −
(
P ⊗ id⊗NA
) ◦ SˆN (|i〉〈j|)‖∞
≤ 2 ε
dM∑
i,j=1
|Mi,j |
≤ 2 ε d2M ‖M‖∞ ,
(6.45)
where in the last step we have used that |Mi,j | ≤ ‖M‖∞ for all i, j = 1, ..., dM . Making
use of Lemma 6.15, we may conclude from Eq. (6.45) that
‖SˆN −
(
P ⊗ id⊗NA
) ◦ SˆN‖cb ≤ 2 ε d4M . (6.46)
Thus, choosing ε < 1
2d4M
, we may ﬁnd an integer N ∈ N such that Eq. (6.30) holds.
Therefore, S is forgetful by the ﬁrst part of the proof. The converse is immediate from
the deﬁnition of forgetfulness. 
From the proof of Prop. 6.13 we may immediately deduce the following
Corollary 6.16. (Exponential Convergence)
Let S:B ⊗M→M⊗A be a forgetful quantum channel. Then the effect of the initial
memory vanishes exponentially fast, i. e., we may find a constant c < 1 such that
‖Sˆn − (P ⊗ id⊗nA ) ◦ Sˆn‖cb < cn (6.47)
for all sufficiently large n.
For convenience, and because we will use it later in Sec. 6.6, in the following Proposition
we show how the deﬁnition of forgetfulness translates into the Schro¨dinger picture
language.
Proposition 6.17. (Forgetfulness in Schro¨dinger Picture)
Let S:B ⊗M → M⊗A be a quantum channel. Let ε > 0, and for n ∈ N let Sˆn be
defined as in Def. 6.11. Assume that
‖Sˆn −
(
P ⊗ id⊗nA
)
Sˆn‖∞ ≤ ε , (6.48)
where P :M→ C1M is a completely depolarizing channel. We then have
‖trB⊗n Sn∗
(
̺1 − ̺2
)‖1 ≤ 2 ε (6.49)
for all density operators ̺1, ̺2 ∈ M∗ ⊗ A⊗n∗ such that trM̺1 = trM̺2. Conversely,
suppose that Eq. (6.49) holds. Then Eq. (6.48) holds with the substitution ε 7→ 2 ε.
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In particular, if the quantum channel S is forgetful, then from Remark 6.12 we know
that the condition in Eq. (6.48) is satisﬁed, and thus Eq. (6.49) holds. If in addition
the memory algebra M is ﬁnite-dimensional, Eq. (6.48) is a necessary and suﬃcient
criterion for forgetfulness by Prop. 6.13. By the above Proposition, Eq. (6.49) then
gives a necessary and suﬃcient criterion for forgetfulness in the Schro¨dinger picture
language.
Proof of Prop. 6.17: We recall from Sec. 2.7.2 that for any linear operator T :B → A,
the operator norm ‖T‖∞ equals the norm of the adjoint operator on the dual space,
‖T‖∞ = sup
‖̺‖1≤1
‖T∗(̺)‖1 . (6.50)
Now suppose that Eq. (6.48) holds. Since id⊗nA∗ ⊗ P∗ = trM, the partial trace on the
memory algebra M, we may conclude from Eq. (6.48) and the norm duality Eq. (6.50)
that
‖Sˆn∗(̺)− Sˆn∗ trM̺‖1 ≤ ε ∀ ̺ ∈M∗ ⊗A⊗n∗ , (6.51)
which implies that for arbitrary ̺1, ̺2 ∈M∗ ⊗A⊗n∗ such that trM̺1 = trM̺2 we have
‖Sˆn∗(̺1)− Sˆn∗(̺2)‖1 ≤ 2 ε (6.52)
by the triangle inequality. Eq. (6.49) then follows by noting that Sˆn∗ = trB⊗n ◦ Sn∗.
Conversely, from Eq. (6.49) we can conclude that
‖Sˆn∗
(
̺− trM̺
)‖1 ≤ 2 ε ∀ ̺ ∈M∗ ⊗A⊗n∗ , (6.53)
which implies Eq. (6.48) (with the substitution ε 7→ 2 ε) by means of the norm duality
Eq. (6.50). 
6.4.2 Example: the Partial Flip Channel
Prop. 6.13 (and its Schro¨dinger dual Prop. 6.17) can be employed to test whether a
given quantum memory channel is forgetful. As an illustrating example, let us consider
the unitary partial flip operation
Uη := cos ηF + i sin η 1 (6.54)
with η ∈ [0, 2π). As in Sec. 3.4, F := ∑i,j |i j〉〈j i| denotes the flip operator. Since
F(B ⊗M)F =M ⊗B, for η = 0 the partial ﬂip is just the shift channel Ss introduced
in Sec. 6.2.3, which we already know is forgetful. With the help of Prop. 6.13, we will
show that the partial ﬂip is forgetful whenever cos η > 78 . In fact, it is suﬃcient to
prove that
‖Uη −F‖∞ < 1
2
(6.55)
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holds in the designated parameter range, since this will immediately imply that
‖U∗η 1B ⊗ (·)Uη −F1B ⊗ (·)F‖cb < 1, (6.56)
from which forgetfulness of the partial ﬂip follows by Prop. 6.13. To see that Eq. (6.55)
holds, set ∆η := Uη −F and observe that
‖∆∗η∆η‖∞ = 2 (1− cos η) <
1
4
⇐⇒ cos η > 7
8
. (6.57)
We conjecture that the partial ﬂip is in fact forgetful over the whole parameter range,
apart from the trivial exceptions η = 12π and η =
3
2π. Yet this forgetfulness is not
witnessed by the criteria developed in Sec. 6.4.1.
6.4.3 Obedient Quantum Channels
The partial ﬂip channel discussed in Sec. 6.4.2 has another interesting property. As
pointed out by Ziman et al. [ZSB+02, SZS+02], in the asymptotic limit n → ∞ it
allows to prepare any desired memory output state by choosing some suitable sequence
of input register states. We call a memory channel with this property obedient.
Definition 6.18. (Obedience)
Let S∗:B∗(HM ) ⊗ B∗(HA) → B∗(HB) ⊗ B∗(HM ) be a quantum memory channel, and
Sn∗ its n-fold concatenation. Let
ImM(S) :=
{
µ ∈ B∗(HM ) | ∃ ω ∈ B∗(HM )⊗ B∗(HA) : trB ◦ S∗(ω) = µ
}
(6.58)
denote the set of accessible memory output states. Then S is called obedient iff for
any state µ ∈ ImM(S) there exists a sequence of register input states {̺n}n∈N with
̺n ∈ B∗(HA)⊗n for all n ∈ N such that
lim
n→∞ ‖trB⊗n ◦ Sn∗(σ ⊗ ̺n)− µ‖1 = 0 (6.59)
holds regardless of the memory input state σ ∈ B∗(HM ).
Hence, for any desired ﬁnal memory state µ ∈ B∗(HM ) in the range of S we may
ﬁnd a sequence {̺n}n∈N that will drive the memory output towards an approximation
of µ. This can be of great practical relevance whenever the memory system itself is
not directly accessible, but might still be steered by means of the register-memory
interaction.
In the case of the partial ﬂip channel, Ziman et al. [ZSB+02, SZS+02] have shown
that the register input ̺n = µ
⊗n results in an approximation of µ, with exponentially
vanishing errors. This holds true over the entire parameter range, apart from the trivial
exceptions η = 12π and η =
3
2π. If the register inputs are interpreted as a spin bath in
some thermal state ̺, the partial ﬂip channel thus describes a thermalization dynamics
for the memory system. In fact, all forgetful quantum channels which are onto can be
applied to prepare arbitrary memory output states:
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Proposition 6.19. (Forgetfulness =⇒ Obedience)
Any forgetful memory channel S∗:B∗(HM ) ⊗ B∗(HA) → B∗(HB) ⊗ B∗(HM ) such that
ImM(S) = B∗(HM ) is obedient in the sense of Def. 6.18.
Proof: This is straightforward. Let µ ∈ B∗(HM ) be the desired memory output state.
Since ImM(S) = B∗(HM ), for any positive integer n ∈ N there exists a quantum state
ωn ∈ B∗(HM )⊗ B∗(HA)⊗n such that
trB⊗n ◦ Sn∗(ωn) = µ . (6.60)
Setting ̺n := trMωn, we then immediately conclude from Prop. 6.17 and Eq. (6.60)
that for any memory input state σ ∈ B∗(HM )
‖trB⊗n Sn∗(σ ⊗ ̺n)− µ‖1 = ‖trB⊗n Sn∗(σ ⊗ ̺n)− trB⊗n Sn∗(ωn)‖1 ≤ ε (6.61)
for all suﬃciently large n ∈ N. Hence, S is obedient according to Def. 6.18. 
The converse of Prop. 6.19 is in general false: there are obedient quantum channels
which are not forgetful. A simple example is a channel with a classical input control:
Assume that Si∗:B∗(HM ) ⊗ B∗(HA) → B∗(HB) ⊗ B∗(HM ) are two quantum channels
such that S1 is forgetful (and hence obedient by Prop. 6.19), whereas S2 is chosen non-
forgetful. Appending a classical two-level input ﬂag system C2, we deﬁne the quantum
channel S∗: C∗2 ⊗ B∗(HM )⊗ B∗(HA)→ B∗(HB)⊗B∗(HM )⊗ C∗2 by setting
S∗(γ ⊗ ̺) :=
2∑
i=1
〈i|γ|i〉Si∗(̺)⊗ |i〉〈i| (6.62)
for all ̺ ∈ B∗(HA) and γ ∈ C∗2 . This channel allows to prepare arbitrary memory
output states by choosing γ = |1〉〈1| and suitable register input sequences, since S1 is
obedient. However, the channel is not forgetful, since non-vanishing memory eﬀects
may arise when Alice sets γ = |2〉〈2|. This establishes the counterexample.
In the special case of unitary quantum channels, the asymptotic preparation of mem-
ory output states has been investigated by Wellens et al. [WBK+00] under the name
asymptotic completeness. While asymptotic completeness and obedience are certainly
related concepts, they seem to diﬀer in ﬁne points, for instance in the choice of the op-
erator topology. Asymptotic completeness of the Jaynes-Cummings interaction, which
governs the physics of the micromaser experiment described in Sec. 6.1.2, is claimed as
a main mathematical result in [WBK+00]. Unfortunately, a proof is not available in
the cited literature [KM00].
6.4.4 Generic Forgetfulness
As advertised in Sec. 6.1.1, we will now establish that most memory channels are
forgetful. Hence, the additional complications that occur due to the freedom in the
memory initialization do not usually appear.
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We will prove below that forgetful quantum channels are dense in the set of quantum
memory channels: for every non-forgetful quantum channel we may ﬁnd a forgetful
memory channel which diﬀers arbitrarily little from it. Thus, even the partial ﬂip at
η = 12π and η =
3
2π (i. e., the identity id ) can be approximated by a forgetful quantum
channel, though not necessarily a unitary one.
What is more, along the lines of the simple example presented after Def. 6.11 above,
Prop. 6.13 can be applied to show that all quantum channels in a ﬁnite-size neighbor-
hood of a given forgetful quantum channel are likewise forgetful, i. e., the set of forgetful
quantum channels is open. Combined with the denseness of forgetful quantum channels,
this justiﬁes the claim that generic quantum memory channels are indeed forgetful.
Theorem 6.20. (Generic Forgetfulness)
The set of forgetful quantum channels is open and dense in the set of quantum memory
channels in ‖ · ‖cb-norm topology.
Proof: We will ﬁrst show that the set of forgetful quantum channels is dense in the
set of quantum memory channels. From any given (not necessarily forgetful) memory
channel S:B ⊗M →M⊗A we can easily construct a forgetful channel by mixing it
with the completely depolarizing channel
D(B ⊗M) := tr((B ⊗M)δ) 1M⊗A , (6.63)
where δ ∈ B∗⊗M∗ is an arbitrary quantum state. Just as in the classically mixed shift
channel discussed above, all the terms in an n-fold concatenation of the mixed channel
Sε := (1 − ε)S + εD yield the identity operator 1M in the memory input, possibly
apart from the Sn-contribution, which scales as (1− ε)n, and thus vanishes as n→∞.
Since this holds for all ε > 0, and ‖S − Sε‖cb ≤ 2 ε, we have found a forgetful channel
Sε arbitrarily close to S , completing the proof. N
We will now show that the set of forgetful quantum channels is open. So assume that
we are given a forgetful memory channel S:B ⊗ M → M ⊗ A. We will show that
S has a ﬁnite-size neighborhood in which all memory channels are likewise forgetful.
Clearly, from the deﬁnition of forgetfulness we can ﬁnd N ∈ N and a quantum channel
S˜N :M → A⊗N such that ‖SˆN − 1M ⊗ S˜N‖cb < 12 . Thus, for all memory channels T
such that ‖T − S‖cb ≤ 12N we have
‖TˆN − 1M ⊗ S˜N‖cb ≤ ‖SˆN − 1M ⊗ S˜N‖cb +N ‖T − S‖cb < 1 , (6.64)
and the forgetfulness of T immediately follows from Prop. 6.13. 
It is instructive to observe that a forgetful channel is obtained from a possibly non-
forgetful one in the denseness proof of Th. 6.20 by adding a tiny amount of white noise.
In real-world experiments, such noise will always be present at some level. Therefore,
quantum channels encountered in the laboratory will generally be forgetful.
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However, while every non-forgetful quantum channel can be approximated by a forgetful
memory channel to arbitrary degree of accuracy, their capacities may be very diﬀerent.
As an example for such a discontinuity eﬀect, consider the channel with a global classical
switch introduced in Sec. 6.2.3. Let us assume that Alice and Bob face a situation in
which Eve controls the initial memory state and completely jams the communication.
Then adding a little bit of noise, as in the proof of Th. 6.20, will deprive Eve of her
control of the initial memory, and may lead to a channel with positive transmission
rate. Thus, adding noise may actually be beneﬁcial sometimes. Of course, it is just as
easy to construct examples of memory channels which are rendered useless by adding
a tiny amount of noise.
6.5 Forgetfulness and Cluster Properties
In this Section we will apply some results from quantum ergodic theory to prove just
another interesting property of forgetful memory channels: they turn ergodic input
states into ergodic output states. Ergodic states are those states that are extremal
among all translational invariant states. As explained in Sec. 7.1.2 and Appendix C,
they can in some sense be seen as a generalization of i.i.d. product states. In particu-
lar, the asymptotic equipartition properties that lie at the heart of all coding theorems
for memoryless channels can be generalized to ergodic states [BKS+04, BKS+03]. Our
coding schemes for forgetful channels presented in Sec. 6.6.2 do not rely on these gen-
eralizations, since they are based on a suitable approximation of forgetful channels
by memoryless channels. However, an alternative approach that makes direct use of
asymptotic equipartition for ergodic states (but so far only works for a limited class of
quantum channels) has recently been suggested by Bjelakovic´ and Boche [BB06].
Theorem 6.21. (Forgetfulness Preserves Ergodicity)
Let T :BZ → AZ be a forgetful causal channel in the sense of Def. 6.11, and suppose
that ω ∈ A∗
Z
is ergodic. Then ω ◦ T ∈ B∗
Z
is likewise ergodic.
The proof of Th. 6.21 is based on a useful characterization of ergodicity in terms of
so-called mixing or cluster properties: a state ω ∈ A∗
Z
is ergodic iﬀ all observables that
are located suﬃciently far apart on the spin chain approximately factorize:
Proposition 6.22. (Cluster Properties)
A quantum state ω ∈ A∗
Z
is ergodic iff
inf
z∈Z
|ω(X σz(Y ))− ω(X)ω(σz(Y ))| = 0 (6.65)
for all X,Y ∈ AZ, where σ denotes the shift operator (cf. App. C).
The proof of Prop. 6.22 relies on the Alaoglu-Birkhoﬀ mean ergodic theorem and can
be found as Ths. 4.3.17 and 4.3.22 in [BR87]. As explained there, it applies similarly to
136 CHAPTER 6. QUANTUM CHANNELS WITH MEMORY
states on C∗-algebras A which are ergodic with respect to a group of ∗-automorphisms.
Note that asymptotic Abelianness is automatically satisﬁed for states on quasi-local
algebras, since infz∈Z ‖[σz(X) | Y ]‖∞ = 0 holds for all X,Y ∈ AZ. We will now apply
Prop. 6.22 in the
Proof of Th. 6.21: Let X,Y ∈ BZ, and ε > 0. From the deﬁnition of the quasi-
local algebra BZ as a norm-completion of local observables (cf. Appendix C), we know
that there exist two ﬁnite subsets ΛX ,ΛY ⊂ Z and bounded operators Xε ∈ BΛX and
Yε ∈ BΛY such that
‖X −Xε‖∞ ≤ ε and ‖Y − Yε‖∞ ≤ ε . (6.66)
Since the causal channel T is assumed to be forgetful, it immediately follows from
Def. 6.11 that we may ﬁnd an integer z1 ∈ Z such that
‖T (Xε σz1B (Yε)) − T (Xε)T (σz1B (Yε))‖∞ ≤ ε . (6.67)
Noting that ‖T‖∞ = 1 = ‖σzB‖∞ and ‖Xε‖∞ ≤ ‖X‖∞ + ε, we can now apply the
triangle inequality to conclude from Eqs. (6.66) and (6.67) that
‖T (X σz1B (Y ))− T (X)T (σz1B (Y ))‖∞
≤ ‖T (X σz1B (Y))− T (Xε σz1B (Y))‖∞
+ ‖T (Xε σz1B (Y))− T (Xε σz1B (Yε))‖∞
+ ‖T (Xε σz1B (Yε))− T (Xε)T (σz1B (Yε))‖∞
+ ‖T (Xε)T (σz1B (Yε))− T (Xε)T (σz1B (Y))‖∞
+ ‖T (Xε)T (σz1B (Y))− T (X)T (σz1B (Y))‖∞
≤ ‖Y ‖∞ ‖X −Xε‖∞ + ‖Xε‖∞ ‖Y − Yε‖∞ + ε
+ ‖Xε‖∞ ‖Y − Yε‖∞ + ‖X −Xε‖∞ ‖Y‖∞
≤ 2 ‖Y ‖∞ ε+ 2
(‖X‖∞ + ε) ε+ ε .
(6.68)
Since ω ∈ A∗
Z
is ergodic, Prop. 6.22 implies that we may z2 ∈ Z such that
|ω
(
T
(
X
)
T
(
σz2B (Y )
))− ω(T (X))ω(T (σz2B (Y )))|
= |ω
(
T
(
X
)
σz2A
(
T (Y )
))− ω(T (X))ω(σz2A (T (Y )))| ≤ ε , (6.69)
where we have used that T is translational invariant, T ◦σz2B = σz2A ◦T . Then, for z ∈ Z
with |z| ≥ max{|z1|, |z2|}, another application of the triangle inequality allows us to
infer from Eqs. (6.68) and (6.69) that
|ω
(
T
(
X σzB(Y )
)) − ω(T (X))ω(T (σzB(Y )))|
≤ |ω
(
T
(
X σzB(Y )
))− ω(T (X)T (σzB(Y )))|
+|ω
(
T
(
X
)
T
(
σzB(Y )
))− ω(T (X))ω(T (σzB(Y )))|
≤ 2 ‖Y ‖∞ ε+ 2
(‖X‖∞ + ε) ε+ 2 ε . (6.70)
Since ε > 0 is arbitrary, Prop. 6.22 implies that ω ◦ T is ergodic, as suggested. 
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6.6 Entropic Bounds and Channel Coding
In Secs. 6.2.3 and 6.2.4 we have computed the channel capacity of some interesting
model channels. Now we will be concerned with statements that apply more gener-
ally. In Sec. 6.6.1 we will give entropic upper bounds on the capacity for classical
and quantum information transfer. In Sec. 6.6.2 achievability of these bounds will be
demonstrated for the important class of forgetful quantum channels.
6.6.1 Entropic Bounds
It has already been pointed out by Bowen andMancini [BM04] that the standard mutual
information bound (or Holevo bound) [Hol73] on the classical channel capacity as well
as the coherent information bound [BNS98, BST98, BKN00, Dev05] on the quantum
capacity can be extended to quantum channels with memory. In fact, these bounds
ultimately depend only on the mutual information between Alice’s input register and
Bob’s output register, and are independent of the internal structure of the quantum
channel that connects both parties. The proofs familiar from the memoryless setting
can therefore be directly applied to memory channels. They provide entropic upper
bounds on the classical and quantum capacity of a quantum memory channel in all the
four diﬀerent settings discussed in Def. 6.1 — in terms of the Holevo bound χ and the
coherent information Ic, respectively (cf. App. A).
Proposition 6.23. (Upper Bounds on the Classical Channel Capacity)
Let HA, HB, and HM be Hilbert spaces, and let Sn∗ be the n-fold concatenation of a
quantum memory channel S∗:B∗(HM ) ⊗ B∗(HA) → B∗(HB) ⊗ B∗(HM ). The classical
information capacities of S are bounded from above as follows:
CAB(S) ≤ lim
n→∞
1
n
max
{pi,̺i}
χ(Sn∗, {pi, ̺i}) , (6.71)
CAE(S) ≤ lim
n→∞
1
n
max
{pi,̺i}
χ(trM ◦ Sn∗, {pi, ̺i}) , (6.72)
CEB,µ(S) ≤ lim
n→∞
1
n
max
{pi,̺i}
χ(Sn∗, {pi, µ⊗ ̺i}) , (6.73)
CEE,µ(S) ≤ lim
n→∞
1
n
max
{pi,̺i}
χ(trM ◦ Sn∗, {pi, µ⊗ ̺i}) , (6.74)
where µ ∈ B∗(HM ) is Eve’s initial memory state. If dM := dimHM <∞, the bounds in
Eqs. (6.71) and (6.72), and in Eqs. (6.73) and (6.74) coincide pairwise. If the channel
S is forgetful, the bounds in Eqs. (6.71) and (6.73), and in Eqs. (6.72) and (6.74)
coincide pairwise.
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Proposition 6.24. (Upper Bounds on the Quantum Channel Capacity)
The quantum information capacities of the memory channel S are bounded from above
as follows:
QAB(S) ≤ lim
n→∞
1
n
max
̺
Ic(Sn∗, ̺) , (6.75)
QAE(S) ≤ lim
n→∞
1
n
max
̺
Ic(trM ◦ Sn∗, ̺) , (6.76)
QEB,µ(S) ≤ lim
n→∞
1
n
max
̺
Ic(Sn∗, µ⊗ ̺) , (6.77)
QEE,µ(S) ≤ lim
n→∞
1
n
max
̺
Ic(trM ◦ Sn∗, µ⊗ ̺) , (6.78)
where µ ∈ B∗(HM ) is Eve’s initial memory state. If dM <∞, the bounds in Eqs. (6.75)
and (6.76), and in Eqs. (6.77) and (6.78) coincide pairwise. If the channel S is forget-
ful, the bounds in Eqs. (6.75) and (6.77), and in Eqs. (6.76) and Eq. (6.78) coincide
pairwise.
Remark 6.25. Note that the bounds in Props. 6.23 and 6.24 still hold when we only
require that coding is possible along some (possibly very sparse) block sequence (nν)ν∈N.
In Def. 6.1 we have been more ambitious, since we have required that coding works
for arbitrary block sizes. When this stronger version of capacity is chosen, the lim
can be replaced by lim in Eqs. (6.71) through (6.78). While the “optimistic” and the
“pessimistic” channel capacity coincide for memoryless channels, this is not clear for
channels with memory (cf. Remark 6.5). For forgetful channels, equivalence does hold,
as will be seen in Sec. 6.6.2.
Proof of Props. 6.23 and 6.24: As indicated above, the proof transfers directly
from the memoryless setting. We thus refer to Holevo’s original work [Hol73] for the
classical bound, and to the works of Barnum et al. [BNS98, BST98, BKN00] and
Devetak [Dev05] for the quantum case.
Here we only show that the bounds coincide pairwise under the additional assumption
of having a memory of ﬁnite size or a forgetful channel. We will begin with the ﬁnite
memory case: Since the Holevo quantity χ decreases under quantum operations (cf.
App. A), we ﬁnd
χ(trM ◦ Sn∗, {pi, ̺i}) ≤ χ(Sn∗, {pi, ̺i}) ≤ χ(trM ◦ Sn∗, {pi, ̺i}) + 2 ld dM , (6.79)
where in the last step the subadditivity of the von Neumann entropy has been applied
[NC00]. From Eq. (6.79) it immediately follows that the bounds on CAB and CAE co-
incide whenever dM <∞. The proof for the bounds on CEB,µ and CEE,µ is completely
analogous.
For the bounds on the quantum capacities, we use the data processing inequality (cf.
App. A) and again apply the subadditivity of the von Neumann entropy. N
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Now we assume that S is forgetful. Prop. 6.17 entails that for any ε > 0 we may ﬁnd
a positive integer m ∈ N such that
‖trB⊗m Sm∗
(
̺1 − ̺2
)‖1 ≤ ε (6.80)
for all density operators ̺1, ̺2 ∈ B∗(HM ) ⊗ B∗(HA)⊗m satisfying trM̺1 = trM̺2.
Applying Fannes’ Inequality (cf. App. A) and the subadditivity of the von Neumann
entropy, we can thus conclude that for arbitrary µ ∈ B∗(HM ) and n ∈ N we have
χ(Sn∗, {pi, ̺i}) ≤ χ(trB⊗m Sn∗, {pi, ̺i}) + 2m ld dB
≤ χ(trB⊗m Sn∗, {pi, µ⊗ trM(̺i)}) + 2m ld dB
+
1
e ln 2
+ 2 ‖trB⊗mSn∗
(
̺i − µ⊗ trM(̺i)
)‖1 ld dnB
≤ max
{qj ,σj}
χ(Sn∗, {qj , µ⊗ σj}) + 2m ld dB + 1
e ln 2
+ 2n ε ld dB .
(6.81)
Maximizing over the ensemble {pi, ̺i}, dividing by n and letting n → ∞, we may
conclude from Eq. (6.81) that
lim
n→∞
1
n
max
{pi,̺i}
χ(Sn∗, {pi, ̺i}) ≤ lim
n→∞
1
n
max
{pi,̺i}
χ(Sn∗, {pi, µ⊗ ̺i}) + 2 ε ld dB , (6.82)
implying that for every µ ∈ B∗(HM ) the bound on the classical capacity CEB,µ is no
smaller than the bound on the capacity CAB. The converse estimate is immediate,
since Alice can obviously choose quantum ensembles of the form {pi, µ⊗ ̺i} if she has
access to the input memory. The proof for the bounds on CEE,µ and CAE is completely
analogous, as is the proof for the quantum case. 
6.6.2 Coding Theorems for Forgetful Channels
In this Section we will demonstrate that for forgetful channels the entropic bounds on
the classical and quantum channel capacities presented in Prop. 6.23 and Prop. 6.24 are
in fact achievable rates, and the limits exist.
The idea for the proof is a reduction of the problem to the memoryless setting via a
relatively simple double-blocking procedure. To illustrate the strategy, let’s start with
the easy case in which there is a ﬁnite integer m ∈ N such that
Sˆm = (P ⊗ id⊗mA ) ◦ Sˆm , (6.83)
where P :M → C1M is again the completely depolarizing channel. We call channels
with this property strictly forgetful, and the smallest integer m such that Eq. (6.83) is
satisﬁed will be called the memory depth of the channel S. For the processing of long
messages, we group the channels into blocks of length m+ l and ignore the outputs of
the ﬁrst m channels of each block, while the actual coding is done for the remaining l
140 CHAPTER 6. QUANTUM CHANNELS WITH MEMORY
channels. Eventually we will let l→∞. When we restrict the inputs to product states
of block length m + l, due to strict forgetfulness the output state factorizes, and the
whole setup corresponds to a memoryless channel on the larger input space H⊗l+mA . For
the transmission of classical information, we can then apply the standard HSW random
coding techniques [Hol98, SW97]. Invoking subadditivity of von Neumann entropy as
in Sec. 6.6.1, the rates r which can be achieved with this coding scheme are seen to be
bounded as follows:
1
l +m
max
{pi,̺i}
χ(Sl∗, {pi, ̺i})− 2m
m+ l
ld dB ≤ r ≤ 1
l
max
{pi,̺i}
χ(Sl∗, {pi, ̺i}) . (6.84)
The claim now follows by letting l → ∞. For quantum channel capacities, Devetak’s
coding theorem [Dev05], as sketched in Sec. 5.5.4, can be shown to yield an analogous
bound, in which the Holevo quantity is replaced by the coherent information.
It turns out that we can apply the same double-blocking strategy even if the memory
channel S is merely assumed to be forgetful (and no longer strictly forgetful). However,
in this case the output states do not completely factorize, and the error we pick up
by replacing the memory channel with a memoryless channel on larger blocks grows
with the number of blocks. Luckily, all memory eﬀects can be assumed to vanish
exponentially fast by Cor. 6.16. We will show below that the double-blocking scheme
then allows to transfer the coding theorems for the (private) classical and quantum
channel capacities from the memoryless realm to forgetful quantum channels.
Theorem 6.26. (Coding for Forgetful Quantum Channels)
Let HA, HB, and HM be finite-dimensional Hilbert spaces, and let us assume that
S∗:B∗(HM ) ⊗ B∗(HA) → B∗(HB) ⊗ B∗(HM ) is a forgetful quantum channel. By Sn∗
we denote its n-fold concatenation, and by SE its complementary channel in the sense
of Sec. 3.3. With the convention introduced in Remark 6.3, we then have
C∗(S) = lim
n→∞
1
n
max
{pi,̺i}
χ(Sn∗, {pi, ̺i}) , (6.85)
Cp∗ (S) = lim
n→∞
1
n
max
{pi,̺i}
{
χ(Sn∗, {pi, ̺i})− χ(SEn∗, {pi, ̺i})
}
, (6.86)
Q∗(S) = lim
n→∞
1
n
max
̺
Ic(Sn∗, ̺) . (6.87)
Proof: The proof of the upper bound on the private classical capacity Cp∗ (S), i. e.,
CpAB(S) ≤ limn→∞
1
n
max
{pi,̺i}
{
χ(Sn∗, {pi, ̺i})− χ(SEn∗, {pi, ̺i})
}
, (6.88)
is completely analogous to the one for the memoryless case [Dev05]. For CAB(S)
and QAB(S), corresponding results have been presented in Props. 6.23 and 6.24. To
complete the proof it thus remains to show that
CEE,µ(S) ≥ lim
n→∞
1
n
max
{pi,̺i}
χ(Sn∗, {pi, ̺i}) (6.89)
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for all µ ∈ B∗(HM ), and that the limit on the RHS of Eq. (6.89) exists, and corre-
spondingly for CpEE,µ(S) and QEE,µ(S).
The deﬁnition of forgetfulness combined with Cor. 6.16 implies that we may ﬁnd a
sequence (S˜m)m∈N of quantum channels such that
‖Sˆm − 1M ⊗ S˜m‖cb ≤ c−m (6.90)
for some constant c > 1. As described above for the case of strictly forgetful channels,
our strategy is then to group the memory channels into blocks of length m+ l, to ignore
the outputs on the ﬁrst m channels of each block, and to replace the resulting channel
Tm+l := (Sˆm ⊗ idA⊗l) ◦ Sl with the memoryless channel
T˜m+l := (1M ⊗ S˜m ⊗ idA⊗l) ◦ Sl . (6.91)
For Alice, this coding procedure means that she will have to feed the ﬁrst m inputs of
each block of length m+ l with some standard state ω ∈ B∗(HA)⊗m, while she will use
the remaining l inputs of each block for the actual coding. Bob will ignore the ﬁrst m
output signals of each block, and will run his decoding algorithm on the remaining l
signals.
Let us focus on the classical information capacity ﬁrst, and assume that we have a
coding scheme for the memoryless channel T˜m+l that achieves the rate r. According to
Def. 5.4, this means that for every ε > 0 there is an integer Nε ∈ N such that for every
n ≥ Nε we may ﬁnd a code book with ν := ⌊2nlr⌋ codewords {̺j}νj=1 ⊂ B∗(HA)⊗ln and
a corresponding observable {Mj}νj=1 ⊂ B(HB)⊗ln such that
tr T˜⊗nm+l∗(̺j)Mj ≥ 1− ε ∀ n ≥ Nε , (6.92)
uniformly in j = 1, ..., ν. By the results of Holevo [Hol98] and Schumacher and West-
moreland [SW97], such coding schemes exist for all rates r < l
m+lC1(T˜l), where C1(T˜l)
denotes the product state capacity of the memoryless channel T˜l.
As explained in Sec. 5.5.4, for the private classical information capacity the setting is
basically the same, but the codewords {̺jk}νB ,νEj=1,k=1 carry a second index to allow for
randomization, and there exists an operator Θ ∈ B(HE)⊗nl such that∥∥∥ 1
νE
νE∑
k=1
T˜⊗nEl∗ (̺jk) − Θ
∥∥∥
1
≤ ε ∀ j = 1, ..., νB . (6.93)
In this case the size of the code is given by νB = ⌊2nlr⌋, and all rates r < ll+mCp1 (T˜l)
are achievable.
The same product coding scheme will now be applied to the concatenated memory
channel Tm+l. Our objectives are to show that
(a) this coding scheme satisﬁes the decoding condition Eq. (6.92),
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(b) in the case of private information transfer, the privacy condition Eq. (6.93) holds,
and
(c) the attainable rates can be brought arbitrarily close to the entropic upper bounds.
This will immediately imply the coding theorem for classical and private classical in-
formation transfer. The quantum channel coding theorem will then follow from the
coherentiﬁcation of the private classical protocol, as explained in detail in Devetak’s
original work [Dev05] and sketched in Sec. 5.5.4. In fact, the coherentiﬁcation protocol
itself applies generally and does not depend on the internal structure of the quantum
channel that connects the sender to the receiver and the environment.
Let us start with the decoding condition (a). Assume that in n blocks of length m+ l
each, the replacement Tm+l 7→ T˜m+l is made. Since ‖Tm+l − T˜m+l‖cb ≤ c−m for each of
these blocks by Eq. (6.90), the concatenated channels satisfy
‖Tn(m+l) − T˜⊗nm+l‖cb ≤ n c−m. (6.94)
Making use of the norm duality Eq. (6.50), we can conclude from Eq. (6.94) that
‖Tn(m+l)∗(̺)− T˜⊗nm+l∗(̺)‖1 ≤ n c−m. (6.95)
for all input states ̺. Noting that for any two quantum states ̺, σ ∈ B∗(H) and any
observable {Mj}νj=1 ⊂ B(H) the inequality
‖̺− σ‖1 ≥
ν∑
j=1
|trMj (̺− σ)| (6.96)
holds true (cf. [NC00], Th. 9.1), we may infer from Eq. (6.95) that for all codewords
{̺j}νj=1 ⊂ B∗(HA)⊗ln we have
trTn(m+l)∗(̺j)Mj ≥ tr T˜⊗nm+l∗(̺j)Mj − ‖Tn(m+l)∗(̺j)− T˜⊗nm+l∗(̺j)‖1
≥ tr T˜⊗nm+l∗(̺j)Mj − n c−m.
(6.97)
For ε > 0, we now choose n := l, m := ε l, and l suﬃciently large such that Eq. (6.92)
is satisﬁed. We may then conclude from Eq. (6.97) that
trTl2(1+ε)∗(̺j)Mj > 1− 2 ε (6.98)
uniformly in j for suﬃciently large l, implying that the product channel random coding
scheme leads to asymptotically vanishing errors for all transfer rates r < 11+ε C1(T˜l)
and r < 11+ε C
p
1 (T˜l), respectively.
We will now show that (b) also holds, with the same substitution ε 7→ 2ε. To this end,
we note that Devetak’s randomization scheme can be slightly modiﬁed to include the
output memory state of each block. This trick guarantees that in an l-fold concatenation
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of blocks of length m+ l each, even the intermediate blocks, for which no coding is done
and the respective outputs are ignored, are (almost) uncorrelated with Alice’s signal
states.
Making again use of the error estimate for concatenated channels and the norm duality
Eq. (6.50), we may then conclude from Eq. (6.93) that
∥∥∥ 1
νE
νE∑
k=1
TE l(m+l)∗ (̺jk) − Θ
∥∥∥
1
≤
∥∥∥ 1
νE
νE∑
k=1
[
TE l(m+l)∗ (̺jk)− T˜⊗lE m+l∗ (̺jk)
] ∥∥∥
1
+
∥∥∥ 1
νE
νE∑
k=1
T˜⊗lE m+l∗ (̺jk)−Θ
∥∥∥
1
≤ l c−m + ε
= l c−εl + ε
≤ 2 ε (6.99)
for suﬃciently large l, as advertised. Note that without the additional randomization
over the output memory, the average mutual information 1
l2
H(A : E) between the
signal states and Eve’s output states will still be small. This is due to the fact that
in the above coding scheme the intermediate blocks only constitute a fraction ε of the
total length. However, this is in general not suﬃcient to conclude that a norm estimate
such as Eq. (6.99) holds.
In order to conclude the proof, it only remains to show that C1(T˜l) can be bounded
from below in terms of max{pi,̺i} χ(Sl∗, {pi, ̺i}) for large l, and similarly for the private
classical and quantum capacities. Applying the subadditivity of the von Neumann
entropy and Fannes’ inequality (cf. App. A), we see that
χ(Sl∗, {pi, ̺i}) ≤ χ(Tl+εl∗, {pi, ̺i}) + 2 ε l ld dB
≤ χ(T˜l+εl∗, {pi, ̺i}) + 2 ε l ld dB + 2
e ln 2
+ 2 l (1 + ε) ε ld dB
≤ l (1 + ε)C1(T˜l) + 2 ε l ld dB + 2
e ln 2
+ 2 l (1 + ε) ε ld dB .
(6.100)
Since C1(T˜l) has been shown to be an achievable rate for large enough l, we may
conclude from Eq. (6.100) that
CEE,µ(S) ≥ 1
1 + ε
[
lim
l→∞
1
l
max
{pi,̺i}
χ(Sl∗, {pi, ̺i})− 4 ε ld dB − 2 ε2 ld dB
]
. (6.101)
Since ε > 0 is arbitrary, Eq. (6.101) together with the upper bound in Prop. 6.23 entails
that
CEE,µ(S) = lim
n→∞
1
n
max
{pi,̺i}
χ(Sn∗, {pi, ̺i}) . (6.102)
The coding scheme described above uses blocks of length nl := l
2(1 + ε). This is
a subexponential sequence in the sense of Remark 6.5, and we may thus apply the
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one-sequence theorem from Sec. 5.2.1 to conclude that the limit in Eq. (6.102) exists,
implying that Eq. (6.85) holds. The rate estimate for the private classical and quantum
capacities is completely analogous. 
6.7 Summary and Outlook
In this Chapter we have presented a general model for quantum channels with memory,
and shown that under natural causality constraints every quantum process can be
thought of as a concatenated memory channel (plus some memory initializer).
For these memory channels, channel capacities have been introduced along the lines
familiar from the memoryless context, and it has been demonstrated that diﬀerent
operational setups may lead to diﬀerent values of the channel capacity.
While we have concentrated on the classical and quantum channel capacities proper, it
is evident that the theory may be extended to memory channels assisted by additional
resources, such as entanglement and classical side communication (cf. Sec. 5.4.2). As
explained in Sec. 6.6.1, entropic bounds typically depend only on the amount of infor-
mation shared by sender and receiver, and not on the internal structure of the quantum
channel connecting these two. Coding theorems for memoryless channels can easily be
extended to forgetful memory channels, as demonstrated in Sec. 6.6.2. They typically
lead to regularized expressions for the channel capacity, which still require the solution
of optimization problems in Hilbert spaces of exponentially growing dimensionality. In
general, computing capacities of quantum memory channels is thus at least as challeng-
ing as for memoryless channels, with less hope for improvements.
A complete investigation of the resulting capacity landscape is still pending. In partic-
ular, we do not yet know under which general conditions some (or all) of the channel
capacities introduced in Def. 6.1 coincide. It may seem reasonable to conjecture that,
as long as the memory system is ﬁnite-dimensional, it is irrelevant for capacity purposes
whether Bob or Eve control the ﬁnal memory output. While this is almost immediate
for the entropic upper bounds on the channel capacities (cf. Prop. 6.23 and Prop. 6.24),
so far we have not been able to verify this conjecture for the capacities themselves.
We have demonstrated in Sec. 6.4.4 that generic memory channels are forgetful, and in
Sec. 6.6.2 we have presented coding theorems for this very important class of channels.
It is thus tempting to conclude that it should be possible to always restrict one’s
attention to forgetful channels. However, the capacity of a memoryless channel is
sometimes discontinuous in its parameters. So while it is always possible to approximate
a given non-forgetful channel by a forgetful channel to arbitrary degree of accuracy,
their capacities may be very diﬀerent, as the example given in Sec. 6.4.4 demonstrates.
This calls for a more detailed analysis of non-forgetful quantum channels and their
capacities.
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While we have presented several equivalent criteria for a memory channel to be forgetful
(cf. Sec. 6.4.1), we do not yet have a structure theorem to characterize all the non-
forgetful quantum channels, nor do we have a simple test to decide whether a given
memory channel is forgetful.
Apart from some relatively simple model channels, little is known so far about the
channel capacity of general non-forgetful memory channels. The derivation of coding
theorems in this case is likely to require universal coding schemes, with encoders and
decoders independent of Eve’s choice of the initial memory state. For the memory
channel with a global classical switch (cf. Sec. 6.2.3), universal coding schemes do exist
— at least for the classical capacity [DD06]. However, this is a rather special example
of a memory channel, and the general case remains very much open.
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Chapter 7
Quantum Information Spectrum
This Chapter will serve as a brief introduction to quantum information spectrum meth-
ods as an approach to coding theorems for completely general quantum sources and
channels. In contrast to the results on quantum memory channels described in Ch. 6,
the information spectrum methods do not rely on asymptotic equipartition proper-
ties. As a consequence, structural assumptions such as stationarity, ergodicity, or even
causality can all be dropped.
After a rather extensive introduction to the basic ideas in Sec. 7.1, we will deﬁne
quantum spectral divergence rates as a generalization of the quantum relative entropy
in Sec. 7.2 and explore some of their properties. In Sec. 7.3 we will then prove a source
coding theorem for general quantum sources, and apply these results to ergodic as well
as mixed sources. Sec. 7.4 summarizes the results and comments on possible future
developments.
The work described in this Chapter arose from discussions with Garry Bowen and
Nilanjana Datta.
7.1 Introduction and Motivation
As explained in Sec. 1.3, information theory is a discipline that tries to relate operational
concepts such as the compression rate of a quantum source or the transmission rate
of a quantum channel to information-theoretic quantities such as entropy or mutual
information. Coding theorems then take on the form
OP = INF , (7.1)
where OP is an operational quantity involving concepts such as encoding and decoding
operations, key length, or asymptotic transmission rates, and INF is some information-
theoretic quantity, typically the solution of some entropic extremal value problem.
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7.1.1 Schumacher Compression Revisited
The fact that all the standard coding problems in classical as well as quantum infor-
mation theory have a solution in terms of some entropic expression is a direct reﬂec-
tion of the law of large numbers, which entails asymptotic equipartition properties for
probabilities and eigenvalues. The general concept and philosophy is nicely demon-
strated by Schumacher’s compression theorem for an i.i.d. quantum information source
[Sch95, JS94]. The objective of quantum data compression is to determine the minimal
physical requirements needed to store quantum information in such a way that it can
later be faithfully reproduced. Rigorous deﬁnitions will be provided in Sec. 7.3; at this
point we only sketch the basic ideas necessary to understand how the von Neumann
entropy arises in the solution to this problem.
If the quantum information to be compressed is modelled as a quantum state ̺ ∈ B∗(H)
on some d-dimensional Hilbert space H, a compression scheme with rate r consists of
a sequence of compression operations (Cn)n∈N and decompression operations (Dn)n∈N
such that Cn maps the quantum state ̺
⊗n to a 2nr-dimensional subspace, from which
̺⊗n can be faithfully recovered by means of the decoding operation Dn. Our interest is
to minimize the required resources, i.e., to ﬁnd the smallest such compression rate r such
that the probability of a failure in the reconstruction procedure vanishes asymptotically
as the message length increases. As explained in Sec. 2.8, Schumacher [Sch95, JS94]
was able to show that the smallest such compression rate is just the von Neumann
entropy, H(̺) = −tr ̺ ld ̺, and this is why we regard entropy as a suitable measure of
quantum information.
In the following we will brieﬂy sketch the central idea of Schumacher’s proof to explain
how entropic expressions arise from the equipartition of eigenvalues. A full proof of a
corresponding theorem for completely general quantum sources will then be presented
in Sec. 7.3.1.
Let ̺ =
∑d
i=1 λi |ψi〉〈ψi| be the spectral decomposition of the quantum state ̺ ∈ B∗(H).
Then its n-fold tensor product can be given the representation
̺⊗n =
d∑
i1,...,in=1
λi1 · · ·λin |ψˆi1,...,in〉〈ψˆi1,...,in| , (7.2)
where we have set |ψˆi1,...,in〉 := |ψi1〉 ⊗ |ψi2〉 · · · ⊗ |ψin〉, the product of the respective
eigenvectors. For some (small) δ > 0, we now deﬁne the δ-typical eigenvalues of ̺⊗n as
those that are concentrated around 2−nH(̺),
T nδ :=
{
(i1, ..., in) | λi1 · · ·λin ∈ [2−n(H(̺)+δ), 2−n(H(̺)−δ)]
}
. (7.3)
To understand why these eigenvalues are called typical, recall that for any sequence
(Xi)i∈N of independent and identically distributed (i.i.d.) random variables with com-
mon ﬁnite expectation value E(X1) and ﬁnite second moments, the weak law of large
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numbers states that
lim
n→∞P
(∣∣ 1
n
n∑
i=1
Xi −E(X1)
∣∣ > ε) = 0 (7.4)
holds for every ε > 0. Applying this theorem to the random variable ldλi, we immedi-
ately have
1
n
ldλi1 · · ·λin =
1
n
n∑
j=1
ldλij
P−−−→
n→∞ E(ld λi1) =
d∑
i1=1
λi1 ldλi1 = −H(̺) , (7.5)
implying that asymptotically all eigenvalues of ̺⊗n are of order ∼ 2−nH(̺), and hence
fall into the typical subspace T nδ . The corresponding projector
Pnδ :=
∑
(i1,...,in)∈Tnδ
|ψˆi1,...,in〉〈ψˆi1,...,in| (7.6)
on the δ-typical subspace then almost fully supports the tensor product state ̺⊗n for
large enough n,
lim
n→∞ tr P
n
δ ̺
⊗n = 1 (7.7)
for any δ > 0. We may therefore compress the quantum source ̺⊗n simply by projecting
on the typical subspace, Cn(σ) := P
n
δ σP
n
δ . The decoding operation can then be chosen
as the identity channelDn := id n on the typical subspace, and Eq. (7.7) implies that the
quantum state can be faithfully recovered from that subspace. The compression rate r
for this scheme is given by the size of the typical subspace, r = 1
n
ld |T nδ | = 1n ld tr Pnδ .
From the estimate
1 ≥
∑
(i1,...,in)∈Tnδ
λi1 · · ·λin ≥ |T nδ | 2−n(H(̺)+δ) (7.8)
we immediately ﬁnd the upper bound
r =
1
n
ld |T nδ | ≤ H(̺) + δ , (7.9)
which holds for arbitrary δ > 0. Hence, we can compress the quantum source ̺⊗n down
to at least the entropy H(̺) by projecting on the typical subspace. Schumacher has
also shown that no better scheme exists, but we will leave this point to Sec. 7.3.
7.1.2 Beyond Ergodicity
The sketch of the compression theorem for an i.i.d. quantum information source in
Sec. 7.1.1 shows how the law of large numbers results in equipartition of the eigenval-
ues and an entropic expression for the optimal compression rate. All known coding
theorems in classical and quantum information theory are proved along similar lines.
The coding theorems for forgetful quantum memory channels presented in Sec. 6.6.2
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also fall into this category, since for our proof we have approximated forgetful channels
with memoryless channels on larger blocks.
The memoryless (i.i.d.) setting can sometimes be generalized to ergodicity (cf. Sec. 6.5
and Appendix C), where asymptotic equipartition properties continue to hold [BKS+04,
BKS+03]. But how do we proceed if little or no structural assumptions on the nature
of the source or channel are made, and both ergodicity and asymptotic equipartition
will in general fail?
Information spectrum methods replace the idea of typical events with high probability
events and provide a technique to deal with completely general sources and channels.
As an illustrative example, let us again focus on quantum source compression — a
preview of the problem that will be treated in detail in Sec. 7.3. Assume that we are
given a sequence of Hilbert spaces (Hn)n∈N and a quantum source
ˆ̺ := (̺1, ̺2, · · · , ̺n, · · · ) ≡ (̺n)n∈N , (7.10)
where each ̺n ∈ B∗(Hn) is a density operator. Note that at this point we do not make
any structural assumptions on the source ˆ̺. We do not even require a consistency
condition such as trj̺j = ̺j−1, even though this may seem a completely natural demand
in order for ˆ̺ to have an interpretation as a physical information source. We now deﬁne
the spectral sup-entropy rate of ˆ̺ as
H(ˆ̺) := inf
{
γ | lim
n→∞ tr {̺n ≥ 2
−nγ}̺n = 1
}
, (7.11)
where for any self-adjoint operator A with spectral decomposition A =
∑
i λi |i〉〈i| and
any real number β ∈ R we set
{A ≥ β} :=
∑
λi≥β
|i〉〈i| . (7.12)
We will show in Sec. 7.3.1 that H(ˆ̺) is the optimal compression rate of the quantum
source ˆ̺. The direct part of the compression theorem is almost immediate from the
deﬁnition of the sup-entropy rate in Eq. (7.11), so we brieﬂy sketch it here: For δ > 0
we deﬁne γ := H(ˆ̺) + δ. As a compression projector we choose Pn := {̺n ≥ 2−nγ} as
a substitute for the typical projector Pnδ in the i.i.d. case discussed in Sec. 7.1.1. Since
γ > H(ˆ̺), we may directly conclude from the deﬁnition in Eq. (7.11) that
lim
n→∞ tr Pn̺n = 1 , (7.13)
and hence ˆ̺ may be recovered faithfully. The use of the lim in Eq. (7.13) as opposed
to the lim in Eq. (7.7) means that we only require faithful compression along some
(possibly sparse) subsequence. We could have made the same assumption for the i.i.d.
case without changing the compression rate. This will be shown in Sec. 7.3.3 and is
one of the ﬁne point that will be swept under the rug in this preview.
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The dimension of the spectral projection can now be estimated as follows:
1 ≥ tr {̺n ≥ 2−nγ}̺n =
∑
λni ≥2−nγ
λni ≥ 2−nγ tr {̺n ≥ 2−nγ} , (7.14)
and thus we ﬁnd a compression rate
r =
1
n
ld tr {̺n ≥ 2−nγ} ≤ γ = H(ˆ̺) + δ . (7.15)
Since δ > 0 is arbitrary, Eq. (7.15) shows that we may indeed compress the quantum
source ˆ̺ down to the sup-entropy rate H(ˆ̺), as suggested. In Sec. 7.3.1 we will prove
that there is no better compression scheme. Hence, we have found an information-
spectral expression for the optimal compression rate of a completely general quantum
source ˆ̺. If the source is memoryless, ̺n = ̺
⊗n for some quantum state ̺ ∈ B∗(H), it
is not diﬃcult to show (cf. Sec. 7.3.3) that the sup-entropy rate indeed coincides with
the standard von Neumann entropy, H(ˆ̺) = H(̺) = −tr ̺ ld ̺.
7.1.3 Information Spectrum Methods
Information spectrummethods were conceived by Han and Verdu´ [HV93, VH94, Han03]
as a novel coding technique for general sources and channels in classical information
theory. As illustrated in Sec. 7.1.2, the underlying idea is to introduce spectral projec-
tions that interpolate between operational and more accessible information-theoretic
quantities,
OP = SPEC = INF , (7.16)
where SPEC denotes information-spectrum quantities such as the sup-entropy rate in
Eq. (7.11). The proof of the equality OP = INF can then be broken into two parts: the
proof OP = SPEC, which uses information-spectrum techniques and already contains
all the essential coding arguments, and the proof SPEC = INF , which generally relies
on properties of the spectrum of positive operators and basic probability theory.
Starting from a data compression theorem for general classical information sources
[HV93], information-spectrum methods have been applied to a large variety of cod-
ing problems in classical information theory [Han03]. These ideas have been general-
ized to the quantum domain by Hayashi and Nagaoka for quantum hypothesis test-
ing [NH02] and the classical capacity of a general quantum channel [HN03]. Hayashi
[Hay03, Hay06a] has also applied these ideas to derive a general formula for ﬁxed-length
entanglement concentration, the pure state variant of entanglement distillation.
In the remainder of this Chapter we will mostly be concerned with the data compression
theorem for arbitrary quantum information sources. However, we will ﬁrst make a slight
detour via the quantum spectral divergence rates and some of their basic properties.
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7.2 Quantum Spectral Divergence Rates
Quantum spectral divergence rates can be seen as a generalization of the quantum
relative entropy (cf. App. A) and are the cornerstones of the information spectrum
techniques. In fact, essentially all known coding theorems in classical and quantum
information theory can be expressed in terms of divergence rates — albeit not usually in
their most transparent form. The concept is hence much more general than what would
be required to understand the proof of the data compression theorem in Sec. 7.3. Yet we
take these extra steps to explain how data compression ﬁts into the general information
spectrum framework and to make better contact with the research literature.
7.2.1 Basic Definitions
The information spectrum approach requires the extensive use of spectral projections.
Recall from Sec. 7.1.2 that for a self-adjoint operator A ∈ B(H) with spectral decom-
position A =
∑
i λi |i〉〈i|, we deﬁne the positive spectral projection on A as
{A ≥ 0} :=
∑
λi≥0
|i〉〈i| , (7.17)
i. e., the projection onto the eigenspace of non-negative eigenvalues of A. Corresponding
deﬁnitions apply for the other spectral projections {A > 0}, {A < 0}, and {A ≤ 0}.
For two self-adjoint operators A,B ∈ B(H), we can deﬁne {A ≥ B} := {A − B ≥ 0},
and similarly for the other three ordering relations. The quantum spectral divergence
rates are deﬁned in terms of these spectral projections as follows:
Definition 7.1. (Quantum Spectral Divergence Rates)
Let (Hn)n∈N be a sequence of Hilbert spaces, and let ˆ̺ := (̺n)n∈N be a sequence of
quantum states with ̺n ∈ B∗(Hn). Assume that ωˆ := (ωn)n∈N is a sequence of positive
operators (not necessarily normalized) with ωn ∈ B∗(Hn). The quantum sup-divergence
rate of ˆ̺ with respect to ωˆ is then defined as
D(ˆ̺ ‖ ωˆ) := inf {γ | lim
n→∞ tr {̺n ≥ 2
nγ ωn}(̺n − 2nγ ωn) = 0
}
. (7.18)
The quantum inf-divergence rate of ˆ̺ with respect to ωˆ is defined similarly as
D(ˆ̺ ‖ ωˆ) := sup{γ | lim
n→∞ tr {̺n ≥ 2
nγ ωn}(̺n − 2nγ ωn) = 1
}
. (7.19)
Before we explore basic properties of the spectral divergence rates in Sec. 7.2.3 we need
to present two simple auxiliary lemmas.
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7.2.2 Two Useful Lemmas
The proof of many of the basic properties of the spectral divergence rates relies on the
following two simple lemmas, which we cite here from [BD06] and which we will employ
frequently throughout the remainder of this Chapter.
Lemma 7.2. Let A,B ∈ B(H) be two self-adjoint operators on some Hilbert space H.
Then for any positive operator 0 ≤ P ≤ 1 we have
tr P (A−B) ≤ tr {A ≥ B}(A−B) . (7.20)
Proof: As both A and B are self-adjoint, so is A−B. Hence we can diagonalize A−B
and write it as the diﬀerence of two positive diagonal operators, A−B = R−S. Since
the spectral projection {A ≥ B} projects onto the positive eigenvalues of A − B, we
ﬁnd for any positive operator 0 ≤ P ≤ 1,
tr {A ≥ B}(A−B) = tr R ≥ tr(P R)− tr(P S) = tr P (R− S) = tr P (A−B) ,
(7.21)
which is already the desired result. 
Lemma 7.3. For any state ̺ ∈ B∗(H) and any positive operator ω ∈ B(H) we have
tr {̺ ≥ c ω}ω ≤ 1
c
(7.22)
for any c > 0.
Proof: Obviously, we have
tr {̺ ≥ c ω}(̺− c ω) ≥ 0 . (7.23)
Since ̺ is a quantum state, we also have tr({̺ ≥ c ω}̺) ≤ 1. The desired result then
immediately follows from Eq. (7.23) by rearranging terms:
tr {̺ ≥ c ω}ω ≤ 1
c
tr {̺ ≥ c ω}̺ ≤ 1
c
.  (7.24)
7.2.3 Basic Properties of the Quantum Spectral Divergence Rates
The quantum spectral divergence rates share many properties of the quantum relative
entropy. In particular, Bowen and Datta have shown [BD06] that monotonicity under
quantum operations and variants of chain rules and subadditivity relations all continue
to hold for these asymptotic quantities. In this Section we will concentrate on those
properties that we will later need for the proof of the compression theorem in Sec. 7.3.
Proposition 7.4. Let ˆ̺, ωˆ and the spectral divergence rates D(ˆ̺ ‖ ωˆ) and D(ˆ̺ ‖ ωˆ)
be defined as in Def. 7.1 above. We then have,
D(ˆ̺ ‖ ωˆ) ≤ D(ˆ̺ ‖ ωˆ) . (7.25)
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Proof: Let β ∈ R such that
lim
n→∞ tr {̺n ≥ 2
nβ ωn}(̺n − 2nβ ωn) = 0 . (7.26)
Lemma 7.2 and Lemma 7.3 then imply that for all γ = β + δ with some δ > 0,
tr {̺n ≥ 2nγωn} ̺n = tr({̺n ≥ 2nγ ωn} (̺n − 2nβ ωn)) + 2nβ tr({̺n ≥ 2nγωn}ωn)
≤ tr({̺n ≥ 2nβ ωn} (̺n − 2nβ ωn)) + 2−nδ . (7.27)
We see from Eq. (7.26) that the RHS of Eq. (7.27) vanishes asymptotically as n→∞,
implying that
lim
n→∞ tr {̺n ≥ 2
nγ ωn}(̺n − 2nγ ωn) = 0 (7.28)
for every γ = β + δ, and hence D(ˆ̺ ‖ ωˆ) ≤ β, as suggested. 
We will now show that the quantum spectral divergence rates separate high from low
probability subspaces, as expected:
Proposition 7.5. Let ˆ̺, ωˆ and the spectral divergence rates D(ˆ̺ ‖ ωˆ) and D(ˆ̺ ‖ ωˆ)
be defined as in Def. 7.1 above. Then for any γ > D(ˆ̺ ‖ ωˆ) we have
lim
n→∞tr {̺n ≥ 2
nγ ωn}(̺n − 2nγ ωn) = 0 . (7.29)
Similarly, for any γ < D(ˆ̺ ‖ ωˆ) we have
lim
n→∞tr {̺n ≥ 2
nγ ωn}(̺n − 2nγ ωn) = 1 . (7.30)
Proof: Assuming γ > D(ˆ̺ ‖ ωˆ), we may ﬁnd some β ∈ [D(ˆ̺ ‖ ωˆ), γ) such that
lim
n→∞ tr {̺n ≥ 2
nβ ωn}(̺n − 2nβ ωn) = 0 . (7.31)
Setting δ := γ − β > 0, we may then apply Lemma 7.2 and Lemma 7.3 to conclude
that
tr {̺n ≥ 2nγ ωn}(̺n − 2nγ ωn) ≤ tr {̺n ≥ 2nγ ωn}̺n
= tr {̺n ≥ 2nγ ωn}(̺n − 2nβ ωn) + 2nβ tr {̺n ≥ 2nγ ωn}ωn
≤ tr {̺n ≥ 2nβ ωn}(̺n − 2nβ ωn) + 2nβ 2−nγ
≤ tr {̺n ≥ 2nβ ωn}(̺n − 2nβ ωn) + 2−nδ .
(7.32)
Taking the limes superior on both sides of Eq. (7.32), we immediately see from Eq. (7.31)
that
lim
n→∞ tr {̺n ≥ 2
nγ ωn}(̺n − 2nγ ωn) = 0 , (7.33)
as suggested. N
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The proof of Eq. (7.30) is very much along the same lines: Since γ < D(ˆ̺ ‖ ωˆ), we may
ﬁnd some β ∈ (γ,D(ˆ̺ ‖ ωˆ)] such that
lim
n→∞ tr {̺n ≥ 2
nβ ωn}(̺n − 2nβ ωn) = 1 . (7.34)
Hence, setting δ := β − γ > 0 we conclude from Eq. (7.32) (with the roles of γ and β
interchanged) that
tr {̺n ≥ 2nβ ωn}(̺n − 2nβ ωn) ≤ tr {̺n ≥ 2nγ ωn}(̺n − 2nγ ωn) + 2−nδ ≤ 1 + 2−nδ .
(7.35)
The result then follows from Eq. (7.34) by letting n→∞. 
Bowen and Datta have shown [BD06] that the spectral divergence rates may be given
a slightly simpliﬁed form, which will frequently prove helpful in the remainder of this
Chapter:
Proposition 7.6. Let ˆ̺, ωˆ and the spectral divergence rates D(ˆ̺ ‖ ωˆ) and D(ˆ̺ ‖ ωˆ)
be defined as in Def. 7.1 above. We then have:
D(ˆ̺ ‖ ωˆ) = inf {γ | lim
n→∞ tr {̺n ≥ 2
nγ ωn} ̺n = 0
}
=: D
′
(ˆ̺ ‖ ωˆ) and (7.36)
D(ˆ̺ ‖ ωˆ) = sup{γ | lim
n→∞ tr {̺n ≥ 2
nγ ωn} ̺n = 1
}
=: D′(ˆ̺ ‖ ωˆ) . (7.37)
A comparison with Eq. (7.11) then immediately shows that
H(ˆ̺) = −D(ˆ̺ ‖ 1) = − sup{γ | lim
n→∞ tr {̺n ≥ 2
nγ
1n}(̺n − 2nγ 1n) = 1
}
= inf
{
γ | lim
n→∞ tr {̺n ≥ 2
−nγ
1n} (̺n − 2−nγ 1n) = 1
}
= inf
{
γ | lim
n→∞ tr {̺n ≥ 2
−nγ
1n} ̺n = 1
}
= inf
{
γ | lim
n→∞
tr {̺n < 2−nγ 1n} ̺n = 0
}
, (7.38)
where in the second to last step we have made use of Prop. 7.6, and in the last step
we have used that {̺n < 2−nγ 1n} = 1n − {̺n ≥ 2−nγ 1n} and that tr ̺n = 1. Hence,
we recover the sup-entropy rate as a special case of the quantum inf-divergence rate.
The proof of Prop. 7.6 may be found in Sec. III.A of [BD06]. We reproduce it here for
completeness.
Proof of Prop. 7.6: For any γ ∈ R we have,
1 ≥ tr {̺n ≥ 2nγ} ̺n ≥ tr {̺n ≥ 2nγ} (̺n − 2nγ) ≥ 0 . (7.39)
Hence, if the LHS of Eq. (7.39) vanishes asymptotically, so does the RHS, implying
that D(ˆ̺ ‖ ωˆ) ≤ D′(ˆ̺ ‖ ωˆ) Correspondingly, if the RHS of Eq. (7.39) approaches 1
asymptotically, the same holds true for the LHS, and thus D(ˆ̺ ‖ ωˆ) ≤ D′(ˆ̺ ‖ ωˆ).
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For the converse implications we now choose δ > 0 and set γ := D(ˆ̺ ‖ ωˆ) + δ and
β := γ + δ = D(ˆ̺ ‖ ωˆ) + 2 δ. Lemma 7.2 and Lemma 7.3 then immediately imply that
tr {̺n ≥ 2nβ ωn} ̺n = tr {̺n ≥ 2nβ ωn} (̺n − 2nγ ωn) + 2nγ tr {̺n ≥ 2nβ ωn}ωn
≤ tr {̺n ≥ 2nγ ωn} (̺n − 2nγ ωn) + 2−nδ . (7.40)
Taking the limes superior, we conclude from Prop. 7.5 that the RHS of Eq. (7.40)
vanishes, because γ > D(ˆ̺ ‖ ωˆ). We thus have D′(ˆ̺ ‖ ωˆ) ≤ β = D(ˆ̺ ‖ ωˆ) + 2 δ. Since
this holds for arbitrary δ > 0, we have D
′
(ˆ̺ ‖ ωˆ) ≤ D(ˆ̺ ‖ ωˆ), the desired result.
The proof of the remaining bound, D′(ˆ̺ ‖ ωˆ) ≤ D(ˆ̺ ‖ ωˆ), is again very similar. For
δ > 0, we set β := D′(ˆ̺ ‖ ωˆ) − δ and γ := β − δ = D′(ˆ̺ ‖ ωˆ) − 2 δ. We then conclude
that the LHS in Eq. (7.40) approaches 1 asymptotically, and hence
lim
n→∞ tr {̺n ≥ 2
nγ ωn} (̺n − 2nγ ωn) = 1 , (7.41)
implying that D(ˆ̺ ‖ ωˆ) ≥ γ = D′(ˆ̺ ‖ ωˆ)− 2 δ. Since δ > 0 is arbitrary, this concludes
the proof. 
7.3 Quantum Source Coding
The basic idea and philosophy behind quantum source coding has already been ex-
plained in quite some detail in Sec. 7.1.1. As illustrated in Fig. 7.1, a compression
scheme of rate r for the general quantum source ˆ̺ = (̺n)n∈N with ̺n ∈ B∗(Hn) con-
sists of two families of quantum operations, (Cn)n∈N and (Dn)n∈N. The compression
channel Cn takes states in the dn-dimensional Hilbert space Hn to states in a 2nr-
dimensional subspace. We can regard the compressed space as representing nr qubits.
The quantum channel Dn is the decompression operation, which takes states in the
compressed space to states in the original state space Hn. Our criterion for reliability
is that in the asymptotic limit the entanglement with a bystander system is preserved,
such that Fe(̺n,Dn∗ ◦ Cn∗)→ 1 as n→∞. Hence, we cast the following
Definition 7.7. (Quantum Data Compression)
Let (Hn)n∈N be a sequence of finite-dimensional Hilbert spaces, and let ˆ̺ := (̺n)n∈N
with ̺n ∈ B∗(Hn) be a quantum source. (The ̺n have to be density operators, but
no further structural assumptions or consistency conditions are made.) A number
r > 0 is called an achievable rate for the quantum source ˆ̺ iff there exists an inte-
ger sequence (nν)ν∈N with limν→∞ nν = ∞ and sequences of compression operations
Cnν∗:B∗(Hnν ) → B∗(Knν ) and decompression operations Dnν∗:B∗(Knν ) → B∗(Hnν )
such that
lim
ν→∞
ld dimKnν
nν
≤ r and lim
ν→∞Fe(̺nν ,Dnν∗ ◦ Cnν∗) = 1 , (7.42)
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Figure 7.1: A data compression scheme for the quantum source ˆ̺ = (̺n)n∈N with
compression operations Cn, decompression operations Dn, and compression rate r. In
the asymptotic limit n → ∞, the entanglement with a bystander system is faithfully
preserved: if |ψn〉 is a purification of ̺n, we require (id n⊗Dn∗◦Cn∗)|ψn〉〈ψn| ≈ |ψn〉〈ψn|.
where Fe denotes the entanglement ﬁdelity, as introduced in Sec. 5.2.2. The compres-
sion rate R(ˆ̺) of the quantum source ˆ̺ is defined as the infimum of all achievable
rates.
Remark 7.8. In Def. 7.7 we have only required that there exists one sequence of
compression spaces along which the rate r is achieved and faithful decompression is
feasible. A more ambitious deﬁnition would require that the entanglement ﬁdelity
approaches 1 along any sub-sequence (nν)ν∈N such that limν→∞
ld dimKnν
nν
≥ r— similar
to our deﬁnition of quantum channel capacity in Sec. 5.2. These diﬀerent capacity
concepts are sometimes called the “optimistic” and the “pessimistic” point of view
(cf. [CK81], p. 128). For general sources ˆ̺, these viewpoints may lead to diﬀerent
values of the compression rate. However, we will show in Sec. 7.3.3 below that they
coincide when ˆ̺ is ergodic — just as they do for memoryless (cf. Sec. 5.2.1) or forgetful
quantum channels (cf. Remark 6.25). As explained in Sec. 7.3.2, ergodic sources even
satisfy a strong converse: we cannot achieve smaller compression rates by allowing
ﬁnite compression errors.
Remark 7.9. Note that the compression scheme in Def. 7.7 is allowed to depend on
the quantum source ˆ̺. Universal compression schemes for i.i.d. quantum sources have
been designed by Jozsa et al. [JHH+98], and more generally for ergodic sources by
Kaltchenko and Yang [KY03]. We will come back to these results when we discuss
mixed quantum sources in Sec. 7.3.4.
7.3.1 A Data Compression Theorem for General Quantum Sources
As advertised in Sec. 7.1.2, we will now apply the quantum information spectrum
methods to prove a source coding theorem for general quantum data sources. A strong
converse will then be shown in Sec. 7.3.2. In Sec. 7.3.3 we will apply our results to
ergodic quantum sources, and in Sec. 7.3.4 to mixed quantum sources.
Theorem 7.10. (Source Coding for General Quantum Sources)
Let (Hn)n∈N be a sequence of finite-dimensional Hilbert spaces, and let ˆ̺ := (̺n)n∈N
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with ̺n ∈ B∗(Hn) be a quantum source with compression rate R(ˆ̺), as defined in
Def. 7.7 above. We then have
R(ˆ̺) = H(ˆ̺) , (7.43)
where H(ˆ̺) = −D(ˆ̺ ‖ 1) denotes the spectral sup-entropy rate of ˆ̺, as defined in
Eq. (7.11).
Proof: We start with the direct part. For r > H(ˆ̺) and a quantum state σ ∈ B∗(Hn)
we deﬁne the compression operation
Cn∗(σ) := PnσPn + tr((1n − Pn)σ) |ϕn〉〈ϕn| , (7.44)
where we have set Pn := {̺n ≥ 2−nr1n}, and ϕn denotes an arbitrary pure state on
the projected space PnHn ⊂ Hn, so that Cn∗ is both completely positive and trace-
preserving. The corresponding decompression operation will then be chosen simply as
the identity channel on PnHn, Dn = id n. From Eq. (5.13) we ﬁnd
1 ≥ Fe(̺n,Dn∗ Cn∗) ≥ |tr Pn ̺n|2 = |tr {̺n ≥ 2−nr1n} ̺n|2 . (7.45)
Since r > H(ˆ̺), we can now immediately conclude from the deﬁnition of the spectral
sup-entropy rate H(ˆ̺) = −D(ˆ̺ ‖ 1) that there exists a subsequence (nν)ν∈N such that
lim
ν→∞Fe(̺nν ,Dnν∗ ◦ Cnν∗) = 1 , (7.46)
and hence this compression scheme is reliable. From the relation
1 ≥ tr {̺nν ≥ 2−nνr1nν} ̺nν =
∑
λ
nν
i ≥2−nνr
λnνi ≥ 2−nνr tr {̺nν ≥ 2−nνr1nν} (7.47)
we ﬁnd that the compressed space PnHn ⊂ Hn has dimension
tr Pnν = tr {̺nν ≥ 2−nνr1nν} ≤ 2nνr , (7.48)
and hence r is an achievable rate according to Def. 7.7. Since r > H(ˆ̺) is arbitrary, we
conclude that R(ˆ̺) ≤ H(ˆ̺), as suggested. N
For the converse implication, assume that r < H(ˆ̺) and set H(ˆ̺) − r =: 2 δ for some
δ > 0. Assume that we have some subsequence (nν)ν∈N and a sequence of Hilbert
spaces (Knν )ν∈N with ld dimKnν ≤ nν r. A corresponding coding scheme consists
of compression operations Cnν∗:B∗(Hnν ) → B∗(Knν ) and decompression operations
Dnν∗:B∗(Knν ) → B∗(Hnν ). Let {cknν}k and {djnν}j be two sets of Kraus operators for
the quantum channels Cnν and Dnν , respectively, and let Pnν denote the projection on
the subspace Knν ⊂ Hnν . If P jnν denotes the projector onto the subspace of Hn to which
Pnν is mapped under the Kraus operator d
j
nν , we have d
j
nν c
k
nν
= djnνPnν c
k
nν
= P jnνd
j
nν c
k
nν
.
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Applying Eq. (5.13) and the Cauchy-Schwarz inequality for the Hilbert-Schmidt inner
product, the entanglement ﬁdelity may now be bounded as follows:
Fe(̺nν ,Dnν∗ ◦ Cnν∗) =
∑
j,k
|tr djnν cknν̺nν |2
=
∑
j,k
|tr P jnνdjnν cknν̺nν |2
≤
∑
j,k
tr(P jnν̺nνP
j
nν
) tr(djnν c
k
nν
̺nν c
k∗
nν
dj∗nν )
≤ tr(Pnν̺nνPnν )
∑
j,k
tr djnν c
k
nν̺nν c
k∗
nνd
j∗
nν
= tr(Pnν (̺nν − 2−nνγ 1nν )) + 2−nνγtr Pnν
≤ tr({̺nν ≥ 2−nνγ 1nν}(̺nν − 2−nνγ 1nν )) + 2−nνγtr Pnν
(7.49)
for any γ ∈ R, where in the last step we have again made use of Lemma 7.2. Choosing
γ := H(ˆ̺)− δ = r + δ and using that tr Pnν = dimKnν ≤ 2nνr , we now conclude from
Eq. (7.49) that
Fe(̺nν ,Dnν∗ ◦ Cnν∗) ≤ tr
({̺nν ≥ 2−nνγ 1nν}(̺nν − 2−nνγ 1nν ))+ 2−nνδ . (7.50)
Since γ < H(ˆ̺), the ﬁrst term on the RHS of Eq. (7.50) is bounded away from 1, and
so is Fe(̺nν ,Dnν∗ ◦ Cnν∗), as the second term vanishes as ν → ∞. Hence, no such
compression scheme with rate r < H(ˆ̺) can be reliable. 
7.3.2 Strong Converse
In the proof of Th. 7.10 we have shown a weak converse for quantum data compression:
if we try to compress a quantum source ˆ̺ at a rate below H(ˆ̺), then the ﬁdelity
will be bounded away from 1, and hence we will have to live with ﬁnite errors. The
information-spectrum method can also be applied to formulate a strong converse in
terms of the so-called spectral inf-entropy rate,
H(ˆ̺) := −D(ˆ̺ ‖ 1) = − inf {γ | lim
n→∞ tr {̺n ≥ 2
nγ
1n}(̺n − 2nγ 1n) = 0
}
= sup
{
γ | lim
n→∞ tr {̺n ≥ 2
−nγ
1n} (̺n − 2−nγ 1n) = 0
}
= sup
{
γ | lim
n→∞ tr {̺n ≥ 2
−nγ
1n} ̺n = 0
}
= sup
{
γ | lim
n→∞
tr {̺n < 2−nγ 1n} ̺n = 1
}
, (7.51)
where in the second to last step we have again made use of Prop. 7.6, and in the last step
we have used that {̺n < 2−nγ 1n} = 1n−{̺n ≥ 2−nγ 1n} and that tr ̺n = 1. Whenever
we try to compress the source ˆ̺ at rates below H(ˆ̺), then the error probability will
approach 1, and hence we cannot get away with small ﬁnite errors:
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Theorem 7.11. (Strong Converse)
Let (Hn)n∈N be a sequence of finite-dimensional Hilbert spaces, and let ˆ̺ := (̺n)n∈N
with ̺n ∈ B∗(Hn) be a quantum source. Assume a compression scheme with compres-
sion operators (Cnν )ν∈N and decompression operators (Dnν )ν∈N with rate r < H(ˆ̺).
We then have
lim
ν→∞Fe(̺nν ,Dnν∗ ◦ Cnν∗) = 0 . (7.52)
Proof: For r < H(ˆ̺) we set H(ˆ̺) − r =: 2 δ for some δ > 0 and γ := H(ˆ̺) − δ. We
can then conclude from the deﬁnition of the spectral inf-entropy rate that
lim
ν→∞ tr {̺nν ≥ 2
−nνγ
1nν} (̺nν − 2−nνγ 1nν ) = 0 , (7.53)
and the desired result immediately follows from Eq. (7.50). 
A quantum source ˆ̺ such that H(ˆ̺) = H(ˆ̺) is usually called information-stable. For
such sources, there is no need to distinguish a weak and a strong converse: we cannot
achieve better compression rates by tolerating small ﬁnite errors. We will show in the
next Section that ergodic sources are information-stable. Examples of sources where
H(ˆ̺) 6= H(ˆ̺) will then be presented in Sec. 7.3.4.
7.3.3 Ergodic Sources
We start by showing how the spectral entropy rates are related to the von Neumann
entropy:
Proposition 7.12. Let (Hn)n∈N be a sequence of finite-dimensional Hilbert spaces, and
let ˆ̺ := (̺n)n∈N with ̺n ∈ B∗(Hn) be a quantum source. We then have:
H(ˆ̺) ≤ lim
n→∞
1
n
H(̺n) ≤ lim
n→∞
1
n
H(̺n) ≤ H(ˆ̺) , (7.54)
where H(σ) = −trσ ldσ denotes the von Neumann entropy.
Proof: Let {λni }i denote the set of eigenvalues of the density operator ̺n ∈ B∗(Hn).
For δ > 0 we then introduce the shorthand γ := H(ˆ̺)− δ and estimate
1
n
H(̺n) = − 1
n
∑
i
λni ldλ
n
i ≥ −
1
n
∑
λni <2
−nγ
λni ldλ
n
i ≥ γ tr {̺n < 2−nγ1n} ̺n . (7.55)
Since γ < H(ˆ̺), we ﬁnd from the deﬁnition of the spectral inf-entropy rate in Eq. (7.51)
that
lim
n→∞
tr {̺n < 2−nγ1n} ̺n = 1 . (7.56)
Since this holds true for all δ > 0, we then immediately conclude from Eq. (7.55) that
H(ˆ̺) ≤ lim
n→∞
1
n
H(̺n) . N (7.57)
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For δ > 0 we now set β := H(ˆ̺) + δ and deﬁne the projector Qn := {̺n < 2−nβ 1n}.
We thus have,
1
n
H(̺n) = − 1
n
∑
i
λni ldλ
n
i
= − 1
n
∑
λni ≥2−nβ
λni ldλ
n
i −
1
n
∑
λni <2
−nβ
λni ldλ
n
i
≤ β tr {̺n ≥ 2−nβ 1n} ̺n − 1
n
tr Qn̺n ld ̺n . (7.58)
Using the operator monotonicity of the logarithm [Lo¨w34, Bha97], we have
tr Qn ̺n (−ld ̺n) ≤ tr Qn ̺n (−ldQn̺nQn)
= tr Qn ̺n (−ldQ2n̺nQ2n)
= tr Q2n ̺nQn (−ldQn̺nQn)
= −tr σ˜n ld σ˜n , (7.59)
where we have set σ˜n := Qn̺nQn. Introducing the normalized state σn := tr
−1 (σ˜n) σ˜n,
we then conclude from Eqs. (7.58) and (7.59) that
1
n
H(̺n) ≤ β tr {̺n ≥ 2−nβ 1n} ̺n − 1
n
tr σ˜n(ld σ˜n − ld tr σ˜n + ld tr σ˜n)
≤ β tr {̺n ≥ 2−nβ 1n} ̺n + 1
n
tr(σ˜n)H(σn)− 1
n
tr(σ˜n) ld tr(σ˜n)
≤ β tr {̺n ≥ 2−nβ 1n} ̺n + 1
n
tr(σ˜n) ld dn − 1
n
tr(σ˜n) ld tr(σ˜n) ,
(7.60)
where we have set dn := dimHn. In the following we assume that there exists some
α > 0 such that 1
n
ld dn ≤ α for all n ∈ N. Since β > H(ˆ̺), we then have
lim
n→∞
tr σ˜n = lim
n→∞
tr {̺n < 2−nβ 1n} ̺n = 0 (7.61)
from Eq. (7.38). The second and the third term on the RHS of Eq. (7.60) hence vanish
in the asymptotic limit, and we conclude that
lim
n→∞
1
n
H(̺n) ≤ β = H(ˆ̺) + δ . (7.62)
Since δ > 0 is arbitrary, we have limn→∞ 1nH(̺n) ≤ H(ˆ̺). The remaining inequality
in Eq. (7.54) is clear from the deﬁnition of lim and lim. 
If the quantum source ˆ̺ is ergodic, we can apply the quantum ergodic equipartition
theorem [BKS+04, BKS+03] to show that all the four quantities in Eq. (7.54) coincide.
This result is originally due to Bjelakovic´ and Szko la [BS05]. We include it here as an
illustrative example of how to reduce information-spectrum quantities to more standard
entropic expressions.
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Proposition 7.13. (Data Compression for Ergodic Sources)
Let (Hn)n∈N be a sequence of finite-dimensional Hilbert spaces, and let ˆ̺ := (̺n)n∈N
with ̺n ∈ B∗(Hn) be an ergodic quantum source, i.e., a source which is extremal in the
set of translational invariant sources (cf. Appendix C). We then have,
H(ˆ̺) = lim
n→∞
1
n
H(̺n) = H(ˆ̺) . (7.63)
In particular, if the source is memoryless, i.e., ̺n := ̺
⊗n for some quantum state
̺ ∈ B∗(H), we have,
H(ˆ̺) = H(̺) = H(ˆ̺) . (7.64)
Sketch of Proof: In view of Prop. 7.12, it is enough to show that H(ˆ̺) ≥ H(ˆ̺). In
the memoryless case, Eq. (7.64) then immediately follows since H(̺⊗n) = nH(̺) for
all n ∈ N. We assume that δ := 12 (H(ˆ̺)−H(ˆ̺)) > 0. For all γ > H(ˆ̺) we have
lim
n→∞ tr {̺n ≥ 2
−nγ
1n}̺n = 1 (7.65)
from the deﬁnition of the spectral sup-entropy rate and Prop. 7.6. The quantum asymp-
totic equipartition theorem [BKS+04, BKS+03] implies that all eigenvalues of ̺n are
asymptotically concentrated as n → ∞. Hence, for every ε > 0 there exists a positive
integer Nε such that for all n ≥ Nε we have
tr {̺n ≥ 2−n(H(ˆ̺)−δ) 1n} ̺n ≤ ε , (7.66)
implying that
lim
n→∞ tr {̺n ≥ 2
−n(H(ˆ̺)−δ)
1n} ̺n = 0 . (7.67)
However, H(ˆ̺)− δ = H(ˆ̺) + δ > H(ˆ̺), and hence Eq. (7.67) contradicts the deﬁnition
of the spectral inf-entropy rate in Eq. (7.51). 
7.3.4 Mixed Sources
Prop. 7.13 implies that all ergodic quantum information sources are information-stable
in the sense of Sec. 7.3.2, and hence a strong converse holds. This Section is devoted
to mixed sources, which are arguably the simplest non-ergodic quantum sources. We
will show below that the strong converse in general fails for these sources.
Given a sequence (Hn)n∈N of ﬁnite-dimensional Hilbert spaces and two quantum sources
σˆ := (σn)n∈N and ωˆ := (ωn)n∈N with σn, ωn ∈ B∗(Hn), we deﬁne the mixed quantum
source ˆ̺ := (1− p) σˆ + p ωˆ by setting
̺n := (1− p)σn + pωn (7.68)
for some mixing parameter p ∈ [0, 1]. This deﬁnition is reminiscent of quantum memory
channels with a global classical switch, as introduced in Sec. 6.2.3: with a priori proba-
bility p the quantum source ωˆ is chosen, and the output at time n is then given by ωn.
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The source σˆ is chosen and applied in every step with the complementary probability
(1−p). The information-spectrum techniques allow a straightforward derivation of the
compression rate of such a mixed quantum source:
Proposition 7.14. (Data Compression for Mixed Sources)
Let (Hn)n∈N be a sequence of finite-dimensional Hilbert spaces. Assume two quan-
tum sources σˆ := (σn)n∈N and ωˆ := (ωn)n∈N with σn, ωn ∈ B∗(Hn), and let ˆ̺ be the
corresponding mixed source as defined in Eq. (7.68). We then have,
H(ˆ̺) = min
{
H(σˆ),H(ωˆ)
}
and (7.69)
H(ˆ̺) = max
{
H(σˆ),H(ωˆ)
}
, (7.70)
independently of the mixing parameter p ∈ [0, 1].
For simplicity, in this Section we restrict the discussion to mixed sources with only two
component sources. The generalization of Prop. 7.14 to mixed sources with any ﬁnite
number of components is straightforward. In combination with Th. 7.10, Prop. 7.14
then amounts to a data compression theorem for mixed quantum sources: we may
compress the mixed source ˆ̺ down to the largest of the individual compression rates.
If the component sources are all i.i.d., the direct part of this source coding theorem can
also be derived from the universal compression scheme of Jozsa et al. [JHH+98], and
for ergodic components from the results of Kaltchenko and Yang [KY03]. In contrast,
our compression theorem applies more generally to arbitrary component sources, comes
with a weak converse, and also allows the formulation of a strong converse: we see from
Th. 7.11 that we are guaranteed that the compression errors approach unity only if
we try to code at rates smaller than both the individual spectral inf-entropy rates.
In contrast to ergodic quantum sources, mixed sources are in general not information-
stable: if both sources σˆ and ωˆ are i.i.d. with σn = σ
⊗n and ωn = ω⊗n for two quantum
states σ, ω ∈ B∗(H), we conclude from Prop. 7.13 and Prop. 7.14 that
H(ˆ̺) = min
{
H(σ),H(ω)
}
and (7.71)
H(ˆ̺) = max
{
H(σ),H(ω)
}
, (7.72)
independently of the mixing parameter p ∈ [0, 1]. Hence, H(ˆ̺) < H(ˆ̺) whenever
H(σ) 6= H(ω).
Proof of Prop. 7.14: We assume without loss that p ∈ (0, 1), for otherwise the
statement becomes trivial. Applying Lemma 7.2 and the linearity of the trace, we have
tr {̺n ≥ 2−nγ 1n} (̺n − 2−nγ 1n)
= (1− p) tr ({̺n ≥ 2−nγ 1n} (σn − 2−nγ 1n))
+ p tr
({̺n ≥ 2−nγ 1n} (ωn − 2−nγ 1n))
≤ (1− p) tr ({σn ≥ 2−nγ 1n} (σn − 2−nγ 1n))
+ p tr
({ωn ≥ 2−nγ 1n} (ωn − 2−nγ 1n))
(7.73)
164 CHAPTER 7. QUANTUM INFORMATION SPECTRUM
for any γ ∈ R. Setting now γ := H(ˆ̺) + δ for some δ > 0 and taking the lim, the LHS
of Eq. (7.73) approaches 1, and hence the same holds true for both traces on the RHS.
Since δ > 0 is arbitrary, we conclude from the deﬁnition of the spectral sup-entropy
rate that
H(ˆ̺) ≥ max{H(σ),H(ω)} . (7.74)
If instead we set γ := min{H(σ),H(ω)}−δ and again take the lim, the RHS of Eq. (7.73)
vanishes, implying that
H(ˆ̺) ≥ min{H(σ),H(ω)} . (7.75)
In order to prove the converse implications, we explicitly construct a sequence of pro-
jection operators: For β ∈ R we set P 0n := {σn ≥ 2−nβ 1n} and Qn := {ωn ≥ 2−nβ 1n}.
We assume that Qn has the spectral decomposition Qn =
∑q
i=1 |i〉〈i| with q := tr Qn.
Starting with P 0n , we now iteratively deﬁne a sequence of projection operators {P in}qi=0
as follows: For each i = 1, ..., q, if |i〉 lies entirely in the subspace onto which P i−1n
projects, we set P in := P
i−1
n . Otherwise, we take the component of |i〉 orthogonal to
that subspace, say |i⊥〉, and we let P in := P i−1n ⊕|i⊥〉〈i⊥|. From Lemma 7.3 we conclude
that
max
{
tr {σn ≥ 2−nβ 1n}, tr {σn ≥ 2−nβ 1n}
} ≤ 2nβ , (7.76)
implying that tr P qn ≤ 2 · 2nβ. We can now apply Lemma 7.2 to obtain for all γ ∈ R,
tr {̺n ≥ 2−nγ 1n} (̺n − 2−nγ 1n)
≥ tr P qn (̺n − 2−nγ 1n)
= (1− p) tr P qn (σn − 2−nγ 1n) + p tr P qn (ωn − 2−nγ 1n)
≥ (1− p) tr {σn ≥ 2−nγ 1n}σn + p tr {ωn ≥ 2−nγ 1n}ωn − 2−nγ tr P qn
≥ (1− p) tr {σn ≥ 2−nγ 1n}σn + p tr {ωn ≥ 2−nγ 1n}ωn − 2 · 2−n(γ−β)
≥ (1− p) tr {σn ≥ 2−nγ 1n} (σn − 2−nγ 1n)
+ p tr {ωn ≥ 2−nγ 1n} (ωn − 2−nγ 1n)− 2 · 2−n(γ−β) .
(7.77)
Setting β := max{H(σˆ),H(ωˆ)}+ δ for some δ > 0 and γ := β + δ and then taking the
lim, the RHS of Eq. (7.77) approaches 1. Since δ is arbitrary, we may thus conclude
from the deﬁnition of the spectral sup-entropy rate that
H(ˆ̺) ≤ max{H(σˆ),H(ωˆ)} . (7.78)
If instead we choose γ := H(ˆ̺) − δ and β := γ − δ = H(ˆ̺) − 2 δ for some δ > 0 and
again take the lim, the LHS of Eq. (7.77) vanishes by the deﬁnition of the spectral
inf-entropy rate. Hence, both traces on the RHS of Eq. (7.77) must likewise vanish in
this limit, implying that
H(ˆ̺) ≤ min{H(σˆ),H(ωˆ)} , (7.79)
since δ > 0 was arbitrary. Eq. (7.69) now follows from combining Eqs. (7.75) and
(7.79), and Eq. (7.70) follows from Eqs. (7.74) and (7.78). 
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7.4 Summary and Outlook
In this Chapter we have presented quantum information spectrum methods as an alter-
native approach to coding theorems for general (non-i.i.d.) sources and channels. The
focus of our exposition has mostly been on source coding: we have proven a data com-
pression theorem for general quantum sources (without any structural assumptions),
in which the compression rate is expressed in terms of the spectral sup-entropy rate.
We have then applied this theorem to ergodic as well as mixed (non-ergodic) sources.
The spectral divergence rates (of which the spectral entropy rates are a special case)
can be seen as a generalization of the quantum relative entropy and make their ap-
pearance in all known coding theorems. Hayashi has shown [Hay03, Hay06a] that the
spectral inf-entropy rate describes the optimal asymptotic rate at which pure state can
be converted into maximally entangled states by means of local operations and classical
communication (LOCC): the distillable entanglement of a sequence of pure bipartite
states (ψn)n∈N with |ψn〉 ∈ HAn ⊗ HBn equals H(ˆ̺), where the source ˆ̺ ≡ (̺n)n∈N is
determined by the local restriction, ̺n := trB |ψn〉〈ψn|. We have seen in Prop. 7.13
that for ψn = ψ
⊗n the inf-entropy rate indeed just coincides with the von Neumann
entropy, the familiar result for the distillable entanglement of a bipartite pure state
|ψ〉〈ψ| ∈ B∗(HA ⊗HB).
Hayashi and Nagaoka [HN03] have also derived an information-spectrum characteriza-
tion for the classical capacity of a sequence of general quantum channels: Let (Hn)n∈N
and (Kn)n∈N be two sequences of ﬁnite-dimensional Hilbert spaces, and let Tˆ := (Tn)n∈N
be a sequence of quantum channels such that Tn∗:B∗(Hn)→ B∗(Kn). Again we do not
make any structural assumptions on the interrelation of the individual channels Tn.
The capacity C(Tˆ ) of the sequence Tˆ for classical information transmission can be de-
ﬁned in complete analogy to the memoryless case described in Sec. 5.4.1, replacing only
the n-fold tensor product T⊗n by Tn in every step. Hayashi and Nagaoka were able to
show that C(Tˆ ) can be expressed in terms of the spectral inf-mutual information rate,
H(ˆ̺A : ˆ̺B) := −D(ˆ̺ ‖ ˆ̺A ⊗ ˆ̺B), as follows:
C(Tˆ ) = sup
ˆ̺∈Scq
H
(
ˆ̺A : Tˆ (ˆ̺B)
)
. (7.80)
The maximization in Eq. (7.80) is performed over all classical-quantum input states of
the form
Scq ∋ ̺n :=
∑
i
pi |i〉〈i|A ⊗ ̺Bn,i , (7.81)
where {pi}i is a classical probability distribution, and ̺n,i ∈ B∗(Hn) are quantum states
on the input space Hn. Again, for memoryless channels this reduces to the well-known
Holevo-Schumacher-Westmoreland theorem [Hol98, SW97], Th. 5.5 in Sec. 5.5.1.
The quantum channel capacity Q(Tˆ ) of the sequence Tˆ := (Tn)n∈N can likewise be
deﬁned along the lines of Def. 5.1. Extrapolating from the i.i.d. case, one would expect
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that Q(Tˆ ) can be expressed in terms of the spectral sup-conditional information rate
H(ˆ̺A|Tˆ (ˆ̺B)) := −D(ˆ̺ ‖ 1A ⊗ Tˆ (ˆ̺B)) . (7.82)
However, so far this can be demonstrated only for special cases, which all involve
some degree of commutativity, and a general coding theorem for the quantum channel
capacity remains open.
Even when general coding theorems for states and channels in terms of spectral quan-
tities can be derived, their conversion into more accessible information-theoretic quan-
tities is often a mayor challenge. Even in the completely classical setting, to date the
only non-ergodic examples for which this has been done convincingly seem to be mixed
sources and channels [Han03]. So even in the purely classical setting there remain
many challenges for future research in order for the information spectrum techniques
to emerge as a truly powerful toolkit in information theory.
Chapter 8
Continuity of
Distillable Entanglement
Distillable entanglement quantiﬁes the optimal asymptotic rate at which many copies of
a given bipartite quantum state can be converted into maximally entangled qubit pairs
by local quantum operations and classical communication. Together with the quantum
and classical channel capacities discussed in Ch. 5, distillable entanglement lies at the
heart of quantum information theory. In this Chapter we investigate the continuity
of distillable entanglement, and we show uniform norm bounds for all states with full
support. We conjecture that uniform continuity also holds at the boundary of the state
space, and hence everywhere, though we have not been able to demonstrate this yet.
Our results also imply the continuity of the quantum channel capacity assisted by 2-way
classical side channels on the boundary of the channels with vanishing capacity.
The results described in this Chapter are joint work with Matthias Christandl.
8.1 Introduction and Overview
We have seen in Sec. 1.1 that entanglement is a precious physical resource. It allows to
generate secure cryptographic keys [Eke91], helps to teleport quantum states over clas-
sical channels [BBC+93], and may double the capacity of classical information channels
[BW92]. Most of such protocols — in particular long distance quantum key distribu-
tion involving a quantum repeater — require entanglement in the form of maximally
entangled qubit pairs, or ebits. But due to decoherence or technological constraints
such ebits are usually not readily available. We may then try to distill them from a
given (possibly mixed and usually less entangled) bipartite quantum state ̺ that we
know how to prepare in the lab. The distillable entanglement characterizes how well this
transformation may be performed in the limit of asymptotically many copies ̺⊗n, using
only local quantum operations and classical communication (LOCC) in the process. It
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is one of the key quantitative notions of quantum information theory.
Definition 8.1. (Distillable Entanglement)
Let HA and HB be finite-dimensional Hilbert spaces, and k ∈ {1, 2}. A positive number
r is called a k-way achievable distillation rate for the bipartite state ̺ ∈ B∗(HA ⊗HB)
iff there exists an integer sequence (nν)ν∈N with limν→∞ nν = ∞ and a k-way LOCC
protocol (Λknν )ν∈N such that
lim
ν→∞ ‖Λ
k
nν
(̺⊗nν )− |Ω〉〈Ω|⊗rnν‖1 = 0 , (8.1)
where |Ω〉 ≡ |Ω2〉 := 1/
√
2(|00〉 + |11〉) is a maximally entangled qubit pair. The index
k ∈ {1, 2} in Eq. (8.1) denotes whether the supremum is taken over 1-way (from Alice
to Bob) or 2-way LOCC operations. The distillable entanglement Dk(̺) is defined as
the supremum of the achievable distillation rates.
Remark 8.2. Since we can always embed the smaller of the Hilbert spaces HA and
HB into the larger one, for simplicity we will henceforth assume that HA = HB =: H,
and we will set d := dimH.
Remark 8.3. The distillable entanglement is deﬁned very much in analogy to the quan-
tum channel capacity in Def. 5.1 and the optimal source compression rate in Def. 7.7,
and several of the remarks we made then are seen to apply to the distillable entangle-
ment as well. In particular, in lieu of the “optimistic” Def. 8.1 we could have required
that the trace norm distance in Eq. (8.1) vanishes asymptotically along any sequence
(nν)ν∈N that achieves the rate r. It follows from the results of Devetak and Winter
[DW04a] that both concepts again lead to equivalent deﬁnitions, but we will not go
into the details here and instead refer to Hayashi’s text [Hay06b].
Remark 8.4. Obviously, D2(̺) ≥ D1(̺). There are states for which this inequality is
strict: the two-qubit Werner state ̺ = 1/2|Ω〉〈Ω| + 1/81 is 2-way distillable, but not
1-way distillable [BDS+96].
If ̺ ≡ |ψ〉〈ψ| is pure, entanglement distillation is sometimes called entanglement con-
centration. In this case, 1-way and 2-way distillable entanglement coincide, and simply
equal the von Neumann entropy of the local restriction [BBP+96b],
D1(|ψ〉〈ψ|) = H(̺A) = H(̺B) = D2(|ψ〉〈ψ|) , (8.2)
where ̺B := trA ̺ denotes the restriction of the bipartite state ̺ ∈ B∗(HA)⊗ B∗(HB)
to Bob’s subsystem B, and analogously for the restriction ̺A := trB ̺ ∈ B∗(HA).
For the general case, Devetak and Winter [DW04a] have shown that both D1 and D2
may be expressed in terms of the coherent information Ic(̺) = H(̺B) − H(̺) (cf.
Appendix A),
Dk(̺) = lim
n→∞
1
n
sup
Λkn
Ic
(
Λkn(̺
⊗n)
)
. (8.3)
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For the 2-way distillable entanglement D2(̺), the supremum in Eq. (8.3) is over all
2-way LOCC operations Λ2n. For the 1-way distillable entanglement, the supremum is
restricted to the quantum instruments Λ1n on Alice’s side (cf. Sec. 2.4).
Just as for quantum channel capacities, calculating the distillable entanglement straight
from Def. 8.1 or even the simpliﬁed entropic expressions Eq. (8.3) is a tricky business,
since a limit over LOCC operations on asymptotically large quantum systems is in-
volved. For the same reason, determining global properties of D1 and D2 has often
proved a diﬃcult task. Both additivity and convexity fail to hold for D2 provided that
bound entangled Werner states with negative partial transpose (NPT) exist [SST01] —
a long-standing open conjecture.
In this Chapter we will show that even though they may not be convex, both the 1-way
and 2-way distillable entanglement are uniformly continuous on the set of density oper-
ators in trace norm topology — at least on the (dense) set of states with full support.
Hence, if two quantum states are almost indistinguishable the amount of entanglement
that can be asymptotically distilled from these states is nearly the same. Since any state
preparation in the lab necessarily involves some ﬁnite errors, such a continuity property
is crucial for an unambiguous operational interpretation of the distillable entanglement.
Our results also imply that the quantum channel capacity assisted by 2-way classical
side channels is continuous in the neighborhood of all channels with vanishing capacity.
Preliminary results on the continuity of distillable entanglement, with weaker bounds
and several ﬂaws at crucial points, can be found in Vidal’s preprint [Vid02].
As a warm-up exercise, we show in Sec. 8.2 that both the 1-way and the 2-way distill-
able entanglement are uniformly continuous in the neighborhood of all pure quantum
states. In Sec. 8.3 we will then make use of the entropic expressions Eq. (8.3) to give
a simple proof of the lower semi-continuity of both the 1-way and the 2-way distillable
entanglement. An estimate in the converse direction will be presented in Sec. 8.4 — al-
beit for convex mixtures only. Our methods require the 2-way distillable entanglement
to be non-zero. Hence, the boundary of the set of 2-way distillable states demands a
separate treatment, which will be performed in Sec. 8.5. If the quantum state under
consideration is faithful, i.e., has full support, continuity on convex mixtures is suﬃ-
cient to show continuity for all states, as explained in Sec. 8.6. In Sec. 8.7 we apply
our continuity results to show that the quantum channel capacity assisted by 2-way
classical side channels is likewise uniformly continuous on the boundary of channels
with vanishing capacity. We conclude with a Summary and Outlook in Sec. 8.8.
8.2 Pure States
We will show in this Section that both the 1-way and the 2-way distillable entanglement
are continuous in the neighborhood of the pure states. From the hashing inequality
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[HHH00, DW04a], we know thatD1(̺) ≥ Ic(̺) for all quantum states ̺ ∈ B∗(HA⊗HB).
Moreover, the 2-way distillable entanglement D2(̺) is clearly upper bounded by the
entanglement cost EC(̺), and hence by the entanglement of formation [BDS
+96, PV07],
EF (̺) := inf
{∑
i
piH(̺
A
i ) | ̺ =
∑
i
pi |ψi〉〈ψi|
}
. (8.4)
The inﬁmum in Eq. (8.4) is taken over all decompositions of ̺ ∈ B∗(HA ⊗ HB) into
pure states |ψi〉〈ψi|, with ̺Ai := trB|ψi〉〈ψi|. We then conclude from the concavity of
the entropy (cf. Prop. A.4) that EF (̺) ≤ H(̺A) with ̺A := trB̺. In summary, we
have the following chain of inequalities,
Ic(̺) ≤ D1(̺) ≤ D2(̺) ≤ EC(̺) ≤ EF (̺) ≤ H(̺A) . (8.5)
Now if ̺ ≡ |ψ〉〈ψ| is pure, we know from our discussion in Sec. 8.1 that all the quantities
in Eq. (8.5) coincide. Given a quantum state σ ∈ B∗(HA⊗HB) with ‖|ψ〉〈ψ|−σ‖1 ≤ ε,
we may then apply the continuity bounds from Prop. A.6 and Prop. A.7 to conclude
that
D2(σ) ≥ D1(σ) ≥ Ic(σ) ≥ Ic(|ψ〉〈ψ|) − f1(ε)
= D1(|ψ〉〈ψ|) − f1(ε)
= D2(|ψ〉〈ψ|) − f1(ε)
= H(trB |ψ〉〈ψ|) − f1(ε)
≥ H(σA)− f1(ε)− f2(ε)
≥ D2(σ)− f1(ε)− f2(ε)
≥ D1(σ)− f1(ε)− f2(ε) ,
(8.6)
where for notational convenience we have introduced the shorthands
f1(s) := 4 s ld d+ 2 η(s) + 2 η(1 − s) and (8.7)
f2(s) := 2 s ld d+ η(s) (8.8)
for η(s) := −s ld s, and d := dimHA = dimHB. Since both functions f1(s) and f2(s)
vanish continuously as s → 0, continuity of both the 1-way and the 2-way distillable
entanglement immediately follow from Eq. (8.6). We summarize this result as
Proposition 8.5. (Continuity near Pure States)
Let |ψ〉 ∈ H ⊗H. We then have for all states σ ∈ B∗(H⊗H) with ‖|ψ〉〈ψ| − σ‖1 ≤ ε,
|Dk(|ψ〉〈ψ|) −Dk(σ)| ≤ 6 ε ld d+ 3 η(ε) + 2 η(1 − ε) , (8.9)
where η(s) := −s ld s and d := dimH.
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8.3 Lower Semi-Continuity
In this Section we will show that both the 1-way and the 2-way distillable entanglement
are lower semi-continuous. As a reminder, we start with a deﬁnition [RS80]:
Definition 8.6. (Lower Semi-Continuity)
Let X be a topological space. A function f :X → R is called lower semi-continuous at
x0 ∈ X iff for all ε > 0, there is a neighborhood U of x0 such that f(x) ≥ f(x0)− ε for
all x ∈ U . f is said to be lower semi-continuous iff it is lower semi-continuous at all
points in its domain.
When applied to the function f = Dk, this deﬁnition means that for every quantum
state ̺ ∈ B∗(H ⊗H) and ε > 0 we may ﬁnd a positive constant δ ≡ δ(̺, ε) such that
Dk(σ) ≥ Dk(̺)− ε whenever ‖̺− σ‖1 ≤ δ.
Proposition 8.7. Both D1 and D2 are lower semi-continuous.
Proof: It is clear from the entropic expressions in Eq. (8.3) that we may ﬁnd a positive
integer N ≡ N(̺, ε, k) ∈ N and a corresponding LOCC protocol (Λkn)n∈N such that
Dk(̺) ≥ 1
n
Ic
(
Λkn(̺
⊗n)
) ≥ Dk(̺)− ε (8.10)
for all n ≥ N . For all quantum states σ ∈ B∗(H ⊗ H), ‖̺ − σ‖1 ≤ εn implies that
‖̺⊗n− σ⊗n‖1 ≤ ε, and hence ‖Λkn(̺⊗n)−Λkn(σ⊗n)‖1 ≤ ε from the monotonicity of the
trace norm under quantum operations. We may then conclude from Prop. A.7 that
Dk(̺)−Dk(σ) ≤ ε+ 1
n
(
Ic
(
Λkn(̺
⊗n)
)− Ic(Λkn(σ⊗n)))
≤ ε+ 1
n
(
4 ‖Λkn(̺n)− Λkn(σn)‖1 ld dn + 2
)
≤ ε+ 4 ε ld d+ 2
n
(8.11)
for all n ≥ N , where again we have set d := dimH. Choosing n suﬃciently large such
that 2
n
≤ ε, we see from Eq. (8.11) that
Dk(σ) ≥ Dk(̺)− 2 ε− 4 ε ld d (8.12)
for all quantum states σ ∈ B∗(H ⊗ H) satisfying ‖̺ − σ‖1 ≤ εn for some suﬃciently
large n. Hence, both D1 and D2 are lower semi-continuous. 
Prop. 8.7 shows that for every state with non-vanishing distillable entanglement we
may ﬁnd a ﬁnite-size neighborhood in which all states are likewise distillable. In other
words, the set of distillable states,
Dk := {σ ∈ B∗(H⊗H) | Dk(σ) > 0} , (8.13)
is open. We summarize this result as a corollary:
Corollary 8.8. The sets Dk are open in trace-norm topology.
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8.4 A Lower Bound for Convex Mixtures
In Sec. 8.3 we have derived an upper bound on the distillable entanglement Dk(̺) of a
quantum state ̺ ∈ B∗(H⊗H) in terms of the distillable entanglement of the states in its
neighborhood. Here we prove a corresponding lower bound. By a result of Alicki and
Fannes [AF04], it is suﬃcient to consider convex mixtures of the form γ = (1−ε)̺+εσ:
Lemma 8.9. (Alicki & Fannes)
Let ̺, τ ∈ B∗(H⊗H) be two quantum states with trace norm difference ε := ‖̺− τ‖1.
Then we may find two quantum states σ1, σ2 ∈ B∗(H⊗H) such that
(1− ε) ̺+ ε σ1 = (1− ε) τ + ε σ2 . (8.14)
How are we going to use this Lemma? Assume that we have established continuity of
distillable entanglement on mixtures, i. e.,
|Dk(̺)−Dk(γ)| ≤ fk(ε) (8.15)
for γ = (1−ε)̺+εσ and some function fk such that limε→0 fk(ε) = 0. Then Lemma 8.9
in conjunction with the triangle inequality will allow to extent the continuity to the
general case: for any two quantum states ̺, τ with ‖̺− τ‖1 ≤ ε, we obtain
|Dk(̺)−Dk(τ)| ≤ |Dk(̺)−Dk(γ)|+ |Dk(γ)−Dk(τ)| ≤ 2 fk(ε) . (8.16)
Thus, we will henceforth focus on convex mixtures only.
Proposition 8.10. Let ρ ∈ B∗(H ⊗ H) and γ := (1 − ε)̺ + εσ for some ε > 0 and
σ ∈ B∗(H⊗H). Then
D1(γ) ≤ (1− ε)D1(ρ) + ε ld d , (8.17)
where d := dimH. The same bound holds for D2, provided D2(̺) > 0.
The proof of Prop. 8.10 relies in part on Vidal’s work [Vid02] on the asymptotic mixing
of quantum states, which we cite here without proof:
Lemma 8.11. (Asymptotic Mixing)
Let ρ, σ ∈ B∗(H ⊗ H). For every p ∈ [0, 1] and δ > 0 there is a positive integer
N ≡ N(δ, p) and a 1-way LOCC protocol (Λ1n)n∈N such that
‖Λ1n
(
̺⊗(1−p)n+o(n) ⊗ σ⊗pn+o(n))− ((1− p)̺+ pσ)⊗n‖1 ≤ δ ∀ n ≥ N. (8.18)
The coherent information is convex [LR73], yet not too much:
Lemma 8.12. For a finite collection of bipartite quantum states ̺i ∈ B∗(HA ⊗ HB)
with a corresponding probability distribution {pi}i, we have∑
i
pi Ic(̺i)− Ic(̺) ≤ H(̺)−
∑
i
piH(̺i) ≤ H({pi}i) , (8.19)
where ̺ :=
∑
i pi ̺i denotes the averaged state, and H({pi}i) is the Shannon entropy
of the classical distribution {pi}i.
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Proof: The proof of Lemma 8.12 is immediate from Prop. A.4,∑
i
pi Ic(̺i)− Ic(̺) =
∑
i
piH(̺
B
i )−
∑
i
piH(̺i)−H(̺B) +H(̺)
≤ H(̺)−
∑
i
piH(̺i) ≤ H({pi}i) . 
(8.20)
We can apply this Lemma to show that the 1-way distillable entanglement is additive
under tensoring with maximally entangled states:
Lemma 8.13. For any quantum state ̺ ∈ B∗(H⊗H) we have
D1(̺⊗ |Ω〉〈Ω|) = D1(̺) + 1 . (8.21)
Proof: Obviously, D1(̺ ⊗ |Ω〉〈Ω|) ≥ D1(̺) + 1. In order to show the converse impli-
cation, we deﬁne the quantum states
αi1...in := ρ
⊗n ⊗ (1A ⊗ σˆBi1...in)|Ω〉〈Ω|⊗n(1A ⊗ σˆBi1...in) , (8.22)
where ij ∈ {0, 1} for all j = 1, . . . , n, and σˆBi1...in := σi1 ⊗ · · · ⊗ σin is an n-fold tensor
product of σ0 = id and the Pauli matrix σ1 = σz. Sampling uniformly at random from
all the states αi1...in implements the dephasing channel channel [HHH
+05], and hence
2−n
∑
i1...in
αi1...in = ρ
⊗n ⊗ τ⊗n , (8.23)
where τ = |00〉〈00|+|11〉〈11|2 .
Now let (Λ1n)n∈N be a sequence of quantum instruments, as in Eq. (8.3). They commute
with the local unitary transformations σˆBi1...in on Bob’s side. (This will in general fail
to hold for 2-way LOCC operations.) Since the coherent information is invariant under
such unitary transformations, we can conclude from Lemma 8.12 that
Ic
(
Λ1n(ρ
⊗n ⊗ |Ω〉〈Ω|⊗n)) = Ic(Λ1n(α0...0))
= 2−n
∑
i1...in
Ic
(
Λ1n(αi1...in)
)
≤ Ic
(
Λ1n(ρ
⊗n ⊗ τ⊗n))+ n .
(8.24)
Choosing Λ1n as the instrument that attains the supremum in Eq. (8.3) for the quantum
state ̺⊗ |Ω〉〈Ω|, dividing by n and letting n→∞, we infer from Eq. (8.24) that
D1(̺⊗ |Ω〉〈Ω|) ≤ D1(̺⊗ τ) + 1 = D1(̺) + 1 . (8.25)
The last equality holds because τ is separable. 
The proof of Lemma 8.13 shows that a sublinear amount of pre-shared ebits cannot help
Alice and Bob to increase the 1-way distillable entanglement D1(̺). We summarize this
result as a Corollary:
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Corollary 8.14. (Entanglement-Assisted Distillable Entanglement)
For a quantum state ρ ∈ B∗(H⊗H), let Dsub1 (̺) be defined exactly as the 1-way distillable
entanglement in Def. 8.1 above, but with a sublinear amount of pre-shared ebits as an
additional resource. We then have
Dsub1 (̺) = D1(̺) . (8.26)
We now introduce the auxiliary states
γ′ := (1− ε)|0〉〈0| ⊗ ρ+ ε|1〉〈1| ⊗ σ and (8.27)
γ′′ := (1− ε)|0〉〈0| ⊗ ρ+ ε|1〉〈1| ⊗ |Ωd〉〈Ωd| , (8.28)
where |Ωd〉 := 1√
d
∑d
i=1 |ii〉 is maximally entangled, and {|i〉〈i|}i=0,1 are orthogonal
basis states of a qubit ﬂag system on Alice’s side. The introduction of this ﬂag system
facilitates the calculation of the distillable entanglement:
Lemma 8.15. For γ′′ defined as in Eq. (8.28) we have
D1(γ
′′) = (1− ε)D1(ρ) + ε ld d . (8.29)
If D2(̺) > 0, the same equation holds for D2.
Proof: We ﬁrst show that Dk(γ
′′) ≥ (1 − ε)Dk(ρ) + ε ld d for k ∈ {1, 2}. Starting
with an n-fold tensor product γ′′⊗n, Alice performs local measurements on the ﬂag
system, and communicates the measurement outcome to Bob. The ﬂag system is then
discarded. We denote this 1-way LOCC operation by Λ1n, so the resulting output state
is Λ1n(γ
′′⊗n). The classical law of large numbers guarantees that for any δ > 0 there
exists a positive integer N ≡ N(δ) such that
‖Λ1n(γ′′⊗n)− ̺⊗⌊(1−ε)n⌋ ⊗ |Ωd〉〈Ωd|⊗⌊εn⌋‖1 ≤ δ ∀ ≥ N . (8.30)
Let (Ξkn)n∈N be a k-way distillation protocol for the state ̺ with distillation rate r, and
Γdn the local operation that reorders qudits into qubits. Application of Ξ
k
n ⊗ Γdn does
not increase the trace norm, and thus we have
‖(Ξkn ⊗ Γdn) ◦ Λ1n(γ′′⊗n)− |Ω〉〈Ω|⊗⌊n(1−ε)r+nε ldd⌋‖1 ≤ δ ∀ n ≥ N . (8.31)
Since δ and r are arbitrary, Eq. (8.31) shows that Dk(γ
′′) ≥ (1 − ε)Dk(ρ) + ε ld d, as
suggested. This part does not rely on the constraint D2(̺) > 0. N
The proof of the converse implication is based on Vidal’s mixing lemma. Let us focus on
D1(̺) ﬁrst. Applying Lemma 8.11 and then Lemma 8.13, we see that for all suﬃciently
large integers n ∈ N,
nD1(γ
′′) = D1(γ′′⊗n)
≤ D1
(
(̺⊗ |0〉〈0|)⊗⌊(1−ε)n⌋ ⊗ (|Ωd〉〈Ωd| ⊗ |1〉〈1|)⊗⌊εn⌋
)
≤ (1− ε)nD1(̺) + ε n ld d .
(8.32)
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Dividing by n, we obtain the desired result.
Since we do not yet know whether Lemma 8.13 holds for D2(̺), a diﬀerent approach
is needed in this case. We start by distilling maximally entangled qudit pairs from an
ε-fraction of ̺. For suﬃciently large n ∈ N,
ρ⊗⌊εn⌋ 7→ |Ωd〉〈Ωd|⊗⌊
D2(̺)
ld d
εn⌋. (8.33)
The resulting output is then mixed with ̺ according to Vidal’s lemma,
̺⊗⌊(1−ε)
D2(ρ)
ld d
n⌋ ⊗ |Ωd〉〈Ωd|⊗⌊
D2(̺)
ld d
εn⌋ 7→ γ′′⊗⌊D2(̺)ld d n⌋. (8.34)
Distilling the output state γ′′⊗⌊
D2(ρ)
ld d
n⌋, in summary we have implemented the protocol
̺⊗⌊n(ε+(1−ε)
D2(̺)
ld d
)⌋ 7→ |Ωd〉〈Ωd|⊗⌊
D2(̺)
ld d
D2(γ
′′)
ld d
n⌋, (8.35)
which corresponds to a singlet distillation rate
r := D2(̺)
D2(γ
′′)
(1− ε)D2(̺) + ε ld d . (8.36)
If D2(̺) > 0 and D2(γ
′′) > (1−ε)D2(̺)+ε ld d, then we would have given a distillation
protocol for ̺ which achieves a rate r > D2(̺). By deﬁnition of D2(̺) this is impossible.
This concludes the proof of Lemma 8.15. 
The proof of the following lemma shows that γ′ may be obtained from γ′′ by 1-way
LOCC operations alone:
Lemma 8.16. With γ′ and γ′′ defined as in Eqs. (8.27) and (8.28) resp., we have
Dk(γ
′) ≤ Dk(γ′′) . (8.37)
Proof: We start out by expanding(
(1−ε)|0〉〈0|⊗ρ+ε|1〉〈1|⊗σ)⊗n = ∑
x∈{0,1}n
(1−ε)|x|εn−|x||x〉〈x|⊗ρ⊗|x|⊗σ⊗(n−|x|) , (8.38)
where |x| is the Hamming weight of the string x. Since the entanglement cost satisﬁes
the upper bound EC(σ) ≤ ld d, there is an LOCC protocol (Λn)n∈N such that, for given
δ > 0, there is an m0 ≡ m0(δ) such that for all m ≥ m0
‖Λm(|Ωd〉〈Ωd|⊗m)− σ⊗m‖1 ≤ δ . (8.39)
Since the input state is pure, a result due to Lo and Popescu [LP01] shows that this
transformation may be implemented by 1-way LOCC operations alone (see also Th. 8.1
in Hayashi’s text [Hay06b]). For given δ, we easily see that there exists an n0 ≡ n0(δ)
such that for all n ≥ n0
‖
∑
x∈{0,1}n
|x|>(1−ε+δ)n
(1− ε)|x|εn−|x||x〉〈x| ⊗ ρ⊗|x| ⊗ σ⊗(n−|x|)‖1 ≤ δ . (8.40)
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Note that the same inequality holds when σ⊗(n−|x|) is replaced with Λn(|Ωd〉〈Ωd|⊗(n−|x|)).
For all n satisfying n ≥ n0 as well as (ε− δ)n ≥ m0, we therefore ﬁnd
||
∑
x∈{0,1}n
(1− ε)|x|εn−|x||x〉〈x| ⊗ ρ⊗|x| ⊗ σ⊗(n−|x|)
−
∑
x∈{0,1}n
(1− ε)|x|εn−|x||x〉〈x| ⊗ ρ⊗|x| ⊗ Λn(|Ωd〉〈Ωd|⊗(n−|x|))||1
≤ ||
∑
x∈{0,1}n
|x|≤(1−ε+δ)n
(1− ε)|x|εn−|x||x〉〈x| ⊗ ρ⊗|x| ⊗ σ⊗(n−|x|)
−
∑
x∈{0,1}n
|x|≤(1−ε+δ)n
(1− ε)|x|εn−|x||x〉〈x| ⊗ ρ⊗|x| ⊗ Λn(|Ωd〉〈Ωd|⊗(n−|x|))||1
+ ‖
∑
x∈{0,1}n
|x|>(1−ε+δ)n
(1− ε)|x|εn−|x||x〉〈x| ⊗ ρ⊗|x| ⊗ σ⊗(n−|x|)‖1
+ ‖
∑
x∈{0,1}n
|x|>(1−ε+δ)n
(1− ε)|x|εn−|x||x〉〈x| ⊗ ρ⊗|x| ⊗ Λn(|Ωd〉〈Ωd|⊗(n−|x|))‖1
≤ 3 δ .
(8.41)
In summary, we have shown that for all n ≥ n0,
‖γ′⊗n − Λn(γ′′⊗n)‖1 ≤ 3 δ . (8.42)
Therefore, given a protocol (Γm)m∈N that distills singlets from γ′ at rate r, the protocol
(Γm ◦ Λm)m∈N will distill singlets from γ′′ at the same rate. 
We now have all the ingredients for the
Proof of Prop. 8.10: Since γ can be obtained from γ′ by tracing out the ﬂag system,
it is evident that Dk(γ) ≤ Dk(γ′). Invoking Lemma 8.16 and Lemma 8.15, we can then
conclude that
Dk(γ) ≤ Dk(γ′) ≤ Dk(γ′′) = (1− ε)Dk(ρ) + ε ld d , (8.43)
provided that D2(̺) > 0, which is the desired result. 
8.5 Boundary
Prop. 8.10 applies to states with non-vanishing 2-way distillable entanglement only. A
diﬀerent approach is thus needed to show continuity at the boundary of the set D2.
We will present two diﬀerent (though related) proofs in this Section. One of them is
based on hypothesis testing and applies to convex mixtures of the form investigated
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in Sec. 8.4. The other one relies on a generalized version of the relative entropy of
entanglement and applies to all states in the neighborhood of the non-distillable states.
Both approaches are limited to the 2-way distillable entanglement, and we will point
out where 2-way classical communication is required.
8.5.1 A Bound Based on Hypothesis Testing
The following Proposition extends Prop. 8.10 to states at the boundary of the set D2.
Proposition 8.17. If D2(̺) = 0 and γ = (1− ε)ρ+ εσ, then
D2(γ) ≤ 6 ε ld d+ 2 ε+ η(ε) + η(2ε) , (8.44)
where η(s) := −s ld s for s ∈ (0, 1].
The proof of Prop. 8.17 relies on the following upper bound on the 2-way distillable
entanglement, which appears as Th. 8.2 in Hayashi’s text [Hay06b]:
Lemma 8.18. For any pair of states τ, σ ∈ B∗(H⊗H) such that D2(σ) = 0 we have
D2(τ) ≤ H(τ ‖ σ) , (8.45)
where H(τ ‖ σ) = tr τ ld τ−tr τ ldσ denotes the quantum relative entropy (cf. App. A).
The proof of Lemma 8.18, as it appears in [Hay06b], is based on hypothesis testing.
In Hayashi’s text, the reference state σ is assumed to be separable. However, the
only assumption on σ in that proof is that it cannot be transformed into a state with
high singlet fraction F := 〈Ωd|σ|Ωd〉 by LOCC-operations alone, and this applies to
non-distillable states as well:
Lemma 8.19. For any state σ ∈ B∗(H⊗H) with d := dimH and D2(σ) = 0 we have
〈Ωd|σ|Ωd〉 ≤ 1
d
. (8.46)
The proof of Lemma 8.19 is due to M. and P. Horodecki [HH99], who proposed an
explicit distillation protocol that yields a positive rate for any state σ with singlet
fraction 〈Ωd|σ|Ωd〉 > 1/d. In essence, their protocol goes as follows: Twirling, a 1-way
LOCC operation, will transform the state σ into an isotropic state while preserving
the singlet fraction. A local projection then yields a two-qubit isotropic state with
singlet fraction F > 1/2. The 2-way puriﬁcation protocol proposed by Bennett et al.
[BBP+96a] will turn a collection of such states into a smaller number of states with
higher singlet fraction. This process is iterated until the singlet fraction F is suﬃciently
high for the hashing protocol [BDS+96] to take over, which will attain the limit F → 1
for some positive distillation rate.
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The hashing protocol again requires 1-way LOCC operations only, so the puriﬁcation
protocol is the only part in which backward communication is needed. If there were
a 1-way protocol, Lemma 8.18 would likewise apply to 1-way distillable entanglement.
However, a simple example shows that in general no such 1-way protocol exists: the
two-qubit Werner state
σ 5
8
:=
1
2
|Ω〉〈Ω|+ 1
2
1
4
(8.47)
has singlet fraction F = 5/8 > 1/2, and hence is 2-way distillable according to
Lemma 8.19. However, Bennett et al. [BDS+96] have shown that D1(σ 5
8
) = 0. In
fact, all Werner states with singlet fraction F < 3/4 cannot be distilled by 1-way
LOCC operations alone [BDS+96, KL97].
For the proof of Prop. 8.17 we need one more simple Lemma on the distillability of
mixtures:
Lemma 8.20. Let σ, τ ∈ B∗(H⊗H) be quantum states, and assume that τ is separable.
Then for any p ∈ [0, 1],
Dk
(
(1− p)σ + p τ) ≤ Dk(σ) . (8.48)
Proof of Lemma 8.20: Clearly, a tensor product state σ ⊗ τ can be transformed to
(1 − p)σ + p τ by 1-way LOCC operations for any two states σ, τ ∈ B∗(H ⊗ H), and
any p ∈ [0, 1]. Hence,
Dk
(
(1− p)σ + p τ) ≤ Dk(σ ⊗ τ) . (8.49)
If τ is separable, then Dk(σ ⊗ τ) = Dk(σ), concluding the proof. 
In fact, Vidal’s asymptotic mixing (Lemma 8.11) improves on this bound,
Dk
(
(1− p)σ + p τ) ≤ (1− p)Dk(σ) (8.50)
for any p ∈ [0, 1] and separable state τ . But we will not need this stronger bound in
the
Proof of Prop. 8.17: The techniques we use are inspired by Donald and Horodecki
[DH01]. For ̺, σ ∈ B∗(H⊗H) and ε > 0, we again set γ := (1− ε)̺+ ε σ. Clearly, for
any positive operator X and any positive constant c we have
ld (X + c)1 ≥ max{ldX, ld c} . (8.51)
We may now bound the relative entropy as follows:
H(γ ‖ (1− ε)̺+ ε 1
d2
) = −H(γ)− tr (1− ε)̺ ld ((1− ε)̺+ ε 1
d2
)
− ε trσ ld ((1− ε)̺+ ε 1
d2
)
≤ −H(γ)− tr ̺ ld (1− ε)̺− ε trσ ld ε 1
d2
= −H(γ) +H(̺)− ld (1− ε)− ε ld ε+ 2 ε ld d .
(8.52)
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By Fannes’ inequality (cf. Prop. A.6), for suﬃciently small ε we have
|H(̺)−H(γ)| ≤ ‖̺− γ‖1 ld d2 + η(‖̺ − γ‖1) ≤ 4 ε ld d+ η(2ε) , (8.53)
where η(ε) = −ε ld ε. We then see from Eq. (8.52) that
H(γ ‖ (1− ε)̺+ ε 1
d2
) ≤ 6 ε ld d+ 2 ε+ η(ε) + η(2ε) . (8.54)
If D2(̺) = 0, the state (1 − ε)̺ + ε 1d2 is likewise non-distillable due to Lemma 8.20,
since 1
d2
is separable. Lemma 8.18 now immediately yields the desired bound. 
8.5.2 Accurate Entanglement
We will now give a second proof for continuity at the boundary of the set D2, which is
based on some of the same techniques that we have used in Sec. 8.5.1, but does not rely
on hypothesis testing. Moreover, it is not restricted to convex mixtures, but applies to
any state in the neighborhood of the boundary of the non-distillable states. However,
the result is again limited to 2-way distillable entanglement.
Proposition 8.21. For any two quantum states ̺, σ ∈ B∗(H⊗H) with D2(σ) = 0 and
‖̺− σ‖1 ≤ 1/3 we have
D2(̺) ≤ 4 ‖̺− σ‖1 ld d+ 4 ‖̺ − σ‖1 + 2 η(‖̺ − σ‖1) , (8.55)
where d := dimH and η(s) := −s ld s for s ∈ (0, 1].
Our strategy for the proof of Prop. 8.21 is to introduce a continuous entanglement
measure which upper bounds D2 and vanishes on the non-distillable states.
Definition 8.22. (Accurate Entanglement)
Let ρ ∈ B∗(H⊗H) be a bipartite quantum state. The k-way accurate entanglement of
ρ is given by
Ak(ρ) = inf
σ∈Dck
H(ρ||σ) , (8.56)
where Dck = {σ ∈ B∗(H⊗H) | Dk(σ) = 0} denotes the complement of the set Dk.
We know from Cor. 8.8 that the set of non-distillable quantum states Dck is closed,
and hence compact. Since the relative entropy is lower semi-continuous [OP93], the
inﬁmum in Eq. (8.56) is attained [RS80].
The accurate entanglement Ak is a variant of the relative entropy of entanglement
[VPR+97] (in which the inﬁmum in Eq. (8.56) is taken over all separable states instead)
and shares many of its properties, even though the set Dck may not be convex. It is
evident from the deﬁnition that Ak(̺) vanishes iﬀ ̺ ∈ Dck. We will show below that
Ak is asymptotically continuous (which by deﬁnition just means that Eq. (8.60) holds),
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and that A2(̺) ≥ D2(̺) for every quantum state ̺. This will then imply that D2 is
continuous on the boundary of the non-distillable states.
According to Lemma 8.20, the set of non-distillable states Dck is closed under convex
mixtures with separable states. We may thus apply the results of Donald and Horodecki
[DH01] to conclude that Ak is asymptotically continuous:
Lemma 8.23. (Asymptotic Continuity of Accurate Entanglement)
For any pair of quantum states ̺, σ ∈ B∗(H ⊗H) such that ‖̺− σ‖1 ≤ 1/3 we have:
|Ak(̺)−Ak(σ)| ≤ 4 ‖̺− σ‖1 ld d+ 4 ‖̺ − σ‖1 + 2 η(‖̺ − σ‖1) , (8.57)
where d := dimH, and again η(s) := −s ld s for s ∈ (0, 1].
In addition, Ak cannot increase under k-way LOCC operations and is subadditive
on tensor products. Moreover, A2(|Ωd〉〈Ωd|) = ld d. We do not yet know whether
A1(|Ωd〉〈Ωd|) might exceed ld d. We summarize what is known about the accurate
entanglement in the following
Proposition 8.24. (Properties of Accurate Entanglement)
The accurate entanglement Ak, as defined in Def. 8.22 above, has the following prop-
erties:
(i) Ak does not increase under k-way LOCC operations.
(ii) Ak is subadditive on tensor powers,
Ak(̺
⊗n) ≤ nAk(̺) (8.58)
for any state ̺ ∈ B∗(H⊗H).
(iii) Ak is asymptotically continuous.
(iv) A2 is normalized,
A2(|Ωd〉〈Ωd|) = ld d . (8.59)
Proof: Asymptotic continuity follows from Lemma 8.23,
|Ak(̺n)−Ak(σn)|
ld dimHn → 0 for ‖̺n − σn‖1 → 0 (8.60)
for all sequences (̺n)n∈N, (σn)n∈N of quantum states on Hn := H⊗n ⊗H⊗n.
In order to show (i), assume that Λk is a k-way LOCC operation. Since the set Dck is
closed under Λk, and the quantum relative entropy does not increase under quantum
operations (cf. App. A), we see that
Ak(Λ
k(̺)) = inf
σ∈Dc
k
H(Λk(̺) ‖ σ) ≤ H(Λk(̺) ‖ Λk(σ˜)) ≤ H(̺ ‖ σ˜) = Ak(̺) , (8.61)
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where we have chosen σ˜ ∈ Dck as the state that attains the inﬁmum in the deﬁnition of
Ak(̺).
For the subadditivity under tensor powers, note that H(̺⊗n ‖ σ⊗n) = nH(̺ ‖ σ) holds
for all states ̺, σ ∈ B∗(H ⊗ H). Since Dck is closed under tensor product powers, we
immediately see that
Ak(̺
⊗n) = inf
σ∈Dc
k
H(̺⊗n ‖ σ) ≤ H(̺⊗n ‖ σ˜⊗n) = nH(̺ ‖ σ˜) = Ak(̺) , (8.62)
where again we have chosen σ˜ ∈ Dck such that Ak(̺) = H(̺ ‖ σ˜). Eq. (8.62) holds for
every positive integer n ∈ N , which is the desired result.
We will now show the normalization of A2 on maximally entangled states. For any
Hermitian operator X ∈Md and any pure state |ψ〉 ∈ Cd we have
f(〈ψ|X|ψ〉) ≤ 〈ψ|f(X)|ψ〉 (8.63)
for every convex function f . The proof of Eq. (8.63) is straightforward: assume that
X =
∑
i xi |i〉〈i| is the spectral decomposition for the operator X, then pi := |〈ψ|i〉|2
deﬁnes a probability distribution. By convexity of the function f , we thus have
f(〈ψ|X|ψ〉) = f(∑
i
|〈ψ|i〉|2 xi
) ≤∑
i
|〈ψ|i〉|2 f(xi) = 〈ψ|f(X)|ψ〉 , (8.64)
as suggested. Since the function f(s) := −ld s is convex, an application of Eq. (8.63)
immediately shows that
H(|Ωd〉〈Ωd| ‖ σ) = −〈Ωd|ldσ|Ωd〉 ≥ −ld 〈Ωd|σ|Ωd〉 (8.65)
for all quantum states σ ∈ B∗(H ⊗H). If D2(σ) = 0, then Lemma 8.19 implies that
A2(|Ωd〉〈Ωd|) = inf
σ∈Dc
k
H(|Ωd〉〈Ωd| ‖ σ) ≥ ld d . (8.66)
Vedral and Plenio [VP98] have shown that the relative entropy of entanglement coin-
cides with the von Neumann reduced entropy on every pure state, which implies that
there exists a separable state σ which attains the bound in Eq. (8.66). This completes
the proof. 
By the results of Donald et al. [DHR02], the properties established in Prop. 8.24
are suﬃcient to guarantee that A2 upper bounds the 2-way distillable entanglement,
circumventing Hayashi’s hypothesis testing argument:
Corollary 8.25. For every quantum state ̺ ∈ B∗(H⊗H),
D2(̺) ≤ A2(̺) . (8.67)
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Proof: The proof can be found in Sec. VII of [DHR02]; we reproduce it here for
completeness. Let ̺ ∈ B∗(H ⊗ H) be a quantum state and ε > 0. Then by the
deﬁnition of 2-way distillable entanglement, there exist an LOCC protocol (Λ2n)n∈N
and a positive integer N ∈ N such that
|D2(̺)− ld dn
n
| ≤ ε ∀ n ≥ N (8.68)
and limn→∞ ‖|Ωdn〉〈Ωdn |−Λ2n(̺⊗n)‖1 = 0. By the asymptotic continuity of A2, N may
be chosen large enough such that
|A2(|Ωdn〉〈Ωdn |)−A2(Λ2n(̺⊗n))|
n
≤ ε ∀ n ≥ N . (8.69)
Using the subadditivity of A2 on tensor product powers, the monotonicity under LOCC
operations, and the normalization on the maximally entangled vector Ωdn , we have for
all n ≥ N :
A2(̺) ≥ A2(̺
⊗n)
n
≥ A2(Λ
2
n(̺
⊗n))
n
≥ A2(|Ωdn〉〈Ωdn |)
n
− ε = ld dn
n
− ε ≥ D2(̺)− 2 ε .
(8.70)
Since ε > 0 is arbitrary, the Corollary is proved. 
From Lemma 8.23 and Corollary 8.25 we see that D2 is upper bounded by a continuous
function which vanishes on the boundary of the non-distillable states, and is hence
likewise continuous. If ̺, σ ∈ B∗(H⊗H) are quantum states such that D2(σ) = 0 then
D2(̺) ≤ A2(̺) ≤ 4 ‖̺− σ‖1 ld d+ 4 ‖̺− σ‖1 + 2 η(‖̺ − σ‖1) , (8.71)
which proves Prop. 8.21.
8.6 Faithful States
Given a quantum state ̺ ∈ B∗(H⊗H) and γ := (1−ε)̺+εσ as in Sec. 8.4, we conclude
from Prop. 8.10 that
D1(γ) ≤ D1(̺) + ε ld d . (8.72)
For the 2-way distillable entanglement, we can combine Prop. 8.10 with the boundary
results in Prop. 8.17 to give
D2(γ) ≤ D1(̺) + 6 ε ld d+ 2 ε+ η(ε) + η(2ε) . (8.73)
Away from the boundary of the state space, these results may be inverted to give
corresponding upper bounds on the distillable entanglement Dk(̺) in terms of Dk(γ):
For c ∈ (0, 1), we deﬁne
Fc := {ρ ∈ B∗(H⊗H) | ρ ≥ c1} , (8.74)
i. e., the convex set of faithful states containing a fraction of the identity. For faithful
states, the bounds in Eqs. (8.72) and (8.73) can be inverted with the substitution ε 7→ ε
c
.
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Proposition 8.26. Let c ∈ (0, 1). Then for any faithful state ̺ ∈ Fc ⊂ B∗(H⊗H) and
γ = (1 − ε)̺+ εσ for some ε > 0 and σ ∈ B∗(H⊗H) we have,
D1(̺) ≤ D1(γ) + ε
c
ld d and (8.75)
D2(̺) ≤ D1(γ) + 6 ε
c
ld d+ 2
ε
c
+ η
(ε
c
)
+ η
(2ε
c
)
. (8.76)
Proof: Since ̺− c σ ≥ ̺− c1 ≥ 0, σˆ := ̺−c σ1−c ∈ B∗(H⊗H) deﬁnes a quantum state. A
straightforward calculation shows that ̺ can be given the expansion ̺ = (1− ε′)γ+ ε′σˆ
with the mixing parameter
ε′ :=
ε
(
1
c
− 1)
1 + ε
(
1
c
− 1) ≤ εc − ε ≤ εc . (8.77)
The desired result now immediately follows from Prop. 8.10 in conjunction with the
boundary results in Prop. 8.17. 
We can now apply Lemma 8.9 to conclude that both the 1-way and the 2-way distillable
entanglement are asymptotically continuous on the set Fc of faithful states for any ﬁxed
c ∈ (0, 1).
Theorem 8.27. (Continuity on Faithful States)
Let c ∈ (0, 1). Then for any pair of faithful quantum states ̺, τ ∈ Fc ⊂ B∗(H⊗H) with
‖̺− τ‖1 ≤ ε we have
|D1(̺)−D1(τ)| ≤ 2 ε
c
ld d and (8.78)
|D2(̺)−D2(τ)| ≤ 12 ε
c
ld d+ 4
ε
c
+ 2 η
(ε
c
)
+ 2 η
(2ε
c
)
, (8.79)
where d := dimH.
This is the main result of this Chapter. We do not yet know how to do without
faithfulness, though we conjecture that similar bounds apply globally.
8.7 Quantum Channel Capacity
Quantum channel capacity has been shown to be lower semi-continuous in [KW02].
Using the duality of states and quantum channels and the results on conclusive telepor-
tation, we can prove that the quantum channel capacity Q2 assisted by 2-way classical
communication is continuous on the boundary of the quantum channels with vanishing
capacity, with explicit bounds:
Proposition 8.28. Let T, S:B(H) → B(K) be a pair of quantum channels such that
‖T − S‖cb ≤ ε and Q2(S) = 0. We then have
Q2(T ) ≤ d2H
(
4 ε ld dK + 4 ε+ 2 η(ε)
)
, (8.80)
where dH := dimH, dK := dimK, and η(s) := −s ld s for s ∈ (0, 1].
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The proof of Prop. 8.28 relies on the duality of channel capacity and distillable entan-
glement: Given a quantum channel T :B(H)→ B(K), we deﬁne the bipartite state
̺T := (T∗ ⊗ id )|ΩK〉〈ΩK| , (8.81)
where |ΩK〉 is a maximally entangled state on K ⊗ K. If Alice and Bob want to send
information through the quantum channel T undistorted, a possible strategy [BDS+96]
for them is to create the state ̺T by applying the channel T∗ to half of a maximally
entangled state, distill the state ̺T using a k-way LOCC protocol, and then use the
resulting ebit pairs and classical forward communication to teleport information from
Alice to Bob. Hence, the k-way capacity of the channel T is no smaller than the k-way
distillable entanglement of the quantum state ̺T , Qk(T ) ≥ Dk(̺T ). Since the quantum
channel capacity is unaﬀected by classical forward communication alone (cf. 5.4.2), we
have Q(T ) ≥ D1(̺T ).
Conversely, using a bipartite quantum state ̺ as a resource in the standard teleportation
protocol implements a quantum channel T̺. A possible way [BDS
+96] for Alice and
Bob to distill the state ̺ is then to implement the quantum channel T̺, so that Alice
can send maximally entangled states to Bob. Hence, Dk(̺) ≥ Qk(T̺).
In general, this does not yield a one-to-one relation between distillable entanglement
and quantum capacity, for there are states such that ̺T̺ 6= ̺ [BDS+96]. However, for
isotropic states equivalence does hold, and the corresponding channels T̺ are partially
depolarizing [HHH99].
In the general case, so-called conclusive teleportation [BHM04] allows to implement the
channel T at least probabilistically, resulting in the following
Lemma 8.29. For any quantum channel T :B(H)→ B(K) we have
Qk(T )
d2H
≤ Dk(̺T ) ≤ Qk(T ) . (8.82)
A proof of Lemma 8.29, along the lines sketched above, can be found in [HN05].
If Qk(T ) ≈ 0, the bound in Eq. (8.82) becomes sharp. The proof of Prop. 8.28 is then
straightforward: Assuming Q2(S) = 0, we conclude from Eq. (8.82) that D2(̺S) = 0.
Moreover,
‖̺T − ̺S‖1 = ‖
(
(T∗ − S∗)⊗ id
)|ΩK〉〈ΩK|‖1 ≤ ‖T − S‖cb ≤ ε . (8.83)
The proof now follows from combining the left half of Eq. (8.82) with Eq. (8.55).
8.8 Summary and Outlook
In this Chapter we have investigated the continuity of distillable entanglement and
we have shown uniform norm bounds for faithful states (cf. Th. 8.27). Since we also
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know from Prop. 8.5 that both the 1-way and the 2-way distillable entanglement are
continuous near pure states, the only states for which continuity bounds are presently
missing are the non-pure states on the boundary of the state space. Given such a state
̺, it would be enough to ﬁnd an upper bound on Dk(̺) in terms of Dk(γ) for the
convex mixture γ := (1 − ε)̺ + 1
d2
1 and (small) ε > 0. A corresponding lower bound,
Dk(γ) ≤ Dk(̺), is immediate from Lemma 8.20, since 1d21 is separable. Because such
a γ is faithful, the general result would then immediately follow from Th. 8.27, in
conjunction with the triangle inequality.
The lower semi-continuity of the distillable entanglement, as discussed in Sec. 8.3, does
yield such an upper bound on Dk(̺) in terms of Dk(γ), but these bounds are in general
dependent on the quantum state ̺ under consideration, and hence do not go together
well with Lemma 8.9, which requires uniform bounds.
Our uniform norm bounds suggest that distillable entanglement can be given an unam-
biguous operational interpretation. However, for the working physicist it is probably
not enough to know that two states ̺ and σ that are almost indistinguishable contain
similar amounts of distillable entanglement. He would also want to be ascertained that
there exists a distillation protocol that attains the maximal rate and works well for both
̺ and σ. Such universal distillation protocols have been found for pure states [MH05],
in a slightly diﬀerent scenario. Despite its considerable practical and operational rele-
vance, the general case remains very much open.
These questions all apply to quantum channel capacities as well. In Sec. 8.7 we have
derived continuity bounds for the quantum capacity Q2 assisted by 2-way classical side
channels — yet only in the neighborhood of channels with vanishing capacity. It seems
highly desirable to extend these continuity bounds both to general channels away from
the boundary, and to the other classical and quantum channel capacities discussed in
Ch. 5. We know from Sec. 5.5.2 that the entanglement-assisted capacities CE = 2QE
can be expressed in terms of a single-letter entropic quantity, and hence continuity
immediately follows from Fannes’ inequality (cf. Prop. A.6). But little is known so
far about the continuity properties of all the other channel capacities, leaving plenty of
room for future research.
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Appendix A
Entropic Information Measures
and Their Basic Properties
Due to the equipartition of eigenvalues, entropic quantities play a major role as in-
formation measures in asymptotic information theory, both classical and quantum (cf.
Sec. 7.1 for further details). For easy reference, in this Section we collect some of the
quantities that have particularly wide currency, and list some of their basic properties.
All these results are well-known in the quantum information community and may be
found in the standard textbooks on the subject [NC00, Hay06b]. Most of the theory ap-
plies to inﬁnite-dimensional Hilbert spaces as well, but our presentation will be limited
to the ﬁnite-dimensional setup.
A.1 Relative Entropy
A convenient starting point for this Appendix is the quantum relative entropy, from
which all other important information measures (both classical and quantum) can be
derived. For two positive operators X,Y ∈ B(H) (not necessarily trace-normalized) on
some ﬁnite-dimensional Hilbert space H we deﬁne the relative entropy H(X ‖ Y ) of X
to Y as
H(X ‖ Y ) :=
{
tr X(ldX − ldY ) : supp(X) ⊂ supp(Y ) ,
∞ : else. (A.1)
Though not a metric in the mathematical sense (both symmetry and the triangle in-
equality will in general fail to hold), we will see below that the relative entropy does
have some distance-like properties, which make it a convenient entropic measure of
the closeness of two quantum states. It provides an upper bound on the trace norm
distance:
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Proposition A.1. (Trace Norm Bound)
For any two positive operators X,Y ∈ B(H) we have
H(X ‖ Y ) ≥ ld e
2
‖X − Y ‖21 + ld (e) (tr Y − tr X) . (A.2)
In particular, Prop. A.1 implies that for any two quantum states ̺, σ ∈ B∗(H)
H(̺ ‖ σ) ≥ ld e
2
‖̺− σ‖21 ≥ 0 , (A.3)
with equality iﬀ ̺ = σ, a result sometimes known as Klein’s inequality [Kle31]. Lindblad
[Lin75] and Uhlmann [Uhl77] were the ﬁrst to show that the relative entropy cannot
increase under quantum operations:
Proposition A.2. (Monotonicity of the Relative Entropy)
For any quantum channel T :B(K)→ B(H) and any two positive operators X,Y ∈ B(H)
we have
H(T∗(X) ‖ T∗(Y )) ≤ H(X ‖ Y ) . (A.4)
A.2 Entropy and Related Information Measures
The von Neumann entropy of a quantum state ̺ ∈ B∗(H) (cf. Sec. 2.8) is recovered
from the quantum relative entropy simply by choosing Y = 1 as reference in Eq. (A.1):
H(̺) = −H(̺ ‖ 1) = −tr ̺ ld ̺. Setting σ := trB ̺ ⊗ trA ̺ for some bipartite quan-
tum state ̺ ∈ B∗(HA ⊗ HB), an application of Klein’s inequality shows that the von
Neumann entropy is subadditive and satisﬁes a triangle inequality,
|H(trA̺)−H(trB̺)| ≤ H(̺) ≤ H(trA̺) +H(trB̺) . (A.5)
The equality condition in Klein’s inequality implies that equality holds on the RHS of
Eq. (A.5) iﬀ ̺ is a product state, ̺ = trB ̺ ⊗ trA ̺. A direct calculation leads to the
so-called joint entropy theorem for classical-quantum states:
Proposition A.3. (Joint Entropy Theorem)
Suppose {pi, ̺i}Ii=1 is a quantum ensemble with a classical probability distribution {pi}Ii=1
and quantum states ̺i ∈ B∗(H). Introducing an orthonormal basis {|i〉}Ii=1 for the
quantum system CI , we have
H
( I∑
i=1
pi |i〉〈i| ⊗ ̺i
)
=
I∑
i=1
piH(̺i) +H({pi}) , (A.6)
where H({pi}) denotes the Shannon entropy of the classical distribution {pi}Ii=1, as in
Eq. (2.53).
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The subadditivity inequality and the joint entropy theorem can be applied to show that
the von Neumann entropy is concave, yet not too much:
Proposition A.4. (Concavity of the Entropy)
For any ensemble {pi, ̺i}Ii=1 with a classical probability distribution {pi}Ii=1 and quan-
tum states ̺i ∈ B∗(H) we have
I∑
i=1
piH(̺i) ≤ H(̺) ≤
I∑
i=1
piH(̺i) +H({pi}) , (A.7)
where ̺ :=
∑I
i=1 pi ̺i denotes the averaged state, and H({pi}) is again the Shannon
entropy of the distribution {pi}Ii=1.
The mutual information H(A : B) of a bipartite system in the state ̺ ∈ B∗(HA⊗HB)
with local restrictions ̺A := trB ̺ and ̺
B := trA ̺ is given by
H(A : B) ≡ H(̺A : ̺B) := H(̺ ‖ ̺A ⊗ ̺B) = H(̺A) +H(̺B)−H(̺) , (A.8)
which is always non-negative due to the subadditivity of the von Neumann entropy. For
classical-quantum states of the form ̺ =
∑
i pi |i〉〈i| ⊗ ̺i for an ensemble of quantum
states ̺i ∈ B∗(HB), we immediately conclude from Prop. A.3 that
H(̺A : ̺B) = H
( I∑
i=1
pi ̺i
)
−
I∑
i=1
piH(̺i) =: χ
({pi, ̺i}) , (A.9)
the so-called Holevo bound [Hol73] of the quantum ensemble {pi, ̺i}. If the quantum
ensemble {pi, T∗(̺i)} arises from sending the ensemble {pi, ̺i} through the quantum
channel T∗, we usually write χ(T∗, {pi, ̺i}) := χ({pi, T∗(̺i)}) — a quantity that plays an
eminent role as the asymptotic rate function for the transmission of classical information
through quantum channels (cf. Sec 5.5.1).
For quantum information transfer, the corresponding rate function is the coherent in-
formation, deﬁned in terms of the conditional entropy H(A|B) of the bipartite state
̺ ∈ B∗(HA ⊗HB),
H(A|B) ≡ H(̺A|̺B) := −H(̺ ‖ 1⊗ ̺B) = H(̺)−H(̺B) = H(̺A)−H(A : B) .
(A.10)
Given a quantum channel T∗:B∗(HA′) → B∗(HB) with input state ̺ ∈ B∗(HA′), the
coherent information Ic(T∗, ̺) is now deﬁned [SN96, Llo97] as
Ic(T∗, ̺) := H(T∗(̺)) −H(T∗ ⊗ id |ψ̺〉〈ψ̺|) = H(B)−H(AB) = −H(A|B) , (A.11)
where |ψ̺〉 ∈ HA′ ⊗HA denotes a puriﬁcation of the quantum state ̺ (cf. Sec. 2.6).
Since both the Holevo bound and the coherent information may be expressed in terms
of the quantum relative entropy, we can apply Prop. A.2 to conclude that neither
increases under quantum operations:
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Proposition A.5. (Data Processing Inequalities)
Let T∗:B∗(HA) → B∗(HB) and S∗:B∗(HB) → B∗(HC) be quantum channels. For any
quantum state ̺ ∈ B∗(HA) we then have
Ic(S∗ ◦ T∗, ̺) ≤ Ic(T∗, ̺) ≤ H(̺) . (A.12)
Correspondingly, for any ensemble {pi, ̺i} with quantum states ̺i ∈ B∗(HA) we have
χ
(
S∗ ◦ T∗, {pi, ̺i}
) ≤ χ(T∗, {pi, ̺i}) ≤ χ({pi, ̺i}) . (A.13)
A.3 Continuity Properties
M. Fannes [Fan73] has shown that the von Neumann entropy is continuous in trace
norm topology:
Proposition A.6. (Fannes’ Inequality)
For any two quantum states ̺, σ ∈ B∗(H) such that ‖̺− σ‖1 ≤ 1/e we have
|H(̺)−H(σ)| ≤ ‖̺− σ‖1 ld d+ η(‖̺ − σ‖1) , (A.14)
where η(s) := −s ld s for s > 0, and d := dimH. Removing the restriction on the trace
norm distance, we can derive the weaker bound
|H(̺)−H(σ)| ≤ ‖̺− σ‖1 ld d+ 1
e ln 2
. (A.15)
Koenraad Audenaert has recently improved on these results with a continuity bound
that can be saturated [Aud06]. However, the functional dependence on the trace norm
distance and the dimension of the underlying Hilbert space is very similar to Fannes’
inequality, so for most practical purposes these two bounds can be applied interchange-
ably. The continuity of the conditional information H(̺A|̺B) := H(̺) − H(̺B) can
be derived from Fannes’ or Audenaert’s inequlity. However, a stronger bound by Alicki
and Fannes [AF04] avoids the dependence on the dimension of the Hilbert space HB.
Proposition A.7. (Continuity of Quantum Conditional Information)
Let ̺, σ ∈ B∗(HA ⊗ HB) be bipartite quantum states with restrictions ̺B := trA̺ and
σB := trAσ, and correspondingly for ̺
A, σA ∈ B∗(HA). We then have the following
continuity bound:
|H(̺A|̺B)−H(σA|σB)| ≤ 4 ‖̺−σ‖1 ld dA+2 η(‖̺−σ‖1)+2 η(1−‖̺−σ‖1) , (A.16)
where dA := dimHA, and η(s) := −s ld s for s ∈ (0, 1].
Since η(s) ≤ 12 for all s ≤ 14 as well as for all s ≥ 34 , the bound in Eq. (A.16) may be
simpliﬁed to give
|H(̺A|̺B)−H(σA|σB)| ≤ 4 ‖̺− σ‖1 ld dA + 2 , (A.17)
provided that ‖̺− σ‖1 ≤ 14 .
Appendix B
Direct Sums and
Quantum-Classical Hybrids
In this Section we will give a brief account of direct sums of observable algebras, and
their role for the description of algebraically encoded classical information. While this
framework applies quite generally whenever quantum and classical information need to
be treated in a concerted fashion, our presentation in this Section is mostly tailored
towards quantum bit commitment protocols.
The general description of bit commitment protocols includes a full treatment of the
classical and quantum information ﬂow. As explained in Sec. 4.2.2, the nodes of the
communication tree correspond to the classical information accumulated in the course
of the protocol. Direct sums are a convenient way to encode this information in the
observable algebras: For a ﬁnite collection of observable algebras {Ax}x∈X , the direct
sum algebra
X⊕
x=1
Ax :=
{ X⊕
x=1
Ax | Ax ∈ Ax
}
(B.1)
represents the physical situation in which the system under consideration is described
by an observable algebra Ax if the classical information x ∈ X has been accumulated.
Sums and products as well as adjoints in this algebra are deﬁned component-wise, i. e.,⊕
x
Ax +
⊕
x
Bx :=
⊕
x
(
Ax +Bx
)
(B.2)⊕
x
Ax ·
⊕
x
Bx :=
⊕
x
(
Ax ·Bx
)
(B.3)
α ·
⊕
x
Ax :=
⊕
x
(
α · Ax
)
(B.4)
(⊕
x
Ax
)∗
:=
⊕
x
A∗x (B.5)
for all operators Ax, Bx ∈ Ax, and coeﬃcients α ∈ C. It is straightforward to verify
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that with these deﬁnitions ⊕xAx is indeed an algebra with identity 1 = ⊕x1x, where
for each x ∈ X 1x denotes the identity in Ax. The norm on ⊕xAx is given by
‖
⊕
x
Ax‖∞ := max
x∈X
‖Ax‖∞ . (B.6)
If Ax = B(Hx) for a collection of Hilbert spaces {Hx}Xx=1, then ⊕xB(Hx) ⊂ B
(⊕xHx).
The physical states on such a system are of the form ⊕xpx̺x, where ̺x ∈ B∗(Hx) are
states on the component algebras and {px}Xx=1 is a classical probability distribution.
As explained in Sec. 4.2.2, in our formulation of bit commitment protocols the compo-
nent algebras Ax will usually be tensor products of observable algebras in Alice’s and
Bob’s lab, respectively: Ax = Ax(a) ⊗ Bx(b), depending on the respective strategies
a and b. The local algebras Ax(a) and Bx(b) could be full matrix algebras, or could
themselves be direct sums, representing local classical information available to Alice
or Bob exclusively. The strategic operations that are performed by Alice and Bob are
described by channels acting on these direct sum algebras. In the Heisenberg picture,
these channels are completely positive unital maps T : A → B(H) with A = ⊕xAx.
Their interpretation is easily seen from Stinespring’s representation (Th. 2.6 in Sec. 2.5):
there exists a Hilbert space K, an isometry V :H → K as well as a representation π
of A such that T (A) = V ∗π(A)V holds. For each x ∈ X, the identity operator of the
direct summand Ax is a projection Px in A that commutes with all operators in A.
These projections generate an Abelian subalgebra C(A) called the center of A. Since
π is a *-representation and therefore respects the product of operators, π(Px) projects
onto the subspace π(Px)K =: Kx, which is invariant under the action of all represented
operators π(A). Hence, we obtain for every x a representation of A on Kx according
to
πx(A) := π(Px)π(A)π(Px) = π(A)π(Px) . (B.7)
Since each direct summand Ax = B(Hx) is a full matrix algebra, the Hilbert spaces Kx
can be chosen to be of the form Kx = Hx ⊗Mx with appropriate multiplicity spaces
Mx. The representation πx is then given by πx(⊕xAx) = Ax ⊗ 1Mx . In terms of the
representations πx, the action of the channel T on an operator A can be written as
T (A) =
∑
x∈X
V ∗πx(A)V . (B.8)
How is this kind of representation interpreted in operational terms? Let us ﬁrst focus on
measurement operations in the Heisenberg picture. We know from Sec. 2.1.5 that such
a measurement operation is described by a positive operator valued measure (POVM),
i.e., a collection
{Mx ∈ B(K) | 0 ≤Mx ≤ 1,
∑
xMx = 1} . (B.9)
The setX is interpreted as the set of possible measurement outcomes. In the Heisenberg
picture, this corresponds to a completely positive normalized map M from the Abelian
193
algebra ⊕xC = CX into B(K): the operator f ∈ CX is mapped to M(f) =
∑
xMx fx.
Hence, measurement operations are a special class of channels on direct sum algebras,
where each summand is chosen to be one-dimensional, Ax = C. Thus, if we restrict the
channel T to the center C(A), which is isomorphic to CX , then we obtain a measurement
operation whose corresponding POVM is given by the operators {V ∗π(Px)V |x ∈ X}.
To verify this, we evaluate T on a central element C ∈ C(A),
T (C) = T
(∑
x
CxPx
)
=
∑
x
V ∗ π(Px)V Cx , (B.10)
where central elements C are expressed as linear combinations of the projections Px,
i.e., C =
∑
xCxPx with Cx ∈ C. This justiﬁes the following interpretation: the
quantum system under investigation is described by the observable algebra Ax if the
measurement results in the outcome x ∈ X. In other words, the direct sum operation
can be seen as a “logical XOR” composition of quantum systems — in contrast to the
tensor product, which corresponds to the “logical AND”.
Coming back to the bit commitment protocol, the nodes of the communication tree then
in fact have a natural interpretation as outcomes of a measurement process returning
a history of communicated decisions, which are given by the unique path in the tree
starting at its root and ending at x ∈ X.
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Appendix C
Quasi-Local Algebras
This Section contains the necessary background on the description of quantum spin
chains in terms of quasi-local algebras, insofar as it is essential to the understanding of
the structure theorem for quantum memory channels in Sec. 6.3. We refer to the texts
of Bratteli and Robinson [BR87], and Ruelle [Rue99] for a more complete discussion of
quasi-local algebras and their properties.
Quasi-local algebras are adapted to the description of inﬁnitely extended quantum
lattice systems. The framework discussed in this Section works for any lattice structure
in any spatial dimension. In fact, it does not even require translational invariance and
can be formulated for possibly diﬀerent quantum (or classical) systems localized on the
nodes of a ﬁnite or inﬁnite graph. However, our interest is in the input and output
signals of a causal automaton, as discussed in Sec. 6.3, and we may thus restrict our
attention to the simple case in which the lattice consists of a one-dimensional spin chain
labelled by integers z ∈ Z. To each site z ∈ Z we assign an isomorphic copy Az of the
observable algebra A, which in our case is a ﬁnite-dimensional C∗-algebra B(HA) or
B(HB) of Alice’s input and Bob’s output system, respectively. When Λ ⊂ Z is a ﬁnite
subset, we denote by AΛ :=
⊗
z∈ΛAz the algebra of observables belonging to all sites
in Λ. Whenever Λ1 ⊂ Λ2, tensoring with the identity operator 1A on Λ2 \Λ1 will make
AΛ1 a sub-algebra of AΛ2. In the same way the product A1 ·A2 of operators Ai ∈ AΛi
becomes a well-deﬁned element of AΛ1∪Λ2. Since tensoring with the identity 1A does
not change the norm, this construction yields a normed algebra of local observables. Its
norm-completion is called quasi-local algebra, and will be denoted by
AZ :=
⋃
Λ⊂Z
AΛ . (C.1)
Similarly, for inﬁnite subsystems Λ ⊂ Z we deﬁne AΛ as the closure of the union of
all AΛ′ for ﬁnite Λ′ ⊂ Λ. In particular, by A− := A(−∞,0] and A+ := A[1,∞) we will
denote the left and right half chain, respectively.
The algebra AΛ is interpreted as the algebra of physical observables for a subsystem
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localized in the region Λ ⊂ Z. The quasi-local algebra is the extended algebra of
observables on the inﬁnite spin chain Z.
As explained in Sec. 2.1.2, a state ω on the spin chain is a positive and normalized
linear functional on AZ. Equivalently, a state ω is given by a family {ωΛ}Λ⊂Z of
density operators on AΛ for ﬁnite Λ ⊂ Z such that ω(A) = tr(ωΛA) for A ∈ AΛ. The
local density matrices have to satisfy the consistency condition that trΛ2\Λ1ωΛ2 = ωΛ1
whenever Λ1 ⊂ Λ2. This equivalence reﬂects the fact that the state of the entire spin
chain is assumed to be determined by the expectation values of all observables on ﬁnite
subsystems Λ ⊂ Z.
On the spin chain we can introduce a shift operator σ by setting
σ:AΛ → AΛ+1 A ≃ A⊗ 1A 7→ σ(A) := 1A ⊗A ≃ A , (C.2)
where we have used the notation Λ + 1 := {z + 1 | z ∈ Λ}. The canonical extension of
σ onto the quasi-local algebra AZ is a ∗-automorphism on AZ, and the integer powers
{σz}z∈Z represent an action of the translation group Z by automorphisms on AZ.
A state ω ∈ A∗ on the spin chain is called translational invariant iﬀ
ω(σzA) = ω(A) (C.3)
for all z ∈ Z and A ∈ A. The analysis of the translational invariant states leads to a
noncommutative analogue of ergodic theory, which has its roots in classical statistical
mechanics. Ergodic states are those which are extremal among the translational in-
variant states. The corresponding decomposition is naturally referred to as the ergodic
decomposition of a state ω ∈ A∗. Ergodic states have very nice properties and can in
some sense be seen as a generalization of product states. In particular, Bjelakovic´ et al.
have recently been able to show that Schumacher’s theorem [Sch95] on the asymptotic
equipartition of eigenvalues can be extended from an i.i.d. sequence of quantum prod-
uct states to ergodic states [BKS+04, BKS+03], establishing a quantum version of the
Shannon-McMillan-Breiman theorem. As explained in more detail in Ch.7, asymptotic
equipartition plays a central role for source compression as well as for classical and
quantum channel coding.
Appendix D
List of Symbols
We list a number of symbols and abbreviations that appear frequently throughout the
thesis, explain their meaning, and if necessary refer to the section where they are ﬁrst
introduced.
iﬀ To be read: if and only if.
RHS, LHS To be read: right hand side, left hand side.
:= Deﬁnes the object on the LHS.
≡ Identiﬁes two objects.
≃ Denotes an isomorphism or unitary equivalence.
ld (·) Shorthand for log2 (·), the base two logarithm.
δxy Dirac’s delta function: δxy =
{
1 : x = y
0 : x 6= y
 Denotes the end of a proof.
N Denotes the end of a part of a proof.
|X | Cardinality of the set X .
N Set of positive integers 1, 2, 3, ...
R Set of real numbers.
C Set of complex numbers.
C
d Vector space of d-tupels over C.
sign x Signum of x ∈ R : signx =
{
1 : x ≥ 0
−1 : x < 0
⌊x⌋ Floor of x ∈ R : largest integer no larger than x.
⌈x⌉ Ceiling of x ∈ R : smallest integer no smaller than x.
z Complex conjugate of z ∈ C.
|z| Modulus of z ∈ C.
Re(z), Im(z) Real and imaginary part of z ∈ C.
lim, lim Limes superior, limes inferior.
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A, B, ... Observable algebras, cf. Sec. 2.1.1.
A′, B′, ... Commutant of algebras A,B, ..., cf. Sec. 2.1.1.
A⊗ B Tensor product algebra of algebras A and B, cf. Sec. 2.2.
A∗, B∗, ... Dual spaces of A,B, ..., cf. Sec. 2.1.2.
A, B, ... Elements of some algebra A.
A∗, B∗, ... Adjoints of A,B, ... ∈ A, cf. Sec. 2.1.1.
Md, M∗d Algebra of complex-valued (d × d) matrices, and corresponding
dual, cf. Sec. 2.1.1.
CX , C∗X Algebra of complex-valued functions on some ﬁnite set X , and
corresponding dual, cf. Sec. 2.1.1.
Cd, C∗d As above, with X = {1, 2, ..., d}.
S(A) States on the observable algebra A, cf. Sec. 2.1.2.
̺, σ, τ, ... Elements of S(A).
E(A) Eﬀects on the observable algebra A, cf. Sec. 2.1.2.
H, K, ... Hilbert spaces.
dimH Dimension of Hilbert space H.
|·〉, 〈·| Conventional notation for elements of a Hilbert space and its dual
in Dirac’s ket-bra notation.
〈ψ|ϕ〉, |ψ〉〈ϕ| Hilbert space inner and outer product, ψ, ϕ ∈ H.
B(H), B∗(H) Algebra of bounded linear operators on the Hilbert space H, and
corresponding dual, cf. Sec. 2.1.3.
B∗(H) Predual of normal functionals, to be identiﬁed with the trace class
operators on the Hilbert space H, cf. Sec. 2.1.3.
1A Unit element of algebra A, cf. Sec. 2.1.1.
1d As above, with A =Md or A = Cd.
1H Shorthand for 1B(H).
tr ̺ Trace of the operator ̺ ∈ B(H).
trA ̺ Partial trace of the operator ̺ ∈ B(HA⊗HB) with respect to the
ﬁrst system, cf. Sec. 2.2.
‖A‖∞ Operator norm of A ∈ A, cf. Sec. 2.1.1.
‖A‖1 Trace norm of A ∈ B(H), cf. Sec. 2.7.2.
f(̺, σ) Fidelity of two quantum states ̺, σ ∈ B∗(H), cf. Sec. 2.7.2.
T, S, R, ... Quantum channels in the Heisenberg picture, i. e., completely pos-
itive unital linear maps between observable algebras, cf. Sec. 2.4.
T∗, S∗, R∗, ... Quantum channels in the Schro¨dinger picture, i. e., completely
positive trace-preserving linear maps between dual spaces of alge-
bras, cf. Sec. 2.4.
idA , idA∗ Ideal channel on A or A∗, cf. Sec. 2.4.
id d Same as above, for A =Md.
‖T ‖∞ Operator norm of the channel T , cf. Sec. 2.7.1.
‖T ‖cb Cb-norm of the channel T , cf. Sec. 2.7.1.
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F (T ) Average ﬁdelity of the quantum channel T , cf. Sec. 2.7.1.
Fc(T ) Channel ﬁdelity of the quantum channel T , cf. Sec. 2.7.1.
Fmin(T ) Minimum ﬁdelity of the quantum channel T , cf. Sec. 5.2.2.
Fe(̺, T ) Entanglement ﬁdelity of the state ̺ w.r.t. the channel T , cf.
Sec. 5.2.2.
Q(T, S) Capacity of the channel T w.r.t. the channel S, cf. Sec. 5.2.
Q(T ) Shorthand for Q(T, id 2), the capacity of the channel T w.r.t. the
ideal qubit channel id 2, cf. Sec. 5.2.
C(T ) Capacity of the channel T for classical information transfer,
cf. Sec. 5.4.1.
Cp(T ) Capacity of the channel T for private classical information trans-
fer, cf. Sec. 5.5.4.
QE(T ) Entanglement-assisted quantum capacity of the channel T ,
cf. Sec. 5.4.2.
CE(T ) Entanglement-assisted classical capacity of the channel T ,
cf. Sec. 5.4.2.
Dk(̺) Distillable entanglement of the bipartite quantum state ̺ by
means of k-way LOCC operations, cf. Sec. 8.1.
H(̺) Von Neumann entropy of the quantum state ̺, cf. Sec. 2.8.
H
({pi}i) Shannon entropy of the classical probability distribution {pi}i,
cf. Sec. 2.8.
H(X ‖ Y ) Relative entropy of the positive operator X w.r.t. the positive
operator Y , cf. App. A.
H(A : B) Quantum mutual information, cf. App. A.
H(A|B) Quantum conditional information, cf. App. A.
{pi, ̺i} Quantum ensemble, consisting of a classical probability distribu-
tion {pi}i and a corresponding collection of quantum states {̺i}i.
χ
(
T∗, {pi, ̺i}
)
Holevo bound of the quantum channel T w.r.t. the ensemble
{pi, ̺i}, cf. App. A.
Ic(T∗, ̺) Coherent information of the quantum channel T w.r.t. the input
state ̺, cf. App. A.
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