In conventional binaural rendering a pair of head-related impulse responses (HRIR), measured from source direction to left and right ears, is convolved with a source signal to create the impression of a virtual 3D sound source when played on headphones. It is well known that using HRIRs measured in a real room, which includes a natural reverberant decay, increases the externalization and realism of the simulation. However, the HRIR filter length in even a small room can be many thousands of taps leading to computational complexity issues in real world implementations. We propose a new method, partitioned truncated singular value decomposition (PTSVD) filtering, for approximating the convolution by partitioning the HRIR filters in time, performing a singular value decomposition on the matrix of filter partitions, and choosing the M singular-vectors corresponding to the M largest singular values to reconstruct the HRIR filters. We will show how this can be implemented in an efficient filter-bank type structure with M tapped delay lines for real-time application. We also show how improvements to the method, such as modeling the direct path HRIR separately can lead to improved rendering at minimal computational load. 
INTRODUCTION
The acoustic information of a sound source's location in three-dimensional space can be simulated over headphones through the use of the left and right binaural head-related impulse responses (HRIR). These HRIRs correspond to the impulse responses from the source to the subject's left and right ears as measured in an anechoic setting. To realistically recreate the sound of a specific room or increase the amount of externalization of a source, the binaural room impulse responses (BRIR) are used. These responses are typically in the range of 10000 to 100000 taps long at 48 kHz sampling rate for medium sized rooms and thus are complex to implement in real-time DSP systems.
Many methods have been proposed to reduce the complexity of the convolution operation, the most notable being the overlap-save and overlap-add methods with variable block size. These methods reduce complexity by partitioning the input data and filter into small blocks and use the FFT to perform the convolution in the frequency domain [1, 2, 3] . Yet other methods focus on perceptual metrics to reduce complexity [4] . In this work we show how a method developed for approximating the convolution, the PTSVD, can be used to implement binaural filters efficiently.
BACKGROUND
] be an impulse response of length L. We can construct a N × P matrix H by partitioning h into P partitions of length N = L/P (and zero padding h if necessary so that it is of length P × N). H can then be factored using the singular value decomposition (SVD) [5] as
where (·) H is the conjugate transpose, U and V are the N × N and P × P singular vectors, and S is a N × P matrix containing the singular values along its main diagonal in descending order.
We can create a M th order approximate filter, H M , by using only the M largest singular values in its reconstruction as
. . .
The structure of the PTSVD filter.
Atkins et al. . . . [6, 7] for creating linear phase bandpass and lowpass FIR filters that approximate a prototype filter response.
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The P columns of H M are the time-partitioned version of the filter, each delayed N samples from the last, thus we can write a filter implementation of H as
where x(n) is the vector of the last N samples of x at time step n. Figure 1 shows this filter structure, which resembles a filter-bank analysis section with M length N filters each followed by a tapped delay line of length P. The representation can be further optimized by modeling the input and output filters using an IIR approximation [8, 9, 10] . This not only reduces multiply-add instructions, but also reduces memory storage significantly since the M length L delay lines do not need to be stored due to its recursive IIR structure.
BINAURAL APPLICATION
The PTSVD filter proposed in the previous section can be made even more efficient when used in a binaural processing application where a single channel goes into the processing structure (the signal from a specific source direction) and a pair of left and right signals exits. In this case we can share the input, u m , filters and create separate output filters, v m , for the left and right channels.
This is easily done by cascading the left and right impulse responses, h l and h r , such that
]. Then, after performing the SVD and truncation in Equations 1 and 2, the approximate filters will be in the matrix H M as 
The filtered outputs for the binaural left and right channels can then be expressed as
This filter is shown in Figure 2 . Table 1 shows the complexity, memory usage, and system latency for the proposed binaural method, partitioned convolution using overlap-add, FIR based convolution, and a FFT based convolution. We assume that the overlap-add structure uses a single FFT for the input and one IFFT for each output to minimize complexity. In the IIR version of the PTSVD method the output filters are modeled as Q v and Q u order filters.
SIMULATIONS
A room with an impulse response of 200 ms (RT60) was measured with a KEMAR using 0.5 in microphones at the entrance to the simulated ear canals. Figure 3 shows the spectrogram of the filter along with the approximate PTSVD filter using N=32 and M=3. The PTSVD version shows a speedup of approximately 1.3x when using FIR filters with no system latency (partitioned convolution has 32 sample latency). Using the same N and M and a Q u and Q v of 25th order, we can approximate the u and v filters with IIR topologies. The IIR approximation is shown in Figure 4 and has a speedup of 3.8x over the partitioned convolution.
These figures are indicative of the performance of the binaural PTSVD FIR and IIR variants, but better results can be found by searching the space of N, M, Q u , and Q v for a filter that minimizes a given error function (such as 2 -norm).
CONCLUSIONS
The binaural PTSVD presented in this paper allows designers of binaural processing systems (e.g. for gaming, training, or multimedia applications) an additional level of DSP flexibility to deal with complexity issues that arise in real-time systems. We've shown how this method can scale from an exact convolution to a low-complexity approximation of the convolution via choice of rank, M, and partition size, N. Modeling the PTSVD filters using IIR filters both reduces the system latency, complexity, and memory usage significantly. In a future work we will show the results of listening tests comparing the original and approximate filters along with an optimization method using a genetic algorithm to find the best choose of N, M, Q u , and Q v for a given application.
