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Cap´ıtulo 1
Introduc¸a˜o
Acima de tudo, precisamos preservar a absoluta
imprevisibilidade e a total improbabilidade de nos-
sas mentes conectadas. Desta forma podemos
manter abertas todas as opc¸o˜es, como no passado.
— Lewis Thomas
A presente dissertac¸a˜o descreve o trabalho desenvolvido na po´s-graduac¸a˜o em Enge-
nharia Ele´trica especificamente na a´rea de Inteligeˆncia Artificial – Aprendizado de Ma´quinas
– entre os anos de 2006 a 2008, servindo como base para obtenc¸a˜o do grau de mestre na
Universidade Federal de Santa Catarina. O trabalho esteve inserido dentro do contexto da
competic¸a˜o promovida pela empresa Netflix, maior locadora de filmes pela internet do mundo,
tendo como objetivo o desenvolvimento de um sistema de recomendac¸a˜o de filmes baseado
em Filtragem Colaborativa.
Sistemas de Recomendac¸a˜o formam uma a´rea de estudo recente, que possui suas ra´ızes
em pesquisas das cieˆncias cognitivas, recuperac¸a˜o da informac¸a˜o e teoria da aproximac¸a˜o. Sis-
temas de recomendac¸a˜o procuram apresentar qual item (e.g. livros, filmes, imagens, not´ıcias
etc.) mais se adequaria para um determinado usua´rio [62]. Algoritmos de recomendac¸a˜o sa˜o
conhecidos por serem utilizados em sites de e-commerce, dos quais sa˜o usadas informac¸o˜es
como itens visualizados, dados demogra´ficos, assuntos de interesse e avaliac¸o˜es para fazer uma
lista personalizada de recomendac¸o˜es. Hoje, estes algoritmos se tornaram um diferencial com-
petitivo entre as empresas de come´rcio eletroˆnico, sendo que algumas, como a Amazon, ja´
obteˆm mais de 30% de suas vendas oriundas de recomendac¸o˜es automa´ticas feitas pelo site
[32].
1
CAPI´TULO 1. INTRODUC¸A˜O 2
Neste cap´ıtulo introduto´rio e´ apresentada a motivac¸a˜o para o tema, os objetivos trac¸ados
para o trabalho e uma breve contextualizac¸a˜o so´cio-econoˆmica e tecnolo´gica do mundo di-
gital, procurando caracterizar a pertineˆncia da pesquisa na a´rea. Por fim e´ apresentada a
metodologia empregada e a divisa˜o de cap´ıtulos da presente dissertac¸a˜o.
1.1 Motivac¸a˜o
Vivemos em uma sociedade mundial interconectada de forma global e em tempo real,
na qual um nu´mero grande de informac¸o˜es pode, em potencial, estar acess´ıvel para muitas
pessoas simultaneamente. Nesta tempestade de informac¸o˜es, a cada ano cerca de 1,5 bilha˜o de
Gigabytes de informac¸o˜es sa˜o produzidos e disponibilizados em aproximadamente 2 bilho˜es
de sites na Internet. E´ a chamada Sociedade da Informac¸a˜o, que surgiu com o advento
da rede mundial de computadores e esta´ migrando para uma nova sociedade a qual alguns
pensadores denominam de Sociedade do Conhecimento [13]. Esta nova era po´s-industrial
e´ caracterizada pela abundaˆncia da informac¸a˜o e pelo fato do diferencial competitivo ser
definido pelo conhecimento, que em uma definic¸a˜o simplista seria a aplicabilidade destas
informac¸o˜es. Dentro desta cultura cada vez mais ciberne´tica, 1 o desafio maior e´ conseguir
automatizar a gerac¸a˜o (ou identificac¸a˜o) do conhecimento coletivo, dando significado aos
milho˜es de dados e informac¸o˜es cujo volume e´ duplicado a cada seis meses na grande rede
mundial – a Internet.
Esta automac¸a˜o e´ necessa´ria porque o ce´rebro humano na˜o e´ adaptado para gerenciar
tamanha quantidade de informac¸o˜es, precisando de ferramentas que as compilem e filtrem.
A mente e´ mal equipada para tratar de problemas que devem ser resolvidos de modo serial –
um ca´lculo apo´s o outro – uma vez que os neuroˆnios precisam de um “tempo de recuperac¸a˜o”
de cerca de cinco mile´simos de segundo, o que resulta em uma capacidade de realizar apenas
200 ca´lculos por segundo, enquanto que os PCs atuais podem fazer milho˜es de ca´lculos por
segundo [28]. Contudo, diferentemente da maioria dos computadores, o ce´rebro e´ um sistema
paralelo de grande porte, com 100 bilho˜es de neuroˆnios trabalhando todos ao mesmo tempo.
Esse paralelismo permite que o ce´rebro protagonize admira´veis proezas de reconhecimento de
padro˜es, proezas estas ainda a serem alcanc¸adas pelos computadores digitais.
A deficieˆncia humana de lidar com grandes quantidades de informac¸o˜es e a consequ¨ente
necessidade de filtragem da informac¸a˜o e de automac¸a˜o do conhecimento se colocam como al-
guns dos principais problemas da era do Conhecimento. Para melhor compreender este desafio
faz-se necessa´rio estabelecer uma analogia com a cieˆncia que ate´ enta˜o buscou desenvolver os
processos automatizados: a a´rea de Controle e Automac¸a˜o. Esta a´rea do conhecimento pro-
cura criar sistemas que transformem pra´ticas manuais em sistemas automatizados, fazendo
1Ciberne´tica aqui utilizada como adjetivo para caracterizar uma sociedade que interioriza sua comunicac¸a˜o
e outras formas de transfereˆncia de informac¸a˜o atrave´s de processos como codificac¸a˜o, feedback e aprendizagem
automa´tica e digital.
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uso de te´cnicas que modelam matematicamente deciso˜es e habilidades antes so´ dominadas
por humanos. Os processos industriais foram os primeiros a serem automatizados e contro-
lados devido ao contexto so´cio-econoˆmico e tecnolo´gico dos anos 70 a 90 que promoveu o
desenvolvimento da a´rea. Da mesma forma que ocorre em processos industriais, o mantra do
controle “Medir, Comparar e Agir” ou o cerne da automac¸a˜o, que e´ a “Modelagem”, podem
ser novamente aplicados pore´m sob uma nova o´tica. O medir, que para os sistemas cla´ssicos
e´ tratado atrave´s de sistemas de aquisic¸a˜o de dados, passa a ser feito atrave´s de sistemas
de data-mining, que procuram identificar o que e´ efetivamente uma informac¸a˜o relevante; o
comparar, feito pelos elaborados controladores, e´ substitu´ıdo pela inteligeˆncia artificial, es-
tat´ıstica e outras te´cnicas de reconhecimento de padro˜es e de representac¸a˜o do conhecimento;
e finalmente o agir, desempenhado nos processos industriais pelos atuadores, passa a ser subs-
titu´ıdo por sistemas inteligentes que utilizam-se do conhecimento para desempenhar o seu
propo´sito. A Automac¸a˜o deixa de ser modelada pelos formalismos determin´ısticos e passa a
se deparar com sistemas complexos nos quais a modelagem simples de diversos agentes que se
relacionam determinara´ um comportamento emergente delimitado por repulsores e atratores.
Atuar dentro deste contexto buscando estender conceitos cla´ssicos da a´rea de Controle &
Automac¸a˜o para um novo paradigma social, cient´ıfico e tecnolo´gico e´ a primeira motivac¸a˜o
para o trabalho.
A pertineˆncia da realizac¸a˜o de pesquisa na a´rea de Inteligeˆncia Artificial e´ ressaltada
pelo fato da busca por padro˜es de equivaleˆncia em bases de dados ter evolu´ıdo dos conhecidos
sistemas de data-mining corporativos para a busca de padro˜es na internet. Com o crescimento
da rede mundial de computadores abriu-se grandes possibilidades para o desenvolvimento de
sistemas emergentes e de identificac¸a˜o de conhecimento coletivo. Sendo que, diferentemente
das bases corporativas, a internet esta´ ao acesso de todos. O tipo de informac¸a˜o dispon´ıvel
na internet tambe´m se diferencia de bases de dados corporativas pelo fato de que a cola-
borac¸a˜o em massa permite que informac¸o˜es de cara´ter pessoal (e.g. dados de navegac¸a˜o,
ratings, profiles, etc.) de uma infinidade de pessoas ou agentes possam ser correlacionadas e
posteriormente analisadas.
A Filtragem Colaborativa e´ uma a´rea distinta da Inteligeˆncia Artificial tradicional,
procurando criar algoritmos que possibilitem o reconhecimento de padro˜es e o aprendizado
de ma´quinas, conseguindo assim identificar “Comportamentos Emergentes”. As estruturas
emergentes sa˜o padro˜es que na˜o sa˜o criados por um u´nico evento ou regra. Na˜o existe nada
que comande o sistema para que ele forme um padra˜o, mas ao inve´s disso as interac¸o˜es de
cada parte com o ambiente externo geram um processo complexo que leva a` ordem 2.
Mesmo com reconhecida aplicabilidade comercial, estes algoritmos baseados em filtra-
gem colaborativa possuem um pouco mais de 10 anos de existeˆncia, e portanto esta˜o inci-
pientes em sua total potencialidade tecnolo´gica. Ale´m disto, novas oportunidades aparecem
2Os Sistemas Emergentes sera˜o definidos com maior propriedade na sec¸a˜o 1.2.1
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com o advento da Web 2.0 onde a colaborac¸a˜o e as redes sociais permitem que novas in-
formac¸o˜es sejam disponibilizadas contribuindo com a evoluc¸a˜o de sistemas de recomendac¸a˜o
e outros sistemas caracterizados pela emergeˆncia. O impacto que a aplicac¸a˜o destas tecno-
logias pode alcanc¸ar fica evidenciado no relato´rio Emerging Technologies Hype Cycle
2007 do renomado Instituto Gartner [48], que aponta a a´rea como uma das tecnologias com
maior potencial de impacto nos pro´ximos 10 anos, corroborando a pertineˆncia da pesquisa
na a´rea.
1.1.1 A Internet no Brasil e no Mundo
Um aspecto que contribui significativamente para a motivac¸a˜o da pesquisa de sistemas
associados a` Internet e´ o cena´rio mundial e brasileiro da utilizac¸a˜o de sistemas online. O
Brasil possui um pu´blico de 39 milho˜es de usua´rios de internet (fonte: Ibope NetRatings),
102 milho˜es de celulares ativos (fonte: INFO Online), que logo migrara˜o para o 3G e 96,5%
de casas com televisa˜o (fonte: Folha Online), que em alguns anos migrara˜o para a TV Digital
– TVD. A convergeˆncia digital permitira´ que em poucos anos o acesso a` internet seja feito
em qualquer uma destas plataformas (TVD, celular, computador), contribuindo para que a
taxa de crescimento da informac¸a˜o dispon´ıvel na rede mundial seja ainda maior.
Segundo dados do Ibope NetRatings, o nu´mero total de pessoas com idade acima de 16
anos que acessaram a internet no Brasil em 2007 foi de 37 milho˜es de usua´rios. Desse total,
20 milho˜es sa˜o considerados internautas residenciais ativos, o que significa um crescimento de
47% em relac¸a˜o a 2006. Ale´m disso, o nu´mero de brasileiros conectados a` internet residencial
em banda larga cresceu para 15,4 milho˜es, representando 76,4% dos acessos residenciais no
Pa´ıs. E na˜o e´ so´ o acesso a` internet que esta´ se popularizando no Brasil. Segundo balanc¸o
da Associac¸a˜o Brasileira da Indu´stria Ele´trica e Eletroˆnica (Abinee), o mercado brasileiro
encerrou o ano de 2007 com vendas de 10,1 milho˜es de PCs, um crescimento de 23% em
relac¸a˜o a 2006. Ou seja, o acesso ao computador e a` internet ja´ e´ uma realidade no pa´ıs, que
se reflete, por exemplo, no aumento do come´rcio eletroˆnico. Na˜o apenas a quantidade mas
tambe´m a qualidade dos usua´rios brasileiros deve ser destacada: o brasileiro e´ l´ıder mundial
em horas de permaneˆncia online na internet com me´dia de 20h39min mensais (NetRatings
Jul/2006), e´ considerado o pu´blico mais ativo de sites de relacionamentos e possui umas das
maiores taxas de adoc¸a˜o de novidades no mundo online.
Apesar de muito ativo na utilizac¸a˜o da internet, o Brasil esta´ longe de atuar no estado
da arte do desenvolvimento de tecnologias informacionais online. Isto se deve talvez a` comple-
xidade do desenvolvimento destas tecnologias que se caracterizam pela multidisciplinaridade,
alta performance e alto grau de inovac¸a˜o. Ale´m disso, enquanto as poteˆncias mundiais fi-
nanciam projetos na a´rea, correndo contra o tempo para obterem o diferencial competitivo
que estas tecnologias podem oferecer a`s suas nac¸o˜es, o Brasil ancora sua percepc¸a˜o de que
o desenvolvimento na internet se limita aos sites feitos por free-lancers do final da de´cada
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de 90. Esta visa˜o impede que o pa´ıs se beneficie de possuir um povo a´vido por tecnologia,
perdendo a oportunidade de ditar as regras e padro˜es de uma nova cultura digital global.
A importaˆncia desta cultura digital, ja´ preconizada por muitos, mostra sua forc¸a ano
apo´s ano quebrando paradigmas culturais grac¸as a` forc¸a da colaborac¸a˜o e a`s redes de conhe-
cimento. Esta nova cultura permite que em pouco tempo pessoas fiquem famosas, not´ıcias
sejam difundidas e bases de conhecimento sejam geradas. A Wikipedia – a enciclope´dia livre
– e´ um dos diversos exemplos desta nova conscieˆncia. O poder desta revoluc¸a˜o pode mudar
a cultura de um povo (como ja´ esta´ sendo sentido na China); pode mudar todo um mercado
industrial (como aconteceu na indu´stria fonogra´fica com o advento do mp3); ou jornal´ıstica
(com os blogs e wikis) e estabelecer em pouco tempo marcas fortes como a da empresa Google
que em apenas sete anos criou uma marca mais valiosa que as centena´rias Ford ou Coca-Cola,
e isto e´ apenas o comec¸o de uma revoluc¸a˜o ainda maior.
Certamente nesta revoluc¸a˜o teremos dois lados, no primeiro estara˜o as nac¸o˜es que con-
duzira˜o o processo ditando as regras de uma nova era, e no outro as outras nac¸o˜es a margem
do processo acatando deciso˜es e importando as tecnologias, informac¸o˜es e conhecimentos exis-
tentes. O que determinara´ em qual lado estara´ uma nac¸a˜o sera´ o grau de evoluc¸a˜o de suas
tecnologias informacionais, o grau de instruc¸a˜o de seu povo e o posicionamento mercadolo´gico
conquistado.
1.1.2 A Competic¸a˜o Netflix Prize
A realizac¸a˜o desta pesquisa na a´rea de Sistemas de Recomendac¸a˜o foi motivada pelos
argumentos apresentados ate´ aqui, culminando na inciativa de desenvolvimento de um projeto
para a recomendac¸a˜o de bares e restaurantes. Entretanto, a dificuldade de validac¸a˜o do
algoritmo, a inexisteˆncia de uma base de dados grande o suficiente para gerar comportamentos
emergentes (na˜o triviais) e a careˆncia de paraˆmetros que possibilitassem aferir a precisa˜o das
predic¸o˜es calculadas dificultavam o desenvolvimento de um sistema efetivo.
Em outubro de 2006 a Netflix Inc. anunciou o Netflix Prize, uma competic¸a˜o que
pagaria o preˆmio de 1 milha˜o de do´lares para aquele que conseguisse desenvolver um algoritmo
capaz de fazer predic¸o˜es 10% melhores que o sistema de recomendac¸a˜o proprieta´rio da empresa
– o Cinematch r. Para isto a Netflix forneceu uma gigantesca base de dados com avaliac¸o˜es
de diferentes usua´rios sobre um extenso conjunto de filmes e uma me´trica para caracterizar
a eficieˆncia do algoritmo.
Com a competic¸a˜o, as dificuldades inerentes ao desenvolvimento de um sistema de reco-
mendac¸a˜o foram amenizadas atrave´s de me´tricas de precisa˜o bem definidas, disponibilizac¸a˜o
de uma grande base de dados e uma sistema´tica que uniu os principais desenvolvedores da
a´rea no mundo. Atrave´s do fo´rum de competidores, pesquisadores de todos os continentes
CAPI´TULO 1. INTRODUC¸A˜O 6
trocam suas experieˆncias e suas du´vidas, colaborando e competindo para a evoluc¸a˜o dos
algoritmos de recomendac¸a˜o. Uma oportunidade ı´mpar de aprendizado para pesquisadores
iniciantes na a´rea.
Desta forma, o trabalho que inicialmente estava direcionado a` recomendac¸a˜o de bares
e restaurantes, foi redirecionado para o problema de recomendac¸a˜o de filmes, respeitando as
regras da competic¸a˜o promovida pela Netflix. Este fato, aliado ao suporte cient´ıfico proporci-
onado pelo departamento de Automac¸a˜o e Sistemas, complementou as condic¸o˜es necessa´rias
para a conduc¸a˜o de um trabalho na a´rea.
1.2 Contexto Tecnolo´gico-Econoˆmico
Nesta sec¸a˜o e´ apresentada uma contextualizac¸a˜o tecnolo´gica e econoˆmica de novas
tendeˆncias que surgiram com o mundo digital interconectado. Estas informac¸o˜es auxiliara˜o
na compreensa˜o das influeˆncias que promoveram o desenvolvimento cient´ıfico dos sistemas
de recomendac¸a˜o, objeto desta dissertac¸a˜o. A seguir sa˜o apresentados os Sistemas Emer-
gentes que instigam uma nova abordagem na compreensa˜o dos sistemas computacionais e
da pro´pria internet, e o chamado Mercado de Nicho que esta´ influenciando o pensamento
econoˆmico, mostrando as diferenc¸as nas estrate´gias de nego´cios com o advento da Sociedade
de Informac¸a˜o e do Conhecimento.
1.2.1 Os Sistemas Emergentes
Emergeˆncia e´ o processo de formac¸a˜o de modelos complexos a partir de regras simples
[28]. Este processo pode ser dinaˆmico (ocorrendo atrave´s do tempo), como a evoluc¸a˜o do
ce´rebro humano atrave´s de milhares de gerac¸o˜es sucessivas, ou pode ocorrer em escalas de
tamanhos diversos, como as interac¸o˜es entre os neuroˆnios produzindo um ce´rebro humano
capaz de pensar (mesmo sabendo que neuroˆnios individuais na˜o teˆm conscieˆncia pro´pria).
Para um fenoˆmeno ser nomeado emergente ele deve geralmente ser inesperado e imprevis´ıvel.
Geralmente o fenoˆmeno na˜o existe ou existem apenas alguns trac¸os no n´ıvel mais baixo.
Assim, um fenoˆmeno direto, como a probabilidade de achar uma uva seca em uma fatia de
bolo, geralmente na˜o requer a teoria da emergeˆncia para ser explicada. Pode ser no entanto
u´til considerar a emergeˆncia da textura do bolo como um resultado complexo do processo de
cozimento e mistura dos ingredientes.
Um comportamento emergente ou propriedade emergente pode aparecer quando uma
quantidade de entidades (agentes) simples opera em um ambiente, formando comportamentos
complexos no coletivo. A propriedade em si e´ comumente imprevis´ıvel e original, e representa
um novo n´ıvel de evoluc¸a˜o dos sistemas. O comportamento complexo ou as suas propriedades
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na˜o sa˜o herdados de nenhuma entidade em particular, e tambe´m na˜o podem ser previstos ou
deduzidos dos comportamentos das entidades em n´ıvel baixo. O formato e o comportamento
dos bandos de pa´ssaros sa˜o bons exemplos de comportamentos emergentes.
Uma raza˜o pela qual o comportamento emergente ocorre esta´ no nu´mero de interac¸o˜es
entre os componentes de um sistema, que aumenta exponencialmente com o nu´mero de com-
ponentes, permitindo que uma se´rie de novos e diferentes tipos de comportamentos aparec¸am.
Por exemplo, as poss´ıveis interac¸o˜es entre grupos de mole´culas crescem exponencialmente com
o aumento do nu´mero de mole´culas, de modo que e´ imposs´ıvel para um computador contar
o nu´mero de arranjos poss´ıveis, mesmo para um sistema com apenas 20 mole´culas.
Por outro lado, apenas a existeˆncia de um grande nu´mero de interac¸o˜es na˜o e´ o sufici-
ente para garantir o comportamento emergente. Muitas das interac¸o˜es podem ser previs´ıveis
ou irrelevantes, e muitas podem cancelar as outras. Em alguns casos, um grande nu´mero
de interac¸o˜es pode de fato trabalhar contra a emergeˆncia de comportamentos interessan-
tes, criando uma grande quantidade de “ru´ıdo” que elimina qualquer “sinal” emergindo. O
comportamento emergente pode precisar ser temporariamente isolado de outras interac¸o˜es
antes de ter massa cr´ıtica o suficiente para poder se auto-suportar. Portanto, na˜o e´ apenas o
nu´mero de conexo˜es que encoraja a emergeˆncia; tambe´m deve ser considerado o modo como
estas conexo˜es esta˜o organizadas. Uma organizac¸a˜o hiera´rquica e´ um exemplo que pode gerar
um comportamento emergente, dependo das regras e da governanc¸a existente. O comporta-
mento emergente pode tambe´m surgir de estruturas organizacionais mais descentralizadas,
como acontece no mercado financeiro. Em muitos casos, o sistema tem que alcanc¸ar um n´ıvel
de diversidade, organizac¸a˜o e conectividade antes do comportamento emergente ocorrer.
Sistemas com propriedades emergentes podem parecer na˜o seguir os princ´ıpios da en-
tropia e a segunda lei da termodinaˆmica, pois eles se formam e crescem independente da falta
de um comando ou controle central. Isto e´ poss´ıvel porque sistemas abertos podem extrair
as informac¸o˜es do seu ambiente.
A emergeˆncia ajuda a explicar porqueˆ a fala´cia da divisa˜o e´ uma fala´cia. De acordo
com a perspectiva emergente, a inteligeˆncia emerge das conexo˜es entre os neuroˆnios e, desta
perspectiva, na˜o e´ necessa´rio propor uma “alma” para sustentar o fato de que os ce´rebros
podem ser inteligentes, mesmo pensando que os neuroˆnios individuais que o compo˜e na˜o o
sa˜o.
Muitos podem associar a internet a um sistema emergente, pore´m e´ importante consi-
derar algumas questo˜es antes de fazer esta afirmac¸a˜o. Alguns sistemas, como a Web, sa˜o al-
tamente eficieˆntes em fazer conexo˜es, mas pobres em estrutura. As tecnologias que suportam
a internet sa˜o elaboradas para manusear aumentos dra´sticos de escala, mas sa˜o indiferentes
a` tarefa de criar uma ordem de n´ıvel superior. Entretanto, em meio ao caos de informac¸o˜es
dispon´ıveis, alguns observadores comec¸aram a detectar macro-padro˜es no desenvolvimento da
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Web, padro˜es que sa˜o invis´ıveis a seus usua´rios e, na maioria das vezes, inu´teis. A distribuic¸a˜o
dos sites da Web e seus pu´blicos parecem seguir o que e´ chamado a lei de poteˆncia: os dez
sites mais populares sa˜o dez vezes mais populares do que os pro´ximos cem mais populares,
que por sua vez, sa˜o dez vezes mais populares que os pro´ximos mil. Outros macro-padro˜es
tambe´m foram detectados, pore´m nenhum deles tornam a Web um sistema mais navega´vel ou
informativo. Eles esta˜o mais perto da complexidade de um floco de neve do que de uma rede
neural cerebral: um floco de neve se auto-organiza em formas complicadas, mas e´ incapaz de
se tornar um floco mais esperto ou efetivo, sendo apenas um padra˜o congelado.
O fato da Web tender mais para conexo˜es cao´ticas do que para a inteligeˆncia emer-
gente na˜o e´ intr´ınseco a todas as redes de computadores. Mexendo com algumas suposic¸o˜es
subjacentes a` Web hoje, seria poss´ıvel esboc¸ar uma versa˜o alternativa, que potencialmente,
seria capaz de imitar a auto-organizac¸a˜o dos sistemas emergentes conhecidos. A Web na˜o e´
inerentemente desorganizada, ela foi constru´ıda assim. Se sua arquitetura for modificada, tal-
vez ela seja capaz de alcanc¸ar comportamentos emergentes mais complexos. Muito trabalho
vem sendo feito neste sentido dentro da a´rea de estudo denominada Web Semantica. Uma
mudanc¸a que poderia trazer grandes benef´ıcios, seria a inserc¸a˜o do feedback para os nodos da
internet. Os links baseados em HTML sa˜o unidirecionais, ou seja, voceˆ pode apontar para
uma infinidade de outros sites em sua homepage, mas na˜o ha´ como essas pa´ginas saberem
que voceˆ apontou para elas. Os sistemas auto-organiza´veis usam o feedback para evoluir para
uma estrutura mais ordenada. Lembrando da analogia com os sistemas cla´ssicos de controle e
automac¸a˜o, sabe-se que nenhum sistema pode ser bem controlado se ele na˜o for realimentado,
e o feedback sugerido na estrutura da internet e´ justamente esta realimentac¸a˜o.
Mesmo com esta deficieˆncia estrutural e´ poss´ıvel desenvolver sistemas emergentes na
Web sem com isto, ter que modificar seus protocolos. Brewster Kahle percebeu isto em
meados de 1995 quando lanc¸ou o seu software Alexa. Este software tinha como objetivo
correlacionar sites atrave´s de te´cnicas de Filtragem Colaborativa, de forma a auxiliar os
usua´rios a navegarem na grande rede mundial de computadores. O que o software fazia era
dizer: “o site X e´ parecido com os sites Y e Z”. Esta famosa frase ficou conhecida atrave´s do
site Amazon que indicava livros da mesma forma. Isto na˜o e´ coincideˆncia, ja´ que a Amazon
comprou a empresa Alexa em 1999 e logo apo´s lanc¸ou o servic¸o de recomendac¸a˜o de livros.
O programa Alexa e demais softwares que surgiram na sequ¨eˆncia na˜o faziam nenhuma
tentativa direta de simular a conscieˆncia ou inteligeˆncia humana, mas sim procuravam padro˜es
em nu´meros que pudessem ressaltar algum comportamento emergente. Para isto entretanto
era necessa´rio que uma quantidade expressiva de pessoas (ou agentes) estivessem interco-
nectados atrave´s de uma estrutura conhecida. Assim, nasceram os primeiros sistemas de
recomendac¸a˜o na internet que possibilitaram o levantamento dos primeiros comportamentos
emergentes u´teis dentro da Web.
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1.2.2 O Mercado de Nicho
Na economia de escassez, onde a oferta infinita de produtos e´ algo inexistente, a regra
que conduziu os nego´cios foi a chamada Regra dos 80/20, que se aplica a praticamente todos os
mercados. Esta regra sugere que 20% dos produtos respondem por 80% das vendas e, muitas
vezes, por 100% dos lucros. Percebemos esta regra na busca obcecada pelos “sucessos” em
todos os setores, dentre os quais esta˜o: os hits na indu´stria fonogra´fica, os recordistas de
bilheteria no cinema, os best-sellers nos livros e os campeo˜es de audieˆncia nas emissoras
de ra´dio e televisa˜o. Durante um se´culo, uma triagem extremamente seletiva so´ deixava
passar o que tinha condic¸o˜es de se transformar em um campea˜o de vendas, para utilizar
de maneira mais eficiente poss´ıvel as dispendiosas e escassas prateleiras, telas de cinema,
canais de televisa˜o e ra´dio. Desta forma estabeleceu-se uma cultura de massa que teve seu
apogeu nos anos 70 e 80, quando as pessoas tinham acesso a meia du´zia de canais de TV,
cujos principais programas eram vistos por todos, e a treˆs ou quatro estac¸o˜es de ra´dio que
impunham boa parte das mu´sicas a serem ouvidas. As pessoas assistiam aos mesmos filmes
de grande sucesso nos cinemas e recebiam as not´ıcias pelos mesmos jornais e noticia´rios.
Embora ainda estejamos obcecados pelos “sucessos” do momento, esses ja´ na˜o sa˜o mais
a forc¸a econoˆmica de outrora. Com o advento da internet nos anos 90, a dominaˆncia da cultura
de massa encontrou o in´ıcio de seu decl´ınio. Em uma nova era de consumidores em rede, na
qual tudo e´ digital, a economia de distribuic¸a˜o esta´ sendo mudada de forma radical a` medida
que a Internet absorve e distribui quase tudo, transmutando-se em loja, teatro e difusora por
uma frac¸a˜o mı´nima de custo adicional. Os consumidores que antes avanc¸avam como manada
em uma u´nica direc¸a˜o, agora se dispersam nas infinitas possibilidades de escolhas a` distaˆncia
de um clique, fragmentando o mercado em inu´meros nichos.
Esta mudanc¸a e´ percebida pelos nu´meros do mercado. Quase todos os cinqu¨enta a´lbuns
musicais mais vendidos de todos os tempos foram gravados nas de´cadas de 1970 e 1980 (apogeu
da cultura de massa) e nenhum deles e´ dos u´ltimos cinco anos. A receita dos campeo˜es de
bilheteria de Hollywood diminuiu em dois d´ıgitos em 2005, refletindo a realidade de que a
quantidade de pessoas que va˜o aos cinemas ver o mesmo filme esta´ caindo, apesar do aumento
da populac¸a˜o. Por outro lado, a mesma indu´stria de cinema aumenta a cada ano o nu´mero
de filmes lanc¸ados, sem com isto aumentar o nu´mero de filmes que da˜o preju´ızo. Todos os
anos, as grandes redes de televisa˜o perdem cada vez mais pu´blico para centenas de canais a
cabo que se concentram em nichos do mercado. Os homens com idade entre 18 e 34 anos,
o pu´blico mais almejado pelos anunciantes, esta˜o comec¸ando a desligar de vez a televisa˜o,
dedicando parcelas cada vez maiores de tempo a`s telas eletroˆnicas da Internet e videogames.
Ainda existe demanda para a cultura de massa, mas esse ja´ na˜o e´ mais o u´nico mercado.
Os hits, hoje, competem com inu´meros mercados de nicho que variam de tamanho. E os
consumidores esta˜o exigindo cada vez mais opc¸o˜es de escolhas. A era do tamanho u´nico esta´
chegando ao fim, e em seu lugar esta´ surgindo algo novo, o mercado de variedades, o mercado
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de nicho. Esta nova visa˜o muda completamente o entendimento do “sucesso” ou “fracasso” de
um determinado produto, pois a maioria dos filmes na˜o e´ recordista de bilheteria, a maioria
das mu´sicas na˜o alcanc¸a as paradas de sucesso, a maioria dos livros na˜o vira best-sellers e
a maioria dos programas de televisa˜o nem chega perto dos principais ı´ndices de audieˆncia e
nem se destina ao hora´rio nobre. No entanto, muitas dessas produc¸o˜es atingem milho˜es de
pessoas em todo o mundo conseguindo considera´veis lucros.
Neste novo contexto, no qual e´ poss´ıvel fazer ofertas de muitos produtos, cria-se uma
quantidade enorme de mercados de nicho que somados podem ser ta˜o grandes ou ate´ maio-
res que o mercado de massa. Isto foi percebido por va´rias empresas que reinventaram seus
nego´cios e hoje se beneficiam da chamada Regra dos 98%. Esta regra sugere que indepen-
dentemente do tamanho de seu cata´logo de ofertas, 98% dos produtos podera˜o representar as
vendas de sua empresa, contanto que haja mecanismos de busca a´geis e fa´ceis de se utilizar.
A Apple divulgou que cada uma das enta˜o 2 milho˜es de faixas do iTunes e´ vendida pelo menos
uma vez por trimestre. A Netflix estima que 95% de seus mais de 100 mil DVDs sa˜o alugados
no mı´nimo uma vez por trimestre. O mesmo ocorre com a Amazon, que vende 98% de seus
200 mil livros no mesmo per´ıodo. Os produtos menos procurados, assim como acontece no
varejo f´ısico, continuam vendendo pouco, mas estas vendas de poucos itens se tornaram ta˜o
numerosas que no todo constituem um grande nego´cio.
Chris Anderson, pesquisador e editor-chefe da revista Wired, focada em tecnologia
e nego´cios, pesquisou o fenoˆmeno do mercado de nichos e levantou as curvas de vendas
das empresas de come´rcio varejista online, percebendo que sua distribuic¸a˜o era ideˆntica as
“distribuic¸o˜es de cauda longa” e assim batizou um novo conceito no mundo de nego´cios: The
Long Tail - (Cauda Longa em portugueˆs). Este conceito foi apresentado em um artigo em
2004 e depois, com a colaborac¸a˜o de pesquisadores de Stanford, MIT e Harvard, transformou-
se em livro [2] que virou refereˆncia para os nego´cios baseados em mercados de nicho.
A teoria da Cauda Longa pode ser resumida no movimento que a nossa cultura e a
nossa economia esta´ fazendo, migrando do foco nos “sucessos” relativamente pouco numero-
sos, que se encontram no topo da curva de demanda, para avanc¸ar em direc¸a˜o a uma grande
quantidade de nichos na parte inferior, ou na cauda, da curva de demanda. Em uma era sem
as limitac¸o˜es do espac¸o f´ısico nas prateleiras e de outros pontos de estrangulamento da dis-
tribuic¸a˜o, bens e servic¸os com alvos estreitos podem ser ta˜o atraentes em termos econoˆmicos
quanto os destinados ao grande pu´blico.
Pore´m apenas a inexisteˆncia das limitac¸o˜es de distribuic¸a˜o na˜o permite a criac¸a˜o de
um mercado de cauda longa, e´ necessa´rio que a oferta seja seguida pela demanda. A Cauda
Longa pode comec¸ar com um milha˜o de nichos, mas isto so´ tera´ algum significado econoˆmico
se estes nichos forem procurados e encontrados por pessoas que os almejem. Alguns fatos
contribuem para que um mercado de Cauda Longa se estabelec¸a [2]. Em praticamente todos
os mercados ha´ mais nichos do que mercados de massa. Essa desproporc¸a˜o aumenta em ta-
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xas exponenciais a` medida que as ferramentas de produc¸a˜o se tornam mais baratas e difusas.
Os custos de atingir esses nichos esta˜o caindo drasticamente. Grac¸as a` distribuic¸a˜o digital,
poderosas tecnologias de busca e a difusa˜o da banda larga, os mercados online esta˜o reconfi-
gurando a economia do varejo, podendo oferecer uma maior variedade de produtos. A simples
oferta de maior variedade, contudo, na˜o e´ suficiente para descolar a demanda. Os consumi-
dores devem dispor de maneiras para encontrar os nichos que atendam suas necessidades e
interesses particulares. Um vasto espectro de ferramentas e te´cnicas - como recomendac¸o˜es
e classificac¸o˜es - sa˜o eficazes para este propo´sito. Tais “filtros” sa˜o capazes de impulsionar
a demanda ao longo da Cauda.
A reduc¸a˜o de custos para que a demanda possa alcanc¸ar a oferta envolve, independen-
temente do mercado, a atuac¸a˜o de uma ou mais de treˆs forc¸as poderosas:
• Democratizac¸a˜o das ferramentas de produc¸a˜o: O melhor exemplo desta forc¸a e´
o computador pessoal, que poˆs todas as coisas, desde as ma´quinas de impressa˜o ate´
os estu´dios de produc¸a˜o de filmes e mu´sicas, nas ma˜os de todos. Os PCs permitiram
a fac¸anha de que qualquer indiv´ıduo pudesse fazer o que ha´ poucos anos atra´s era
poss´ıvel de ser feito apenas por profissionais, multiplicando os potenciais “produtores”.
O resultado e´ que o universo de conteu´do dispon´ıvel hoje esta´ crescendo mais ra´pido do
que em qualquer outra e´poca. Essa caracter´ıstica atua na Cauda alongando-a, conforme
a oferta de bens aumenta;
• Democratizac¸a˜o das ferramentas de distribuic¸a˜o: Esta segunda forc¸a esta´ redu-
zindo os custos de consumo dos bens. O PC transformou todas as pessoas em produ-
tores e editores, mas foi a Internet que converteu todo mundo em distribuidores. Desta
forma, torna-se mais barato alcanc¸ar mais pessoas aumentando efetivamente a liquidez
do mercado na Cauda, o que por sua vez, se traduz em consumo, elevando efetivamente
o n´ıvel da linha de vendas e ampliando a a´rea sob a curva;
• Ligac¸a˜o entre oferta e procura: Esta u´ltima forc¸a busca unir esta grande quantidade
de novos consumidores a uma infinidade de bens agora dispon´ıveis com maior facilidade.
Esta forc¸a pode assumir desde a forma de um sistema de busca, como o Google, ate´ a de
um sistema de recomendac¸o˜es de mu´sicas feitas pelo iTune, de livros pela Amazon, ou
de filmes pela Netflix. Ale´m destas formas “automa´ticas,” a propaganda boca a boca
ampliada pelos blogs e reviews de clientes tambe´m e´ uma demonstrac¸a˜o desta forc¸a.
Em economia, custo de busca e´ qualquer dificuldade que interfira na descoberta do
que se tem em mira. Alguns destes custos sa˜o na˜o-moneta´rios como perda de tempo, abor-
recimentos e confusa˜o. Outros teˆm expressa˜o financeira como comprar algo errado, de ma´
qualidade ou pagar prec¸o excessivo por na˜o encontrar alternativas mais baratas. Em geral,
os outros consumidores sa˜o quem fornecem a melhor orientac¸a˜o, pois seus incentivos esta˜o
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alinhados com aqueles que as pessoas esta˜o procurando. O Netflix e o Google exploram a
sabedoria coletiva dos consumidores, observando-os aos milho˜es e traduzindo as informac¸o˜es
da´ı decorrentes em resultados de busca ou em recomendac¸o˜es relevantes. O desenvolvimento
de tecnologias que ligam os consumidores e´ o que impulsiona a demanda da cabec¸a para a
cauda da curva, permitindo que interesses se desmembrem em comunidades de afinidades
cada vez mais estreitas, que se aprofundam cada vez mais nas respectivas prefereˆncias, como
sempre ocorre quando as mentes atuam em conjunto.
Para demonstrar uma distribuic¸a˜o de Cauda Longa e´ apresentado na figura 1.1 um
gra´fico com as vendas de livros da empresa Amazon extra´ıdo de [18]. Neste gra´fico podemos
perceber que a a´rea cinza que representa as vendas de livros menos populares esta´ superando o
nu´mero das vendas dos best-sellers, demonstrando a importaˆncia da economia da cauda-longa
para os novos nego´cios.
Figura 1.1: Vendas da Amazon - Novembro de 2003
1.3 Objetivos
O presente trabalho objetiva contribuir com a pesquisa na a´rea de sistemas de reco-
mendac¸a˜o, particularmente sistemas baseados em Filtragem Colaborativa, buscando promo-
ver o desenvolvimento de tecnologias informacionais no Brasil. Para isto, propo˜e-se desen-
volver um sistema completo para a competic¸a˜o promovida pela empresa Netflix, procurando
obter uma precisa˜o melhor que a do sistema proprieta´rio da empresa - o Cinematch r.
Teˆm-se ainda como objetivos secunda´rios para este trabalho:
1. Alcanc¸ar um tempo computacional via´vel para uma aplicac¸a˜o comercial;
2. Compreender o estado da arte da pesquisa em sistemas de recomendac¸a˜o;
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1.4 Metodologia
O me´todo cient´ıfico utilizado para o desenvolvimento deste trabalho foi iniciado com
a caracterizac¸a˜o do problema em questa˜o, feita atrave´s da observac¸a˜o, estudo e s´ıntese dos
sistemas de recomendac¸a˜o como tema gene´rico, e sua especializac¸a˜o dentro do domı´nio do
assunto de filmes, procurando conhecer diferentes sistemas de recomendac¸a˜o e diferentes
medidas de precisa˜o dos mesmos.
Na sequ¨eˆncia foram levantadas hipo´teses e objetivos para o trabalho. Estas hipo´teses
consideraram uma predic¸a˜o completa para a competic¸a˜o promovida pela Netflix, melhorias
em tempo computacional de algoritmos ja´ existentes e melhorias conceituais para alcance de
maior precisa˜o. Estes objetivos foram descritos neste cap´ıtulo na sec¸a˜o 1.3.
Para que as hipo´teses pudessem ser comprovadas e alcanc¸adas com eˆxito, o desenvolvi-
mento do algoritmo respeitou regras da competic¸a˜o Netflix Prize que forneceu, ale´m da base
de dados para os testes, uma sistema´tica para a aferic¸a˜o dos resultados e a possibilidade de
comparac¸a˜o com outros algoritmos desenvolvidos por pesquisadores de todo mundo. Desta
forma, todo experimento realizado ficou livre de tendeˆncia ou de qualquer manipulac¸a˜o dos
resultados.
A fundamentac¸a˜o teo´rica foi embasada em fontes de estudo como livros, artigos, blogs
e fo´runs sobre o assunto, ale´m da troca de experieˆncia com outros pesquisadores da a´rea. A
ana´lise e a interpretac¸a˜o dos resultados foram favorecidas pela sistema´tica da competic¸a˜o,
tornando-se simples e objetivas atrave´s da ana´lise do RMSE (Root Mean Square Error).
Te´cnicas de cross-validation permitiram o ajuste o´timo de paraˆmetros e a identificac¸a˜o de
overfitting.
Finalmente os resultados foram descritos nesta presente dissertac¸a˜o, dividida em 6
cap´ıtulos que descrevem todas as fases de desenvolvimento do trabalho. No cap´ıtulo intro-
duto´rio foram apresentadas as motivac¸o˜es e os objetivos do desenvolvimento do tema. A
segunda parte da dissertac¸a˜o, composta pelos cap´ıtulos 2 e 3, procura fundamentar os co-
nhecimentos teo´ricos necessa´rios para a implementac¸a˜o de um sistema de recomendac¸a˜o. No
cap´ıtulo 2 – “Sistemas de Recomendac¸a˜o” – e´ apresentado o estado da arte destes sistemas.
No cap´ıtulo 3 – “k-Nearest Neighbor” – sa˜o apresentados os fundamentos do algoritmo kNN,
sua definic¸a˜o formal, vantagens e desvantagens de sua utilizac¸a˜o e todas as etapas de uma
implementac¸a˜o gene´rica. Na terceira parte da monografia, composta pelos cap´ıtulos 4, 5 e 6,
e´ apresentada a contribuic¸a˜o do autor para a pesquisa na a´rea, na qual e´ descrita a imple-
mentac¸a˜o de um algoritmo baseado em kNN para a competic¸a˜o promovida pela Netflix e os
resultados alcanc¸ados. Por fim no cap´ıtulo 7 –“Concluso˜es e Perspectivas”– sa˜o apresentadas
as concluso˜es e perspectivas do trabalho.
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1.5 Conclusa˜o
A utilizac¸a˜o de sistemas que filtram informac¸o˜es tende a se intensificar na medida
em que a quantidade de informac¸o˜es e de pessoas que utilizam a internet aumenta a cada
ano. A teoria da Cauda Longa categoriza estes sistemas como uma das treˆs principais forc¸as
que reduzem o custo para se alcanc¸ar os nichos econoˆmicos. Nesta teoria, um novo modelo
econoˆmico explica o fenoˆmeno do come´rcio varejista online e do novo modelo de mı´dias e
propaganda presente na Web que representou o crescimento exponencial das empresas do
setor.
Comportamentos emergentes ocorrem na internet na medida em que milho˜es de in-
terac¸o˜es ocorrem todos os dias sobre sua estrutura de rede. Sistemas de recomendac¸a˜o foram
os primeiros sistemas a identificar de forma automa´tica comportamentos emergentes u´teis na
rede mundial de computadores. Por este motivo e pelo fato dos sistemas de recomendac¸a˜o
contribuirem para a viabilizac¸a˜o dos mercados de cauda-longa, a a´rea e´ apontada como uma
das que possuem maior potencial de impacto nos pro´ximos 10 anos, corroborando a per-
tineˆncia da pesquisa na a´rea.
O presente trabalho objetiva contribuir com a pesquisa na a´rea de sistemas de reco-
mendac¸a˜o, particularmente sistemas baseados em Filtragem Colaborativa, buscando promo-
ver o desenvolvimento de tecnologias informacionais no Brasil. Para isto, propo˜e-se desen-
volver um sistema completo para a competic¸a˜o promovida pela empresa Netflix, procurando
obter uma precisa˜o melhor que a do sistema proprieta´rio da empresa – o Cinematch r.
Neste cap´ıtulo introduto´rio foram apresentadas as motivac¸o˜es para o desenvolvimento
do tema, os objetivos e metodologia do trabalho e uma breve contextualizac¸a˜o so´cio-econoˆmica
e tecnolo´gica do mundo atual, que justificaram a pertineˆncia da pesquisa na a´rea de data-
mining e filtragem colaborativa.
Cap´ıtulo 2
Sistemas de Recomendac¸a˜o
Logo que, numa inovac¸a˜o, nos mostram alguma
coisa de antigo, ficamos sossegados
— Friedrich Nietzche
Na u´ltima de´cada, muito trabalho vem sendo realizado tanto pela indu´stria quanto
pela academia no desenvolvimento de novos me´todos para Sistemas de Recomendac¸a˜o. O
interesse na a´rea e´ grande, grac¸as a` vasta aplicabilidade em problemas que ajudam usua´rios
a lidar com a abundaˆncia de informac¸o˜es. Este cap´ıtulo apresenta um panorama da a´rea de
sistemas de recomendac¸a˜o e descreve os atuais me´todos que sa˜o usualmente classificados pela
literatura dentro de treˆs principais categorias: baseados em conteu´do, filtragem colaborativa
e me´todos h´ıbridos. Uma explicac¸a˜o mais detalhada e´ apresentada dentro da categoria fil-
tragem colaborativa, objeto de estudo desta dissertac¸a˜o, cujo estado da arte com os me´todos
desenvolvidos nos u´ltimos anos sa˜o discorridos em maiores detalhes.
2.1 Contextualizac¸a˜o
As pessoas podem hoje escolher entre centenas de canais de televisa˜o, milho˜es de v´ıdeos,
livros, CDs, entre outras possibilidades dispon´ıveis e facilmente acess´ıveis atrave´s da internet.
Pore´m, na˜o apenas existe uma grande variedade de escolhas, mas tambe´m uma grande vari-
edade de qualidade. Avaliar todas estas possibilidades, todavia, continua levando o mesmo
tempo e esforc¸o que nos tempos em que esta disponibilidade na˜o existia. O ser humano na˜o
evoluiu na mesma velocidade em que cresceu a oferta de informac¸a˜o. Assim, muitas vezes as
pessoas possuem pouca ou quase nenhuma experieˆncia pessoal para realizar escolhas entre
15
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as va´rias alternativas que lhes sa˜o apresentadas. Outras vezes e´ imposs´ıvel avaliar todas as
possibilidades a na˜o ser que restrinjam severamente o seu campo de escolha, ou enta˜o, que
fac¸am a utilizac¸a˜o de filtros de informac¸o˜es ou pec¸am recomendac¸o˜es para outras pessoas.
Recomendac¸o˜es podem ser adquiridas de forma direta (word of mouth) [50], atrave´s de
cartas de recomendac¸o˜es, muito utilizadas em pleito de empregos, de cr´ıticos (e.g. opinio˜es
de filmes e livros em jornais e revistas), e tambe´m de sistemas que indicam prefereˆncia.
Talvez a categoria mais simples destes sistemas seja as listas de prefereˆncias (Top 10, Top
100 etc.), nas quais as prefereˆncias de um conjunto de pessoas sa˜o demonstradas atrave´s de
um ranking. Recomendac¸o˜es podem ser extra´ıdas ao escolher, por exemplo, um entre os “dez
livros mais vendidos” em uma loja online. Este tipo de sistema, entretanto, na˜o faz nenhuma
recomendac¸a˜o personalizada e tambe´m na˜o indica necessariamente os livros mais adequados
a`queles que se esta´ procurando.
Em resposta a esta dificuldade, sistemas de recomendac¸a˜o computacionais emergiram
como forma de suporte, mediac¸a˜o e automac¸a˜o do processo de recuperac¸a˜o da informac¸a˜o. A
evoluc¸a˜o destes sistemas e o fato deles trabalharem com bases grandes de informac¸o˜es, permi-
tiram que recomendac¸o˜es emergentes (na˜o triviais) pudessem ser alcanc¸adas, proporcionando
ainda maior credibilidade que uma recomendac¸a˜o humana.
Os proponentes de um dos primeiros sistemas de recomendac¸a˜o denominado Tapestry
[23], desenvolvido no in´ıcio dos anos 90s, criaram a expressa˜o “Filtragem Colaborativa”, vi-
sando designar um tipo de sistema espec´ıfico no qual a filtragem da informac¸a˜o era realizada
com o aux´ılio humano, ou seja, atrave´s da colaborac¸a˜o entre os grupos interessados. Va´rios
pesquisadores acabaram adotando esta terminologia para denominar qualquer tipo de sistema
de recomendac¸a˜o subsequ¨ente. Resnick, no seu artigo [50], defendeu o termo “sistemas de re-
comendac¸a˜o” como terminologia mais gene´rica do que filtragem colaborativa, ja´ que sistemas
de recomendac¸a˜o podem existir sem nenhuma colaborac¸a˜o entre as pessoas.
2.2 Os Sistemas de Recomendac¸a˜o como A´rea de Pesquisa
As ra´ızes dos sistemas de recomendac¸a˜o podem ser encontradas nos trabalhos extensivos
das cieˆncias cognitivas [51], teoria de aproximac¸a˜o [45], recuperac¸a˜o da informac¸a˜o [53], teoria
de previso˜es [3] e tambe´m possuem influeˆncias das cieˆncias de administrac¸a˜o e marketing [36],
[31]. A a´rea de sistemas de recomendac¸a˜o emergiu como uma a´rea de pesquisa independente,
no meio da de´cada de 90, quando a partir do sistema de recomendac¸a˜o Tapestry [23], os
pesquisadores passaram a focar em problemas de recomendac¸a˜o que explicitamente invocavam
estruturas de avaliac¸a˜o (ratings). A partir deste momento surgiram os primeiros artigos sobre
filtragem colaborativa [24], [49], [56], nos quais o problema foi formalizado primeiramente e
desde enta˜o estudado intensamente.
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2.2.1 Formalizac¸a˜o do Problema
Definic¸a˜o 2.2.1 : Seja C o conjunto de todos os usua´rios de um determinado sistema, e
seja S o conjunto de todos os poss´ıveis itens que podem ser recomendados como livros, filmes,
restaurantes etc. Seja u a func¸a˜o utilidade que mede o qua˜o u´til e´ um determinado item s
para um determinado usua´rio c, i.e., u : C × S −→ R, onde R e´ um conjunto totalmente
ordenado. Enta˜o, para cada usua´rio c ∈ C, procura-se um item s′ ∈ S que maximiza a
utilidade do usua´rio. Isto pode ser expressado pela equac¸a˜o abaixo:
∀c ∈ C, s′c = arg maxu(c, s)
s∈S
(2.1)
Em um sistema de recomendac¸a˜o a utilidade de um item e´ geralmente representada por
uma avaliac¸a˜o que indica o quanto um determinado usua´rio gosta de um item (e.g. Rafaela
deu ao filme “Harry Potter” a nota 7 em 10). No entanto, conforme descrito na definic¸a˜o
2.2.1, a func¸a˜o de utilidade pode ser uma func¸a˜o arbitra´ria.
Cada elemento do espac¸o de usua´rios C pode ser definido atrave´s de um profile que
inclui as caracter´ısticas do usua´rio, como a sua idade, sexo, estado civil, renda, etc. No caso
mais simples, o profile pode conter um u´nico elemento como o User ID. Da mesma forma,
cada item do espac¸o S pode ser definido por um conjunto de caracter´ısticas. Por exemplo,
na recomendac¸a˜o de filmes, na qual S e´ a colec¸a˜o de filmes, cada filme pode ser representado
na˜o apenas pelo seu ID, mas tambe´m pelo seu t´ıtulo, geˆnero, diretor, ano de lanc¸amento,
atores principais, etc.
O problema central dos sistemas de recomendac¸a˜o reside no fato da utilidade u geral-
mente na˜o ser definida em todo o espac¸o C × S, mas apenas em um subconjunto deste. Isto
significa que u precisa ser extrapolado para todo o espac¸o C×S. Geralmente em sistemas de
recomendac¸a˜o, a utilidade e´ definida atrave´s de avaliac¸o˜es, e estas sa˜o definidas apenas nos
itens previamente avaliados pelos usua´rios. Deste modo, o algoritmo de recomendac¸a˜o deve
ser capaz de estimar (predizer) as avaliac¸o˜es na˜o realizadas para os pares usua´rio-item e de
fazer recomendac¸o˜es apropriadas baseadas nestas predic¸o˜es.
A extrapolac¸a˜o de avaliac¸o˜es conhecidas para avaliac¸o˜es inexistentes e´ geralmente feita
pela 1) especificac¸a˜o de heur´ısticas que definem a func¸a˜o utilidade e validam empiricamente
sua performance e 2) pelas estimativas da func¸a˜o utilidade atrave´s da otimizac¸a˜o de algum
crite´rio de performance como o mean square error. Assim que avaliac¸o˜es desconhecidas sa˜o
estimadas, o sistema de recomendac¸a˜o seleciona aquelas com maiores avaliac¸o˜es para serem
recomendadas.
A predic¸a˜o de avaliac¸o˜es de itens ainda na˜o avaliados pode ser feita de diferentes formas
utilizando me´todos de aprendizado de ma´quinas, teorias de aproximac¸a˜o e va´rios tipos de
heur´ısticas. Os sistemas de recomendac¸a˜o sa˜o classificados de acordo com o me´todo de
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predic¸a˜o utilizado, o que auxilia na pesquisa da a´rea. Esta classificac¸a˜o e´ feita usualmente
em treˆs categorias propostas inicialmente por [58]. Contudo, a explicac¸a˜o de cada uma delas
vem sendo complementada pelos diversos trabalhos conduzidos desde enta˜o [12], [55], [34],
[57]:
• Recomendac¸o˜es Baseadas em Conteu´do: O usua´rio recebera´ recomendac¸o˜es de itens
similares a itens preferidos no passado;
• Recomendac¸o˜es Colaborativas: O usua´rio recebera´ recomendac¸o˜es de itens que pessoas
com gostos similares aos dele preferiram no passado. Este me´todo e´ subdividido em
duas catergorias: a primeira chamada de memory-based, e a segunda chamada de model-
based ;
• Me´todos Hı´bridos: Estes me´todos combinam tanto estrate´gias de recomendac¸a˜o basea-
das em conteu´do quanto estrate´gias baseadas em colaborac¸a˜o.
Maiores detalhes sobre cada uma destas categorias sera˜o apresentados nas sesso˜es 2.3,
2.4 e 2.5.
2.2.2 Pesquisas Complementares
A fim de complementar os sistemas de recomendac¸a˜o que predizem valores absolutos
de avaliac¸o˜es que indiv´ıduos dariam para itens ainda na˜o visualizados, cabe citar os trabalhos
feitos em filtragem baseada em prefereˆncias [14], [19], [46], [27] atrave´s da qual a predic¸a˜o
relativa das prefereˆncias dos usua´rios sa˜o calculadas. Por exemplo, em uma aplicac¸a˜o de
recomendac¸o˜es de filmes, te´cnicas de filtragem baseadas em prefereˆncias buscam prever a
correta ordem relativa dos filmes, ao inve´s das notas individuais de cada um. Pelo fato destes
tipos de sistemas fugirem da definic¸a˜o formal proposta para este trabalho, eles na˜o sera˜o
vistos em detalhes.
Alguns autores, como Montaner em [34], destacam que existe um tipo especial de
filtragem de informac¸a˜o denominada filtragem demogra´fica. A filtragem demogra´fica utiliza
a descric¸a˜o de um indiv´ıduo para aprender o relacionamento entre um item particular e
o tipo de indiv´ıduo que poderia se interessar por ele. Este tipo de abordagem utiliza as
descric¸o˜es das pessoas para conseguir aprender o relacionamento entre o item e a pessoa. O
perfil de usua´rio e´ criado pela classificac¸a˜o dos usua´rios em estereo´tipos que representam as
caracter´ısticas de uma classe de usua´rios. Como exemplo, o autor cita o me´todo implantado
em LyfeStyle Finder [29]. Pore´m, analisando este sistema e´ poss´ıvel classifica´-lo como um
me´todo h´ıbrido que se utiliza de me´todos colaborativos e baseados em conteu´do para fazer
suas predic¸o˜es, na˜o necessariamente definindo uma nova categoria e, por este motivo, na˜o foi
considerado na classificac¸a˜o apresentada na sec¸a˜o anterior.
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2.2.3 Avaliac¸a˜o de Sistemas de Recomendac¸a˜o
Na caracterizac¸a˜o dos sistemas de recomendac¸a˜o como uma a´rea de pesquisa cient´ıfica,
e´ fundamental entender as metodologias para avaliac¸a˜o dos sistemas. Uma forma eficaz para
a avaliac¸a˜o de sistemas de recomendac¸a˜o e´ atrave´s da comparac¸a˜o das predic¸o˜es realiza-
das com as respectivas avaliac¸o˜es reais de usua´rios para as instaˆncias preditas. Este tipo
de avaliac¸a˜o era considerada custosa e dif´ıcil antes do surgimento das grandes empresas de
come´rcio eletroˆnico, que possuem grandes bases de dados com milhares de usua´rios e itens.
Desta forma, com a supressa˜o de uma determinada avaliac¸a˜o ja´ feita, o sistema de reco-
mendac¸a˜o e´ utilizado para fazer uma determinada predic¸a˜o 1 e, enta˜o, esta e´ comparada com
a avaliac¸a˜o real.
A obtenc¸a˜o de me´tricas para aferir o desempenho de um sistema de recomendac¸a˜o antes
de uma ampla utilizac¸a˜o comercial e´ fundamental para verificar se as predic¸o˜es realizadas
sera˜o adequadas para o propo´sito em questa˜o. A seguir sa˜o apresentadas treˆs das principais
me´tricas utilizadas na literatura para a avaliac¸a˜o de sistemas de recomendac¸a˜o. Elas foram
tiradas de uma lista mais completa proposta por dois trabalhos [34] e [54]:
• Precisa˜o I (Precision) [34]: A precisa˜o de um sistema indica a quantidade de itens
recomendados que sa˜o do interesse do usua´rio em relac¸a˜o ao conjunto de todos os itens
que lhe sa˜o recomendados.
• Precisa˜o II [37]: A precisa˜o de um sistema indica o quanto uma predic¸a˜o e´ pro´xima da
avaliac¸a˜o real feita pelo usua´rio. Esta aferic¸a˜o so´ e´ poss´ıvel de ser feita conforme ensaio
explicado no in´ıcio desta sec¸a˜o.
• Recuperac¸a˜o (Recall): O ı´ndice de recuperac¸a˜o indica a quantidade de itens de interesse
do usua´rio que aparecem na lista de recomendac¸o˜es.
• Cobertura (Coverage): A cobertura e´ a proporc¸a˜o de itens que sa˜o pass´ıveis de serem
recomendados em relac¸a˜o ao conjunto de todos os itens conhecidos pelo sistema de
recomendac¸a˜o.
2.3 Me´todos Baseados em Conteu´dos - MBC
Recomendac¸o˜es baseadas em conteu´dos (content-based em ingleˆs) empregam a com-
parac¸a˜o entre o conteu´do dos itens, de forma a recomendar itens parecidos a`queles que o
usua´rio gostou no passado. Essa abordagem tem suas origens nas te´cnicas empregadas em
sistemas de recuperac¸a˜o de informac¸o˜es [4], [53] e nas pesquisas em filtragem de informac¸o˜es
1Importante ressaltar aqui que para esta avaliac¸a˜o ser va´lida, o sistema deve ser treinado com as notas
suprimidas para na˜o facilitar infereˆncias que auxiliem no resultado final.
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[5]. Pelo fato destas a´reas de pesquisa terem se desenvolvido bastante na a´rea de aplicac¸o˜es
baseadas em textos, existem hoje va´rios sistemas com foco em recomendac¸a˜o de itens con-
tendo informac¸o˜es textuais, como documentos, web-sites e not´ıcias.
Nos MBCs, a utilidade u(c, s) de um item s para um usua´rio c e´ estimada baseada nas
utilidades u(c, si) ja´ assinaladas pelo usua´rio c aos itens si ∈ S e que sa˜o similares ao item s.
Para exemplificar, em uma aplicac¸a˜o de recomendac¸a˜o de filmes, no intuito de recomendar
filmes para o usua´rio c, o algoritmo baseado em conteu´do tenta entender as caracter´ısticas
dos filmes que o usua´rio c avaliou no passado com notas altas (atores espec´ıficos, diretores,
geˆneros, etc.). Assim, apenas os filmes que possuem grande grau de semelhanc¸a com estes
filmes avaliados com altas notas sera˜o recomendados.
A te´cnica baseada em conteu´do busca uma compreensa˜o pass´ıvel de descric¸a˜o tanto dos
itens quanto dos usua´rios. A descric¸a˜o de interesses do usua´rio pode ser obtida atrave´s de
informac¸o˜es fornecidas por ele pro´prio ou atrave´s de suas ac¸o˜es como a selec¸a˜o, visualizac¸a˜o
ou aquisic¸a˜o de itens. Muitas ferramentas desta abordagem aplicam te´cnicas como indexac¸a˜o
de frequ¨eˆncia de termos [53]. Neste tipo de indexac¸a˜o, informac¸o˜es dos documentos e ne-
cessidades dos usua´rios sa˜o descritas por vetores com uma dimensa˜o para cada palavra que
ocorre na base de dados. Cada componente do vetor corresponde a` frequ¨eˆncia que uma res-
pectiva palavra ocorre em um documento ou na consulta do usua´rio. Assim, os vetores dos
documentos que esta˜o pro´ximos aos vetores da consulta do usua´rio sa˜o considerados os mais
relevantes para ele.
Ale´m das heur´ısticas tradicionais que sa˜o baseadas na sua maioria em me´todos de
recuperac¸a˜o de informac¸a˜o, outras te´cnicas para sistemas baseados em conteu´dos tambe´m
veˆm sendo usadas, como classificadores bayesianos [35], [41] e tambe´m va´rias te´cnicas de
aprendizado de ma´quinas, incluindo clustering, decision trees e redes neurais artificiais [41].
Estas te´cnicas diferem da maioria dos me´todos baseados em recuperac¸a˜o da informac¸a˜o, ja´
que calculam a utilidade das predic¸o˜es na˜o baseadas na fo´rmula que implementa a heur´ıstica
(e.g. cosine similarity), mas sim no modelo aprendido atrave´s de te´cnicas estat´ısticas e de
aprendizado de ma´quinas sobre os dados de treinamento.
Os sistemas de recomendac¸a˜o baseados em conteu´do podem, em princ´ıpio, ser utilizados
em qualquer domı´nio no qual se deseja gerar recomendac¸o˜es, mas na pra´tica este me´todo
costuma ser utilizado em domı´nios cujos itens tenham quantidade considera´vel de informac¸a˜o
armazenada de forma textual. Isso ocorre pelo fato de que a te´cnica baseada em conteu´do
se limita a`s features associadas explicitamente aos objetos que se deseja recomendar. E para
se ter uma quantidade suficiente de features, o conteu´do precisa estar em uma forma que
seja poss´ıvel analisa´-lo automaticamente por um computador (e.g. um texto). Por isso a
pesquisa associada a` extrac¸a˜o de conhecimento de informac¸o˜es textuais e´ bastante avanc¸ada
e a extrac¸a˜o de conteu´dos multimı´dias como videos, a´udio e outros formatos ainda e´ bastante
incipiente.
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Outra desvantagem inerente a` limitac¸a˜o de ana´lise do conteu´do encontra-se no caso da
existeˆncia de dois itens diferentes descritos pelas mesmas features. Neste caso, eles sa˜o indis-
tingu´ıveis e o conteu´do deveria ser revisto para ser descrito por um conjunto mais completo
de features.
Ale´m das limitac¸o˜es de ana´lise do conteu´do, os MBCs tambe´m possuem problemas
associados a super-especializac¸a˜o. Como os sistemas content-based fazem recomendac¸o˜es
baseados nas notas altas ja´ dadas, o usua´rio pode ficar limitado a receber recomendac¸o˜es
apenas de itens similares aos ja´ avaliados no passado, dependendo de como o sistema for
estruturado. Desta forma, uma pessoa que jamais experimentou uma comida ac¸oriana, podera´
na˜o receber uma recomendac¸a˜o de um restaurante ac¸oriano mesmo que exista um excelente
em sua cidade. Este problema vem sendo estudado em outros campos de estudo e algumas
te´cnicas como inserc¸a˜o de aleatoriedade, generalizac¸a˜o e uso de algoritmos gene´ticos procuram
amenizar este tipo de problema.
O problema da super-especializac¸a˜o na˜o ocorre apenas pelo fato de um MBC na˜o conse-
guir recomendar um item que e´ diferente de tudo o que usua´rio ja´ viu. Em certas aplicac¸o˜es,
quando um item e´ muito similar a outro ja´ visto pelo usua´rio, este na˜o deve ser recomen-
dado. Este caso pode ser visto em um sistema de recomendac¸a˜o de not´ıcias que recomendaria
va´rios textos que trazem o mesmo fato. Assim, a diversidade de recomendac¸o˜es e´ sempre
deseja´vel em um sistema de recomendac¸o˜es. Idealmente, o usua´rio deveria ser apresentado a
uma variedade de opc¸o˜es e na˜o a um conjunto homogeˆneo de escolhas.
O usua´rio precisa avaliar um nu´mero suficiente de itens antes que o sistema de reco-
mendac¸a˜o baseado em conteu´do consiga realmente fazer recomendac¸o˜es associadas com as
prefereˆncias do usua´rio. Este problema, conhecido como o Problema do Novo Usua´rio, faz
com que usua´rios com poucas avaliac¸o˜es na˜o consigam receber recomendac¸o˜es precisas.
2.4 Me´todos Baseados em Colaborac¸a˜o - Filtragem Colabo-
rativa - FC
O sistema Grundy [51] e´ considerado por alguns autores como o primeiro sistema de
recomendac¸a˜o que se tem not´ıcia. Neste sistema, livros sa˜o recomendados com base em
estereo´tipos constru´ıdos atrave´s da ana´lise das caracter´ısticas dos usua´rios. Alguns anos
depois, o sistema Tapestry [23] fazia a recomendac¸a˜o de documentos baseado em usua´rios
com gostos semelhantes. Esta semelhanc¸a e´ encontrada atrave´s da declarac¸a˜o manual das
prefereˆncias feita por cada usua´rio (criac¸a˜o de filtros). Muitos autores [21], [47] citam o
Tapestry como o primeiro sistema de recomendac¸a˜o constru´ıdo. Ale´m disto, em [44], o
sistema Tapestry e´ classificado como um sistema h´ıbrido pelo fato da criac¸a˜o das regras ser
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uma forma de caracterizac¸a˜o do conteu´do (modelo baseado em conteu´do) e da colaborac¸a˜o
das recomendac¸o˜es ser uma caracter´ıstica de sistemas de filtragem colaborativa.
Uma nova evoluc¸a˜o aconteceu com a criac¸a˜o de alguns sistemas como o GroupLens [49],
Vı´deo Recommender [24] e Ringo [56], que automatizaram o processo de predic¸a˜o. Nestes
sistemas, a grande diferenc¸a com o Tapestry e´ que neste u´ltimo a vizinhanc¸a precisava ser de-
finida manualmente atrave´s da criac¸a˜o de regras pelos usua´rios, enquanto que no GroupLens,
Ringo e Video Recommender esta vizinhanc¸a e´ criada automaticamente por algoritmos de
correlac¸a˜o. Com a automatizac¸a˜o do processo de predic¸a˜o e a evoluc¸a˜o dos sistemas de in-
formac¸a˜o foi poss´ıvel o desenvolvimento de sistemas de recomendac¸a˜o para fins comerciais.
Uma das aplicac¸o˜es mais conhecidas e´ a recomendac¸a˜o de livros feita pelo site da Amazon
[33].
Diferentemente dos sistemas baseados em conteu´do, os sistemas baseados em cola-
borac¸a˜o (ou baseados em filtragem colaborativa) tentam predizer a utilidade dos itens para
um usua´rio particular com base nos itens previamente avaliados por outros usua´rios que
tambe´m participam do sistema. Mais formalmente, a utilidade u(c, s) do item s para o
usua´rio c e´ estimada baseada nas utilidades u(cj , s) assinaladas para o item s pelos usua´rios
cj ∈ C que sa˜o “similares” ao usua´rio c.
Apesar de existirem muitos me´todos ja´ usados para a implementac¸a˜o de sistemas basea-
dos em filtragem colaborativa, os mais conhecidos e estudados sa˜o os baseados na formac¸a˜o de
uma vizinhanc¸a entre os usua´rios ou itens [55]. Nestas abordagens procura-se identificar uma
similaridade entre itens ou entre usua´rios definindo uma vizinhanc¸a sobre a instaˆncia a ser
predita e em seguida calcula-se a predic¸a˜o do valor que o usua´rio alvo da recomendac¸a˜o daria
para o item candidato a` recomendac¸a˜o. Esta predic¸a˜o baseia-se nos valores das avaliac¸o˜es
que os vizinhos do usua´rio alvo deram ao respectivo item.
Conforme proposto em [12], algoritmos baseados em filtragem colaborativa podem
ser agrupados em duas classes gerais: algoritmos baseados em memo´ria (tambe´m chamado
heuristic-based approach) e os algoritmos baseados em modelo. A escolha por uma aborda-
gem ou outra depende da natureza dos dados a serem recomendados. Nas sesso˜es a seguir
sa˜o apresentadas as caracter´ısticas de cada abordagem.
2.4.1 Algoritmos Baseados em Memo´ria
Algoritmos baseados em memo´ria sa˜o essencialmente heur´ısticas que fazem predic¸o˜es
de avaliac¸o˜es baseados no conjunto total de todos os itens ja´ avaliados por todos os usua´rios.
Formalmente, o valor de uma avaliac¸a˜o desconhecida rc,s do usua´rio c para um item s e´ usual-
mente computada como uma func¸a˜o de agregac¸a˜o das avaliac¸o˜es de alguns outros (usualmente
os N mais similares) usua´rios para o mesmo item s:
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rc,s = aggr
c′∈Cˆ
rc′,s (2.2)
onde Cˆ denota o conjunto dos N usua´rios mais similares ao usua´rio c e que avaliaram o item
s (N pode variar entre 1 e todos os usua´rios do conjunto e sa˜o denominados usualmente por
“vizinhos”). Alguns exemplos de uma func¸a˜o agregac¸a˜o sa˜o:
rc,s =
1
N
∑
c′∈Cˆ
rc′,s (2.3)
rc,s = k
∑
c′∈Cˆ
sim(c, c′)× rc′,s (2.4)
rc,s = r¯c + k
∑
c′∈Cˆ
sim(c, c′)× (rc′,s − r¯c′) (2.5)
onde o multiplicador k serve como um fator de normalizac¸a˜o e e´ usualmente estabelecido
como k = 1/
∑
c′∈Cˆ |sim(c, c′)| e r¯c denota a me´dia da avaliac¸a˜o do usua´rio c na equac¸a˜o 2.5
e e´ definido como2: r¯c = (1/|Sc|)
∑
s∈Sc rc,s, onde Sc = {s ∈ S|rc,s 6= }
A func¸a˜o de agregac¸a˜o pode ser uma simples me´dia aritme´tica como sugerido na equac¸a˜o
2.3, entretanto a abordagem mais utilizada e´ a soma ponderada descrita na equac¸a˜o 2.4. A
medida de similaridade entre os usua´rios c e c′, sim(c, c′), e´ essencialmente a distaˆncia medida
entre os usua´rios, sendo esta utilizada dentro de uma func¸a˜o de peso para a predic¸a˜o de rc,s.
Assim, quanto mais similares forem os usua´rios c e c′, mais a avaliac¸a˜o rc′,s contribuira´ para
a predic¸a˜o de rc,s. Um problema na utilizac¸a˜o da soma ponderada e´ que esta na˜o leva em
considerac¸a˜o que usua´rios diferentes podem utilizar as escalas de avaliac¸a˜o de forma diferente.
A me´dia ponderada ajustada, descrita na equac¸a˜o 2.5, e´ bastante utilizada para atender a
esta limitac¸a˜o. Nesta abordagem, em vez de utilizar os valores absolutos das avaliac¸o˜es, a
soma ponderada utiliza a diferenc¸a da me´dia da avaliac¸a˜o do usua´rio correspondente.
Va´rios me´todos veˆm sendo propostos para o ca´lculo da func¸a˜o da similaridade. De
forma geral a similaridade entre dois usua´rios e´ baseada nas avaliac¸o˜es que ambos tenham
feito para determinado item. Em grandes bases de dados, a existeˆncia de va´rios itens avaliados
por ambos usua´rios, chamados de itens-comuns (ou common-items em ingleˆs), e´ fundamental
para estabelecer se uma correlac¸a˜o e´ ou na˜o confia´vel.
Os dois me´todos mais populares para o ca´lculo da similaridade sa˜o a correlac¸a˜o e o
baseado em coseno. Para apresentar estes me´todos, considerar-se-a´ Sxy como o conjunto de
todos os itens avaliados tanto por x quanto por y, ou seja, Sxy representa os itens-comuns
entre x e y. Mais formalmente: Sxy = {s ∈ S|rx,s 6=  & ry,s 6= }. Em sistemas de
recomendac¸a˜o colaborativos, Sxy e´ geralmente usado como um resultado intermedia´rio para
2Utilizamos rc,s =  para representar que o item s na˜o foi avaliado por c.
CAPI´TULO 2. SISTEMAS DE RECOMENDAC¸A˜O 24
o ca´lculo dos “vizinhos” do usua´rio x, geralmente computado atrave´s da busca pela intersecc¸a˜o
dos conjunto Sx e Sy.
Em me´todos baseado em correlac¸a˜o, o coeficiente de correlac¸a˜o de Pearson e´ bastante
utilizado [39], [49], [56], e sera´ explicado em maiores detalhes no cap´ıtulo 3. Nos me´todos
baseados em coseno [12], [55], os dois usua´rios x e y sa˜o tratados como dois vetores em um
espac¸o m-dimensional, onde m = |Sxy|. Enta˜o a similaridade entre dois vetores pode ser
medida pelo coseno do aˆngulo entre eles.
O entendimento desta similaridade, entretanto, ficou restrito por muito tempo a` simila-
ridade entre os usua´rios sim(c, c′), ao inve´s de tambe´m considerar a similaridade entre os itens
sim(s, s′). A considerac¸a˜o dual da similaridade para resoluc¸a˜o do problema de recomendac¸a˜o
pode ser ana´loga a uma pesquisa indexada por itens ou por usua´rios no espac¸o C × S que
define as avaliac¸o˜es rc,s. O ca´lculo da medida da similaridade por itens foi primeiramente
proposto em [55], no qual e´ sugerido que tanto correlac¸o˜es quanto a medida do coseno po-
dem ser usadas na medida de similaridades de itens para a computac¸a˜o de recomendac¸o˜es.
A ide´ia foi posteriormente estendida em [17] sugerindo a recomendac¸a˜o pelos N itens com
maior similaridade.
2.4.2 Algoritmos Baseados em Modelo
Os algoritmos baseados em modelo [41], [12], [23], [40], [7] utilizam o conjunto de
avaliac¸o˜es C×S para aprender um modelo, que e´ enta˜o utilizado para fazer predic¸o˜es. Em [12]
uma abordagem probabil´ıstica e´ proposta para a filtragem colaborativa, onde as avaliac¸o˜es
desconhecidas sa˜o calculadas como:
rc,s = E(rc,s) =
n∑
i=0
i× Pr(rc,s = i|rc,s′ , s′ ∈ Sc) (2.6)
assumindo que os valores das avaliac¸o˜es sa˜o inteiros variando de 0 a n e que a expressa˜o
probabilidade e´ a probabilidade de que o usua´rio c dara´ uma avaliac¸a˜o espec´ıfica para o
item s baseado nas avaliac¸o˜es dadas previamente a outros itens. Para estimar esta probabili-
dade, diferentes me´todos podem ser utilizados como clusterizac¸a˜o [12], redes bayesianas [15]
ou me´todos probabil´ısticos gaussianos [25] entre inu´meros outros. Estes me´todos possuem
algumas limitac¸o˜es como a dificuldade de representar um item (ou usua´rio) em diferentes
clusters.
Ale´m das abordagens probabil´ısticas, existem te´cnicas baseadas em aprendizado de
ma´quinas, como redes neurais artificiais (e.g. RBM e SOMs) e aprendizado baseado em
instaˆncias que podem ser utilizadas em sistemas de recomendac¸a˜o [61]. Nestes me´todos, mo-
delos sa˜o aprendidos com o treinamento dos algoritmos sobre o universo de dados dispon´ıvel
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e utilizados para gerar recomendac¸o˜es. Em [11] o autor propo˜em um me´todo de filtragem co-
laborativa no qual va´rias te´cnicas de aprendizado de ma´quinas (diferentes redes neurais) sa˜o
acopladas com te´cnicas de extrac¸a˜o de features (singular value decomposition - SVD) gerando
bons resultados. Nos trabalhos [12], [11], os respectivos me´todos baseados em modelo sa˜o
comparados com me´todos baseados em memo´ria e reportam que em determinadas aplicac¸o˜es
os resultados dos algoritmos baseados em modelo superam em precisa˜o as recomendac¸o˜es
feitas pelos baseados em memo´ria. E´ importante salientar no entanto, que estas comparac¸o˜es
sa˜o puramente emp´ıricas e nenhuma evideˆncia teo´rica sustenta estas afirmac¸o˜es.
A grande diferenc¸a entre os sistemas colaborativos baseados em modelos e os sistemas
colaborativos baseados em heur´ısticas e´ que as te´cnicas baseadas em modelos calculam a
predic¸a˜o da avaliac¸a˜o baseadas na˜o em regras emp´ıricas mas, diferentemente disto, baseadas
em um modelo estat´ıstico ou matema´tico extra´ıdo dos dados de treinamento. Diversos estudos
como [7], [43] veˆm propondo a combinac¸a˜o de te´cnicas baseadas em memo´ria e em modelo,
demonstrando empiricamente que estas abordagens podem alcanc¸ar melhores recomendac¸o˜es
que um algoritmo baseado em apenas uma das te´cnicas.
Uma importante caracter´ıstica dos sistemas colaborativos e´ que diferentemente dos sis-
temas baseados em conteu´dos, os algoritmos desenvolvidos possuem aplicabilidade em qual-
quer domı´nio do conhecimento, ja´ que se baseiam puramente nas avaliac¸o˜es dos itens na˜o
se preocupando em entendeˆ-los. Esta caracter´ıstica e´ um dos principais motivos do fato da
pesquisa relacionada aos sistemas colaborativos estar em um esta´gio mais desenvolvido que
a pesquisa dos sistemas baseados em conteu´dos.
Algumas desvantagens dos sistemas colaborativos sa˜o ideˆnticas a sistemas baseados em
conteu´do. O Problema do Novo-Usua´rio tambe´m ocorre nos sistemas baseados em modelo
ja´ que este deve aprender as prefereˆncias do usua´rio a partir da correlac¸a˜o de avaliac¸o˜es
feitas no passado em relac¸a˜o a`s avaliac¸o˜es de outros usua´rios. Ale´m disto, novos itens sa˜o
constantemente adicionados ao sistema e como sistemas colaborativos calculam suas predic¸o˜es
baseados nas prefereˆncias dos usua´rios, ate´ este novo item na˜o ser avaliado por um nu´mero
substancial de usua´rios, o sistema na˜o estara´ apto a recomenda´-lo.
Em qualquer sistema de recomendac¸a˜o o nu´mero de avaliac¸o˜es ja´ obtidas dentro do
espac¸o total de possibilidades de avaliac¸o˜es e´ muito pequeno. Isto significa que sempre ha-
vera´ muitos itens para serem recomendados, pore´m isto significa tambe´m que pode ser dif´ıcil
conseguir uma massa cr´ıtica de dados mı´nima para se fazer uma boa recomendac¸a˜o. Conforme
descrito na sec¸a˜o 2.4.1, para que sistemas colaborativos possuam uma boa confiabilidade e´
necessa´rio va´rios usua´rios-comuns ou itens-comuns dentro do espac¸o C × S. Assim, se este
espac¸o e´ preenchido esparsamente o sistema podera´ fazer recomendac¸o˜es fracas. Em um
sistema de recomendac¸o˜es de filmes, por exemplo, quando um usua´rio possui um gosto que
difere da maioria dos usua´rios, este pode estar fadado a receber sempre recomendac¸o˜es po-
bres. Estes filmes que poucas pessoas avaliam, mesmo que recebam altas notas, sera˜o pouco
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recomendados. Alguns me´todos foram propostos para lidar com o problema da esparsidade.
Em [11] e [40], um me´todo de reduc¸a˜o dimensional denominado Singular Value Decomposi-
tion e´ proposto para reduzir a esparsidade das matrizes C × S conseguindo alcanc¸ar bons
resultados. Maiores detalhes sobre este me´todo sa˜o apresentados ainda neste cap´ıtulo.
2.5 Me´todos Hı´bridos
As limitac¸o˜es existentes nos me´todos baseados em conteu´do e baseados em colaborac¸a˜o
podem ser amenizadas atrave´s da combinac¸a˜o de ambas abordagens. Pelo fato de existir uma
complementariedade entre estes me´todos, soluc¸o˜es h´ıbridas veˆm obtendo bons resultados em
diferentes estudos realizados [7], [21], [57].
Existem diferentes formas de combinar te´cnicas colaborativas e te´cnicas baseadas em
conteu´do em um sistema h´ıbrido de recomendac¸a˜o. Podemos dividir estas formas das seguin-
tes maneiras:
1. implementando os me´todos colaborativos e baseados em conteu´do em separado e com-
binando suas predic¸o˜es;
2. incorporando algumas caracter´ısticas de sistemas baseados em conteu´do dentro de abor-
dagens colaborativas;
3. incorporando algumas caracter´ısticas de sistemas colaborativos dentro de abordagens
baseadas em conteu´do, e
4. construindo um modelo unificado que incorpora ambas caracter´ısticas.
Na soluc¸a˜o 1, um sistema de recomendac¸a˜o h´ıbrido pode implementar separadamente
diferentes abordagens (colaborativas ou baseadas em conteu´do) e enta˜o combina´-las de dife-
rentes maneiras: uma forma e´ fazer a regressa˜o linear das avaliac¸o˜es encontradas, ou utilizar
o me´todo denominado voting scheme [42]. Outra forma para fazer a combinac¸a˜o entre as
avaliac¸o˜es e´ escolher uma em um dado momento e a outra em outra situac¸a˜o. A escolha por
uma ou outra avaliac¸a˜o dependera´ de uma me´trica pre´-estabelecida para medir a “qualidade”
da predic¸a˜o. Assim itens que possuam uma vizinhanc¸a com forte correlac¸a˜o com outros itens
podera˜o ser preditos atrave´s de uma abordagem colaborativa, ja´ outros itens com baixa cor-
relac¸a˜o podera˜o ser recomendados para usua´rios que possuam um estereo´tipo bem conhecido
dentro de uma representac¸a˜o ja´ conhecida (e.g. ontologia) em um sistema de recomendac¸a˜o
baseado em conteu´do.
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2.6 Estudos Recentes em Filtragem Colaborativa
Em func¸a˜o da competic¸a˜o promovida pela Netflix – Netflix Prize [37] – a pesquisa em
sistemas de recomendac¸a˜o baseados em filtragem colaborativa evoluiu consideravelmente nos
u´ltimos anos. Nas sesso˜es a seguir e´ apresentado o resumo de alguns destes estudos.
2.6.1 K-Nearest Neighbor
O k-nearest neighbor – kNN– e´ talvez o algoritmo mais utilizado na composic¸a˜o de
sistemas de recomendac¸a˜o colaborativos baseados em memo´ria 3. O sucesso deste me´todo
depende, entre outros fatores, da escolha dos pesos que cada vizinho contribuira´ para a
predic¸a˜o das avaliac¸o˜es desconhecidas. Em [9], os autores apresentam os resultados encontra-
dos apo´s o desenvolvimento de duas te´cnicas de otimizac¸a˜o. A primeira trata-se de uma etapa
de pre´-processamento, na qual os chamados “global effects” sa˜o removidos do conjunto de da-
dos permitindo que as avaliac¸o˜es sejam comparadas com maior facilidade e consequ¨entemente
melhorando a precisa˜o do algoritmo.
A segunda contribuic¸a˜o dos autores esta´ associada a` normalizac¸a˜o de dados. Norma-
lizac¸a˜o e´ essencial para os me´todos kNN, ja´ que a correlac¸a˜o entre avaliac¸o˜es pertencentes
a` usua´rios ou itens na˜o-normalizados produzem resultados inferiores. O trabalho descreve
dez efeitos facilmente observa´veis no conjunto de dados da Netflix que causam considera´vel
variabilidade e mascaram as relac¸o˜es fundamentais existentes entre as avaliac¸o˜es. Empre-
gando te´cnicas como, fatorac¸a˜o, double centering e remoc¸a˜o de efeitos globais, os autores
empiricamente comprovam melhorias na precisa˜o de me´todos ja´ utilizados no passado sobre
o conjunto de dados da Netflix.
2.6.2 Singular Value Decomposition - SVD
A Decomposic¸a˜o em Valores Singulares (Singular Value Decomposition ou Latent Se-
mantic Indexing em ingleˆs), ou reduc¸a˜o/projec¸a˜o dimensional e´ uma te´cnica alge´brica utili-
zada ha´ algum tempo como me´todo efetivo no processamento de linguagem natural e tambe´m
em algoritmos de compactac¸a˜o e reduc¸a˜o de matrizes esparsas.
Este me´todo e´ uma consequ¨eˆncia direta de um teorema da a´lgebra linear que coloca:
Teorema 2.6.1 : Uma matriz A de dimensa˜o M ×N pode ser definida como o produto de
treˆs outras matrizes
Amxn = UmxmSmxnV Tnxn (2.7)
3Esta abordagem e´ apresentada em detalhe no pro´ximo cap´ıtulo.
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onde U e´ uma matriz ortogonal que satisfaz UTU = Imxm, S e´ uma matriz diagonal com
elementos positivos que representam os valores singulares da matrix A, e V T e´ a matriz V
transposta que satisfaz V TV = Inxn
A partir deste teorema pode ser deduzido que uma matriz qualquer A pode ser aproxi-
mada atrave´s da decomposic¸a˜o em outras treˆs matrizes sendo considerado os valores singu-
lares da matriz S como uma representac¸a˜o dos valores originais. Esta propriedade permite a
reduc¸a˜o de grandes matrizes esparsas em n valores singulares.
No problema de recomendac¸o˜es, estes valores singulares podem ser interpretados como
os paraˆmetros na˜o expl´ıcitos que definem as prefereˆncias de um determinado usua´rio, e ao
mesmo tempo o quanto que um determinado filme e´ pontuado em cada um destes paraˆmetros.
Verificando os paraˆmetros com altos valores tanto para um usua´rio quanto para um filme
(atrave´s de uma multiplicac¸a˜o vetorial) e´ poss´ıvel verificar a similaridade entre eles.
Ale´m da pertineˆncia para criar um modelo de recomendac¸a˜o, a te´cnica SVD permite
a reduc¸a˜o de matrizes esparsas em matrizes compactas mais fa´ceis de serem trabalhadas.
Em [20] este me´todo e´ utilizado primeiramente dentro da competic¸a˜o promovida pela Netflix
conseguindo bons resultados. Posteriormente o me´todo e´ aprimorado em [40], onde o autor
propo˜e a utilizac¸a˜o da te´cnica SVD combinada com me´todos de po´s-processamento e da
utilizac¸a˜o de me´todos lineares. Estas abordagens de sistemas de recomendac¸a˜o baseado em
modelos quando utilizadas em combinac¸a˜o com outras te´cnicas resultaram em predic¸o˜es mais
precisas que as baseadas em memo´ria (kNN).
2.6.3 Restricted Boltzman Machines - RBM
As Ma´quinas Restritas de Boltzman sa˜o redes neurais estoca´sticas caracterizadas pela
sua capacidade de aprenderem representac¸o˜es internas e de resolverem problemas combi-
nato´rios complexos [64]. Em [52], o autor apresenta que a utilizac¸a˜o deste me´todo na com-
posic¸a˜o de um sistema de recomendac¸a˜o resulta em bons resultados mesmo quando utilizado
sobre uma grande base de dados. Ale´m disto, o autor mostra que os modelos RBM che-
gam a valores mais precisos que as abordagens SVD puras. Em [38], diversos competidores
reportaram a complementariedade do me´todo em relac¸a˜o a abordagem kNN demonstrando
empiricamente que a combinac¸a˜o linear de predic¸o˜es de ambas abordagens resultam em re-
sultados mais precisos que um sistema baseado puramente em RBM.
2.6.4 Soluc¸o˜es Hı´bridas
A utilizac¸a˜o das treˆs te´cnicas descritas nesta sec¸a˜o resultam hoje na abordagem de um
algoritmo h´ıbrido que resultou nas melhores predic¸o˜es alcanc¸adas dentro da competic¸a˜o Net-
flix Prize. Em [7] o autor apresenta as te´cnicas utilizadas na composic¸a˜o de um preditor u´nico
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para a competic¸a˜o, utilizando modelos kNN, SVD, RBM e justifica a complementariedade
entre estas abordagens utilizadas.
2.7 Conclusa˜o
Em resposta a` dificuldade de avaliac¸a˜o, em um mundo com cada vez mais possibilidade
de escolhas, sistemas de recomendac¸a˜o computacionais emergiram como forma de suporte,
mediac¸a˜o e automac¸a˜o do processo de recuperac¸a˜o da informac¸a˜o. A evoluc¸a˜o destes sistemas
e o fato destes trabalharem com bases grandes de informac¸o˜es, permitiram que recomendac¸o˜es
emergentes (na˜o triviais) pudessem ser alcanc¸adas, proporcionando ainda maior credibilidade
que uma recomendac¸a˜o humana.
Os sistemas de recomendac¸a˜o representam hoje uma a´rea independente de pesquisa,
resultando em inu´meros trabalhos na academia e na indu´stria. Apesar de ser uma a´rea nova,
com um pouco mais de uma de´cada de existeˆncia, a sua aplicabilidade e multidisciplinaridade
atrai a atenc¸a˜o de pesquisadores de diferentes a´reas e de diferentes setores econoˆmicos.
Sistemas de recomendac¸a˜o sa˜o divididos em treˆs grandes categorias: sistemas baseados
em conteu´do, sistemas baseados em filtragem colaborativa e os sistemas h´ıbridos. Os sistemas
baseados em filtragem colaborativa ainda sa˜o subdivididos em sistemas colaborativos base-
ados em memo´ria e os sistema colaborativos baseados em modelos. Os algoritmos baseados
em memo´ria sa˜o os mais amplamente utilizados, pore´m nos u´ltimos anos sistemas baseados
em modelos veˆm ganhando forc¸a grac¸as aos bons resultados alcanc¸ados.
A competic¸a˜o Netflix Prize promoveu a pesquisa em sistemas de recomendac¸a˜o basea-
dos em filtragem colaborativa gerando inu´meros trabalhos na a´rea. Otimizac¸o˜es de algoritmos
cla´ssicos foram realizadas e novas abordagens, como a utilizac¸a˜o de SVD e RBM em algo-
ritmos de filtragem colaborativa, foram sugeridas. Sistemas de recomendac¸a˜o h´ıbridos que
utilizam as principais abordagens em conjunto conseguem alcanc¸ar os melhores resultados.
Este cap´ıtulo apresentou um panorama da a´rea de sistemas de recomendac¸a˜o e descre-
veu os atuais me´todos que sa˜o usualmente classificados pela literatura dentro de treˆs principais
categorias: baseados em conteu´do, filtragem colaborativa e me´todos h´ıbridos. Uma descric¸a˜o
mais completa foi apresentada dentro da categoria filtragem colaborativa, objeto de estudo
desta dissertac¸a˜o, cujo estado da arte com os me´todos desenvolvidos nos u´ltimos anos foram
discorridos em maiores detalhes.
Cap´ıtulo 3
K Nearest Neighbor
Eu gosto de jogos de palavras. Mas elas sempre
roubam e acabo mudo.
— Bruno Vivan Bernartt
A medida de similaridade em um sistema de recomendac¸a˜o baseado em filtragem cola-
borativa procura identificar itens ou usua´rios que possam auxiliar no ca´lculo de uma determi-
nada predic¸a˜o. Neste cap´ıtulo e´ apresentado o me´todo de aprendizagem de ma´quina baseado
em instaˆncias denominado k-Nearest Neighbor – kNN. Este me´todo, pelas suas caracter´ısticas
de aprendizado “na˜o-parametrizadas”, possibilita a identificac¸a˜o de comportamentos comple-
xos em grandes volumes de dados. A abordagem kNN e´ um dos mais populares algoritmos
utilizados nas implementac¸o˜es de sistemas de recomendac¸o˜es baseados em filtragem colabo-
rativa. A escolha desta abordagem para o desenvolvimento de um sistema de recomendac¸a˜o
e´ justificada no cap´ıtulo 5. Ao longo do texto a seguir assume-se que o leitor e´ familiarizado
com a terminologia e com os conceitos cla´ssicos de algoritmos de aprendizado de ma´quinas
e, mais particularmente, algoritmos baseados em instaˆncias.
3.1 Contextualizac¸a˜o
O algoritmo k-nearest neighbor e´ um dos mais simples me´todos de aprendizagem
de ma´quina existentes hoje. Dentro do campo de aprendizagem estat´ıstica enquadra-se
na famı´lia dos algoritmos na˜o-parametrizados denominados instance-based learning ou
memory-based learning. Este nome e´ dado pelo fato do aprendizado ser feito atrave´s das
pro´prias instaˆncias de entrada do algoritmo. Por na˜o criar nenhum modelo de classificac¸a˜o
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ou predic¸a˜o, mas apenas explorar a analogia do novo objeto a ser classificado em relac¸a˜o
aos dados de treinamento, ele e´ denominado um lazy algorithm ou me´todo preguic¸oso. Este
me´todo foi descrito primeiramente nos anos 50, mas foi somente a partir da de´cada de 60,
quando computadores mais potentes comec¸aram a surgir, que o me´todo ganhou popularidade.
Ele tem sido muito usado desde enta˜o em diversas aplicac¸o˜es no campo de data-mining, em
me´todos estat´ısticos de reconhecimento de padro˜es, em processamento de imagens entre ou-
tros.
3.2 O Modelo
A ide´ia central do modelo k-nearest neighbor ou kNN e´ baseada na distaˆncia mı´nima
entre a instaˆncia desejada e as amostras de treinamento que determinam os vizinhos mais
pro´ximos desta entrada. Desta forma o algoritmo deve encontrar os k – paraˆmetro a ser
definido no algoritmo – vizinhos mais pro´ximos da entrada x que posteriormente podera˜o ser
utilizados para uma predic¸a˜o, classificac¸a˜o ou smoothing. 1
Exemplificando dentro do contexto da classificac¸a˜o: Considere um espac¸o bidimensional
definido pelos atributos a1 e a2 onde a classe c1 e a classe c2 esta˜o representadas por 6 e
5 instaˆncias, respectivamente. Desejamos determinar a qual das duas classes pertence uma
instaˆncia x, de classe desconhecida. Esta situac¸a˜o e´ ilustrada na Figura 3.1, onde os quadrados
representam a classe c1, os triaˆngulos a classe c2 e a bola a instaˆncia de classe desconhecida
x. Basicamente, as te´cnicas kNN assumem como classe de x, a classe da instaˆncia que esta´
mais pro´xima de x. No exemplo da Figura 3.1, x assume a classe c2, considerando neste caso
que k = 3 representado na figura atrave´s do primeiro c´ırculo que conte´m um nu´mero maior
de triaˆngulos (classe c2) do que quadrados (classe c1). Ja´ se considerarmos o segundo c´ırculo,
estamos considerando k = 5 e neste caso a classe de x sera´ predita pela classe c1 ja´ que existe
um nu´mero maior de quadrados do que triaˆngulos na proximidade de x. E assim o algoritmo
faz uma determinada classificac¸a˜o/predic¸a˜o com base na definic¸a˜o do paraˆmetro k.
1Smooth em estat´ıstica e em processamento de imagem, significa criar uma func¸a˜o que consiga identificar
padro˜es em um conjunto de dados, deixando de lado ru´ıdos e dados indeseja´veis
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Figura 3.1: Exemplo de Classificac¸a˜o kNN
A seguir apresentamos uma definic¸a˜o formal do me´todo NN, baseada na definic¸a˜o pro-
posta por [22], e a sua generalizac¸a˜o para o me´todo kNN. Considere:
1. Um espac¸o n-dimensional de atributos;
2. M classes numeradas 1, 2, 3, ...,M ;
3. Seja TNN = {(x1, θ1), (x2, θ2), ..., (xp, θp)} o conjunto de p pares de treinamento, cada
par expresso por (xi, θi), para 1 ≤ i ≤ p, onde:
(a) xi e´ uma instaˆncia de treinamento expressa pelo vetor multidimensional com um
atributo em cada dimensa˜o xi = (xi1, x
i
2, ..., x
i
n)
(b) θi ∈ 1, 2, ...,M denota a classe correta da instaˆncia xi
Enta˜o:
Definic¸a˜o 3.2.1 : Dada uma instaˆncia desconhecida x, a regra de decisa˜o do algoritmo NN
decide que x esta´ na classe θj se, e somente se,
D(x, xj) ≤ D(x, xi)
1 ≤ i ≤ p
onde D e´ alguma me´trica n-dimensional de distaˆncia.
A regra D(x, xj) ≤ D(x, xi) apresentada na definic¸a˜o 3.2.1 e´ mais apropriadamente
chamada de regra 1-NN, uma vez que usa apenas um vizinho mais pro´ximo, i.e., calcula
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a distaˆncia da nova instaˆncia a cada um dos exemplos do conjunto de treinamento. Assim
sendo, ao considerarmos k vizinhos, teremos a variante conhecida como k-NN, a qual identifica
as k instaˆncias mais pro´ximas x1, x2, ..., xk e decide pela escolha da classe que comparece com
maior frequ¨eˆncia no conjunto θi1, θi2, ..., θik. Uma forma de proceder e´ fazer uma validac¸a˜o
cruzada (cross-validation) utilizando diferentes valores de k, e escolher aquele que obtiver o
melhor resultado. Formalmente definimos kNN:
Definic¸a˜o 3.2.2 : Dada uma instaˆncia desconhecida x, a regra de decisa˜o do algoritmo kNN
decide que x esta´ na classe θj se, e somente se, a classe θj for a mais frequ¨ente do conjunto
θi1, θi2, ..., θik entre os k vizinhos de x onde a vizinhanc¸a e´ definida pelas k menores distaˆncias
calculadas por
D(x, xj) ≤ D(x, xi)
1 ≤ i ≤ p
onde D e´ alguma me´trica n-dimensional de distaˆncia.
Nas sec¸o˜es a seguir, apresentamos uma breve considerac¸a˜o sobre as vantagens e desvan-
tagens gerais do me´todo kNN de forma a subsidiar futuras considerac¸o˜es sobre a utilizac¸a˜o
do mesmo no desenvolvimento do sistema de recomendac¸a˜o.
3.2.1 Vantagens do Me´todo
O aprendizado baseado em instaˆncias favorece o aprendizado incremental a partir da
experieˆncia, uma vez que e´ sempre mais fa´cil aprender atrave´s da retenc¸a˜o da memo´ria de
uma experieˆncia concreta do que generalizar a partir dela. Esta e´ uma importante vantagem
para o desenvolvimento de aplicac¸o˜es, pois permite sistemas iniciarem sua operac¸a˜o com
um pequeno conjunto de padro˜es e adicionarem cobertura atrave´s do armazenamento de
novos padro˜es se for demonstrado que sa˜o necessa´rios. Como na˜o realiza nenhum tipo de
generalizac¸a˜o do conhecimento, na˜o incorre no risco de esquecer detalhes a` medida que o
conhecimento cresce.
Algoritmos do tipo kNN possuem um custo de atualizac¸a˜o relativamente reduzido e
o aprendizado baseado em instaˆncias permite que o sistema resultante seja bastante ro-
busto. Ale´m disso, sistemas com aprendizado kNN sa˜o verifica´veis (o que na˜o se pode dizer
da maioria dos modelos de redes neurais, por exemplo), pois permitem que se consulte os
padro˜es concretos responsa´veis pelo comportamento classificato´rio adquirido pelo sistema
apo´s o aprendizado.
De forma geral, a fa´cil implementac¸a˜o do algoritmo kNN e o ra´pido aprendizado sa˜o as
suas principais vantagens, o que e´ evidenciado pela sua popularidade e grande utilizac¸a˜o nas
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mais diversas aplicac¸o˜es. Em contraste com me´todos de aprendizagem parame´tricos, o kNN
permite que a complexidade da hipo´tese levantada cresc¸a com o crescimento dos dados.
Como e´ demonstrado na sequ¨eˆncia deste cap´ıtulo, o me´todo kNN quando combinado
com me´todos de eliminac¸a˜o de ru´ıdos e de weighting possui uma performance boa em com-
parac¸a˜o com outros me´todos, tanto no contexto de classificac¸a˜o quanto no contexto de
predic¸a˜o, podendo manipular dados incompletos ou com ru´ıdos praticamente em tempo real.
Do ponto de vista matema´tico, todos os algoritmos da famı´lia kNN incrementalmente
aprendem aproximac¸o˜es parcialmente lineares de conceitos em um espac¸o n-dimensional
atrave´s da medida de similaridade, o que e´ uma forma bastante natural de se aproximar
uma grande gama de distribuic¸o˜es de varia´veis.
3.2.2 Desvantagens do Me´todo
Apesar de sua relativa simplicidade de implementac¸a˜o, o algoritmo possui algumas
desvantagens quando aplicado em grandes bases de dados. Isto se justifica pelo fato de que
calcular a distaˆncia de uma determinada entrada com todos os poss´ıveis atributos a serem
associados, pode levar a um tempo de computac¸a˜o muito elevado. Va´rios me´todos de pre´-
processamento foram propostos para tornar esta etapa mais eficiente, pore´m a maioria destes
me´todos na˜o consegue ser escala´vel quando o problema possui mais do que uma dimensa˜o.
Espac¸os multi-dimensionais colocam um desafio a mais ao me´todo kNN, ja´ que quando
tratamos com espac¸os vetoriais de muitas dimenso˜es, os vizinhos acabam se tornando muito
distantes na˜o conseguindo explicitar o propo´sito ba´sico do algoritmo, que e´ identificar simi-
laridades dos poucos vizinhos pro´ximos a` entrada em questa˜o. Para ilustrar, pegaremos o
exemplo retirado de [59], onde encontramos um conjunto de dados de tamanho N de um
hipercubo 2 de dimensa˜o d, assumindo vizinhos hipercu´bicos de lado b e volume bd . Para
conter k pontos, a me´dia da vizinhanc¸a devera´ ocupar a frac¸a˜o k/N do volume total, que aqui
definiremos como 1, assim bd = k/N, ou b = (k/N)1/d. Determinando que a dimensa˜o d seja
100, ou seja, um espac¸o de muitas dimenso˜es, e que a vizinhanc¸a k seja de 10 vizinhos, e ainda
que o tamanho total do conjunto de dados seja N = 1.000.000, teremos um b ≈ 0.89. Este
exemplo mostra que para conseguir definir a vizinhanc¸a, seria necessa´rio percorrer quase todo
o espac¸o vetorial de entrada. Isto sugere que o me´todo k-nearest neighbor na˜o e´ confia´vel
para dados com muitas dimenso˜es. Com menos dimenso˜es na˜o existe o problema, o que pode
ser percebido considerando no exemplo acima d = 2 resultando em b = 0, 003.
A performance deste algoritmo e´ prejudicada quando ha´ a existeˆncia de dados com
ru´ıdo no conjunto de testes, pois a determinac¸a˜o da classe de uma determinada instaˆncia
de entrada e´ feita atrave´s de seus vizinhos mais pro´ximos sem nenhum ca´lculo adicional
2O mesmo racioc´ınio poderia ser feito para hiperesferas; mas a fo´rmula de volume de esferas seria mais
complicada para demonstrac¸a˜o.
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que pudesse eliminar os ru´ıdos. Tambe´m encontramos problemas quando os atributos dos
vizinhos afetam em magnitudes diferentes a sa´ıda procurada. O caso extremo e´ quando alguns
atributos sa˜o completamente irrelevantes e acabam contribuindo igualitariamente na fo´rmula
da distaˆncia.
3.3 Etapas de Implementac¸a˜o
A seguir sa˜o feitas algumas considerac¸o˜es mais detalhadas para cada etapa de de-
senvolvimento de um sistema gene´rico que utiliza o algoritmo kNN e, consequ¨entemente, e´
discorrido com maiores detalhes sobre cada parte do algoritmo, demonstrando como algumas
implementac¸o˜es podem contornar as desvantagens que o algoritmo ba´sico kNN possui.
3.3.1 Pre´-Processamento
A etapa de pre´-processamento possui dois objetivos principais: (1) diminuir o nu´mero
de exemplares de forma a reduzir o tempo de computac¸a˜o e melhorar a performance do
sistema, e (2) eliminar exemplares ruidosos que diminuem a performance do algoritmo.
A existeˆncia de um conjunto de dados muito grande pode ocasionar um tempo compu-
tacional impratica´vel. Este foi um dos motivos que fizeram com que o algoritmo kNN fosse
conhecido como um algoritmo lento antes dos anos 90. Nesta e´poca estruturas sofisticadas
de dados como kD-trees comec¸aram a ser utilizadas de forma a reduzir consideravelmente o
tempo computacional. A estrutura de kD-tree e´ uma a´rvore bina´ria que divide um espac¸o
vetorial de entrada com um hiperplano e divide cada partic¸a˜o recursivamente, armazenando
um conjunto de dados k-dimensional, onde k e´ o nu´mero de atributos. Maiores detalhes sobre
esta estrutura de dados podem ser encontrados em [26]. Na pra´tica, as a´rvores kD-trees se
tornam ineficientes com o aumento da dimensa˜o do espac¸o e sua validade tambe´m so´ e´ justi-
ficada quando o nu´mero de atributos e´ pequeno ≈ 10. Estruturas de dados como as ball-trees
e outras estruturas de dados mais recentes trabalham com sucesso centenas de dimenso˜es.
Em vez de armazenar todas as instaˆncias de treinamento, e´ poss´ıvel comprimı´-las em
regio˜es. Uma te´cnica muito simples e´ gravar apenas um intervalo de valores observados
nos dados de treinamento para cada atributo e categoria. Dada uma instaˆncia de teste, e´
determinado um intervalo onde caem os valores dos atributos, e escolhe-se a categoria com
o maior nu´mero de intervalos corretos para uma determinada instaˆncia. Uma te´cnica mais
elaborada e´ construir intervalos para cada atributo e usar o conjunto de treinamento para
contar o nu´mero de vezes que cada categoria ocorre para cada intervalo em cada atributo.
Atributos nume´ricos podem ser discretizados em intervalos, e “intervalos” consistindo de um
u´nico ponto, podem ser usados para denomina´-lo. Assim sendo, dada uma instaˆncia de teste,
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voceˆ pode determinar em qual intervalo ela reside e classifica´-la atrave´s de votac¸a˜o, me´todo
este chamado de voting feature intervals. Apesar de serem aproximac¸o˜es, estes me´todos sa˜o
extremamente ra´pidos e podem ser u´teis para uma ana´lise inicial do conjunto de dados em
questa˜o.
Normalizac¸o˜es podem ser efetuadas para conseguir retirar efeitos indesejados sobre o
conjunto de dados de treinamento. Em [9] sa˜o apresentadas algumas te´cnicas de normalizac¸a˜o
utilizadas sobre o conjunto de treinamento fornecido pela empresa Netflix para a competic¸a˜o
Netflix Prize. Atrave´s destas te´cnicas o autor consegue alcanc¸ar considera´veis melhorias com
o seu algoritmo kNN implementado.
E´ poss´ıvel realizar pre´-ca´lculos com a base de treinamento e salvar os resultados em
arquivos intermedia´rios para depois serem utilizados pelo algoritmo no ca´lculo de reco-
mendac¸o˜es. Esta estrate´gia permite que alguns ca´lculos sejam feitos apenas uma vez ao
inve´s de serem repetidos va´rias vezes. Assim o algoritmo e´ otimizado proporcionado tempos
computacionais mais baixos para as recomendac¸o˜es finais.
Exemplares com ru´ıdo, inevitavelmente, reduzem a performance de qualquer esquema
baseado em kNN que na˜o os suprimem, ja´ que estes ru´ıdos provocam o efeito de repetidamente
desclassificar novas instaˆncias, ou aumentarem os erros em predic¸o˜es. Existem duas formas
de lidar com este problema. Uma destas formas e´ em vez de localizar um u´nico vizinho,
localizar os k vizinhos mais pro´ximos, sendo k uma constante pre´-determinada e considerar
a classe que ocorrer majoritariamente nos vizinhos, como a classe da instaˆncia desconhecida.
O u´nico problema aqui e´ determinar um valor adequado para k. Quanto mais ru´ıdo, maior
sera´ o valor o´timo de k.
3.3.2 Determinac¸a˜o dos Vizinhos
Uma importante parte do algoritmo kNN e´ a escolha da func¸a˜o de distaˆncia mı´nima a
ser utilizada para a definic¸a˜o dos vizinhos. Este passo esta´ totalmente associado a` natureza
do problema a ser resolvido.
Para identificar os vizinhos mais pro´ximos de uma instaˆncia desconhecida, e´ necessa´ria
uma me´trica n-dimensional de distaˆncia, aqui denominada D(x1, x2) (ver definic¸a˜o 3.2.1).
Uma me´trica bastante utilizada e´ calcular a distaˆncia Euclidiana, definida como:
Definic¸a˜o 3.3.1 : A distaˆncia entre os pontos P = (p1, p2, ..., pn) e Q = (q1, q2, ..., qn) no
n-espac¸o Euclidiano e´ definido como:
√
(p1 − q1)2 + (p2 − q2)2 + ...+ (pn − qn)2 =
√√√√ n∑
i=1
(pi − qi)2 (3.1)
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A utilizac¸a˜o da distaˆncia Euclidiana e´ inapropriada quando cada dimensa˜o do espac¸o
mede algo diferente, como por exemplo o peso e a altura. Isto se deve ao fato de que ao
mudar a escala de uma dimensa˜o e´ mudado tambe´m o conjunto dos vizinhos mais pro´ximos.
Uma soluc¸a˜o para isto e´ padronizar a escala para cada dimensa˜o. Para fazer isto, e´ necessa´rio
medir o desvio padra˜o de cada atributo sobre todo o conjunto de dados e expressar os valores
dos atributos como mu´ltiplos do desvio padra˜o de cada atributo. Este e´ um caso especial da
distaˆncia de Mahalanobis, que leva em considerac¸a˜o a covariaˆncia dos atributos.
Em estat´ıstica, a distaˆncia de Mahalanobis e´ uma medida baseada na correlac¸a˜o
entre duas varia´veis que possuem diferentes modelos que podem ser identificados e analisados.
E´ uma medida muito utilizada para determinac¸a˜o de similaridades, e por isto, pode ser
utilizada como medida de distaˆncia no algoritmo kNN. Formalmente pode ser definida como:
Definic¸a˜o 3.3.2 : A distaˆncia de Mahalanobis entre os vetores ~x e ~y, ambos com mesma
distribuic¸a˜o da matrix covariante Σ e´ definida como:
DM (~x, ~y) =
√
(~x− ~y)TΣ−1(~x− ~y) (3.2)
Se a matrix covariante e´ a matrix identidade, a distaˆncia de Mahalanobis se reduz a
distaˆncia Euclidiana. Se a matrix covariante for diagonal, enta˜o a distaˆncia resultante medida
e´ chamada de distaˆncia Euclidiana Normalizada:
d(x, y) =
√√√√ p∑
i=1
(xi − yi)2
σ2i
(3.3)
onde σi e´ o desvio padra˜o de xi sobre o conjunto de amostra.
Na distaˆncia de Mahalanobis, percebemos a utilizac¸a˜o da correlac¸a˜o, na procura de
similaridades entre duas varia´veis. Em estat´ıstica, correlac¸a˜o indica a forc¸a e a direc¸a˜o do
relacionamento linear entre duas varia´veis aleato´rias. No uso estat´ıstico geral, correlac¸a˜o ou
co-relac¸a˜o se refere a` medida da relac¸a˜o entre duas varia´veis, embora esta correlac¸a˜o na˜o
indique causalidade 3. Neste sentido geral, existem va´rios coeficientes medindo o grau de
correlac¸a˜o, adaptados a` natureza dos dados. O coeficiente mais utilizado em algoritmos kNN
e´ o coeficiente de correlac¸a˜o de Pearson, tambe´m chamado de coeficiente de correlac¸a˜o
produto-momento ou simplesmente de “r de Pearson”. Formalmente:
Definic¸a˜o 3.3.3 : O coeficiente de correlac¸a˜o de Pearson entre o conjunto de varia´veis
x1, x2, ..., xn e y1, y2, ..., yn pode ser obtido dividindo a covariaˆncia entre as varia´veis x, y,
Cov(x, y) pelo produto de seus desvios padra˜o:
3Causalidade aqui referida no seu sentido filoso´fico ou f´ısico.
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r =
Cov(x, y)
σxσy
(3.4)
onde,
Cov(x, y) =
1
n
n∑
i=1
(xi − x)(yi − y)
σx =
√√√√ 1
n
n∑
i=1
(xi − x)2
σy =
√√√√ 1
n
n∑
i=1
(yi − y)2
x =
1
n
n∑
i=1
xi
e
y =
1
n
n∑
i=1
yi
Desta forma, uma equac¸a˜o simplificada pode ser encontrada:
r =
∑n
i=1(xi − x)(yi − y)√∑n
i=1(xi − x)2
√∑n
i=1(yi − y)2
(3.5)
Atrave´s da definic¸a˜o acima e´ poss´ıvel perceber que os valores de r assumem apenas
valores entre −1 e 1. Desta forma, os valores podem ser interpretados da seguinte forma:
• r = 1 significa uma correlac¸a˜o perfeitamente positiva entre as duas varia´veis;
• r = −1 significa uma correlac¸a˜o perfeitamente negativa entre as duas varia´veis. Ou
seja, se uma aumenta a outra sempre diminui;
• r = 0 significa que as duas varia´veis na˜o possuem uma dependeˆncia linear. No entanto,
pode existir uma dependeˆncia na˜o-linear, e neste caso o resultado r = 0 deve ser
investigado por outros meios.
Se generalizarmos a func¸a˜o da distaˆncia euclidiana chegaremos a func¸a˜o de similaridade
de Minkowski que e´ definida por:
Definic¸a˜o 3.3.4 : A distaˆncia de Minkowski entre os pontos P = (p1, p2, ..., pn) e Q =
(q1, q2, ..., qn) no n-espac¸o euclidiano e´ definida como:
dq(p, q) = q
√√√√n−1∑
i=1
wi|pi − qi|q (3.6)
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Se considerarmos na equac¸a˜o de Minkowski q = 2 e cada peso wi igual a 1 teremos
a distaˆncia Euclidiana definida em 3.3.1. Alternativamente, se definirmos q = 1 e wi = 1
teremos a distaˆncia de Manhattan, que apesar de ser utilizada em alguns algoritmos kNN,
possui algumas limitac¸o˜es.
Outros modelos ainda podem ser utilizados dependendo da natureza dos dados, e.g:
quando o problema e´ identificar a distaˆncia de atributos discretizados a distaˆncia de Ham-
ming, que define D(x1, x2) como sendo o nu´mero de features nas quais x1 difere de x2, e´
uma boa escolha a ser feita.
3.3.3 Treinamento - atribuindo pesos
Na maioria dos domı´nios de estudos, alguns atributos presentes no conjunto de da-
dos, ou mais especificamente presentes no conjunto de vizinhos mais pro´ximos (k-nearest
neighbors), sa˜o irrelevantes. Dentro do conjunto dos atributos relevantes podemos encontrar
ainda alguns que sa˜o mais importantes que os outros. Um grande avanc¸o no aprendizado
baseado em instaˆncias e´ aprender a relevaˆncia de cada atributo incrementalmente atrave´s da
atualizac¸a˜o dinaˆmica dos pesos dos atributos.
De forma a permitir o aprendizado da relevaˆncia de cada atributo, a distaˆncia me´trica
deve incorporar os pesos w1, w2, ..., wn em cada dimensa˜o. Utilizando como exemplo a dis-
tancia Euclidiana, temos a seguinte equac¸a˜o:
√
w21(x1 − y1)2 + w22(x2 − y2)2 + ...+ w2n(xn − yn)2.
Todos os pesos dos atributos sa˜o atualizados apo´s cada classificac¸a˜o de uma instaˆncia
de treinamento, e o exemplar mais similar e´ utilizado como a base para a definic¸a˜o desta
atualizac¸a˜o. Chamaremos a instaˆncia de treinamento de x e o exemplar mais similar de y.
Para cada atributo i, a diferenc¸a |xi − yi| e´ a medida da contribuic¸a˜o daquele atributo na
decisa˜o. Se a diferenc¸a e´ pequena, enta˜o o atributo contribui muito; quando a diferenc¸a e´
grande ele contribui menos. A ide´ia ba´sica e´ fazer a atualizac¸a˜o do peso wi com base no
tamanho desta diferenc¸a, independentemente se a classificac¸a˜o e´ ou na˜o correta. Se a classi-
ficac¸a˜o e´ correta, o peso associado aumenta, e se for incorreta o peso diminui, sendo que o
quanto o peso aumenta ou diminui e´ definido pelo tamanho da diferenc¸a de forma inversa-
mente proporcional: se a diferenc¸a e´ pequena a atualizac¸a˜o (positiva ou negativa) e´ grande
e vice-versa. A mudanc¸a dos pesos geralmente e´ seguida de uma etapa de renormalizac¸a˜o.
Uma estrate´gia simples, que pode ser igualmente efetiva a` descrita aqui, e´ a de na˜o atualizar
os pesos se a decisa˜o e´ correta e se a decisa˜o for incorreta aumentar os pesos para aqueles
atributos que diferirem mais, acentuando a diferenc¸a [1].
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Outra forma de atualizar os pesos e´ determinando uma fo´rmula para ele que utilize
varia´veis que identifiquem o qua˜o relevante ele e´ para a predic¸a˜o. Diversos estudos como
[9],[10], sugerem estrate´gias para a determinac¸a˜o destas varia´veis e da atualizac¸a˜o dos pesos.
Um bom teste para saber se o me´todo de atribuic¸o˜es de pesos esta´ funcionando conforme
desejado e´ adicionar atributos irrelevantes aos exemplares do conjunto de dados. Idealmente,
a introduc¸a˜o de atributos irrelevantes na˜o devera´ afetar nem a qualidade das predic¸o˜es nem
o nu´mero de exemplares armazenados.
3.3.4 Func¸a˜o de Classificac¸a˜o ou Predic¸a˜o
Apo´s passar a etapa de pre´-processamento, de implementar a func¸a˜o de distaˆncia
me´trica para encontrar os vizinhos mais pro´ximos e, por fim, fazer o treinamento do al-
goritmo atribuindo pesos para os diferentes atributos existentes, e´ finalmente poss´ıvel fazer
a classificac¸a˜o ou a predic¸a˜o para uma instaˆncia desconhecida. Pelo fato do algoritmo ser
utilizado tanto para a classificac¸a˜o quanto para a predic¸a˜o de valores nume´ricos, esta etapa
difere conforme o problema a ser resolvido.
Quando o problema em questa˜o e´ a classificac¸a˜o da instaˆncia para algum valor simbo´lico
ou uma classe 4, geralmente a predic¸a˜o se da´ atrave´s da Maioria Simples dos valores
simbo´licos ou classes dos vizinhos mais pro´ximos. Outra forma tambe´m utilizada e´ a utilizac¸a˜o
de votac¸a˜o ponderada, na qual cada classe ou valor simbo´lico possui um peso de votac¸a˜o
que e´ contabilizado na determinac¸a˜o final da classe a ser determinada.
Quando estamos tratando com predic¸o˜es nume´ricas, a escolha do valor a ser predito
geralmente e´ feita atrave´s do ca´lculo da me´dia aritme´tica simples dos valores dos vizinhos mais
pro´ximos. Entretanto, dependendo da dimensionalidade e complexidade do problema, outras
formas de ca´lculo de uma tendeˆncia central dos valores dos vizinhos podem ser utilizadas.
As formas mais comuns para ca´lculo de uma tendeˆncia central sa˜o a Me´dia, a Mediana e
a Moda.
A Me´dia e´ uma medida que calcula o valor aritme´tico me´dio do conjunto da amostra,
somando todos os valores e dividindo esta soma pelo nu´mero de amostras existentes.
A Mediana e´ uma medida de localizac¸a˜o do centro da distribuic¸a˜o dos dados, definida
do seguinte modo: Ordenados os elementos da amostra, a mediana e´ o valor (pertencente
ou na˜o a` amostra) que a divide ao meio, isto e´, 50 por cento dos elementos da amostra sa˜o
menores ou iguais a` mediana e os outros 50 por cento sa˜o maiores ou iguais a` mediana. Para
a sua determinac¸a˜o utiliza-se a seguinte regra, depois de ordenada a amostra de n elementos,
4Os termos Classe e Categoria sa˜o utilizados coloquialmente de forma quase sinoˆnima. Em RBC e outras
a´reas que envolvem Representac¸a˜o de Conhecimento estas palavras representam conceitos distintos. Sendo que
o termo “classe” possui limites bem definidos e o termo “categoria” determina um espac¸o pro´ximo a instaˆncia
em questa˜o.
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se n e´ ı´mpar, a mediana e´ o elemento me´dio. Se n e´ par, a mediana e´ a me´dia dos dois
elementos me´dios.
Define-se Moda como sendo o valor que surge com mais frequ¨eˆncia se os dados sa˜o
discretos, ou, o intervalo de classe com maior frequ¨eˆncia se os dados sa˜o cont´ınuos. Assim, da
representac¸a˜o gra´fica dos dados, obte´m-se imediatamente o valor que representa a moda ou
a classe modal. Esta medida e´ especialmente u´til para reduzir a informac¸a˜o de um conjunto
de dados qualitativos apresentados sob a forma de nomes ou categorias, para os quais na˜o se
pode calcular a me´dia e, por vezes, nem a mediana.
Quando se trabalha com uma distribuic¸a˜o normal, os valores de Me´dia, Mediana e Moda
podem coincidir, entretanto, quando se trabalha com distribuic¸o˜es assime´tricas, estes valores
na˜o coincidem. Muito cuidado, portanto, deve ser tomado na escolha da forma de ca´lculo
para a predic¸a˜o de algum valor nume´rico durante a utilizac¸a˜o de uma ou outra forma de
buscar uma tendeˆncia central. Deve-se lembrar que o ca´lculo da me´dia ignora a distribuic¸a˜o
dos valores, e portanto a presenc¸a de algum vizinho que contenha ru´ıdos pode complicar a
predic¸a˜o. O uso da Mediana, apesar de lidar com este problema, pode eliminar um importante
vizinho que deveria influenciar a predic¸a˜o.
Para predic¸o˜es nume´ricas, outras te´cnicas podem ser combinadas com o kNN de forma
a gerar preditores mais precisos. Uma delas e´ o Slope One, introduzido em [30] que sugere:
Dados dois conjuntos de avaliac¸o˜es vi, e wi com i = 1, ..., n, procura-se pelo melhor preditor
na forma f(x) = x + b para predizer wa partir de v pela minimizac¸a˜o
∑
i(vi + b + wi)
2.
Derivando em relac¸a˜o a b e igualando a derivada a zero, obte´m-se b =
∑
iwi − vi × n−1.
Em outras palavras, a constante b deve ser escolhida para ser a diferenc¸a me´dia dos dois
conjuntos. Assim, dado um conjunto de treinamento x e dois itens j e i com avaliac¸o˜es uj e
ui respectivamente em alguma avaliac¸a˜o do usua´rio u (cuja notac¸a˜o sera´ feita por u ∈ Sj,i(x)),
considera o desvio me´dio do item i em relac¸a˜o ao item j como:
devj,i =
∑
u∈Sj,i(x)
uj − ui
card(Sj,i(x))
(3.7)
Importante notar na equac¸a˜o 3.7, que qualquer avaliac¸a˜o u que na˜o contenha ambos uj
e ui na˜o e´ inclu´ıdo no somato´rio. A matriz sime´trica definida como devj,i pode ser calculada
uma vez e facilmente atualizada quando novos dados sa˜o inseridos. Desta forma podemos
definir a regra Slope One da seguinte maneira:
Definic¸a˜o 3.3.5 : Sendo ui+devj,i uma boa predic¸a˜o para uj, dado ui, um preditor razoa´vel
para um conjunto de poss´ıveis avaliac¸o˜es dos vizinhos similares a u seria:
P (u)j =
1
card(Rj)
∑
i∈Rj
(devj,i + ui) (3.8)
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onde, Rj = {i|i ∈ S(u), i 6= j, card(Sj,i(x)) > 0} e´ o conjunto de todos os itens relevantes
(vizinhos selecionados).
Ha´ uma aproximac¸a˜o que pode simplificar o ca´lculo da predic¸a˜o baseada no Slope One.
Para o conjunto de dados denso o suficiente, no qual quase todos os pares de itens possuem
classificac¸a˜o, isto e´, onde card(Sj,i(x)) > 0 para quase todo j, i, a maioria das vezes Rj = S(u)
para j 6= S(u) eRj = S(u)− {j} quando j ∈ S(u). Assim,
u¯ =
∑
i∈S(u)
ui
card(S(u))
'
∑
i∈Rj
ui
card(Rj)
Assim simplifica-se a fo´rmula 3.8 para:
P ′(u)j = u¯+
1
card(Rj)
∑
i∈Rj
devj,i (3.9)
3.4 Exemplo
Para ilustrar todas as etapas descritas na sec¸a˜o 3.3, e´ apresentado a seguir um problema
de predic¸a˜o nume´rica 5 a ser resolvido pelo algoritmo kNN. As escolhas tanto da problema´tica
quanto dos detalhes inerentes ao algoritmo sa˜o de baixa complexidade para permitir uma fa´cil
compreensa˜o do algoritmo.
Considere cinco pares de dados (x, y) como mostrados na tabela 3.1. Os dados sa˜o
quantitativos por natureza. O problema e´ estimar o valor de y baseado nos k vizinhos mais
pro´ximos quando x = 6, 5.
Tabela 3.1: Exemplo 1 - Conjunto de pares (x, y)
X Y
1 23
1,2 17
3,2 12
4 27
5,1 8
6,5 ?
Definir-se-a´ o paraˆmetro k – nu´mero de vizinhos mais pro´ximos – como sendo 2. Isto
significa que para a predic¸a˜o do valor de y e´ considerado dois (2) vizinhos mais pro´ximos.
Para encontrar estes vizinhos e´ necessa´rio calcular a distaˆncia mı´nima entre a instaˆncia de
5Escolhemos o problema de predic¸a˜o ao inve´s de classificac¸a˜o, pelo fato deste trabalho lidar com este tipo
de problema, fazendo com que o leitor se familiarize com a sua resoluc¸a˜o.
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entrada e os exemplos de teste. Sera´ utilizado como me´trica a distaˆncia definida em 3.3.1,
a chamada distaˆncia Euclidiana. Ela foi escolhida por se tratar de um problema simples, de
uma dimensa˜o, cujas escalas na˜o variam. Desta forma as distaˆncias calculadas para a entrada
x = 6, 5 sa˜o dadas pela tabela 3.2.
Tabela 3.2: Exemplo 1 - Distaˆncias da entrada
Ca´lculo Distaˆncia
|6, 5− 1| 5,5
|6, 5− 1, 2| 5,3
|6, 5− 3, 2| 3,3
|6, 5− 4| 2,5
|6, 5− 5, 1| 1,4
Analisando as distaˆncias encontradas, percebemos que as duas entradas x = 4 e x = 5, 1
sa˜o as que esta˜o mais pro´ximas da instaˆncia em questa˜o, logo, sa˜o os seus vizinhos mais
pro´ximos (lembre-se que definimos o k = 2 e, portanto, queremos selecionar apenas dois
vizinhos). Com base nos vizinhos selecionaremos os valores de y dos mesmos: y = {27, 8} e
faremos enta˜o a predic¸a˜o atrave´s da me´dia aritme´tica.
27 + 8
2
= 17, 5
Desta forma obtivemos como valor de predic¸a˜o para a varia´vel y o valor de 17,50.
Poder´ıamos mudar o valor de k e obter´ıamos diferentes valores. Como na˜o temos um conjunto
de teste e de validac¸a˜o que permitam realizar o me´todo cross-validation, na˜o temos como
prever qual valor de k seria o´timo para este problema.
3.5 Conclusa˜o
O algoritmo k-nearest neighbor e´ um dos mais utilizados me´todos de aprendizagem de
ma´quina existentes hoje, com grande aplicac¸a˜o no campo de data mining, reconhecimento
de padro˜es, processamento de imagens, entre outros. Suas principais vantagens sa˜o a fa´cil
implementac¸a˜o, a aplicabilidade em problemas complexos e um aprendizado ra´pido, incre-
mental e robusto. Suas principais desvantagens: dificuldades de aplicac¸a˜o com grandes bases
de dados, influeˆncia de atributos redundantes e irrelevantes e a ineficieˆncia com problemas
com muitas dimenso˜es do espac¸o vetorial. Sua aplicac¸a˜o pode ser dividida principalmente
em problemas de predic¸a˜o e de classificac¸a˜o.
Ao longo deste cap´ıtulo foi apresentado o modelo matema´tico do algoritmo kNN com
as suas vantagens e desvantagens. Foram demonstradas diferentes abordagens, bem como
todas as etapas de implementac¸a˜o do algoritmo. Por fim, a teoria foi apresentada atrave´s de
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um exemplo de predic¸a˜o, demonstrando de forma simplificada como o algoritmo poderia ser
utilizado em um sistema de recomendac¸a˜o, objeto de estudo deste trabalho.
Cap´ıtulo 4
Netflix Prize
O aˆnimo tranqu¨ilo de um justo pode descobrir
mais coisas que todos os sa´bios
— So´focles
Conforme apresentado no cap´ıtulo 2, quando as possibilidades para se fazer uma deter-
minada escolha pessoal sa˜o muito numerosas, enta˜o um sistema que “conhece” o gosto de uma
determinada pessoa pode auxiliar. Estes sistemas sa˜o chamados de sistemas de recomendac¸a˜o.
Uma situac¸a˜o que cabe nesta categoria e´ o problema da escolha de um determinado filme.
Neste cap´ıtulo este problema e´ caracterizado de forma a ser resolvido atrave´s de um sistema
de predic¸a˜o. A motivac¸a˜o para a escolha deste tema esta´ na competic¸a˜o promovida pelo
Netflix, que disponibilizou uma extensa base de dados com mais de 100 milho˜es de avaliac¸o˜es
de filmes feitas por mais de 480 mil usua´rios distintos. Com estes dados e uma sistema´tica de
validac¸a˜o, e´ poss´ıvel verificar propriedades emergentes que diferentes algoritmos combinados
podem encontrar, ale´m de ser poss´ıvel verificar a evoluc¸a˜o da eficieˆncia da recomendac¸a˜o
encontrada atrave´s de uma me´trica pre´-estabelecida.
4.1 O Problema
Segundo a Associac¸a˜o de Cinema dos Estados Unidos - MPAA1 - em seu relato´rio
anual de 2006 sobre os dados da indu´stria cinematogra´fica, foram lanc¸ados 599 filmes no
mercado estadunidense, e a frequ¨eˆncia foi recorde ao cinema, com cerca de 1,5 bilha˜o de
1A MPAA e´ uma organizac¸a˜o sem fins lucrativos formada por seis grandes estu´dios com o objetivo de
trabalhar em nome da indu´stria cinematogra´fica. Em seu site [http://www.mpaa.org/], a MPAA se apresenta
como “Porta-Voz e Defensora das Indu´strias de Cinema, Vı´deo e Televisa˜o dos EUA”.
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ingressos vendidos. A indu´stria cinematogra´fica dos EUA e´ a maior fornecedora de filmes
para o mercado mundial, dando uma margem global aos dados apresentados. Ale´m do grande
nu´mero de filmes lanc¸ados a cada ano, muitos sa˜o os meios que um usua´rio/cliente pode
utilizar para adquirir um filme. As locadoras, os cinemas e as lojas de filmes (em geral,
DVDs) apresentam-se em grande nu´mero nas mais diversas partes do Brasil e do mundo de
forma f´ısica e online, sendo que para atingir todos estes meios de vendas, e´ necessa´ria uma
cara e complexa log´ıstica de canais de distribuic¸a˜o.
Se pelo lado da indu´stria cinematogra´fica atingir um pu´blico-alvo nem sempre e´ barato,
do lado do usua´rio escolher um bom filme esta´ cada vez mais dif´ıcil. Quando vai ao cinema,
locadora ou loja de filmes, o consumidor depara-se com um universo cada vez mais vasto
de possibilidades. A leitura das sinopses, a avaliac¸a˜o do elenco, os preˆmios recebidos e as
cr´ıticas sa˜o algumas das varia´veis consideradas na hora da escolha. E´ tambe´m muito comum
o consumidor guiar-se pela indicac¸a˜o de algue´m.
Gosto e´ um crite´rio, antes de mais nada, pessoal. As pessoas possuem gostos e pre-
fereˆncias diferentes. E´ devido a esse cara´ter individual dos gostos, ja´ descrito no cap´ıtulo 2,
que a recomendac¸a˜o de filmes pode na˜o ser bem sucedida. Um filme considerado bom pelo
balconista da locadora na˜o necessariamente sera´ agrada´vel ao cliente. Uma boa alternativa
ao balconista e´ obter indicac¸a˜o de amigos. Amigos normalmente conhecem os gostos uns dos
outros, o que os coloca numa posic¸a˜o melhor que a do balconista no aspecto da indicac¸a˜o. No
entanto, o que ocorre e´ que para uma boa indicac¸a˜o e´ necessa´rio, ale´m do conhecimento dos
gostos, entender que aspectos a outra pessoa leva em considerac¸a˜o para definir se um filme
e´ bom ou ruim. Tudo fica mais fa´cil quando este amigo possui “aparentemente” o mesmo
gosto que o outro, o que garantira´ a confiabilidade de sua recomendac¸a˜o. Pore´m, novos filmes
podem surgir, gostos podem mudar ao longo do tempo, e nem sempre este amigo tera´ visto
todos os filmes que poderiam ser sugeridos. Outro problema e´ que seria necessa´rio esperar
sempre este amigo assistir um filme para que ele pudesse ser recomendado, e este amigo po-
deria estar ocupado por um longo per´ıodo de tempo, como por exemplo desenvolvendo o seu
mestrado, o que impossibilitaria novas recomendac¸o˜es.
Uma forma de conseguir encontrar diferentes pessoas com gostos similares e´ atrave´s de
comunidades que se formam fisicamente com encontros perio´dicos, ou atrave´s de comunidades
virtuais na internet. Estas comunidades acabam se organizando atrave´s de gostos espec´ıficos,
possibilitando a troca de informac¸o˜es e recomendac¸o˜es sobre filmes.
A participac¸a˜o em uma comunidade requer dedicac¸a˜o e tempo, o que a maioria das
pessoas na˜o dispo˜em. Na maioria das vezes, o que se quer e´ simplesmente uma indicac¸a˜o
de um filme para poder desfrutar um momento de descanso. Assim, se houvesse uma forma
automa´tica de conseguir recomendac¸o˜es atualizadas 2 e certeiras de filmes ainda na˜o vistos,
2Atualizadas aqui referente ao que foi ou na˜o visto por uma determinada pessoa, e na˜o apenas de filmes
recentes.
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conseguir´ıamos ocupar todo o tempo livre apenas com filmes que nos agradasse. Um sistema
de recomendac¸a˜o de filmes visa exatamente prover este tipo de servic¸o, resolvendo o problema
acima exposto.
O correto funcionamento de um sistema de recomendac¸a˜o na˜o dependera´ apenas de
um bom algoritmo implementado, mas tambe´m da utilizac¸a˜o conjunta do maior nu´mero de
usua´rios, que mesmo agindo muitas vezes individualmente no sistema, inserindo apenas as
suas prefereˆncias, acaba contribuindo essencialmente para as recomendac¸o˜es de filmes para
outras pessoas. Desta forma, indiretamente ele estara´ participando de uma comunidade ativa
sobre filmes.
Podemos perceber que a formac¸a˜o de comunidades consciente ou inconscientemente e´
fator fundamental para a existeˆncia de um algoritmo capaz de fazer recomendac¸o˜es de filmes.
Na sec¸a˜o a seguir vamos entender o porqueˆ desta necessidade e porque hoje e´ poss´ıvel a
criac¸a˜o indireta destas comunidades.
4.2 Formac¸a˜o de Comunidades e a Web 2.0
A quantidade de informac¸a˜o armazenada pela mente humana e´ limitada. Uma forma
encontrada para reter mais informac¸a˜o foi atrave´s da organizac¸a˜o em sociedade. Se na˜o
fossem as complexas organizac¸o˜es sociais, as pessoas seriam apenas como os demais prima-
tas. A partir do momento em que o homem criou ma´quinas capazes de armazenar uma
quantidade impressionante de informac¸a˜o – os computadores –, foi poss´ıvel que a sociedade
comec¸asse enta˜o a armazenar seu conhecimento em um reposito´rio u´nico. Entretanto, estas
informac¸o˜es na˜o foram armazenadas de uma forma organizada de modo a extrair conheci-
mento das mesmas. Para entender este problema e´ necessa´rio diferenciar um computador que
recebe passivamente a informac¸a˜o dada e um computador que aprende por si mesmo [65]. A
a´rea da cieˆncia da computac¸a˜o destinada a estudar esse paradigma e´ a Inteligeˆncia Artificial
(IA).
Conforme visto no cap´ıtulo 2, a Filtragem Colaborativa (FC) e´ uma a´rea distinta
da IA tradicional, criando me´todos para fazer predic¸o˜es automa´ticas (filtragem) sobre o
interesse de um usua´rio atrave´s da coleta de informac¸o˜es do gosto de muitos usua´rios que
esta˜o colaborando. Esta necessidade se da´ pelo fato de a FC estar fundamentada em me´todos
estat´ısticos para construc¸a˜o de func¸o˜es de similaridade, e tambe´m pelo fato de que, para
fazer predic¸o˜es para gostos muito peculiares, e´ necessa´rio um volume grande de usua´rios para
encontrar pessoas com gostos similares.
Observa-se que o termo Filtragem Colaborativa esta´ totalmente sine´rgico com as
premissas sugeridas pela Web 2.0. Dentro da Web 2.0 o usua´rio interage cada vez mais com
o sistema, colaborando de diferentes formas com uma comunidade virtual. O acesso livre da
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internet permite que pessoas do mundo todo possam colaborar em um u´nico sistema. Este
grande nu´mero de interac¸o˜es permite que gostos muito particulares e espec´ıficos ecoem em ou-
tras pessoas facilitando o descobrimento de novos produtos e servic¸os. O mais interessante foi
entender que este nu´mero de pessoas que fogem do gosto massificado e possuem prefereˆncias
particulares e´ muito grande, ao ponto que somadas todas estas pessoas temos um novo grupo
muitas vezes ate´ maior que o da “massa”. Para este fenoˆmeno surgiu o termo Long Tail
- cauda-longa em ingleˆs. A empresa Amazon percebeu este novo paradigma e lucra 2 vezes
mais com livros pouco conhecidos do que com os best-sellers. Ale´m disto a Amazon percebeu
que devido ao grande nu´mero de usua´rios que possu´ıa, ela poderia desenvolver um sistema de
recomendac¸a˜o de livros de forma a aumentar suas vendas. Segundo Greg Linden, desenvolve-
dor do sistema de recomendac¸a˜o da Amazon, em 2002 as vendas oriundas de recomendac¸o˜es
personalizadas somaram 20 por centro das vendas totais do ano [33].
4.3 The Netflix Prize
A empresa Netflix e´ a maior locadora de filmes online do mundo, provendo mais de
100.000 t´ıtulos de DVDs, 10.000 se´ries de TV e tendo mais de 8 milho˜es de usua´rios apenas
nos EUA. Foi a pioneira a explorar o aluguel de filmes pela internet e hoje e´ uma das maiores
empresas do setor de e-commerce americano. Paralelo ao seu nego´cio de locac¸a˜o de filmes, ela
comec¸ou desde o in´ıcio de sua criac¸a˜o a desenvolver um profile para cada usua´rio, no qual e´
poss´ıvel, entre outras coisas avaliar um filme com notas discretizadas de 1 a 5. Esta avaliac¸a˜o
e´ utilizada pelo sistema de recomendac¸a˜o proprieta´rio da empresa – Cinematch r– que faz
constantes recomendac¸o˜es de filmes na˜o vistos pelo usua´rios, visando melhorar a experieˆncia
do usua´rio e, e´ claro, aumentar as locac¸o˜es de filmes.
Em outubro de 2006 a Netflix Inc. anunciou o Netflix Prize, uma competic¸a˜o cujo
preˆmio e´ 1 milha˜o de do´lares para aquele que conseguir desenvolver um algoritmo capaz de
fazer predic¸o˜es 10% melhor que o Cinematch r. Para isto a Netflix forneceu uma gigantesca
base de dados com 100.480.507 avaliac¸o˜es de 480.189 diferentes usua´rios sobre 17.770 filmes,
referentes a`s avaliac¸o˜es coletadas pelo site entre outubro de 1998 e dezembro de 2005 e que
representam todas as avaliac¸o˜es recebidas pelo Netflix de seus usua´rios desde a sua criac¸a˜o.
Esta base de dados foi submetida na data do anu´ncio do preˆmio ao algoritmo Cinematch
r para a predic¸a˜o de diversas avaliac¸o˜es suprimidas, e foi alcanc¸ada uma precisa˜o medida
atrave´s do RMSE de 0,9525. 3
Desde enta˜o, diversos pesquisadores de diferentes partes do mundo veˆm participando
da competic¸a˜o e a a´rea de Filtragem Colaborativa nunca evoluiu tanto em ta˜o pouco tempo.
3RMSE e´ a abreviac¸a˜o em ingleˆs de Root Mean Square Error, que e´ uma medida comum para verificar a
precisa˜o da predic¸a˜o, ou seja, o quanto ela esta´ pro´xima da avaliac¸a˜o real. Uma definic¸a˜o formal do RMSE
e´ apresentado neste cap´ıtulo na sec¸a˜o 4.3.2
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Ate´ o momento da escrita da presente dissertac¸a˜o a competic¸a˜o completa um ano e meio,
sem ainda um ganhador. A seguir e´ caracterizado o problema a ser resolvido pela predic¸a˜o e
na sequ¨eˆncia sa˜o apresentadas as regras da competic¸a˜o, ale´m da sistema´tica de submissa˜o e
validac¸a˜o das predic¸o˜es calculadas.
4.3.1 A Predic¸a˜o
O propo´sito do algoritmo a ser desenvolvido nesta competic¸a˜o e´ fazer a predic¸a˜o de
que nota um determinado usua´rio daria para um filme, baseado nas avaliac¸o˜es que ele fez de
outros filmes e nas avaliac¸o˜es que outros usua´rios fizeram destes mesmos filmes e do filme
a ser predito. Para que se tenha uma boa predic¸a˜o e´ necessa´ria a existeˆncia de um grande
nu´mero de usua´rios e de va´rias avaliac¸o˜es feitas pelo usua´rio, cuja nota devera´ ser predita.
Existem algoritmos que utilizam-se de outros tipos de informac¸a˜o, como por exemplo, que
filmes um determinado usua´rio avaliou e quais ele na˜o avaliou; outros ainda se utilizam de
informac¸o˜es baseadas no conteu´do, como geˆnero do filme, nu´mero de Oscars, ator principal,
entre outros.
Independentemente da abordagem utilizada, o que se pretende e´ conseguir predic¸o˜es
de qualidade de forma a poder recomendar um filme para um usua´rio. Em resumo, podemos
exemplificar uma predic¸a˜o como demonstrado na tabela 4.1. Em um conjunto de 5 usua´rios,
queremos predizer que nota o usua´rio 1 daria para o filme 1 ainda na˜o visto. Os quatro
u´ltimos usua´rios avaliaram todos os 5 filmes existentes.
Tabela 4.1: Exemplo Predic¸a˜o
User 1 User 2 User 3 User 4 User 5
Filme 1 ? 2 5 1 5
Filme 2 3 4 1 5 3
Filme 3 1 4 1 5 1
Filme 4 5 1 3 2 4
Filme 5 5 2 5 1 5
Neste exemplo, se a nota a ser predita pelo algoritmo para o filme 1 for acima de 4,
enta˜o este filme sera´ recomendado para o usua´rio 1.
4.3.2 As Regras
Nesta sec¸a˜o apresentaremos apenas as regras importantes para a compreensa˜o da sis-
tema´tica de criac¸a˜o do algoritmo, submissa˜o e validac¸a˜o de predic¸o˜es. Maiores detalhes sobre
a competic¸a˜o podem ser encontrados em [37].
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A competic¸a˜o teve in´ıcio no dia 2 de outubro de 2006 e foi aberta para qualquer
pessoa, praticamente em qualquer pa´ıs 4. Para participar na˜o e´ necessa´rio ser um assinante
da Netflix, sendo apenas necessa´rio se registrar, o que pode ser feito diretamente pelo site
www.netflixprize.com sem nenhum custo ou taxa. As inscric¸o˜es podem ser individuais ou
em grupo. Caso seja feita a inscric¸a˜o de um grupo, e´ necessa´ria a designac¸a˜o de um l´ıder.
Feita a inscric¸a˜o e aceitas as regras da competic¸a˜o, e´ poss´ıvel ter acesso a` base de dados com
todas as informac¸o˜es necessa´rias para o desenvolvimento das predic¸o˜es. Os dados fornecidos
na˜o podem ser utilizados sena˜o para o desenvolvimento de um algoritmo nesta competic¸a˜o.
Nenhuma biblioteca, func¸a˜o ou software que na˜o seja de uso livre e pu´blico podera´ ser utilizado
no desenvolvimento do algoritmo.
Para se qualificar ao preˆmio de U$1.000.000,00 e´ necessa´rio submeter uma predic¸a˜o
com uma precisa˜o 10% melhor do que a precisa˜o que o algoritmo utilizado no Cinematch r
alcanc¸ou na data de lanc¸amento deste preˆmio, RMSE=0,9525. Para estimular a competic¸a˜o, a
cada ano e´ oferecido um preˆmio parcial denominado “Progress Prize” no valor de U$50.000,00,
que visa premiar a equipe que obteve o melhor resultado no ano. Pore´m, para receber o
preˆmio, esta equipe devera´ divulgar em detalhe o algoritmo desenvolvido. O mesmo deve
ocorrer para ganhar o preˆmio principal, sendo que ale´m de explicar como e por que o seu
algoritmo funciona, sera´ necessa´rio ainda fornecer uma licenc¸a (na˜o exclusiva) ao Netflix para
a utilizac¸a˜o do algoritmo.
Todas as predic¸o˜es devem ser enviadas diretamente pelo site a` Netflix dentro do formato
espec´ıfico solicitado pela organizac¸a˜o da competic¸a˜o, e deve ser respeitado o intervalo de um
dia entre uma submissa˜o e outra.
A forma definida pelos organizadores da competic¸a˜o para aferir a precisa˜o de um deter-
minado algoritmo e´ o ca´lculo do RMSE (Root-Mean Square Error) entre as varia´veis preditas
e as varia´veis reais. O RMSE pode ser definido assim:
Definic¸a˜o 4.3.1 : O RMSE de um estimador Pˆ do conjunto de predic¸o˜es feitas por um
determinado algoritmo para um filme f feita por um usua´rio u - Pˆ = (p11, p12, ..., p1n) - e as
avaliac¸o˜es reais A∗ = (a11, a12, ..., a1n), sendo A∗ um subconjunto de A que e´ todo espac¸o de
avaliac¸o˜es existente, e´ definido como:
RMSE(Pˆ ) =
√∑n
i=1(p1n − a1n)2
n
O ca´lculo do RMSE podera´ ser feito em um subconjunto de dados de prova do algoritmo.
Entretanto, a predic¸a˜o enviada a` Netflix sera´ feita sem saber qual e´ o RMSE associado, ja´ que
na˜o sa˜o conhecidas as avaliac¸o˜es do subconjunto de qualificac¸a˜o. Neste caso quem calculara´
o RMSE e´ a pro´pria Netflix, deixando pu´blico o RMSE alcanc¸ado.
4Com excec¸a˜o de alguns pa´ıses listados em [37]
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4.3.3 A Estrutura de Dados
Os dados fornecidos pela Netflix esta˜o subdivididos em 4 arquivos:
• training.tar: arquivo que conte´m A=100.480.507 avaliac¸o˜es discretizadas de 1 a 5, de
F=17.770 filmes feitas por U=480.189 diferentes usua´rios. Este arquivo possui 17.770
arquivos txt, sendo que cada arquivo representa um filme com todas as avaliac¸o˜es feitas
para ele. O conjunto todo possui mais de 2Gb de tamanho;
• probe.txt: arquivo que conte´m 1.408.395 pares de filme-usua´rio, cuja avaliac¸a˜o esta´
presente no arquivo tranining.tar. Este arquivo deve ser usado para ca´lculo do RMSE
de forma a dar uma ide´ia pre´via da eficieˆncia do algoritmo antes de submeter uma
predic¸a˜o ao Netflix;
• qualifying.txt: arquivo que conte´m 2.817.131 pares de filme-usua´rios, para os quais
na˜o se conhece a avaliac¸a˜o e que deve ser, portanto, predita pelo sistema de reco-
mendac¸a˜o desenvolvido. O ca´lculo do RMSE e´ feito atrave´s da submissa˜o da predic¸a˜o
ao Netflix, que ira´ calcular a precisa˜o da predic¸a˜o gerando o RMSE.
• movie.titles.txt: arquivo que conte´m o nome e a data de lanc¸amento dos 17.770 filmes
em questa˜o.
O primeiro arquivo training.tar e´ o arquivo que conte´m todas as avaliac¸o˜es do conjunto
de usua´rios da Netflix e sera´ utilizado para o treinamento dos algoritmos desenvolvidos. A
estrutura interna de cada um dos seus 17.770 arquivos-textos e´ formada por:
MovieID1
UserID1,Avaliac¸~ao11,Data11
UserID2,Avaliac¸~ao21,Data21
Sendo que:
• MovieID varia de 1 a 17.770 de forma sequ¨encial
• UserID varia de 1 a 2.649.429, de forma na˜o sequ¨encial existindo espac¸os. Existem
480.189 usua´rios distintos na base
• Avaliac¸o˜es foram feitas atrave´s da escolha de 1 a 5 estrelas - variac¸a˜o discreta de 1 a 5
• Datas possuem o formato AAAA-MM-DD
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Em nenhum momento sa˜o fornecidos os dados dos usua´rios, para a protec¸a˜o de sua
privacidade e tambe´m para a seguranc¸a da competic¸a˜o. Para prevenir que infereˆncias sejam
feitas sobre os dados, de forma a identificar os usua´rios – o que poderia dar brechas para
fraudes, ja´ que tratam-se de avaliac¸o˜es reais –, foi feita uma se´rie de perturbac¸o˜es nos dados,
tanto dentro do arquivo training.tar quanto os do arquivo qualifying.txt. Estas perturbac¸o˜es
foram feitas atrave´s da inserc¸a˜o de avaliac¸o˜es e de datas alternativas a`s reais, da supressa˜o
de avaliac¸o˜es, entre outras formas de ru´ıdos. Entretanto, mesmo com estes ru´ıdos inseridos
dentro do conjunto de dados, o RMSE final encontrado pelo Cinematch rsobre o conjunto
de dados com perturbac¸o˜es na˜o foi modificado significativamente do calculado sobre o con-
junto de dados sem ru´ıdos. O RMSE alcanc¸ado pelo Cinematch r anunciado no in´ıcio da
competic¸a˜o foi calculado sobre o conjunto de testes com os ru´ıdos.
Podemos organizar a informac¸a˜o acima descrita atrave´s de uma matriz de usua´rios-
filmes que possui U×F = 8.532.958.530 ce´lulas que poderiam conter avaliac¸o˜es. Isto significa
que se todo usua´rio tivesse avaliado todos os filmes ter´ıamos mais de 8,5 bilho˜es de avaliac¸o˜es.
Todavia, como temos apenas A = 100.480.507 avaliac¸o˜es, podemos perceber que 98,9% desta
matriz esta´ vazia. Na tabela 4.2 conseguimos visualizar esta estrutura de dados.
Tabela 4.2: Estrutura de Dados Netflix Prize
User 1 User 2 User 3 User 4 ... User U
Filme 1 a11 a12 a13 a14 ... a1U
Filme 2 a21 a23 a24 ...
Filme 3 a31 a32 a33 ...
Filme 4 a41 ...
... ... ... ... ... ... ...
Filme F aF1 aF2 aF3 aF4 ... aFU
Conforme apresentado na tabela 4.2, a avaliac¸a˜o de uma pessoa para um determinado
filme sera´ denominada de agora em diante e exclusivamente neste trabalho de afu, onde o
ı´ndice f e´ relativo ao filme e o ı´ndice u e´ relativo ao usua´rio. Estruturamos os filmes como
linhas nesta matriz, caracterizando o primeiro ı´ndice f , pelo fato de que iremos implementar
uma abordagem baseada em similaridades de filmes ao inve´s de similaridades baseadas em
usua´rios. Esta diferenc¸a de abordagem permite uma precisa˜o maior da predic¸a˜o como e´ ex-
plicado no cap´ıtulo 5. Percebemos tambe´m que pode na˜o existir uma determinada avaliac¸a˜o,
sendo que 98,9% desta matriz esta´ vazia. No exemplo da tabela 4.2 a avaliac¸a˜o a44 na˜o existe.
A estrutura de dados do arquivo probe.txt e´ formada por pares de filmes-usua´rios, cuja
avaliac¸a˜o devera´ ser predita pelo algoritmo desenvolvido e testada sua eficieˆncia atrave´s do
RMSE. Esta eficieˆncia podera´ ser calculada pelo pro´prio time buscando a avaliac¸a˜o verdadeira
no arquivo training.tar. A estrutura de dados deste arquivo e´ a seguinte:
MovieID1:
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UserID11,
UserID12,
...
MovieID2:
UserID21,
UserID22,
A estrutura de dados do arquivo qualifying.txt e´ ideˆntica a do arquivo probe.txt, pore´m
com um nu´mero maior de pares filme-usua´rio e tambe´m com a diferenc¸a que para cada par
e´ informada a data da avaliac¸a˜o real. E ao contra´rio do que ocorre nos pares do arquivo
probe.txt, as avaliac¸o˜es na˜o se encontram no conjunto de treinamento dos dados, e portanto,
o ca´lculo do RMSE pode ser feito apenas pela Netflix. A estrutura de dados deste arquivo
pode ser vista abaixo:
MovieID1:
UserID11,Data11
UserID12,Data12
...
MovieID2:
UserID21,Data21
UserID22,Data22
O arquivo movie.titles.txt possui os t´ıtulos e as datas de lanc¸amento dos filmes avaliados
no conjunto de treinamento. Todos os t´ıtulos esta˜o em ingleˆs e correspondem aos t´ıtulos
utilizados no site Netflix, na˜o necessariamente correspondendo a outros t´ıtulos utilizados em
outros sites ate´ mesmo no IMDB. 5
MovieID,AnodeLanc¸amento,Tı´tulo
Nenhum outro dado e´ fornecido sena˜o estes apresentados nesta sec¸a˜o. Nenhum outro
dado foi utilizado para o ca´lculo da predic¸a˜o feita pelo Cinematch r em outubro de 2006.
4.3.4 Formato da Predic¸a˜o
Para ser va´lida, cada predic¸a˜o devera´ ser submetida atrave´s do site em formato es-
pec´ıfico e conter as predic¸o˜es para todos os pares definidos no subconjunto do arquivo qua-
lifying.txt. Assim sendo, se o arquivo qualifying.txt fosse:
5IMDB - Internet Movie Data Base e´ uma organizac¸a˜o na˜o governamental que visa organizar as informac¸o˜es
sobre filmes.
CAPI´TULO 4. NETFLIX PRIZE 54
111:
3245,2005-12-19
5666,2005-12-23
6789,2005-03-14
225:
1234,2005-05-26
3456,2005-11-07
uma predic¸a˜o va´lida teria uma estrutura igual a:
111:
3.0
3.4
4.0
225:
1.5
2.0
Esta predic¸a˜o significa que o usua´rio 3245 avaliou o filme 111 com 3 estrelas em 19
de dezembro de 2005, enquanto que o usua´rio 1234 avaliou o filme 225 provavelmente um
pouco acima de 1 estrela em 26 de maio de 2005. Importante salientar que apesar das notas
serem discretas, as predic¸o˜es podem possuir valores na˜o-inteiros com ate´ uma casa decimal.
A ordem das linhas do conjunto qualifying e a da predic¸a˜o devem ser as mesmas.
Os valores das predic¸o˜es na˜o sera˜o levados a pu´blico, sendo que a Netflix garantira´ a
confidencialidade das mesmas. Todas as predic¸o˜es apo´s submissa˜o sa˜o de propriedade da
Netflix, que podera´ utiliza´-las de diferentes formas, contanto que na˜o as exponha em pu´blico.
Apo´s a conquista do preˆmio e consequ¨ente te´rmino da competic¸a˜o, as predic¸o˜es podera˜o se
tornar pu´blicas.
4.3.5 Qualificac¸a˜o e Julgamento de Algoritmos
Apo´s uma submissa˜o va´lida a` Netflix, o algoritmo sera´ qualificado atrave´s do ca´lculo
do RMSE. Para tanto, o conjunto de pares filme-usua´rio presente no arquivo qualifying.txt
e´ dividido em dois subconjuntos de uma forma randoˆmica. Esta divisa˜o e´ feita para im-
possibilitar que infereˆncias sejam feitas atrave´s de pequenas alterac¸o˜es em duas predic¸o˜es
consecutivas, que poderiam, atrave´s da diferenc¸a do RMSE, chegar na nota real. O RMSE
encontrado para o primeiro conjunto de teste chamado “quiz set” sera´ revelado publicamente
no site. O RMSE encontrado para o segundo subconjunto denominado “test set” na˜o sera´
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publicado, mas sera´ levado em conta para a qualificac¸a˜o do algoritmo. O RMSE reportado
no site, calculado sobre o conjunto “quiz set”, serve para anunciar publicamente que existe
um algoritmo que potencialmente alcanc¸ou um determinado score, ale´m de servir tambe´m
para prover um feedback para os participantes.
Algoritmos que forem qualificados so´ sera˜o eleg´ıveis se forem desenvolvidos ou imple-
mentados de forma original, sem infringir nenhuma lei ou regulamento que proteja direito
de terceiros; deve ser escrito em ingleˆs e na˜o deve necessitar de qualquer outro software ou
licenc¸a.
O julgamento de um algoritmo para receber o “Progress Prize” ou “Grand Prize”
sera´ feito atrave´s da descric¸a˜o do algoritmo que devera´ ser entregue a` Netflix em ate´ uma
semana apo´s o ca´lculo do seu RMSE. Esta descric¸a˜o devera´ ser feita em ingleˆs e detalhada
suficientemente para que um engenheiro ou um profissional das cieˆncias da computac¸a˜o possa
compreender. O co´digo fonte da aplicac¸a˜o que gerou a predic¸a˜o deve ser enviado a` Netflix
para que se possa refazer a predic¸a˜o de forma a comprovar a sua efica´cia.
4.3.6 Fo´rum dos Competidores
Foi disponibilizado um fo´rum para que os competidores pudessem trocar ide´ias, ex-
perieˆncias e du´vidas a respeito de seus algoritmos. Este fo´rum e´ constantemente utilizado
pela maioria dos competidores, mostrando uma colaborac¸a˜o surpreendente em um ambiente
competitivo. Todos se ajudam e procuram explicar du´vidas e compartilhar ide´ias. No mo-
mento da escrita desta dissertac¸a˜o os primeiros lugares do ranking utilizaram abordagens
criadas por diferentes times, que juntas alcanc¸aram os melhores resultados.
O fo´rum tambe´m e´ o canal entre os competidores e a Netflix para tirar du´vidas, receber
informac¸o˜es atualizadas a respeito da competic¸a˜o e divulgar novos l´ıderes do ranking.
4.3.7 Maracatu Team
Para que fosse poss´ıvel receber os arquivos com a base de dados da Netflix, foi necessa´rio
criar um time para participar da competic¸a˜o. O nome escolhido para o time foi Maracatu,
em analogia ao ritmo musical afro-brasileiro no qual diferentes instrumentos de percussa˜o
sa˜o orquestrados de forma a criar uma melodia. Como e´ grande a dificuldade de implemen-
tar algoritmos capazes de lidar com uma grande base de dados, outras pessoas integraram
o grupo com a responsabilidade de garantir uma implementac¸a˜o otimizada dos algoritmos
desenvolvidos. Participaram deste time Joa˜o Lourenc¸o Vivan Bernartt, Joa˜o Bosco Pereira
Filho e Alceu de Madeiros.
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4.4 Conclusa˜o
A dificuldade na escolha de um filme sugere o desenvolvimento de sistemas de reco-
mendac¸a˜o que podem ser implementados atrave´s de abordagens de filtragem colaborativa.
Devido a` natureza do problema em questa˜o e a`s condic¸o˜es atuais da indu´stria cinematogra´fica
norte-americana, que lanc¸a mais de 600 novos filmes todo ano, aumentando cada vez mais
o nu´mero de filmes a serem assistidos, sistemas de recomendac¸o˜es de filmes passaram a de-
sempenhar um importante papel para empresas do ramo. Associado a isto, as novas mı´dias
existentes na internet, baseadas em conceitos da Web 2.0, fazem mais e mais pessoas colabo-
rarem com um sistema u´nico, conseguindo armazenar uma grande quantidade de informac¸o˜es.
Dentro deste contexto, a empresa Netflix – maior locadora de filmes pela internet do
mundo – lanc¸a uma competic¸a˜o disponibilizando toda a sua base de dados, viabilizando a
pesquisa na a´rea de sistemas de recomendac¸a˜o. Ale´m de fornecer os dados – essenciais para
testar algoritmos de data-mining –, a competic¸a˜o estabeleceu uma sistema´tica para validac¸a˜o
dos algoritmos contribuindo ainda mais para a evoluc¸a˜o dos estudos na a´rea.
Foram apresentadas neste cap´ıtulo as caracter´ısticas do problema de escolha de um
filme, as regras da competic¸a˜o “Netflix Prize”, bem como a estrutura de dados fornecida pela
Netflix e que e´ utilizada neste trabalho. A sistema´tica de validac¸a˜o explicada neste cap´ıtulo
permite a compreensa˜o dos resultados apresentados nos pro´ximos cap´ıtulos.
