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Abstract
Exploiting the manipulation of the SLC electron-beam polarization, we present precise
direct measurements of the parity violation parameters Ac and Ab in the Z boson–c quark
and Z boson–b quark coupling. Quark/antiquark discrimination is accomplished via a unique
algorithm that takes advantage of the precise SLD CCD vertex detector, employing the net
charge of displaced vertices as well as the charge of kaons that emanate from those vertices.
From the 1996-98 sample of 400,000 Z decays, produced with an average beam polarization
of 73.4%, we find Ac = 0.673 ± 0.029(stat.)± 0.023(syst.) and Ab = 0.919 ± 0.018(stat.) ±
0.017(syst.).
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Measurements of fermion production asymmetries at the Z0 pole determine the extent
of parity violation in the Zff¯ coupling. At Born level, the differential cross section for the
process e+e− → Z0 → f f¯ can be expressed as a function of the polar angle θ of the fermion
relative to the electron beam direction,
dσf
d cos θ
∝ (1− AePe)(1 + cos2 θ) + 2Af(Ae − Pe) cos θ, (1)
where Pe is the longitudinal polarization of the electron beam (Pe > 0 for predominantly
right-handed polarized beam). The parameter Af = 2vfaf/(v
2
f + a
2
f ), where vf (af ) is the
vector (axial vector) coupling of the fermion f to the Z0 boson, expresses the extent of
parity violation in the Zff¯ coupling.
From the conventional forward-backward asymmetries formed with an unpolarized elec-
tron beam (Pe = 0), such as that used by the CERN Large Electron-Positron Collider (LEP)
experiments, only the product AeAf of parity-violation parameters can be measured [1].
With a longitudinally polarized electron beam, however, it is possible to measure Af inde-
pendently of Ae by fitting simultaneously to the differential cross sections of Eq. (1) formed
separately for predominantly left- and right-handed beam. The resulting direct measure-
ment of Af is largely independent of propagator effects that modify the effective weak mixing
angle, and thus is complementary to other electroweak asymmetry measurements performed
at the Z0 pole.
In this Letter, we present measurements of Ac and Ab based on the use of the invariant
mass of displaced vertices to select Z → cc¯ and Z → bb¯ events. The charge of the underlying
quark is determined via a unique algorithm that exploits the net charge of the displaced
vertices, as well as the charge of tracks emanating from the vertices that are identified as
kaons.
The operation of the SLC with a polarized electron beam has been described elsewhere [2].
During the 1996-98 run, the SLC Large Detector (SLD) [3, 4] recorded an integrated lumi-
nosity of 14.0 pb−1, at a mean center-of-mass energy of 91.24 GeV, and with a luminosity-
weighted mean electron-beam polarization of |Pe| = 0.734± 0.004 [5].
The SLD measures charged particle tracks with the Central Drift Chamber (CDC), which
is immersed in a uniform axial magnetic field of 0.6T. The VXD3 vertex detector provides
an accurate measure of particle trajectories close to the beam axis. For the 1996-98 data,
the combined rφ (rz) impact parameter resolution of the CDC and VXD3 is 7.8 (9.7) µm
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at high momentum, and 34 (34) µm at p⊥
√
sin θ = 1 GeV/c, where p⊥ is the momentum
transverse to the beam direction, and r (z) is the coordinate perpendicular (parallel) to
the beam axis. The combined momentum resolution in the plane perpendicular to the
beam axis is δp⊥/p⊥ =
√
(.01)2 + (.0026 p⊥/GeV/c)2 . A Cerenkov Ring-Imaging Detector
(CRID) [6], using a combination of liquid and gaseous radiators, allows efficient K − π
separation in the range 0.3 GeV/c < pK < 30GeV/c for tracks with | cos θ| < 0.68. The
thrust axis is reconstructed using the Liquid Argon Calorimeter, which covers the angular
range | cos θ| < 0.98. We employ a Monte Carlo (MC) simulation of the production and
detection processes that makes use of the JETSET 7.4 event generator [7], the QQ [8]
package for B hadron decay specially tuned to match the CLEO inclusive D production
distributions [9] and the ARGUS particle production distributions [10], and the GEANT
3.21 framework [11] for the simulation of the SLD detector.
Events are classified as hadronic Z0 decays if they: (1) contain at least seven well-
measured tracks (as described in Ref. [3]); (2) exhibit a visible charged energy of at least
18 GeV; (3) have a thrust axis polar angle satisfying | cos θthrust| < 0.7; and (4) have a
thrust magnitude greater than 0.8 (to suppress events with both heavy hadrons in the same
hemisphere). Vertex identification is done using a topological algorithm [12], enhanced via
the application of a neural-network selection based on the flight distance and angle of the
reconstructed vertex[13]. According to the MC, secondary vertices are found in 72.7% of
bottom-quark, 28.2% of charm-quark, and 0.41% of light-quark event hemispheres.
Due to the cascade nature of B decays, tracks from the decay may not all originate from
the same space point. An independent neural network, exploiting the location of the point of
closest approach of the track to the line connecting the primary and secondary vertices [13],
is used to attach tracks with two or more VXD hits that are not already included in the
secondary vertex. ‘VXD-only’ tracks with three or more VXD hits, but no CDC segment,
are also considered for attachment; if attached, the fit vertex location is used as an additional
space point to improve the charge determination.
A final neural network, making use of the pT -corrected vertex mass (MV TX) [14], the total
momentum of the vertexed tracks (PV TX), the flight distance from the IP to the vertex, and
the number of tracks in the vertex [13], is used to discriminate between bottom and charm
events. The output yhem of this neural net is shown in Figure 1.
The analysis makes use of two mutually exclusive tags. The L-tag, optimized to select c
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FIG. 1: Output distribution from the flavor-selection neural network; the separate bottom, charm,
and uds contributions are derived from MC simulation.
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FIG. 2: Distributions of hemisphere charge: (a) Qvtx, yhem < 0.4; (b) QK , yhem < 0.4 (the
large QK = 0 contribution is suppressed); (c) Qvtx, yhem > 0.85, including VXD-only tracks.
The D+,D−,D0 and B+,B−,B0 designations refer to all positive, negative, or neutral heavy flavor
hadrons, including baryons, from the MC simulation.
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hemispheres, requires yhem < 0.4 and PV TX > 5 GeV/c. The H-tag, optimized to select b
requires yhem > 0.85 and MV TX < 7 GeV/c
2. From the MC simulation, we find that 84%
(98%) of events with one (two) L-tagged hemisphere(s), and no H-tagged hemispheres, are
Z → cc¯ decays, while 97% (100%) of events with one (two) H-tagged hemisphere(s) are
Z → bb¯ decays.
Within tagged hemispheres, two quantities are used to discriminate quark from antiquark
production: the net charge of all vertexed tracks (QV TX) and the net charge of all vertex
tracks that are identified as kaons (QK). The presence of a quark is indicated by QV TX > 0
or QK < 0 for the L-tag, and QV TX < 0 for the H-tag; for this latter tag, the kaons do
not make a significant additional contribution. If an L or H-tagged hemisphere cannot be
assigned a nonzero charge using these methods, or if an L-tag has both QV TX and QK
nonzero and in disagreement, it is treated as untagged. The resulting charge distributions
are shown in Figure 2.
By comparing the tagging and sign-determination results between hemispheres in data
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events, it is possible to determine most of the per-hemisphere tagging efficiencies ǫTf and
their correct-sign probabilities pTf for the tags T = L,H [13]. The fractions of single-H
(XH), double-H (HH), mixed (HL), single-L (XL) and double-L (LL) tagged events are
sensitive to the hemisphere tagging efficiencies; a maximum likelihood fit to these fractions is
used to constrain the values of ǫLc , ǫ
L
b , ǫ
H
c , and ǫ
H
b (Table I), assuming Standard Model (SM)
values for the fraction Rb (Rc) of bb (cc) events from e
+e− annihilation at the Z0 pole. The
hemisphere correct-sign probabilities pLc , p
L
b , and p
H
b (Table I) are constrained by a similar
fit to the fractions of oppositely-signed hemispheres in HH , HL, and LL events, using the
previously determined tagging efficiencies as input.
In constraining the tagging efficiencies and correct-sign probabilities from the inter-
hemisphere tagging and signing information, it is necessary to account for inter-hemisphere
correlations that alter the nominal relationship between single-hemisphere and full-event
tagging and charge signing performance. MC studies confirm that, for vertex-based tagging
and signing, inter-hemisphere correlations are due primarily to correlation in the energy and
angle of the hadrons containing the heavy quarks, and from events for which both heavy
hadrons are produced in the same hemisphere. To account for these effects, we have used
the MC simulation to explore the dependence of the tagging and signing parameters as a
function of the number of heavy hadrons in the hemisphere, and of the polar angle and en-
ergy (after restricting to hemispheres with a single heavy hadron) of the heavy hadron. The
effects of the inter-hemisphere correlations can then be accounted for by convolving these
dependences with the distributions of the number, energy, and polar angle of heavy hadrons
within and opposite to tagged hemispheres, as described in [13]. Ignoring these effects would
incorrectly lower Ab and Ac by approximately 1.5% of their subsequent fit values.
The fit for the parameter Ac makes use of events with at least one L-tagged hemisphere
and neither H-tagged, while the Ab fit uses events with at least one H tag. Events with two
L or two H tags are discarded if the charges in the two hemispheres are in disagreement. For
events with one H and one L tag, only the H tag is used to sign the thrust axis. From the
MC simulation, we find that 84% (98%) of events with one L tag (two L tags) are Z → cc¯
events, while 97% (100%) of events with one H tag (two H tags) are Z → bb¯ events.
Unbinned maximum-likelihood fits are performed to the Born-level differential cross sec-
tion:
L ∼ (1− AePe)(1 + cos2 θtˆ) + 2(Ae − Pe)AE cos θtˆ (2)
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TABLE I: Per-hemisphere efficiencies (requiring that hemispheres be tagged and have non-zero
net charge) ǫTv and correct-sign probabilities p
T
f . “Calib” refers to the values obtained from the
calibration procedure described in [13], while the “MC” column shows the expectations from the
simulation. pHc is not calibrated from the data and so is not shown.
ǫMC ǫcalib pMC pcalib
c, L-tag 0.121 0.115±0.002 0.932 0.918±0.010
b, L-tag 0.020 0.022±0.001 0.545 0.543±0.031
c, H-tag 0.005 0.006±0.002 — —
b, H-tag 0.323 0.325±0.002 0.807 0.821±0.005
where θtˆ is the polar angle of the signed thrust axis, and the electron beam polarization is
signed so that Pe > 0 for right-handed electrons. The fitted effective asymmetry AE is given
by the sum over the flavor composition of the sample:
AE =
∑
f
Πf (2Pf − 1)(1− CQCDf )(Af − δQEDf ) (3)
where Πf is the fraction of and Pf the correct-signing probability for the flavor f , calculated
separately for single- and double-tagged events, making use of the values in Table I when
possible. For the light flavor uds contribution, the simulated mistag rates are used for Πuds,
while Puds is set to 0.5± 0.29 (uniform probability between 0 and 1). Mechanisms for devel-
oping a charm signal in the H-tagged sample tend to favor incorrect charge assignment [13],
leading to the assumption pHc = 0.25±0.14. Because events at larger values of | cos θtˆ| carry
larger statistical weights in the fits, but poorer overall tagging qualities, the MC simulation
is used to parameterize these values as a function of cos θtˆ. Failing to account for this effect
would incorrectly lower the fitted values of Ac and Ab by 1-2%.
The corrections CQCDf for gluon radiation are evaluated as in [15]. The O(α2S) corrections
are evaluated in [1] as 4.5%(3.8%) for c(b) events, using the calculation in [16] based on the
parton thrust axis (we ignore the hadronization corrections of [1] since they are implicit in
our signed thrust axis analyzing power). Additionally, the analysis procedure suppresses
events with hard gluon radiation, and so these results are further scaled by factors sf of
0.27±0.13(0.53±0.08) for CQCDc (CQCDb ), as determined by the MC simulation.
The δQEDf terms correct the asymmetries for the effects of initial-state QED radiation
and γ/Z interference, and are determined by ZFITTER [17] to be δQEDc = 0.0012 and
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δQEDb = −0.0021.
From a sample of 9970 events, using the SM value Ab = 0.935 as input, we obtain
Ac = 0.6747±0.0290(stat.), while from a sample of 25917 events, using the Standard Model
value of Ac = 0.667 as input, we obtain Ab = 0.9173± 0.0184(stat.).
We have explored a number of potential sources of systematic error; these are summarized
in Table II. For both Ac and Ab, the dominant systematic uncertainty arises from the limited
statistics available for the calibration of the purity of the flavor-selected sample, and of the
correct-sign tagging probability of the sample, resulting in a relative systematic uncertainty
of ±3.0% (±1.5%) for Ac (Ab). By studying a sample enriched in uds quark production
(Mhem < 2 GeV/c
2 and Phem < 4 GeV/c), the fake-vertex efficiency ǫuds is constrained to be
within 25% of its MC expectation, leading to uncertainties of ±0.1% (±0.0%) on Ac (Ab).
The procedure for calibrating the sample purity and correct-signing probabilities is sub-
ject to uncertainties in the correlation between the quark and antiquark energies, and in
the fraction of events for which the quark and antiquark appear in the same hemisphere.
Comparisons between data and MC of the correlation between the heavy hadron energies in
c-quark and b-quark enriched samples constrain the c and b hadron energy correlations to
be within 2.6% and 0.3% of their MC expectation (Table II), while comparisons of samples
enhanced in three-jet production showed the same-hemisphere production rates to be within
1.1% and 0.7% of their MC expectations. The resulting overall uncertainty in Ac (Ab) due
to tagging correlations is found to be 0.6% (0.3%).
The correction coefficients Ctheoryf for hard gluon radiation (‘QCD corrections’) are subject
to uncertainties in αS, quark masses, and missing higher order terms, given by [1] as ±0.0063
for both f = c, b. The determination of the scale factor sf applied to account for the selection
bias against events with hard gluon radiation is limited by Monte Carlo statistics to ±0.13
(±0.08) for sc (sb). The resulting overall uncertainty in the QCD correction is ±0.6%
(±0.4%) for Ac (Ab).
Adding all sources of systematic error in quadrature, we find
Ac = 0.6747± 0.0290(stat.)± 0.0233(syst.) (4)
Ab = 0.9173± 0.0184(stat.)± 0.0173(syst.). (5)
Averaging these results (V) with complementary results for Ab using momentum-weighted
track charge (Q) [18] and the charge of identified kaons from secondary vertices for data prior
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to 1996 (K) [19], for Ac using fully-reconstructed charmed-meson decays (D) [20], and for
Ac and Ab together using identified leptons (L) [21], we arrive at the overall SLD average
of [22]
Ac = 0.6712± 0.0224(stat.)± 0.0157(syst.) (6)
Ab = 0.9170± 0.0147(stat.)± 0.0145(syst.) (7)
independent of the extent of parity violation in the coupling of the electron to the Z0 boson,
consistent with the Standard Model expectations of Ac = 0.667 and Ab = 0.935.
Alternatively, Ab and Ac can be extracted from LEP measurements of the unpolarized
heavy-quark forward-backward asymmetries A0,QFB via the relation A
0,Q
FB =
3
4
AQAe. The
values [23] A0,cFB = 0.0702±0.0035 and A0,bFB = 0.0998±0.0017, from fits solely to LEP data,
combined with the value [23] Ae = 0.1501± 0.0016 derived from leptonic forward-backward
and leptonic polarization asymmetries measured at LEP and SLD, determine the heavy-
quark coupling parity violation parameters to be Ac = 0.624±0.032 and Ab = 0.887±0.018,
consistent with the direct measurements provided by the polarized differential cross-section
data from SLD.
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simulation have been determined from data; “Remove” refers to the difference in the result
for Af when the corrections are not applied.
11
source variation δAc/Ac δAb/Ab
Calibration statistics
Pf data statistics 2.96 1.41
Πf data statistics 0.68 0.63
EW parameters
Rc 0.1723±0.0031 -0.18 +0.07
Rb 0.2163±0.0007 +0.25 -0.24
Ac 0.667±0.027 n/a +0.04
Ab 0.935±0.021 -0.06 n/a
Detector modeling
tracking efficiency remove -0.36 +0.34
tracking resolution remove -0.49 +0.04
CRID π mis-ID data ±1σ -0.12 +0.00
QCD correction
Ctheoryf ±0.0063 +0.18 +0.35
sf ±0.13, ±0.08 +0.59 +0.31
Backgrounds
pHc 0.25±0.14 +0.83 -0.56
g → cc¯ 2.96±0.38% +0.22 +0.01
g → bb¯ 0.254±0.051% +0.06 -0.02
fake vertex ǫuds ±25% +0.13 -0.01
fake vertex Arawuds ±0.6 -0.43 -0.09
Tagging correlations
same-hemisphere cc¯ 2.82±1.13% +0.33 -0.01
same-hemisphere bb¯ 2.45±0.74% -0.04 +0.21
c energy correlation 1.4±2.6% +0.48 -0.14
b energy correlation 1.4±0.3% -0.07 +0.10
Other
Beam polarization ±0.5% -0.50 -0.50
MC statistics ±1σ 0.64 0.34
Total 3.48 1.89
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