Recently Dollar and Wathen [14] proposed a class of incomplete factorizations for saddlepoint problems, based upon earlier work by Schilders [40]. In this paper, we generalize this class of preconditioners, and examine the spectral implications of our approach. Numerical tests indicate the efficacy of our preconditioners.
Introduction
Given a symmetric n by n matrix H and a full-rank m (≤ n) by n matrix A, we are interested in solving structured linear systems of equations
Such "saddle-point" systems arise as stationarity (KKT) conditions for equality-constrained optimization [37, §18.1] , in mixed finite-element approximation of elliptic problems [5] , including in particular problems of elasticity [38] and incompressible flow [19] , as well as other areas.
In this paper, we are particularly interested in solving (1.1) by iterative methods, in which so-called constraint preconditioners [33] 
are used to accelerate the iteration for some suitable symmetric G. In Section 2, we examine the spectral implications of such methods, and consider how to choose G to give favourable eigenvalue distributions. In Section 3, we then extend ideas by Dollar, Schilders and Wathen [14, 40] to construct "implicit" constraint preconditioners for which we can apply the eigenvalue bounds from Section 2. We demonstrate the effectiveness of such an approach in Section 4 and make broad conclusions in Section 5.
Notation
Let I by the (appropriately-dimensioned) identity matrix. Given a symmetric matrix M with, respectively, m + , m − and m 0 positive, negative and zero eigenvalues, we denote its inertia by In(M ) = (m + , m − , m 0 ).
Constraint preconditioners 2.1 General considerations
For K G to be a meaningful preconditioner for certain Krylov-based methods [27] , it is vital that its inertia satisfies In(K G ) = (n, m, 0). (2.1)
A key result concerning the use of K G as a preconditioner is as follows. [34, Thm. 3.3] . Suppose that K H is the coefficient matrix of (1.1) , and N is any (n by n − m) basis matrix for the null-space of A. Then K
−1
G K H has 2m unit eigenvalues, and the remaining n − m eigenvalues are those of the generalized eigenproblem
2)
The eigenvalues of (2.2) are real since (2.1) is equivalent to N T GN being positive definite [7, 26] .
Although we are not expecting or requiring that G (or H) be positive definite, it is well-known that this is often not a significant handicap. where w = v − DAu, there is little to be lost (save sparsity in G) in using (2.4), with its positive-definite leading block, rather than (2.3). This observation has allowed Golub, Greif and Varah [25, 31] to suggest 1 a variety of methods for solving (1.1) in the case that H is positive semi-definite, although the scope of their suggestions does not appear fundamentally to be limited to this case. Lukšan and Vlček [34] make related suggestions for more general G.
Note, however, that although Theorem 2.2 implies the existence of a suitable D, it alas does not provide a suitable value. In [31] , the authors propose heuristics to use as few nonzero components of D as possible (on sparsity grounds) when G is positive semi-definite, but it is unclear how this extends for general G. Golub, Greif and Varah's methods aim particularly to produce well-conditioned G + A T DA. Notice, though, that perturbations of this form do not change the eigenvalue distribution alluded to in Theorem 2.1, since if
and thus the generalized eigen-problem (2.2), and hence eigenvalues of K
1 They actually propose the alternative
although this is not significant.
Improved eigenvalue bounds with the reduced-space basis
In this paper, we shall suppose that we may partition the columns of A so that
and so that its leading m by m sub-matrix
A1
A 1 and its transpose are easily invertible.
Since there is considerable flexibility in choosing the "basis" A 1 from the rectangular matrix A by suitable column interchanges, assumption A1 is often easily, and sometimes trivially, satisfied. Note that the problem of determining the "sparsest" A 1 is NP hard, [8, 9] , while numerical considerations must be given to ensure that A 1 is not badly conditioned if at all possible [23] . More generally, we do not necessarily assume that A 1 is sparse or has a sparse factorization, merely that there are effective ways to solve systems involving A 1 and A T 1 . For example, for many problems involving constraints arising from the discretization of partial differential equations, there are highly effective iterative methods for such systems [4] .
Given A1, we shall be particularly concerned with the reduced-space basis matrix
Such basis matrices play vital roles in Simplex (pivoting)-type methods for linear programming [2, 20] , and more generally in active-set methods for nonlinear optimization [23, 35, 36] . Suppose that we partition G and H so that 6) where G 11 and H 11 are (respectively) the leading m by m sub-matrices of G and H. Then (2.5) and (2.6) give
In order to improve the eigenvalue distribution resulting from our attempts to precondition 
Proof. Elementary bounds involving the products and sums of matrices show that the difference
is a matrix of rank at most min(ρ, n − m). Since N T GN is, by assumption, positive definite, we may write
differs from the identity matrix by a matrix of rank at most min(ρ, n − m), and hence the generalized eigenproblem (2.2) has at most min(ρ, n − m) non-unit eigenvalues. 2
As we have seen from Theorem 2.2, the restriction that H 22 be positive definite is not as severe as it might first seem, particularly if we can entertain the possibility of using the positive-definite H 22 
Proof. The result follows as before since now
The same is true when 
Proof. The result follows, once again, as before since now
In Tables 2.1 and 2.2, we illustrate these results by considering the complete set of linear and quadratic programming examples from the Netlib [21] and CUTEr [29] test sets. All inequality constraints are converted to equations by adding slack variables, and a suitable "barrier" penalty term (in this case, 1.0) is added to the diagonal of H for each bounded or slack variable to simulate systems that might arise during an iteration of an interior-point method for such problems.
Given A, a suitable basis matrix A 1 is found by finding a sparse LU factorization of A T using the HSL [32] packages MA48 and MA51 [17] . An attempt to correctly identify rank is controlled by tight threshold column pivoting, in which any pivot may not be smaller than a factor τ = 2 of the largest entry in its (uneliminated) column [23, 24] . The rank is estimated as the number of pivots, ρ(A), completed before the remaining uneliminated sub-matrix is judged to be numerically zero, and the indices of the ρ(A) pivotal rows and columns of A define A 1 -if ρ(A) < m, the remaining rows of A are judged to be dependent, and are discarded.
2
Although such a strategy may not be as robust as, say, a singular-value decomposition or a QR factorization with pivoting, both our and others' experience [23] indicate it to be remarkably reliable and successful in practice.
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Implicit-factorization constraint preconditioners
It has long been common practice (at least in optimization circles) [3, 6, 10, 18, 22, 34, 39, 42] to use preconditioners of the form (1.2) by specifying G and factorizing K G using a suitable symmetric, indefinite package such as MA27 [16] or MA57 [15] . While such techniques have often been successful, they have usually been rather ad hoc, with little attempt to improve upon the eigenvalue distributions beyond those suggested by the Theorem 2.1.
Recently, Dollar and Wathen [14] have suggested using a preconditioner of the form
where solutions with each of the matrices P , B and P T are easily obtained. In particular, rather than obtaining P and B from a given K G , K G is derived implicitly from specially chosen P and B. In this section, we examine a broad class of methods of this form.
Structural considerations
In general, we may write
where B 1 and B 33 are symmetric and P 2 is of full rank; the zero block in P is selected so as to mimic that in K G . Given this form, we have
and since we wish (1.2) to hold, we require that
As A and P 2 are of full rank, we write A = (A 1 A 2 ) and P 2 = (P 31 P 32 )
for nonsingular m by m matrices A 1 and P 31 , and shall likewise write Although there are a number of ways of guaranteeing this, 4 The latter follows since P 32 = 0 and P is required to be non-singular.
Solution considerations 3.2.1 Solves involving P and its transpose
Suppose that B 31 is chosen to be easily invertible-Dollar and Wathen [14] suggest picking B 31 = I, but other simple choices are possible. Then, in order to solve systems involving the block (reverse) triangular matrix P and its transpose, it suffices to be able to do so for systems involving the sub-matrix
Although A1 allows a general (Schur-complement) pivot, in which such systems may be solved knowing factors of A 1 and P 22 − R T P 12 , perhaps the easiest possibility is, again, to follow [14] and pick
This then presupposes that P 22 is non-singular. One further saving here in the solution of (2.3) via forward and backward substituting from (3.1) in the usual (preconditioning) case for which s = 0 is that the the block zero component of the right-hand-side may trivially be exploited in the initial forward substitution
for which p 1 = 0.
Solves involving B
It follows from (3.5) that solving systems of equations whose coefficient matrix is B relies on being able to solve systems with coefficient matrices B 31 , B 22 and B T 31 . The choice B 31 = I made by Dollar and Wathen [14] is again ideal from this perspective.
Considerations relating to preconditioning
So far, we simply require that P and B satisfy (3.5) in order to ensure K G is of the form (1.2), but additionally that (3.6) holds for K G to be a useful preconditioner. Note that without (3.6) we could choose the components of P and B to factorize K G in the case where H = G, but if
it will not be possible to find B 22 satisfying (3.6) in this case.
Recovering G
The leading diagonal block G of K G is
In what remains, we shall thus assume that P and B 2 are given by (3.5) , and that (3.7) holds, that is that
It follows immediately from (2.6), (3.8) and (3.9) that
Notice that we have not as yet determined P 11 , P 21 , P 22 , B 22 , B 31 , B 32 and B 33 , but that G involves significantly less information, and thus there is likely to be considerable freedom in our remaining choices even if we wish to recover a particular G.
It follows from (3.8) that
for any null-space basis matrix N , since AN = 0 It also follows from the required form (3.9) of P and B that
and in the case of the reduced-space basis matrix (2.5) we have that
Particular choices of P and B

Existing proposals
Schilders [40] sets B 31 = I and B 32 = 0, and uses P 11 and P 22 as free parameters to determine P 21 , B 22 and B 33 from G. Dollar and Wathen [14] consider the same choices for B 31 and B 32 , and use P 11 and P 22 and B 33 as free parameters to determine P 21 , B 22 and G 22 from G 11 and G 21 . So for example, if 
Reproducing H 22
The simplest option is to set as many of free components of P and B as possible to zero; this corresponds to setting 
Reproducing H 21 and H 22
The choice P 11 = 0 and B 33 = 0 (3.11)
gives
while choosing P 11 = 0, B 32 = 0 and B 33 = 0 (3.12)
Both of these possibilities allow us to choose G 22 = H 22 and G 21 = H 21 , and Theorem 2.5 indicates that such choices lead to further improved eigenvalue bounds. Moreover, in both cases,
Ensuring that G is positive definite
The role of the matrix B 33 is interesting. For Theorem 2.2 and (3.8) suggest that by picking B 33 sufficiently negative definite, the remaining terms
will be positive definite. However, since any significantly dense rows of A will result in dense blocks in A T B 33 A, it may well be wise to keep B 33 = 0.
Factors in other orders
We have seen that specifying decompositions of the form (3.1) in which P and B have the block form (3.2) is an extremely flexible approach. A natural question is: are there other block forms which are equally useful? The most obvious alternative is to seek a decomposition
where
where E 1 and E 33 are symmetric and Q 2 is of full rank; here again the zero block in Q is selected so as to mimic that in K G . In this case
But now we see a strong disadvantage of (3.13) compared with (3.1), namely that requiring that the 2,1 and 2,2 blocks of (3.15) reproduce A and 0 respectively place strong restrictions on E 1 , E 2 , Q 1 and Q 2 . In particular, E 1 A T must lie in the null-space of A. Since this seems to limit the scope of (3.13)-(3.14) we do not pursue this further.
Numerical experiments
In this section we indicate that, in some cases, the implicit-factorization preconditioners proposed in Section 3 are very effective in practice.
We consider the set of quadratic programming examples from the CUTEr test set examined in Section 2. For each, we use the projected preconditioned conjugate-gradient method [27] to solve the resulting quadratic programming problem EQP: minimize
Firstly a feasible point x = x 0 is determined. Thereafter, iterates x 0 + s generated by the conjugate-gradient method are constrained to satisfy As = 0 by means of the preconditioning system (2.3). Since, as frequently happens in practice, q(x 0 +s) may be unbounded from below, a trust-region constraint s ≤ ∆ is also imposed, and the Generalized Lanczos Trust-Region (GLTR) method [28] , as implemented in the GALAHAD library [30] , is used to solve the resulting problem is used so as not to cut off the unconstrained solution for convex problems.
In Tables 4.1 and 4 .2, we compare four preconditioning strategies for (approximately) solving the problem (4.1). We consider both low and high(er) accuracy solutions. For the former, we terminate as soon as the norm of the (preconditioned) gradient of q(x 0 + s) has been reduced more than 10 −2 from that of q(x 0 ), while the latter requires a 10 −8 reduction; these are intended to simulate the levels of accuracy required within a nonlinear programming solver in early (global) and later (asymptotic) phases of the solution process.
We consider two explicit factorizations, one using exact factors (G = H), and the other using a simple projection (G = I). The HSL package MA57 [15] (version 2.2.1) is used to factorize K G and subsequently solve (2.3); by way of comparison, we also include times for exact factorization with the earlier MA27 [16] , since this is still widely used. Two implicit factorizations of the form (3.1) with factors (3.9) are also considered. In the first, we use the method in Section 3.4.1 to get G 22 = I. The second follows Section 3.4.2 and aims to reproduce G 22 = H 22 , and uses MA57 to compute its factors. In particular, we exploit one of MA57's options to make modest modifications [41] of the diagonals of H 22 to ensure that G 22 is positive definite if H 22 fails to be-this proved only to be necessary for the BLOWEY* problems.
All of our experiments were performed using a single processor of a 3.05Mhz Dell Precision 650 Workstation with 4 Gbytes of RAM. Our codes were written in double precision fortran 90, compiled using the Intel ifort 8.1 compiler, and wherever possible made use of tuned ATLAS BLAS [43] for core computations. A single iteration of iterative refinement is applied, as necessary, when applying the preconditioner (2.3) to try to ensure small relative residuals.
For each option tested, we record the time taken to compute the (explicit or implicit) factors, the number of GLTR iterations performed (equivalently, the number of preconditioned systems solved), and the total time taken to solve the quadratic programming problem EQP (including the factorization). The initial feasible point x 0 is found by solving
using the factors of K G . Occasionally-in particular when c = 0 and G = H-such a point solves EQP, and the resulting iteration count is zero. In a few cases, the problems are so ill-conditioned that the trust-region constraint is activated, and more than one GLTR iteration is required to solve EQP even when G = H. Furthermore, rank deficiency of A occasionally resulted in unacceptably large residuals in (2.3) and subsequent failure of GLTR when G = H, even after iterative refinement. In many cases, the use of an "exact" preconditioner G = H is cost effective, particularly when the newer factorization package MA57 is used to compute the factors. For those problems for which the exact preconditioner is expensive-for example, the CVXQP* and NCVXQP* problems-the "inexact" preconditioners are often more effective, particularly when low accuracy solutions are required. The explicit preconditioner with G = I is often a good compromise, although this may reflect the fact that H is often (almost) diagonal. The implicit factors are sometimes but not always cheaper to compute than the explicit ones. The cost of finding a good basis A 1 using MA48 is higher than we would have liked, and is usually the dominant cost of the overall implicit factorization. Nonetheless, for problems like the DUAL*, PRIMAL* and ST* examples, the implicit factors seem to offer a good alternative to the explicit ones. We must admit to being slightly disappointed that the more sophisticated implicit factors using G 22 = H 22 seemed to show few advantages over the cheaper G 22 = I, but again this might reflect the nature of H in our test set.
Comments and conclusions
We have developed a class of implicit-factorization constraint preconditioners for the iterative solution of symmetric linear systems arising from saddle-point problems. These preconditioners are flexible, and allow for improved eigenvalue distributions over traditional approaches. Numerical experiments indicate that these methods hold promise for solving large-scale problems, and suggest that such methods should be added to the arsenal of available preconditioners for saddle-point and related problems. A fortran 90 package which implements methods from our class of preconditioners will shortly be available as part of the GALAHAD library [30] . We are currently generalizing implicit-factorization preconditioners to cope with problems for which the 2,2 block in (1.1) may be nonzero [13] . One issue we have not really touched on-aside from the need for stable factors-is the effect of partitioning of the columns of A to produce a non-singular sub-matrix A 1 . Consider the simple example
where each × is non-zero. If we chose A 1 as the sub-matrix corresponding to the first two columns of A, A 2 has rank two, while if A 1 were made up of columns one and three, A 2 then has rank one. This simple example indicates how the choice of A 1 may effect the iteration bounds obtained in Theorems 2.3-2.5, and significantly, leads us to ask just how much we can reduce the bounds indicated in these theorems by judicious choice of A 1 . We plan to investigate this issue in future.
