In this paper we present a set of experiments in which mobile robots able to visually discriminate between different landmarks were obtained through artificial evolution. Individuals were evolved in simulation and then tested on the physical robot. Evolved individuals were able to visually navigate toward the right landmark and to solve the problem that often the sensory states are ambiguous (i.e. the same sensory states are experienced while the robot is facing different landmarks to be discriminated). The analysis of the obtained behaviors showed how evolved individuals exploit sensorymotor coordination to discriminate between the two landmarks and to navigate to the target.
Introduction
There is a growing body of literature describing successful applications of evolutionary methods to the development of mobile robots (c.f. Nolfi & Floreano, in press) . The extent to which Evolutionary Robotics will impact our understanding of adaptive behavior in natural agents and our ability to develop effective artificial agents (robots) depends on the extent to which this method can scale-up to tackle richer robot/environmental interactions.
A large number of animal species have exploited visual receptors. On the other hand, the majority of the research projects in Evolutionary Robotics involve robots provided only with short distance sensors (e.g. infrared sensors or bumpers) that provide information only for the immediate surrounding of the robot (for a notable exception see Cliff et al, 1993; Harvey et al., 1994) . In this paper, we present a set of experiments involving visually-guided robots that should be able to discriminate between different visual landmarks.
As we will see, Evolutionary Robotics provides an ideal framework for exploring visually-based strategies in which the sensory and motor processes are tightly integrated.
The Experimental Setup
The mobile robot Khepera (Mondada, Franzi & Ienne, 1993) equipped with a vision module was placed in the environment shown in Figure 1 . The environment is a rectangular arena 60x40 cm surrounded by white walls with two black stripes with a width of 4 and 16 cm respectively. Walls are made of white painted wood and are 30 cm in height. A neon lamp (24 W output) provided illumination over the arena. The robot has to approach the large but not the short stripe. In other words, it has to visually discriminate the two objects.
One interesting aspect of this task is that often the robot receives the same sensory patterns while it is facing both the large or the short stripe. In particular the large stripe at a certain distance looks like the small stripe at a closer distance (this is problem that tends to arise in any real world situation). Therefore, to solve its task, the robot has to overcome the problem that often sensory states are ambiguous. The robot is supported by two lateral wheels that can rotate in both directions and two rigid pivots in the front and in the back. The sensory system employs eight infrared sensors distributed around one side of the body and a linear camera. The infrared sensors can detect the walls at a maximum distance of approximately 4 cm. The linear camera consists of one array of 64 photoreceptors providing a linear image composed of 64 pixels of 256 gray-levels each and subtending a total view-angle of 36°. The optics are designed to bring into focus objects at distances between 5cm and 50cm while an additional sensor of light intensity provides information for automatic adjustement of photoreceptor sensitivity. The robot was attached to the host computer by means of a lightweight aerial cable and specially designed rotating contacts. This configuration makes it possible to trace and record all important variables by exploiting the storage capabilities of the host computer, and at the same time provides electrical power without using time-consuming homing algorithms or large heavy-duty batteries.
Each individual of the population was tested on the same robot, one at a time, for 30 epochs, each epoch consisting of a maximum of 300 sensory-motor cycles (each cycle last 100 ms). An epoch ended either when the robot reached a distance lower than 10 cm from the center of a black stripe or after 300 sensory-motor cycles (corresponding to 30 seconds at maximum on the physical robot). At the beginning of each epoch the robot is positioned at a random position and orientation. Individuals' fitness was increased of 1 point each time the robot approached the large stripe (i.e. each time it reached a distance lower than 10 cm from the center of it) and decreased of 1 point each time the robot approached the small stripe.
The controller is a simple feed-forward neural network with 14 sensory neurons encoding the state of 6 frontal infrared sensors and 8 photoreceptors of the camera (i.e. only 6 frontal infrared sensors and only 8 evenly spaced photoreceptors out of the 64 provided by the camera were used) and two motor neurons encoding the speed of the two wheels. The activation state of the infrared sensors was normalized between 0.0 and 1.0. The activation of the two motor neurons was computed by using the sigmoid function and then normalized between -10 and +10 to set the speed of the two corresponding motors.
In order to keep things as simple as possible and given the small size of the parameter set, we used a direct genetic encoding (Yao, 1993) . Each parameter (the connection weights and threshold values of the two motor neurons) was encoded using 8 bits and normalized between -10.0 and +10.0. For the same reason, the architecture was kept fixed. Therefore, the genotype of each individual robot was 8 x (28 synapses + 2 thresholds) bits long. Population size was 100. The best 20 individuals of each generation were allowed to reproduce by generating 5 copies of their genotype with 3% of their bits replaced with a new randomly selected value.
Simulating Vision
The evolutionary process can be performed both on the real robot or on simulation. Both ways present advantages and drawbacks. Evolution on the real robot is certainly the most straightforward way to proceed but it takes a long time. The experiment on the evolution of a homing navigation performed by Floreano & Mondada (1996) , which is one of the most complex experiments carried out entirely on physical robots, took about 10 days. One way to avoid the problem of time is to evolve robots in simulation and then run the most successful individuals on the physical robot. Simulated robots in fact might run faster than their real counterpart. On the other hand, the environment, the robot, and the their interaction should be carefully reproduced in simulation otherwise the evolved controllers will completely fail once downloaded on the real robot. In this paper we followed the second route, i.e. we evolved controllers in simulation and then we tested the best individuals on the physical robot.
To model the robot/environment interaction as accurately as possible we sampled the environment through the robot's sensor. Two sets of measures were taken to model the infrared sensors and the camera. For the infrared sensors we used the same procedure described in (Miglino, Lund & Nolfi, 1995) . We placed the robot in front of a wall at 20 different distances (from 5 to 45 mm) and for each position we let it rotate 360 o without lateral displacement. While the robot was rotating, we recorded the state of the 8 infrared sensors each 2 o . In this way we obtained 8 matrices of 20x180 activation values that were used to set the state of the infrared sensors of the robot in simulation (for more details see Miglino, Lund & Nolfi, 1995) . A similar, albeit more complex, procedure was used to sample the camera. We placed the robot along the central portion of the environment at 11 different positions (see the full circles in Figure 2 ) and at 180 different orientations throughout 360 o . For each position and orientation we recorded the state of 32 photoreceptors. In this way we obtained 32 matrices of 11x180 activation values (see Figure 3) . Given that in the experiment that will be described in the next section we used only 8 photoreceptors we displayed only the pictures of the corresponding photoreceptors. Figure 3 shows that what the robot actually "sees" is rather different from what we might expect at a first glance. This can be seen more clearly by comparing this Figure with Figure 4 that represents the geometrical projection of the visual scene in front of the robot in the same circumstances. As can be see there is not a simple correlation between the color of the portion of the external environment detected by a given photoreceptor shown in Figure 4 and the corresponding activation state shown in Figure 3 . This can be explained by considering that:
(1) the color of the portion of the environment in front of the camera affects the perceived light intensity that is used to automatically adjust the sensitivity of the photoreceptors. This explains why the activation state of the photoreceptors is around 0.5 (i.e. an intermediate level of gray) instead of 1.0 (i.e. white) when the camera as a whole is facing a white portion of the environment. Moreover it explains why on the contrary the activation level of the photoreceptors reach value close to 0.0 and 1.0 (i.e. black and white) when the camera is facing a surface that is half black and half white.
(2) different photoreceptors, even if apparently identical, may perform differently because of slight differences in their electronics or because of the optics (the same effect was observed in the case of the infrared sensors, see Miglino, Lund & Nolfi, 1995) . This explain why the 8 pictures shown in Figure 3 significantly differ between themselves aside from the shift due to the slight differences in the orientation of the corresponding photoreceptors. These results show the importance of collecting samples of the real environment through the sensors of the robot to accurately model the robot/environment interaction. Moreover they show the importance of taking into account the idiosyncratic characteristics of an individual robot body. Controllers that work on a specific robot body might fail once moved on another similar but not identical robot. Similarly, controllers evolved in a simulator that does not take into account the idiosyncratic characteristics of an individual robot body might fail once downloaded on the physical robot.
Sampling the entire environment however might be time expensive especially to model a long distal sensory system such as vision. For this reason we used a neural network to synthesize the sensory states of the photoreceptors on the basis of the geometrical projection of the visual scene faced by the robot. The network was trained by using as input the color detected by a set of idealized photoreceptors at 11 different positions and 180 different orientation (i.e. the data shown in Figure 4 ) and the distance of the detected surface and as teaching input the actual activation states of the photoreceptors obtained by sampling the real environment (i.e. the data shown in Figure 3) 1 . After the training process the network was able to produce the expected sensory patterns with high fidelity in the training conditions and to effectively generalize in novel circumstances. Figure 5 shows the output produced by the network in the 11x180 different positions and orientations used to sample the environment. This network was used to set the sensory state of the simulated camera in the experiment that will be described in the next section.
1 A feedforward network with 64 input units, 32 hidden units, and 32 output units was used. The first set of 32 input units binarily coded the color of the surface detected by the corresponding 32 photoreceptors while the second set of input units coded for the corresponding distances of the detected surface normalized between 0.0 and 1.0. The output units coded for the actual value of the corresponding photoreceptors. The network was trained by backpropagation on 1,980 patterns for 1,980,000 sweeps. Learning rate was set to 0.1. 
Results
We ran 10 replication of the experiment by starting with different randomly generated genotypes. Each replication of the experiment took about 2 hours by using a standard PC and would have taken up to 52 days on the physical robot. As can be seen from Figure 6 , evolving individuals reach optimal performance after about 10 generations. By initially placing the evolved individuals in the 9 starting positions indicated in Figure 2 with four different orientations (north, south, east, and west) we observed that they navigate toward the right landmark most of the times. Sometimes, however, they navigate toward the wrong landmark or do not reach one of the two targets within the allotted time (300 sensorymotor cycles corresponding to 30 seconds). Similar but slightly worse results have been observed in the real environment on the average by downloading the evolved controllers in the physical robot 2 and by initially placing the robot in the same 9x4=36 initial positions and orientations described above (see Figure 7) . One of the evolved controllers, out of 10 replications, displayed optimal performance on the physical robot by navigating toward the right landmark in 36 out of 36 trials. 2 Given that the refresh of the camera requires more than 100 ms we stopped the robot for 500 ms after each sensory-motor cycle (i.e. after each 100 ms). Interestingly, evolved individuals strongly rely on sensory-motor coordination to discriminate between the two visual landmarks. This is the case, for example, of the behavior displayed in Figure 8 that represents a typical strategy adopted by evolved individuals. In the example displayed in the Figure the robot is initially placed in the north-east area of the environment facing south. The robot rotates almost without later displacement until it faces one of the two corners of a landmark. At this point it starts to move forward slightly turning on its right. This allows the robot to lose the visual contact more quickly with the short than with the large visual landmark. This in turn allows the robot to reach the right landmark by moving significantly more toward the large than the short landmark (see the sub-parts of the trajectory indicated with empty and full arrows respectively). In other words, the robot uses motion not only to approach the desired target but also to discriminate between identical sensory patterns belonging to the two different landmarks. Notice also that this evolved individual self-select a specific sensory pattern to trigger the move-forward behavior. It starts to move forward when about half of the visual field is black and the other half is white. Interestingly this is the only case in which the activation states of the photoreceptors reach value close to 0.0 and 1.0. In other words, the robot self-select as a trigger an agent/environmental state (i.e. facing a corner of a landmark) that can be easily discriminated. Fig. 8 . The behavior of a typical evolved individual. The empty circle represents the robot and the curve line represents its trajectory during a trial. In this example the robot start in the north-east area of the environment facing south and navigate toward the target located on the left side of the environment thus discriminating between the two visual landmarks.
Conclusion
In this paper we presented a set of experiments in which mobile robots able to visually discriminate between different landmarks were obtained through artificial evolution. Individuals were evolved in simulation and then tested on the physical robot. Evolved individuals were able to visually navigate toward the right landmark and to solve the problem that often the robot experiences the same sensory states while facing the two different landmarks. An analysis of the obtained behaviors showed how the evolved individuals exploit sensorymotor coordination to discriminate between the two landmarks.
The simulator used to perform the evolutionary process was built by carefully simulating the robot/environment interaction. In particular the visual system of the robot was simulated by training a neural network on the basis of samples of the environment taken through the physical sensors of the robot. The fact that the evolved controllers performed reasonably well once downloaded onto the physical robot demonstrates that, at least in relatively simple circumstances, the simulation method based on samples of the environment described in Miglino, Lund & Nolfi (1995) can be generalized to more complex robots provided with long distance sensors such as vision.
