Abstract-In this paper, an optical wireless multipleinput single-output communication system employing intensitymodulation direct-detection is considered. Subject to a per transmit-aperture power constraint, the performance of direct current (DC) offset space-time block codes (STBC) is studied in terms of pairwise error probability (PEP). It is shown that among the class of DC-STBCs, the worst case PEP, i.e., the one corresponding to the minimum distance between two codewords, is minimized by repetition coding (RC) for any channel state. Therefore, it follows that among all DC-STBCs, RC is optimal in terms of worst case PEP under any turbulence statistics. This result agrees with previously published numerical results showing the superiority of RC in such systems. It also agrees with previously published analytical results on this topic under lognormal turbulence and further extends it to arbitrary turbulence statistics. Numerical results provided to verify this indicate that RC is not only optimal in terms of worst case PEP, but also in terms of average error probability.
combinations thereof. Space and time can be exploited by proper design of space-time block codes (STBC) [15] . It is known that orthogonal STBC (OSTBC) are optimal in RF communications in terms of diversity gain. So the question which arises is: Does this also hold true in IM/DD OWC?
This question has been discussed in [11] , where it was demonstrated numerically that spatial repetition coding (RC) 1 interestingly outperforms OSTBC in multiple input single output (MISO) IM/DD OWC systems with individual (i.e., per aperture) power constraint. RC is a special case of STBC where the temporal dimension is ignored and the transmit symbol is repeated spatially. In this paper, we aim to address this problem analytically, by studying the worst case pairwise error probability (PEP) of the class of direct current (DC) offset STBC in MISO IM/DD systems. We focus on the worst case PEP, corresponding to the minimum distance between any distinct codewords, since (i) it dictates the diversity order, and (ii) it can be used to obtain an upper bound and also an approximation of the actual error probability [16] , [17] .
Our contribution can be summarized as follows. For a MISO IM/DD system subject to an individual power constraint with BPSK alphabet, we prove that the worst case PEP of a DC-STBC is minimized by RC under given channel state for some block length. The proof is obtained by deriving an upper bound on the minimum distance of an arbitrary DC-STBC, and then showing that this upper bound is indeed achievable by using RC. The proof holds for both electrical and optical power constraints. We also provide a numerical evaluation which demonstrates that RC is not only optimal in terms of worst case PEP, but also in terms of error probability. Note that this result can be readily generalized to pulse amplitude modulation (PAM) rate-1 (1 PAM symbol/transmission) multiple input multiple output (MIMO) systems subject to an individual or a sum power constraint.
This proves the optimality of RC from worst case PEP point of view under a given channel state, which is of interest in indoors VLC where turbulence is absent. This also implies that RC is optimal from this point-of-view under any turbulence distribution. Note that the result is consistent with [12] , [13] which prove the diversity-optimality of RC, among all space codes, for M × N MIMO system with log-normal distributed channels and a sum power constraints. The main difference with our work here is that we do not restrict our analysis to specific statistics, and that we also consider the temporal dimension in combination with the spatial one which leads to a more general result. 2 
Tx
Rx Fig. 1 . A MISO OWC system with Nt = 2 transmit apertures and one detector at time t: s i (t) ≥ 0 is the optical intensity of aperture i, h i ≥ 0 is the channel gain from aperture i to the detector, and n(t) is the Gaussian noise.
The rest of the paper is organized as follows. In Sec. II we introduce the system model and formulate the problem. The analysis of the problem and its solution are discussed in Sec. III under an electrical power constraint and given channel state. Then, in Sec. IV, we provide numerical simulations that verify the result, and extend the result to optical power constraints and turbulence scenarios. Finally, we conclude in Sec. V.
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. The IM/DD MISO OWC Channel
Consider an IM/DD MISO OWC system consisting of N t transmit apertures and 1 receive aperture (see Fig. 1 ). The transmission model in time instant t can be represented as
where
is the vector of transmit signals, h ∈ R Nt×1 + is the vector of the channel coefficients, and n(t) is an additive white Gaussian noise with zero mean and variance σ 2 , independent through time, and combines thermal noise and background radiation. The nonnegativity of s(t) and h follows since we consider IM/DD operation [18] . The channel state h is considered to be quasi-static, it remains constant for a block of L transmissions and changes independently in the next block. This is motivated by the fact the indoors VLC channels are generally not turbulent and outdoors free-space optical (FSO) communications vary very slowly in comparison to the symbol duration. It is assumed that the channel state information (CSI) is known at the receiver side.
The nonnegativity of s i (t), the i th symbol of s(t), can be guaranteed by using a DC offset. These symbols are constrained by individual power constraints. Common power constraints considered in this context are: [19] . Another possibility is to have a sum power constraint, which is not considered here due to space limitations. In what follows, we focus on an individual electrical power constraint. Then, we extend the result to the case with an optical power constraint. Since we are interested in the performance of DC-offset STBC in this paper, we define it next.
B. DC-offset STBC
Let x ∈ R
L×1 denote a vector of symbols that needs to be sent to the receiver in L transmissions t ∈ {1, . . . , L}, encoded in the transmit signals s(1), . . . , s(L). This is a rate-1 code, where one constellation symbol is sent per transmission
on average. For simplicity, we will restrict x to have BPSK symbols, i.e., x ∈ X {−1, 1} L , although similar analysis can be applied for a more general PAM constellation. The DC-offset STBC is constructed as follows:
NtL×L is the coding matrix, and
is a DC-offset. Under this construction, the nonnegativity and individual electrical power constraints can be stated as follows
Because we consider BPSK, the minimum permissible DCoffset which guarantees the nonnegativity of s is
The received signal in the L transmissions can be written as
. , n(L)]
T , and
is the extended-channel matrix with 0 1×Nt being an allzero N t -dimensional row vector.
In what follows, we analyze the system for a given h. The discussion on channels with turbulence is presented in Sec. III-C. The overall system can be rewritten as y = HGx + Ht + n,
as shown in Fig. 2 for N t = 2 and L = 2. The goal is to design G so that the system performance is optimized in terms of the worst case PEP as discussed next.
C. Problem Formulation
Since channel states are known at the receiver and since the vector t is predefined, Ht can be subtracted at the receiver side leading to the signal
where A = HG. Due to the complexity of calculating the exact probability of error for a general G, it is common to analyze the union bound [14] . It comprises the sum of the 2 Throughout the paper, we use · 2 , · 1 , and · F to denote the 2 , 1 and Frobenius norms, respectively.
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PEP, where the PEP between symbols x a and x b in X is defined as [20] 
where Q(·) is the Q-function. Our objective in this paper is to minimize the worst case PEP defined for a given G as
since Q(x) is a decreasing function of x. One reason for choosing this objective is that the worst case PEP determines the diversity order of the system [17] . Another reason is that the exact symbol error rate (SER) can be approximated in terms of the worst case PEP using the union bound by k min P e (G) where k min is the average number of neighboring code symbols (s) at the minimum distance [17] . This approximation is very accurate in the high SNR regime. The SER can also be upper bounded in terms of the worst case PEP by (L − 1)P e (G) [16] . Thus, minimizing the worst case PEP maximizes the diversity order, and minimizes the SER approximation and upper bound. The minimum worst case pairwise error probability can be written as
again since Q(x) is a decreasing function of its argument x. Therefore, the optimization problem can be written as
where the constraints follow from (3) and (4). We derive the optimal matrix G in the following section.
III. PROBLEM ANALYSIS A. Electrical Power Constraint
The following theorem presents the solution of (12).
Theorem 1. The optimal BPSK DC-STBC (in terms of worst case PEP) for the MISO IM/DD channel with an individual electrical power constraint is RC corresponding to
where I L is the L×L identity matrix, 1 Nt×1 is an N t ×1 vector of ones, and ⊗ is the Kronecker product. The corresponding minimum worst case PEP is given by
Proof: We can rewrite the problem in the following form
We first upper bound Θ [e] , and then show that the resulting upper bound is indeed achievable leading to the optimal G. We start by considering all possible combinations of x a , x b ∈ X to analyze the objective of (15) . Define
Then, we have
where a i is the ith column of matrix A. Now, consider the following subset of S Δ
Note that
But the minimum of a set is not larger than its average, i.e.,
Thus, we have
Let us write
where F(i) ∈ R
Nt×L , i ∈ {1, . . . , L}. Thus, A can also be written as
. . , L}. This allows us to split (20) into L independent sub problems, each of which depends on N t rows of G corresponding to F(i) for i ∈ {1, . . . , L}. In particular,
is the following set of matrices
and f i is the i th column of F. Since these subproblems are similar, we focus on one of them given bŷ
Since the channel gains are nonnegative reals, then, a necessary condition on the optimal solution F(k) is that the [e] k is the relaxed problem given byΘ
The maximum of this relaxed problem is achieved when only one column of matrix F(k) has nonzero values. To show this, consider a feasible F(k) with two nonzero columns f 1 (k) and f 2 (k), and consider another feasible F (k) with only one nonzero column f 1 (k) satisfying
where f 1i (k), f 1i (k), and f 2i (k) are the i th components of f 1 (k), f 1 (k), and f 2 (k), respectively, so that the rows of F(k) and F (k) have the same 2 -norm. One can easily verify that
This approach can be used to show that an F (k) with one nonzero column is better than any F(k) with more than one nonzero column. Thus, the optimal solution of (22) must have only one nonzero column in F(k). Substituting in (22) yields
Since the objective is increasing with elements of f 1 (k), then it is maximized when the constraints are met with equality. This implies that (25) is maximized by f 1 (k) = P 2 1 Nt×1 leading toΘ
. Consequently, we have upper bounded (15) as follows
This upper bound is achievable by setting G to (13) as in Theorem 1, which concludes the proof. Next, we state a similar result under an individual optical power constraint, and then discuss systems with turbulence.
B. Optical Power Constraint
If the system is constrained with an optical power constraint instead of an electrical power constraint, then the problem can be formulated as follows max
3 This is the main difference between this problem and one which arises in the RF context where the channels are complex-valued, which leads to a different solution.
By following a similar approach as in Sec. III-A, we can obtain the following theorem.
Theorem 2. The optimal BPSK DC-STBC (in terms of worst case PEP) for the MISO IM/DD channel with an individual optical power constraint is RC corresponding to
The corresponding minimum worst case PEP is given by
Proof: The proof is similar to Sec. III-A and is omitted due to space limitations.
C. Application for Static and Turbulent Channels
So far we discussed the result for a single block transmission. However, in practice, transmission takes place over multiple blocks. Consider a transmission duration of n = BL channel uses, where B is the number of blocks of length L. In this case, the worst case PEP (defined for a BPSK vector of length L transmitted over one block) needs to be averaged over all B blocks. Thus, the criterion of interest is the minimum average worst case PEP,P e,min .
For the static case, this averaging is redundant, i.e., the minimum average worst case PEP under an electrical power constraint is given byP e,min = Q P 2σ 2 h 1 , similar to the result in Theorem 1. Under an optical power constraint, the minimum average worst case PEP isP e,min = Q P 2σ 2 h 1 , similar to the result in Theorem 2. On the other hand, under turbulence, H defined in (6) is a random variable which changes from block to block. In this case, the minimum average worst case PEP satisfies P e,min = min
But, under an electrical power constraint, this lower bound is achievable by setting G and t as in Theorem 1, which do not depend on H. Thus, RC is optimal as it minimizes the average worst case PEP above. A similar statement holds under an optical power constraint.
This result is applicable for any turbulence distribution, and is in agreement with [11] . Compared to [12] , our result is more general since it (i) holds for any turbulence distribution and not restricted to log-normal statistics and (ii) considers both spatial and temporal coding and shows the redundancy of the temporal dimension. From another perspective, our result is less general than [12] since we consider MISO with a individual power constraints (similar to [11] ) while [12] studies MIMO with a sum power constraint.
IV. DISCUSSION AND NUMERICAL EVALUATION
Let us consider the special case N t = 2 with individual electrical power constraints. The exact SER p(G) of the system employing BPSK can be bounded in terms of the worst case PEP as follows [ By minimizing the worst case PEP, we also minimize the bounds. For the optimal solution which is RC, the SER can be expressed in terms of the worst case PEP as follows
where G [RC] is given in (13) , and the approximation is accurate for P e (G [RC] ) 1. Numerical comparisons are provided in Fig. 3 . In this figure, we show the minimized SER upper and lower bounds given in (32), the SER of RC p(G [RC] ) given in (33), and the SER of DC-STBC p(G) minimized numerically with respect to G. The upper bound provides a fairly tight approximation of the SER at high SNR (electrical, P/σ 2 ). The minimized SER of DC-STBC min G p(G) coincides with the SER of RC p(G [RC] ). As predicted, the numerically calculated optimal G which minimizes p(G) for DC-STBC corresponds to RC and k min = 2. This demonstrates the optimality of RC not only with respect to the worst case PEP, but also with respect to the SER for N t = 2.
V. CONCLUSION
In this paper, we studied a MISO IM/DD OWC system employing DC-offset STBC. We considered the worst case PEP as a main criterion for performance evaluation. We analyzed the problem of minimizing this criterion under individual electrical power constraints. We proved the optimality of spatial repetition coding for the N t × 1 MISO case. This result means that the temporal dimension is redundant in such systems as far as the worst case PEP is concerned, and that it is enough to code spatially. It is particularly interesting since repetition coding is simpler in practice. We extended the result to the case with optical power constraints. We also discussed applications of this result for static channels (e.g. indoors VLC) and turbulent channels (outdoors FSO). The result will be generalized to sum electrical/optical power constraints and also to MIMO systems in future work.
