On the structure of covariant phase observables by Pellonpaa, Juha-Pekka
ar
X
iv
:q
ua
nt
-p
h/
01
08
10
5v
2 
 1
1 
Fe
b 
20
02
ON THE STRUCTURE OF COVARIANT PHASE
OBSERVABLES
JUHA-PEKKA PELLONPA¨A¨
Abstract. We study the mathematical structure of covariant
phase observables. Such observables can alternatively be expressed
as phase matrices, as sequences of unit vectors, as sequences of
phase states, or as equivalence classes of covariant trace-preserving
operations. Covariant generalized operator measures are defined
by structure matrices which form a W∗-algebra with phase matri-
ces as its subset. The properties of the Radon-Nikody´m derivatives
of phase probability measures are studied.
1. Introduction
Covariant phase observables constitute a particular solution to the
problem of quantum phase (see, e.g. [1, 2]). In this paper, we study
general mathematical properties of covariant phase observables and
represent them as covariant trace-preserving operations (Sec. 3). We
also analyze the structure matrix W∗-algebra of covariant generalized
operator measures (Sec. 4) and the pointwise convergence of phase
probability densities (Sec. 5)
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Let H be a complex Hilbert space with a fixed basis {|n〉 ∈ H |n ∈
N}. Define the number operator N :=
∑∞
n=0 n |n〉 〈n| with its usual
domain D(N) :=
{
ψ ∈ H
∣∣n2|〈n|ψ〉|2 <∞} and the phase shifter
R(θ) := eiθN for all θ ∈ R. Let L(H), T (H), and T (H)+1 denote the
sets of bounded operators, trace-class operators, and states (positive
trace-one operators) on H, respectively.
Let B([0, 2π)) denote the σ-algebra of the Borel subsets of [0, 2π), and
consider an operator measure E : B([0, 2π)) → L(H). The measure
E is normalized if E([0, 2π)) = I, positive if E(X) ≥ O for all X ∈
B([0, 2π)), and phase shift covariant if R(θ)E(X)R(θ)∗ = E(X ⊕ θ)
for all X ∈ B([0, 2π)) and for all θ ∈ [0, 2π), where X ⊕ θ := {x ∈
[0, 2π) | (x − θ)(mod 2π) ∈ X}. A phase shift covariant normalized
positive operator measure is called a (covariant) phase observable.
In the next section we collect some known properties of covariant
phase observables. The new results are contained in Sections 3-5.
2. The structure of phase observables
Any covariant phase observable is of the (weakly convergent) form
E(X) =
∞∑
n,m=0
cn,min−m(X) |n〉 〈m| , X ∈ B([0, 2π)),(1)
where ik(X) := (2π)
−1
∫
X
eikθdθ for all k ∈ Z, and where the phase
matrix (cn,m)n,m∈N is a positive semidefinite (complex) matrix with
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cn,n = 1, n ∈ N (see, e.g. Phase Theorem 2.2 of [2]). A complex matrix
(cn,m) is a phase matrix if and only if there exist a sequence (ψn)n∈N
of unit vectors such that cn,m = 〈ψn|ψm〉, n, m ∈ N [3]. A constant
sequence, e.g. ψn = |0〉, n ∈ N, defines the canonical phase observable
Ecan(X) :=
∞∑
n,m=0
in−m(X) |n〉 〈m| , X ∈ B([0, 2π)),
whereas any orthonormal sequence, e.g. ψn = |n〉, n ∈ N, gives the
trivial phase observable
Etriv(X) := i0(X) I, X ∈ B([0, 2π)).
Next we show how any phase observable can be constructed by using
a sequence of phase states (Theorem 2).
Define H1 :=
{
ψ ∈ H
∣∣ ∑∞
n=0 |〈n|ψ〉| <∞
}
. A phase matrix (cn,m)
can be interpreted as a phase kernel, that is, a positive (possible un-
bounded in the norm of H) sequilinear form C : H1×H1 → C defined
as
C(ϕ, ψ) :=
∞∑
n,m=0
cn,m〈ϕ|n〉〈m|ψ〉, ϕ, ψ ∈ H1,
where the sum converges absolutely. Keeping this in mind, we may
formally write
C =
∞∑
n,m=0
cn,m|n〉〈m|.
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Since R(θ)H1 = H1 for all θ ∈ [0, 2π) we can define a continuous
integrable1 function [0, 2π]→ C
θ 7→ C(R(−θ)ϕ,R(−θ)ψ) =
∞∑
n,m=0
cn,me
i(n−m)θ〈ϕ|n〉〈m|ψ〉
for all ϕ, ψ ∈ H1, and thus a bounded positive sesquilinear form H1 ×
H1 → C
(ϕ, ψ) 7→ E(X)ϕ,ψ :=
1
2π
∫
X
C(R(−θ)ϕ,R(−θ)ψ)dθ
=
∞∑
n,m=0
cn,min−m(X)〈ϕ|n〉〈m|ψ〉
for all X ∈ B([0, 2π)). The form (ϕ, ψ) 7→ E(X)ϕ,ψ has a unique
bounded positive extension to H × H which is determined by a
unique bounded operator, say, E(X) ∈ L(H). Operators E(X),
X ∈ B([0, 2π)), constitute a covariant phase observable. The following
route to define a phase observable is thus justified:
1. take a phase matrix (cn,m) and define the phase kernel∑∞
n,m=0 cn,m |n〉 〈m|;
1 Since for all ϕ, ψ ∈ H1 the series of continuous integrable functions
∑s
n=0
∑t
m=0 cn,menem〈ϕ|n〉〈m|ψ〉, where en(θ) = e
inθ, n ∈ N, θ ∈ R, converges
uniformly on [0, 2pi] when s, t → ∞, the function θ 7→ C(R(−θ)ϕ,R(−θ)ψ) is
continuous and integrable.
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2. act on it by R(θ) to get
R(θ)
∞∑
n,m=0
cn,m |n〉 〈m|R(θ)
∗ =
∞∑
n,m=0
cn,me
i(n−m)θ |n〉 〈m| ;
3. integrate it over X ∈ B([0, 2π)) to get a bounded sesquilinear
form H1 ×H1 → C,
1
2π
∫
X
R(θ)
∞∑
n,m=0
cn,m |n〉 〈m|R(θ)
∗dθ =
∞∑
n,m=0
cn,min−m(X) |n〉 〈m| ;
4. this has a unique bounded extension H × H → C which defines
the phase observable
E(X) :=
∞∑
n,m=0
cn,min−m(X) |n〉 〈m| .
LetH∞ be a complex Banach space
2 of vectors
∑∞
n=0 gn |n〉 for which
the norm ‖
∑∞
n=0 gn |n〉‖∞ := sup
{
|gn|
∣∣n ∈ N} < ∞. Embedding H
2 Equip H1 with the norm ψ 7→ ‖ψ‖1 :=
∑
∞
n=0 |〈n|ψ〉|. The continuous lin-
ear mappings H1 → C form a topological dual H′1 of H1. Using the Dirac no-
tation, an element (F | ∈ H′
1
can be represented in the form (F | =
∑
∞
n=0 fn〈n|
where (fn)n∈N ⊂ C and sup
{
|fn|
∣∣n ∈ N} < ∞. Defining a conjugate form |F )
of (F | as a mapping H1 ∋ ψ 7→ (F |ψ〉 ∈ C we may define the linear space
H∞ of conjugate forms of the elements of H′1. Thus, using the Dirac formal-
ism, we may write an element |G) ∈ H∞ of the form |G) =
∑
∞
n=0 gn |n〉 where
(gn)n∈N ⊂ C and sup
{
|gn|
∣∣n ∈ N} < ∞. We can define the following norm in
H∞: |G) 7→ ‖|G)‖∞ := sup
{
|gn|
∣∣n ∈ N} .
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in H∞ we get the following triplet
H1 ⊂ H ⊂ H∞.
We have the following theorem [4]:
Theorem 1. For any phase matrix (cn,m)
∞∑
n,m=0
cn,m〈ϕ|n〉〈m|ψ〉 =
∞∑
k=0
〈ϕ|Fk)(Fk|ψ〉,
for all ϕ, ψ ∈ H1, that is, briefly,
∞∑
n,m=0
cn,m |n〉 〈m| =
∞∑
k=0
|Fk)(Fk|
where |Fk) ∈ H∞ for all k ∈ N and
∑∞
k=0 |〈n|Fk)|
2 = 1 for all n ∈ N.
Conversely, if (|Fk))k∈N ⊂ H∞ is such that
∑∞
k=0 |〈n|Fk)|
2 = 1 then
∑∞
k=0 |Fk)(Fk| is a phase kernel.
Let |F ) ∈ H∞ and define |F ; θ) := R(θ)|F ) and (F ; θ| := (F |R(θ)
∗
for all θ ∈ R. Since R(θ′)|F ; θ) = |F ; θ+θ′) we say that |F ; θ) is a phase
state. It easy to see that the following sesquilinear form H1×H1 → C,
(ϕ, ψ) 7→
1
2π
∫
X
〈ϕ|F ; θ)(F ; θ|ψ〉dθ,
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is positive and bounded for all X ∈ B([0, 2π)) and it defines a covariant
positive operator measure
B([0, 2π)) ∋ X 7→ EF (X) =
∞∑
n,m=0
〈n|F )(F |m〉in−m(X) |n〉 〈m| ∈ L(H).
(2)
The operator measure EF is normalized, that is, a phase observable, if
and only if |〈n|F )| = 1 for all n ∈ N, that is, when
|F ) =
∞∑
n=0
eiυn |n〉
where (υn)n∈N ⊂ [0, 2π). Let U :=
∑∞
n=0 e
iυn |n〉 〈n|. Then EF is a
phase observable if and only if
EF (X) = UEcan(X)U
∗, X ∈ B([0, 2π)).
If, for two phase obsevables E1 and E2, the condition E1(X) =
UE2(X)U
∗, X ∈ B([0, 2π)), holds, we say that E1 is E2 up to uni-
tary equivalence, or briefly, E1 is E2 (u.e.). Thus, using Theorem 1 we
get a variant of Phase Theorem 2.2 of [2]:
Theorem 2. E is a phase observable if and only if for all X ∈
B([0, 2π))
E(X) = w-lim
n→∞
n∑
k=0
EFk(X)
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where EFk(X) is the bounded operator defined by a sesquilinear form
1
2π
∫
X
|Fk; θ)(Fk; θ|dθ
where |Fk) ∈ H∞, k ∈ N, and
∑∞
k=0 |〈n|Fk)|
2 = 1.
The phase observable E is defined by a single phase state if and only
if E is Ecan (u.e.).
Since the sequence n 7→
∑n
k=0EFk(X) is increasing E(X) =
s-limn→∞
∑n
k=0EFk(X) also.
3. Phase observables as operations
A linear mapping Φ : T (H) → T (H) is a covariant trace-preserving
operation if it is covariant (R(θ)Φ(T )R(θ)∗ = Φ(R(θ)TR(θ)∗), θ ∈
[0, 2π), T ∈ T (H)), trace-preserving (tr(Φ(T )) = tr(T ), T ∈ T (H)),
and positive (Φ(T (H)+1 ) ⊆ T (H)
+
1 ) (for the theory of operations, see
e.g. [5, 6]). We prove next a theorem essentially due to Hall and Fuss
[7, 8].
Theorem 3. A mapping E : B([0, 2π))→ L(H) is a phase observable
if and only if
tr(TE(X)) = tr(Φ(T )Ecan(X))(3)
for all X ∈ B([0, 2π)) and T ∈ T (H) where Φ : T (H) → T (H) is a
covariant trace-preserving operation.
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Proof. Let E be a phase observable with the phase matrix (cn,m). For
all T ∈ T (H) define
Θ(T ) :=
∞∑
n,m=0
cm,nTn,m |n〉 〈m| .(4)
Since T = αTα − βTβ + iγTγ − iδTδ where Tα, Tβ , Tγ, and
Tδ are states, and α, β, γ, and δ are nonnegative real num-
bers, it suffices to consider only states. Thus, assume that
T is a state. Since sup
{
|〈ϕ|Θ(T )ψ〉|
∣∣‖ϕ‖ ≤ 1, ‖ψ‖ ≤ 1} ≤
sup
{∑∞
n,m=0 |Tn,m| |〈ϕ|n〉| |〈m|ψ〉|
∣∣∣ ‖ϕ‖ ≤ 1, ‖ψ‖ ≤ 1} ≤ 1 it fol-
lows that Θ(T ) is a bounded operator. Using a decomposition
T =
∑∞
j=0 |φj〉〈φj|, φj ∈ H, j ∈ N, one sees that 〈ψ|Θ(T )ψ〉 =∑∞
j=0
∑∞
n,m=0 〈m|φj〉〈ψ|m〉cm,n〈n|φj〉〈ψ|n〉 ≥ 0 for all ψ ∈ H1 and,
thus, Θ is positive. Since
∑∞
n=0〈n|Θ(T )|n〉 = 1, Θ(T ) is a trace-one
operator. Moreover, tr(TE(X)) = tr(Θ(T )Ecan(X)), X ∈ B([0, 2π)),
and Θ is covariant. Thus, Θ is a covariant trace-preserving operation.
The converse part is trivial.
There are many covariant trace-preserving operations Φ which satisfy
Equation (3) for a given E. One such operation Θ is defined in (4). It
is the identity operation in the case of the canonical phase whereas for
the trivial phase it is of the form Θ(T ) =
∑∞
n=0 Tn,n |n〉 〈n|. We note
also that, in the case of the trivial phase, T 7→ T0,0 |1〉 〈1|+T1,1 |0〉 〈0|+
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n=2 Tn,n |n〉 〈n| is an other operation fulfilling Theorem 3. Since the
diagonal elements Tn,n do not ”contain” any phase information of the
state T we see that the trivial phase ”loses” all phase information. In
the general case, if cn,m = 0 for some n 6= m, there are vector states
(other than number states) ψ := dn |n〉 + dm |m〉, dn, dm ∈ C \ {0},
|dn|
2 + |dm|
2 = 1, for which the probability measure X 7→ 〈ψ|E(X)ψ〉
is random. Next we study the properties of Θ.
Let E be a phase observable with the phase matrix (cn,m), and let
Θ(T ) =
∑∞
n,m=0 cm,nTn,m |n〉 〈m| for all T ∈ T (H). The dual map-
ping Θ∗ : L(H) → L(H) of an operation Θ defined by the relation
tr(TΘ∗(A)) = tr(Θ(T )A), A ∈ L(H), T ∈ T (H), is a positive linear
mapping, and
Θ∗(A) =
∞∑
n,m=0
cn,mAn,m |n〉 〈m| , A ∈ L(H).
From Theorem 1 one gets (weakly)
Θ(T ) =
∞∑
k=0
AkTA
∗
k, T ∈ T (H),
where Ak :=
∑∞
n=0(Fk|n〉 |n〉 〈n| for all k ∈ N showing that Θ is com-
pletely positive (see the First Representation Theorem of [6]). Note
that
∑∞
k=0AkA
∗
k = I and Θ
∗(A) =
∑∞
k=0A
∗
kAAk, A ∈ L(H).
Let Θ+1 : T (H)
+
1 → T (H)
+
1 be the restriction of Θ to the set of
states.
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Theorem 4. 1. Θ and Θ+1 are injections if and only if cn,m 6= 0 for
all n, m ∈ N;
2. Θ+1 is surjection if and only if E is Ecan (u.e.);
3. Θ+1 is bijection if and only if E is Ecan (u.e.);
4. Θ preserves pure states (Θ(|ψ〉 〈ψ|)2 = Θ(|ψ〉 〈ψ|) for all unit vec-
tors ψ ∈ H) if and only if E is Ecan (u.e.).
Proof. It is easy to see that Θ and Θ+1 are injections if and only if
cm,nTn,m = 0 for all n, m ∈ N where T ∈ T (H) implies that T = O.
Thus, Θ and Θ+1 are injections if and only if cn,m 6= 0 for all n, m.
Suppose that Θ+1 is surjection. If cm,n = 0 = cn,m for some n 6= m
then Θ+1 (T ) 6= T
′ := (|n〉 + |m〉)(〈n| + 〈m|)/2 for all T ∈ T (H)+1
and, thus, cn,m 6= 0 for all n, m and Θ
+
1 is injection and bijection.
If |cn,m| < 1 for some n 6= m then there is no state T such that
Θ+1 (T ) = T
′. Thus, |cn,m| = 1, n, m ∈ N, and E = Ecan (u.e.). This
proves items (2) and (3).
Let ψ :=
∑∞
n=0 dn |n〉 where dn > 0 for all n and
∑∞
n=0 d
2
n = 1.
Now Θ(|ψ〉 〈ψ|)2 = Θ(|ψ〉 〈ψ|) implies that
∑∞
n=0 |cn,m|
2d2n = 1 for all
m which shows that |cn,m| = 1, n, m ∈ N, and E = Ecan (u.e.). This
completes the proof.
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4. Covariant GOMs and phase matrices
The standard way to represent an observable in quantum mechan-
ics is to find an appropriate self-adjoint operator, or an idempotent
POM, which describes that observable. However, in many cases this
representation is too narrow and it is convenient to give up the idem-
potency (see, e.g. [9]). The strength of POMs is that they associate
a probability measure to all states. If we restrict ourselves to a sub-
set of (vector) states to be called physical states we can give up the
positivity of POM and require that the operator measure gives a prob-
ability measure (via trace formula) only for physical states. Actually,
we do not have to assume that the observable can even be ”defined” for
other states that physical ones. Hence, define a set of physical states
V. It is a linear subspace of the Hilbert space of the physical sys-
tem. The linearity is assumed because of the possibility to superpose
the physical states. Let SL(V,V;C) be the set of sesquilinear forms
from V × V to C (the first argument is antilinear). A generalized op-
erator measure [10], or a GOM, G is the mapping from the σ-algebra
A of the set of measurement outcomes Ω to SL(V,V;C) such that
A ∋ X → [G(X)](ϕ, ψ) ∈ C is a complex measure for all ϕ, ψ ∈ V. It
is normalized if [G(Ω)](ϕ, ψ) = 〈ϕ|ψ〉, ϕ, ψ ∈ V.
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In the case of phase, it is natural to assume that Ω = [0, 2π),
A = B([0, 2π)), and V contains number states, coherent states, etc.
Since they are elements of H1 we assume that V = H1. If we study
the coherent state phase measurements with the associated GOM
E : B([0, 2π)) → SL(H1,H1;C), it is natural to assume the follow-
ing phase shift covariance condition:
[E(X)](|ze−α〉, |ze−α〉) = [E(X ⊕ α)](|z〉, |z〉)(5)
for all X ∈ B([0, 2π)), z ∈ C, and α ∈ [0, 2π). The following GOMs
are solutions of (5):
[E(X)](ϕ, ψ) =
∞∑
n,m=0
dn,min−m(X)〈ϕ|n〉〈m|ψ〉(6)
where (dn,m) ∈ C
N×N, sup
{
|dn,m|
∣∣n,m ∈ N} < ∞, X ∈ B([0, 2π)),
and ϕ, ψ ∈ H1. We use the following short notation for E:
E(X) =
∞∑
n,m=0
dn,min−m(X)|n〉〈m|,
and we say that E is a covariant GOM defined by the structure matrix
(dn,m). Note that E([0, 2π)) =
∑∞
n=0 dn,n|n〉〈n| can be extended to a
unique bounded operator. If dn,n = 1, n ∈ N, then E is normalized. If
(dn,m) is a phase matrix then E is a phase observable. For all ϕ, ψ ∈
H1, the complex measure X → [E(X)](ϕ, ψ) has a continuous density
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which is
θ 7→
∞∑
n,m=0
dn,me
i(n−m)θ〈ϕ|n〉〈m|ψ〉.
Let M∞ be a set of structure matrices (dn,m)n,m∈N ∈ C
N×N,
sup
{
|dn,m|
∣∣n,m ∈ N} < ∞. Since for all (dn,m) ∈ M∞ we have a
unique covariant genaralized operator measure E defined in (6), we
can identify (dn,m) with E. Now M∞ is a W
∗-algebra (over C) with
the norm ‖(dn,m)‖ := sup
{
|dn,m|
∣∣n,m ∈ N} < ∞. The summation,
scalar product, and algebra product are defined pointwise. Let ⋆ be the
algebra product operation, that is, (dn,m) ⋆ (en,m) := (dn,men,m). The
identity of M∞ is the canonical phase matrix (cn,m) with cn,m = 1,
n, m ∈ N. The algebra M∞ is commutative and the involution is
(dn,m) 7→ (dn,m)
∗ := (dn,m). The unique pre-dual ofM∞ is the Banach
space M1 of matrices (dn,m) for which
∑∞
n,m=0 |dn,m| < ∞. A matrix
(dn,m) ∈ M∞ has an inverse if and only if dn,m 6= 0 for all n, m ∈ N.
The inverse is (d−1n,m). A matrix (dn,m) ∈ M∞ is positive if dn,m ≥ 0
for all n, m ∈ N. However, we are not interested in this standard
positivity; we rather study positive semidefinitess of matrices.
The positive semidefinite matrices of M∞ form a convex cone. We
denote it by M+∞. Any (dn,m) ∈ M
+
∞ defines a covariant positive
operator measure E via Equation (6). The phase matrices are such
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matrices of M+∞ whose diagonal elements equal one. Let C be the σ-
convex3 set of phase matrices. Phase matrices define phase observables.
The phase matrices of phase observables unitarily equivalent to Ecan
are only phase matrices which have phase matrix inverses. Note that
C∗ = C, and for all (cn,m) ∈ C the norm ‖(cn,m)‖ = 1, that is, all phase
matrices lie on the unit ball.
We can embed the bounded operators, trace-class operators, and
states in M∞. We simply define
L :=
{
(An,m) ∈M∞
∣∣∣ ∞∑
n,m=0
An,m |n〉 〈m| ∈ L(H)
}
,
T :=
{
(Tn,m) ∈M∞
∣∣∣ ∞∑
n,m=0
Tn,m |n〉 〈m| ∈ T (H)
}
,
T +1 :=
{
(Tn,m) ∈M∞
∣∣∣ ∞∑
n,m=0
Tn,m |n〉 〈m| ∈ T (H)
+
1
}
.
Thus, T +1 contains such (Tn,m) ∈ M
+
∞ for which
∑∞
n=0 Tn,n = 1. Note
that T ∩ C = ∅ and C 6⊆ L 6=M∞.
As we saw in the previous section, for any phase matrix (cn,m) and a
state (Tn,m) the product (cn,m) ⋆ (Tn,m) is a state. Thus, C ⋆ T
+
1 = T
+
1 .
An operation Θ defined in (4) corresponds a mapping T ∋ (Tn,m) 7→
(cm,n) ⋆ (Tn,m) ∈ T , (cn,m) ∈ C, which is continuous with respect to the
3 σ-convex means that for any sequence of phase matrices (Ck)k∈N and for any
sequence of nonnegative real numbers (λk)k∈N for which
∑
∞
k=0 λk = 1 the series
n 7→
∑n
k=0 λkCk converges to a phase matrix (with respect to the norm of M∞)
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trace-norm. If Θ1 and Θ2 are the operations (defined in (4)) of phase
observables E1 and E2 with (c
1
n,m) and (c
2
n,m), respectively, then the
matrix (c1m,n) ⋆ (c
2
m,n) corresponds the composition operation Θ1 ◦ Θ2.
Note that Θ1 ◦Θ2 = Θ2 ◦Θ1.
Let (dn,m) and (en,m) be elements of M
+
∞. Now there exist vector
sequences (ϕn)n∈N and (ψn)n∈N such that dn,m = 〈ϕn|ϕm〉 and en,m =
〈ψn|ψm〉 for all n, m ∈ N [3]. Now dn,men,m = 〈ϕn ⊗ ψn|ϕm ⊗ ψm〉,
n, m ∈ N, and (dn,m) ⋆ (en,m) is positive semidefinite.
4 Hence, M+∞ ⋆
M+∞ =M
+
∞ and C ⋆ C = C.
Let (dn,m) ∈ M
+
∞. Now we can write dn,m =
∑∞
k=0 d
(k)
n,m where
d
(k)
n,m = 〈n|Fk)(Fk|m〉 for all n, m ∈ N, and |Fk) ∈ H∞, k ∈ N. Hence,
the finite sums of matrices (〈n|F )(F |m〉)n,m∈N, |F ) ∈ H∞, form a dense
subset of M+∞. Every |F ) ∈ H∞ defines a covariant positive operator
measure EF of Equation (2).
Following [8], we can define a certain ordering relation onM∞ as fol-
lows: (dn,m)  (en,m) if (dn,m) = (en,m) ⋆ (fn,m) for some (fn,m) ∈M∞.
Let (1)n,m∈N and (δn,m)n,m∈N be the phase matrices of the canonical and
the trivial phase observables, respectively. Now (dn,m)n,m∈N  (1)n,m∈N
for all (dn,m) ∈ M∞ and (δn,m)  (cn,m) for all (cn,m) ∈ C. Note
4 For any sequence (fn)n∈N ⊂ C for which fn 6= 0 for only finite many n ∈ N
the sum
∑
∞
n,m=0 fndn,men,mfm = ‖
∑
∞
n=0 fn|ϕn ⊗ ψn〉‖
2
≥ 0. This shows that
(dn,men,m) is positive semidefinite.
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that  is not a partial ordering. It does not satisfy the antisymmetry
condition.
Define the following equivalence relation in C:
(cn,m) ≃ (dn,m) if (cn,m) = (dn,m) ⋆
(
ei(υn−υm)
)
, (υn)n∈N ⊂ [0, 2π).
Denote the equivalence class of (cn,m) ∈ C by [(cn,m)], and define a
partial ordering  in the set of equivalence classes as follows: [(cn,m)] 
[(dn,m)] if (cn,m) = (dn,m) ⋆ (en,m) for some (en,m) ∈ C. Now [(δn,m)] 
[(cn,m)]  [(1)] for all (cn,m) ∈ C and, thus, the equivalence class of the
canonical phase matrix is the upper bound.
5. On the pointwise convergence of phase kernels
As we have seen, a phase observable E is determined uniquely by
a phase matrix (cn,m) via Equation (1). For any trace-class opera-
tor T we can define a complex measure X 7→ pET (X) := tr(TE(X))
which is absolutely continuous with respect to the normalised Lebesgue
measure and, thus, has a Radon-Nikody´m derivative gET such that
pET (X) = (2π)
−1
∫
X
gET (θ)dθ, X ∈ B([0, 2π)). Following Equation (1) it
is tempting to write gET (θ) =
∑∞
n,m=0 Tm,ncn,me
i(n−m)θ where the sum-
mation converges pointwise for dθ-almost all θ ∈ R. But is it possible?
In this section we study this problem.
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Let us start with the simplest case. Let E be the canonical phase,
and let T = |ϕ〉 〈ψ| where ϕ, ψ ∈ H. From Carleson Theorem [11]
we know that any L2-Fourier series converges pointwise for almost all
θ ∈ R. Thus, we get
gEcan|ϕ〉〈ψ|(θ) =
∞∑
n=0
〈ψ|n〉einθ
∞∑
m=0
〈m|ϕ〉e−imθ =
∞∑
n,m=0
〈m|ϕ〉〈ψ|n〉ei(n−m)θ
for almost all θ ∈ R. Let then T be an arbitrary trace-class operator,
and let E be any phase observable with the covariant trace-preserving
operation Φ of Theorem 3. Now we can write Φ(T ) = Tα − Tβ +
iTγ− iTδ where the operators Tu are positive trace-class operators with
decompositions Tu =
∑∞
k=0 |ϕ
(u)
k 〉〈ϕ
(u)
k |, ϕ
(u)
k ∈ H, k ∈ N, where u =
α, β, γ, δ. Thus,
gET (θ) = g
Ecan
Tα
(θ)− gEcanTβ (θ) + ig
Ecan
Tγ
(θ)− igEcanTδ (θ)
and, by monotonic convergence,
gEcanTu (θ) =
∞∑
k=0
∞∑
n,m=0
〈m|ϕ
(u)
k 〉〈ϕ
(u)
k |n〉e
i(n−m)θ(7)
for all u = α, β, γ, δ and for almost all θ ∈ R. We will get a similar
equation without using the operation Φ. Namely, by using Theorem 2
one gets for any |ϕ〉 〈ϕ|
gE|ϕ〉〈ϕ|(θ) =
∞∑
k=0
∞∑
n,m=0
〈ϕ|n〉〈n|Fk)(Fk|m〉〈m|ϕ〉e
i(n−m)θ(8)
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for almost all θ ∈ R. A problem of Equations (7) and (8) is that it is
not clear that we can change the order of k- and (n,m)-sums. So we
have to consider other methods.
First we prove a simple proposition. Let B be a complex Ba-
nach space, and let S : H × H → B be a bounded sesquilin-
ear form (the first argument is antilinear), that is, ‖S‖ :=
sup
{
‖S(ϕ, ψ)‖
∣∣‖ϕ‖ ≤ 1, ‖ψ‖ ≤ 1} <∞. Note that T (H) is equipped
with the trace norm.
Proposition 1. Denote Sn,m := S(|n〉 , |m〉) for all n, m ∈ N. Then
for all ϕ, ψ ∈ H
S(ϕ, ψ) = lim
s,t→∞
s∑
n=0
t∑
m=0
Sn,m〈ϕ|n〉〈m|ψ〉,
that is,
S =
∞∑
n,m=0
Sn,m|n〉〈m|
weakly, and S can be uniquely extended to a continuous linear mapping
S˜ : T (H)→ B,
T 7→ S˜(T ) :=
∞∑
n,m=0
Sn,mTm,n := lim
s,t→∞
s∑
n=0
t∑
m=0
Sn,mTm,n
where Tm,n := 〈m|T |n〉, n, m ∈ N. Clearly, S˜(|ψ〉 〈ϕ|) = S(ϕ, ψ) for
all ϕ, ψ ∈ H.
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Proof. For ϕ, ψ ∈ H one gets
‖S(ϕ, ψ)− S(Psϕ, Ptψ)‖ ≤ ‖S‖ ‖ϕ‖ ‖ψ−Ptψ‖+‖S‖ ‖ϕ−Psϕ‖ ‖Ptψ‖ → 0
when s, t → 0 where Ps :=
∑s
n=0 |n〉〈n|. Fix T ∈ T (H)
+
1 . One can
write T =
∑∞
k=0 λk|ϕk〉〈ϕk| where λk ∈ [0, 1],
∑∞
k=0 λk = 1, ϕk ∈
H, and ‖ϕk‖ = 1 for all k ∈ N. Define α
T :=
∑∞
k=0 λkS(ϕk, ϕk)
and αTs,t :=
∑∞
k=0 λkS(Psϕk, Ptϕk) =
∑s
n=0
∑t
m=0 Sn,mTm,n which exist
since
∑∞
k=0 λk = 1 and ‖S(ϕ, ψ)‖ ≤ ‖S‖ for all vectors ϕ, ψ with
‖ϕ‖ ≤ 1, ‖ψ‖ ≤ 1. Also we see that ‖αT‖ ≤ ‖S‖. By the dominated
convergence theorem
‖αT − αTs,t‖ ≤
∞∑
k=0
λk‖S(ϕk, ϕk)− S(Psϕk, Ptϕk)‖
≤ ‖S‖
∞∑
k=0
λk (‖ϕk − Ptϕk‖+ ‖ϕk − Psϕk‖)→ 0
when s, t→∞. As we can easily see from the beginning of the proof,
the matrix elements Tn,m define the operator T uniquely and, thus,
S˜(T ) := αT is well-defined. Since any T ∈ T (H) can be uniquely
written in the form T = αTα − βTβ + iγTγ − iδTδ where Tα, Tβ , Tγ,
and Tδ are states, and α, β, γ, and δ are nonnegative real numbers we
can define S˜(T ) := αS˜(Tα)− βS˜(Tβ) + iγS˜(Tγ)− iδS˜(Tδ). The rest of
the proof follows immediately.
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Note that it follows from Proposition 1 that any bounded operator
A can be written in the form A =
∑∞
n,m=0An,m |n〉 〈m| (weakly) and
tr(AT ) =
∑∞
n,m=0An,mTm,n for any T ∈ T (H) where An,m := 〈n|A|m〉,
n,m ∈ N.
Let E be a phase observable with (cn,m), and let g
E
T be a Radon-
Nikody´m derivative of the complex measure pET associated to T ∈
T (H). The sesquilinear mapping H×H ∋ (ϕ, ψ) 7→ gE|ψ〉〈ϕ| ∈ L
1[0, 2π)
is bounded since by using the polarization identity and the parallel-
ogram law (2π)−1
∫ 2π
0
∣∣∣gE|ψ〉〈ϕ|(θ)∣∣∣ dθ ≤ ‖ψ‖2 + ‖ϕ‖2 for all ψ, ϕ ∈ H.
From Proposition 1 one gets
gET =
∞∑
n,m=0
Tm,ncn,menem
where en(θ) = e
inθ and the double series converges with respect to the
L1-norm. This implies [12, Theorem 3.12, p. 68] the following theorem:
Theorem 5. There exists a subsequence N ∋ k 7→ nk ∈ N, n1 < n2 <
n3 < ..., such that
gET (θ) = lim
k→∞
nk∑
n,m=0
Tm,ncn,me
i(n−m)θ
for almost all θ ∈ R.
It can be shown [12, Theorem 7.8, p. 140] that
gET (θ) = 2π
dpET [0, x)
dx
∣∣∣
x=θ
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for almost all θ ∈ [0, 2π). Thus, by direct calculation one gets
gET (θ) = lim
ǫ→0+
∞∑
n,m=0
Tm,ncn,me
i(n−m)θf
(1)
n−m(ǫ)
for almost all θ ∈ R where f
(1)
k (ǫ) :=
(
eikǫ − 1
)
/(ikǫ), k 6= 0, and
f
(1)
0 (ǫ) = 1. Thus, limǫ→0+ f
(1)
k (ǫ) = 1 for all k ∈ Z. Also, by a theorem
of Fatou [13, p. 34], one can show that
gET (θ) = lim
ǫ→0+
∞∑
n,m=0
Tm,ncn,me
i(n−m)θf
(2)
n−m(ǫ)
for almost all θ ∈ R where f
(2)
k (ǫ) := (1−ǫ)
|k| for all k ∈ Z and the dou-
ble series converges absolutely when ǫ ∈ (0, 1]. Also limǫ→0+ f
(2)
k (ǫ) = 1
for all k ∈ Z.
Since the operators
C(j)ǫ :=
∞∑
n,m=0
cn,mf
(j)
n−m(ǫ)|n〉〈m|, j = 1, 2,
are bounded with ‖C
(1)
ǫ ‖ ≤ 2π/ǫ and ‖C
(2)
ǫ ‖ ≤ 2/ǫ−1 for each ǫ ∈ (0, 1]
it follows that
gET (θ) = lim
ǫ→0+
tr
[
TR(θ)C(j)ǫ R(θ)
∗
]
, j = 1, 2,
for almost all θ ∈ R.
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