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Computational searching and screening of new functional materials exploiting earth abundant elements can
accelerate developments of their energy applications. Based on a state-of-the-art materials search algorithm and
ab initio calculations, we demonstrate a recently suggested stable silicon oxide with a layered structure (Si3O)
as an ideal photovoltaic material. With many-body first-principles approaches, the monolayer and layered bulk
of Si3O show direct quasiparticle gaps of 1.85 eV and 1.25 eV, respectively, while an optical gap of about 1.2 eV
is nearly independent of the number of layers. Spectroscopic limited maximum efficiency (SLME) is estimated
to be 27% for a thickness of 0.5 µm, making it a promising candidate for solar energy applications.
Discovery of efficient, reliable and safe photovoltaic (PV)
materials will be a critical booster to realize a sustainable
energy alternative with solar cells [1]. Among various po-
tential candidates for the next generation solar cells, two-
dimensional (2D) materials have gained significant attention
for their few-atom thickness, exceptional stability and diverse
electronic structures tunable by the number of layers and het-
erostructure formations [2–7]. To uncover their full potentials,
it is important to search and test 2D materials candidates thor-
oughly [8, 9].
In discovering materials in silico, various computational
materials design methods have been adopted to accelerate the
discovery. Crystal structure predictions based on global op-
timization [10–12] have been used to predict novel materials
with unusual properties [13–15]. Together with these impres-
sive developments in materials predictions, recent progresses
in the data-driven sciences such as text-mining and natural
language processing for synthesis of inorganic materials [16]
may further accelerate the computer-aided materials discov-
ery. For 2D materials, high-throughput materials search algo-
rithms [8, 9, 17, 18] have been used for screening the optimal
material candidates for solar cell applications [17–21]. Con-
sidering current domination of silicon solar cells, however, a
suitable 2D silicon material that is readily applicable for har-
vesting solar light is still lacking.
Recently, a family of novel 2D materials composed of
group IV and VI elements, namely T3X (T=C, Si, Ge, Sn;
X=O, S, Se, Te), have been predicted, demonstrating various
electronic properties ranging from band insulator to quantum
spin Hall insulator [22]. Those novel 2D crystals have been
found by using a new crystal structure prediction method:
SANDWICH (Search by Ab initio Novel Design via Wyckoff
positions Iteration in Conformational Hypersurface) [22, 23].
This method has a particular merit over the others in finding
stable but unconventional 2D atomic structures with a low
atomic density, e.g., hollow structures [22, 23]. Among the
T3X compounds, 2D Si3O crystal shown in Fig. 1 has the
convex-hull stability and a direct band gap, making it a good
candidate for optoelectronic devices [22, 23].
In this work, we provide computational evidences showing
that Si3O has noticeable merits for solar cell application. Our
evaluation of the spectroscopic limited maximum efficiency
(SLME) [17] of Si3O reaches 26.8% for a thickness of 0.5
µm. As a good metric for screening PV materials [17], the
SLME was also used as a key descriptor to test over a mil-
lion materials in a machine-learning approach, searching for
solar energy application [18]. The SLME value in this study
is comparable to the best 2D candidates in the database of
Ref. [18]. To obtain an accurate value, we perform fully con-
verged many-body ab initio calculations on quasiparticle (QP)
spectra and exciton binding energies of a monolayer and bulk,
respectively. It is shown that the both have direct gaps, dif-
fering from other semiconducting 2D materials [24]. Consid-
ering other merits of Si3O such as earth-abundant, non-toxic
and simple elements, light weight, a superb stability [22] and
a very light effective mass [23], we expect that the proposed
layered silicon oxide will play an important role in silicon-
based energy applications once it be synthesized. We briefly
discuss synthesis and stability of the Si3O in the Electronic
Supplementary Information (ESI).
We use atomic structures of a monolayer and layered bulk
of Si3O obtained from our SANDWICH code, as shown in
Figs. 1(b) and 1(c), respectively [22, 23]. We perform the
mean-field [26] density functional theory (DFT-PBE) calcula-
tions using QUANTUM ESPRESSO [27, 28]. Grimme’s DFT-
D2 method [29] is used for interlayer interactions. On top
of the DFT-PBE calculations, the G0W0 [30, 31] and Bethe-
Salpeter equation (BSE) [32–37] calculations are performed
by using BERKELEYGW [38]. The Coulomb interaction trun-
cation [39] is used to simulate the isolated monolayer. Due to
a slow convergence of the QP energies in 2D systems [40], we
carefully converge the QP energy gap within 50 meV by vary-
ing vacuum size, k-point grid, energy cutoff for dielectric ma-
trix and the number of unoccupied bands. We also calculate
self-consistent Green’s function to obtain QP gaps, i.e., GW0
approximation. It is known that the band gaps obtained by
the GW0 method converge to the QP gap linearly interpolated
from the G0W0 gap [35]. After three iterations, the difference
between them becomes smaller than 5 meV. Further details of
calculations can be found in the ESI.
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FIG. 1. (a) Schematic atomic configuration of monolayer structure
of Si3O. Red and blue balls denote oxygen and silicon atoms, respec-
tively. (b) Top and side views of the monolayer. (c) The stacking con-
figuration of bulk Si3O. Black solid lines indicate the unit cell of the
layered bulk. Atomic configurations are generated by VESTA [25].
Figures 2(a) and 2(b) show band structures of monolayer
and bulk Si3O, respectively, by using both DFT-PBE and GW0
calculations. Both systems have direct band gaps (Eg) at the
symmetric point of Y. Gaps from other computational meth-
ods are summarized in the Table I. Note that the bandgap ener-
gies are improved to some extent by using HSE06 functional
when compared to the PBE-DFT case, but they are still un-
derestimated by significant amount compared to the quasipar-
ticle bandgaps, indicating self-energy corrections are neces-
sary to investigate optical properties of layered materials. As
discussed above, the converged many-body QP gaps can be
obtained at the level of the GW0 approximation. The differ-
ence in band gaps (∆Eg) between DFT-PBE and GW0 (or self-
energy corrections) are 1.35 eV and 0.90 eV for monolayer
and bulk, respectively. The different ∆Eg originates from the
weaker screening of Coulomb interaction in the monolayer
Si3O than in the bulk. We expect efficient light absorption of
Si3O regardless of the number of layers because both mono-
layer and bulk Si3O are direct band gap semiconductors. This
is in sharp contrast to MoS2 which undergoes a direct to in-
direct band gap transition and a strong photoluminescence of
TABLE I. Direct band gap energies Eg at Y for monolayer and bulk
Si3O calculated by DFT+PBE, hybrid functional HSE06 [41, 42],
G0W0 and GW0 approximations.
calculation method monolayer bulk
DFT+PBE 0.50 eV 0.35 eV
HSE06 [22] 1.20 eV 1.03 eV
G0W0 2.18 eV 1.47 eV
GW0 1.85 eV 1.25 eV
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FIG. 2. Energy band structures of (a) monolayer and (b) bulk of
Si3O. Blue dashed and red solid lines represent energy bands cal-
culated from DFT-PBE and GW , respectively. The valence band
maximum is set to be zero. Insets show symmetric points in the 1st
Brillouin zone. Absorption spectra ε2 of (c) monolayer and (d) bulk
from GW+BSE (red solid line) and GW+RPA (blue dashed line).
The monolayer spectrum ε2 is normalized by the thickness of the
Si3O relative to the corresponding cell including vacuum padding.
The effective thickness of the monolayer is obtained by estimating
the distance of two planes parallel to the monolayer Si3O, between
which 99% of the charge density in included. Dotted gray lines in-
dicate photon energy equal to the QP energy gap. The brightest ex-
citons are indicated by black arrows with their energies. The inset in
(c) is an enlarged view near 1 eV.
monolayer vanishes when it becomes bilayer or thicker [24].
The robust direct optical absorption regardless of thickness
demonstrated in Si3O here will be very beneficial in PV ap-
plications.
We solve the BSE with QP energy bands to investigate op-
tical properties of Si3O such as frequency-dependent optical
absorption spectrum ε2(ω) (the imaginary part of the dielec-
tric function) and exciton energy levels. Solving the BSE
depends on two calculation parameters: the k-point density
and the number of valence and conduction bands for opti-
cal transition. We found that 40× 40× 1 (monolayer) and
20×20×4 (bulk) k-point grids and six bands from the valence
and conduction band edges suffice to converge ε2(ω) up to
4.0 eV. Figures 2(c) and 2(d) show absorption spectra ε2(ω)
for monolayer and bulk, respectively. The absorption spec-
tra obtained with the electron-hole interaction (GW+BSE) are
compared with the non-interacting case (GW+RPA). We note
that the GW+RPA spectra for both monolayer and bulk do
not show prominent optical absorption in energy below Eg,
marked as the dashed line in Figs. 2(c) and 2(d). Rather, a sig-
nificant amount of optical absorption appears when the pho-
3ton energy exceeds at least about 1.5 eV above Eg. This is due
to the energy landscape of the charge carriers over the whole
Brillouin zone. As shown in Figs. 2(a) and 2(b), the direct
band gap Eg occurs at the Y point, while direct electron-hole
pair generation at other momentum would require about 1.5–
2.0 eV higher energy than the gap.
When the electron-hole interaction is taken into account,
the optical absorption is significantly changed, contrast to the
non-interacting case. First, the major absorption peaks are
shifted down to the lower photon energy range. This over-
all red shift of the GW+BSE spectrum with respect to the
GW+RPA is more evident in the monolayer than the bulk as
shown in Figs. 2(c) and 2(d). As discussed above, a 2D sys-
tem will have less Coulomb screening along the out-of-plane
direction, so its optical absorption can be more strongly af-
fected. Similar to MoS2 [43], the reduced screening effects
in a monolayer limit affect band structures and optical spectra
in the opposite way. Monolayer has the larger electronic band
gap than bulk (1.85 eV vs 1.25 eV, respectively), but the differ-
ence is compensated by the stronger red shift in the absorption
spectra (0.8 eV vs 0.2 eV), resulting in almost constant optical
band gap of about 1.2 eV regardless of the thickness.
We obtain electron-hole bound states and their energy lev-
els from the BSE. Monolayer shows several optically active
exciton states, or bright excitons, below the optical transition
continuum in the absorption spectra as shown in Fig. 2(c). The
main absorption peak located at 1.14 eV corresponds to the
lowest exciton level around Y point with a significant binding
energy of 0.72 eV. Other exciton peaks with relatively smaller
contributions within the band gap, are depicted in the inset of
Fig. 2(c). In contrast, the bulk Si3O shows a single bright exci-
ton peak at 1.21 eV inside the band gap. The bright exciton at
Y is located right below the inter-band transition continuum,
implying small binding energy of 40 meV due to the increased
screening effect in bulk.
PV efficiency of Si3O is estimated by calculating the
SLME [17] based on the absorption property. The Shockley-
Queisser (SQ) limit [44] is an ideal case that photons with
energy greater than Eg are perfectly absorbed. However, in
reality, light absorption varies with energy according to the
absorption coefficient α(ω). The α(ω) can be calculated by
using the ε2(ω) obtained from GW+BSE as follows:
α(ω) =
ω
cn˜(ω)
ε2(ω), (1)
where n˜(ω) is the real part of the refractive index, n˜(ω) =√(
ε1(ω)+
√
ε21 (ω)+ε
2
2 (ω)
)
/2. Here, real and imaginary parts of the
dielectric function, ε1(ω) and ε2(ω), respectively, are related
to each other by the Kramers-Krönig relation [45]. The light
absorption is included in the SLME as the absorbance A(ω),
which is given by
A(ω) = 1− e−2α(ω)L (2)
where L is the material thickness. A(ω) is derived by assum-
ing both no reflection of a normal incident light at the front
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FIG. 3. (a) Absorbance spectra from GW+BSE for monolayer and
bulk Si3O of 10, 100, 500, and 2000 layers whose thicknesses in µm
are 8.208× 10−4, 8.695× 10−3, 8.695× 10−2, 0.435, and 1.739,
respectively. The gray box indicates the energy range of visible light.
The AM1.5 is shown with gray lines. (b) The SLME (η) as a function
of thickness L at 25◦C. (c) η at L = 0.5 µm is shown together with
the SQ limit curve as a function of the band gap.
surface and perfect reflection at the back surface of the photo-
voltaic material [17]. Due to the unity reflection [17], the net
distance traveled by light within the material is 2L.
Figure 3(a) shows calculated absorbance spectra for mono-
layer and bulk Si3O with different thicknesses. The ab-
sorbance A(ω) in Eq. (2) increases with the L because there
is an increasing chance to be absorbed when light travels fur-
ther inside the material. We note, however, that the monolayer
Si3O can demonstrate desirable optoelectronic properties for
particular applciations; it shows a great sunlight absorption
ranging 10–22 % in the visible range, which is comparable to
monolayer MoS2 (about 10–20 % with unity reflection at the
back surface) [46], and extremely light effective masses for
both electrons and holes (∼0.03 m0 with m0 being an elec-
tron rest mass) as shown in Fig. S3 in the ESI, indicating its
good transport properties. All in all, the monolayer Si3O is
promising for a semitransparent solar cell or flexible transpar-
ent conducting electrode. Furthermore, contrast to other 2D
materials (e.g., MoS2), the electronic structures show direct
optical transitions regardless of the number of layers, which
enables the Si3O to be directly used as a macroscopic active
layer in PV devices.
When the film is very thin (10 layers), the absorbance
spectrum [Fig. 3(a)] looks similar to the absorption spectrum
shown in Fig. 2(d). For 100 layers, the absorbance in the high
energy regime (> 2.7 eV) becomes saturated to be unity. In
contrast to the 10 layer case, drastically enhanced absorbance
is shown even in the low energy range from Eg to about 2.5
4eV due to the increased thickness. In particular, two domi-
nant peaks below 1.5 eV reaches about 60 %. As thickness
further increases, the absorbance approaches to unity in the
wider range of energy. The absorbance in the vicinity of 1.8
eV, which corresponds to the absorption coefficient minimum,
increases relatively slowly, but it finally approaches to unity
when bulk Si3O is thick enough.
We also calculate the SLME as a function of thickness to in-
vestigate how the absorbance affects the PV efficiency. Given
the total incident solar energy density Pin based on the Air
Mass 1.5 data [47], the SLME of η = max [P]/Pin is obtained
by maximizing the output power density P= JV , the product
of the net current density J and voltage V [17]. Figure 3(b)
shows that the SLME reaches 30.4% at thickness of about
1.8 µm, comparable to the SQ limit of 31.67%. In case of
L= 0.5 µm and the temperature T = 25◦C, the standard thick-
ness for comparisons [17, 18], the SLME is about 26.81%,
which is shown on top of the SQ limit in Fig. 3(c).
In conclusion, we have shown that the layered Si3O has a
favorable optical gap for solar light absorption that is nearly
independent of the number of layers. Its computed PV ef-
ficiency is also comparable to the ideal limit. Thus, we be-
lieve that the new two-dimensional silicon oxide suggested
here possesses highly desirable characteristics for solar cell,
composed of a single element and oxygen which is quite anal-
ogous to the currently dominant solar cell material.
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COMPUTATIONAL DETAILS
We perform the DFT calculations in order to construct mean-field wavefunctions and energy bands for the GW calculations.
We use the QUANTUM ESPRESSO [S1, S2] with the plane-wave basis, the PBE exchange-correlation functional [S3] and norm-
conserving pseudopotentials [S4, S5]. For the self-consistent calculation, 24×24×1 and 24×24×4 k-point grids are adopted
for monolayer and bulk respectively. Energy cutoff 952 eV is used for the plane wave expansion. We use the semiemprical
Grimme’s DFT-D2 scheme [S6] for the van der Waal’s correction in order to obtain the fully relaxed structure of the layered
bulk Si3O.
The GW calculations are performed by using the BERKELEYGW package [S7] at the level of G0W0 and GW0. Electronic
self-energy is calculated by using the generalized plasmon-pole model [S8] and the modified static remainder approach [S9].
The convergence of the quasi-particle (QP) band structure are achieved by tuning parameters such as the k-point grid, the energy
cutoff of the dielectric matrix ε−1G,G′ and the number of unoccupied bands Nb. The Coulomb interaction truncation scheme [S10] is
used to simulate the isolated monolayer geometry of Si3O. Considering that the QP band structure for low-dimensional systems
can show a very slow convergence as a function of the size of the vacuum region as reported in Ref. S11, the convergence of
the QP band structure is also checked by varying the size of vacuum. The parameters mentioned above are tuned in order to
converge the QP energy gap within 50 meV.
We use the energy cutoff 340 eV for the dielectric matrix ε−1G,G′ , and Nb = 1000 unoccupied bands for mono-layer and bulk of
Si3O. Figure S1 shows the convergence behavior of the QP band gap at the symmetric point Y as a function of the number of
unoccupied bands Nb and the energy cutoff of the dielectric function ε−1G,G′ . In our calculation 14×14×1 and 6×6×3 k-grids
are sampled for monolayer and bulk, respectively. We increase the cell size up to 40 Å along the normal direction to the layer
plane.
Self-consistently iterative calculations on G are performed to calculate QP band gaps in the so-called GW0 approximation.
It is shown that the corresponding band gaps determined by GW0 approximation are converged to the QP band gap linearly
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FIG. S1. (Color online) Convergence behaviors of QP band gaps as a function of (a) the number of unoccupied bands Nb and (b) the energy
cutoff of the dielectric function ε−1G,G′ . QP band gaps of monolayer and bulk Si3O are indicated by blue solid lines and red dashed lines,
respectively.
7interpolated from the G0W0 gap [S8]. Within three iterations the difference between the G3W0 gap and the linearly interpolated
gap becomes smaller than 5 meV.
We solve the Bethe-Salpeter equation (BSE) with QP energy bands of Si3O in order to obtain optical absorption spectrum
ε2(ω) (the imaginary part of the dielectric function) and exciton energy levels. The numerical solution of the BSE depends on
the size of k-point mesh and the number of valence and conduction bands. 40×40×1 and 20×20×4 k-point grids are used to
reproduce well-converged absorption spectra for monolayer and bulk Si3O, respectively. In our calculation six highest valence
bands and six lowest conduction ones are used to solve the BSE, and it is shown that the absorption spectrum is well converged
up to about 4.0 eV. Gaussian broadening of 0.05 eV is adopted to numerically calculate the absorption spectrum. The absorption
spectrum is calculated on the energy grid whose interval is h¯∆ω = 0.01, on which the numerical integration is performed for the
spectroscopic limited maximum efficiency (SLME) [S12].
The analytic expression of the absorption spectrum ε2(ω) involves the delta function, which can be replaced by the Gaussian
function with the broadening parameter in the numerical calculation. The broadening parameter, which is in principle small, is
needed to be a finite value suitable to numerical integrations for ε2(ω) and the SLME η , which are based on the k-point mesh
and the discrete grid of ω . If the broadening parameter is smaller than the energy resolution of the integration, the spectrum
ε2(ω) shows spurious and bumpy features due to the finite sampling. In contrast, too large smearing parameter can wash out
important detailed features of the spectrum. We have tested the effect of broadening parameters for ε2(ω) on SLME calculations.
The calculations show that the SLME η maintains about 26–27% within the range from 0.02 to 0.06. If the smearing parameter
is smaller than the energy resolution h¯∆ω = 0.01 eV, or it is much larger (> 0.08 eV), the SLME η deviates from 26–27% as
shown in Fig S2(b).
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FIG. S2. (Color online) (a) P/Pin (blue solid line) as a function of the voltage V . The SLME η , the maximum value of P/Pin, is indicated by
black circle. (b) SLME η calculations by tuning the broadening parameter from 0.01 to 0.15.
SLME CALCULATIONS
The SLME η of the solar cell can be calculated by maximizing the ratio P/Pin [S12, S13]. Here the total incident solar energy
density Pin is calculated by using the Air Mass 1.5 data [S14] for the solar irradiance spectrum of the photon flux IAM1.5(E),
Pin =
∫ ∞
0
IAM1.5(E)EdE. (3)
The output power density of the solar cell P is the product of the total net current density J and the voltage V ,
P= JV =
[
Jsc− J0
(
eeV/kBT −1
)]
V, (4)
where e, kB, and T are the electron charge, the Boltzmann constant, and the solar cell temperature, respectively [S12, S13]. The
net current density J is determined by two contributions: the short-circuit current density Jsc and the reverse saturation current
density J0. The short-circuit current density Jsc is calculated from the absorbance A(E) and the AM1.5 spectrum IAM1.5(E),
Jsc = e
∫ ∞
0
A(E)IAM1.5(E)dE. (5)
8J0 is further expressed as the sum of the non-radiative electron-hole combination current density Jnr0 and the radiative one J
r
0,
J0 = Jnr0 + J
r
0 =
Jr0
fr
. (6)
Here fr = Jr0/
(
Jnr0 + J
r
0
)
is the fraction of the radiative combination current, which is approximately given by fr = e−(E
da
g −Eg)/kBT ,
where Eg and Edag are the minimum gap and the directly allowed gap, respectively [S12, S13]. Considering the principle of the
detailed balance, the radiative combination current Jr0 is equal to the absorption rate of photons from the surrounding thermal
path in equilibrium with the solar cell surface:
Jr0 = epi
∫ ∞
0
A(E)Ibb(E,T )dE, (7)
where Ibb(E,T ) stands for the spectrum of the black body at temperature T ,
Ibb(E,T ) =
2pi
h3c2
E2
eE/kBT −1 , (8)
where h and c are the Planck constant and the speed of light, and the temperature of the surrounding thermal bath is T = 25◦C
in this work. The SLME η can be obtained by numerically maximizing P as shown in Fig. S2(a).
THERMAL STABILITY OF Si3O
Here, ab initio molecular dynamics (AIMD) is employed to show robust thermal stability of Si3O in addition to convex Hull
and harmonic phonon dispersion provided in Ref. S15. The Si3O monolayer is expanded to a (3×3×1) supercell which contains
18 Si3O formula units. AIMD is performed at a temperature of 1,500 K in canonical ensemble (i.e., constant NVT), where
temperature of the system is controlled by Nosé-Hoover thermostat. The system is integrated by using Verlet algorithm for 10
pico seconds (or 10,000 steps) with a time step of 1 femto second. Fig. S3 shows temporal evolution of energy and temperature
of the system during the AIMD calculation. The instantaneous energy seems to fluctuate around a constant value within a
reasonable energy window, indicating that the temporal average is kept constant. This means that the atomic arrangements in
the Si3O remain stable without any broken bonds throughout the AIMD calculations. The inset in Fig. S3 shows a snapshot of
the Si3O monolayer during the AIMD. Each of the atoms vibrates at their equilibrium positions due to the kinetic energy, but
the initial structure is maintained, confirming the robust thermal stability.
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FIG. S3. (Color online) Evolution of energy (red) and temperature (blue) with elapsed time. Snapshot of Si3O is shown in the inset.
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FIG. S4. (Color online) Effective masses of Si3O. (a) Quasiparticle eigenvalues near the band edges: conduction (red symbols) and valence
(blue symbols) bands along Y -Γ (cyan shading) and Y -C0 (orange shading) directions. The black curves behind the data points are fitted to
quadratic functions. (b) The calculated effective masses are tabulated relative to an electron rest mass m0.
EFFECTIVE MASSES IN Si3O
Carrier mobility (µ) is an important characteristic in photovoltaic applications for efficient charge separation and photo-current
collection. In solids, the carrier mobility can be shown as
µ =
qτ
2m∗
where q is an elemental charge, τ is scattering time and m∗ is an effective mass. The scattering time τ depends on various
factors such as details of electronic structures, defect concentrations and temperature, and electron-phonon scattering becomes
a dominant factor for pure bulk materials with few defects. While elaborated evaluation of the τ is crucial for the quantitatively
assessment of carrier mobility, it will require demanding computation of electron-phonon coupling matrix, which is beyond the
scope of this paper. As a crude approximation, we hypothesize that effective masses (m∗) be sufficient to possibly show qualita-
tive picture of carrier mobility behaviors in Si3O. We investigate the in-plane effective masses in bulk Si3O from quasiparticle
band structures as shown in Fig. 2(b). Two high-symmetry paths are considered: from Y to Γ and from Y to C0, and small frac-
tions of each path around the Y momentum, where both maximum and minimum occur, are shown in Fig. S4(a). Quasiparticle
eigenvalues along each of the paths in each band are used to separately fit the harmonic energy-momentum (E-k) dispersion
behavior near the band edges, i.e.,
E(k) = E0+
h¯k2
2m∗
where h¯ is Planck constant. The effective mass can be obtained from the curvature of the second derivative of the band structure,
(m∗)−1 =
1
h¯
d2E
dk2
which is usually used relative to the electron rest mass m0. Figure S4(b) shows the m∗ for each direction and for both electron and
hole. It is interesting that the effective masses for both electron and hole along different directions show an order-of-magnitude
difference, indicating that the Si3O is highly anisotropic. Moreover, the effective mass values of the light bands for both electron
and hole are remarkably small (∼0.03 m0), comparable to well-known high mobility semiconductors such as InSb (0.0135 m0)
and GaAs (0.067 m0) [S16]. Even for the heavy bands, the effective mass values are comparable to a bulk silicon crystal (0.19 m0
and 0.16 m0 for electron and hole, respectively). It is worth noting that the band edges at Y serve as the sole predominant inter-
band transition path across the band gap up to a few hundreds meV, limiting the number of possible electron-phonon coupling
pathways up to considerable temperature range. With remarkably small effective masses for both electron and hole as well as
10
the interesting electronic structures favorable for efficient carrier transport, Si3O makes a promising candidate for photovoltaic
applications.
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