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A B S T R A C T
The wave energy sector has made and is still doing a great effort in order to open up a niche in the energy
market, working on several and diverse concepts and making advances in all aspects towards more efficient
technologies. However, economic viability has not been achieved yet, for which maximisation of power
production over the full range of sea conditions is crucial. Precise mathematical models are essential to
accurately reproduce the behaviour, including nonlinear dynamics, and understand the performance of wave
energy converters. Therefore, nonlinear models must be considered, which are required for power absorption
assessment, simulation of devices motion and model-based control systems. Main sources of nonlinear
dynamics within the entire chain of a wave energy converter - incoming wave trains, wave-structure interaction,
power take-off systems or mooring lines- are identified, with especial attention to the wave-device hydro-
dynamic interaction, and their influence is studied in the present paper for different types of converters. In
addition, different approaches to model nonlinear wave-device interaction are presented, highlighting their
advantages and drawbacks. Besides the traditional Navier-Stokes equations or potential flow methods, ‘new’
methods such as system-identification models, smoothed particle hydrodynamics or nonlinear potential flow
methods are analysed.
1. Introduction
Ocean energy resources have become more important during the
last decades and are now receiving worldwide attention due to the
awareness of the depletion of traditional energy resources and their
environmental impacts, including global warming. Wave energy may
have an important role, due to its attractive potential [1], to deal with
the difficult dilemma of substituting conventional energy resources
towards a more sustainable energy system.
Since wave energy started to receive worldwide attention in the
1970s [2], the level of development of different technologies has grown
considerably. To date, several pre-commercial devices are being tested
or have already been tested in real seas. By way of example, the
Wavestar [3] device has been tested at Hanstholm in 2009, the Oyster
machine of Aquamarine Ltd. [4] is being tested in the European Marine
Energy Centre (EMEC), in Orkney, from 2009 and the Pelamis device
[5] was tested in the coast of Portugal in 2009 and in Orkney in 2010.
Many other devices have been, and are being, developed around the
world [6–18], with more than one thousand different prototypes
developed during the last decades [19].
However, none of the existing wave energy devices has been
commercially completed yet, since none have achieved economic
viability. So, wave energy devices are still at an early stage of
development. To be more precise, a recent study [20] describes seven
different stages of Technology Readiness Levels (TRL) for wave energy
devices, where the wave energy sector was placed at the beginning of
TRL5 - grid connected full scale prototypes- in 2011. Although the
industry has worked very hard and has progressed significantly during
the last decades, much still remains to be done to achieve a fully
certified commercial device recognised by an official certification body
(TRL7), given the significant incremental effort required in the last
stages.
In any case, even after completing this 7-step path, the wave energy
industry will need to compete within the energy market against other
more established technologies. In order to be competitive in the
market, maximising economic return in the form of energy/electricity
is required, and so maximising wave power conversion across the full
range of sea states will be essential. Economic performance can be
significantly assisted through the optimization of the device intelli-
gence, suit as energy maximising control algorithms for wave energy
converters. Intelligent and precise control strategies can considerably
improve the performance of any wave energy device (heaving point
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absorbers [21], pitching point absorber [22] or oscillating surge
converters [23]).
The fullest and most precise information of the system is imperative
for the optimization of the device and maximisation of the generated
power, which requires precise mathematical models able to reproduce
accurately the behaviour of a device in real sea conditions.
Mathematical models are crucial, for example, for power production
assessment, simulation of device motions and model-based control
strategies.
Wave energy converters (WECs) are, nonetheless, commonly
designed and studied by numerical models previously used in offshore
engineering industry. Due to the wide range of diverse sea states and
conditions that any device operating in the ocean needs to face,
different operational modes are used: power production mode, acti-
vated within a range of sea-states for which the device is able to
produce power without compromising its integrity; and survival mode,
activated during extreme sea conditions to avoid structural damage.
Similar procedures are also applied in offshore engineering, where
nonlinear behaviour is assumed to be important during extreme
conditions, but not during power production mode.
However, in contrast to traditional offshore engineering applica-
tions, WECs are designed to maximise power absorption with large
motion by encouraging the device to oscillate as much as possible- for
which control strategies are used. Large motions are therefore usual for
wave energy devices, and so nonlinear dynamics may appear not only
within the survival mode (which is obvious due to the highly nonlinear
behaviour of the device under extreme conditions), but also during
power production mode. Accordingly, linear approaches originally
created for traditional offshore engineering applications, may not be
accurate to reproduce the behaviour of WECs.
Some evidence for different devices, including heaving point
absorbers (PAs) [24–26], oscillating pitching converters [27] or
oscillating surge converters [28,29] suggest the need of nonlinear
models, demonstrating not only the overestimation of linear models in
terms of power production, but also the inaccuracy to reproduce the
behaviour of WECs over the full range of sea conditions.
Hence, this evidence challenges typical WEC modelling approaches
and suggests a scenario divided into three different regions: a linear
region, a nonlinear region and a highly nonlinear region, as illustrated
in Fig. 1. In such a scenario, nonlinear models would also be essential
within the nonlinear region of the power production mode.
Although the vast majority of the models for WECs operating in the
power production mode suggested in the literature are linear models,
nonlinear approaches are becoming more and more common. The
present paper critically analyses the literature, since, to date, no review
has been presented, to the best of the authors knowledge, that gives an
overall review of the main nonlinear dynamics of different WEC types.
The origin of nonlinear effects has been demonstrated to be very
diverse, but three main sources can be identified: the resource or
incoming wave (modelling nonlinear incoming waves [30,31]), the
device (different nonlinear effects resulting from the wave-device
interaction, such as viscous effects [28,27], the variation of the wetted
surface due to the motion of the body [32,24,26] or mooring lines
[33,34]) and the power take-off (PTO) system (nonlinear dynamics
within the PTO system [21]).
Thus, the present study has two main objectives: Firstly, identifying
the different nonlinear effects taking part in the wave-device interac-
tion and critically analysing the relevance of such nonlinear effects for
different WECs and, secondly, evaluating the different modelling
approaches that enable the consideration of such nonlinear effects.
Nonlinear physics-based models, such as Navier-Stokes and smooth
particle hydrodynamics or different versions of potential flow models
(partly-, weakly- and fully-nonlinear methods); and data-based models,
determined using system-identification, are reviewed.
Since relevant nonlinear dynamics may vary with the characteristics
of each WEC types, the appropriate modelling approach for each WEC
type may also vary. Therefore, this paper suggests the most suitable
modelling solution for each WEC type in order to efficiently fulfil the
requirements of each WEC type. In order to provide a broader
perspective of the nonlinear effects present in wave energy converter
dynamics, nonlinearities of the incoming wave trains and the PTO
systems are, in addition, briefly addressed.
The paper is organised as follows: Section 2 identifies most relevant
nonlinear effects and analyses their relevance for each type of WEC,
Section 3 evaluates the different existing models to articulate nonlinear
effects, and Section 4 presents a critical comparative study of the
approaches described in Section 3 and their applicability/suitability for
different WECs. Finally, conclusions are drawn in Section 5.
2. Main nonlinear effects in wave energy converters
Fig. 2 illustrates the various components and deriving forces for a
general WEC. The diagram has been divided into the three main
aspects highlighted in Section 1: the resource (the wave) in light blue,
the device (and wave-body interaction) in red and the power take-off
system in yellow. The three groups (resource, device and PTO) are
shortly described in the following subsections.
2.1. Resource
Incoming waves, as a direct result of the wind, can be represented
in many different ways, from linear monochromatic waves, where
waves are basically adjustable (amplitude and frequency) sinusoidal
signals to irregular and fully nonlinear (including viscous effects) waves
in three dimensions, simulated in a numerical wave tank. Fig. 3
illustrates the appropriate wave theory to be used as a function of the
wave height, wave period and the water depth.
Because the present paper focuses on devices operating in the
power production mode, only waves that are suitable for power
production are considered, avoiding extreme, highly nonlinear, waves.
Indeed, it is believed that a large percentage of the wave resource in
operational conditions (some researchers suggest over 90%) can be
covered by using linear wave theory. Unfortunately, no reference has
been found that addresses the importance of modelling nonlinear
waves for wave power production purposes.
Therefore, defining a region of the wave theory diagram under
which power can be harvested is useful. However, operational condi-
tions of WECs are highly device-dependent. For each device data from
open ocean tests can be used to determine the upper boundary of the
power production region in relation to the location characteristics
(water depth). Fig. 3 shows such upper boundary of three different
devices, the Oyster (near-shore) [36] and the Pelamis (off-shore) WECs
[37], deployed at the European Marine Energy Centre (EMEC), and the
Sea Power device (off-shore) [38], deployed at the Atlantic Marine
Energy Test Site (AMETS), giving a reasonable representation of
different WEC types and location characteristics. Hence, an approx-
imate power production mode operation area, the blue area in Fig. 3,
is defined.
This power production mode application area suggests that Stokes
water waves [40] up to the third order should be considered in
intermediate and deep water waves. Stokes' theory, nevertheless,
breaks down in shallow water [41], where the alternative can be theFig. 1. Different operating regions for wave energy devices.
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Cnoidal theory [42], providing waves with sharper crests and flatter
troughs.
[41] shows that fifth-order expansion of Stokes' and Cnoidal
theories are of acceptable accuracy almost everywhere within the range
of validity of each theory, but very high-order expansions are required
to get really accurate results. Expansions up to the fifth order largely
cover the power production mode application area. Rienecker and
Fenton presented an efficient method with simpler equations [43],
where equations are solved by Newton's method and coefficients
calculated numerically by solving fully nonlinear equations. More
details on the different numerical modelling techniques for the
propagation of nonlinear waves is given in [44].
In any case, regular (monochromatic) wave theories do not
represent real waves, since in the ocean two consecutive waves are
never identical. Therefore, irregular wave theories are used to repro-
duce a real sea-state.
The most established way of describing real sea-states is the Fourier
analysis of records taken in different sites. These records are used to
create a wave spectrum for real locations, giving the distribution of
wave energy among different wave frequency or wave-lengths on the
sea surface. Various idealized spectra are used in ocean engineering
and oceanography, such as the Pierson-Moskowitz [45], the JONSWAP
spectra [46], the Bretschneider [47] or the Ochi-Hubble [48] able to
describe a multi-peak spectrum.
Another alternative can be the high order spectral (HOS) method,
developed independently in [49] and [50], created to simulate non-
linear free-surface waves [51]. These HOS methods use a spectral
expansion and the Fourier transform together with a modified Taylor
series expansion to compute the Dirichlet to Neumann map on the free-
surface.
While Fourier analysis and spectral methods are well established,
other methods may provide more insight into the wave physics,
especially in non-stationary and highly non-linear conditions. [52]
presents a method, for which the key part is the empirical mode
decomposition (EMD), allowing the decomposition of any data set, no
matter how complicated, into a finite and small number of intrinsic
mode functions that admit Hilbert transforms. The main advantage is
the definition of an instantaneous frequency, varying in time, which
retains physical meaning in a more compact decomposition using
different time scales.
Fully nonlinear, non-breaking, three dimensional waves can also be
implemented in a numerical wave tank. [53,54] present a method
based on a fast iterative algorithm to compute the Dirichlet to
Neumann operator and is able to create fully nonlinear waves.
2.2. Device
In order to analyse nonlinear effects of the device, time domain
models are required. Eq. (1) represents all the forces acting on a wave
energy device, without specifying the way they interact
MX t f F F t F t F t
F t F t F t F t
¨ ( ) = ( , ( ), ( ), ( ),
( ), ( ), ( ), ( ))
g FK diff rad
vis PTO moor add (1)
where Fg is the gravity force, FFK the Froude-Krylov force, Fdiff the
diffraction force, Frad the radiation force, Fvis the viscous force, FPTO
the force acting on the structure due to the power take off (PTO)
system, Fmoor the force due to the mooring lines and Fadd the force
corresponding to any other additional force, such as drift, wind, tidal or
other body-water interactions.
The following subsections analyse the different forces acting on the
device, those presented in Eq. (1) except Fadd, and the nonlinear
dynamics resulting from the wave-device interaction.
2.2.1. Froude-Krylov force
The Froude-Krylov (FK) force is the load introduced by the
unsteady pressure field generated by undisturbed waves. It is generally
divided into static (FFKstat) and dynamic (FFKdyn) forces. The static part
represents the relation between gravity and buoyancy forces in a static
situation with a still ocean, while the dynamic part represents the force
of the incident wave.
Linear codes compute the FK force over the mean surface of the
body, while nonlinear computation requires the integration of the
incident wave pressure and the hydrostatic force over the instanta-
neous wetted surface at each time step. Different techniques to
compute nonlinear FK forces are presented in Section 3.2.2.
The linear representation of FK forces loses accuracy when analys-
ing large relative motions between the free-surface elevation and the
device motion, when wetted surface varies considerably over time.
2.2.2. Diffraction and radiation forces
The diffraction force is the load associated with the action of the
Fig. 2. Block diagram of different aspects participating on the SEAREV device, modified version of the diagram in [35].
Fig. 3. Wave theory diagram with the application area for power production in wave
energy. Figure modified from [39], based on data published in [36] for Aquamarine, in
[37] for Pelamis and in [38] for Sea Power.
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diffracted wave. This disturbance is introduced into the wave system by
the presence of the floating bodies. FK forces, together with diffraction
force, make up the total non-viscous hydrodynamic forces acting on a
floating body.
[55] mentions that neglecting the diffraction term might be a
reasonable approximation to the excitation force if the body is very
small in comparison to the wavelength. In addition, it is computation-
ally convenient to use this approximation.
The radiation force, on the other hand, is the hydrodynamic force
associated with the motion of the floating body, also expressed by a
convolution product according to Cummins equation [56].
In general, a linear approach for the radiation force is reasonably
good for devices which are much smaller than the wavelength, as in the
case of diffraction force [31,32]. However, a more precise computation
of diffraction-radiation time-derivative terms is possible, as shown in
Section 3.2.2.
2.2.3. Viscous force
In the traditional offshore industry, in which hydrodynamic models
have been mainly based on linear potential flow theory, viscous losses
are considered relevant for structures that are small compared to the
wave amplitude. Since offshore structures are, in general, relatively
large (offshore oil and gas platforms or ships), viscous losses are minor
losses, except for localized effects, such as vortex shedding generation
in sharp edges.
Wave energy devices are generally small devices, especially point-
absorbers, and so viscous effects, at least in theory, can be relevant.
2.2.4. Parametrically excited motions
Any object floating in the ocean, e.g. ships or WECs, may experience
the parametric amplification of roll/pitch motions caused by the
nonlinear coupling of at least two degrees of freedom. This coupling
appears when the incident wave has a frequency of approximately twice
the resonance roll/pitch frequency. This nonlinear effect is also known
in the literature as Mathieu-type instability [57], and has been
investigated since the 60 s in the offshore and shipping industries [58].
The instability is related to the geometrical characteristics of the
floating object, caused by the dynamic variation of the metacentre
position as a consequence of the heave motion. Basically, the meta-
centre height becomes negative at some points during the simulation/
experiment, which makes the object unstable, causing large roll/pitch
motion amplitudes.
The phenomenon of parametrically excited motions has also been
identified in wave energy converters when testing devices in real wave
tanks [27,59,60]. Since, it is related to a loss of hydrostatic stability in
situations of large displacements, nonlinear potential models, such
those presented in Section 3.2.2, should be able to predict the
phenomenon.
2.2.5. Sloshing
When a liquid is enclosed in a container and the liquid has a free-
surface within that container, slosh dynamics refer to the movement of
the liquid in the container, which can severely affect the system
dynamics [61]. The sloshing phenomenon has been very much studied
in ships and trucks transporting liquids and is highly nonlinear. Hence,
sloshing must be studied using fully nonlinear methods that include
viscosity effects, described in Section 3.1.
Sloshing effect can only appear in very specific WECs, where sea
water can be considered to be enclosed. Hence, the sloshing effect is
effectively restricted to oscillating water column devices [62] or specific
concepts with an internal fluid tank [63,64].
2.2.6. Slamming
Slamming is the impact of an object in the ocean onto the free
surface, which is very typical in some wave energy devices when the
device raises from the free surface and subsequently impacts it. Impact
events are very typical under extreme conditions, which are out of the
scope of this paper, but also appear when operating in the power
production mode, especially in devices where energy is extracted by
means of a rotation motion. Slamming is a highly nonlinear phenom-
enon that requires wave tank experiments or fully nonlinear modelling
methods. The key variables of a slamming event are the pressure
magnitude, the duration of the event and the spatial distribution [65].
2.2.7. Mooring system force
WECs are subject to drift forces due to waves, currents and wind,
and so they have to be kept on station by moorings. The offshore
industry uses many different configurations, for different offshore
applications. [66] studies mooring requirements for wave energy
converters, listing some of the most important requirements, and the
suitability of existing mooring configurations for wave energy devices.
Nonlinear effects in mooring lines seem, in general, to be much
more significant in the case of slack moorings than in the case of tightly
moored devices [34].
[67] presents a first approach for slack mooring lines, where cables
are modelled as catenary lines by means of a quasi-static representa-
tion, where the nonlinear behaviour of a mooring line is clearly
demonstrated for surge motion. Similar approaches are used in [33],
for the slack mooring system, and in [34], for the tightly moored
systems, to articulate nonlinear mooring forces.
However, quasi-static approximations cannot cover important
dynamic effects, such as cable inertia, viscous drag forces or effects
due to the slowly varying forces. [68] presents some measurements
where the relevance of the dynamic effects is demonstrated by
comparing experimental results with two different simulations: a
simulation run with the fully-dynamic software OrcaFlex [69] and a
quasi-static simulation presented in [70].
2.2.8. Relevance of nonlinear effects
The very diverse WEC concepts based on very diverse working
principals make the idea of a general mathematical model extremely
difficult. Therefore, it is useful to gather all the diverse concepts in few
different groups, in order to identify the main nonlinear effects of each
group.
In terms of WEC classification, different studies have analysed the
state of the art of wave energy devices, where the vast majority of the
existing devices or technologies are organised via between three and
five groups. Some studies [71,72] suggest a classification with three
different groups (oscillation water column (OWC), oscillating bodies
and overtopping converters), while [73] proposes five groups (attenua-
tors, point absorbers, oscillating wave surge converters, OWC and
submerged pressure differential).
Based on the aforementioned classifications, the present paper
divides the main devices (those which reached the prototype stage or
have been sufficiently developed to be considered as feasible in
practice) into four groups according to their working principles and
motion characteristics, with special attention paid to the relevance of
different nonlinear effects:
• Oscillating water column converter (OWC)
• Heaving Point-Absorber (HPA)
• Oscillating Pitching Converter (OPC)
• Oscillating Surge Converter (OSC)
Examples of each WEC group are given in Table 2. Overtopping
devices, which form a group in all the aforementioned classifications,
are omitted in this paper, because overtopping itself is an extremely
nonlinear phenomenon and essential effects, such as green water or
breaking waves, can only be analysed by using fully nonlinear codes.
The most important nonlinear effects of each WEC group are
analysed in the following subsections.
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2.2.8.1. Oscillating water column converter. Nonlinear FK forces are
an important factor, as the variation of the entrained water mass in the
chamber depends on the relative motion between the device structure
and the free-surface, and so the pressure of the water mass inside the
chamber and the absorbed power can be more accurately computed
[74]. In addition, and related to nonlinear FK forces, parametrically
Fig. 4. The cycle of the water-column behaviour within one wave period, [62].
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excited motions can appear in floating OWCs, as shown in [59], causing
large motion amplitudes in pitch and roll. The Mathieu-type instability
turns the desirable heave motion into an inconvenient pitch or roll
motion, negatively impacting the energy harvesting.
Viscous effects important in OWCs. In onshore located fixed OWCs,
where waves have normally already broken, waves arrive at the
chamber with high components of turbulence and generate shedding
vortices around the outer wall of the chamber. A similar phenomenon
appears in the case of floating devices, although waves are not broken
in that case. [62] demonstrates this phenomenon by simulating the
fluid around and inside a fixed OWC converter, covering the whole
cycle of vortex generation and free surface elevation, as illustrated in
Fig. 4.
The behaviour of the free surface inside the chamber during the
cycle is highly nonlinear. Hence, the free-surface elevation modelled by
linear approaches such as the piston model used in commercial codes
such as WAMIT [75], AQWA [76] or Aquaplus [77], may under- or
over-estimate the pressure differential in the chamber [78,79].
Furthermore, especially in the case of a floating oscillating water
column where a partially empty tank is moving, a sloshing effect may
appear, resulting in significant variations of the fluid behaviour inside
the chamber [80]. Dynamic forces caused by liquid sloshing cannot
currently be captured by seakeeping software, and therefore, fully
nonlinear modelling approaches become necessary [81]. The sloshing
phenomena in floating structures creates a non-uniform force field in
the chamber, with direct consequences on the whole body dynamics
and stability, as seen in [82].
Viscous effects can be analysed by models that already incorporate
viscous effects automatically, as in [83], or by including them externally
through a calibration process by using experimental data or fully
viscous simulations, as in [84].
2.2.8.2. Heaving point absorber. Linear computation of Froude-
Krylov forces can be accurate for small motions, or even for
situations where the device behaves as a wave follower, but lose
accuracy when the relative motion between the device and the free-
surface increases. Although considering only the nonlinear restoring
force, static Froude-Krylov force, appears acceptable in some cases
[85], when the relative motion between the device and the free-surface
is large enough, for example, when the device resonates due to a
control strategy, the influence of the nonlinear Froude-Krylov on the
dynamics of the system becomes important [26]. Indeed, the nonlinear
implementation of restoring force alone can lead to unbalanced models
that provide even lower accuracy than linear models [86]. In such
situations, linear models tend to overestimate the motion of the device
and, as a consequence, the power absorption. Furthermore, control
strategies based on linear models lose performance [26].
There is, however, a geometric factor to be considered, as pointed out
in [26] and more clearly in [30]. Nonlinear Froude-Krylov effects can be
important, even for small and flat waves, in the case where the cross-
sectional area is non-uniform, such as a sphere, while the linear model
representation appears to be reasonable for the case where the cross-
section is uniform. Fig. 5 illustrates the power overestimation of the
models with linear FK forces; the loss of performance of control strategies
based on linear models; and the geometrical factor of FK forces.
Parametrically excited motions must be considered in HPAs with
more than one degree of freedom. Self-reacting devices, where coupling
between different modes is important, are highly sensitive to the
nonlinear coupling of heave, roll or pitch. [60] clearly demonstrates
that the nonlinear heave, roll and pitch coupling occurs at large motion
amplitudes and that the partially linear potential model is able to
predict the parametric resonance, validating the model against experi-
mental tests in a wave tank.
Viscous effects appear to have a low influence in small heaving
point absorbers [87,85]. Vortex shedding is generated by the motion of
the body relative to the surrounding fluid, but this shedding is not
powerful enough to produce considerable changes in the behaviour of
the body and its power production capacity.
[88] studies the nonlinear hydrodynamic force relevance for HPAs
and OSCs, where clearly states that FK force, and more specifically
dynamic FK force, is the main force in HPAs, while the impact of the
viscous effect is low, as shown in Fig. 7 (a) and Table 1.
However, some two-body HPAs use a damping plate attached to the
bottom of the central floater, which enhances the vortex shedding process
changing the hydrodynamic properties by introducing extra damping
(viscous damping) and increasing the added-mass [89]. Same strategy has
been used in different offshore oil and gas platforms. If a damping plate is
included, the extra viscous damping should not be neglected [90].
Oscillating pitching converters [27] has proven nonlinear hydro-
dynamic behaviour in wave tank experiments, such as parametric roll
or slamming phenomena, illustrated in Fig. 6 (a) and (b) respectively,
which could never be predicted by linear numerical models.
In the same way as HPAs, the computation of nonlinear FK forces is
crucial for OPCs in order to predict the parametrically excited modes
[27]. In addition, fast and large motions, typical in OPCs, encourage
the formation of vortex shedding and other viscous effects. Therefore,
viscous effects become important and lead to highly nonlinear effects
like the slamming events that dissipate energy and limit the amplitude
of the motions, as shown in Fig. 6 (b).
Such nonlinear behaviour can only be predicted by fully nonlinear
models including viscosity effects. Indeed, the viscous model needs to
be suitably adapted to capture such behaviours.
2.2.8.3. Oscillating surge converters. Following [88], radiation and
diffraction forces and viscous drag force are prevailing, as illustrated in
Fig. 7 (b). The fact that radiation and diffraction are dominating in
OSCs suggests that the impact of nonlinear radiation and diffraction
may not be negligible, as it happens with OWCs, HPAs or OPCs.
Unfortunately, no study was found in the literature that confirms or
refuses the relevance of nonlinear radiation/diffraction forces in OSCs.
Different studies have analysed viscous effects of the surging
devices and important nonlinear behaviour, such as the slamming
phenomenon, has been observed. Turbulent vortices around surging
converters are normally strong and have a significant impact on the
motion [28], as shown in Table 1.
Slamming characteristics have been studied in [91,92] demonstrat-
ing the need to satisfactorily capture the slamming phenomenon in
OSCs to accurately predict the behaviour of the device. Slamming
events in WECs are still barely explored events and so more investiga-
tions are required to fully understand, for example, the cause of the
sudden plunge of the water level in front of the device prior to the
impact. In addition, due to the slamming phenomenon, a water jet is
created as the device re-enters the water [93]. This water jet travels up
the face of the flap and is finally ejected when the flap enters the water.
Table 2 presents a comparative study of the impact of nonlinear
effects on different WEC types. The relevance of the FK, radiation/
diffraction and viscous forces is evaluated for each WEC type, providing
the literature references in each case. In addition, particular nonlinear
effects that are important to consider in each WEC-type are given.
2.3. Power take-off force
Different PTO systems are under development for wave energy
devices, such as turbine transfer PTO (with air or sea-water as the
working fluid), high-pressure hydraulic systems or direct drives [99].
With the exception of direct drives, all PTO systems convert the energy
of the waves into electric power in two stages.
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In many studies, PTO systems are modelled as a linear spring and
damper in parallel, or even just as a single linear damper, consciously
avoiding nonlinear effects, which does not mean the relevance of
nonlinear effects in PTO systems is low. [100] studies all the different
aspects from the wave to the grid, where all kind of PTO systems and
their characteristics are analysed, including losses and efficiencies.
Different sources of the nonlinearities for each type of PTO system
are identified in Sections 2.3.1, 2.3.2 and 2.3.3.
2.3.1. Air-turbines
Different turbines for OWC converters are under development
[101], including the Wells turbine [102] which is ‘clearly the most
frequently proposed and/or used air turbine to equip OWC plants’ [71].
Among the different options to model the different air turbines in
the literature, the turbine induced damping studied in [103,104]
suggests a linear relationship between chamber pressure and air mass
Fig. 5. Power absorption for a cylinder and a sphere with linear and nonlinear computation of FK forces with latching control strategy, [30].
Table 1
Viscous effects and their relevance for HPAs and OSCs, in terms of absorbed power
production (APP), from [87] and [28].
WEC Energy Without With
type output viscous term viscous term
Heaving PA AEP 58 kW 56 kW
Surging converter APP 114 kW 74.4 kW
Fig. 6. Nonlinear behaviour of the SEAREV device at large motions: (a) parametric roll
and (b) motion reduction due to slamming, modified from [27].
Fig. 7. Total hydrodynamic force (F) and torque (T) decomposition into static FK (FKst),
dynamic FK (FKdy), diffraction (D), radiation (R) and viscous drag (vis) under controlled
conditions, using a regular wave of period Tw 10 s and height Hw 1 m, [88].
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flow for Wells turbines and a nonlinear relation for self-rectifying
impulse turbines. [105] reaches the same conclusion comparing
experimental tests and numerical models (using a fully nonlinear
RANS-VOF model) for regular and irregular waves.
Main nonlinear effects in air turbines are the air compressibility in
the chamber and the losses, which should be carefully included in order
to get accurate results.
2.3.2. High-pressure hydraulics
High-pressure hydraulic systems are highly nonlinear systems,
particularly suitable for slow motions, either in translation or rotation,
linked to large forces or moments. A high-pressure hydraulic system
consists of a hydraulic cylinder, valves, accumulators, a hydraulic
motor and hoses to connect the different components.
In order to consider different nonlinear effects in different compo-
nents of the hydraulic circuit, the model should at least consider
friction and fluid inertia forces and fluid compressibility in the cylinder
[106], pressure loses in the hoses [107,108]; time-varying gas volume
and pressure in the accumulators (including compressibility of the
fluid) [109]; and compressibility and friction losses on the motor and
the valves (leakages) [109,110].
2.3.3. Direct drive
A direct drive linear generator generally consists of three parts: the
armature, the translator and a set of springs attached between the
seabed and the armature. [111] describes different available concepts,
such as the linear permanent magnet synchronous machine, the linear
air-cored permanent magnet synchronous machine, the slot-less
tubular permanent magnet synchronous machine or the Snapper
concept, which has been specifically developed for wave energy
conversion purposes under the seventh framework programme funded
by the European Community [112].
[113,114] describe different forces, some of which can lead to
nonlinear behaviour, that are involved in the operation within the
machine: the interaction of the two sets of magnets, electromagnetic
damping due to the current carrying coils and other forces due to
different losses such as eddy currents in armature and translator,
saturation and reactive field losses, and losses due to proximity effects.
3. Nonlinear modelling approaches
A critical classification of the existing modelling approaches for
wave-device hydrodynamic interaction is presented in this section. This
classification is organised following, first of all, the physical theory the
models are based on and, secondly, the way in which nonlinear effects
are treated. Hence, the main existing models are divided into three
groups (Navier-Stokes and smoothed-particle hydrodynamics, poten-
tial flow models and models from data).
When studying nonlinear effects, diverse strategies are adopted;
some authors use fully nonlinear methods [115,116,87,27], which
include any nonlinear effect of the incoming wave and water-body
interaction. Other studies adopt partially nonlinear methods, where, in
general, potential flow methods are used including nonlinear effects,
either by extending the linear model [31,26] or by inserting in the
Cummins equation as an external load [21,117].
Another alternative suggested in the literature is that of data-based
models determined using system-identification, referred to as models
from data in the present paper, where models are determined from
input/output data. In spite of being relatively new and unexploited
modelling wave energy converters, their success in other fields, such as
control applications, suggests they can be a useful modelling option.
3.1. CFD and SPH models
CFD and SPH models are both fully nonlinear models,for which the
main difference between the two options is the domain discretizationTa
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method: mesh-based in CFD and mesh free in SPH (uses an array of
particles to form the domain).
The behaviour of a fluid is analysed by solving a set of differential
equations known as the Navier-Stokes equations. The fundamental
basis of almost all problems are governed by the transfer of mass,
momentum and heat, described by the following equations: the
continuity Eq. (2), the equation of motion (3) and conservation of
energy (4):
ρ
t
ρu∂
∂
+ ▽( ) = 0
(2)
u
t
u u
ρ
p F μ
ρ
u∂
∂
+ ( ▽) = − 1 ▽ + + ▽2
(3)
⎛
⎝⎜
⎞
⎠⎟ρ t u K T ρ u
∂ϵ
∂
+ ▽ϵ − ▽( ▽ ) + ▽ = 0H
(4)
where ρ is the fluid density, u the velocity vector, p the pressure field, F
the external force per unit mass, μ the fluid viscosity, ϵ the internal
energy, KH the heat conduction coefficient, and T the temperature.
However, Eqs. (2)–(4) cannot be solved analytically, and so
numerical discretization is necessary to obtain a solution. It is at this
point where computational codes are employed implementing com-
plete Navier-Stokes equations. The phenomenon to be simulated, the
computation capacity of our machine and/or the fidelity requirement
drive the decision between the different approaches.
In the case of wave energy, wave tank experiments or real-sea tests
can be implemented in numerical wave tanks [118]. These simulations
have been used for decades in offshore and ocean engineering for fluid-
body interaction analysis.
3.1.1. Computational fluid dynamics
CFD numerically solves the Navier-Stokes equations by numerically
discretizing space and time. The main issue when modelling WECs
using CFD is the presence of a free-surface. Specific free-surface
modelling techniques have been developed, which can be classified
into two main categories [119]: fitting methods (also known as tracking
methods) [120] and capturing methods [121]. The tracking method
models the free surface as a sharp boundary [122], while the interface-
capturing method includes water and air in the mesh, adopting either
the volume of fluid (VOF) method [123] or the level-set formulation
[124]. Free surface capturing methods are more common in hydro-
dynamic applications [125], mainly because they are more robust,
since remeshing is not required. Further details on numerical CFD
discretization methods are given in [126].
In wave energy, especially in real devices, the flow is considered
turbulent, which suggests the use of the Reynolds decomposition of the
fluid velocity. The Reynolds decomposition consists of decomposing
instantaneous quantities into time-averaged and fluctuating quantities.
Therefore, Navier-Stokes equations become Reynolds-Average Navier-
Stokes (RANS) equations, giving approximate time-averaged solutions
to the Navier-Stokes equations. RANS is the most widely used method,
due to the high computational requirements of other methods like the
large eddy simulation (LES) or the direct numerical simulation (DNS).
In order to produce a closed system of solvable equations, RANS
equations require a turbulence model. [127] presents a classification of
different turbulence models, where the two most common models are
the two-equation k − ϵ model [128,129] and the k ω− model [129],
where k refers to the turbulent kinetic energy in both models and the
second term refers to the dissipation of the turbulence kinetic energy
(ϵ) or the turbulence frequency (ω). The k − ϵ model is more robust
and computationally cheaper, but performs poorly under severe
pressure gradients, while the k ω− model shows superior performance
under adverse pressure gradients and separation, although separation
is typically exaggerated and predicted too early. Shear stress transport
(SST) turbulence models have also been suggested, using k − ϵ away
from walls and the k ω− near walls [130,131]. Although the SST model
is stated to be more appropriate for separated flows giving highly
accurate predictions of the onset and the amount of flow separation
under adverse pressure gradients [132,130] concludes there is a week
dependency to changes in turbulence model. A comparative study of
the different turbulence models can be found in [133].
NWT simulations implemented in CFD codes have some advan-
tages and drawbacks when compared to real wave tank tests, but both
appear to be essential in the process towards an optimal WEC design.
NWT simulations avoid, on the one hand, the complexity and costs of
building a real prototype and on the other, the scale effects [134], as
full scale devices can be numerically simulated. In addition, reflection
effects from tank walls can be controlled effectively and a large variety
of situations can be implemented with different incident waves or
forces applied to the device.
[135] presents the main advantages and drawbacks of using CFD
methods in the design process of a WEC, with the main weakness being
the high computational requirement.
3.1.2. Hydrodynamic modelling approaches for wave energy
In general, CFD codes are very general codes used for many and
varied applications where fluid-flows are considered. Nevertheless,
other models specifically created for analysing wave-structure interac-
tions are also available. This paper describes two of these specific
models: the Spectral Wave Explicit Navier-Stokes Equation
(SWENSE), developed by the Hydrodynamic and Ocean Engineering
group of the Ecole Centrale de Nantes (ECN) [136] and the IH2VOF
developed at IH Cantabria [137].
3.1.2.1. SWENSE. The SWENSE approach based on RANS equations
combines the advantages of potential and viscous solvers, by solving
each physical problem with the appropriate tool: the propagation of the
waves with the potential flow solver and the diffraction-radiation
problem with the viscous solver [138]. Hence, the simulation is
divided into two different steps, where undisturbed incident waves
are analysed by a nonlinear spectral scheme based on potential flow
theory, while the computation of the nonlinear viscous flow uses the
free surface RANS solver ICARE [139,140], which adopts the tracking
method to model the free surface. The coupling of the potential and
viscous solvers is implemented by incorporating incident flow
parameters as forcing terms into the modified RANS equations.
3.1.2.2. IH2VOF. The IH2VOF model was initially created for coastal
structures and includes realistic second order wave generation and
active wave absorption. It solves the 2-D wave flow by the resolution of
the volume-averaged Reynolds-averaged Navier-Stokes (VARANS)
equations, based on the decomposition of the instantaneous velocity
and pressure fields and the k − ϵ equations [141].
Both the SWENSE and the IH2VOF models have been already
validated during their development period. The SWENSE code has
confirmed its accuracy and CPU requirement savings for the
DTMB5415 model [142] and TLP structures [143]. The IH2VOF
model, on the other hand, has been validated for coastal structures
[144], wave breaking slopes [145] and breakwaters [146].
3.1.3. Smooth-particles hydrodynamics
The SPH method is a purely Lagrangian meshless interpolation
method that can approximate continuously field quantities and their
derivatives by using discrete sample points, called smoothed particles.
These discrete elements or particles are transported with the local
velocity and they carry the information of the field, such as mass,
pressure or density.
Different SPH techniques may be implemented, as shown in [147],
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depending on the characteristics of the flow and the problem to be
studied. SPH was originally developed for astrophysics [148], but has
been applied to diverse applications [149,150], including marine
environment hydrodynamic problems [151] and, more specifically,
hydrodynamic interactions in the presence of a free-surface [152]. The
interpolation of the smoothing kernel outside the boundary may lead to
inconsistent behaviour of the system [153], and so may require special
treatment. Other alternative particle methods, such as the moving-
particle semi-implicit method [154] or the consistent particle method
[155], have also been suggested in the literature, but have never been
implemented in a wave energy problem, to the best knowledge of the
authors. In the case of moving-particle semi-implicit method, addi-
tional mass-density and pressure correction terms are used, which
must be solved simultaneously, complicating the problem.
Thus, the fields are just defined at these discrete points. In order to
define continuous fields, smoothing kernel functions (or weighting
functions) are used, which specify the contribution of a typical field
variables at any position. This means for example, that pressure at any
position (r) depends on the pressure of all the particles within a radial
distance h, also known as smoothing length.
The contribution of all the particles within this radial distance to a
property of the particle being analysed is not the same. This contribu-
tion is weighted relative to the distance between the analysed particle
and the contributor particle (r r− j) and their density. This is mathe-
matically governed by the kernel function, illustrated in Fig. 8. As a
consequence, the field variable is known at a discrete set of points (N)
within this radial distance and can be defined as follows:
∑A r mρ A r W r r h( ) = ( ) ( − , )j
N
j
j
j j
(5)
where A(r) could be any field variable at any position r, N is the
number of particles, m the mass and ρ the density associated with the
particle, and W is the kernel function.
The choice of the smoothing kernel function for a specific problem is
essential, with the Gaussian kernel being a good initial option [157].
Despite the beneficial mathematical properties of the Gaussian kernel, it
does not have compact support, which is required in to solve the
interparticle computations. [158] studies different options for the
smoothing kernel in stable field, and suggests the q-spline kernel as
the best choice. The same kernel function is used in [151] for free-
surface hydrodynamic problems; however, the q-spline kernel may be
computationally expensive if the kernel needs to be recomputed
frequently. Other functions, such as the 6th order polynomial kernel
[159] or the quintic Wendland kernel [160] have also been suggested in
the literature as more efficient alternatives. Indeed, with regard to wave
energy applications, the quintic Wendland kernel is the most commonly
implemented kernel [161,65,162,163], probably because it was found to
give the best compromise between accuracy and computation [164].
The smoothing length of a particle is also of significant impor-
tance and can be fixed in space and in time. However, it is also
possible to assign a smoothing length to each particle and make it
vary in time. That way, the resolution of the simulation will be
adapted automatically depending on the local conditions of the area,
where this particle is located in that precise moment. The automatic
adaptation of the resolution optimizes the computational cost of the
simulation by optimizing the requirements of each region of the
simulation.
This adaptability is comparable to the adaptive mesh refinement
(AMR) codes in grid-based methods. In AMR methods, the grid is
adapted dynamically to give more accurate results in determined
uncertain regions. Lagrangian-adaptability is even simpler, due to the
absence of explicit topology in the SPH particles. This adaptability in
SPH can be introduced via two different methods: changing a particle's
smoothing length or dividing the particle into ‘daughter’ particles, with
smaller smoothing lengths. In hydrodynamic studies, the method using
‘daughter’ particles is the most widely used. The conditions used to
split particles into smaller ‘daughter’ particles, e.g. proximity to the
free-surface, can be defined in the model.
In a SPH simulation with a free-surface, the fluid consists of a
constant number of particles with a constant mass (particle mass is a
user defined parameter), implying that mass conservation is guaran-
teed. Hence, the total force acting on each particle is specified, which
can be divided into internal (pressure or viscosity) and external forces
(gravity or buoyancy). External forces can arise from the presence of a
wave energy device, a rigid floating body in the vast majority of the
cases, which can be included in the SPH model as a set of extra
particles [151]. The particles that form the WEC are similar to the
particles that form the boundary walls. The individual forces on the
different particles of the floating body are summed to represent a total
force and moment at the centre of gravity of the body.
In SPH, two main approaches are available to calculate pressure:
the weekly compressible SPH (WCSPH) and the incompressible SPH
(ISPH). The ISPH is suggested as an improved alternative [165] to the
WCSPH, providing improved accuracy with larger time steps and
reducing the pressure noise. However, the use of the time-consuming
Poisson's equation to compute the pressure at each time step sig-
nificantly increases the computation time; each time step can be
computed up to twenty times faster in a WCSPH model, compared to
a ISPH model [166]. With regard to wave energy applications, the
WCSPH method has been typically used [161,65,167–169], although
the ISPH method has also been implemented [162,163] in order to
reduce the pressure oscillations (pressure noise) typical of WCSPH.
Most of the studies using SPH in wave energy applications are
focused on extreme events [65,169,162,163], where the SPH can have
significantly greater fidelity than CFD. However, such extreme events
are beyond the scope of this paper. When SPH has been implemented
to study WECs' behaviour under operational conditions, results showed
good agreement with experimental results.
[161] uses the WCSPH method to model a surge converter in 2D
and 3D, comparing device motion and pressure values on the device
surface to experimental results. [161] concludes that 3D simulations
are crucial to accurately predict the rotation angle of, and the pressure
on, the device. [167] studies two operational tests, a horizontal cylinder
and a cone, using different codes (two different RANS codes, a Euler
equation solver and a WCSPH model). Results are compared to
experimental tests for the horizontal cylinder, for which the commer-
cial RANS shows the best agreement, but all the codes return relatively
accurate results. Finally, [168] analyses fixed and floating OWCs using
a WCSPH model, where simulation results are compared to experi-
mental tests. Results show good agreement with experimental values,
demonstrating the success of SPH methods in simulating not only
fixed, but also floating, OWCs, which may be more problematic in
mesh-based CFD codes.
Fig. 8. The principle of the SPH kernel function, modified from [156].
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3.2. Potential flow models
Potential flow models, also known as boundary element methods
(BEMs), are based on the potential theory method, where the potential
flow describes the velocity flow as the gradient of the velocity potential.
This potential of the incident flow can be split into three different parts,
following the linear assumptions described in Section 3.2.1, in order to
study the water-body interaction: the undisturbed incident potential
(ΦI), the diffracted potential (Φdiff) and the radiated potential (Φrad).
The incident, diffracted and radiated potentials together add the total
potential of the incident flow (Φtot).
Thus, the pressure of the total incident flow acting on the body can
be obtained by deriving this total potential in Bernoulli's equation as
follows,
P ρgz ρ Φ
t
ρ Φ= − − ∂
∂
− |∇ |
2
tot tot 2
(6)
where z is the position of the body and ρgz the hydrostatic pressure.
Following the division of the incident flow potential into three
parts, the Bernoulli Eq. (6) can also be given as follows,
P ρgz ρ ϕ
t
ρ ϕ
ρ
ϕ
t
ρ
ϕ
ρ ϕ
t
ρ ϕ
ρ ϕ ϕ ρ ϕ ϕ ρ ϕ ϕ
= − − ∂
∂
− ▽
2
−
∂
∂
−
▽
2
− ∂
∂
− ▽
2
− ▽ ▽ − ▽ ▽ − ▽ ▽
I I
diff diff
rad rad
I rad I diff diff rad
2
2
2
(7)
Eq. (7) represents the pressure acting on the floating body and one
can observe some nonlinearities, such as quadratic and second-order
radiation-diffraction terms. This pressure is divided into different
parts, where the composition of each component of the pressure and
the corresponding force is presented in [26] for linear and partially
nonlinear forces.
3.2.1. Linear potential flow model
For the linear case, the fluid is assumed to be inviscid and the
incident flow irrotational and incompressible. Analysing only wave-
structure interactions, the governing equation based on Newton's
equation can be described as
∫MX F PdS¨ = −g
S t( ) (8)
where Fg is the gravity force and S(t) the time-varying wetted surface.
The wetted surface is constant (the mean value is deployed) for the
linear model, while the instantaneous wetted surface is calculated at
each time-step for the partially nonlinear model. As the pressure acting
on the body is divided as shown in Eq. (7), the Newton's Eq. (8)
develops into (9), for the linear case, and into (10) for the partially
nonlinear case.
Apart from computing the pressure over the mean wetted surface,
the quadratic terms of Eq. (7) are neglected in the linear case, and so
the governing linear equation develops into
∫
∫
MX K X K t τ η τ dτ
μ X K t τ X τ dτ
¨ = − ( − ) (0, 0, )
− ¨ − ( − ) ˙ ( )
H ex
rad
−∞
∞
∞ −∞
∞
(9)
where Kex is the excitation force kernel, which involves diffraction and
dynamic FK forces, and KH is the hydrostatic stiffness, that gives the
relationship between the gravity force and the static pressure. The
radiation force is expressed as a convolution product, based on the
Cummins equation, where μ∞ is the infinite frequency added mass
parameter and Krad the reduced radiation impulse-response function.
3.2.2. Nonlinear potential flow models
3.2.2.1. Partially nonlinear model. The partially nonlinear model is
essentially an extension of the linear model, which considers some
nonlinear effects by modifying the linear model. Two main extensions
are found in the literature, where the first extension considers
nonlinear Froude-Krylov forces and the second one allows a more
precise computation of radiation-diffraction forces. [170] presents
these two improvements for the SEAREV device and are then
adapted to other types of device: a two-body heaving PA [31], a
heaving sphere [32], or a cylinder [26].
The first improvement of the linear model includes nonlinear FK
forces, calculated by integrating the pressure shown in Eq. (7),
neglecting quadratic and second order terms, over the instantaneous
wetted surface. In this first extension, static and dynamic FK forces are
summed into the instantaneous FK force, but other forces such as
radiation or diffraction remain linear and are computed separately,
represented as:
∫
∫
∫
MX F P P n dS
K t τ η τ dτ
μ X K t τ X τ dτ
¨ = − ( + )→
− ( − ) (0, 0, )
− ¨ − ( − ) ˙ ( )
g S t stat dyn
diff
rad
( )
−∞
∞
∞ −∞
∞
(10)
where Kdiff is the kernel for diffraction force.
The efficacy of the nonlinear computation of Froude-Krylov forces
is, nevertheless, extremely sensitive to an accurate estimation of the
instantaneous wetted surface, as panels in the border of the free-
surface can be partly submerged and partly out of the water, leading to
a missestimation of the instantaneous wetted surface. Therefore,
different strategies to accurately estimate the wetted surface at each
time-step are presented in the literature. [27] uses a very fine mesh,
taking into account only those cells below the instantaneous free-
surface at each time-step. On the other hand, [27,31,32] use a
remeshing routine, modifying those cells of the mesh being partly
submerged and partly out of the water.
It is the estimation of the instantaneous wetted surface which
requires extra computational efforts, and so is important to select the
most efficient technique. [27] compares both strategies, the fine mesh
and the remeshing routine, for the same device and the same
simulation conditions, and both appear to accurately estimate the
wetted surface at each time-step. However, the technique using a very
fine mesh seems to require computationally less efforts.
For axisymmetric devices, an alternative solution to compute FK
forces over the instantaneous wetted surface is suggested in [171]
based on the algebraic solution, which substantially reduces computa-
tion requirements for the same accuracy of the very fine mesh or the
method with the remeshing routine [86].
The second extension adds another degree of complexity to extend
the linear approach and improves the accuracy of the results. In this
case, a more precise computation of hydrodynamic forces, including
nonlinear radiation-diffraction, is presented.
This development can be overtaken using two different approaches:
expanding the forcing terms around the mean wetted surface or
directly expanding the equation of the hydrodynamic force. The
expansion to the second order is carried out in two steps, where the
linear hydrodynamic force is developed to the second order in the first
step and the quadratic terms of the Bernoulli's equation are added in
the second.
The first extension considerably improves the results by considering
nonlinear FK forces, while the second extension makes little difference,
al least for devices considerably smaller than the wavelength, as seen in
Section 2.2.8. However, the second extension requires a recalculation
of the hydrodynamic parameters at each sampling instant, resulting in
a high computational overhead. In addition, there exist other nonlinear
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effects such as viscous effects and other external forces (e.g. PTO force)
that need to be computed as external forces by extending the linear
model. Section 3.2.3 presents different methods to consider viscous
effects in a potential flow model.
3.2.2.2. Weakly nonlinear model. While the partially nonlinear
models' objective is to improve the linear one, the approach pursued
by the so called weakly nonlinear models is to simplify the fully
nonlinear formulation. A perturbation expansion of the equations
describing the interactions between waves and structure is performed
with respect to the wave steepness kA and the boundary conditions are
approximated by their Taylor expansion. The perturbation method
solves for the lowest degree of steepness and uses the results as an
input for the higher degree terms. Typically a second order
approximation is used, where the (linear) solution in kA is used to
solve for kA( )2. Different codes which use a second order approximation
are able to more effectively describe the diffraction and the excitation
problem [172,173].
An alternative approach to simplify the fully-nonlinear problem is
the weak-scatterer approximation [174], which assumes the perturba-
tion potential (composed by radiation and diffraction potential) small
compared to the incident potential. Such an approximation is valid for
bodies whose characteristic dimension is much smaller than the wave
length. The boundary value problem is then solved iteratively on the
exact free surface elevation and the instantaneous wetted surface.
3.2.2.3. Fully nonlinear model. When the sea conditions exceed the
power production mode, any simplification of the complete model
becomes unacceptable and the only way to describe the response of the
device in extreme conditions is to consider all the nonlinearities.
Keeping in mind that, with a potential flow method, viscosity is not
included, as well as effects like green water, slamming or sloshing, in
the presence of large waves the results are very accurate thanks to the
calculation of the exact instantaneous boundary conditions. Therefore,
fully nonlinear potential flow models have been used effectively to
simulate Numerical Wave Tanks in 2D by Guerberg [175] and 3D by
Grilli [176].
Weakly nonlinear and fully nonlinear potential flow models are
both in an early stage of development and so further research is
necessary to extract some more definitive conclusions. [177] presents a
comparison of the weakly and fully nonlinear models analysing a fully
submerged cylinder, whose conclusion is that both methods give a good
agreement in the hydrodynamic coefficients. Although the low com-
plexity of the analysis is recognised (a fully submerged cylinder), it
remarks that expectations have been met with both methods. A final
table summarising main characteristics of each method highlights the
much higher computational requirements of the fully nonlinear
method.
CFD and potential flow methods are presented in Sections 3.1 and
3.2, respectively, as individual approaches, but some studies in the
literature suggest they might be combined in order to take advantage of
the benefits of each of the methods.
The SWENSE method presented in Section 3.1.2 is one of the
existing codes in this sense, used in [178] to simulate the CALM buoy
in regular and irregular seas. In [179], a fully nonlinear potential flow
solver was combined with a fully nonlinear Navier-Stokes VOF solver
by an efficient and geometrically flexible one-way coupling method.
Different tests for surface piercing circular cylinders were simulated
with a good agreement between the code and experimental results.
Another alternative was presented in [180], coupling a linear BEM
code, NEMOH, with a finite element analysis (FEA) tool, CodeAster, to
analyse numerical vibration of an oscillating surge converter.
Hydrodynamic coefficients, with special interest in the added mass,
are first computed by the linear BEM method for different rates of
immersion and then used in the numerical vibrational analysis,
considerably reducing the required computational effort. Results
obtained from the coupling methodology are compared to experimental
results, returning good results and proving its functionality.
3.2.3. Viscous effects in potential flow models
Viscous effects are completely neglected by linear potential flow
models, as the fluid is considered inviscid. However, their relevance has
been demonstrated in Section 2.2.8, suggesting viscous effects should
be externally included.
There exist two main methods to externally include viscous losses
into potential flow models: using an additional linear damping or
through the Morison equation [181] using a quadratic viscous term.
The most widely used method in wave energy and other offshore
applications is the Morison form expressed as follows,
F ρAC X X= − 1
2
˙ ∣ ˙ ∣vis D (11)
where ρ is the water density, A the cross-sectional area and CD the
viscous drag coefficient.
The nature of viscous drag is nonlinear and can only be identified
when using wave tank experiments [27,182,59,93] or fully viscous
modelling methods that are generally based on Navier-Stokes equa-
tions: Numerical wave tank (NWT) simulations implemented in
computational fluid dynamic (CFD) codes [87,28] or some other
specific hydrodynamic codes [83,27].
Drag coefficient values used in different studies come from the
offshore industry publications [183] or identification procedures with
fully nonlinear methods [87,28] or experimental tests [184,185]. The
discrepancies between different studies, however, lead to a dangerous
uncertainty. As an example of the uncertainty, drag coefficients for
OSCs found in the literature can vary from 1.9 [28] to 8 [186].
3.3. Models from data
Sometimes, the physical system being analysed is so complex, that
it can be practically impossible to create a model considering all the
components that comprise the ‘system’, or is so complex that the model
requires enormous computational effort.
In such cases, alternative modelling approaches, successfully tested
in other fields, can be used. Models from data, which are well
established, for example, in the control system community, where
complex models are determined by input/output data, can be a
solution. Hence, the model is based on the data rather than the
physical process, as happens in conventional models. System identifi-
cation models use statistical methods to build mathematical models of
dynamic systems from measured data, which is particularly interesting
for very complex systems, where the physical principles are too
complicated to formulate.
Every identification method consists basically of.
• Conducting a series of representative tests on the ‘system’,
• selecting a series of representative data of the ‘system’ to be
reproduced,
• determining the structure of the model (model type and order,
nonlinear terms, etc.),
• defining the fitting criteria, and
• using numerical optimization to identify the system parameters.
Thus, there are three key elements in system identification: the
representative data, the model structure and the identification algo-
rithms.
Using representative data of the system dynamics that entirely
covers the whole range of frequencies/amplitudes the system is likely
to deal with is crucial. In the particular case of hydrodynamic
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applications, such data can be obtained from wave tank experiments
[187,188]. However, extracting representative data from wave tank
experiments may be problematic, because it is not always easy to
isolate the required data due to the limitations on the range of
excitation signals or the tank wall reflections. Data can also be
extracted numerical wave tank simulations implemented in BEM or
CFD codes [115,189,190].
Numerical wave tank simulations have certain advantages com-
pared to experimental tests, because intermediate variables, such as
excitation force, can be measured. Besides the access, measurements
are accurate in NWT simulations, since there is no reflection effect or
measurement noise, as in experimental tests. Moreover, NWT simula-
tions are fully nonlinear simulations, so the results generally show good
agreement with the experimental tests. The main disadvantages of
NWT simulations are the computational requirement, as mentioned in
Section 3.1, and the uncertainty of the results accuracy without any
validation.
In order to generate adequate data for the identification of model
parameters, various experiments can be carried out to provide data of
different characteristics. The simplest possible experiment is the free
decay test (no external input) [189], where the fundamental dynamic
parameters of the system, such as natural frequency, can be identified.
A test with input waves (free surface elevation as input) is another
possibility, where the output can be body motion, position and/or
velocity, or excitation force [191]. An external force (e.g. PTO force),
can also be used as input, with the device motion as the measured
output [190]. In the case of the input wave test, the input signal is
limited by different factors, e.g. wave steepness, while, in input force
test, one has total freedom of excitation signal shape choice. Finally,
prescribed motion tests can also be used, where the device is forced to
follow a predetermined path while measuring the fluid force on the
device [115].
Once the data is generated, the structure of the model must be
determined, which is probably the key point in order to create a
representative model. The majority of system identification techniques
are based on discrete-time models [192], which can be of very diverse
form. The choice of the mode structure essentially depends on the
features of the system. If the system to be reproduced is considered
linear, an autoregressive with exogenous input (ARX) model can be
suitable, where only na and nb need to be specified in Eq. (12).
∑ ∑y k a y k i b u k n i( ) = ( − ) + ( − − )
i
n
i
i
n
i d
=1 =0
a b
(12)
However, the ARX mode cannot capture nonlinear behaviours, and
is therefore excluded. In order to capture nonlinear effects, nonlinear
autoregressive with exogenous input (NARX) models are suggested
[193], where the present output depends on the past (and future if the
system is noncausal, n < 0d ) output values and the input values. Fig. 9
illustrates a general block diagram for NARX models, where na and nb
represent the order of the model and nd the input delay.
There are several possibilities of model structures, g[] in Fig. 9,
from a structure based on the knowledge of the physical principals of
the system (white-box) to a structure completely ignorant of these
principals (black-box) [192]. Apart from the model structure, the way
to analyse the nonlinearities (the form) and its complexity need also to
be selected.
Some model structures for nonlinear modelling of the wave energy
converters and their capabilities are presented in the following
subsections.
3.3.1. Hammerstein/Wiener model
Nonlinear input/output relationship can be modelled by using a
simple nonlinear static block (r ()). This static block can be used in
combination with a linear ARX model obtaining a nonlinear model
structure. Depending on the number of static blocks and their config-
uration, different model structures can be formed.
In the Hammerstein model, the nonlinear static block is connected
in cascade with the linear ARX block, as illustrated in Fig. 10 (a). As a
consequence, the relationship between the input and output is given by
the product of s(k) and the steady-state gain of the ARX model [194]:
∑ ∑y k a y k i b r u k n i( ) = ( − ) + ( ( − − ))
i
n
i
i
n
i d
=1 =0
a b
(13)
A Wiener model is regarded as the dual of Hammerstein model
[195], and both are considered grey-box models. Grey-box models
combine a partial theoretical structure with data to complete the
model.
3.3.2. Feedback block-oriented model
In the case of the feedback block-oriented model, illustrated on the
right of the Fig. 10, the structure is characterized by a negative
feedback [194], where the static nonlinear block (h ()) is placed in the
feedback path, between the input and the output. Feedback block-
oriented model is also a grey-box model and the input/output relation-
ship is again nonlinear and is given as follows,
∑ ∑y k a y k i b r e k n i( ) = ( − ) + ( ( − − ))
i
n
i
i
n
i d
=1 =0
a b
(14)
where
e k u k h y k( ) = ( ) − ( ( )) (15)
The Hammerstein and feedback block-oriented models are non-
linear in input/output relationship, but linear in parameters. [115]
uses a Hammerstein and a feedback block-oriented model for a heaving
device using an external force as input. The heaving device is a vertical
cone, which in theory implies, at least, a nonlinear restoring force. In
addition, NWT simulations provide data where the body motion is
large enough to exhibit nonlinear effects.
Apart from the parameters of the ARX model component in Fig. 10,
the static block must be identified. In [115], the static block for the
Hammerstein and feedback block-oriented models is identified using a
predefined motion experiment in a NWT, slowly moving the device
from fully submerged to fully dry positions and measuring the fluid
force. Moving the device sufficiently slowly, the measured fluid force is
assumed to be a hydrostatic force. Hence, a physical interpretation for
the static block is possible in both models. For the Hammerstein
model, r () can be interpreted as the inverse of the restoring force, while
in the feedback block-oriented model, h () is the negative of the
restoring force.
Besides the Hammerstein and feedback block-oriented models, an
ARX model is studied on the data containing significant nonlinear
behaviour in [115]. While the ARX is unable to capture the nonlinear
Fig. 9. Block diagram of a general NARX discrete-time model.
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behaviour, which is to be expected, both the Hammerstein and the
feedback block-oriented models show excellent agreement in reprodu-
cing the asymmetrical steady-state response. In this specific example,
the feedback block-oriented model performed particularly well.
3.3.3. Kolmogorov-Gabor polynomial model
The Kolmogorov-Gabor Polynomial (KGP) model is a black-box
model that uses polynomial nonlinearities to describe the input/output
relationship of the data [193]. Despite the nonlinear input/output
relationship, the KGP model is linear in the parameters, as shown in
Eq. (16), which allows a fast identification.
∑ ∑
∑ ∑
∑ ∑
y k a y k i b u k n
a y k i b u k n
c y k i u k n j
( ) = ( − ) + ( − − 1)+…
+ ( − ) + ( − − 1)
+ ( − ) ( − − ) + …
i
n
i
i
n
i d
i
n
ip p
i
n
ip p d
i
n
j
n
ij d
=1
1
=1
1
=1 =1
=1 =0
a b
a b
a b
(16)
where p is the highest polynomial order and aij, bij and cij are the model
parameters. Because KGP is a black-box model, the parameters have no
physical meaning.
[196] studies a heaving floating body with a KGP model using data
from NWT tests. The cross product terms, involving u and y, in Eq.
(16) are removed to avoid instabilities, and a polynomial order (p) of 2
is selected. The agreement with the NWT data is good, both in training
and validation. Structures with higher polynomial orders are found to
improve the results on the training data, but reduce the performance
on the validation data, suggesting overfitting. A linear ARX model is
also studied on the same data in [196], showing very similar perfor-
mance to the KGP model, which indicates that the data employed
probably does not include much nonlinear behaviour. Significantly, the
excitation in this case come only from a wave input (no PTO/external
input).
3.3.4. Artificial neural networks
Artificial Neural Networks (ANNs) are systems of interconnected
neurons, simple artificial nodes, that consist of sets of adaptive weights
and are capable of approximating nonlinear functions of their inputs.
The adaptive weights specify the connection strengths between neu-
rons.
There exist several types of ANNs structures used in different
applications. The model suggested in [190] is a multilayer perceptron
(MLP) ANN, which is a black-box model with a nonlinear input/output
relationship and is nonlinear in the parameters. This latter character-
istic makes it different from any other model structure suggested in this
section and makes the identification process difficult, since local
minima can be found in the parameter optimization problem.
Hence, through the modelling procedure, different conditions, such
as the number of layers, the number and type of neurons in each layer
or the delayed input and output values, must be determined to define
the required structure of the ANNs. The complexity of a MLP model is
determined by the number of neurons in each hidden layer in addition
to na and nb. Assuming two hidden layers, the input/output relation-
ship is given as follows
⎛
⎝
⎜⎜
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎞
⎠
⎟⎟∑ ∑ ∑y k ω Ψ ω Ψ ω v k( ) = ( )
i
n
i
out
i
j
n
ij j
l
n
jl l
=0
( )
=0
(2)
=0
(1)
v2 1
(17)
where ωi out( ), ωi(1) and ωi(2) are the unknown parameters of the output
layer and the first and second layers, respectively, and Ψi is the
activation function. The role of this activation function in a ANN is
to produce a nonlinear decision boundary via nonlinear combinations
of the weighted inputs. In [190] a tansigmoidal activation function is
chosen to provide global support and a smooth interpolation.
[190] uses a NWT model to generate data, where three identifica-
tion tests are performed: one with purely wave excitation (irregular
sea-state) and two types of direct force inputs (chirp and random
amplitude random period (RARP)). When identifying the parameters
for a model relating free surface elevation to device motion (wave
excitation input), because the relationship between the two is non-
causal, an additional step to measure the noncausal advance must be
taken.
The results of the ANN model for the wave excitation input shows
very good agreement on the training data, but loses performance in the
validation test, similarly to the overfitted KGP model in [196]. The
degradation in validation performance is seen by the authors as a
consequence of the nonlinear optimization with many local minima,
which demonstrates the complexity associated with the nonlinear
identification of ANN models.
The performance of the models presented in this section, regardless
of the model structure, is limited to the data the models are identified
from, so that the scope of validity of the models relies entirely on the
data they are trained on.
A comparative study of all the nonlinear approaches analysed in
Section 3 is shown in Table 3, where the fluid and hydrodynamic
models, the expected accuracy and computational cost or the main
advantages or drawbacks of each method are evaluated. It should be
noted that all the characteristics are not applicable to all the methods,
e.g. the ANN model does not use any fluid or hydrodynamic model,
which is solved by using the N A/ abbreviation that means not
applicable. In addition, the capabilities of models from data are still
untapped due to the lack of serious validation. Therefore, the
Accuracy column in Table 3 reads N I/ , which means not enough
information is available.
4. Discussion
The different modelling approaches evaluated in Section 3 showed
the ability to deal with different nonlinear effects and the relevance of
different nonlinear effects is demonstrated to vary with the WEC type
in Section 2.2.8. Thus, a model that efficiently deals with the relevant
nonlinear effect can be chosen for each WEC type. However, the
selection of an efficient modelling approach includes an additional
Fig. 10. Hammerstein (a) and feedback block-oriented (b) model structure diagrams, modified from [115].
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essential variable: model purpose. All the possible purposes of a
mathematical model in wave energy, e.g. power production assessment,
model-based control, optimization, simulation of device motions or
structural analysis, can be divided into two groups with a distinguish-
ing dominant requirement: computation vs. fidelity (accuracy). Fig. 11
illustrates the compromise between computation and fidelity of the
modelling approaches described in Section 3.
Models for power production assessment, model-based control or
optimization, require low computation time (with a reasonable fide-
lity), because a large amount of cases need to be studied. In the case of
model-based control, apart from the computation, the structure of the
model is also important, being able to turn the model into a control
calculation. The red dashed line in Fig. 11 represents the limit of the
maximum affordable computation for models with low computation
requirements.
In contrast, models for device behaviour simulation or structural
analysis require high fidelity, because they are crucial in the final device
design process, which is one of the key cost drivers for WECs. CFD
models are most commonly used in this context, in spite of their high
computation requirements. A solution to reduce computation costs
without losing fidelity can be the combined potential flow-CFD
approaches.
In the case of OWCs, viscosity effects appear to be significantly
more important than potential flow nonlinearities. The predominant
viscosity effects, the separation and vortex generation at the front wall,
combined with the two-phase problem, makes the CFD approach ideal
for high fidelity studies of OWCs. Fixed OWCs are relatively easy to
model in CFD, since a 2D model can be accurate enough and especially
because no dynamic mesh is required. CFD has been presented as the
solution for OWCs, validating simulation results against tank experi-
ments, in [197] or [62] where the vortex generation at the front wall of
the device is studied, in [198] where the nonlinear behaviour of the
water column in the chamber is predicted, or in [199] where the
viscous effects at the entrance of the chamber are found responsible for
the efficiency decrease.
3D models have also been utilized in the literature, where results
are compared to 2D models and experimental results, for example in
[200] and [201]. 3D models appear to be more accurate than 2D
models, although simulation conditions were not exactly the same.
However, computation cost also increases substantially from 2D to 3D
simulations.
Floating OWCs include an additional difficulty into the problem:
the dynamic mesh. The motion of the device makes the use of dynamicTa
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Fig. 11. The computation/fidelity compromise of the different modelling approaches
evaluated in Section 3. L means linear, P-NL means partially-nonlinear, W-NL means
weekly-nonlinear and F-NL means fully-nonlinear. The red dashed horizontal line
represents the affordable computation limit for models with low computation require-
ments.
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mesh indispensable, which complicates the simulation and increases
even more the computation. [128] presents a 2D simulation of a
heaving-only floating OWC, where the effect of mooring elasticity, the
pneumatic damping and frequency have significant impact on the
results. SPH meshless models can be an alternative to avoid dynamic
meshes in floating OWCs [168]. Unfortunately, the computational cost
of SPH models is still prohibitive.
In HPAs, the relevance of viscous effects is demonstrated to be low,
as shown in Table 2, so potential flow nonlinearities become dominant.
Therefore, nonlinear potential flow approaches are a suitable solution.
The fact that nonlinear radiation and diffraction appear to be negligible
[31,32] and the main nonlinear effects arise from nonlinear Froude-
Krylov forces [26,86,60], partially nonlinear approaches suit ideally,
which is also convenient in terms of computational requirements. CFD
approaches provide marginally higher fidelity [202,203] compared to
potential flow models, but the excessive additional computation cost is
hardly justified by the differences in the results. [86] demonstrates for a
heaving sphere with latching control, an experiment where substantial
nonlinear dynamics are present, that a partially nonlinear potential
flow with an externally added viscous drag provides very high fidelity.
Although CFD provides slightly higher fidelity, the computation time is
several order of magnitudes higher.
OPCs are in between those of OWCs and HPAs, where both
potential flow nonlinearities and viscous effects are equally important.
In fact, [27] demonstrates that a partially nonlinear potential flow
model is able to predict parametric excitation, but not the correct
motion amplitude. Therefore, [27] suggests a code that combines a
nonlinear potential flow method to account for the incident wave and a
CFD (RANS) model for the scattering and viscous effects. Hence, the
computation is reduced while the fidelity of the results is improved
substantially. Note that HPAs with damping plates may be considered
as OPCs due to the higher relevance of viscous effects compared to
HPAs without a damping plate [204,205].
Finally, OSCs appear to be dominated by viscous losses and
radiation/diffraction forces. [206] suggests viscous losses may be
dominant for bottom-hinged OSCs with no peak in the capture factor.
Same statement is also held in [28], where a power loss of over 30%
due to viscous effects is presented. However, [207] concludes that the
Oyster OSC is definitely diffraction dominated and [88] describes OSCs
as radiation/diffraction dominated.
The highly nonlinear but typical slamming events in OSCs [92]
added to the above mentioned relevance of viscous losses and radia-
tion/diffraction forces suggest that CFD approaches, that consider the
entire flow field, may be ideal. CFD codes have often been used to
model OSCs using 2D [92,130] and 3D simulations [129,28], provided
with dynamic mesh capabilities, giving good agreement with experi-
mental tests.
Apart from the HPAs, with the exception of HPAs with damping
plate, the relevance of the nonlinear effects presented in Section 2.2.8
implies the need of CFD models, either CFD alone or combined with
potential flow methods, as shown in Table 4. Despite the constant
improvement of computational power of computers and the refinement
of the CFD approaches, CFD is still a computationally expensive
solution and lays far from the affordable limit, the red horizontal
dashed line, in Fig. 11. Therefore, alternative less accurate but faster
solutions are necessary for those models with low computation
requirements.
As shown in Fig. 11, the only approaches within the affordable
computation region delimited by the red dashed line are the linear and
partially nonlinear potential flow models and the models from data.
The latter approaches can be highly interesting with really low
computation requirements and potentially able to provide high fidelity
results. However, models from data are still in an early stage of
development regarding wave energy, and, as a consequence, real
capabilities of data-based models are still unknown. That is the reason
why themodels from data box is shown in a different colour in Fig. 11.
Hence, despite the different requirements presented in Section
2.2.8 for each WEC type, the modelling possibilities are reduced to two
options: linear and partially nonlinear potential flow models. In the
benchmarking study carried out in [186], different devices are eval-
uated using linear potential flow with viscous drag, which is the most
commonly used approach in the literature. However, including non-
linear Froude-Krylov forces by means of the partially nonlinear
potential flow approach is recommendable for all the WECs, except
for OSCs, for which the relevance of nonlinear FK forces is determined
to be negligible. The viscous drag can be included in all the cases, since
no extra computation cost is required.
Suggested modelling approaches for models with low computation
requirements are shown in Table 5 for each WEC type. The literature
shows examples of the suggested approaches for all the WEC types
(HPAs [86,60,204], OPCs [27] and OSCs [206]) except for OWCs.
However, [59] compares experimental tests for an axisymmetric
floating OWC with results from a model based on linear potential flow
without viscous drag. The authors conclude that a better agreement
was not possible due to viscous effects (ignored in the model) and the
Mathieu-type instabilities. The issue with viscous effects can be partly
solved including a carefully identified drag coefficient, while the
instabilities can be predicted by including nonlinear FK forces.
Therefore, the partially nonlinear model with viscous drag suggested
in Table 5 for OWCs appears to be a good solution.
SPH models have not been suggested for any of the WEC types in
the present paper. SPH is an interesting approach that may have some
advantages compared to the traditional mesh-based CFD codes, such as
the efficient treatment of the large deformation of the free surface
handling complex boundary evolution or the natural distinction
between different phases. However, the computational cost is still
prohibitive, reducing its application range to very specific situations,
such as extreme loading and impact events [169,65,208,163,162].
5. Conclusion
Due to a wide variety of devices and the lack of a predominant
concept to focus on (compared, for example, to the 3-bladed horizon-
Table 4
Suggested modelling approaches for models with high fidelity requirements.
High fidelity
(Simulation of device behaviour/Structural analysis)
OWC CFD***[197,62,199,128]
HPA Partially nonlinear potential theory with viscous drag** [86,60,204]
OPC* Partially nonlinear potential theory combined with CFD [27]
OSC CFD*** [130,28,129,92]
* OPCs in this table include self-reacting HPAs with damping plates.
** While CFD provides marginally better fidelity than partially nonlinear potential
theory [202,203], the excessive additional computation cost demanded is hardly justified
by the differences in the results [86].
*** The additional computation of SPH models can be justified under specific
(extreme) conditions in OWCs [168] or OSCs [65,163], but not in models for WECs
operating in the power production mode.
Table 5
Suggested modelling approaches for models with Low computation requirements.
Low computation
(Power assessment/Model-based control/Optimization)
OWC Partially nonlinear potential theory with viscous drag
HPA Partially nonlinear potential theory with viscous drag [86,60,204]
OPC* Partially nonlinear potential theory with viscous drag [27]
OSC Linear potential theory with viscous drag [206]
* OPCs in this table include self-reacting HPAs with damping plates.
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tal-axis turbine typical in the wind industry), mathematical modelling
of wave energy converters becomes highly device-dependent, where
each concept has particular modelling requirements.
Linear models cover the vast majority of the WEC models docu-
mented in the literature, mainly due to the appealing computational
requirements. However, the relevance of nonlinear effects has been
demonstrated in the literature for a wide variety of WECs, as shown in
Section 2.2.8. Although nonlinear effects may be highly device-depen-
dent, a classification based on the relevance of nonlinear effects is given
in the present paper, suggesting a specific modelling approach for each
WEC type. However, most of the nonlinear approaches require high
computational resources, which may be incompatible with the purpose
of the model.
Considering the different model purposes in wave energy, two
dominant requirements have been identified: computation vs. fidelity.
The dominant requirement for models for power production assess-
ment, optimization or model-based control is low computation (with a
reasonable accuracy), while models for simulation of the device
behaviour or structural analysis over short timescales require high
fidelity and can afford higher computations. Hence, modelling ap-
proaches have been suggested for different purposes and WEC types.
In the case of models with high fidelity requirements, CFD models
are the most suitable options, either CFD alone or coupled to a
potential flow model, for all the WEC types except for heaving points
absorbers, for which nonlinear potential theory appears to be suffi-
ciently accurate. SPH methods have some benefits compared to CFD,
but can be computationally prohibitive.
In contrast, models with low computational requirements are
necessarily based on potential flow methods, either linear or par-
tially-nonlinear, due to the excessive computational costs of fully
nonlinear approaches. Models from data, such as KGP or ANN models,
appear to be promising alternatives, but they are still in an early stage
of development.
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