We introduce lower and upper limits of vector-valued functions with respect to the usual positive cone in a finite-dimensional space. Using these concepts, we extend the definitions of m-th order lower and upper directional derivatives introduced in Studniarski (1986) [1] to vector-valued functions, and prove some necessary and sufficient conditions for strict local Pareto minimizers of order m.
Introduction
In [1] Studniarski introduced new generalized lower and upper directional derivatives of order m for an arbitrary extended-real-valued function f : R n →R (see formulas (22)-(23)). More recently, these derivatives were applied to obtain higher-order optimality conditions for some classes of scalar and vector optimization problems (see [2] [3] [4] [5] ), but this was done without extending the definitions themselves to vector-valued functions. However, Sun and Li [6] defined and used similar objects for set-valued maps.
In this paper we define the generalized lower and upper directional derivatives of order m, which extend the notions from [1] to functions with values in finite-dimensional vector spaces. We also show that these derivatives can be used to formulate higher-order optimality conditions for strict local Pareto minima in a multiobjective optimization problem. In this way, we improve some results from [5] by relaxing the assumptions concerning the minimized function.
Infima and suprema of sets in extended Euclidean spaces
LetR = R ∪ {−∞, ∞} be the set of extended real numbers. The arithmetic operations in R are extended toR in an obvious manner, except for the combinations 0 · (−∞), 0 · ∞, −∞ + ∞ and ∞ − ∞ which we regard as undefined rather than defining them in any special way (such as, for example, in [7, p. 15] ). The weak inequality in R is extended toR by assuming that the following (and only the following) inequalities hold for infinite elements:
(1) Definition 1. For any positive integer p, the extended Euclidean spaceR p is defined as the Cartesian product of p copies ofR. The operations of addition and scalar multiplication inR p are performed componentwise whenever the respective operations inR are defined. 
The negation of (3) gives x ̸ ≤ y if and only if either x = y or x j > y j for some j.
Using (1) and (2), it is easy to prove the following.
Proposition 2.
R p ,  is a partially ordered set (that is, the relation is reflexive, transitive and antisymmetric onR p ).
Let M be a nonempty subset ofR p . Then the standard definitions of a lower (upper) bound of M and the infimum inf M (supremum sup M), see, e.g., [8, Definition 2.1.7] , can be used whenever these objects exist inR p . However, it is easy to check that
Moreover, Proposition 3 shows that inf M and sup M exist in the general case.
We now define the projections 
Then
Proof. We prove this statement for the case of infimum only. First, we verify that l is a lower bound of M. Indeed, for every y ∈ M and i ∈ I, we have
which gives that l y. Now, suppose that s is another lower bound of M. Then, for every y ∈ M, we have s y, which means that, for every i ∈ I,
Taking the infimum (inR) of the right-hand side, we get
We have thus verified that s l, which proves that l = inf M.
Corollary 4.
For every nonempty set M ⊂R p and for every i ∈ I, we have
Proof. This follows directly from (6)-(8).
Lower and upper limits of vector functions
Let X be a real normed space. Below we define lower and upper limits for a function ϕ : X →R p in such a way that they generalize the well-known definitions for an extended-real-valued function [7, pp. 8,13 ].
Definition 5.
Let E be a nonempty subset of X , and letx be a limit point of E. The lower and upper limits of a function ϕ : E →R p atx are the elements ofR p defined by
lim sup
where B(x, δ) := {x ∈ X : ∥x −x∥ < δ}.
Remark 6. The second equality in (10) follows from (9) and the fact that each component of inf x∈B(x,δ) ϕ(x) is a nonincreasing function of δ > 0. A similar explanation is valid for (11). These properties also imply that
(12)
Proof. Applying Corollary 4 twice, we obtain, for any i ∈ I,
which proves (13). The proof of (14) is analogous.
Then there exists δ > 0 such that
Proof. Suppose that (15) holds. Then, according to (14), we have lim sup
By (11), this means that
Hence, for each i ∈ I, there exists δ i > 0 such that
Now, taking δ := min{δ i : i ∈ I}, we get (16).
Multiobjective optimization
Let X and Y be normed spaces. We shall deal with the following multiobjective optimization problem:
where We denote by N (x) the collection of all neighborhoods of x.
Definition 9 ([2]). Let m be a positive integer, and letx ∈ S.
(a) We say thatx is a strict local Pareto minimizer of order m (or strict local efficient solution of order m) for (17), denoted 
that is, for any x ∈ S ∩ U \ {x}, the following cannot hold:
Extending the definitions from [1] to vector-valued functions, we now introduce the following m-th order lower and upper directional derivatives:
where the limits are in the sense of Definition 5. More precisely, we have
where the components of the right-hand sides are exactly the expressions studied in [1] . They may have infinite values, and therefore the derivatives (22)-(23) belong toR p in general. For m = 1, we will use the notation df (x; y) and df (x; y) instead
We will also use the notation
whenever this limit exists as a finite element inR p (i.e., d m f (x; y) ∈ R p ). The same notation can be used for the function g if the corresponding limit exists in Y .
We denote by K (S,x) the contingent cone to S atx:
Let us introduce the following notation:
Since K (S,x) is a closed cone and each function df i (x; ·) is positively homogeneous and lower semicontinuous, the set (30) is also a closed cone (containing 0). The following vector indicator function of the set S will be used: (33)
Necessary optimality conditions
To formulate our optimality conditions, we will need the extended positive coneR 
Proof. (a) (Using the idea of Theorem 3.1(a) ⇒ (b) in [10] .) By assumption, there exist α > 0 and U ∈ N (x) such that condition (19) holds, which is equivalent to
We will show that (34) 
where e := (1, . . . , 1)
Since D is a cone and D ̸ = Y , condition (37) implies dg(x; y) ̸ = 0, and so, y ̸ = 0 (it should be noted that dg(x; 0) = 0 by definition (28) because v = y is an allowable choice for v). Therefore, by Proposition 8 and condition (37), we can find δ > 0 such that
t ∈ −D for all t ∈ (0, δ) and v ∈ B(y, δ).
Since y ∈ K (C,x), we have
Moreover, condition (44) and the convexity of D give
It follows from (41)- (44) and (46) that there exist λ ∈ (0, δ) and w ∈ B(y, δ) such that
Conditions (39) and (48) imply that
or equivalently,
(Note that f (x + λw) − f (x) cannot have infinite values because f is finite-valued.) Now, taking x :=x + λw, we obtain, by (47), (49) and (50),
It follows from (41) and the inequality ∥w − y∥ < δ that ∥y∥ − ∥w∥ ∥y − w∥ < δ ∥y∥ /2, which gives ∥y∥ /2 < ∥w∥. From this inequality, and from the definition of β, we deduce
Conditions (51) and (52) give contradiction with (36).
(b) The proof is almost the same as for the part (a); there are only a few changes that should be noted:
(i) Instead of (37), we havedg(x; y) < 0, which implies, by Proposition 8, that there exists δ > 0 such that
t < 0 whenever 0 < t < δ and ∥v − y∥ < δ.
From this we infer that y ̸ = 0 since otherwise we get a contradiction (0 < 0) by inserting v = 0 in (53).
(ii) Conditions (44) and (46) should be replaced, respectively, by the following ones:
t < 0 for all t ∈ (0, δ) and v ∈ B(y, δ),
0 for all t ∈ (0, δ) and v ∈ B(y, δ).
Example 12. Let f : R → R 2 be defined by
Consider the multiobjective optimization problem (17), where
(Here D := R + , C := R and g : R → R is defined by g(x) := −x.) First, let us show thatx = 0 is a strict local Pareto minimizer of order m for any integer m 2. Indeed, we can take U := B(0, 1) and α = 1, then
To verify condition (19), observe that, for each x such that 0 < x < 1, and for each (
and consequently,
This implies that
Next, we have that dg(0; y) exists for all y ∈ R and dg(0; y) = −y < 0 for y > 0. Moreover, K (C,x) = R, and, using equality (27), we compute, for y > 0,
Therefore, for each β ∈ (0, 1), condition (35) holds, i.e. 
Consider problem (17), where
(Here D := R + and C := R 2 .) The pointx = (0, 0) is a strict local Pareto minimizer of order 2. To see this, we can take α = 1/2 and U := B(x, 1), then
+ ; we consider two cases:
(ii) −1 < x 2 < 0, then −x 2 x 2 2 , hence
Conditions (54) and (55) imply that (19) holds with m = 2. We shall verify condition (35). We have K (C,x) = R 2 and dg(x; (y 1 , y 2 )) = − |y 2 | < 0 for y 2 ̸ = 0. Take any vector y = (y 1 , y 2 ) with y 2 ̸ = 0. Then Now, using (22) and (65), we obtain, for each i,
