I. INTRODUCTION
It is the purpose of this research to study several network topologies to find effective methods for interprocessor communication in real-time processing systems. The factors examined include the effect of network topologies and system work load on the overall system performance. Real-time processing constraints such as high data throughput, low information delay, and low variance of the delay time, including limits on maximum delay, are examined to see how they are affected by changes in the above mentioned network specifications.
This work extends previous research in this area in t w o ways. First, it examines the variance of message passing delay in addition to the mean. Secondly, the maximum delay of the system is compared for different topologies and work loads through simulation. It builds upon a network model that has separate queues for links and nodes, and in this way can account for node and link congestion separately.
The three topologies considered in this research are the spanning bus hypercube (SBH), the dual bus hypercube (DBH), and the torus. A queueing model is used for networks of size WD for a.11 three topologies. Results for this model are obtained both analytically and through simulation using the SLAM simulation language.
Section I1 discusses restrictions introduced by the real-time aspects of systems and outlines the three topologies used in this study. Section 111 discusses areas where little work has been performed and indicates how the research presented herein will provide needed insight. Also discussed is the origin of the network model being used in this study. Section IV contains descriptions of the node a.nd link models, the forinula.tion of a.nalytic ca.lcula.tioiis, aiid a discussion of the SLAM siniulation 1a.ngiia.ge. Tlie results obtained froin the analytic eqmtions and SLAM simulations a.re detailed in Section V. Section VI summarizes the results obta.ined in Section V and suggests system cha.ra.ct,cristics t1ia.t are best suited to real-time processing applica.tioiis.
BACKGROUND
This section discusses the restrictions that rea,l-tinie operation place on a network. Descriptions of the three hypercube networlts a.re given with an emphasis on the features of these networks that are important in this research. A. Real-Time System Constraints Real-time systems are different than other systems because of the fact that proper opera.tion of a real-time system is determined not only by t,he actions of the system, but also by the time a t which these actions occur [l] . Thus, knowledge of the timing constraints is a major factor when attempting to choose a communication structurc for a distributed memory system to be used in a rea-timc application [a] . The iinportant chara.cteristics needed for a real-time system are discussed in the following paragraphs.
Average Delay Time -Joseph and Goswaini [3] describe a real-time system as being ma.de u p of a.n environment and a progranimed system t1ia.t measures and attempts to control the sta.te of this environment. As applications for real-time systems are developed for rapidly changing environments, it is necessary for these systems to be able to keep up with these changes. Thus, increasing the speed of a real-time system will increase the number and types of environments in which the system can be implemented. Coupled with the need for increased reaction time is the ability of the system to handle larger environments. As the size of the environment increases, it is necessary to increase the number of sensors and other devices measuring the current state of the environment. For the processing elements to gain a complete picture of the environment's state, it is necessary to quickly pass these measurements to many processors in the system. Thus, it is important for such systems to have a low average delay time for internode communication.
Variance of Delay Time -Although reducing the average communication delay time can help to increase the system performance, it is not the only major characteristic of the communication delay in real-time systems that must be considered. Instead, the success of a real-time systems is more dependent upon predictability than on speed [l] . Since communication delay can greatly affect the predictability of a real-time system, it is important that the variance of communication delay times in the system be small.
Maximum Delay -For some applications it may be sufficient to know only the average and variance of message delay to assure proper operation, but there is also a major emphasis in research concerning real-time computing to develop methods for assuring that tasks are completed within some maximum time requirement [4,5].
B. Topology Descriptions
All of the communication structures studied in this research use the same arrangement of nodes in the system. A typical WD configuration consists of a D dimensional lattice that is W nodes wide in each dimension. The different hypercube topologies do not affect the placement of the nodes in the lattice, but instead affect the placement of communication links between the nodes.
Nodes in a hypercube can be specified by referring to where they are located in this lattice. A node in the corner of the lattice is chosen as the origin.
Next, the orthogonal dimensions of the network are defined starting a t do and ending with dD-l. Coordinates are then assigned to each node by counting the number of lattice spacings that this --Dual Bus HyDercuhe -In an effort to limit the cost incurred by the high level of connectivity in the SBH, and to create a more easily expandable network topology, the DBH was proposed [6, 7] . The DBH is constructed b:y starting with a SBH and then removing selected links.
One dimension is designated as the 0-dimension, and all links in this dimension remain intact. All other directions are called secondary dimensions. First, nodes in the network with do equal to zero are considered. Links connected to these nodes in all directions except for dimension 0 and 1 are removed. Then, nodes with do equal to one are considered. Links connected to these nodes except for dimension 0 and dimension 2 are removed. This process continues where links connected in all but the 0 and the X dimensions are removed for each node in the network, where
The MOD function accounts for cases where W is larger than D-1. In such cases, links in a given secondary dimension are used for more than one value of do. From this equation, it can be seen that only in cases where W is a multiple of D-1 will the number of links in a given secondary dimension be equal for all of the secondary dimensions in the network.
Torus -The torus topology [7] offers the same connectivity as the ISBH, but uses only point-topoint links. This characteristic makes it easier to use fiber optic links with the torus topology. This topology is similar to the SBH, except that each link that connects a string of nodes in the SBH is replaced by a ring of links which connects these nodes one pair at a time. One effect of using only point-to-point links in the network is that a large number of links and connectidns are needed to build the network.
The average distance between two nodes in the network also increases in the torus topology as compared to the SBH. This large number of links, though, is also advantageous in that the number of messages the network can carry without saturating the links is increased.
PREVIOUS WORK
Numerous studies have been performed that relate mean message delay time, but not the variance, in a distributed memory computing system to a wide variety of parameters.
This section discusses results found in previous research and comments on effects reported in such research that are relevant to the research described in this paper.
A. The Network Model
The network model used in this research extends a model proposed by Protopapas and Denenberg [8] . This model was created to demonstrate that it is necessary to consider not only the transmission time of messages on links, but also the effects of message processing time in the overall message delay. The significance of the node processing time was found to be a function of the ratio of the node to link processing rates, the lengths of the messages, and the topology. The consideration of the variance of the delay contained in this paper is an extension to Protopapas's research.
B. Performance Modeling
Reed and Schwetman discuss the costperformance bounds of multicomputer networks [9] . Using bottleneck analysis, Reed examines the portion of the network with the poorest performance, and then bounds the overall network performance by this result. The study of variance performed herein is related to such an analysis. The effect of a long message delay in any part of the network will be more pronounced in the second moment of the delay time than the first, and thus the effects of a system bottleneck are more apparent in the variance of the message delay than the mean. Reed and Grunwald [7] measure performance using such parameters as the bound on the message completion rate, the internode distance, and average message delay.
Their model exposes how the efficiency of a communication network is highly dependent upon the typical message lengths used in the system. Another important point is that the amount of parallelism in a system that will optimize performance is highly dependent upon the communication topology of the system. Reed and Grunwald did not address delay variance.
I h s k a l et. al. [10, 11] present calculations for the delay variance in multistage interconnection networks for shared memory multiprocessors. The queueing effects of such networks have similarities with the queueing models of single stage distributed memory computers. The work of Krusltal, et. al. demonstrates the ability of queueing models to accurately predict the mean and variance of system delay in parallel processing systems and that accurate results can be obtained even after simplifying assumptions are made to limit the complexity of the final analytic equations. Also, their work explains that the performance of a parallel machine is not based solely on average system delay since a large variance in delay can greatly hinder a parallel machine's performance. Abdalla and Midkiff [la] examine the performance of multicomputer networks based upon the average end-to-end delay and the maximum system throughput. Their work does not consider variance. Their research extends the model of [8] to examine interconnection networks for both packet and virtual cut-through routing, and for both pointto-point and bus communication links.
IV. METHODOLOGY
This section discusses the queueing structures used to model the network, the techniques used to formulate analytic approximations of network delay, and the use of SLAM to model networks.
A. The Network Model
It is possible to construct all of the networks under consideration out of the basic units of a link model and a node model. The key feature of these models is that they allow the effects of link and nodc congestion to be considered separately, and thus arc suited for research that attempts to isolate t,lie causes of delay in a message passing network.
Assumptions -To model the network topologies, it is necessary to make assumptions about the system being represented. The networks chosen for study are distributed memory net,works that use message passing to communicate between processors. The networks considered contain WD nodes, and numerical results are reported for 64-node networks with WD = 43. Other assumptions made about the networks are outlined below. . Infinite buffers at all nodes and links 6. First-come-first-serve node and link service 7. The system is in steady state Exponentially distributed message generation times are appropriate for a network that has a large number of independent sources generating messages [8, 13] . Fixed node service time, exponential message lengths, and first-come-first-serve service are inherited from the network model proposed by Denenberg [8] . Infinite buffering is an assumption commonly made in queueing models [13, 14, 15] . The uniform distribution of message origins and destinations are commonly employed in hypercube network models [7, 15] .
Tranonut "%--J Figure 1 . Messages arrive a t the node either from the set of K links attached to the node or from the node's internal processor. The rate a t which processors generate messages is A , . Arriving messages are stored in a queue while they await service.
The variable A, , represents the total arrival rate of messages from all sources. Messages in the queue are processed by the node, including preparing the message for transmission and calculating its next destination. A fixed node service time, l/pN, independent of message length, is used. When a message is finished a t the server, it is passed on to one of the K links exiting the node or, if the message is at its final destination, to the local processor. As the topology changes, the only part of this model that changes is the number of links, K, connected to each node.
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B. Analytic Calculations
Equations for the mean and variance of the message passing delay time can be derived using the model. These equations are derived by assuming the system is in steady state and examining the queues and servers in the model in a piecemeal fashion. Initially, the equations for delay in the basic components are presented, and then a description of how these equations are put together to provide analytic results for the mean and variance of message delay is given. The node server utilization is
--
The total time for a message at the node, TR, is equal to the time the message spends waiting in the queue, TNW, plus the node service time. Since the service time is constant, the variance of T R is equal to the variance TNW. The equations for the mean and variance of the message delay are Queueing Network Calculations -Each node creates messages at exponentially distributed time intervals with an average rate of A , . A newly created message is passed to a node queue where it incurs a delay as it awaits service. If the node detects that the message has reached its destination, the message will be removed from the network. Otherwise, the node will select the link to which it should pass the message. Upon exiting the node, the message will enter a link queue and await service at the link. The message eventually reaches the link server and is delayed an exponentially distributed amount of time which represents time needed to transmit a message with an exponentially distributed length. When transmission is complete, the message arrives a t a node queue and this process is repeated. From this cycle of events, it can be seen that a message initially incurs a routing delay a t the node in which it is created, and then incurs both a transmission and routing delay a t each link-node pair it passes through as it hops through the network. Typical message delay can be calculated by examining how many hops the message must take and then examining the delay that the message will undergo for each hop.
Analytic Equations for SDanning Bus
Hypercube -T o study the traffic in any of the topologies, it is first necessary to examine the number of hops, 6, a message needs to take from it8s source to its destination. coordinates that can be reached in n hops divided by total number of nodes that the message can be transmitted to, i.e. the number of noclcs in the network minus the node that originates the message since nodes do not transmit messages to themselves. Thus, the probability that a message will require n hops is
From this equation and the fact that the maximum distance between any two nodes in a SBH network is D, the first and second moments of 6 are Using the values for A, and A , , calculated in equa.tions 17 and 19 respectively in the basic queueing calculations of Equations 1 through 9, the average end-to-end message delay is To find the variance of the end-to-end delay, some simplifying assumptions are made. All of the terms in the equation used to calculate the T F E are assumed to be independent. Because E [&] exists in each of these terms, this independence is not exact. If all terms are independent, then the variance of the end-to-end delay is equal to the sum of the variance of all of the terms in this equation. Again, using Equations 1-9, the variance of delay is 'TEEz= u2 + u 2 + u 2
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Ea.ch of the terms of this equation is calculated below.
Analytic Equations for the Torus -The equations for the mlean and variance of message delay for the torus are the same as for the SBH except for the underlying terms representing the traffic rates and the number of hops.
For the torus the message hop probability can be determined for specific values of W and 0 by calculating the number of hops needed to reach each node in the network from node (OIOl...lO) and dividing the number of nodes that are a given distance away by the number of nodes in the network minus one. From these results, it is possible to calculate the first and second moments of 6 in the same manner used for the SBH.
The total traffic rate of the network is As with the SBH, t,ra.ffic will be uniform in the network so the traffic rate on each link becomes Each link is attached to two nodes, so the rate of traffic on a given link going to a specific node is given as Each node has two links attached to it in each of D dimensions, and each node generates messages itself. Thus, the total rate of traffic at the node queue is
All calculations for the end-to-end delay and the variance of this delay are the same as for the SBH except that equations 29 and 31 are used to calculate the link and node traffic rates instead of equations 17 and 19.
Analytic Equations for the Dual Bus HvDercube -The DBH calculations are more complicated than those above because the traffic in the DBH is not uniform. Links in the primary dimension must be considered differently than links in the secondary dimension. These analytic results require that W is a multiple of D-1 so that traffic on all of the secondary links is equal. It is necessary to calculate 6,, the number of hops on primary links, and 6,, the number of hops on secondary links, separately. 6 equals 6, plus 6,. The necessary first and second moments of these three variables are
where Si is 6, 6,, or 6,.
These values are used to calculate the total traffic rate on primary and secondary links as shown below.
(34)
The number of primary and secondary links in a DBH network are given by Thus, the link traffic rates become
Each node in the network receives messages from one primary link, one secondary link, and from its local processor. Thus, the traffic rate into each node in the network is given by
The end-to-end message delay is calculated in the same way as the other two topologies except that there is an extra term to account for the two different types of links which exist in the network. Calculations for the link queue given in Equations 1 through 5 are performed in the same fashion as was explained earlier, but they are done once for each type of link. Thus, the mean end-to-end delay equation is
The link and node traffic rates obtained from Equations 38 through 40 are used to calculate the basic queueing delays that are given in Equations 1 through 9. With the assumption that all terms are independent, the variance of the end-to-end delay is where u 2 u 2 and 0' are calculated TR' 6~~' S T L S using the equations presented for the SBH and 
V. RESULTS
The model proposed in Section IV is used to obtain both analytic and simulation results for each of the topologies and protocols discussed in this research. These results are analyzed to determine the performance characteristics of the three topologies under consideration.
To make the results obtained in these simulations both informative and tractable, it is necessary to hold several system parameters constant. The size of the networks simulated is set to WD = 43. For these simulations, time is normalized to the average time between the creation of messages at a given node. Thus the message generation rate at each node in the network is A, = 1.0. The traffic level in a system is measured by the node and link utilization. Based on the Intel iPSC and NCUBE machines, the ratio of the node processing rate to the link processing rate is chosen to be 2. With these values for A, and the node to link processing ratio, utilization ratios of the link and node servers in the model, pL and p N , will vary from approximately 0.1 (light load) to 1.0 (saturation) as the link service time is varied from 0.05 to 0.4. Modifications of these base parameters are made to test how performance is affected.
The first results are obtained by setting the node service rate to twice the link service rate. Figures 3,  4 , and 5 are plots of the mean, standard deviation, and maximum delay time, respectively, versus the average link service time. Results for the mean and standard deviation of delay are obtained both analytically and through simulation, and results for the maximum delay are obtained only through simulation. These plots show that the analytic results are in cIose agreement with the simulation results.
The torus outperforms the SBH for large link service times based on all three criteria. As the link service time decreases from 0.2 to 0.13, the SBH performance improves and overtakes the torus's performance in all three categories. As the link service time decreases past 0.8, the DBH begins to show a smaller maximum delay than does the torus, but the torus continues to hold an edge over the DBH in both the mean and standard deviation of delay.
The links in the torus are used by only two nodes, whereas links in the SBH and DBH are used by four nodes. Thus, when the link service time is large, the links of the SBH and DBH saturate faster than those in the torus. As the link service time decreases, the congestion on the links decreases, and this advantage of the torus is not as significant. The number of hops the messages must take from source D to destination then becomes apparent. For a W = 43 network with uniform distribution of traffic, the average number of hops is 2.29 for the SBH, 2.86 for the DBH, and 3.05 for the torus. Thus, as the link service time decreases,, the performance of the SRI3 overtakes the performance of the torus. As the service time decreases further, the effects of link congestion in the links of the DBH are alleviated, and its performance approximates that of the torus. It should be remembered that as the link seivice time decreases, the node service time decreases accordingly to maintain a 2-to-1 node to link service rate ratio. Thus, in addition to link congestion, node congestion is also occurring in the system. Because each of the topologies contains a single node server for each of the 64 system nodes, the iiiajor factor affecting node service t itlies is the number hops that each message niiist take. The niore hops a message must take, the more node processing time must be spent 011 the message.
To see how large the effects of the node processing are in the above systems, the message delay for the above topologies is examined for a system with a node to link service rate ratio of 4-to-1. Plots for the mean, standard deviation, and maximum delay are contained in Figures 6, 7 , and 8, respectively. The pfot of the maximum delay i n Figure 8 shows very little change from the plot of Figure 5 . Similarly, the standard deviation of the delay time for a 4-to-1 node to link service rate ratio is nearly equal to what it was for a 2-to-1 ratio. Thus, it can be concluded that for a 2-to-1 ratio, the standard deviation and the maximum delay were most significantly afrected by link congestion. It should be noted, however, that changing the size of the network could significantly affect where bottlenecks in the system occur.
The mean delay time for a 4-to-1 ratio is, however, different than the mean for the 2-to-1 case. Whereas in the 2-to-1 case the mean delay of the torus and SBH topologies bkcame equal at a link service time of approximately 0.15, in the 3-to-1 case this equality is achieved a t a value of approsimatcly 0.12. Of particular note is that the link service time value a t which the mean message delay of the two . topologies becomes equal changed despite the fact that the link service time value at which the standard deviations of the message delay became equal remained unchanged. This shows that one factor that was limiting the performance of the torus in the 2-to-1 ratio case was the additional amount of node processing that the torus had to perform because messages in the torus require a larger number of hops. It also shows that measuring the performance of a topology solely by the mean message delay does not necessarily account for second order effects that may occur in the system.
VI. SUMMARY
The analytic and simulation results of this research reveal many interesting aspects that affect the design of real-time systems.
The results obtained analytically from the equations proposed in Section IV are in close agreement with the results obtained from simulations in Section V. Results obtained from the analytic equations also demonstrate the degree to which changes in the service rates of the system affect the message delay.
The three network topologies examined in this research show that the torus and SBH topologies are well suited to certain applications.
The torus performs effectively over a wide range of link service times, but the SBH performs better than the torus for short service times. The DBH is seen to have a poorer performance with respect to message delay than both the torus and SBH. Before evaluating the relative worth of the DBH, SBH, and torus, however, it is necessary to examine the cost versus the performance of the topologies and determine if the cost savings of the DBH counteract its performance liabilities.
