Using the formal reduction by a method of deformation of orbits under the adjoint representation of GL(n, C), we have proved the existence and uniqueness (up to equivalence under GL(n, C)) of a formal canonical form of systems of singular linear difference equations. In this paper we study the stability of the irregular part of the canonical form under perturbation of the matrix coefficients.
Introduction and Notations.
The formal reduction of singular linear difference systems or of difference equations is studied in many ways: Formal classification, canonical forms or formal solutions (see [9] , [4] , [8] , [2] , [3] ). One of the approaches is the reduction to canonical forms given in [3] by using the method of Babbitt and Varadarajan [1] for singular differential systems. We study in this paper the stability of the canonical forms of singular linear difference systems. Similar results for singular differential systems can be found in [1] or [7] .
We shall use the following notations. Let K = C((1/x)) be the field of formal power series with coefficients in C. φ is the C-automorphism of K defined by φ(x) = x + 1. For q ∈ N * , x 1/q is a fixed root of y q = x, O q = C[[x −1/q ]], K q = C((x 1/q )) and K = q∈N * K q is the field of formal Puisieux power series over C. φ can be extended to K by φ(x 1/q ) = x 1/q (1 + x −1 ) 1/q . Let a ∈ K q be nonzero, then it can be written in the form
where k is an integer. We write ord(a) for k/q, (ord(0) = +∞). For A ∈ gl(n, K q ), A = 0, we define ord(A) = max r q | r ∈ Z, A ∈ x −r/q gl(n, O q ) and ord(0) = +∞.
We consider systems of linear difference equations of the following type φ(u) = Au (1) where A ∈ GL(n, K q ), q ∈ N * . One can write
A r+j x (r+j)/q ∈ GL(n, K q ) (2) where r ∈ Z, A r+j ∈ gl(n, C) and A r = 0.
Recall ( [3] ) that a matrix A or its associate system is said of level 0 if
of level ≤ 1 if
A r+m x (r+m)/q , r ∈ N * , 1 ≤ r < q, A r = 0, (3) where I denotes the n × n identity matrix.
Let T ∈ GL(n, K q ). The changeũ = T u transforms the system (1) to φ(ũ) =Ãũ whereÃ
We shall say that the matrices A,Ã (or the corresponding difference systems) are equivalent (under GL(n, K q )). We recall (cf. [3] ) the definition of a canonical form for a matrix or its associate linear difference system. Definition 1.1. Let p ∈ N * . We shall say that a matrix B ∈ GL(n, K p ) is in canonical form if B = 1
We make the convention that for j
α .
We will call 1
the irregular part of the canonical form. The aim of this paper is to study the dependency of the irregular part in the canonical form of a singular linear difference system on the matrix coefficients A r+j .
In [3] we have proved that for any matrix A ∈ GL(n, K q ) there exist some p ∈ qN * and T ∈ GL(n,
is in a canonical form and its irregular part is unique up to equivalence in GL(n, C). It is based on the formal reduction using the method of Babbitt and Varadarajan [1] , i.e., the method of deformation of orbits under the adjoint representation of GL(n, C) in the nilpotent case of the leading matrix.
Recall that a canonical form for a matrix (or the associate difference system) of level ≤ 1 is in the form:
are nonzero diagonal matrices, 0 < r 1 < · · · < r k are rational numbers and the matrix C commutes with the matrices D j (1 ≤ j ≤ k). According to the convention of Definition 1.1, for k = 0 the canonical form is reduced to I + Cx −1 . The canonical form of level ≤ 1 is similar as in the differential case (see [1] ). But for general difference systems the canonical form is more complicated.
We study in this paper the stability of the irregular part of the canonical form of a matrix or its associate linear difference system under perturbation of the matrix coefficients. A perturbed system of (1) is
with N ∈ N * and P ∈ gl(n, O q ), i.e., ord(P ) ≥ 0. Note that in [2] the first author of this paper has studied similar problems for formal solutions. More precisely it is proved that the irregular part in a fundamental matrix of formal solutions of difference systems associated to a matrix of level ≤ 1 (resp. of general systems) depends only on A r , A r+1 , . . . , A r+n(q−r)−1 (resp. A r , A r+1 , . . . , A r+ν+nq−1 ) where ν denotes the integer such that We shall prove, by using the method of [1] , similar results on canonical forms for these two difference systems. More precisely, we will prove in Section 3 that for systems of level ≤ 1, if N ≥ n(q − r), the two systems (1) and (4) have the same irregular part in their canonical forms. This result is similar to the differential case [1] . In the general case the situation is more complicated and is considered in Section 4. Basing on the method of [1] for differential systems, we use also frequently the formal reduction procedure of linear difference systems presented in [3] . We state some of the results of [1] and [3] in Section 2 for the use in the sequel.
Preliminaries.
We present now some preliminary results which will be used in the next sections (see also [1] and [3] ).
For T ∈ GL(n, K q ) we define the lag (see also [1] ) of T as
Therefore if one controls the lag of a transformation matrix T , then one controls the first terms in the transformed system T [A].
One has immediately the following properties (see also [1] , p. 10-11):
If H is semi-simple in gl(n, C) with eigenvalues in Q, it is immediate that
We then have (cf. [1] , Proposition 1.2). Proposition 2.1 ([6] , [1] ). Let Y be a nonzero nilpotent in G; then we can find H, X ∈ sl(n, C) such that H is semi-simple, X is nilpotent and
Proposition 2.2 ([1]). Let Y be a nonzero nilpotent and (Y, H, X)
a stan- dard triple. Let Z ∈ G X , Z = 0. Suppose that Y + Z is nilpotent. Then d(Y + Z) > d(Y ).
For a standard triple (Y, H, X), we have
. . , Z n 2 } of G with the following properties:
In particular
We need also the following lemmas.
Lemma 2.1 ([3]).
Let a matrix A ∈ GL(n, K q ) be in one of the following forms,
where
such that A r = A r and
A r+j 
in the case (II).
Corollary 2.2 ([3]). Let notations be as in the above lemma. Assume that
A r is nilpotent and (A r , H, X) a standard triple. Let L = G X and let m ≥ 2 be an integer. There exists
Lemma 2.2 ([3]
). Let a matrix B ∈ GL(n, K p ) be in the form
where the D j ∈ gl(n, C) are diagonal matrices, C ∈ gl(n, C), ord(R B ) > 1.
Then B is equivalent to a canonical matrix of the form
3. Difference Systems of Level ≤ 1.
We consider at first, as in [3] , difference systems of level ≤ 1, i.e., systems (1) with matrix A in the special form (3):
We will prove, using the method of [1] , that the irregular part of a canonical form of difference systems of level ≤ 1 is determined by the matrices A r , A r+1 , . . . , A r+n(q−r)−1 . Similar result for formal solutions has been proved in [2] by a different method.
Recall (cf. [3] ) that a canonical form for matrices of level ≤ 1 is in the form:
for some p ∈ N * and the irregular part of this canonical form is I +
If A is of level 0, the irregular part in its canonical form is reduced to I.
Since the irregular part is the first terms of a canonical form, from (5) one needs to make normalizations by matrices with convenient lags. The following proposition shows that, by a transformation matrix with a lag not exceeding a certain number, a difference system of level ≤ 1 with nilpotent leading matrix can be converted to a new one with non nilpotent leading matrix. A r+j x (r+j)/q ∈ GL(n, K q ) with A r = 0 be of level ≤ 1, i.e., 1 ≤ r < q. Then we can find a matrix U ∈ • GL(n, K p ) for some p ∈ qN * and 1 ≤ s ≤ p, such that:
Proof. If A r is not nilpotent then the proposition is true with s = r, p = q and U = I, σ(U ) = 0.
If A r is nilpotent we prove it by downward induction on d(A), the dimension of the GL(n, C)-orbit of A r .
Let (Y, H, X) be a standard triple with Y = A r . We apply at first the Corollary 2.2 (for the case (I)) with m = Λ(q − r). Recall that
and σ(T ) = 0 according to the property (ii) of Section 2.
We can write
Define α = min{q − r, β} and S = x αH/(2q) . It is clear that β > 0, α > 0. According to (7) , σ(S) ≤ (Λ − 1)α/q ≤ (n − 1)α/q. Since tr(H) = 0, S ∈ • GL(n, K p ). According to (6) we have, 
The next proposition proves that for a system of level ≤ 1 one can obtain the irregular part of a canonical form with a transformation matrix whose lag is not greater than the number (n − 1) 1 − r q .
Proposition 3.2. Let A be as in the above proposition. Then we can find a matrix
(1) there exists a canonical form Proof. We prove the proposition by induction on n. For n = 1 one can take U = 1. Suppose n > 1. We assume the assertion in dimension < n.
Assume at first that A r has at least two distinct eigenvalues. By applying the Corollary 2.1 we obtain a matrix T = 
and U [A ] verifies the condition (1). We now check that ord(U [E]) > 1 by using (5):
Then U = U T A has the claimed properties. We now consider the case where A r has a unique eigenvalue, A r = ωI + Y where Y is nilpotent. We proceed by induction on the number k = k(A) in the canonical form. If this number is 0 then by the above proposition one can find a matrix T ∈ • GL(n, K p ) for some p ∈ qN * such that σ(T ) ≤ We may thus suppose that k ≥ 1. If ω = 0 then let A = (1 + ωx −r/q )Ã. We have k(Ã) < k(A). Therefore the induction hypothesis is applicable tõ A and proves the proposition for A.
Suppose now that ω = 0 so that A r = Y is a nonzero nilpotent matrix. Let U 1 be chosen to satisfy the conditions of Proposition 3.1 for some p * ∈ qN * . Then
. Either A * is of level 0 in which case s = p the proof is thus finished or A * s is not nilpotent which we consider in the following.
If A * s has at least two distinct eigenvalues, the earlier result allows us to find a matrix
and U * [A * ] has the property (1). If U = U * U 1 , then one has immediately the second assertion:
If A * s has a single eigenvalue ω * (which should be nonzero), one can write
The induction hypothesis applied to the matrix
gives a matrix U * * having properties (1) and
As before we take U = U * * U 1 and note that σ(U ) ≤ (n − 1) 1 − r q . The proof is thus complete.
Let A ∈ GL(n, K q ) be a matrix of level ≤ 1 as in the above propositions. We denote by Ω(A, m) the set of matrices B ∈ GL(n, K q ) of the same form as A with B r+j = A r+j for all 0 ≤ j < m, i.e., B ≡ A(mod x −(r+m)/q ). (5) we have 
Corollary 3.1. Let notations be as in the proposition
] , proving the second statement.
According to Lemma 2.2, the canonical form of
where only the matrix C may be different from C A of A cano . The following theorem is now immediate. As a consequence of this theorem, for systems of level ≤ 1, the irregular part in a fundamental matrix of formal solutions depends only on the matrix coefficients A r+j , 0 ≤ j < n(q − r) (see also [2] ).
General Difference Systems.
We now consider general difference systems of the form (1) . We study at first as in the preceding section the nilpotent case, i.e., the case where the leading matrix A r is nilpotent. We prove that for N ≥ 2ν + nq the two difference systems (1) and (4) have the same irregular part in their canonical forms. 
Remark. A quasi-canonical form of a matrix of level ≤ 1 is simply a matrix of the form A cano + R A where A cano is a canonical matrix of the form (8) and ord(R A ) > 1. It is clear that the matrices B and B have the same irregular part according to Lemma 2.2. At first we prove in the following proposition that one can always reach a non nilpotent leading matrix by a transformation with a convenient lag. A r+j x (r+j)/q ∈ GL(n, K q ) with r ∈ Z, A r = 0.
Let ν be the integer such that ν q = ord(det x r/q A). Then we can find a matrix U ∈ • GL(n, K p ) for some p ∈ qN * so that
Proof. If A r is not nilpotent then s = r, p = q and U = I, σ(U ) = 0. If A r is nilpotent we prove it by induction on d(A r ), the dimension of the GL(n, C)-orbit of A r . Let Y = A r and (Y, H, X) a standard triple. We apply at first Corollary 2.2 (for the case II) with m = νΛ + 1. We have
and σ(T ) = 0 according to the property (ii) of the Section 2. Let A = T [A]. Then
with A r+j ∈ G X for j = 1, . . . , νΛ. Furthermore for j ∈ N * , A r+j only depends on A r , . . . , A r+j .
Write
We claim that E = ∅ and inf E ≤ ν since det( ν j=0 A r+j x −j/q ) = 0. Let β = inf E > 0 and S = x βH/(2q) . By (7), σ(S) ≤ (Λ − 1)β/q. According to (6) ,
Write β = r q with r , q ∈ N * . Recall that 0 < β ≤ ν. For all j > νΛ and
More precisely, with r = 2(q r + r ), q = 2q q,
The summation is over the (nonempty) set
Since H is semi-simple and tr(H) = 0 then S ∈ • GL(n, K p ) and we have also 
A verifies the assertion (1). Withν = ν the second assertion follows from
The induction hypothesis is applicable to A . One deduces the existence of
has the property (1) and
The next proposition shows that one can obtain the irregular part of a canonical form by a transformation matrix with a lag not exceeding a certain number that depends only on n, q and ν. 
Proof. If r = 0 one considers x r/q A in the place of A. Then we can assume that r = 0. We prove the theorem by induction on n. It is trivial for n = 1. Suppose n > 1. We assume the assertion in dimension < n.
Assume that the leading matrix A 0 has at least two distinct eigenvalues. Then according to Corollary 2.1, there existsT = 
