The possibility to generalize the notion of a linear recurrent sequence (LRS) over a commutative ring to the case of a LRS over a non-commutative ring is discussed. In this context, an arbitrary bimodule over left-and right-Artinian rings and , respectively, is associated with the equivalent bimodule of translations , where is the multiplicative ring of the bimodule and is its center, and the relation between the quasi-Frobenius conditions for the bimodules and is studied. It is demonstrated that, in the general case, the fact that is a quasi-Frobenius bimodule does not imply the validity of the quasiFrobenius condition for the bimodule . However, under some additional assumptions it can be shown that if is a quasi-Frobenius bimodule, then the bimodule is quasi-Frobenius as well.
Introduction
This work is an amplification and a rethink of the talk [30] ; it is concerned with the problem of generalization of the notion of linear recurrent sequence (LRS) to the case of non-commutative rings. The problem consists in the following: as is known, in the commutative case, an LRS over the ring is defined as a sequence of the form ( + ) = −1 ( + − 1) + ⋅ ⋅ ⋅ + 0 ( ), ∈ N 0 .
(1.1)
In the non-commutative case an LRS can be defined as a sequence of the form ( + ) = −1 ( + − 1) −1 + ⋅ ⋅ ⋅ + 0 ( ) 0 , ∈ N 0 , (1.2) where the elements −1 , . . . , 0 , ( ) ( ∈ N 0 ), −1 , . . . , 0 , in general, need not belong to the same algebraic structure. For example, we can consider a bimodule and take −1 , . . . , 0 ∈ , ( ) ∈ ( ∈ N 0 ), −1 , . . . , 0 ∈ . Then we arrive at the notion of an LRS over a bimodule, which reduces to the notion of an LRS over a ring when = = .
The approach mentioned above has two disadvantages. First, in the commutative case, the study of linear recurrences is usually reduced by introducing the notion of the minimal polynomial to the study of algebraic and combinatorial properties of polynomials in the ring [ ].
Since for many classes of commutative rings the ring [ ] is well known, this approach can be used to obtain meaningful results concerning properties of LRS. But as for the sequence (1.2), the characteristic polynomial and all the more the minimal polynomial can hardly be defined, and in this case the LRS investigation technique described above is scarcely applicable. Second, an LRS is usually treated as a sequence obeying a linear recurrence law. If at least one of the rings or is non-commutative, then the recurrrence (1.2) is not linear over the bimodule , and for this reason a sequence of this kind cannot be considered as a linear recurrent sequence to the full extent.
This problem dates back to the 1990s, when A.A. Nechaev looked for a correct way to generalize the notion of a linear/polylinear recurrent sequence from the case of commutative rings to the case of non-commutative rings and bimodules [26, 27, 28, 22, 29] .
We note at the same time that in the papers mentioned above it was established that the desired noncommutative ring, module, or bimodule must satisfy the quasi-Frobenius property [14] , that is, meet a number of natural conditions imposed on the lattice of ideals and submodules. We note that almost all the modules under study are quasi-Frobenius modules. For example, such is any free module over the Galois ring.
Next, one of the possible ways to introduce the notion of linear recurrences consists in the following [9] . Let be an arbitrary bimodule. The left translation [9] generated by the element ∈ is the mappinĝ :
→ defined by the rule( ) = for all ∈ . The right translation [9] generated by the element ∈ is the mappinǧdefined by the rule( ) = for all ∈ . It is evident that̂∈ End( ) = End( Z ) anď∈ End( ). The subrinĝ= {̂| ∈ } of the ring End( ) is called the ring of left translations. Accordingly, the rinǧ= {̌| ∈ } is called the ring of right translations.
Recall that rings ( , +, * ) and ( , ⊕, ⊗) are said to be inversely isomorphic or antiisomorphic [3] , if there is a ring isomorphism ≅ , where = ( , +, * ) and the operation * : × → is defined by the rule 1 * 2 = 2 * 1 , 1 , 2 ∈ .
It is easy to see that if the module is faithful, then the rings and̂are isomorphic. Similarly, if the module is faithful, then the rings anďare inversely isomorphic.
Lemma 1. For any bimodule the relation̂∩̌= Z() ∩ Z() holds, where Z() and Z() denote the centers of the ringŝanďrespectively.
Proof. According to the associative law ( ) = ( ) the elements of the ringŝanďcommute with each other. Hence, any element ∈̂∩̌lies both in Z() and in Z(), which means that̂∩̌⊂ Z() ∩ Z().
The inverse inclusion is obvious.
The ring =̂∩, which is commutative by virtue of Lemma 1, is called [9] the common center of the rings and with respect to the bimodule . Denote by :̂→ the isomorphism defined by the rulê → , and by :̌→ the inverse isomorphism between the ringšand defined by the rulě→ . Then ( ) < Z( ), ( ) < Z( ). Moreover the bimodule can be endowed with the structure of a ( , )-bimodule satisfying the identities ⋅ = ( ) , ⋅ = ( ), = . Recall [11] that the tensor product of the ringŝanďover the ring is the set of formal expressions ∑ ( ) ⊗ with naturally defined operations of multiplication by a scalar, multiplication and addition. The tensor product of rings over is a ( , )-bimodule.
On the ( , )-bimodulê⊗̌there is an associative multiplication operation [11 The ring of translations of the bimodule [9] is the ring generated in the ring End( ) by the union of the ringŝand. This object is also referred to as the 'multiplication ring'. Proof. To prove the first assertion it suffices to notice that the elements of the ringŝanďcommute with each other. The second claim follows from the fact that is a faithful module.
In [9] the bimodule was called the canonical bimodule for the bimodule . In what follows we always use the term bimodule of translations instead of the term canonical bimodule. Now a linear recurrent sequence over the bimodule can be defined [9] as a mapping : N 0 → for which there exists a monic polynomial ( ) = − ∑
−1 =0
∈ [ ] such that for any ∈ N 0 we have
In order that the classical properties of linear recurrences may be generalized to the situation considered above, the bimodule should be a quasi-Frobenius bimodule. This is because of the fact that only in the case where the original bimodule is quasi-Frobenius there exists a one-to-one correspondence between the LRS-families and the unitary ideals in the rings [ ] and [ ] annihilating them [20] .
Recall that according to the definition given in [14] a left-and right-faithful bimodule over rings and with identity elements is called a quasi-Frobenius bimodule if for any maximal left ideal of the ring the right annihilator ( ) = { ∈ | = } is either an irreducible -module or a zero module, and for any maximal right ideal of the ring the left annihilator ( ) = { ∈ | = } is either an irreducible -module or a zero module. Here and in what follows denotes the identity element of the group ( , +).
However, by the time of preparing the paper [9] nothing was known about the relation between the quasiFrobenius property of the bimodule and of the bimodule . It was even not known whether they were related at all. The original conjecture was formulated in the following way.
Conjecture 1 ([9]). If the bimodule is an Artinian context of Morita's duality, then the bimodule of translations
is an Artinian context of Morita's duality as well.
In the next years a lot of attempts were made to prove this conjecture until it was finally disproved in the general case (Theorem 2); it was also shown that under some additional conditions imposed on the bimodule the inverse implication holds (Theorem 1). For this reason, linear recurrences over bimodules were finally introduced by Kurakin's approach [18] based on the results of the paper [20] .
At the same time, the results of our paper are not entirely negative and have a certain continuation: Theorem 1 served as the basis for introducing the notion of a matrix linear recurrence [19, 31] , and Theorem 2 gave rise to the notion of skew linear recurrent sequences over Galois rings [16] .
Moreover, Theorem 2 suggests that over the class of -rings skew LRS may be adequately defined (with a perspective of further investigation) only in the case of the subclasses of Galois rings and Galois-Eisenstein rings. Over the first class skew LRS are already defined and have been studied for quite a long time. At the same time, defining and studying skew LRS over Galois-Eisenstein rings is our further purpose.
It should be noted here that the second author did not succeed in finding papers on the same subject devoted to the study of the relationship between the quasi-Frobenius property of the original bimodule and of the bimodule over the multiplicative ring and the center (the ring of translations and the common center). Therefore, the results of this paper should be considered quite novel. Now let us formulate and prove the main results of this paper. For the sake of self-sufficiency and completeness of our presentation we recall some definitions [3] The notion of basic algebra is defined below by formula (2.5).
Algebras , ∈ B( ) satisfying these conditions are said to be equivalent. The equivalence class of the algebra is denoted by [ ].
The set B( 
Here by
we denote the set of rectangular × -matrices with entries in under conventional matrix multiplication by matrices from , and , respectively. Evidently, , , , is a bimodule. The converse of Item III of Theorem 1 is not true even in the finite case. An appropriate example may be constructed in the class of -rings [6] . By definition a ring is called a Galois-Eisenstein-Ore ring (or a -ring) if it is a finite completely primary principal ideal ring (that is, the ring contains a unique (one-sided) maximal ideal p( ), which in this case coincides with the Jacobson radical ( ) of the ring , and every one-sided ideal of the ring is principal). A commutative -ring is called a Galois-Eisenstein ring [6] .
Without loss of meaning a Galois-Eisenstein ring may be called a finite commutative ring of principal ideals, however, in the case of -rings such formulation (without mention of commutativity) causes ambiguity.
An arbitrary -ring of characteristic contains a Galois subring = ( , ) [21, 32] . All ring of this kind are conjugate in . The ring is called the ring of coefficients for .
Theorem 2. (a) For any -ring the bimodule is quasi-Frobenius. (b) Let be a
-ring with the ring of coefficients = ( , ), where > 1 and (log , ) = 1.
Then the bimodule of translations of the quasi-Frobenius -bimodule is a quasi-Frobenius bimodule if and only if is a
-ring.
Preliminaries
In the proof of the assertions formulated above we use a number of definitions and facts related, first of all, to various characterizations of quasi-Frobenius bimodules. The most thoroughly investigated class of quasiFrobenius bimodules is the case where the rings and are left-and right-Artinian, respectively, which means that they satisfy the descending chain condition for left (right, respectively) ideals. In the monograph [12] is a division ring isomorphic to the rinḡ̄̄=̄̄, and the rinḡis a full matrix algebra of finite degree over the division ring . Moreover, the modules̄̄, = 1, , exhaust all irreducible -modules up to isomorphism.
Similarly, an idempotent element , ∈ 1, , of the ring is said to be primitive if the left ideal̄̄of the rinḡis irreducible as a left-module. Idempotent elements̄,̄∈̄are said to be isomorphic if the left-modules̄̄and̄̄are isomorphic. Similarly, idempotnet elements , ∈ are said to be isomorphic if the left -modules and are isomorphic.
Thus,̄, = 1, , are all nonisomorphic idempotent elements of the ring. For every = 1, there is an idempotent element such that the elements , = 1, , are all nonisomorphic primitive idempotent elements of the ring and [2, Proposition III.8.5] the identity of the ring can be respresented as a sum of primitive orthogonal idempotent elements
where each idempotent element , is isomorphic to the idempotent element (that is, by definition, , ≅
). Decomposition (2.1) induces a decomposition of the ring into a direct sum of undecomposable left ideals: Actually, the facts formulated above constitute the standard proof of the Molin-Wedderburn-Artin theorem [13] , but we find it necessary to mention them here to make our presentation self-contained.
Recall that for an algebra with unity the basic algebra is the algebra of the form one-to-one Galois correspondences between the set of two-sided ideals of the ring , the set of ( , )- 
Lemma 2. Any Artinian duality context satisfies the relation Z() = Z().
Proof. By Theorem 3(2) we havê= End( ). Since any element ∈ Z() lies in End( ), we have Z() ⊂̂and, therefore, Z() ⊂ Z(). The inverse inclusion is established similarly. Assume that the right -module contains no smallest submodule. This means that the module contains at least two distinct irreducible submodules and . Then the module Consequently, by Item (4) of Theorem 3, the bimodule is quasi-Frobenius. The inverse implication is established by the same arguments, but the line of reasoning goes backwards.
Proof of Theorem 1
Proof. I(a). Let be an Artinian duality context. Then by Theorem 3(5) the right module is injective and, hence, it may be represented as a direct sum of an appropriate number ∈ N of right modules :
where = I(̄) is the injective hull of the unique irreducible -modulē= / ( ). By the same theorem̂= = End( ). In view of (3.1) we have the isomorphism 
I(c). Isomorphism (3.3) suggests that is a finitely generated left -module and a finitely generated right -module. Since is a commutative Artinian ring, the ring is Artinian as well (and not only left Artinian as is claimed in Theorem 3(1)).
By the hypothesis, the left module is faithful. Consequently, the rings and̂are isomorphic. As soon as the rinĝis a subring of the ring , and, in turn, contains the ring , the modulêis a submodule of the finitely generated module over the commutative Artinian ring . Hence,̂is a left and right Artinian ring and at the same time it is a finitely generated -module. As soon as the rings and̂are isomorphic, the ring is Artinian as well.
It is similarly established thaťis a left and right Artinian ring which is at the same time a finitely generated -module, and that the ring is left and right Artinian as well. Now let us reveal the relation between the Jacobson radical ( ) of the ring and the Jacobson radicals (), () of the ringŝand, respectively. Let̂∈ (). Then the right ideal̂generated by the element̂in the ring is a nil ideal. Indeed, as soon as the elements of the ringŝanďcommute with each other, for an arbitrary element = ∑ ( )̂̌∈ we can write
where () is the index of nilpotency of the ideal (). Then, for any string ( 1 , . . . , () ) we have the inclusion̂̂1 ⋅ ⋅ ⋅̂̂(̂) ∈ () () =0 , and thus (̂) () =0 .
Since each one-sided nil ideal of an Artinian ring is contained in the Jacobson radical of the ring, we havê
< ( ). Moreover,̂∈̂. Thus, we have established the inclusion () ⊂ ( ).
On the other hand, the set ( ) ∩̂is a two-sided nilpotent ideal of the ring. Hence, ( ) ∩̂¡ (). Thus, we obtain a chain of inclusions () ⊂ ( ) ∩ () ⊂ ( ) ∩̂¡ (), which can be valid only when all the inclusions are in fact equalities: .8) is established by the same arguments as the isomorphism (3.4) . In turn, isomorphism (3.8) yields the equality Z() =.
Let us show that the ringŝanďare primary. Let̂1, . . . ,̂anď1, . . . ,̌be all the primary components of the ringŝand, respectively.
Let : → / ( ) be the canonical epimorphism. Then As a result,̄= Z( ()) = Z( ()). This means that the rings () and () are central-algebras.
As soon as the rings,̌are primary and, in addition, () ≅, () ≅, the rings (), () are simple algebras.
Since the modules,̌are finitely generated, the-algebras (), () are finite dimensional. Thus, (), () ∈ B(). By the Wedderburn-Artin structural theorem [3] , there exist division algebras , ∇ and positive integers , such that () = , , () = ∇ , . At the same time Z( ) = Z(∇) =.
Sincē= [ (), ()] and the elements of the ring () commute with the elements of the ring (), the socle S( ) is a ( (), () )-bimodule. Hence, by Proposition 1, we have an epimorphism : () ⊗̄() →.
Here ker = () ⊗̄() (S( )) is the left annihilator of the module S( ) in the ring () ⊗̄(). Since () ⊗̄() ≅ ( ⊗̄∇) , is a simple algebra [11, §12.4 By virtue of (3.10) there is an isomorphism : () →. Since Z( ()) =, we have Z() = () ≅. Consequently, the algebrāmay be endowed with the structure of a-module by the rulē ⋅̄= (̄− 1 ()) for all̄∈,̄∈. Then̄is a finite dimensional central simple-algebra, as soon as such is the-algebra (). At the same time the basic algebras of the algebras̄and () are isomorphic to the division algebra .
Similarly, by virtue of (3.11) there is an isomorphism : () →. As above, Z( ()) ≅ Z( () ) ≅ and, hence, Z() = () ≅. The structure of a-module on̄is specified by the rulē⋅̄= (̄− 1 ())
for all̄∈,̄∈. Hence,̄inherits the properties of the-algebra () and therefore it is a finite dimensional central simple-algebra. Since the basic algebras of the algebras̄and () are isomorphic to the division algebra ∇ , it remains to note that, in view of the isomorphism ≅ ∇ , the basic algebras of the-algebras̄and̄are isomorphic. Hence, with due account taken of (3.14), we obtain dim̄S( ) = ⋅ ⋅ dim̄. Each term , S( ) , ( = 1, , = 1, ) is a ( , () , , , () ⋅ , ) bimodule, all these bimodules are isomorphic to each other, and since
we have
where S = 1,1 S( ) 1,1 .
Relation (3.18) yields the equalities
where dim S and dim S denote the dimensions of the left S and the right S vector space over the division ring , respectively. Combining (3.16) and (3.19) we obtain dim S = dim S = 1. is a quasi-Frobenius bimodule. Moreover, it follows from (3.21) that
which, in turn, yields the isomorphism )̄is quasi-Frobenius as well.
Thus, the proof of item I of the theorem is complete.
II. Now we prove item II of the theorem. Let S( ) = S( ) = S( ). As was already been es- 
Hence, the quasi-Frobenius bimoduleS(
)̄is a subbimodule of the quasi-Frobenius bimoduleS( ).
This inclusion may be satisfied only as equality, that is,
S( ) = S( ) = S( ).
III. Since the Brauer group B() of the field̄is trivial, we have ≅ ∇ ≅. Hence, S ≅̄̄. Taking into account the isomorphism (3.24) we establish the isomorphism S( )̄≅̄,̄,̄, . Moreover, by virtue of (3.16) we have the equality = ⋅ . Now let us show that ≅ , , ≅ , . Indeed, the rings and contain the subrings ( , ) ≅ , and ( , ) ≅ , , respectively. Denote by( , ) anď ( , ) the images of these subrings under the inverse inclusion in the ring . Denote bỹthe ring generated by the rings( , ) and( , ) in the ring . By Proposition 1 the ring̃is the epimorphic image of the rinĝ Since ≅ , and = , we have the isomorphism
which, in turn, yields the isomorphisms
. (3.27) Since the left module is faithful, by virtue of (3.27) the left modulê(
is faithful as well.
This means that the isomorphism (3.26) and the isomorphisms( , ) ≅ , ,( On the other hand,
.
Here we used a generalization of the Proposition presented in §10.1 of [11] . 
Proof of Theorem 2
Let us make several preliminary remarks. Denote by ( ) the index of nilpotency of the ideal ( ). Denote the field / ( ) bȳand the image of the element ∈ in̄by. Let̄= ( ). The automorphism in (4.5) is uniquely determined by the ring and does not depend on the choice of the coefficient ring [6, Proposition 5.5] .
Recall that a -ring is a Galois-Eisenstein ring ( -ring) if, in our notation, = ( ) = 1. In other words, a Galois-Eisenstein ring is a commutative Galois-Eisenstein-Ore ring [5] .
By [6, Proposition 5.7] , if is a -element of ( ) \ ( ) 2 (that is, for any ∈ it satisfies the relation = 
where ∈ ( ) \ ( ) 
is satisfied only when = + 1. Moreover, if = log , then | , and we have ( , ) = 1 since by the hypothesis ( , ) = 1. Let R be the ring of translations of the -bimodule , be the ring of translations of the -bimodule . Below we demonstrate that the ring R is isomorphic to the external direct sum of min{ , } copies of the ring = ( , ) and max{0, − } copies of the ring̃= / ( ) ( )−1 = ( −1 , −1 ). Denote by ∈ R, = 0, − 1, the endomorphisms of the -bimodule of the form
, (4.12) acting by the rule
, (4.13) here , is the Kronecker delta.
We have the equalities = ∑ . Let us examine the structure of this set. To do this we first describe the ring.
Let ∈ and = ∑ =0, −1 ∈ . Theň 
) , (4.17) that is, Let us show that the sets ( ), = 0, − 1, are pairwise orthogonal subrings of the ring End( ). To do this it suffices to prove that there exist elements ∈ R, = 0, − 1, satisfying the property given by equality (4.12), which is convenient to be written in the form 
With the mapping we associate the vector ⃗ = ( 0 , . . . , −1 ), ∈ , = 0, − 1, and define the action of this vector on the set in the following way:
Let , ∈ R, ∈ . Then with the mapping =̂⋅ ∈ R we associate the vector ⃗ = ⋅ ⃗
, and with the mapping = +̂⋅ ∈ R the vector ⃗ = ⃗ + ⋅ ⃗
. The converse is also true.
Recall that for ∈ ⃗̌= ( , , . . . ,
−1
). ) . For ∈ * \ the right-hand side of this equality is nonzero. Thus, for ∈ * \ and ( , ) = 1 the matrix ( ) is invertible. Hence, by equivalent transformations of rows one can reduce matrix ( ) to the identity matrix × . It remains to notice that for each ∈ 0, − 1 the row vector ⃗ +1 is the vector associated with the desired mapping ∈ R.
It is easy to see that we have the equalities ( ) =̌⋅ =̂⋅ , = 0, − 1, It follows directly from the definitions that for any -ring the common center of the ringŝandǐ s Z( ).
Now assume that the bimodule is quasi-Frobenius. Then, as soon as is a local Artinian ring, we can apply the results of Theorem 1. In particular, by item I(a) of Theorem 1 the ring is isomorphic to , , where = dim̄S( ). Note that̄= and dim̄S( ) = = ord . Then the rinḡ= / ( ) ≅ ∑ ⊕ =0, −1 ( ), which is isomorphic to the external direct sum of copies of the field̄= ( ), should be isomorphic to the ring of -by-matrices over the ring . However, the rinḡis isomorphic to a matrix ring only for = 1, that is, when is a -ring.
The inverse implication is evident, since, first, any -ring is quasi-Frobenius, and second, for any commutative ring the ring of translations of the -bimodule and the common center of̂anďwith respect to coincide with .
Conclusions
In this paper we suggest a way to introduce the notion of a linear recurrent sequence over a bimodule. For this purpose we introduce the notion of the bimodule of translations and examine to some extent the relation between the quasi-Frobenius conditions for the original bimodule and the bimodule of translations.
In addition, it is demonstrated in the paper that in the case of the class of Galois-Eisenstein-Ore rings it is reasonable to define skew linear recurrences over only two subclasses of that class of rings, namely, Galois rings and Galois-Eisenstein rings.
Over the class of Galois rings skew linear recurrences have been already defined and thoroughly examined. For this reason our further research is going to be concerned with introducing and investigating skew linear recurrences over Galois-Eisenstein rings.
