In the field of image processing and recognition, discrete cosine transform (DCT) and principal component analysis (PCA) are two widely used techniques. In this paper we present a face recognition approach based on them. Feature selection (FS) is a global optimization problem in machine learning, which reduces the number of features, removes irrelevant, noisy and redundant data, and results in acceptable recognition accuracy. It is the most important step that affects the performance of a face recognition system. Genetic Algorithms (GA), one of the most recent techniques in the field of feature selection, are a type of evolutionary algorithms that can be used also to solve this issue. The application of a GA in the resolution of a problem requires the coding of the potential solutions to this problem in finite bit chains in order to constitute the chromosomes coming from a population formed by candidate points. The aim is to find a selective function allowing good discrimination between chromosomes and to define the genetic operators that will be used. In this sense, this approach seeks to develop a system of face recognition using Genetic Algorithm and a DCT-PCA combination for feature selection and dimensionality reduction, to be applied to an archive of images of human faces. The proposed approach is applied on various Face Databases. Experimental results demonstrate the effectiveness of this approach compared to state of the art in face recognition.
Introduction
The field of facial recognition is meant to propose methods to identify people on the basis of visual information. For this purpose, facial recognition is one of the biometric methods used to identify individuals on the basis of biological information, many studies being done, such as [3] , [25] , [37] , [2] and [28] . Other methods belonging to this category are, for example, capture of the iris image [8] or fingerprints [13] . In recent years, the problem of facial recognition has generated a great deal of research with abundant publications because of its many applications. These include systems for monitoring [22] , man-machine interaction [7] and many more.
Over the last few decades, automatic face recognition and detection [36] witnessed considerable progress. However, it is a very challenging problem when the number of variables is large, the training examples are few, or the conditions of capture are unconstrained, resulting in face images varying widely in orientation, expression, and illumination. In all facial recognition methods, the most delicate point concerns the extraction and selection of the most relevant facial features, namely the features that best represent the information carried by a face. In fact, the facial features play a very important role in the task of classification and face recognition. Therefore, the selection of the appropriate features is necessary because some raw data may be redundant or irrelevant to this task. In this regard, in some cases, the performance of the recognition system is degraded due to the presence of redundant features. The problem of feature selection in classification usually arises when the number of variables that can be used to explain the class of an individual is very high. The needs have evolved a lot in recent years with the manipulation of a large number of variables in many fields such as genetic data or image processing. However, if data described by a large number of variables is to be processed, conventional methods of analysis, learning or data mining may prove ineffective or may lead to inaccurate results. Genetic Algorithms (GAs) are original methods that can be used in many fields, i.e. like [1] as well as for feature selection [5] . Often, selection methods that use GA are based on some wrapper methods for the evaluation of individuals. In this paper, we propose an approach based on reducing the initial size of the data and selecting sets of relevant variables, using (PCA) combined with (DCT) and then GA. At first, the DCT transform is applied to convert the image into a frequency domain, and then a first reduction of the dimensionality is performed by the rejection of the high-frequency components by PCA. The genetic algorithm is then used to select the most significant and useful coefficients. The rest of the paper has been arranged as follows. In Section 2 we describe some crucial previous works in pattern recognition using genetic algorithm. Further on Section 3 presents the feature extraction and selection used techniques. Then Section 4 details the proposed approach, the experimental results and discussion. Finally, the conclusions inferred from the results are presented in Section 5.
Related works
Several face recognition methods have been proposed in recent years, based on two main axes: recognition from fixed images [38] and recognition from image sequences [29] . Studies in this field, under different lighting conditions, facial expressions and orientations, can be classified into two distinct categories depending on whether they relate to a geometric approach or to a global approach. We particularly emphasize the dimensional reduction methods which are part of the global approaches. Into a space with reduced dimensionality methods fall within the broader framework of data processing in general and object recognition. Global approaches take the image of the face as a whole and use well-known statistical analysis techniques. The idea is generally to project the input image of the face, previously vectorized, into a space of smaller dimensions, where recognition is supposed to be easier. The projection is often designed to select only the important features and sufficiently discriminating to differentiate the people between them. One of the advantages of global methods is that they are quick to implement, and their calculations are based on relatively simple matrix operations. However, since they consider the face as a whole, they are sensitive to the conditions of luminosity, pose or facial expression. The global methods can be broken down into two types of techniques: linear techniques and nonlinear techniques. The linear techniques realize a linear projection of the faces on a space of smaller dimension. The best known among these approaches is the technique known as Eigenfaces presented by Turk and Pentland in [34] . A PCA is performed on a training set of images of faces. The main eigenvectors resulting from the PCA define the new space. The images of faces are then projected onto this space, and the vectors obtained are used for classification. Many works have been carried out on the choice of the vectors to retain to define the new space. Thus, Kirby et al. [16] propose a criterion based on the energy of the eigenvalues associated to the eigenvectors. The eigenvectors corresponding to the greatest eigenvalues are retained until the sum of the eigenvalues exceeds a certain threshold of the total energy. Martinez et al. show in [23] that the recognition rates can be improved by ignoring the first eigenvectors (those whose associated eigenvalues are the largest), which often encodes the variations of illumination. Another wellknown approach presented by Ming et al. [20] performs a Linear Discriminant Analysis (LDA), often called Fisher faces. Indeed, this technique consists in maximizing on a learning set the Fisher criterion, namely the quotient of the interclass variance by the intra-class variance. Thus, contrary to the technique of Eigenfaces where the best representation (that maximizes the variance) is sought, the goal here is a better separation of the classes. However, since the number of images is often smaller than their dimension, the intra-class variance matrix may be singular, and its inversion is therefore problematic. Other linear techniques have also been used for the computation of feature vectors such as Independent Component Analysis in [11] , the factorization of non-negative matrices in [9] , the bilinear discriminant analysis in [35] . Other global non-linear techniques have been developed, often using linear techniques. Thus, the Kernel-PCA analysis and the Kernel-LDA [15] , [10] use the mathematical notion of kernels to extend the linear PCA and LDA techniques. Genetic algorithms have also successfully demonstrated their great ability to solve optimization problems. They have also been used in the field of feature selection [18] . Many of the studies reported in the literature have shown that methods that use GAs as a research technique have yielded better results compared to other methods of selection [12] , [32] . The application of GAs on selection problems of subsets of feature was put in place by Ferri et al. [6] . They showed that the use of GAs is well suited for selection on sets of medium-sized features. Kudo et al. [17] demonstrated the possibility of using GAs for selection on large-scale sets by adjusting the number of generations, the size of the population and the probabilities of genetic operations on the one hand and the evaluation function on the other hand.
Feature extraction and selection
The feature selection methods are techniques for choosing the most interesting and relevant features of a given system to enhance its performance. This phase is usually an important module of a complex system. The fields of application of feature selection techniques are varied, for example, modeling [27] , classification [4] , automatic learning (Machine Learning) [14] and data mining. In the specialized literature, the authors set out a list of three objectives to achieve a selection of features for classification: reducing the task of extracting features, improving the accuracy of the classification module and improving the reliability of the performance estimation.
Feature extraction using DCT
In recent years, some researchers have explored the possibility of extracting features in the frequency domain using Discrete Cosine Transform (DCT) like [26] , [21] . The results showed that this technique is promising and allows feature discriminating in the frequency domain. Also, it has been concluded that even the most dominant features can degrade the performance of the recognition system due to variations in laying, lighting and expression. As a result, the extraction of features is an important step before classification. The DCT is a mathematical function that allows changing the representation domain of a signal. Thus, a temporal or spatial signal can be transformed into an identical representation in the frequency domain, making certain of these properties exploitable. DCT is widely used in signal and image processing, especially in compression. The DCT has indeed an excellent property of "regrouping" the energy: the information is mainly carried by the lowfrequency coefficients. High frequencies are reserved for rapid changes in the pixel intensity; therefore, they are generally minimal in an image. Thus, it is possible to represent the entire information of the image on very few coefficients. The DCT is applied on a square matrix and the result is shown in a matrix of the same size. The low frequencies are located at the top left of the matrix, and the high frequencies at the bottom right. The matrix transformation DCT being orthogonal, it is accompanied by a method of inversion in order to be able to return in the spatial domain. Thus, after making modifications in the frequency domain and eliminating variations of the image that are almost invisible to the human eye, we return to a representation in the form of pixels. The following equation shows DCT Matrix: 
Feature selection using PCA
Principal Component Analysis (PCA) is an old and widely used method of data analysis, and it is widely known in statistics. We suppose to have a set X of N data, each described by P attributes. If we consider the data as points in a P-dimensional Euclidean space, the objective of the PCA is to construct the most characteristic and economic Euclidean space to represent these points. Thus, the objective of PCA is to move from the data space to a feature space.
Genetic algorithm
GAs, initiated in the 1970s by John Holland, are optimization algorithms based on derivated techniques of the genetics and nature evolution mechanisms. Recent works in the field of face recognition use evolutionary algorithms for feature selection [33] . GAs are a type of evolutionary algorithms that can be used to solve this kind of problem [19] . To use the GAs, we start with an arbitrarily selected initial population of chromosomes and evaluate the relative fitness of each chromosome. A GA is an iterative optimum search algorithm that manipulates a population of constant size. The constant size of the population causes a phenomenon of competition between the chromosomes. Each chromosome represents the coding of a potential solution to the problem to be solved, and consists of a set of elements called genes, which can take several values belonging to an alphabet that is not necessarily digital. At each iteration, called generation, a new population with the same number of chromosomes is created. This generation consists of chromosomes better "adapted" to their environment as represented by the selective function. As the generations progress, the chromosomes will tend towards the optimum of the selective function. The creation of a new population from the previous one is done by applying the genetic operators that are: selection, crossing and mutation.
Selection
The selection is a process by which a chromosome is copied into the new population according to the values of the function to be optimized for this chromosome.
Crossing
The simple crossing or a point crossing consists firstly in choosing a pair of chromosomes with a probability p, then as a second step, the representative chains are cut at an identical random position in both parents. This produces two "head segments" and two "tail segments". Finally, we switch the two tail segments of the parents to obtain two children who inherit some characteristics of their parents. 
Mutation
A mutation is defined as the inversion of a bit in a chromosome. This is equivalent to changing the value of a parameter randomly. Mutations play the role of noise and prevent evolution from freezing. They allow a global as well as a local search, according to the weight and the number of mutated bits. Moreover, they guarantee mathematically that the global optimum can be achieved. 
Experiments and discussion

Experiments
In order to evaluate our procedure presented by Figure 3 , three benchmark databases (Yale, ORL and UMIST), whose description is given in Table 1 and whose samples appear in Figure  4 , have been used. Each database was randomly divided into training and, respectively test sets. All possible configurations of training and test sets have been experimented. The results presented are the average ones after all these experiments. While experimenting, we have used the minimum Euclidian distance (ED) as a measurement, for decision making on classification. The experiments were realized using MATLAB R2015a. As part of our study, several tests were carried out to adopt the best parameterization. The number of genes to be selected was set to 30. The other parameters we have set for the genetic exploration are shown in Table 2 . 
Results and discussion
In the learning phase, the genetic algorithm was used with a population of 50 chromosomes that reproduce for 100 generations, according to the results. The coefficients have been selected by the genetic algorithm. In our case, DCT transforms discrete, integer image data from the spatial domain to the frequency domain. After this transformation, the distribution of the coefficients becomes more concentrated, such that the main data of the framework focused on the weak amplitude frequencies.
Using the combination of DCT and PCA, made it possible to obtain a final identification rate of over than 99% in some experiments. We can see that our method of selection shows better performances than many other previous works like [31] and [24] . That is, a gain of more than 8% compared to the best result obtained by the method [30] . This allows us to emphasize especially the contribution of our method for relevant coefficient selection.
The results obtained by our procedure are compared with other related works in Table 3 .
Conclusion
Features extraction and optimization is an important task in computer vision and pattern recognition, in fact it contributes to improving results obtained by many popular applications like classification, tracking and segmentation.
The quality of the processing system depends directly on the correct choice of the relevant extracted data, in the form of feature vectors.
However, in many cases the resolution becomes difficult enough due to bad choice of the feature extraction and selection methods, resulting in the loss of some useful information and then affecting the true recognition rate. In this paper, we propose a new approach of face recognition using the genetic algorithm and a DCT-PCA combination to select the features and reduce dimensionality. Experiments have shown that our method is fast, and has the ability to select a small number of features while maintaining very satisfactory classification rates. 
