Abstract. In this paper, we consider the scattering theory for acoustic-type equations on non-compact manifolds with a single flat end. Our main purpose is to show an existence result of non-scattering energies. Precisely, we show a Weyl-type lower bound for the number of non-scattering energies. Usually a scattered wave occurs for every incident wave by the inhomogeneity of the media. However, there may exist suitable wavenumbers and patterns of incident waves such that the corresponding scattered wave vanishes. We call (the square of) this wavenumber a non-scattering energy in this paper. The problem of non-scattering energies can be reduced to a well-known interior transmission eigenvalues problem.
1. Introduction 1.1. Non-scattering energy. In this paper, we study a Weyl-type lower bound for the number of non-scattering energies (NSEs) for acoustic-type equations on non-compact manifolds with a single flat end. Let M be a connected and noncompact C ∞ -Riemannian manifold of dimension d ≥ 2. We assume that M is split into two parts
where K is a connected and compact subset, and Ω e which is called end of M is diffeomorphic to a connected exterior domain in R d with smooth boundary. Thus we identify Ω e with a connected exterior domain R d \Ω i 0 where Ω i 0 is a connected and bounded domain in R d with smooth boundary. In the following, Ω i and Γ denote the interior of K and its smooth boundary, respectively. Then Ω i is a bounded domain in M with smooth boundary Γ. The Riemannian metric g = (g kl ) d k,l=1 is positive-definite on M , and g satisfies g kl (p) = δ kl for p ∈ Ω e . Let ∆ g be the Laplace-Beltrami operator on M . It is well-known that ∆ g is represented as
in local coordinates x = (x 1 , . . . , x d ), where (g kl ) d k,l=1 = g −1 and √ g = √ det g. Now we consider the equation (1.2) − ∆ g u = λnu on M, λ > 0, where the coefficient n ∈ C(M ) satisfies n K ∈ C ∞ (K), supp(n − 1) = K, n is strictly positive on M , and ∂ ν n(p) = 0 for all p ∈ Γ. Note that the sign of ∂ ν n(p) does not change for all p ∈ Γ. Here ∂ ν n(p) for p ∈ Γ is the outward normal derivative of n on the boundary Γ in the sense of
where ·, · g is the inner product on T p M for every p ∈ M equipped with the Riemannian metric g, Grad n is the gradient of n, and γ(·) is the geodesic on K emanating from p ∈ Γ with the initial velocity vector −ν(p) for the outward unit normal vector ν(p) at p ∈ Γ. In view of the assumption of the Riemannian metric g, note that ∂ ν coincides with the outward normal derivative induced from the Euclidean metric. We consider the scattering theory associated with the equation ( . Moreover, the scattering amplitude A(λ; ω, θ) is the integral kernel of A(λ). Thus A(λ)φ determines the far-field pattern of the scattered wave associated with the inhomogeneity n.
If the operator A(λ) has the eigenvalue 0, there exists a non-trivial solution φ ∈ L 2 (S d−1 ) to the equation A(λ)φ = 0. Moreover, the asymptotic behavior of v s implies v(x) = v i (x) + o(|x| −(d−1)/2 ) as |x| → ∞, if we take φ as the non-trivial solution to A(λ)φ = 0. Rellich's uniqueness theorem ( [24] , [28] ) and the unique continuation property for Helmholtz equations show that v − v i vanishes outside Ω. Now we define the notion of non-scattering energies (NSEs) for the equation (1.4) as follows. (Ω) to the system (1.5)-(1.7), we call the corresponding λ ∈ C a interior transmission eigenvalue (ITE).
Remark. Generally, the system (1.5)-(1.7) is a non-self-adjoint problem on
Thus there may exist complex ITEs. For our settings, we can show the discreteness of the set of ITEs.
Thus the set of NSEs for (1.4) is a subset of ITEs associated with (1.5)-(1.7). Moreover, the discreteness of NSEs is a direct consequence of that of ITEs.
For the scattering theory on M , the notions of NSE and corresponding ITE will be defined later by the similar manner. Our aim in this paper is to show a Weyltype lower bound for the number of NSEs. In particular, this lower bound implies the existence of infinitely many NSEs.
The results for the existence of NSEs are very scarce as far as the authors know. It seems to be no result except for the case where n is a spherically symmetric function (see Colton-Monk [7] ). There are some examples of inhomogeneities (for acoustic equations) or potentials (for Schrödinger operators) such that they do not have non-scattering energies (see [10] , [5] , [8] , [22] ). On the other hand, there are many studies about ITE problems apart from NSEs. Some results of Weyl type estimates for the number of ITEs have been given. In particular, we adopt the argument of Lakshtanov-Vainberg [19] in Section 5. Their study focuses on a domain in the Euclidean space. However, their argument is based on the pseudodifferential calculus for the Dirichlet-to-Neumann map (D-N map) on the boundary. Thus this argument is applicable for our settings, even if we do not impose any assumption for the topology of Ω i . We also mention Petkov-Vodev [23] which gives a sharp estimate for the number of ITEs lying in a region on the complex plane. Recently, Shoji [26] has applied the T -coercive method (see [4] ) for an ITE problem on compact manifolds. For more general information of ITE problems, the survey by Cakoni-Haddar [6] is available.
A contribution of this paper is to apply the equivalence of the scattering data (far-field pattern A(λ)φ of the scattered wave) and the boundary data (the D-N map on Γ). This fact is often used in order to reduce the inverse scattering problem to the corresponding inverse boundary value problem. For this topic, see e.g. IsakovNachman [13] , Isozaki [14] , Isozaki-Kurylev [15] , and Eskin [9] . The D-N map has a pole at each Dirichlet eigenvalues. In the study of inverse problems, we can avoid Dirichlet eigenvalues associated with the corresponding interior Dirichlet problem. However, we have to consider Dirichlet eigenvalues for the study of NSEs. Hence we need to modify the proof of equivalence between A(λ) and the D-N map, and we will do it by using the Laurent expansion of the D-N map.
What we have to do is to show that an ITE λ > 0 is also a NSE by using the equivalence of A(λ) and the D-N map. Once we have achieved it, we can apply the Weyl-type estimate for ITEs to NSEs. However, this does not hold in general. In fact, we have to remove a kind of singular ITEs which corresponds the set of common Dirichlet eigenvalues of −n −1 ∆ g in Ω i and −∆ in Ω i 0 .
1.2. Plan of the paper. In Section 2, we introduce some functional spaces which are often used in this paper. In Section 3, the scattering theory for −n −1 ∆ g on M is derived. As is wellknown, the scattering theory has a long history. In fact, the standard procedure of the scattering theory of self-adjoint operators consists of the limiting absorption of the resolvent operator, construction of the spectral representation, and the study of existence and completeness of wave operators. In particular, our study relies on the precise asymptotic behavior at infinity of the scattered wave. The scattered wave is described by the limiting absorption of the resolvent operator. Our arguments are similar to Isozaki-Kurylev [15] in which the authors study manifolds with hyperbolic ends. For the sake of completeness of this paper, we derive proofs again for the case of manifolds with a single flat end. The definition of the scattering data A(λ) and that of the generalized ITE are also given here.
In Section 4, we consider the D-N map and the layer potential method for the Dirichlet problem. The main purpose of this section is to prove the equivalence between the scattering data A(λ) and the D-N map.
In Section 5 and Section 6, we prove the discreteness of NSEs (Theorem 5.19) and the Weyl-type lower bound for the number of NSEs (Theorem 6.8). For the proof of Theorem 6.8, Lemma 5.3 has a crucial role. Our argument of this two sections is based on Lakshtanov-Vainberg [19] as mentioned above. The construction of a parametrix of the Dirichlet problem and the analytic Fredholm theory are used for the proof of discreteness of ITEs. The Weyl-type estimate for ITEs follows from Weyl's law of Dirichlet eigenvalues for −n −1 ∆ g in Ω i and −∆ in Ω i 0 . Some remarks on the unique continuation property for the Helmholtz equation are gathered in the appendix.
1.3. Notation. We use the following notations. C often denotes various constants. For a countable set A, we denote by #A the number of elements of A.
We also use the notations
where (a 1 , . . . , a d ) T denotes the column vector for a 1 , . . . , a d ∈ C, and
For a (relatively) compact manifold Ω, T * Ω denotes the cotangent bundle.
Functional spaces
In the beginning, we introduce some functional spaces on
For the study of the scattering theory, we often use Agmon-Hörmander's B-B * spaces ( [1] ). Let r −1 = 0 and r j = 2
where Ξ j = {x ∈ R d ; r j−1 ≤ |x| < r j }. Thus Riez's theorem for functionals on Hilbert spaces and the fact (ℓ 1 ) * = ℓ ∞ imply that the adjoint space B * (R d ) is equipped with the norm
However, the equivalent norm
is more convenient for our argument.
In the following, we use the notation
, and B * 0 (Ω e ) are defined by the similar way. It is wellknown that the following inclusion relation holds (see [1] ).
The Fourier transform on
For s ∈ R, the Sobolev spaces
Let us turn to manifolds. Suppose that M is a compact or relatively compact manifold of dimension d ≥ 2. We take a partition of unity {ϕ j } µ j=1 on M such that the support of each ϕ j is sufficiently small. In particular, we can take a coordinate patch U j ⊂ M such that ϕ j ∈ C ∞ 0 (U j ). For any function u on M, ϕ j u can be identified with a function on a bounded domain V j ⊂ R d . The Sobolev spaces H s (M) for s ∈ R is equipped with the norm
For M defined by (1.1), we fix a point p 0 ∈ Ω i , and we define
for sufficiently large ρ > 0 where dist(p, p 0 ) is the geodesic distance between p and p 0 . We take
, and χ 0 = 0 on Ω ∞ (ρ). We define χ e = 1 − χ 0 . Note that χ e u for any function u on M can be identified with a function on R d , extending χ e u to be zero in
We also need to define the Hilbert space
where dV g is the volume element on M associated with g. If we replace n by the constant 1, we obtain the usual L 2 -space L 2 (M ) with the measure dV g . L Here we show a priori estimates for the equation
1). Thus there exists a constant
for any large R > 1.
(2) Suppose that u ∈ L 2 (M ) and f ∈ H s (M ) satisfy (2.1) for some s ∈ R, and suppu and suppf are compact subsets. Then we have
for a constant C > 0.
Proof. We take a function η ∈ C ∞ 0 (R) such that η(t) = 1 for |t| < 1 and η(t) = 0 for |t| > 2. We define η R ∈ C ∞ 0 (M ) as follows. Let η R (p) = 1 for any p ∈ K. For any x ∈ Ω e , we put η R (x) = η(|x|/R) with sufficiently large R > 1. Due to the integration by parts of (f, η
for some constants C > 0. Dividing the both sides by R and taking the supremum with respect to R > 1 on the right-hand side, we obtain the assertion (1). The assertion (2) is the well-known interior regularity property for elliptic partial differential equations. For the proof, see e.g. Theorem 8.10 of [11] or Section 11 of Chapter 3 in [20] .
3. Scattering theory 3.1. Essential spectrum. In order to derive the scattering theory, we compare the equation (1.2) with the unperturbed problem (−∆ − λ)u = 0 on R d . Let
and
, respectively. By using the Fourier transform, we have
Now let us state a relation between R(z) and R 0 (z). We take χ e ∈ C ∞ (M ) such that χ e = 1 on Ω e ∩ Ω ∞ (ρ).
Lemma 3.2. For z ∈ C \ R, the following resolvent equations hold :
and this equation implies
We obtain (3.1). We regard
Then we obtain (3.2) by taking the adjoint (R(z)χ j ) * in (3.1).
Due to the resolvent equation, we can derive the essential spectrum of H.
where A(z) is a compact operator satisfying
with a constant C > 0 which is independent of z. Now we use Helffer-Sjöstrand's formula ( [12] ). For ψ ∈ C ∞ 0 (R), there exists an almost analytic extension Ψ(z) ∈ C ∞ 0 (C) of ψ such that Ψ(λ) = ψ(λ) for λ ∈ R and |∂ z Ψ(z)| ≤ C j |Im z| j for any non-negative integers j ≥ 0. Here ∂ z = (∂/∂s + i∂/∂t)/2 letting z = s + it. For a self-adjoint operator A, the following formula holds :
Putting A = H, we consider ψ(H) − χ e ψ(H 0 )χ e . The inequality (3.4) implies that the integral of ∂ z Ψ(z)A(z) over C converges in the norm on B(L 2 (M )). Thus ψ(H)− χ e ψ(H 0 )χ e is a compact operator for any ψ ∈ C ∞ 0 (R). If suppψ ⊂ (−∞, 0), we have ψ (H 0 
Since σ(H 0 ) = [0, ∞), we construct a singular sequence for H 0 . Let φ ∈ C ∞ 0 (R d ) satisfy φ(x) = 0 for |x| < 1 and |x| > 2, and φ(x) = 1 for 5/4 < |x| < 7/4. We
n (M) → 0, and u k → 0 weakly as k → ∞. Thus we obtain λ ∈ σ ess (H).
3.2. Radiation condition and limiting absorption. It is well-known that the limit
exists and the Sommerfeld radiation condition appears in the asymptotic behavior of R 0 (λ ± i0)f for f ∈ B(R d ). In the far-field pattern of the asymptotic behavior of R 0 (λ ± i0)f , the restriction on the unit sphere of the Fourier transform naturally appears. Let h λ be the Hilbert space on the sphere S d−1 equipped with the inner product
Thus we define the restriction on of Fourier transform on S d−1 by
Its adjoint operator with respect to h λ is
For the following lemma, see Yafaev [29] , Eskin [9] , or Mochizuki [21] .
(2) There exists a constant C > 0 such that
where C is independent of λ if λ varies on any compact interval in (0, ∞). (3) Let I be an arbitrary compact interval in (0, ∞). Then the mapping
The assertion (4) in Lemma 3.4 leads to Sommerfeld's radiation condition
, and ∂ r = ω x · ∇ with ω x = x/|x| ∈ S d−1 . The radiation condition (3.7) guarantee the uniqueness of solution to the Helmholtz equation (H 0 − λ)u = f . We call solutions u ± outgoing (for +) or incoming (for −) if u ± satisfies (3.7). For the proof of the next lemma, see e.g. [29] , [9] or [30] .
Let us turn to the equation
Lemma 3.6. If a solution u ± ∈ B * (M ) to the equation (H − λ)u ± = 0 with λ > 0 satisfies the condition (3.9), then u ± = 0.
Proof. We take η ∈ C ∞ 0 ((0, ∞)) such that η(t) ≥ 0 for any t ∈ (0, ∞), supp η ⊂ (1, 2), and ∞ 0 η(t)dt = 1. Then we put for large R > 0
e . Let us show the lemma for u + . The proof is similar for u − . In view of the
On the other hand, we have
in Ω e . Moreover, we can rewrite i[H, ψ R ] as
in Ω e for a function η ∈ C ∞ 0 (M ). As has been seen for (3.10), we have
which also comes from (H − λ)u + = 0, and (3.12) imply
(3.14)
In view of the radiation condition (∂ r − i √ λ)u + ≃ 0, we can replace ∂ r u + in (3.14) by i √ λu + . The second term on the right-hand side of (3.14) is estimated as follows.
for any small ǫ > 0. Tending R → ∞, we can see
follows that the second term on the right-hand side of (3.14) converges to zero as R → ∞. Then (3.13), (3.14) , and the radiation condition imply
The limit (3.15) is equivalent to
0 (M ) arrow us to apply Rellich's uniqueness theorem ( [24] and [28] ), and we see that u + vanishes at infinity. It follows u + = 0 outside Ω i from the unique continuation property for the equation (−∆ − λ)u + = 0 in Ω e . Finally, Proposition A.1 implies u = 0 on M .
Now we derive the limit
. We take an arbitrary compact interval I ⊂ (0, ∞). Let J = {z ∈ C ; Re z ∈ I, Im z = 0}. 
(2) There exists the limit R(λ ± i0) in the weak * sense. Moreover, we have
Proof. Let us show the assertion (1) . Suppose that the assertion (1) does not hold. We can take a pair of sequences {f m } m=1,2,... ⊂ B(M ) and {z m } m=1,2,... ⊂ J such that R(z m )f m B * (M) = 1, f m B(M) → 0, and z m → λ + i0 for λ ∈ I as m → ∞ without loss of generality. We put u m = R(z m )f m . We can take a subsequence {u m k } k=1,2,... such that u m k weakly converges in B * (M ). The assertion (1) of Lemma 2.2 and the inequality f m B * (M) ≤ f m B(M) imply that there exists a constant C > 0 such that
for any fixed R > 1. It follows from this inequality and
with a compact support. Then we can apply the assertion (2) of Lemma 2.2 with s = 0 as
for a constant C > 0. The definition of g m and the inequality (3.16) imply that there exists a constant
is also bounded with respect to m. In view of (3.17), the local compactness argument implies that there exists a subsequence {u
Let us turn to the assertion (2). We take a sequence z m = λ + iǫ m with ǫ m ↓ 0 as m → ∞. For f ∈ B(M ), we put u m = R(z m )f . As in the proof of the assertion (1), we take a subsequence, which is denoted by {u m k } k=1,2,... , such that u m k → u weakly in H 
in the weak * sense as k → ∞. Here we have used the fact that V * is a compact operator from
We prove that the sequence {u m } m=1,2,... itself converges to u = R(λ + i0)f . Assume that there exist two subsequences {u m k } k=1,2,... and {u
Thus u − u ′ is outgoing and Lemma 3.6 implies u = u ′ . This is a contradiction. The assertions (3) and (4) are consequences of the resolvent equation and Lemma 3.4. For R(λ − i0), the proof is given by the similar argument.
3.3. Spectral representation and distorted Fourier transform. Once we have proven the limiting absorption principle R(λ ± i0), we can derive the generalized eigenfunction of H in view of the distorted Fourier transform. We define
The resolvent equation (3.2) and the assertion (4) of Lemma 3.4 imply the following asymptotic behavior.
on Ω e .
Moreover, the following relation follows from Lemma 3.8.
Lemma 3.9. We have
Proof. Let us show for F + (λ). For F − (λ), the proof is similar. For the proof, we compute in a way which is similar to the proof of Lemma 3.6. We put u = R(λ+i0)f and
In view of Lemma 3.8, the left-hand side is equal to
0 (M ) where f and g are approximated by f and g. Thus the formula (3.21) holds for f, g ∈ B(M ). We have proven (3.19) .
As a consequence of the assertion (2) of Lemma 3.7 and the formula (3.19), we have (3.20). Now we have arrived at the spectral representation for H. Due to Lemmas 3.7-3.9, the following theorem is proven by the same way of the argument in Chapter 6 of [30] . We put
Theorem 3.10.
(1) F ± is uniquely extended to a partial isometry with initial set H ac (H) which is the absolutely continuous subspaces of H and final set H.
is an eigenoperator of H in the sense of
Moreover, there exists a constant C > 0 which depends on λ > 0 such that
holds.
3.4. Non-scattering energy. In order to define the non-scattering energy for H, we observe the far-field pattern of the generalized eigenfunction
Lemma 3.11. For φ ∈ h λ , we have
on Ω e where θ = x/|x| ∈ S d−1 and
Proof. Due to the formula
the lemma is a direct consequence of Lemma 3.8.
Now we can define the non-scattering energies (NSEs) on M .
Definition 3.12. If A(λ) has eigenvalue 0 on h λ , we call the corresponding λ > 0 a non-scattering energy (NSE) on M .
In view of the generalized eigenfunction F − (λ) * φ, NSEs appear in the sense of the asymptotic behavior of the incident wave u i and the scattered wave u s where
Letting u = F − (λ) * φ, we have u = u i + u s on Ω e . Then we have
on Ω e . For a NSE, we can reduce the problem to a generalized ITE problem as follows.
Lemma 3.13. Let λ > 0 be a NSE, and φ ∈ h λ satisfies A(λ)φ = 0. Then
Proof. By the assumption of the lemma and the asymptotic behavior (3.22), we
Rellich's uniqueness theorem and Proposition A.2 imply u − u i = 0 on Ω e . Moreover, it follows from Proposition A.4 that ∂ ν u = ∂ ν u i on Γ. Thus we obtain the lemma.
Remark. In the following argument, we also call the system (3.23)-(3.25) the interior transmission eigenvalue problem (ITEP). If there exists a non-trivial solution in
, we call the corresponding λ ∈ C an interior transmission eigenvalue (ITE). Note that (v, w) in Lemma 3.13 is a special kind of solutions to (3.23)-(3.25). 4 . From boundary data to scattering data 4.1. Interior D-N map. We will reduce the problem of NSEs to the ITE problem later. In order to do this, we derive some fundamental properties of the D-N map. We consider the Dirichlet problem
where v is a solution of (4.1). Note that the argument in this subsection is similar if we replace (4.1) and (4.2) by
In the following, we denote by
Here Dirichlet eigenvalues are listed like 0 < λ 1 ≤ λ 2 ≤ · · · ↑ ∞ with each eigenvalue repeated according to its multiplicities. We take a orthonormal system of eigenfunctions
. .}, and l 1 and l 2 belong to the same set E k if and only if λ l1 = λ l2 . On the other hand, we define L(λ k ) for a Dirichlet eigenvalue
is meromorphic with respect to λ ∈ C and has first order poles at every λ ∈ σ D (−n −1 ∆). Moreover, Λ n (λ) satisfies the following representations.
(1) For x ∈ Γ and f ∈ H 3/2 (Γ), we have
where dS(·) is the surface measure on Γ induced from dV g .
where
Proof. We can follow the argument of Section 4.1.12 in [16] .
is a solution to the equation (4.1). Since the operator G(λ) = (−n −1 ∆ − λ) −1 with the Dirichlet boundary condition is meromorphic with respect to λ ∈ C with first order poles at
v has a pole at λ k . Thus we can compute the Fourier coefficients of v with respect to the real-valued eigenfunctions φ k as
by using the integration by parts. From this formula and the outward normal derivative of v, we obtain (4.5).
Let us turn to (2) . The orthogonal projection P k to the eigenspace corresponding
In view of (4.7), we have
and this implies the formula of Q L(λ k ) . Moreover,
Hence the dimension of the range of Q L(λ k ) coincides with the multiplicity of λ k . Now let
3), we denote by E 0 (λ) and B 0 (λ) these subspaces for a Dirichlet eigenvalue
, respectively. In the following, we define the operators D n (λ) and D 0 (λ) by
where σ D (−∆) is the set of Dirichlet eigenvalues of −∆ in Ω i 0 , and T 0,L(λ) (λ) is the regular part of the Laurent expansion of Λ 0 (λ) at a pole. Thus we have
, the similar properties hold.
Then the equation (4.1) has a non-trivial solution if and only if f ∈ B n (λ 0 ) ⊥ . Moreover, for any f ∈ B n (λ 0 ) ⊥ , there exists a unique solution to (4.1) in E n (λ 0 ) ⊥ .
Proof. If f ∈ B n (λ 0 ) ⊥ , there exist general solutions of the form
If u is a non-trivial solution to (4.1), we have by Green's formula
for any φ ∈ E n (λ 0 ). Thus we have f ∈ B n (λ 0 ) ⊥ . The uniqueness of solutions in E n (λ 0 ) ⊥ follows from (4.10).
4.2.
Layer potential method for Dirichlet problem. Next we introduce an exterior Dirichlet problem. In order to show the equivalence between A(λ) and Λ n (λ), the solution of the exterior Dirichlet problem is written in view of a layer potential method. Let H e = −∆ in Ω e with homogeneous Dirichlet boundary condition on Γ. For the beginning, let us derive the following resolvent equations for R e (z) = (H e −z)
Lemma 4.3. We have χ e R e (z) = R 0 (z)χ e − R 0 (z)(χ e H e − H 0 χ e )R e (z), (4.11) R e (z)χ e = χ e R 0 (z) − R e (z)(H e χ e − χ e H 0 )R 0 (z), (4.12)
Proof. The proof is parallel to that of Lemma 3.2.
Then the following limiting absorption principle is proven by the similar way of R(λ ± i0).
Lemma 4.4. For λ > 0, there exists the limit R e (λ ± i0) := lim ǫ↓0 R e (λ ± iǫ) ∈ B(B(Ω e ); B * (Ω e )) in the weak * sense. For any compact interval I ⊂ (0, ∞), there exists a constant C > 0 such that
for f ∈ B(Ω e ) where λ varies on I. The mapping I ∋ λ → (R e (λ ± i0)f, g) for f, g ∈ B(Ω e ) is continuous. R e (λ ± i0)f satisfies Sommerfeld's radiation condition.
Now we consider the equation 
where δ * and δ * 0 are trace operators to Γ and Γ, respectively. Since
define bounded linear functionals. Thus we define the operators R(λ ± i0)δ and
, the similar jump relation holds on Γ.
Proof. Let us prove for u ± . Note that u ± satisfies the equation (H − λ)u ± = δf on M . In particular, we have (−n −1 ∆ g − λ)u ± = 0 in M \ Γ. Thus we have
, u ± satisfies lim y→x,y∈Ω i u ± (y) = lim y→x,y∈Ω e u ± (y) for any x ∈ Γ in view of Lemma A.3. Then we can see
by using Green's formula. Comparing the right-hand side, we obtain
We have proven the lemma. Remark. The operator R 0 (λ ± i0)δ 0 is the classical single layer potential on the Euclidean space. The jump relation given by Lemma 4.5 is well-known for R 0 (λ ± i0)δ 0 , and it is proven by some estimates on Γ of the Green function of −∆ − λ. Now we put Lemma 4.6. Let v ± be given by (4.16) . Then v ± is represented by
Similarly, v 0,± given by (4.17) is represented by
Proof. We shall show (4.18) for v ± . Take an arbitrary function g ∈ B(M ) and put w ± = R(λ ± i0)g. Let B ρ for large ρ > 0 be the subset
where B e ρ = {x ∈ Ω e ; |x| < ρ}. By the integration by parts, we have 20) where S ρ = {x ∈ Ω e ; |x| = ρ} and dS ρ is the measure on S ρ induced from the Euclidean measure. In view of v ± ∈ B * (M ) and g ∈ B(M ), both sides of (4.20) converge as ρ → ∞. Due to Sommerfeld's radiation condition, we have
on Ω e for some constants a > 0. Thus we obtain
and this implies lim inf ρ→∞ Sρ
Thus the second term on the right-hand side of (4.20) converges to zero as ρ → ∞, and we have
The definition of R(λ ± i0)δ implies the formula (4.18), according to Lemma 4.2. Let us turn to the symmetry of Λ e ± on L 2 (Γ). We consider the outgoing solution v + and the incoming solution w − of (4.13) with Dirichlet boundary conditions f, g ∈ H 3/2 (Γ), respectively. Note that we take f,
By the integration by parts, we obtain
Tending ρ → ∞, we have
For D n (λ), the proof is similar.
Let us introduce an operator which is equivalent to Λ n (λ). We define the operator M ± (λ) and M 0,± (λ) by
Proof. We shall show the assertion (1). For (2), we can show by the similar way. Suppose that M ± (λ)f = 0 for λ ∈ σ D (−n −1 ∆ g ). Then u ± = R(λ ± i0)δf satisfies
with the condition u ± = 0 on Γ. In view of λ ∈ σ D (−n −1 ∆ g ), we have u ± = 0 in Ω i . Since u ± is outgoing (for +) or incoming (for −), we can see u ± = 0 in Ω e by using the same argument of Lemma 3.6. The continuity of u ± implies u ± = 0 on M . In particular, we have f = 0 in view of Lemma 4.5.
Let us turn to the case λ ∈ σ D (−n −1 ∆ g ). If M ± (λ)f = 0, we can see that u ± Ω i is a Dirichlet eigenfunction and u ± = 0 in Ω e as above. Thus we have ∂ ν u ± ∈ B n (λ) and ∂ e ν u ± = 0. Then Lemma 4.5 implies f = ∂ ν u ± − ∂ e ν u ± = ∂ ν u ± ∈ B n (λ). As a corollary, the equivalence between M ± (λ) and D n (λ) (or M 0,± (λ) and
If λ is a Dirichlet eigenvalue, M ± (λ) (or M 0,± (λ)) may have a non-trivial kernel. However, we can show that M ± (λ) and M 0,± (λ) have its inverses on a suitable subspaces of L 2 (Γ) as follows.
± (λ) and M 0,± (λ) have the similar properties. Proof. The formula (4.18) implies
, this equality and Lemma 4.7 imply that M ± (λ) is one to one on H 1/2 (Γ) and onto H 3/2 (Γ). In particular, M ± (λ) :
. Thus M ± (λ) is one to one on Ran D n (λ) and onto
is an isomorphism. We have proven the assertion (1). The proof is the assertion (2) is similar.
4.3.
From boundary data to scattering data. At the end of this section, we prove that the D-N map Λ n (λ) and the operator A(λ) determine each other. In order to do this, we will consider the asymptotic behavior of the outgoing solution of a Helmholtz type equation on M by using layer potential methods introduced in the previous subsection. We define the distorted Fourier transform associated with H e by (4.22) F e ± (λ) = F 0 (λ) (χ e − (χ e H e − H 0 χ e )R e (λ ± i0)) .
Then we have F e ± (λ) ∈ B(B(Ω e ); h λ ). F e ± (λ) depends on the shape of Ω e . However, it is independent of n. Lemma 4.9. For any φ ∈ h λ , we have
* φ is outgoing and satisfies the asymptotic behavior
on Ω e where A e (λ) = F e + (λ)(H e χ e − χ e H 0 )F 0 (λ) * .
Proof. In view of definition of χ e in Section 2, recall χ e = 0 in a neighborhood of Γ. Since R e (λ ± i0)g Γ = 0 for any g ∈ B(Ω e ), we have F 
and Lemmas 3.8 and 4.3.
We need one more operator associated with the exterior Dirichlet problem. Let
, where u e ± is the outgoing (for +) or incoming (for −) solution to (4.13)-(4.14). By the definition, G ± (λ) depends on the shape of Ω e and is independent of n.
Lemma 4.10. For any f ∈ H 3/2 (Γ), we have
on Ω e . Moreover, we have
Proof. We put
Then we have
on Ω e . The asymptotic behavior of u e ± follows from the definition (4.23).
In Ω e , u e ± satisfies the formula (4.18). Thus we have χ e u e ± ≃ C ± (λ)|x|
Comparing these two asymptotic behaviors of u e ± , we obtain
)f by the same way.
Proof. Suppose G ± (λ)f = 0 for some f ∈ H 3/2 (Γ). In view of Lemma 4.10, we have u e ± ∈ B * 0 (Ω e ). Rellich's uniqueness theorem and the unique continuation property imply u e ± = 0 in Ω e . Then f = 0. Next suppose (G ± (λ) * φ, g) L 2 (Γ) = 0 for any φ ∈ h λ . The assertion (1) implies g = 0. Then we obtain the denseness of RanG
Now we have arrived at the crucial result. The equivalence of the D-N map D n (λ) and the operator A(λ) is given by the following theorem.
Theorem 4.12. We have
for any λ ∈ (0, ∞). In particular, D n (λ) and A(λ) determine each other. Similarly, we also have
for φ ∈ h λ where χ e is the characteristic function of Ω e . At the beginning of the proof, we note δ
for any v ∈ E n (λ) by using Green's formula. Now we consider the asymptotic behavior of u on Ω e . Note that u satisfies
Then, in view of (4.18), u can be represented by
Since we have δ
). In view of (4.24), we have
on every Ω e , due to Lemmas 3.8 and 4.9. On the other hand, the representation (4.25) implies (4.27) u ≃ C + (λ)|x|
on every Ω e in view of Lemma 3.8.
Plugging (4.26)-(4.28), the uniqueness of the outgoing solution implies
Since G + (λ) is one to one on H 3/2 (Γ) and the range of G − (λ) * is dense in L 2 (Γ), M + (λ) and A(λ) determine each other. Thus Corollary 4.8 shows this theorem.
For our study on NSEs, we use Theorem 4.12 in view of the following formula.
Corollary 4.13. We have
for any λ ∈ (0, ∞).
Discreteness of NSEs
In Section 5 and Section 6, we prove the main theorem. The number of NSEs is related with that of positive ITEs associated with the ITEP (3.23)-(3.25) in (α, ∞) for a sufficiently small constant α > 0. However, we need to remove a kind of ITEs which appear as common Dirichlet eigenvalues of −n −1 ∆ g and −∆. Here we also introduce this kind of singular ITEs.
5.1. Non-singular ITE. In order to study ITEs, we consider the kernel of the D-N map. As has been in the Proposition 4.1, the operator Λ n (λ)
with the residue Q λ0 and the analytic part T λ0 (λ) where λ varies in a small neigh-
, the residue Q λ0 is the difference of the residues Q L(λ0) of Λ n (λ) and Q 0,L(λ0) of Λ 0 (λ). In the following, we define the kernel of Λ n (λ) − Λ 0 (λ) by
. Then λ is an ITE if and only if dimKer(Λ n (λ) − Λ 0 (λ)) ≥ 1 or the ranges of Q L(λ) and Q 0,L(λ) have a non-trivial intersection. The multiplicity of λ coincides with the sum of dimKer(Λ n (λ)−Λ 0 (λ)) and the dimension of the intersection of ranges of the residues.
Proof. The assertion (1) is obvious in view of the definition of ITEs. For the assertion (2) 
due to Lemma 4.11. Thus we have A(λ)φ = 0 so that λ is a NSE.
Parametrix of Dirichlet problem.
According to Lemma 5.3, we consider the kernel of the D-N map. We deal with the D-N map as a pseudo-differential calculus as in [27] and [19] . Now let us compute the symbol of the D-N map. We consider
where f ∈ H 3/2 (Γ). If we replace −∆ g − λn by −∆ − λ on Ω i 0 , the following argument is similar. We construct a parametrix associated with the equation (5.1). In order to derive the principal symbol of Λ n (λ), we need to compute the parametrix near the boundary Γ.
Let {χ j } be a partition of unity on Γ such that the support of each χ j is sufficiently small. We can take a coordinate patch {V j } on Γ such that χ j ∈ C ∞ 0 (V j ). Take an arbitrary point p ∈ V j and fix it. Thus let U j be a small open subset in Ω i such that U j ∩ Γ coincides with V j . We can take an open set U j ⊂ R d which is diffeomorphic to U j . Without loss of generality, we can assume that there exists a constant ǫ 0 > 0 such that U j = {y ∈ R d ; |y| < ǫ 0 , y d > 0}, the boundary V j is identified with the set V j = {y ∈ R d ; |y| < ǫ 0 , y d = 0}, and g kl (y) satisfies g kd (y ′ , 0) = g dk (y ′ , 0) = 0 and g dd (y ′ , 0) = 1 for any (y ′ , 0) ∈ V j and all k = 1, . . . , d − 1, by using a suitable changing variables. In particular, we have T * U j = U j × R d , and y ∈ U j is a local coordinate of U j . In the following, we identify U j and V j with U j and V j respectively, if there is no afraid of confusion.
Let ψ j ∈ C ∞ (Ω i ) be a extension of χ j into Ω i with small support. We take ϕ j ∈ C ∞ (Ω i ) such that ϕ j = 1 on suppψ j and suppϕ j ⊂ U j . In a local coordinates, the operator −∆ g − λn is represented by
where h l (y) is a smooth coefficient. However, it is convenient to divide both sides of (5.1) by g dd (y) and to consider the operator
for real-valued smooth coefficients
Note that
Thus the equation (5.1) is locally rewritten by
Moreover, A is the differential operator given by
where the symbol a(y, ξ, λ) ∈ S 2 1,0 (T * Ω i ) with the parameter λ ∈ C is of the form
Here S m 1,0 (T * Ω i ) denotes the standard Hörmander class on T * Ω i . If we can construct an approximate solution u N with sufficiently large N > 0 to (5.4) 
Since we also have (1 − ϕ j )Aψ j w N = 0, we obtain
By using the bootstrap argument, we can improve the regularity of w N by w N ∈ H 2+γ+N (U j ). In particular, we can see
Thus the principal symbol of Λ n (λ) can be computed by ∂ ν u N with sufficiently large N > 0. Therefore, we construct the approximate solution u N by using a pseudo-differential calculus as follows. 
for any t > 0, and we denote by f ∈ S s hom (R × R d−1 ).
Proof. We have ∂f ∂y
where e j is the j-th unit vector on the Euclidean space. For ∂f /∂ξ j , the proof is similar.
The symbol of the operator a(y, D y , λ) can be written by a sum of terms which are homogeneous polynomials up to a remainder term as follows.
Lemma 5.6. Take z = (z ′ , 0) ∈ V j arbitrary and fix it. For any large N > 0, we have
with respect to (y, ξ), and a
is the remainder term which has zero of order N + 1 at y = z. In particular, we have
Proof. This lemma is a directly computed by applying Taylor's theorem to coefficients a kl , b k , and c. Note that we have used the assumption (5.3).
We define the differential operators
A = N m=0 A m + A ′ N by A 0 = a 0 (z; ξ ′ , D y d ) = − ∂ 2 ∂y 2 d + ρ(z; ξ ′ ) 2 , A 1 = a 1 (z; D ξ ′ , y d , ξ ′ , D y d ), A m = a m (z; D ξ ′ , y d , ξ ′ , D y d , λ), (5.8) for 2 ≤ m ≤ N where ρ(z; ξ ′ ) = ( d−1 k,l=1 g kl (z)ξ k ξ l ) 1/2 ,
and
We consider a function E of the form E(z;
If E is a solution to the system of differential equations 
Lemma 5.7. Suppose ρ(z; ξ ′ ) = 0. The system (5.9)-(5.11) with the condition
for some s ∈ R. By using the Fourier-sine transform, we have
where we have used the change of variable tη = ξ d . Thus we see v ∈ S s−2
, the same property of Lemma 5.5 holds. Since
with a small support, we define
and put
we have
In view of Lemma 5.6, a(y, D y , λ) has the representation a(y, D y , λ)
Thus it follows that (5.14)
Lemma 5.8. For f ∈ H 3/2 ( V j ) with small support and sufficiently large N > 0,
Proof. In view of (5.14), we consider a k q l with k + l = j, or a ′ N r N . In fact, we have
Moreover, we see
Thus we have
for some constants C k,l > 0. This estimate implies a k q k ∈ H s ( U j ) for any s < j − d/2 + 3/2. We also have a Let us turn to the boundary condition. In fact, we have
Now we have arrived at the symbol of Λ n (λ) as follows.
Lemma 5.9. The full symbol of Λ n (λ) is formally given by
(If λ is a pole of Λ n (λ), this formula gives the full symbol of the analytic part of Λ n (λ) in view of the Laurent expansion.)
5.3.
Parameter dependent parametrix of Dirichlet problem. We also use the theory of parameter-dependent elliptic operators. This is obtained a expansion of the differential operator A by the similar way which is given in the previous subsection. Here we change the definition of homogeneous functions as follows.
Definition 5.10. We put κ = √ λ for λ ∈ C \ {0}. In the following, κ acts as a parameter.
(1) Let Ω be a smooth manifold. A function f (y, ξ, κ) ∈ C ∞ (T * Ω) is homogeneous of degree s ∈ R with parameter κ if f satisfies
is homogeneous of degree s ∈ R with parameter κ if f satisfies
for any t > 0, and we denote by f ∈ S
The symbol a(y, ξ, λ) is expanded as a sum of terms in S 
We define the differential operators A = N m=0 A m by 
Then we put E(z; 
is also a parametrix in the sense of Lemma 5.8. Thus we obtain another representation of the symbol of Λ n (λ) by the same argument of the previous subsection.
Lemma 5.12. The full symbol of Λ n (λ) is formally given by
5.4.
Discreteness of ITE and NSE. For the proof of discreteness of ITEs i.e. that of NSEs, we apply the analytic Fredholm theory to the operator Λ n (λ)−Λ 0 (λ).
To begin with, we compute the principal symbol of Λ n (λ) − Λ 0 (λ).
When λ is a pole of Λ n (λ) − Λ 0 (λ), this formula is the principal symbol of the analytic part of Λ n (λ) − Λ 0 (λ) in view of the Laurent expansion.
Proof. Let A 0,m and E 0,m for m = 0, 1, . . . , N be differential operators defined by (5.8) and the solution to (5.9)-(5.11) with n = 1, respectively. Note that A m = A 0,m for m = 0, 1, 2, by the assumption for n and the metric g on Γ. We have
Then we have E m = E 0,m for m = 0, 1, 2, and
In fact, the solution to this equation is
Since the principal symbol of Λ n (λ) − Λ 0 (λ) in the y-coordinates is given by
by Lemma 5.9, we obtain the lemma.
Since we have assumed ∂ ν n(p) = 0 for all p ∈ Γ, Lemma 5.13 implies that Λ n (λ) − Λ 0 (λ) is an elliptic pseudo-differential operator of order −2. In particular, we obtain the following lemma.
Lemma 5.14.
In the following, we simply call Λ n (λ) − Λ 0 (λ) Fredholm for λ ∈ C \ {0} in the sense of Lemma 5.14.
Next let us turn to an application of the theory of parameter-dependent pseudodifferential operators to Λ n (λ) − Λ 0 (λ).
Definition 5.15. Let Ω be a (relatively) compact smooth manifold of dimension
is a uniformly estimated polyhomogeneous symbol of order s and regularity r if p satisfies
on T * Ω × R + for some constants C αβj > 0, and p has the asymptotic expansion
where p s−m satisfies p s−m (x, tξ, tτ ) = t s−m (x, ξ, τ ) for any t > 0. (2) Suppose that a pseudo-differential operator P (τ ) on Ω with parameter τ ∈ R + has a symbol which satisfies (5.20) and (5.21). The operator P (τ ) is said to be uniformly parameter elliptic if the principal symbol does not vanish when |ξ|+τ = 0.
For λ ∈ C \ R + , we put √ λ = τ e iθ with τ > 0 and θ ∈ R such that θ = 0 modulo π. We put
for a fixed θ.
Lemma 5.16. The operator L(τ ) is a uniformly parameter elliptic of order −2 and regularity ∞. Its principal symbol is
Proof. Let A 0,m and E 0,m for m = 0, 1, . . . , N be differential operators defined by (5.17) and the solution to the equation (5.18)-(5.19) with n = 1, respectively. By the assumption for n and the mertic g on Γ, we have A 0 = A 0,0 and A 1 = A 0,1 . Then we have
Precisely, we obtain
by Lemma 5.12, we obtain the lemma according to λ = τ 2 e 2iθ .
Lemmas 5.14 and 5.16 allow us to apply the analytic Fredholm theory for the proof of discreteness of ITEs. Here we adopt the theory of Blekher [3] . Let In view of Lemma Lemma 5.14, we can apply Theorem 5.17 to
−1 is finitely meromorphic in C \ {0} and Fredholm for every λ ∈ C\{0}. This implies that the set of λ ∈ C\{0} such that Ker(Λ n (λ)−Λ 0 (λ)) is nontrivial is a discrete subset. In fact, there exists a bounded inverse of Λ n (λ) − Λ 0 (λ) in the following sense. Let H s,t (Γ) for s ∈ R and t ≥ 1 be the Sobolev space with the norm f
Lemma 5.18. For sufficiently large τ > 0, there exists the bounded inverse L(τ )
Therefore, we have arrived at the result of discreteness of ITEs.
Theorem 5.19. Taking arbitrary small ǫ 0 > 0, we define the domain
The set of ITEs is a discrete subset of C with the only possible accumulation points at 0 and infinity. There exist at most finitely many ITEs in D e . In particular, the set of NSEs is a discrete subset of (0, ∞) with the only possible accumulation points at 0 and infinity.
Proof. The discreteness of ITEs follows from Theorem 5.17 and Lemma 5.18. Due to Lemma 3.13, the discreteness of NSEs also follows immediately.
6. Weyl-type lower bound for the number of NSEs Finally, let us prove the Weyl-type lower bound for the number of NSEs as λ → ∞. Our estimate is based on the Weyl's law for Dirichlet eigenvalues of −n −1 ∆ g and −∆. The following fact is a special case of Theorem 1.2.1 in SafarovVassiliev [25] .
We put γ = sign(∂ ν n) on Γ.
By the assumption for n, γ is constant 1 or −1. Here let us introduce the auxiliary operator Λ(λ) = γD
Γ , where D Γ = −∆ Γ + 1 for the Laplace-Beltrami operator ∆ Γ on Γ. Note that this modification allows us to avoid the compactness of Λ n (λ) − Λ 0 (λ). Since D Γ is invertible, properties of Λ n (λ) − Λ 0 (λ) as in Lemmas 5.1 and 5.13 can be rewritten as follows.
. Then λ is an ITE if and only if dimKer Λ(λ) ≥ 1. The multiplicity of λ coincides with dimKer Λ(λ).
The multiplicity of λ coincides with the sum of dimKer Λ(λ) and the dimension of the intersection of ranges of the residues. (3) Λ(λ) is a first order, symmetric and elliptic pseudo differential operator with its principal symbol
In particular, the spectrum σ( Λ(λ)) for λ > 0 consists of discrete eigenvalues {µ j (λ)} j=1,2,... such that |µ j (λ)| → ∞ as j → ∞.
Each eigenvalue µ j (λ) ∈ σ( Λ(λ)) depends on λ ∈ (0, ∞). Since Λ(λ) is order 1, and has the positive principal symbol, we can see the following properties. For the proof, see Lemmas 2.3 and 2.4 in Lakshtanov-Vainberg [19] . Lemma 6.4. Let λ 0 ∈ (α, ∞) be a pole of Λ(λ). We have δN −∞ (λ 0 ) = s + (λ 0 ) − s − (λ 0 ) for s ± (λ 0 ) = #{j ; ±res λ=λ0 µ j (λ) > 0}.
Proof. In view of Lemma 6.3, some eigenvalues µ j (λ) have its poles i.e. µ j (λ) = res λ=λ0 µ j (λ)
in a small neighborhood of a pole λ 0 where µ j (λ) is analytic in this neighborhood. If ±res λ=λ0 µ j (λ) > 0, we have µ j (λ) → ∓∞ as λ → λ 0 + 0 and µ j (λ) → ±∞ as λ → λ 0 − 0, respectively. Then the number of negative eigenvalues decreases for res λ=λ0 µ j (λ) < 0 and increases for res λ=λ0 µ j (λ) > 0 when λ passes through λ 0 from α. This implies the lemma.
Here we also note the following fact.
Lemma 6.5. If λ 0 ∈ (0, ∞) is a pole of Λ n (λ), the residue Q L(λ0) is negative. Similarly, the residue of Λ 0 (λ 0 ) is also negative when λ 0 is a pole of Λ 0 (λ).
Proof. Recall that B n (λ 0 ) is the subspace of L 2 (Γ) spanned by ∂ ν φ l for φ l ∈ E n (λ 0 ). In view of Proposition 4.1, we have for f ∈ B n (λ 0 )
Then Q L (λ 0 ) is negative. For Λ 0 (λ 0 ), the proof is completely same.
Let λ 0 ∈ (α, ∞) be a pole of Λ(λ). We put
where Q n,L(λ0) and Q 0,L(λ0) are residues of Λ n (λ) and Λ 0 (λ), respectively. Then we can evaluate δN −∞ by using m n (λ 0 ), m 0 (λ 0 ), and m(λ 0 ) as follows.
Lemma 6.6. Let λ 0 ∈ (α, ∞) be a pole of Λ(λ). Then we see (6.3). Inequalities (6.4) and (6.5) are direct consequences of (6.3), according to Theorem 6.1.
As a consequence, the main result of this paper can be proven as follows. Finally, let us briefly mention the assumption of Theorem 6.8
V n − 2V 0 > 0, for γ = 1, V 0 − 2V n > 0, for γ = −1.
For the sake of simplicity, we consider the case M = R d i.e. Ω i = Ω Proof. For an arbitrary point q ∈ Γ, we take a small neighborhood U q of q in M . Extending the geodesic γ which has been introduced in (1.3) to Ω e , we consider the function By a suitable change of variables, we can apply Lemma A.3 to f v , F v ∈ H 1 (V q ) where V q = (U q ∩ Γ) × (−δ 0 , δ 0 ) so that f v (p, +0) = f v (p, −0) and F v (p, +0) = F v (p, −0) for any p ∈ U q . Thus we obtain the Corollary.
