This paper examines the impact of an emissions trading scheme (ETS) on industry output, price, costs, emissions, market shares, and pro…ts. We develop formulae for the number of emissions permits that have to be freely allocated to …rms in order to neutralize any adverse impact the ETS may have on pro…ts. Under quite general conditions, industry pro…ts are preserved so long as …rms are freely allocated a fraction of their total demand for permits, with this fraction lower than the industry's Her…ndahl index. Our results have important implications for ETS design, especially for its ability to raise government revenue.
Introduction
There is increasingly broad recognition that greenhouse gas emissions are contributing to changes to Earth's climate and that reducing emissions constitutes an important challenge of economic policy (Stern, 2008) . Emerging trading schemes for CO 2 and other greenhouse gases can draw upon considerable experience from other environmental markets, including the acid rain markets in sulfur dioxide (SO 2 ) and nitrogen oxides (NO x ) created by the 1990 Clean Air Act Amendments, 1 and other trading schemes for water and fishery rights.
The intellectual justification for economic instruments, such as emissions trading and emissions taxes, arises from the observation that, under certain assumptions, imposing a common price on emissions equalizes marginal abatement costs across the polluting firms and minimizes the aggregate cost of pollution control.
2 In most cases, this makes economic instruments more efficient than "command-and-control" intervention, which specifies input or output standards or technologies.
3 Cost efficiency is perhaps particularly important when considering policies to reduce greenhouse gas emissions, given that these are found in virtually all aspects of production and consumption. However, there is a significant disadvantage to the use of taxes or trading: while "command-andcontrol" intervention may impose higher marginal abatement costs, inframarginal wealth transfers, in the form of payments of taxes or for emissions permits impose an additional burden on industry and lead to political resistance. The extent to which this burden can be alleviated affects the magnitude of emissions reductions that are politically feasible.
Policy makers have sought to alleviate this problem by implementing trading schemes where all or some of the emissions permits are given for free. This is often referred to as grandfathering since the number of permits freely allocated to a firm is typically related to its past emissions. Grandfathering is the preferred means of winning industry support because it relieves the financial burden of the ETS on industry, without affecting firms' other central issues related to the ETS can be analyzed. We construct a model that we think serves as a very natural starting point for such an analysis; we show that, in an important set of empirically relevant cases, the number of permits required by an industry for profit-neutrality is a small fraction of its demand for permits, which means that a profit-neutral ETS can still raise substantial revenue for government through the sale of permits.
We assume that the industry is a Cournot oligopoly in its product market and a price-taker in the market for emissions permits. These are reasonable assumptions since we have in mind a scheme for trading greenhouse gas emissions, like the EU ETS, where permits are traded across many industries in (potentially) many countries while individual industries have oligopolistic structures. We show that two conditions on the model guarantee, amongst other things, that the ETS has the desired effect of reducing emissions: (i) firms' (constant) marginal costs are (weakly) positively correlated with their emissions intensities 8 and (ii) the industry faces a log-concave demand function.
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The imposition of a price on emissions will always encourage firms to engage in abatement, thus (weakly) lowering each firm's emissions intensity. But the ETS also leads to changes in output, so that the industry's average emissions intensity can increase if it is the dirtier firms that gain market share. We show that this possibility is excluded by conditions (i) and (ii). Together, these conditions ensure that firms with lower marginal costs gain market share and (ii) also guarantees that these firms are not more emissions intensive. In this way, we may conclude that average emissions intensity is reduced (see
Proposition 6).
This mechanism also ensures that when the permit price is sufficiently low, the ETS will improve cost efficiency, i.e., the industry's average unit cost of production will fall.
8 By 'emissions intensity' we mean emissions per unit of output. Note that condition (i) is consistent with notions of eco-efficiency (see Section 3 for more discussion). It is also satisfied if firms do not differ significantly in their emissions intensities. 9 Log-concavity is a commonly-made restriction on the demand function; it is a sufficient (and, in a certain sense, necessary) condition for the Cournot oligopoly to be a game of strategic substitutes (see Section 3 for more discussion).
(We are referring to costs excluding the cost of permits.) At first blush, this result is surprising because the ETS causes firms to substitute away from emissions by using more of other inputs, which tends to raise costs. However, by the envelope theorem, this effect is of second order, so that the only local determinant of average unit costs is the change in market shares caused by the ETS. The ETS lowers average unit cost in the industry because it causes lower-cost firms to gain market share (see Proposition 5).
The gain in market share of lower-cost firms is one reason why the adverse profit impact (averaged across the whole industry) of the ETS tends to be limited. We measure the profit impact by looking at the profit-neutral permit allocation, i.e., the number of permits that have to be freely allocated to the industry to guarantee that aggregate industry profit before and after the introduction of the ETS are at the same level. Let
x be the number of permits required to cover the industry's pre-ETS emissions (had the permits been needed). The profit-neutral permit allocation is always below Hx, where H is the industry's Herfindahl index (see Propositions 10 and 11). 10 For many industries, the Herfindahl index is much lower than 0.5. In cases like this, our result says that a large proportion of permits-perhaps more than 50%-can be auctioned whilst preserving total industry profit.
Our results on profit-neutral permit allocations are obtained by developing a firstorder approach that allows us to derive simple expressions for profit-neutral permit allocations at the firm-and industry-level when the permit price is "small". These formulae, together with assumptions (i) and (ii), give us the bound on profit-neutral permit allocations outlined in the previous paragraph. 11 An attractive feature of our formulae is that they involve familiar parameters that can often be estimated with a reasonable degree of accuracy, making them amenable to empirical implementation. We illustrate this by applying them to calculate the profit-neutral permit allocation in the UK cement industry (which is included in the EU ETS). This application also shows 10 Strictly speaking, this result holds only when the Herfindahl index is not too low in some specific sense, but the condition is likely to be satisfied in practice. 11 We also show (in Appendix C) that our local results remain valid when the permit price is "large".
that profit-neutral permit allocations can remain partial, i.e., less than 100%, and low even if we depart significantly from assumptions (i) and (ii).
Our approach inevitably ignores other interesting issues relating to emissions trading, including some that may have an impact on profit-neutral permit allocations. 12 Chief among our assumptions is that permit allocations affect firm profits, but not firm behav-
ior. This will be violated in situations where the market for permits is not significantly broader than the product market; Hahn (1984) and Liski and Montero (2006) consider market power in the emissions market, motivated by the markets for acid rain and particulates. 13 Moreover, we treat the number of firms in the industry as fixed; allowing for potential entry would mean that the manner in which entrants are treated by the permit allocation rules also has strategic and welfare implications. In an intertemporal setting, allocation rules may also have strategic consequences insofar as a firm's actions in one period can affect its allocation in subsequent periods. Finally, in general equilibrium models where there are pre-existing market imperfections, whether permit revenues are used to compensate firms or for some other purpose has efficiency (and not just distributional) consequences (see, e.g., Fullerton and Metcalf (2001) and Bovenberg, Goulder, and Gurney (2005) ).
The rest of the paper is organized as follows. Section 2 discusses some general principles underlying profit-neutral permit allocations for general monopoly and oligopoly settings. Section 3 examines the impact of an ETS on a Cournot industry in terms of firms' outputs, market shares, costs, emissions, and the market price. Section 4 presents our results on profit-neutral permit allocations at the firm-and industry-level, and Section 5 concludes. Appendix A contains some of our proofs, Appendix B provides background on the UK cement industry, and Appendix C contains our analysis for a "large" permit price.
The impact of the ETS: General principles
This section spells out the major themes that are relevant for analyzing the impact of an emissions trading scheme (ETS) on firm profits. We consider an industry that produces a particular type of emission (e.g., carbon dioxide) that is harmful to the environment.
The ETS imposes a cost on all emissions of this type. We assume that the industry is one of many covered by the scheme, so that, although firms have market power in their product market, they are price-takers in the permit market. In this section, we make no substantive assumptions regarding the nature of the strategic interaction in the industry.
The monopoly case
We begin by considering the case of a monopoly. Although this case is not typical, it has the merit of having a completely general solution and it provides a natural setting to introduce several of our major themes. We assume that the monopolist chooses a production plan that maximizes its profit, given the demand for its output (which may consist of one or several distinct products), its production set, input prices, and the emissions permit price t ≥ 0. We denote the monopolist's (maximum) profit by Π * (t), and the associated level of emissions by ζ * (t). Assuming that one permit is required for each unit of emissions, the profit before accounting for the cost of permits
The situation before the introduction of the ETS corresponds to the case where t = 0, i.e., emissions are unpriced. Therefore, Π * (0) and ζ * (0) are the monopolist's initial levels of profits and emissions respectively. To keep our notation simple, we will usually suppress the argument by writing Π * (0) as Π * , and so forth.
Profit maximization by the monopolist guarantees that, at any t > 0,
Note that (1) follows from the fact that Π * is the optimal profit at t = 0, while the production decision that generates a profit of Π * (t) is one that the monopolist could have made at t = 0, so the latter must be smaller than the former. The right-hand side of (2) is the monopolist's profit if it chooses not to adjust production after the introduction of the ETS-this must be less than Π * (t), which is the optimal profit when emissions are priced at t.
Combining (1) and (2) yields two conclusions. First, the introduction of the ETS reduces emissions, since these inequalities only hold simultaneously if ζ * (t) ≤ ζ * . Second, the ETS reduces the monopolist's profit, since (1) implies that Π
Consider now the level of free allocation of permits required to compensate the monopolist for the reduction in profits from Π * to Π * (t). From (2), Π
there is a 0 ≤ γ(t) ≤ 1 such that
In other words, γ(t)ζ * is the number of freely allocated permits-the profit-neutral allocation (PNA)-that will leave the monopolist's total profits at the pre-ETS level. Since γ(t) ≤ 1 free permits cover only a fraction of the firm's initial emissions. In this case, we say that the profit-neutral allocation is partial.
The intuition for this result is as follows. Suppose that the introduction of the ETS is accompanied by a free allocation of permits at the monopolist's original level of emissions; furthermore, suppose that the monopolist chooses not to adjust its production plan in response to the introduction of the ETS. Then the increase in her costs would be exactly offset by the value of the free allowances. However, the option to adjust (e.g., increase price(s) or switch to cleaner inputs) means that the PNA, in general, is partial.
It is worth emphasizing that this conclusion is very robust: no restrictions are imposed on the monopolist, except that it is a price-taker in the market for emissions permits. 14 14 Furthermore, it is clear that the result holds even if the monopolist is subject to certain regulatory restrictions, such as being prevented from raising prices after the introduction of the ETS.
Finally, suppose that the monopolist indeed receives the PNA of γ(t)ζ * permits for free. Re-writing (3), we obtain that Π
This, together with
(1), implies that the monopolist's endowed permits under the PNA, γ(t)ζ * , will exceed its requirement ζ * (t), so the monopolist will be selling part of its endowment.
The following proposition summarizes our analysis of the monopoly case.
Proposition 1 Following the introduction of the ETS, a monopolist has lower emissions and lower profit. PNA is partial, i.e., 0 ≤ γ(t) ≤ 1; with this allocation of permits the monopolist is a net supplier in the market for permits.
Characterizing partial PNA
When considering an oligopoly, we can no longer rely solely on the revealed preference arguments that gave us such mileage in the monopoly case. Nevertheless, there are still some general insights we can derive.
Assume that there are N ≥ 2 firms in an industry that interact with each other strategically. In the interest of generality, we leave the precise manner of their strategic interaction unspecified for now. Retaining our earlier notation, we denote equilibrium industry profits when the permit price is t by Π * (t), the equilibrium (total) emissions by ζ * (t), and so on. The corresponding outcomes for firm i are Π * i (t), ζ * i (t), etc. We assume that these are all smooth functions of the permit price t in some interval [0, T ], where T > 0. We call this model a smooth oligopoly.
By definition, the proportion of free permit allocation needed for profit-neutrality at the industry-level, γ(t), is given by
The next result gives a sufficient (and, as we shall see later on, locally necessary) condition for the profit-neutral allocation to be partial.
Proposition 2 Suppose ζ * (t) < ζ * and Π * (t) ≥ Π * . Then γ(t) < 1; with this level of free allocation, the industry has a net demand for permits.
Proof: Given the assumptions, there is a γ(t) < 1 such that Π
0. Rearranging this expression and using the fact that Π * (t) − tζ * (t) = Π * (t), we obtain (4). Since Π * (t) ≥ Π * , we must have γ(t)ζ * − ζ * (t) ≤ 0, so the industry has a net demand for permits.
QED
This result is quite intuitive. It says that the industry PNA is partial if the introduction of an ETS increases industry profits before accounting for emissions costs-in other words, average PNA is partial if the ETS leads to a more "collusive" equilibrium outcome. In particular, had the firms in the industry chosen the (same) actions they did upon the introduction of the ETS before it was introduced, their total profits (at Π * (t))
would have exceeded Π * .
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To carry the analysis further, we now concentrate on the behavior of γ(t) for low values of t by examining the first-order approximationγ ≡ lim t→0 γ(t). This limit determines the (approximate) proportion of free permit allocation that satisfies (4) by ignoring higher-order terms in t, and allows us to deliver sharp and easily interpretable results. The marginal cost increase due to an ETS is typically small relative to a firm's total marginal costs, so an analysis based on this approach delivers insight without being misleading. 16 We make three important observations regardingγ.
(1) Ifγ < 1, then for small t, γ(t) < 1, that is, the industry (on average) requires only partial PNA for profit-neutrality. Moreover, the industry's net demand for permits, assuming it is given this level of free allocation, is ζ
for low values of t, ζ * (t) − γ(t)ζ * > 0. In other words, ifγ < 1, the industry's demand for permits under the PNA will exceed its free allocation. Conversely, ifγ > 1, then the industry will be a net supplier of permits.
Suppose now that there are sufficiently many industries with partial PNA so that (overall) there is a net demand for permits after profit-neutral permit allocations. Then 15 For example, in the standard textbook case of symmetric Cournot oligopoly with constant marginal cost, industry profits are lower than for a monopolist. If the ETS leads to a lower industry output that is closer to the monopoly level, then PNA is partial. 16 In any case, we show in Appendix C that our main insights remain valid even when t is "large".
a given permit price of t > 0 can only be supported if there is an external party-the government-that meets this net demand for permits. Therefore an ETS with profitneutral permit allocations raises net revenue for government if it is partial (on average across the industries covered by the ETS).
(2) Recall that if the industry is run by a monopoly then, for all values of t, PNA is partial, i.e., γ(t) ≤ 1, but the monopoly is also a net supplier of permits. Comparing this with our previous observation, we conclude that, for a monopoly,γ = 1; so even though PNA is partial for a monopoly it approaches a full allocation of permits for low permit prices.
(3) Taking the Taylor expansion of Π * (t) around t = 0, (4) gives us a simple expression for PNA, namelyγ
To first order, the proportion of free permits required for profit-neutrality is equal to the loss in industry profits per unit of emissions. 17 Since, by definition, Π
we can also writeγ
from which the next proposition follows immediately.
Proposition 3 In a smooth oligopoly,
This result is the local analog of Proposition 2. Indeed, it goes a bit further since it says that, for small t, the condition that Π * (t) is increasing with t is both sufficient-and necessary-for partial PNA at the industry level.
17 An alternative way of showing thatγ = 1 for a monopolist is to first observe that, by the envelope theorem, dΠ * /dt = −ζ * and then to apply formula (5).
The impact of the ETS on costs
We now consider the impact of the ETS on firm costs, taking into account both the direct effect of the permit price on costs as well as firms' abatement decisions. From this point on, we assume that the industry produces a single product using l (costly) inputs,
++ . Production leads to emissions, which we denote byz i . Following Baumol and Oates (1988) , amongst others, we shall think of emissions as an input in the production process, albeit one that is initially free. Firm i's production function F i , assumed to exhibit constant returns to scale, maps the input vector (x i ,z i ) to the output q i . All inputs (including emissions) are chosen optimally by firms to minimize costs.
The introduction of an ETS typically induces firms to engage in abatement by reducing their emissions and using more of other inputs (whose prices we assume are unchanged). We denote firm i's unit cost at permit price t by c i (t), its optimal emissions intensity (i.e., emissions per unit of output) by z i (t), and its unit cost excluding the cost of permits by
Standard production theory tells us that, at any t > 0, z i (t) ≤ z i (0) and a i (t) ≡ c i (t) − c i (0) ≥ 0. We can think of a i (t) as the abatement cost (per unit of output) incurred by the firm as it reduces emissions intensity from z i (0) to z i (t). If the production technology is such that abatement is either non-optimal or simply impossible, then
which leads to the important observation that
So even though the ETS leads to increased expenditure on other inputs, this effect is of second order.
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18 A less general but more concrete way of obtaining the same conclusion is to think of firm i having Suppose q * i (t) is the firm's equilibrium output as a function of the permit price. Then its total cost excluding the cost of permits is C * i (t) = c i (t)q * i (t). Differentiating by t and appealing to (9), we obtain dC * i
The introduction of the ETS thus has a two-fold impact on C * i . First, it makes the firm switch away from emissions towards other inputs, thus raising expenditure (c i (t)) on those inputs. Second, it has an impact on firm i's output via its strategic interaction with other firms. However, by the envelope theorem, the change in c i (t) is of second order, so that, for low values of t, the change in total cost C * i (t) is simply driven by the change in firm i's output.
An immediate consequence is that the local impact of an ETS on an industry's average cost is solely driven by its effect on firms' relative output shares. We denote the industry's total cost, again excluding permits, by C
and the associated average cost by c
where σ i (t) is firm i's market share. Differentiating this expression with respect to the permit price and using (9), we obtain (note that
It is clear from this equation that the industry's average cost (excluding permits) will fall with the introduction of an ETS if firms with lower unit costs increase their market share. This observation will be important for determining the average profit impact of an ETS, and therefore also the industry's PNA.
access to a technology that reduces emissions intensity by α at a cost of d i (α) per unit of output. In
Denoting the cost-minimizing value of α byᾱ i (t),
It is easy to verify (8) and (9) directly.
The ETS in a Cournot model
Consider a standard Cournot oligopoly with N ≥ 2 quantity-setting firms. Without loss of generality, assume that c 1 (0) ≤ c 2 (0) ≤ ... ≤ c N (0), so lower indexed firms have lower initial marginal costs. We denote by q the vector (q i ) 1≤i≤N which gives the output of each firm, the aggregate output associated with q by Q, and the output of all firms except
where P (Q) is the downward-sloping inverse demand curve. Firm i maximizes its profit when marginal revenue equals marginal cost,
Before the introduction of the ETS firms are at the Cournot equilibrium
which may be re-written as
where σ i is firm i's initial (pre-ETS) market share and η(Q
the industry price elasticity of demand. It follows from (13) 
i.e., market shares vary inversely with marginal cost.
Q=Q * denote the elasticity of the slope of inverse demand, evaluated at the initial equilibrium industry output. This can be interpreted as an index of demand curvature. Clearly,
and inverse demand is locally convex (concave) at Q * . The secondorder condition for profit-maximization is satisfied for firm i if its marginal revenue is downward-sloping in its own output, i.e.,
this condition may be equivalently written as
Besides (15), the other assumption maintained throughout the paper is that inverse demand is not too convex in the sense that
As we shall see, this assumption is necessary and sufficient for industry output to fall when emissions trading is introduced.
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Conditions (15) and (16) are not enough to guarantee that the Cournot model is well-behaved; in particular, even with these assumptions, it is possible for a firm to have an upward-sloping best response curve. It is known that the necessary and sufficient condition for the best response curve of firm i to be locally downward sloping at i's equilibrium output is
(see, for example, Bulow, Geanakoplos, and Klemperer (1985) and Shapiro (1989) ).
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If this conditions holds for each firm i, then the Cournot oligopoly is locally a game of strategic substitutes. Obviously, condition (17) is stronger than (15).
A sufficient condition for (17) is that E(Q * ) ≤ 1, which is equivalent to saying that the demand function, i.e., the function P −1 , is locally log-concave at P (Q * ). Indeed this condition is necessary if (17) is to hold for any distribution of market shares. We also know that if the demand function is globally log-concave, then the Cournot game has a globally unique and stable equilibrium (Shapiro (1989) ). For these reasons and others, the log-concavity of the industry demand curve is a reasonable and commonly-made assumption in the context of the Cournot model (see, for example, Farrell and Shapiro (1990) and Shapiro (1989) ). 21 This assumption will also feature prominently in some of our main results.
19 See Bergstrom and Varian (1985) for another use of this condition, and Seade (1980) for an early application that notes the importance of demand curvature. 20 Using equation (48), it is straightforward to show that the slope of i's best response curve,
Given that the denominator of this expression is positive (by (15)), the expression is negative if and only if its numerator is positive, hence condition (17). 21 For products that are consumed only as a single unit or none at all, market demand at price p is proportional toF (p) = 1 − F (p), where F is the distribution of the reservation prices. A sufficient condition forF to be log-concave is for F to be generated by a log-concave density function. Many
The introduction of the ETS raises the marginal cost of firms in the industry. The envelope theorem tells us that dc i /dt = z i (t) (see (8)), so the local impact of the ETS on a firm's marginal cost depends (only) on its emissions intensity. In principle, z i > 0 may vary across firms in any possible way, but for some of our results we shall assume that emission intensities are positively correlated with marginal costs. By this we mean that their covariance is nonnegative at t = 0; formally,
It almost goes without saying that this condition will not always hold, but it is sufficiently weak to cover a broad range of cases. By definition, a firm with the lower marginal cost is the one that uses fewer inputs on average (with inputs weighted by their prices); that such a firm will typically also use less of the inputs that cause emissions seems plausible.
Indeed, the general notion of eco-efficiency holds that reducing waste also reduces costs (Alexander and Buchholz, 1978; Porter and van der Linde, 1995) , suggesting that it is plausible that costs and emissions are non-negatively correlated. 22 More recently, Bloom, Genakos, Martin and Sadun (2008) find strong empirical evidence that more efficient manufacturing firms also tend to have lower energy and emissions intensities.
However, the condition is less likely to hold, for example, in an electricity market where some firms operate coal-fired power plants (with low marginal costs, but high emissions intensities), while, in addition, there are other firms that instead use cleaner, but also more expensive inputs (such as gas). Nevertheless, the condition is very useful for deriving a clean set of theoretical results, and the broad thrust of our conclusionsespecially our main results on partial PNA-remains valid with modest departures from commonly used density functions have this property, see Bagnoli and Bergstrom (2005) . 22 See also Heal (2008) for several case studies, such as the internal emissions trading scheme set up by BP, which reduced emissions and also cut costs; Dow Chemicals and Du Pont provide similar evidence. King and Lenox (2001) , amongst others, find a positive correlation between environmental and financial performance. Although there is considerable debate on the reasons for this relationship (Konar and Cohen, 2001 ), for our purposes the nature and direction of causality between environmental and financial performance is irrelevant, and it suffices that they are non-negatively correlated.
this assumption (see Sections 4.2 and 4.3).
We say that emissions intensities are co-monotonic with marginal costs if, at t = 0, z i is weakly increasing with c i and that it is uniform if z i is equal for all firms. Since marginal cost is increasing with i by assumption, it is clear that co-monotonicity (and, as a special case, uniformity) is stronger than-in fact, considerably stronger thancondition (18).
Using (13) it is straightforward to check that marginal costs and emissions intensities are positively correlated if and only if market shares and emissions intensities are negatively correlated. In other words, (18) is equivalent to
(note that
. For the rest of this section, we shall examine the impact of the ETS on output, market shares, emissions, and costs. Building on this, we examine the impact of the ETS on profits, and thus PNA, in Section 4.
The impact of the ETS on output and price
We assume that the Cournot equilibrium varies smoothly with t when the ETS is introduced, i.e., the Cournot oligopoly is a smooth oligopoly in the sense defined in Section 2. The following result shows the impact of the ETS on firm-and industry-level output and is crucial to understanding its impact on costs and firm profits.
Proposition 4 Output responses at t = 0 are given by
The proofs of Proposition 4 and other results in this section and the next are in Appendix A.
Proposition 4 says that the introduction of the ETS causes industry output to fall in response to firms' increased marginal costs. It follows that the equilibrium price of output must increase. To be specific, (20) gives us
This formula is remarkably simple in one respect: the price increase depends on only the unweighted average of the emissions intensities and on no other feature of its distribution.
So a change in emissions intensities that leaves its unweighted average unchanged does not modify the price impact of the ETS.
To have a better understanding of (23), consider the hypothetical situation where
The term κ is known as the rate of cost pass-through since it measures the change in the equilibrium price following a common increase in the marginal cost of every firm in the oligopoly. Loosely speaking, if marginal cost increases by a dollar at every firm, then the equilibrium price rises by κ dollars. Note that the rate of cost pass-through κ ≤ 1 if and only if E(Q * ) ≤ 1, i.e., demand is locally log-concave.
Denoting the unweighted average marginal cost in the industry byĉ(t) = (
so (23) may be rewritten as dP * /dt = κ (dĉ/dt) .In finite terms, ∆P * ≈ κ ∆ĉ, so the price increase following the introduction of the ETS is approximately proportional to the rise in the unweighted marginal cost, with the cost pass-through κ as the proportionality constant.
The impact of the ETS on market shares
It is clear from Proposition 4 that the impact of the ETS does not fall equally across firms. However, while the scheme will affect relative output and hence market shares, its effect is not indeterminate; we show that under reasonable assumptions, the introduction of the ETS will increase market concentration.
To obtain a quick sense of why this may be so, use (20) and (22) to obtain
We wish to highlight two factors that influence the impact of the ETS on market shares: there is k such that for all i ≤ k, dσ i /dt ≥ 0 and for all i > k, dσ i /dt < 0. Since lower indexed firms are also the larger ones, we see that the ETS raises the market share of large firms and reduces that of small firms when demand is log-concave and emissions intensities are uniform.
There is a different and perhaps more intuitive way of understanding the influence of the demand curvature on market shares. At the Cournot equilibrium, firm i's first order condition may be written as
This equation says that firm i produces up to the point at which the margin gained from selling one more unit equals firm i's market share, σ i (t), of the revenue lost by all firms on the inframarginal units, which is −P * (t))Q * (t). It is straightforward to check that L(Q) = −P (Q)Q is decreasing in Q if and only if E(Q) ≤ 1. Now consider two firms i and j, with i having the lower marginal cost (and hence larger market share); then
The introduction of the ETS lowers output and hence L, but the difference in margins between the two firms (which is c j (t) − c i (t)) remains unchanged if they have the same emissions intensity. It follows that σ i (t) − σ j (t) must increase.
The other factor influencing the impact of the ETS on market shares is the distribution of emissions intensities. Consider firms m and n with the same (initial) market share but different emissions intensities, with z m < z n ; then (26) tells us that dσ m /dt > dσ n /dt, i.e., in terms of market share, firm n will fare less well under the ETS. This is unsurprising since firm n has the greater emissions intensity and so experiences a larger increase in marginal cost than firm m.
When E(Q * ) ≤ 1 and emissions intensities are co-monotonic with marginal costs (and hence weakly increasing in i), both factors work in favor of the larger firms; this is reflected in (26) where dσ i /dt decreases with i and so {dσ i /dt} 1≤i≤N has the single crossing property. It is straightforward to check that the single crossing property, together with the fact that σ i is decreasing in i, will raise market concentration as measured by
When co-monotonicity is replaced with the weaker assumption that emissions intensities and marginal costs are positively correlated, it is no longer true that {dσ i /dt} 1≤i≤N must obey the single crossing property. However, one can still show (see Appendix A) that the introduction of the ETS raises the Herfindahl index.
Proposition 5 Suppose E(Q * ) ≤ 1 and that emissions intensity and marginal cost are positively correlated. Then dH dt (0) ≥ 0.
The impact of the ETS on average cost
The standard justification for the use of an ETS is the cost minimization theorem (see Baumol and Oates (1988) ), which says that it represents the cheapest way of achieving an emissions target subject to a given set of output constraints. We now give a formal statement of this result in the context of a Cournot model.
Let r denote the input price vector of all inputs except emissions and let t be the unit price of emissions. Keeping r fixed, we denote firm i's optimal input vector (for producing a single unit of output) by (x i (t), z i (t)), where x i (t) is the vector of inputs excluding emissions and z i (t) is the emissions intensity. Thus, the unit cost excluding the cost of permits is c i (t) = r · x i (t). As above, firm i's output at the Cournot equilibrium is q * i (t). The problem of minimizing costs subject to achieving an emissions target can be stated as:
and (ii )
where F i is firm i's production function, so F i (x i ,ẑ i ) is the firm's output at the input vector (x i ,ẑ i ). This optimization determines the cheapest way of achieving an emissions target of N i=1 z i (t)q * i (t) subject to firm i producing q * i (t). By the cost minimization theorem (see Baumol and Oates (1988) ), the solution to this problem isx i = x i (t)q * i (t) andẑ i = z i (t)q * i (t). In short, the solution coincides with that achieved by an ETS with permits priced at t. This result is difficult to interpret in a Cournot setting: since firms' outputs are perfect substitutes, there is no normative reason for imposing condition (i ). However, if we replace it with the condition that total output equals N i=1 q * i (t), then it is clear that neither the initial Cournot equilibrium nor that after the introduction of the ETS are cost efficient. Cost minimization in both instances would require all output to be produced by the firm with lowest marginal cost.
A more useful criterion in evaluating the impact of the ETS in this setting is to ask whether it makes the industry more (or less) efficient in its use of resources (other than emissions). Formally, we wish to study the impact of emissions trading on the industry's average cost, c * (t). Recall that, by the envelope theorem, dc i /dt = 0, so that the local impact of the ETS on the industry's average cost is solely driven by its impact on relative output shares (see (9) and (12)). Therefore, cost efficiency improves if firms with lower unit costs (lower i) increase their market share. Note that the firms with lower unit costs are also the larger firms, so it should come as no surprise if the conditions in Proposition 5 that guarantee increased market concentration are also sufficient to guarantee an improvement in cost efficiency.
Proposition 6
Suppose that E(Q * ) ≤ 1 and that emissions intensity and marginal cost are positively correlated. Then the industry's average cost obeys
We conclude that, when t is small, it is reasonable to expect the introduction of the ETS to lead to a reduction in the industry's average cost of production. Since Proposition 6 relies on the fact that firm-level cost increases are of second order, it is possible that these increases could be significant enough to raise average costs when t is large. Nonetheless, even for large t, the assumptions of Proposition 6 guarantee that it is the relatively low cost firms that gain market share, which helps moderate the impact of any increase in costs.
The impact of the ETS on emissions
We already know that the ETS lowers total industry output, so total emissions will fall if the average emissions intensity of firms falls. Letting z * (t) denote average emissions intensity and noting that z
Standard production theory tells us that dz i /dt ≤ 0 (in other words, firms make abatement decisions), so the second term on the right of this equation is always negative. If emissions intensity is uniform across firms, the first term on the right equals zero since N i=1 dσ i /dt = 0 and we conclude that average emissions intensity must fall. If emissions intensity is not uniform, the sign of the first term on the right of (30)-and thus the sign of dz * /dt-cannot be guaranteed without further assumptions. This reflects the fact that while the ETS induces each firm to lower its emissions intensity, it is possible for this effect to be negated in part or in whole by strategic effects. If the ETS causes firms with (initially) low emissions to gain market share, then it has a doubly beneficial effect. On the other hand, if these firms lose market share, this diminishes the scheme's ability to lower emissions in this industry. 23 To guarantee that the former holds, we once again rely on the assumptions that E(Q * ) ≤ 1 and that emissions intensities are positively correlated with marginal costs. We know from Proposition 5 that the ETS raises market concentration under these conditions; loosely speaking, large firms gain market share at the expense of small firms. Since large firms have lower cost and (by the correlation assumption again) typically lower emissions, average emissions intensity will fall. the firm and of the industry. We use these formulae to show that, under reasonable conditions, average PNA in the industry is not just partial, but low. We also perform some illustrative calculations on the level of PNA for the UK cement industry.
PNA for an individual firm
By definition, the proportion of free permit allocation, γ i (t), needed to preserve firm i's profit satisfies
Taking the Taylor expansion of Π * i (t) at t = 0 yields the approximate PNÃ
The free allocation required to ensure profit-neutrality (to first order) at firm i is equal to the profit lost per unit of emissions.
In a Cournot setting, one can naturally think of the operating profit of firm i as a function of its own output, q i , all other firms' output, Q −i , and the market price of emissions permits, t. More formally,
where ζ * i = z i q * i and the second equality relies on the first-order condition for profitmaximization that ∂Π i /∂q i = 0. Using this last result in (32), we obtain a simple expression for PNA:γ
Our next result follows immediately.
Proposition 8 The first-order PNA for firm i has the following property:
This result says that, for small t, PNA for firm i is partial if (and only if) the total output of all other firms, Q * −i (t), falls in response to the introduction of emissions trading. Like a monopolist (for which recallγ = 1), an individual oligopolist faces an increase in marginal cost from the ETS, but, in addition, it also faces a change in its residual demand curve p = P (q i + Q * −i (t)). Therefore, the PNA for an individual firmγ i is less than unity if its residual demand curve becomes more favorable, Q * −i (t) < Q * −i , and vice versa.
24 Therefore, it is clear that PNA for each firm must be partial if firms in an industry are sufficiently symmetric (in that they all cut output).
Equations (20) and (21) from Proposition 4, together with (34), now give us an explicit formula for PNA at the firm level.
Proposition 9 The first-order PNA for firm i,
It is clear from this formula that PNA (measured as a proportion of the firm's initial emissions) will typically not be the same across firms. Almost inevitably, a "one-size-fitsall" allocation policy, in which every firm receives the same proportion of freely allocated permits, will lead to overcompensation for some firms and a degree of undercompensation for others. One special case where this proportion is constant across firms is when demand is linear and firms have the same emissions intensity (even if they have different costs, and hence market shares). In this case,γ i = 2/(N + 1) ∈ (0, 2/3] for all i, so PNA is positive but partial.
When the firms are symmetric, i.e., have identical costs and emissions intensities, Differing emissions intensities are another source of differences in PNA across firms.
As one would expect,γ i is decreasing in the emissions of other firms and increasing in its own emissions (see (35), (15), and (16)). For example, assuming that demand is linear
Clearly,γ i > 1 if z i /( N j=1 z j ) is sufficiently close to 1. At the other extreme, if z i /( N j=1 z j ) is sufficiently close to zero, thenγ i < 0 since the scheme has a greater impact on firm i's rivals and its strategic position improves to the extent that it actually makes a higher profit after the introduction of the ETS.
Average PNA for an industry
We now examine the level of PNA needed for profit-neutrality for an industry as a whole. This number is more relevant than firm-specific PNA in terms of providing policy guidance on how many permits to freely allocate to firms (and conversely how many to auction), since firms are usually included in an ETS on an industry-by-industry basis.
Recalling the definition of industry-level PNA that Π * (t) + t γ(t)ζ * = Π * , and since
, we obtain (after Taylor expansion) the first-order PNÃ
Now, since from (32) dΠ * i /dt = −z * i q * iγ i , we can rewrite this as
In other words, PNA for an industry is an average of PNAs for individual firms, weighted by market shares and emissions intensities. Denoting the industry's Herfindahl index by (38) and (35) yield an explicit formula for PNA for an industry.
Proposition 10 The first-order PNA for an industry,
In principle,γ can take on a wide range of values, both positive and negative. For example, it is known (see, for example, Kimmel (1992) ) that in a symmetric Cournot oligopoly, a common increase in marginal cost raises total profit (in our notation, Π * (t) > Π * ) if and only if E(Q * ) > 2. We can recover this result using (39); at a symmetric equilibrium and assuming uniform emissions intensities,γ < 0 if and only if E(Q * ) > 2.
In this case, industry profits increase with the introduction of the ETS, so the industry is (at least weakly) better off even if it has to buy all the permits it needs at the market price. It is also clear from our earlier discussion of firm-level PNA that if firms (and their emissions intensities) are roughly symmetric, then PNA for each firm-and thus for the industry as a whole-is partial.
However, with sufficiently asymmetric firms, it is possible forγ to exceed unity. For example, consider a duopoly with uniform emissions intensity that faces a unit-elastic demand curve P (Q) = K/Q (so industry revenue is constant at K), so N = 2 and E = 2. It is easily checked thatγ 1 = 2(σ 1 − σ 2 ) and hence thatγ 1 = −γ 2 . With symmetric firms, therefore, PNA is zero for both firms (and for the industry as well),
Such examples notwithstanding, the following result shows that reasonable restrictions on the industry guarantee that industry PNA is partial, and indeed low.
Proposition 11 Provided emissions intensity and marginal cost are positively correlated, we haveγ
Note that the bounds onγ given in Proposition 11 are all independent of emissions intensities (provided they are positively correlated with marginal costs). This result allows us to draw three important conclusions about average PNA.
(1) PNA is partial for any industry that is sufficiently fragmented in the sense that its Herfindahl index is sufficiently low (with H ≤ 2/(N + 1)). This conclusion follows immediately from Proposition 11(i) since H is always bounded below by 1/N , soγ ≤ 2 − N H ≤ 1. This result does not depend on the demand curvature E(Q * ).
26
(2) PNA is partial for any industry in which firms compete in strategic substitutes (i.e., all firms have downward-sloping best responses). To see this, recall that firm i's best response is downward-sloping if (17) holds; if (17) holds for all i, we obtain
, which may be rewritten as 1 > HE(Q * ). Proposition 11(ii) tells us thatγ ≤ max{1, E(Q * )} H < 1 if H ≥ 2/(N +1). For the case of H ≤ 2/(N +1), we know from Proposition 11(i) that PNA is partial (for any value of E(Q * )).
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(3) PNA is bounded above by the Herfindahl index for any industry that has logconcave demand and is sufficiently concentrated (H ≥ 2/(N + 1)). This is clear since if E(Q * ) ≤ 1, Proposition 11(ii) says thatγ ≤ H. Note that the required degree of concentration (H ≥ 2/(N + 1)) is very low and likely to hold in many cases. This result 26 At H = 2/(N + 1) and with uniform emissions, formula (39) givesγ = 2/(N + 1), so the bound in (41) is tight at this value of H. With uniform emissions and symmetric market shares (so H = 1/N ), the formula (39) gives usγ = (2 − E(Q * ))/(N + 1 − E(Q * )); this expression approaches 1 as E(Q * ) approaches −∞, so the bound of 1 given by (41) is again tight. 27 It also follows from this result that in the example we considered after Proposition 10,γ > 1 only when either firm has an upward -sloping best response curve; indeed, one can check directly that this holds for Firm 1.
gives a far tighter bound on PNA since the Herfindahl index is usually below 50%, and much below this level for many industries. 28 More generally, provided the industry is not extraordinarily concentrated, the term E(Q * )H-and thus PNA-is likely to be quite low, even when one chooses an estimate of E(Q * ) that is greater than unity. An instance of this is found in the example in the next subsection.
The V-shaped curve in Figure 1 depicts the upper bound on PNA in the case where
The Herfindahl index varies between 1/N and 1. Between 1/N and 2/(N + 1), PNA is bounded by B(H) = 2 − N H (i.e., the right hand side of (41)); for H ≥ 2/(N + 1), PNA is bounded by B(H) = H. We see from (40) thatβ is a linear function of H. Figure 1 depicts the graph ofβ for two values of E(Q * ). When E(Q * ) is positive, the line has a positive slope (β ); when E(Q * ) is negative, it has a negative slope (β ).
In all cases, the line passes through the point (2/(N + 1), 2/(N + 1)) and lies below the These results provide a theoretical benchmark according to which industry-level PNA is partial and low. It is also fairly clear that, whenever an industry's Herfindahl index is relatively low, significant departures from log-concave demand or negative correlation between emissions intensities and market shares will still lead to a low PNA. In the next sub-section, we use an application to the UK cement industry to demonstrate that our basic conclusions on PNA from Proposition 11 are indeed quite robust to different assumptions.
We also show in Appendix C that our main insights, including that industry PNA is partial and low, also apply in a non-local analysis when the permit price is "large".
Calculating PNA: An example
We now illustrate how our formulae can be used to make indicative calculations of PNA with an application to the UK cement industry, which is part of the EU ETS.
In this example, the relevant market definition is at the UK level and it is reasonable to set the number of firms N = 8 with a Herfindahl index H = 0.28. Note that the concentration condition concentration H ≥ 2/(N + 1) is therefore satisfied. (Appendix B contains a justification of these values and all other data used in this example.) The two main challenges in using our PNA formula for this application are that demand curvature E(Q * ) is not directly observable and that we do not have detailed information on emissions intensities for each firm in the sector.
As an initial step towards determining PNA, assume that demand is locally logconcave E(Q * ) ≤ 1 (so the rate of cost pass-through is less than 100%) and also that emissions intensities and marginal costs are indeed non-negatively correlated. Then it follows directly from Proposition 11(ii)) that PNA is bounded above by the industry's Herfindahl index, soγ ≤ H = 0.28. In other words, preserving the industry's profits requires a free allocation of permits covering just 30% of its pre-ETS emissions.
We now consider relaxing both of these assumptions in turn and explore the implications for the calculation of the industry's PNA.
First, a less stringent way of bounding demand curvature E(Q * ) derives from what we call the elasticity approach. Observe that we can write
where η(Q) is the industry price elasticity of demand. With the commonly-made and reasonable assumption that demand elasticity is non-decreasing in price (so ∂η(Q)/∂Q ≤ 0), we thus obtain an upper bound on demand curvature E(Q * ) ≤ 1 + 1/η(Q * ) ≡Ē, whereĒ > 1. If demand has constant elasticity E(Q * ) =Ē, but otherwiseĒ may be a significant overestimate of the true demand curvature. CalculatingĒ is usually straightforward, as it is relatively easy to find estimates of price elasticity η(Q * ) for many emissions-intensive industries from previous empirical work. For the UK cement industry, our 'best guess' is η = 0.8 but we also use a low estimate of 0.5 and a high estimate of 2.0 to check robustness.
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Sinceβ in Proposition 11 is increasing in E(Q * ), 30 we can writẽ
Table 1 displays values for the upper boundĒ on demand curvature, as well as of the upper boundβ on PNA for our range of elasticity estimates. As is consistent with our earlier analysis, PNA (as bounded above byβ) is well below unity for all of these estimates, and indeed is always below 50%. We also repeat these calculations for a larger number of firms in the industry (to account for any potential ambiguity over any very small firms not captured in our industry data-sinceβ also increases with N ). The upper-bound estimates of PNA remain well below 100% for these cases, even in the limiting case as we let N → ∞ and soβ →ĒH.
29 Another way to estimate demand curvature is to use a cost pass-through approach. Recall from (24) that the rate of cost pass-through κ = N/ [N + 1 − E(Q * )], so it is possible to back out the value of E(Q * ) from an estimate of cost pass-through. It is easy to check that PNA is partial and low (and sometimes negative) for demand curvatures implied by a very wide range of pass-through rates (both below and above 100%). 30 Note thatγ =β if emissions is uniform rather than just positively correlated. Second, we relax the assumption that emissions intensities and marginal costs are non-negatively correlated. Recalling the formula for industry-level PNA from Proposition 10, note that its emissions-intensity component can also be written as
z i /N denotes the average emissions intensity across firms. By definition, the correlation coefficient ρ (of z and σ) is the ratio of cov(σ, z) and the product of the standard deviations of z and σ. We write the standard deviation of z aszυ, so υ ≥ 0 is the coefficient of variation of emissions intensities. It is not hard to check that the standard deviation of σ can be written ( √ HN − 1)/N . In this way, we obtain cov(σ, z) = ρ (zυ)
Thus we can write the formula for PNA as For the UK cement industry, the information available suggests s ≤ 0.15 as an upper bound on the coefficient of variation. Table 2 displays estimates of this upper bound on PNA for a range of (maximal) coefficients of variation υ ≤ 0.15, as well as for the entire range of possible correlation coefficients ρ ∈ [−1, 1]. We assume that demand is log-linear E(Q * ) = 1; the PNA estimates would be lower for any strictly log-concave demand curve.
Note first thatγ ≤ H = 0.28, as expected whenever the correlation coefficient is negative, and that PNA itself turns negative for very low correlations. Also as expected, the upper bound of the Herfindahl index is tight whenever the coefficient of variation is zero or if the correlation coefficient is zero, as either of these imply that emissions intensities are uniform across firms. Most importantly, note that these upper bounds on PNA always remain low even if the correlation is strongly positive.
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This exercise merely confirms something that is fairly clear from (46) 31 We also examined the "worst case" scenario for PNA in which the parameter values are all chosen to go as far as possible in the "wrong" direction. In particular, let E = 3 for a constant-elasticity demand curve with the low elasticity estimate η = 0.5, and also let ρ = 1 and υ = 0.15, so both the correlation coefficient and the coefficient of variation lead to as high a value of PNA as possible. Even in this very extreme case, we find thatγ ≈ 0.67, so PNA remains clearly partial and low. Indeed, it is also still lower than the proportion of freely allocated permits in both phases I and II of the EU ETS. These robustness checks give us confidence that our basic insight that PNA is typically partial and low extends beyond the theoretical benchmarks from Proposition 11.
Of course, similar empirical strategies for extending the analysis to log-convex demand curves and other emissions-intensity patterns can be applied to other sectors. For the UK cement industry, a balanced view of this suite of estimates suggests that PNA is indeed likely to be no greater than 25-45%. This implies that the majority of emissions permits could be auctioned whilst preserving industry-level profits in this sector.
Conclusion
In this paper we have analyzed, within a canonical theoretical framework, the impact of an emissions trading scheme on output, costs, market shares, profits, and emissions.
We have shown that an ETS leads to more cost-efficient firms gaining market share and a reduction in aggregate industry emissions under the following assumptions: (i) firms' marginal costs are (weakly) positively correlated with their emissions intensities and (ii) the industry faces a log-concave demand function. Moreover, these assumptions guarantee that the profit impact of the ETS (on the industry as a whole), as measured by the profit-neutral permit allocation, is bounded by the Herfindahl index and thus typically low.
We have also provided simple formulae to calculate firm and industry-level PNA that do not rely on assumptions (i) and (ii). These formulae make it plain that the impact of an ETS will differ from one industry to another, depending on market structure, firms' emissions intensities, and demand conditions. They can also be used to provide indicative PNA estimates for an industry. In some cases, firms may require 100% free emissions permits (or more) for profit-neutrality, but our results suggest that such cases are rare. In most cases, a profit-neutral ETS involves a PNA of less (perhaps much less) than 50%, so governments can raise substantial revenue from the sale of emissions permits whilst preserving industry profits.
This analysis, we hope, will inform the public discussion of such cap-and-trade schemes as they are implemented in different parts of the world. Our results also provide a natural starting point for further theoretical and empirical studies into ETS design.
Appendix A: Proofs of Propositions 4-7 and 11
Proof of Proposition 4: Letq i (Q −i , t) be the best response of firm i when the other firms are producing Q −i and its marginal cost is c i (t). Abusing notation, let M R i (q i , Q −i ) denote firm i's marginal revenue when its output is q i and the other firms are producing Q −i . The first-order condition guarantees that M R i (q i , Q −i ) = c i (t). Differentiating this equation by t and evaluating it at t = 0, we obtain
Differentiating the same equation by Q −i , we obtain
At equilibrium,q i (Q * −i , t) + Q * −i ≡ Q * . Differentiating this with respect to t and using (47) and (48), we obtain
Summing this equation across firms gives us
Rearranging now yields (20). Using (20) to substitute for P in (49), we obtain (21). (26) and (29), we obtain
Since dQ * /dt < 0, dH/dt ≥ 0 if the term in the square brackets is non-positive. Using the fact that 19) ), the term in the square brackets is bounded above by
This is non-positive since E(Q * ) ≤ 1 and H ≥ 1/N .
QED
Proof of Proposition 6: Using (26) and (12), we obtain
Since dQ * /dt < 0, dc * /dt ≤ 0 if the term in the square brackets is non-negative. Using the fact that 18) ), the term in the square brackets is bounded below by
This is nonnegative because both terms in the product are nonnegative. Note that the second term in this product is nonnegative because σ i and c i are respectively decreasing and increasing in i.

Proof of Proposition 7:
Since dQ
case (a), we have already established that dz * /dt ≤ 0 in the main part of the paper. So we turn to case (b). It suffices to show that
We require the term in the square brackets to be nonnegative. Using the fact that
2 /N , the term in the square brackets is bounded below by
This is nonnegative since both terms in the product are nonnegative (the second by (19)).
QED
Proof of Proposition 11: By (15), we have 2 − HE(
Using (19), we obtain (40) from (39). We may rewriteβ as
If H ≤ 2/(N + 1), this term is always less than 2 − N H, so we obtain (i). (Note that
, this term increases with E(Q * ), so we may replace E(Q * ) with E = max{1, E(Q * )} to obtaiñ
Since E(Q * ) obeys (16), we also have N + 1 − E > 0 and since it obeys (15) we obtain
Given these and the fact that E ≥ 1 by construction, it is easy to check thatβ (as defined in (52)) is increasing in N and has a supremum of H E. and Buxton Lime Industries. These four firms collectively produce around 90% of the cement sold in the UK, with approximate market shares of 40%, 25%, 20% and 5% (Environment Agency, 2005) . Imports from four other firms (all manufacturing within the EU and subject to the EU ETS) supply the remainder. This gives a Herfindahl index of around H = 0.28 with a number of firms N = 8.
Estimates of the price elasticity of demand for cement in the UK do not seem to be readily available. Jans and Rosenbaum (1997) find an average elasticity of demand of 0.80 for cement industry in the U.S. More recently, Ryan (2005) finds an elasticity of 2.95 from US market-level data on prices and quantities. While noting this is a rather high estimate, he argues that it is consistent with data on profit margins and plant costs. We found no indication from cement industry sources of large differences in emissions intensities across firms. It seems likely that firms in the sector have emissions intensities within the range 700-940 kgCO 2 /tPCE, implying that the larger part of the marginal cost impact of the EU ETS is commonly experienced. Amongst other things, this implies that the coefficient of variation of emissions intensities (that is, their standard deviation divided by the average emissions intensity in the industry of around 820 kgCO 2 /tPCE) is likely to be no greater than around 0.15. Our evidence, though limited, is also consistent with the assumption that emissions intensities and market shares are (weakly) negatively correlated. In any case, it seems unlikely that this correlation coefficient takes an extreme value on either the positive or negative side in the UK cement industry.
Appendix C: The impact of the ETS for large t Our analysis in the main text of the impact of an ETS focuses on its first-order impact (for small t). We show here that our main results are preserved when the permit price is not small. In particular, when demand is log-concave, PNA is bounded by the Herfindahl index and thus likely to be lower (perhaps much lower) than 50%.
We assume that the permit price is T > 0, and for all t in [0, T ], the Cournot equilibrium exists and varies smoothly with t. It follows from (4) that the industry PNA may be written as
Since Π * (T ) = Π * (0) + T t=0
[dΠ * (t)/dt] dt and defining λ(t) = − [dΠ * (t)/dt] /ζ * (t), we obtain from (53)
Using essentially the same arguments that led to the formula forγ (see Proposition 10), we find that
It follows that for any positive scalar K, γ(T ) < K provided (i) λ(t) < K and (ii) ζ * (t)
is decreasing in t for all t in Solving Case A is straightforward. Equilibrium output Q * (t) falls with t since [N + 1 − E(Q)] > 0 (which can be proved using essentially the same arguments that led to (20)). Standard revealed preference arguments guarantee that the optimal emissions intensity at firm i, z i (t), decreases with t. Since firms are identical, z i (t) also equals the average emissions intensity, z * (t). It follows that total emissions ζ * (t) = z * (t)Q * (t) are decreasing in t, so condition (ii) is satisfied. Furthermore, with a symmetric equilibrium,
z i (t)σ i (t)) ≡ 1 and H(t) ≡ 1/N , so
where E m = min 0≤t≤T E(Q * (t)). Note that the bound M ≡ (2 − E m )/(N + 1 − E m ) is strictly less than unity. Therefore, it follows from (54) that γ(T ) ≤ M . We conclude that, under the assumptions of Case A, the introduction of the ETS reduces output, emissions intensity, and emissions; PNA is partial and bounded by M .
A similar conclusion holds for Case B, though the proof is less straightforward. In this case, the introduction of the ETS lowers industry output, emissions intensity, and total emissions; formally, Q * (T ) < Q * (0), z * (T ) ≤ z * (0), ζ * (T ) < ζ * (0). Industry PNA, γ(T ), obeys γ(T ) ≤ H(T ), where H(T ) is the Herfindahl index at the post-ETS equilibrium. In particular, industry PNA is partial.
To establish this claim, note firstly that since E(Q) < 1, the inequality N +1−E(Q) > 0 holds and guarantees that equilibrium output Q * (t) falls with t. Revealed preference arguments guarantee that z i (t) decreases with t. Thus, average emissions intensity z * (t) falls with t if firms with (weakly) lower emissions intensity gain market share with increasing t. This is true because, with the correlation assumption, firms with lower emissions will typically have lower marginal costs and these firms gain market share when t increases and demand is log-concave.
In formal terms, we need to check that the proof of Proposition 7 does not hinge on t = 0 (and indeed it does not); its conclusion holds so long as demand is log-concave and market shares are negatively correlated with emissions intensities at any value of t in [0, T ]. So we know that ζ * (t) decreases with t. Similarly, by replicating the proof of Proposition 5, we may conclude that H(t) decreases with t in [0, T ]. The negative correlation between market shares and emissions intensities follows from the assumption that marginal costs and emissions intensities are positively correlated (see discussion preceding (19)).
Finally, to obtain the bound on industry PNA, use the result that the Herfindahl index H(t) increases with t, and note that essentially the same argument that guaranteed (42) in Proposition 11(ii) can be used to show that λ(t) ≤ H(t). (This argument requires H(t) ≥ 2/(N + 1), which is true since H(t) increases with t and we assume that H(0) ≥ 2/(N + 1).) Therefore, λ(t) ≤ H(T ) for all t in [0, T ]. Using (54), we obtain γ(T ) ≤ H(T ).
