Abstract. We derive a numerical algorithm for evaluating the Riemannian logarithm on the Stiefel manifold with respect to the canonical metric. In contrast to the existing optimization-based approach, we work from a purely matrix-algebraic perspective. Moreover, we prove that the algorithm converges locally and exhibits a linear rate of convergence.
Introduction.
Consider an arbitrary Riemannian manifold M. Geodesics on M are locally shortest curves that are parametrized by the arc length. Because they satisfy an initial value problem, they are uniquely determined by specifying a starting point p 0 ∈ M and a starting velocity ∆ ∈ T p0 M from the tangent space at p 0 . Geodesics give rise to the Riemannian exponential function that maps a tangent vector ∆ ∈ T p0 M to the endpoint C(1) of a geodesic path C : [0, 1] → M starting at C(0) = p 0 ∈ M with velocity ∆ =Ċ(0) ∈ T p0 M. It thus depends on the base point p 0 and is denoted by (1.1)
The Riemannian exponential is a local diffeomorphism, [13, §5] . This means that it is locally invertible and that its inverse, called the Riemannian logarithm is also differentiable. Moreover, the exponential is radially isometric, i.e., the Riemannian distance between the starting point p 0 and the endpoint p 1 := Exp p0 (∆) on M is the same as the length of the velocity vector ∆ of the geodesic t → Exp p0 (t∆) when measured on the tangent space T p0 M, [13, Lem. 5.10 & Cor. 6.11] . In this way, the exponential mapping gives a local parametrization from the (flat, Euclidean) tangent space to the (possibly curved) manifold. This is also referred to as to representing the manifold in normal coordinates [12, §III.8] .
The Riemannian exponential and logarithm are important both from the theoretical perspective as well as in practical applications. The latter fact holds true in particular, when M is a matrix manifold [2] . Examples range from data analysis and signal processing [7, 17, 3, 18] over computer vision [4, 14] to adaptive model reduction and subspace interpolation [5] and, more generally speaking, optimization techniques on manifolds [6, 1, 2] . This list is far from being exhaustive.
Original contribution. In the work at hand, we present a matrix-algebraic derivation of an algorithm for computing the Riemannian logarithm on the Stiefel manifold. The matrix-algebraic perspective allows us to prove local linear convergence. The approach is based on an iterative inversion of the closed formula for the associated Riemannian exponential that has been derived in [6, §2.4.2] . Our main tools are Dynkin's explicit Baker-Campbell-Hausdorff formula [19] We use the symbols Exp St , Log St for the Riemannian counterparts on the Stiefel manifold.
When we employ the qr-decomposition of a rectangular matrix A ∈ R n×p , we implicitly assume that n ≥ p and refer to the 'economy size' qr-decomposition A = QR, with Q ∈ R n×p , R ∈ R p×p .
2. The Stiefel manifold in numerical representation. This section reviews the essential aspects of the numerical treatment of Stiefel manifolds, where we rely heavily on the excellent references [2, 6] . The Stiefel manifold is the compact homogeneous matrix manifold of all column-orthogonal rectangular matrices St(n, p) := {U ∈ R n×p | U T U = I p }.
The tangent space T U St(n, p) at a point U ∈ St(n, p) can be thought of as the space of velocity vectors of differentiable curves on St(n, p) passing through U :
T U St(n, p) = {Ċ(t o )|C : (t 0 − ǫ, t 0 + ǫ) → St(n, p), C(t 0 ) = U }.
For any matrix representative U ∈ St(n, p), the tangent space of St(n, p) at U is represented by
Every tangent vector ∆ ∈ T U St(n, p) may be written as ∆ = U A + (I − U U T )T, A ∈ R p×p skew, T ∈ R n×p arbitrary. (2.1)
The dimension of both T U St(n, p) and St(n, p) is np − with corresponding norm ∆ U = ∆, ∆ U . This is called the canonical metric on T U St(n, p). It is derived from the quotient space representation St(n, p) = O n×n /O (n−p)×(n−p) that identifies two square orthogonal matrices in O n×n as the same point on St(n, p), if their first p columns coincide [6, §2.4] . Endowing each tangent space with this metric (that varies differentiably in U ) turns St(n, p) into a Riemannian manifold.
We now turn to the Riemannian exponential (1.1) but for M = St(n, p). An efficient algorithm for evaluating the Stiefel exponential was derived in [6, §2.4.2] . The algorithm starts with decomposing an input tangent vector ∆ ∈ T U St(n, p) into its horizontal and vertical components with respect to the base point U ,
Because ∆ is tangent, A ∈ R p×p is skew. Then the matrix exponential is invoked to compute
The final output is 3. Derivation of the Stiefel log algorithm. Let U,Ũ ∈ St(n, p) and assume thatŨ is contained in a neighborhood D of U such that Exp St U is a diffeomorphism from a neighborhood of 0 ∈ T U St(n, p) onto D. The central objective is to find ∆ ∈ T U St(n, p) such that Exp St U (∆) =Ũ . Because of Alg. 2.3, we know thatŨ allows for a representationŨ = U M +Q E N E . Hence, we have to determine the unknown matrices M, N E ∈ R p×p , Q E ∈ R n×p , which feature the following properties:
(Note that by (2.2), M and N E are the left upper and lower p × p blocks of a 2p × 2p orthogonal matrix.) We directly obtain
We compute candidates for Q E , N E via a qr-decomposition
The set of all orthogonal matrices with M, N as an upper diagonal and lower off-diagonal block is parametrized via
T is a specific orthogonal completion, computed, say, via the GramSchmidt process.
Thus, the objective is reduced to solving the following nonlinear matrix equation
, this means finding a rotation Φ such that C = 0. The first result is that solving (3.1) indeed leads to the Riemannian logarithm on the Stiefel manifold.
Theorem 3.1. Let U,Ũ ∈ St(n, p) and assume thatŨ is contained in a neigh-
Keeping in mind that
Having established Theorem 3.1, we now focus on solving (3.1). Let
.
Up to terms of first order, it holds log m (V 0 W 0 ) = log m (V 0 ) + log m (W 0 ). Hence, the choice
gives an approximate solution to (3.1). We define
and iterate. This is the essential idea of Alg. 3.1 for the Riemannian logarithm.
3
In Section 4 we make use of the Baker-Campbell-Hausdorff formula [19, §1.3, p. 22] that corrects for the misfit in the approximative matrix relation log m (V W ) ≈ log m (V ) + log m (W ) for two non-commuting matrices V, W in order to show that the above procedure leads to
for all k ∈ N 0 and a constant α < 1 and is thus convergent.
Since the Riemannian exponential is a local diffeomorphism, we have to postulate a suitable bound on the distance between the input matrices U andŨ . Suppose that U −Ũ 2 < ε. Recalling the definitions M = U TŨ and (I − U U T )Ũ = QN , this gives the following bounds for the horizontal and the vertical component of U −Ũ with respect to the subspace spanned by U :
However, it turns out that for the convergence proof, estimates on the norms of X 0 , Y 0 and Y 0 − I p are also required. By the CS-decomposition of orthonormal matrices [9, Thm 2.6.3, p. 78], the diagonal blocks M and Y 0 share the same singular values and so do the off-diagonal blocks N, X 0 . Hence, N 2 = X 0 2 < ε. Let 
In summary, if U −Ũ 2 < ε and if we start the iterations indicated by (3.5) with the Procrustes orthogonal completion X 0 , Y 0 rather than the standard Gram-Schmidt process, we obtain Alg. 3.1 with the starting conditions
Computational costs. W.l.o.g. suppose that n ≥ p. In fact the most important case in practical applications is n ≫ p. Because of the matrix product in step 1 and the qr-decomposition in step 2 of Alg. 3.1, the preparatory steps 1-3 require O(np 2 ) FLOPS. The dominating costs in the iterative loop, steps 5-10, are the evaluation of the matrix logarithm for a 2p-by-2p orthogonal matrix and the matrix exponential for a p-by-p skew-symmetric matrix in every iteration, both of which can be achieved efficiently via the Schur decomposition. The costs are O(p 3 ), see [9, Alg. 7.5.2] . A MATLAB function for Alg. 3.1 is in Appendix E.1.
4. Convergence proof. In this section, we establish the convergence of Alg. 3.1 under suitable conditions. We state the main result as Theorem 4.1; the proof is subdivided into the auxiliary results Lemma 4.2, and Lemma 4.3 as well as Lemma A.1 that appears in Appendix A. An essential requirement is that the pointŨ ∈ St(n, p) that is to be mapped to the tangent space T U St(n, p) is sufficiently close to the base point U ∈ St(n, p) in the sense that U −Ũ 2 < ε. Throughout, we will make extensive use of Dynkin's explicit BCH formula [19, §1.3, p. 22] .
Theorem 4.1. Let U,Ũ ∈ St(n, p). Assume that U −Ũ 2 < ε. Let (V k ) k be the sequence of orthogonal matrices generated by Alg. 3.1.
If ε < 0.0912, then Alg. 3.1 converges to a limit matrix
# orthogonal completion and Procrustes
break 8:
end if 9:
Given a numerical convergence threshold τ > 0, see Alg. 3.1, line 7, the algorithm requires at most
log (2) ⌉ − 1 iteration steps to meet the convergence criterion under the above conditions. Remark 1. Alg. 3.1 generates a sequence of orthonormal matrices
(4.1) The proof of Theorem 4.1 will show that lim k→∞ W k = I 2p , see (4.12) . Therefore, the sequence of orthogonal products Φ 0 . . . Φ k converges to a limit Φ ∞ for k → ∞. The limit Φ ∞ solves (3.1). However, it is not required to actually form Φ ∞ . In pursuit of the proof of Theorem 4.1, we first show that if the norm of the matrix logarithm of the orthogonal matrix V k produced by Alg. 3.1 at iteration k is sufficiently small, then the norm of the lower p-by-p diagonal block of the matrix logarithm of the next iterate V k+1 is strictly decreasing by a constant factor.
be the sequence of orthogonal matrices generated by Alg. 3.1. Suppose that at stage k, it holds
where 
are the terms of fifth order and higher in the series. In the case at hand, it holds
(Note that the basic idea in designing Alg. 3.1 was exactly to choose W k such that the lower diagonal block in the BCH-series cancels in the first order terms.) The third and fourth order terms are
, and
Therefore, the series expansion for the lower diagonal block in log m (V k+1 ) starts with the terms of third order:
We tackle the higher order terms via Lemma A.1 from the appendix. The lemma applies because [20, 16, 21] . Writing s := L V k 2 and substituting in (4.6a) leads to
The proof is complete, if we can show that α < 1. Note that
An obvious bound on the size of s is obtained via observing that
A sharper bound can be obtained via solving the associated quartic equation. This shows that the inequality even holds for all s < 0.7111.
In order to make use of Lemma 4.2, we establish conditions such that log m (V k ) 2 < 
the sequence of orthogonal matrices generated by Alg. 3.1, where Writing V 1 = I + (V 1 − I) =: I + E 1 , this leads to the estimate
where we have used (3.7) and the fact that Y 0 2 ≤ 1, see (B.2a), (B.2b). By Lemma
2 ) < δ 0 . Thus, the claim holds for k = 0, 1. Lemma 4.2 applies to log m (V 0 ) 2 and leads to C 1 2 < 1 2 C 0 2 <ε 2 for the lower diagonal block C 1 of the next iterate log m (V 1 ). Therefore, by using Proposition B.1 once more, we see that
By induction, we obtain
We can estimate Φ k−1 − I 2 as follows: By the induction hypothesis, we assume that we have checked that log m (V j ) 2 < δ 0 for j = 0, . . . , k − 1. Hence, Lemma 4.2 ensures that C j 2 < 1 2 C j−1 2 < . . . < 1 2 j C 0 2 <ε 2 j for the lower diagonal block of log m (V j ), j = 0, . . . , k − 1. As above, this gives Φ j − I 2 ≤ C j 2 <ε 2 j . We thus may write Φ j = I + (Φ j − I) =: I + Γ j with Γ j 2 =: g j <ε 2 j . This gives
Using this estimate in (4.10) gives
and we finally arrive at 
for all k ≥ 0, where 0 < α < 1 2 . From this equation and the continuity of the matrix exponential, we obtain
The convergence result is now an immediate consequence of Alg. 3.1, step 10. The upper bound on the iteration count required for numerical convergence is also obvious from (4.11).
Examples and experimental results.
In this section, we discuss a special case that can be treated analytically. Following, we present numerical results on the performance of Alg. 3.1.
A special case.
Here, we consider the special situation, where the two points U,Ũ ∈ St(n, p) are such that their columns span the same subspace. (Of course, it is also straight forward to show this directly without invoking Alg. 3.1.) Let σ(M ) = {e iϕ1 , . . . , e iϕp } be the spectrum of M ∈ O p×p and suppose that M is such that none of its eigenvalues is on the negative real axis, i.e., ϕ j ∈ (−π, π). Then, the maximal Riemannian distance between two points U and U M is bounded by
As a consequence
The latter fact holds, because the eigenvalues of M come in complex conjugate pairs. Hence, if p is odd, there is at least one real eigenvalue λ j = e iϕj and because ϕ j ∈ (−π, π), there is at least one zero argument ϕ j = 0. Related is [6, eq. (2.15)]. does not list the precise input data, we create comparable data randomly. To this end, we fix an arbitrary point U ∈ St(10, 2) and create artificially but randomly another pointŨ ∈ St(10, 2) such that the Riemannian distance from U toŨ is exactly 0.44π. For full comparability, we replace the 2-norm in Alg. 3.1, line 7 with the Frobenius norm. We average over 1000 random experiments and arrive at an average iteration count ofk = 7.83. A MATLAB script that performs the required computations is available in Appendix F. When the distance of U and U is lowered to 0.4π, the average iteration count drops to a value ofk = 6.92.
As a second experiment, we now return to the 2-norm and lower the convergence threshold to C k 2 < τ = 10 −13 in the convergence criterion of Alg. 3.1. We create randomly points U,Ũ ∈ St(n, p) that are also a Riemannian distance of 0.44π away from each other, where we consider various different dimensions (n, p), see Table 5 .1. We apply Alg. 3.1 to compute ∆ = Log St U (Ũ ). Table 5 .1. As can be seen from the figure and the table, Alg. 3.1 converges slowest (in terms of the iteration count) in the case of St(10, 2). Note that in this case, the constant U −Ũ 2 that played a major role in the convergence analysis of Alg. 3.1 is largest. Moreover, we observe that the algorithm converges in all test cases even though in only one of the experiments the theoretical convergence guarantee U 0 −Ũ 2 < 0.09 is satisfied, so that the theoretical bound derived here can probably be improved. Table 5 .1 suggests that the impact of the size of U −Ũ 2 on the iteration count is more direct than that of the actual Riemannian distance.
We repeat the exercise with random data U,Ũ ∈ St(n, p) that are a distance of 0.89π apart, which is the lower bound for the injectivity radius on the Stiefel manifold given in [18, eq. (5.14) ]. In the case of St(10, 2), we hit a random matrix pair U,Ũ , where the associated value U −Ũ 2 is so large that the conditions of Theorem 4.1 and Lemma 4.2, Lemma 4.3 do not hold. In fact, we have log m (V 0 ) 2 = 3.141 for the starting point of Alg. 3.1 in this case, which is close to π. Yet, the algorithm converges, but very slowly so, see Table 5 .1, second row and Fig. 5.1 , right side. In all of the other cases, Alg. 3.1 converges in well under ten iterations, even for the larger test cases.
A MATLAB script that performs the required computations is available in Appendix F.
5.3.
Dependence of the convergence on the Riemannian and the Euclidean distance. In this section, we examine the convergence of Alg. 3.1 depending on the Riemannian distance dist(U,Ũ ) and the distance U −Ũ 2 in the Euclidean operator-2-norm. To this end, we create a random point U ∈ St(n, p) with MATLAB by computing the thin qr-decomposition of an (n × p) matrix with entries sampled uniformly from (0, 1). Likewise, we create a random tangent vector ∆ ∈ T U St(n, p) by chosing randomly a skew-symmetric matrix A =Ã −Ã T ∈ R p×p and a matrix T ∈ R n×p , where the entries ofÃ and T are again uniformly sampled from (0, 1), and setting∆ = U A + (I − U U T )T . We normalize∆ according to the canonical metric ∆ =∆ √ ∆ ,∆ U , see Section 2. In this way, we obtain for every t ∈ [0, π) a point U = U (t) that is a Riemannian distance of dist(U, U (t))) = t∆ U = t away from U . We discretize the interval [0.1, 0.9π) by 100 equidistant points {x k |k = 1, . . . , 100} and compute
• the number of iterations until convergence when computing log St U (U (t k )) with Alg. 3.1 for k = 1, . . . , 100.
• the distance in spectral norm U − U (t k ) 2 , k = 1, . . . , 100.
• the norm of the matrix logarithm of the first iterate log m (V 0 ) 2 from Alg.
3.1, step 3. The results are displayed in Figures 5.2 -5 .4 for dimensions of St(10, 000, 400), St(100, 10) and St(4, 2), respectively. In all cases, the convergence threshold was set to C l 2 < τ = 10 −13 . The algorithm converged in all cases, where log m (V 0 ) 2 < π and produced a tangent vector ∆(t k ) := log St U (U (t k )) of accuracy ∆(t k )−t k ∆ 2 < 10 −13 . A MATLAB script that performs the required computations is available in Appendix G. In the case of St(4, 2), the algorithm starts to fail for t k ≈ 
, where ∆ is a random tangent vector of canonical norm 1 and n = 10, 000, p = 400. Convergence accuracy is set to C k 2 ≤ 10 −13 . Left: number of iterations until convergence vs. dist(U,Ũ ); middle: U −Ũ 2 vs. dist(U,Ũ ); right: log m (V 0 ) 2 vs. dist(U,Ũ).
jumps to a value of π. This indicates that V 0 features (up to numerical errors) an eigenvalue λ = −1 so that the standard principal matrix logarithm is no longer welldefined. In all the experiments that were conducted, this behavior was observed only for small values of p < 8, while there was never produced a random data set where numbers p, the ratio between the Riemannian distance dist(U,Ũ ) and the spectral distance U −Ũ 2 is smaller than in higher dimensions. Moreover, for smaller p, it seems to be more likely to hit a random tangent direction along which Alg. 3.1 fails early than for higher p. This may partly be explained by the star-shaped nature of the domain of injectivity of the Riemannian exponential, [13, Lemma 5.7] , and the richer variety of directions in higher dimensions. From these observations, it is tempting to conjecture that Alg. 3.1 will converge, whenever log m (V 0 ) 2 < π. However, these results are based on a limited notion of randomness and a more thorough examination of the numerical behavior of Alg. 3.1 is required to obtained conclusive results, which is beyond the scope of this work. Note that the domain of convergence of Alg. 3.1 is related to the injectivity radius of St(n, p) but it does not have to be the same. In Appendix C from the supplement, we state an explicit example in St(4, 2) , where Alg. 3.1 produces a first iterate V 0 with λ = −1 for an input pair U,Ũ ∈ St(4, 2) with dist(U,Ũ ) = π 2 , while the injectivity radius is estimated to be ≈ 0.71π in [18, §5] . An analytical investigation in St(4, 2) might be possible and may shed more light on the precise value of the Stiefel manifold's injectivity radius.
6. Conclusions and outlook. We have presented a matrix-algebraic derivation of an algorithm for evaluating the Riemannian logarithm Log St U (Ũ ) on the Stiefel manifold. In contrast to [18, Alg. 4, p. 91], the construction here is not based on an optimization procedure but on an iterative solution to a non-linear matrix equation. Yet, it turns out that both approaches lead to essentially the same numerical scheme. More precisely, our Alg. 3.1 coincides with [18, Alg. 4, p. 91], when a unit step size is employed in the optimization scheme associated with the latter method. Apart from its comparatively simplicity, a key benefit is that our matrix-algebraic approach allows for a convergence analysis that does not require estimates on gradients nor Hessians and we are able to prove that the convergence rate of Alg. 3.1 is at least linear. This, in turn, proves the local linear convergence of [18, Alg. 4, p. 91] when using a unit step size. The algorithm shows a very promising performance in numerical experiments, even when the dimensions n, p become large.
So far, we have carried out a theoretical local convergence analysis. Open questions to be tackled in the future include estimates on how large the convergence domain of Alg. 3.1 is in terms of the Riemannian distance of the input points dist(U,Ũ ). This is related with the question of determining the injectivity radius of the Stiefel manifold. Estimates on the injectivity radius are featured in [18, §5.2.1].
Appendix A. A sharper majorizing series for Goldberg's Exponential series. As an alternative to Dynkin's BCH formula of nested commutators, Goldberg has shown in [8] that the solution to the exponential equation
can be written as a formal series
is the sum over all words of length k in the alphabet {X, Y }. For example, Y XY X 2 and X 2 Y XY 2 are such words of length 5 and 6 and thus contributing to z 5 (X, Y ) and z 6 (X, Y ), respectively. The coefficients are rational numbers g w ∈ Q, called Goldberg coefficients.
Thompson [20] has shown that the series converges provided that X , Y ≤ µ < 1 for any submultiplicative norm · . More precisely, his result is that z k (X, Y ) = w,|w|=k g w w ≤ 2µ k for k ≥ 2, see also [16, eq. 2] . In the next lemma, we improve this bound by cutting the factor 2.
Lemma A.1. Let X , Y ≤ µ < 1. The Goldberg series is majorized by
Proof. One ingredient of Thompson's proof is the following basic estimate on binomial terms:
Here, ⌊x⌋ denotes the largest integer smaller or equal to x. Thompson's argument is 
is the second-to-largest term in the binomial expansion of (1 + 1) m−1 . Moreover, since m − 1 is even, the relation to the largest term is
Substituting in (A.5a) and applying the induction hypothesis gives
Using (A.3) rather than (A.2) in Thompson's original proof leads to the improved bound of z k (X; Y ) ≤ µ k for k ≥ 7. We tackle the terms involving words of lengths k = 2, 3, . . . , 6 manually. The reference [21] lists explicit expressions of the summands in the Goldberg BCH series up to z 8 . The first three of them read
The expressions for z 5 (X, Y ) and z 6 (X, Y ) are too cumbersome to be restated here. However, for our purposes, a very rough counting argument is sufficient: The expression for z 5 (X, Y ) features 30 length-5 words with non-zero Goldberg coefficient and the largest Goldberg coefficient is Appendix B. Norm bound for the matrix logarithm. Proposition B.1. Let C ∈ R p×p be skew-symmetric with C 2 < π. Then
Proof. Since C is skew-symmetric, it features an EVD C = QΛQ H with Λ = diag(λ 1 , . . . , λ p ) = diag(iϕ 1 , . . . , iϕ p ), where ϕ ∈ (−π, π) and max j |iϕ j | = C 2 . Therefore, exp m (C) = Q exp m (Λ)Q H with exp m (Λ) = diag(e iϕ1 , . . . , e iϕp ) and
(The latter estimate may also be deduced from Fig. B.1 
Proof. Let E = V − I. The matrices V and E share the same (orthonormal) basis of eigenvectors Q and the spectrum of V is precisely the spectrum of E shifted by +1. By assumption, r > E 2 = max µ∈σ(E) |µ|. Hence, the eigenvalues λ ∈ σ(V ) are complex numbers of modulus one of the form λ = e iα = 1 + µ, with |µ| < r. Thus, λ lies on the unit circle but within a ball of radius r around 1 ∈ C, see Fig. B .1. The maximal angle α for such a λ is bounded by the slope of the line that starts in 0 ∈ C and crosses the points of intersection of the two circles {|z| < 1} and {|z − 1| < r}.
The intersection points are (x s , ±y s ) = 1 − 4 . Therefore
As a consequence, Then
Proof. Because V 0 is orthogonal, 
see (3.7). Combining these facts, we obtain V = I + (V − I) = I + E, where
Applying Proposition B.2 to V = I + E proves the claim.
Appendix C. A critical special case. We present an example that shows that Alg. 3.1 may fail at computing Log St U (Ũ ) even for U,Ũ ∈ St(n, p) that are only a Riemannian distance of dist(U,Ũ ) = π 2 apart. Consider n = 4, p = 2 and set U = 1 2
Note that ∆ T U = A = 0 and that ∆ = QR with R = 1 0 0 0 is the qr-decomposition of the tangent vector ∆. Hence, the Stiefel exponential (3.1) applied to this data set yieldsŨ
Because of the simple structure of R, the matrix exponential can be computed explicitly
Recall from Section 2 that dist(U,Ũ (t)) = t∆, t∆ U , which in this setting evaluates to t, since ∆ is of unit norm also with respect to the canonical metric. For t = π 2 , we obtaiñ
If we now apply Alg. 3.1 to the matrix pair U,Ũ , then we obtain in step 3 of the algorithm a corresponding
which features −1 as an eigenvalue and thus leads to a failure in the principal matrix logarithm. The problem here is the ambiguity in the orthogonal completion. If we replace the first row of the above V 0 with its negative, then we have still a valid orthogonal completion, and the method works. This example suggests that in a practical implementation of Alg. 3.1, one should try and explore strategies to compute a suitable starting iterate V 0 with small log m (V 0 ) 2 .
Appendix D. Why is the Grassmann case simpler than the Stiefel case?. An important matrix manifold that is related with the Stiefel manifold and that arises frequently in applications is the Grassmann manifold. It is defined as the set of all p-dimensional subspaces U ⊂ R n , i.e.,
In this supplementary section, I give sketches for derivations for the Riemannian exponential and logarithm on the Grassmannian. Closed-form expressions for both mappings are known from the literature and I try to explain why the Stiefel case is more difficult. For background theory, the reader is referred to [2] , [6] . The Grassmann manifold can be realized as a quotient manifold of the Stiefel manifold under actions of the orthogonal group via
The quotient view point allows for using points U ∈ St(n, p) as representatives for points [U ] ∈ Gr(n, p), i.e., subspaces, see [6] for details. For any matrix representative U ∈ St(n, p) of U = [U ] ∈ Gr(n, p), the tangent space at U is represented by
This representation also stems from considering Gr(n, p) as a quotient manifold with St(n, p) as the total space. In fact, the tangent space of the Stiefel manifold can be decomposed into the so-called vertical space and the horizontal space with respect to the quotient mapping, T U St(n, p) = V U ⊕ H U , see [ • ReturnŨ = Exp Instead of starting with the qr-decomposition ∆ = Q E R E , we now see that we could have directly worked with the SVD ∆ =QΣD T (= (QΦ)ΣD T ), which yields Exp This is the well-known closed-form of the Grassmann logarithm. Unfortunatley, I was not able to track down the original derivation. The earliest appearance in the literature that I found was [4, Alg. 3] . However, this reference only mentions the above formuala but does not cite a source. In summary, the Grassmann case is easier to deal with because of the extra off-diagonal block structure in the associated matrix exponential (D.2), which leads to a CS-decomposition in (D.3) by a similarity transformation; compare this to [9, Thm. 2.6.3, p.78].
