Abstract-Signal decomposition techniques prove to be useful in the analysis of neural activity, as they allow for identification of supposedly distinct neuronal structures (i.e., sources of activity). Applied to measurements of brain activity in a controlled setting as well as under exposure to an external stimulus, they allow for analysis of the impact of the stimulus on those structures. The link between the stimulus and a given source can be confirmed by a classifier that is able to "predict" if a given signal was registered under one or the other condition, solely based on the components. Very often, however, statistical criteria used in traditional decomposition techniques turn out to be insufficient to build an accurate classifier. Therefore, we propose to utilize a novel hybrid technique based on multi-objective evolutionary algorithms (MOEA) and rough sets (RS) that will perform decomposition in the light of the classification problem itself.
I. INTRODUCTION

S
IGNALS recorded from the surface of the cerebral cortex are composites of the electrical activity of a large number of individual cells. Because the "average" activity of a large number of cells is being recorded, one would expect that several different processes, each with a characteristic activity pattern, would be occurring simultaneously. In order to separate those superimposed signal patterns, we propose to utilize an experimental technique based on measuring neural activity in a controlled setting (normal) as well as under exposure to some external stimulus (nicotine, in our case). Comparison of the measured signals in those two situations can provide interesting insight into the problem of neural activity analysis.
The signals that are observed and measured with physical devices are often not produced by just one source, but constitute a mixture of a number of signals produced by many different sources (e.g., specific neuronal structures). Application of stimuli that affect the observed signals often has an effect only on a subset of the sources. Which sources are affected by the stimuli is interesting, but cannot be measured directly. Based on the assumption that each of the sources produces a T. Smolinski Signal decomposition techniques can be useful in this kind of analysis, as they allow for determination of an impact of the external stimuli on some specific neuronal structures, supposedly represented by the discovered components. The link between the stimulus and a given source can be confirmed by a classifier that is able to "predict" under which condition a given signal was registered, solely based on the components. However, statistical criteria used in traditional decomposition techniques, like Principal Component Analysis (PCA) or Independent Component Analysis (ICA), often turn out to be insufficient to build an accurate classifier. Therefore, we propose a novel hybrid technique based on multi-objective evolutionary algorithms (MOEA) and rough sets (RS) that will perform decomposition in the light of the classification problem itself: we will be looking for basis functions whose coefficients allow for an accurate classification.
II. CLASSIFICATORY DECOMPOSITION
The main concept of classificatory decomposition was motivated by the hybridization of evolutionary algorithms (EAs) with sparse coding with overcomplete bases (SCOB) introduced in [5] . Using this approach, the basis functions as well as the coefficients are being evolved by optimization of a fitness function that minimizes the reconstruction error and at the same time maximizes the sparseness of the basis function coding. This methodology produces a set of basis functions and a set of sparse (i.e., "as few as possible") coefficients. This may significantly reduce dimensionality of a given problem but, as any other traditional decomposition technique, does not assure the classificatory usefulness of the resultant model.
In the first attempt to incorporate classification accuracy into signal decomposition, a rough sets-based search for reducts was applied in post-processing of the discovered components [8] . This 2-stage approach allowed for selection of the most important components in the light of the classification task dealt with (a 2-category classification problem of evoked potentials), but did not escape the limitations of the decomposition process itself.
In the 1-stage approach proposed here, the sparseness term is replaced by a rough sets-derived data reduction-driven classification accuracy measure. This should assure that the result will be both "valid" (i.e., via the reconstruction constraint) and useful for the classification task. Furthermore, since the classification-related constituent also searches for a reduct, the classification is done with as few as possible basis functions. Finally, the single-objective EA utilized in the aforementioned technique is replaced by a multi-objective approach, in which the EA deals with the reconstruction error and classification accuracy, both at the same time.
A. Utilized Aspects of the Theory of Rough Sets
The theory of rough sets (RS) deals with the classificatory analysis of data tables [6] . The main idea behind it is the so-called indiscernibility relation that describes objects indistinguishable from one another.
Let IS = (U, A) be an information system, where U is a non-empty finite set of objects (universe) and A is a non-empty finite set of attributes. With any B ⊆ A there is associated an equivalence relation IN D IS (B):
This indiscernibility relation induces a partitioning of the universe, by dividing it into disjoint equivalence classes, denoted as [x] B . These partitions can be used to build new subsets of the universe. Subsets that are most often of interest are those that contain objects that belong to the same decision class. It may happen, however, that a concept cannot be defined in a crisp manner. The main goal of rough set analysis is to synthesize approximations of concepts from acquired data. The concepts are represented by lower and upper approximations. Although it may be impossible to precisely define some concept X, we can approximate it using the information contained in B by constructing the B-lower and B-upper approximations of X, denoted by BX and BX respectively, where,
Only the objects in BX can be with certainty classified as members of X, based on the knowledge conveyed by B.
A rough set can be characterized numerically by the socalled quality of classification:
where BX is the lower approximation of X, B¬X is the lower approximation of the set of objects that do not belong to X, and U is the set of all objects.
All these considerations represent one way of reducing data by identifying equivalence classes, i.e., objects that are indistinguishable using the available attributes. That is a much more efficient representation, since only one element of the equivalence class is needed to characterize the entire class. The other consideration in terms of data reduction is to keep only those attributes that preserve the indiscernibility relation and, consequently, the set approximation. The rejected attributes are redundant since their removal cannot worsen the classification.
There are usually several such subsets of attributes and those that are minimal are called reducts. The following presents a formal definition of a reduct: a "minimal" R ⊆ A, such that: Computing equivalence classes is straightforward. Finding a global minimal reduct, on the other hand (i.e., reduct with a minimal cardinality among all reducts), is NP-hard. There are many heuristics (including utilization of genetic algorithms) designed to deal with this problem. For more details and examples of reduct-finding algorithms see e.g., [9] .
B. Utilized Aspects of the Multi-Objective Optimization Using Evolutionary Algorithms
Since the approach proposed here is based upon finding a solution satisfying two potentially conflicting goals (i.e., component-based reconstruction accuracy vs. classification accuracy), EAs for multi-objective optimization were used throughout the performed experiments. For a detailed introduction to multi-objective optimization using EAs see [1] .
Based on the results of the study performed by Zitzler, Deb and Thiele on evaluation and comparison of multi-objective evolutionary algorithms [10] and simplicity of its implementation, the well-known Vector Evaluated Genetic Algorithm (VEGA) was chosen for the initial experiments in this research study. The main idea in VEGA is to randomly divide the population, in each generation, into equal subpopulations. Each subpopulation is assigned fitness based on a different objective function (the appropriate fitness functions will be presented below). Then, the crossover between the subpopulations is performed as with traditional EAs, with an introduction of random mutations.
C. Chromosome Coding
Each chromosome is a complete solution to a given classificatory decomposition problem and provides a description of both the set of basis functions and the coefficients for all the signals in the training data set. For example, if there are N signals with n samples each, and the task is to find M basis functions, the chromosome will be coded in the following way: Each of the M basis functions has the length of the original input signal (i.e., n), and there are N vectors of coefficients (i.e., each vector corresponds to one signal in the training set) of dimensionality equal to the number of basis functions (i.e., each coefficient corresponds to one basis function).
D. Fitness Evaluation 1) Reconstruction error:
The problem of minimization of the reconstruction error is a relatively simple task. Once a particular distance measure has been decided upon, virtually any optimization algorithm can be used to minimize the distance between the original signal and the reconstructed one. The measure employed in this project is the well known 2-norm [3] , referred to in signal processing as the signal energybased measure. In order to deal with raw signals which can be large (thus causing the energy-based distance measure to be large as well), a simple normalization of the energy-based measure by the energy of the original signal is proposed:
where x represents the original signal, M is the matrix of basis functions, a is a set of coefficients, and t = 1..n where n is the number of samples in the signal.
Subsequently, the reconstruction error fitness function f REC for a representative p takes the following form:
where D i NORM is the normalized reconstruction error for the i th signal and N is the total number of the input signals.
2) Classification accuracy and reduction in the number of coefficients and basis functions:
The problem of maximizing the classificatory competency of the decomposition scheme, and at the same time reducing the number of computed basis functions, can be dealt with by the application of rough sets. In this project, the rough sets-based quality of classification, as introduced in (2), is used for the purpose of estimating the classificatory aptitude.
The quality of classification is estimated directly on the candidate reduct, which can be computed by any of the existing algorithms/heuristics. Note that the main objective that deals with the classificatory capability of decomposition can actually be considered a bi-objective optimization problem itself. On one hand, we are looking for the best possible classification accuracy, but on the other, we want to use as few basis functions as possible. However, based on previous applications of EAs in the search for reducts, as described in [9] , it is easy to see that this problem can be dealt with by minimizing a single-objective fitness function that is simply a summation of the classification error and the relative length of the reduct, as shown in (6) .
where p is a given representative (i.e., chromosome), L(R) is the length of the potential reduct R (i.e., the number of attributes used in the representative), normalized by the total number of conditional attributes M, and γ R is the quality of classification coefficient for the reduct R.
An interesting question here is what to do with the coefficients (and the corresponding basis functions) that are not a part of the reduct. Since we are looking for the best possible classification accuracy, while using as few basis functions as possible, some mechanism capable of emphasizing the "important" coefficients/basis functions would be advisable. A solution to this problem is possible due to the application of the "hard" fitness computation idea, which allows the fitness function itself to introduce changes directly to the genetic material of the evaluated chromosome [7] . In this paper we propose to utilize a coefficients/basis functions annihilation approach, which simply zeroes-out the "not important" genetic material. The idea here is that if we remove the basis functions that are not vital in the classification process, the EA will improve the remaining basis functions in order to compensate for an increase in the reconstruction error.
III. EXPERIMENTAL DATA The dataset used in this study was derived from neurophysiological experiments performed at Arkansas State University.
In the experiments, recordings were collected from the vertex (cerebral cortex) of two rats. One of the animals had been exposed to the cigarette smoke in utero (i.e., mother of the animal was exposed to cigarette smoke during pregnancy), while the other had not. The recordings were in the form of evoked potentials (EPs) of a duration of 1 second triggered by an auditory stimulus (for more details on the experiments see [4] ). The research problem here is to investigate and understand how treatments (like nicotine) could alter responses to discrete stimuli. 10 signals were registered for the unexposed animal and 9 for the exposed one. The EPs were sampled at the rate of 7 kHz. The signals (smoothed with a mean filter) for the unexposed and exposed rats are shown in Fig. 2 . As can be seen in this figure, differentiation between signals from exposed and unexposed animals is not a trivial task. 
IV. ANALYSIS
In order to investigate the feasibility of the proposed approach, a number of MOEAs was launched simultaneously on a computer cluster of 40 processors. The number of maximum possible generations was set to 100 while the size of the population was varied between 30 and 50. Mutation probability was initialized with a small random value and was being adapted along the evolution process (i.e., increased if no progress in the fitness functions was observed and reset when there was an improvement). Crossover probability was randomly determined in each generation (between 0% and 100%). Single-point crossover was utilized.
In most cases, the classification accuracy of the generated model was high (over 80%). The maximum number of basis functions to be discovered was set to 5, 10, or 20 and the determined number of the basis functions required to preserve that precision (driven by the search for reduct) oscillated around 4 (other basis functions and the corresponding coefficients were removed by the annihilation algorithm). Unfortunately, the average reconstruction error tended to be rather high (even over 0.5). An exemplary set of four discovered basis functions is shown in Fig. 3 and the corresponding coefficients in Fig. 4 . It is important to point out that in order to apply rough sets on the set of the coefficients, discretization had to be performed first. As a result, the values of the coefficients are limited.
Even though an accurate analysis of the discovered model is obscured by its high reconstruction error, an interesting observation can be derived from the presented coefficients, namely the fact that the basis function M4 is only present in the recordings from the unexposed animal. It is easy to see that this is the basis function with the highest amplitude of the negative waveform in the beginning of the signals. This may indicate that the source of activity corresponding to that waveform is impaired by nicotine exposure. Further analysis of such phenomena can provide an interesting insight into the mechanisms behind the influence of nicotine on cortical neural activity. V. CONCLUSION This article presented a general framework for the methodology of classificatory decomposition of signals based on hybridization of multi-objective evolutionary algorithms and rough sets. The methodology combines the agility of rough sets in their accuracy and efficiency for solving data classification problems with the signal decomposition techniques' ability to explain the hidden behavior of the modeled system. In the described analysis, the apparent disproportion in difficulty between the two objectives in the utilized MOEA (i.e., finding a reliable classifier for a 2-class problem seems much easier than reconstructing 19 signals with 7,000 samples each), caused the reconstruction error to remain high. This issue will be addressed in future research by utilizing other MOEAs.
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