ABSTRACT To solve the problem that fault diagnosis accuracy of complex equipment bearings is not high due to the complexity of its structure and the environment, a cooperative algorithm for fault diagnosis of complex equipment bearings based on ensemble empirical mode decomposition (EEMD) and support vector machine (SVM) is proposed. First, the vibration signal of the bearings is decomposed by EEMD. Second, the correlation coefficient and kurtosis value are selected as the evaluation indexes for the intrinsic mode function (IMF) components after decomposition, and the weights of the parameters are set dynamically by the mean-guided weight method. Then, the IMF components are filtered by an improved genetic algorithm to obtain the optimal IMF component combination, which can effectively eliminate redundant components and retain as much fault information as possible. Next, using the orthogonality of IMF components, the energy distribution of the selected IMF components is calculated as the Eigenvector. Finally, using the advantage of accurate classification of SVM in small samples, the fault status of complex equipment bearings can be identified. The effectiveness of the algorithm model is proven by example simulation data, and the model has certain scalability and applicability in engineering.
I. INTRODUCTION
Rolling bearings are widely used in a variety of industrial systems and are key equipment for the normal operation of mechanical equipment due to its advantages. According to statistics, rolling bearing faults account for 30%-40% of common rotating machinery failures. Therefore, the fault feature extraction mechanism and fault identification algorithm of rolling bearings have attracted the attention of many scholars at home and abroad [2] - [4] . However, due to the complex form of complex equipment bearing faults in complex environments and the nonlinearity and nonstationarity of the rolling bearing vibration acceleration signals collected
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by vibration acceleration sensors, fault diagnosis of complex equipment bearings is difficult [5] .
Currently, one of the most commonly used and effective fault diagnosis methods for complex equipment bearings is an analysis method based on vibration signals [6] . Due to the nonstationarity and nonlinearity of rolling bearing vibration signals, the traditional signal processing methods for bearing vibration signals, such as spectrum analysis and envelope spectrum analysis, have certain limitations in the application of bearing fault diagnosis [7] . To overcome these limitations, domestic and foreign scholars have proposed time-frequency analysis methods based on vibration signals. As a time-frequency analysis method, empirical mode decomposition (EMD) has been widely applied in the field of rolling bearing fault diagnosis due to its adaptive ability to decompose nonstationary and nonlinear signals into several intrinsic mode functions (IMFs) with different physical meanings [8] - [10] . However, the application of EMD in complex equipment in complex environments is limited due to its endpoint effect and mode aliasing. To solve this problem, Wu and Huang et al. proposed ensemble EMD (EEMD) based on the EMD method [11] . EEMD has been widely used in the field of fault diagnosis in recent years because it maintains the advantage of EMD adaptive decomposition and overcomes the endpoint effect and mode aliasing effect of EMD [12] - [15] . Although EEMD has overcome the shortcomings of EMD to some extent, there is still the problem of IMF component selection. If too many IMF components are selected, the information will be redundant, and the false components and useful fault information will overlap, which will affect the accuracy of bearing fault diagnosis. However, if too few IMF components are selected, useful information will be omitted, and the accuracy of fault identification will be affected. Therefore, effectively selecting IMF components to reconstruct the signal is the key to bearing fault identification. Aiming at the problem of IMF component selection, the literature [16] proposed a method based on the correlation coefficient for IMF component selection. The literature [17] proposed an IMF screening method based on the correlation coefficient and distance factor to complete bearing fault diagnosis. In literature [16] and literature [17] , single indicator evaluation method or multiple indicators in which the weight relationship between indicators is determined by human judgment the are adopted for IMF component selection. However, because there are too many factors affecting the bearing vibration signal and the evaluation of the IMF component in the complex environment, the algorithm for screening the IMF component based on a single index is not reliable, and it is easy to miss useful information. If the IMF components are evaluated and screened by multiple indicators, the weight relationship between indicators is also an important factor affecting the signal reconstruction results and thereby affecting the accuracy of fault diagnosis. Therefore, the key problem of rolling bearing fault diagnosis is to adopt a reasonable index evaluation to select the IMF components and determine the index weight coefficient.
Therefore, to solve this problem, this paper proposes a complex equipment bearing fault identification algorithm based on EEMD and a genetic algorithm (GA) in which the fitness function weight is dynamically set by the mean-guided weight method. Different from the traditional artificial selection IMF component, the IMF component selection method based on improved genetic algorithm can adaptively select the optimal IMF component combination for different signal characteristics. It not only ensures the effective retention of the fault signal, but also effectively avoids information redundancy, making it possible to further effectively distinguish fault conditions by using the energy distribution as the classification characteristics.
The structure of this paper is as follows. First, the decomposition of the bearing vibration signal is obtained based on EEMD, then the GA based on the dynamic fitness function weight is used to screen and reconstruct the IMF components to ensure that the reconstructed signal is strongly correlated with the original signal and the original fault information is retained. Second, the selected IMF components are used, and the energy distribution of the selected IMFs is used as the fault feature. Then, with the advantage of high-precision diagnosis in small samples, a support vector machine (SVM) is used to classify the bearing states. Finally, the effectiveness and rationality of the proposed algorithm are verified by using the example data.
II. PRINCIPLE OF EEMD
The EEMD method is a signal processing method that uses white noise signals as an auxiliary process. According to the statistical characteristics of the uniform distribution of the white noise spectrum, white noise sequences with the same amplitude are added to the original signal successively, and the average value is obtained by repeated operations. Since Gaussian white noise has a statistical property of uniform frequency distribution when the signal is added with white noise, the signal will be continuous at different scales, and therefore, the degree of modal aliasing is reduced. This method can overcome the fitting error problem of the upper and lower envelopes of the extreme points, thereby obtaining the IMF component closest to the true value. The EEMD steps are as follows:
1) white noise with a mean value of 0 and a constant standard deviation is added to the original signal x(t) many times.
in which, x i (t) represents the signal after the Gaussian white noise added for the i th time.
2) x i (t) is decomposed by EMD, and a number of IMF components c ij (t) and a residual r i (t) are obtained where c ij (t) represents the j th IMF component obtained by decomposition after adding Gaussian white noise for the i th time.
where N represents the number of white noise sequences added.
3) Using the principle that the statistical mean of the unrelated random sequence is zero, the overall average of each component c ij (t) is carried out to offset the influence of adding white noise many times on the real IMF. The final EEMD result is as follows:
where r(t) is the final residual component that represents the average trend of the signal. The EEMD method can be used to decompose any signal x(t) into the sum of several IMFs and one residual component. The IMF component VOLUME 7, 2019 c j (t)(j = 1, 2, · · · ) represents the components of different signal frequency bands from high to low. The frequency components contained in each frequency band are different, and the energy is also different. Moreover, both frequency and energy will change with the change of vibration signal x(t). The literature [18] pointed out that the influence of white noise on the analysis signal follows the following statistical laws:
where e is the standard deviation, that is, the deviation between the input signal and the corresponding IMF component reconstruction result, and a is the amplitude of the white noise. When the noise amplitude a increases, the value of N also increases to reduce the influence of noise on the decomposition result. In general, when the analysis signal is dominated by high-frequency components, the white noise amplitude should be small, and vice versa. However, the literature [11] also points out that the magnitude of the added noise does not have a considerable influence on the decomposition result if it is finite and can include all possibilities rather than only very small or very large amplitudes. Therefore, the application of EEMD can be adaptive without relying on human subjective intervention. For the nonstationary characteristics of the bearing signal, EEMD can decompose the bearing fault vibration signal into the sum of several stationary IMF components. Different IMF components have different time scales and energy distributions, which is beneficial for bearing fault identification. However, it is worth noting that the selection of parameters in the decomposition of bearing fault signals will lead to the existence of false IMF components. During the signal reconstruction process, which IMF components are selected will affect the result of the final fault identification. If too few IMF components are selected during the selection process, useful information will be missed, resulting in incomplete feature extraction, which will affect the accuracy of fault identification. If too many IMF components are selected, false components and effective feature information will be confused, which will affect the accuracy of fault identification and increase the computational complexity. Therefore, to ensure the accuracy of bearing fault identification, it is necessary to use the IMF component to reasonably reconstruct the signal. The selection mechanism for the IMF component is discussed in the next section.
III. IMF SELECTING METHOD BASED ON AN IMPROVED GA
For the selection of IMF components for complex equipment bearing vibration signal decomposition, if the number of IMF components is N , the number of selected components is k(k ≤ N ) and there are N k=1 C k N , which is 2 N − 1 possibilities. However, it is noted that in the process of EEMD, the IMF component often contains information of the upper layer component, which is similar to heredity. Considering the numerous possibilities of IMF component selection and the characteristics similar to heredity, a GA was used to optimize the selection of the IMF component after EEMD. Selecting the most effective IMF, which can retain more fault information and remove noise interference, is the key to ensuring the accuracy of fault identification. There are many bases for evaluating the IMF component, such as the correlation coefficient, kurtosis value, standard deviation, instantaneous frequency, and percentage contribution rate. If a single factor is selected as the basis for the evaluation of IMF components, it will often cause accidental errors due to the characteristics of the signal distribution. Therefore, this paper uses several indicators to evaluate the IMF components to select the optimal components for reconstructing the signal.
A. CORRELATION COEFFICIENT
The correlation coefficient reflects the approximate degree of each IMF component and the original signal. That is, the higher the correlation coefficient is, the closer the IMF component is to the original signal, and in contrast, the closer the correlation is, the greater the difference is. The correlation coefficient is defined as follows:
The correlation coefficient between the i th IMF component and the original signal x(t) is:
Kurtosis is a dimensionless parameter that is independent of bearing speed, size, and load factor and is particularly sensitive to large fluctuations in pulse and pulse-like signals. Therefore, based on this characteristic, kurtosis is very suitable for describing the surface damage of key mechanical components. When the bearing operates without failure, kurtosis value K ≈ 3. Thus, the larger the absolute value of kurtosis, the more deviated the bearing is from the normal state, and the more serious the failure. The kurtosis value K of the original signal x(t) is defined as follows:
where µ is the mean of x(t), α is the standard deviation of x(t), and E(t) represents the expected value of the quantity t. Based on the above analysis, considering the characteristics of the correlation coefficient and kurtosis value, the correlation coefficient reflects the correlation with the original signal, and the kurtosis value reflects the degree of fault information in the component, so the two indexes are selected to determine the IMF component selection.
The fitness function of the GA is defined as follows: Definition 1:
where
and IMF opt i represents the ith optimal reconstruction signal. The weight of the parameter in the fitness function value(i) represents the importance of the parameter in the target optimization weight. If the weight coefficient is unreasonable, it will be easy to focus on one target in the search process while ignoring the search for other targets, thus leading to the omission of excellent solutions on other targets. Traditional estimation and heuristic methods reduce the search efficiency and affect the optimization results considerably. Therefore, this paper introduces the mean-guided weight method proposed in the literature [19] , which dynamically sets values for w 1 and w 2 in definition 1. The mean-guided weight method can be described as follows:
For a set of discrete objective functions
, a set of sampling function values can be obtained by randomly sampling the function interval where a preestimated nondominant solution is located or by directly using all possible included intervals of
The integrated objective function can be expressed as:
Comparing (10) with the traditional integrated objective function formula, the equal relationship between the weight in the traditional integrated objective function and the improved integrated objective function weight is:
That is, in the traditional GA, let
Therefore, the numerical value of the weight coefficients w 1 and w 2 in the target optimization function value(i) are obtained. Then, select the appropriate IMF components for signal reconstruction.
Based on the analysis above, the IMF selection and signal reconstruction algorithm based on the improved GA is as follows:
Step 1: Initialize parameters. The initial population is initialized as a random matrix M N * G , where N represents the number of the population and G represents the product of the encoding binary length and the total number of genes on the chromosome. The iteration number is initialized as GN = 500.
Step 2: Select 10 individuals randomly, calculate C i (x), K i (x), and the mean value of all individuals C(x), K (x), and calculate C i (x), and K i (x), according to (12) .
Step 3: Calculate the fitness value of each individual using (8) .
Step 4: Complete the selection crossover mutation operation according to the fitness value.
Step 5: Obtain the number of selected IMF components and the reconstructed signal IMF opt i according to the selected, crossed and mutated new individuals
IV. BEARING FAULT RECOGNITION BASED ON IMF ENERGY DISTRIBUTION AND A SUPPORT VECTOR MACHINE A. IMF ENERGY FEATURE EXTRACTION
When the bearing has different faults, the energy distribution of the fault vibration signal in each IMF component has different characteristics. Therefore, according to the different characteristics of this energy distribution, on the basis of EEMD, the energy distribution of each IMF can be used as the basis for bearing fault identification.
Through the analysis above, n IMF components can be obtained by using EEMD, and then the appropriate IMF components can be selected by a GA to obtain the reconstructed signals.
According to the selected IMF components [IMF i , IMF j , 
, is used as the feature vectors of bearing fault identification of complex equipment.
B. BEARING FAULT RECOGNITION BASED ON SVM
Through the analysis above, the bearing vibration signal is decomposed by EEMD, and the fault feature information is extracted by using energy distribution information. However, due to the complicated equipment structure and the complex environment under various circumstances, the fault VOLUME 7, 2019 feature characterization will be affected by many factors, and an insufficient sample size of fault feature information will considerably affect the accuracy of fault identification. Therefore, to solve the problem of small fault samples, this paper introduces an SVM, which can complete high-precision diagnosis with a small number of samples and has better generalization ability and faster convergence speed than a neural network. Based on the method of extracting fault feature information of complex equipment bearing proposed above, the bearing fault pattern is identified.
1) PRINCIPLE OF SUPPORT VECTOR MACHINE
SVM is a classification algorithm that improves the generalization ability of the learning machine by seeking the minimum structural risk and minimizing the empirical risk and confidence range to achieve good statistical results with a small sample size. In general terms, it is a type of binary classification model whose basic model is defined as a linear classifier with the largest interval in the feature space; that is, the learning strategy of the SVM is to maximize the interval, which can ultimately be transformed to solve a convex quadratic programming problem. For the binary classification problem, the training set S = {(x 1 , y 1 ) , (x 2 , y 2 ) , · · · , (x N , y N )}, whose categories are y i ∈ { −1, 1} , SVM can obtain the separation hyperplane
and the corresponding classification decision function.
where ω is the weight coefficient, x is the training data, and b is the deviation. The SVM algorithm was originally designed for binary classification problems. When dealing with multiclass problems, it is necessary to construct an appropriate multiclass classifier.
In this paper, the common one-versus-rest (OVR) classifier design method is adopted. The basic rule is as follows: when training, samples of one category are successively classified into one category, and the other remaining samples are classified into another category. Thus, samples of k categories are constructed into k SVMs. In classification, unknown samples are classified as those with the maximum value of the classification function. The advantage of this method is that the number of training classifiers is k, which is small, and its classification speed is relatively fast.
To identify various bearing fault types, three SVM classifiers are designed in this paper to achieve the classification of normal bearings, bearing inner cracks and bearing outer cracks. The category labels are 1, 2, and 3. The classification steps are as follows:
Step 1: Construct three SVM classifiers, where the ith classifier distinguishes the ith class from the others.
Step 2: Construct the training data and test data. When training the ith classifier, the data of the ith class are set as positive, and the rest are set as negative. The corresponding separation hyperplane and classification decision function are obtained as shown in (13) and (14) .
Step 3: Use the hyperplane and classification decision function obtained by Step 2 to classify the test data.
Step 4: Complete the fault type decision according to the output of each classifier and fault decision rules.
Set the rule for bearing fault identification as follows: 
2) COOPERATIVE ALGORITHM FOR BEARING FAULT RECOGNITION BASED ON SVM
Based on the above analysis and Rule1, the cooperative algorithm for bearing fault recognition of complex equipment can be described as follows:
Step 1: Use the EEMD algorithm to decompose the vibration signals of complex equipment bearings to obtain several IMF components, as shown in formulas (1) -(3).
Step 2: Select appropriate components to obtain reconstructed signals based on the GA algorithm.
Step 3: Calculate the energy distribution and obtain the feature vector T for the IMF components obtained by step 2.
Step 4: Use feature vector T as the SVM input for feature recognition and fault identification.
Step 5: Obtain the classification accuracy of the model proposed in this paper according to the comparison between the fault classification results obtained by step 4 and the theoretical fault types,
Step 6: Output the classification results and calculate the classification accuracy.
The overall algorithm flow chart is shown in FIGURE 1: 
V. EXAMPLES AND ANALYSIS
To further verify the effectiveness of the method proposed above, this method is used to identify bearing faults of complex equipment. This simulation experiment relies on the key laboratory platform for petrochemical equipment fault diagnosis in Guangdong Province. The platform is designed with a single-stage centrifugal fan fault diagnosis unit based on the large-scale rotating mechanical unit of the industrial refining plant. The unit is a typical structure of an industrial unit. It consists of a motor-gearbox compressor. The support is a cantilever type, and the load is a 5.5kW single-stage centrifugal fan. The unit can simulate the common single failure of a cantilever centrifugal compressor or expander unit by replacing the gear, bearing, transmission shaft and other components with various faults. The single-stage centrifugal fan fault diagnosis unit is shown in FIGURE 2. Aiming at the common bearing faults of complex equipment combined with the typical industrial unit structure and load, a set of faulty fittings matched with the system are designed on the single-stage centrifugal fan fault diagnosis unit, including bearing outer crack, bearing crack, bearing ball wear, bearing ball missing, cracked teeth, and gear wear. On this basis, the vibration acceleration sensor is vertically fixed above the bearing, and the fault diameter of the bearing without load is 7 mm. The bearing inner ring fault, the outer ring fault data and the normal bearing data under normal working conditions are used as the simulation verification data. The fault phenomenon is shown in the FIGURE 3. 
A. EEMD
The normal bearing data, bearing internal crack data and bearing external crack data collected by the test bench were used to conduct EEMD of the vibration signal. The decomposition results are shown in FIGURE 4-FIGURE 9. In FIGURE 4-FIGURE 9 , the original signal and the EEMD decomposition results of normal bearing signal, bearing inner crack signal and bearing outer crack signal are depicted. As can be seen from the figure, the first few IMF components contain more information. Therefore, the final combination of IMF components be highly likely to be selected from the first few components. 
B. IMF COMPONENT SELECTION BASED ON IMPROVED GA
To avoid too few selected IMF components and leaving out useful information, which will affect the accuracy of fault identification, or that too many will cause confusion between false components and effective feature information, which will affect the accuracy of fault identification, the optimal IMF component combination is selected by a GA to complete signal reconstruction. Taking the bearing outer crack vibration signal as an example, the correlation coefficient and the kurtosis value of IMF components are shown in Through the GA based on the mean-guided weight method proposed above, the optimal IMF component combination is selected as IMF1, IMF2, IMF3. To further verify the correctness of the IMF component selection method adopted in this paper, the spectra of the first five IMF components were compared with the spectrum of the original fault vibration signal. As shown in FIGURE 10 and FIGURE 11:
The Fourier spectra of the first five IMFs are depicted in FIGURE 10. The concurrent frequency bands of each IMF component can be seen in FIGURE 10 . By comparing the resonance frequency band of the original signal in Figure 11 , the IMF components with the same resonance band as the original signal will be selected. In this way, information redundancy can be avoided without losing information as much as possible.
As shown in FIGURE 11 , the resonance frequency band of the bearing external crack vibration signal is around the frequency bandwidth 500 Hz,1000 Hz and 2700 Hz as the center. By comparing the spectrum diagram of IMF components, it can be seen that the concurrent frequency bands of IMF1, IMF2 and IMF3 are around the frequency bandwidth 500 Hz,1000 Hz and 2700 Hz in FIGURE 10. It is worth noting that due to the excitation effect of the test bed, lowfrequency noise is generated, and the energy is large. If the components of the concurrent frequency band containing low-frequency noise are selected, it will create challenges of fault identification. Therefore, through spectrum analysis, three components of IMF1, IMF2 and IMF3 can be selected as the components of the reconstructed signal. The selection results are consistent with the results of the GA based on the mean-guided weight proposed above, which proves the effectiveness of the IMF component selection algorithm proposed in this paper. Therefore, IMF1, IMF2 and IMF3 are used to reconstruct the signal. The comparison figure of the original signal and the reconstructed signal is shown in FIGURE 12: The correlation coefficient and kurtosis value of IMFopt are shown in TABLE 2.
Similarly, the comparison between the normal bearing vibration signal before and after reconstruction is shown in FIGURE 13 .
The correlation coefficient and kurtosis value of the normal bearing signal of IMFopt are shown in TABLE 3. The comparison between the bearing inner crack vibration signal before and after reconstruction is shown in Fig. 14 .
The correlation coefficient and kurtosis value of the bearing inner crack signal of IMFopt are shown in TABLE 4.
C. FEATURE EXTRACTION RESULTS AND ANALYSIS
According to the discussion above, the energy distribution of the IMF component is selected as the feature vector. Since the energy value is too large, after calculating the energy of each IMF component, the ratio of each component energy to the total energy is calculated, which is e i = E i n i=1 E i and the energy distribution matrix [e 1 , e 2 , · · · , e n ] is obtained. According to the rules for selecting IMF components in the above section, several optimal IMF components are selected to obtain the corresponding feature vector T = [e i , e j , · · · , e k ]. Ten samples were randomly selected for each bearing state, and the feature extraction results are listed in TABLE 5, TABLE 6 and TABLE 7:   TABLE 5 . Normal bearing signal feature vector set. 
D. COMPLEX EQUIPMENT BEARING FAULT IDENTIFICATION RESULTS
Based on the previous feature extraction, 15 samples were randomly selected as training samples in the three bearing state sample sets. The feature vector of each sample was used as the input of the SVM, and three SVMs were trained. The remaining 5 samples were used as test sets. Therefore, there are 45 training samples and 15 test samples. As shown in TABLE 8.
To compare the effectiveness of the IMF component selection method proposed in this paper, the feature vector set extracted after signal reconstruction in this paper was compared with the classification result obtained by directly extracting the feature vector with the first IMF component. Using the feature vector set extracted by IMF1 as input, the output of the three SVMs is shown in TABLE 9. SVM 12 represents the classifier to distinguish type 1 fault from type 2 fault. Similarly, SVM 13 represents the classifier to distinguish type 1 fault from type 3 fault, and SVM 23 represents the classifier to distinguish type 3 fault from type 3 fault. By designing these three classifiers, the three failure states of rolling bearings can be distinguished. The comparison diagram between the classification result and the actual fault category of samples is shown in FIGURE 15 :
As shown in TABLE 10 and FIGURE 15, the feature vector set extracted by IMF1 was used to classify the bearing fault type. In the test results, two samples of the 15 test samples were classified incorrectly, and the classification accuracy was 87%.
Using the feature vector set extracted by IMF opt as the input, the output of the three SVMs is shown in The classification result is compared with the actual fault category of the training set in FIGURE 16:
As shown in TABLE 13 and FIGURE 16, the feature vector set extracted by IMFopt was used to classify the bearing fault type. In the test results, all 15 test samples were classified correctly, and the classification accuracy was 100%. It can be seen from TABLE 13 that in the case of small samples, SVM can achieve high accuracy in classification of complex equipment bearing fault recognition, and the classification accuracy based on feature extraction by IMFopt is better than feature extraction by IMF1. The simulation results prove the rationality of the IMF component selection method and feature extraction method proposed in this paper and prove the effectiveness of SVM in identifying bearing failure mode under the condition of small samples.
VI. CONCLUSIONS
Aiming at the problems that bearing faults of complex equipment are difficult to identify and the accuracy of fault diagnosis is low in complex environments, this study proposes a cooperative fault diagnosis method for bearing complex equipment. First, EEMD is used to decompose the original bearing vibration signal and obtain several IMF components. Second, the GA of dynamically setting the fitness function weight based on mean-guided weight is used to select the IMF components and obtain the optimal reconstruction signal expression. Then, the energy distribution of the IMF component is used as the fault feature vector. Finally, the fault mode of bearing is identified with the advantage of SVM diagnosis in small samples, and the method is verified by the data of Guangdong Provincial Petrochemical Equipment Fault Diagnosis Key Laboratory Platform. The main conclusions are as follows:
1) The GA based on the dynamic fitness function weight used to screen and reconstruct the IMF component can ensure the fault information is as complete as possible on the basis of the strong correlation between the reconstructed signal and the original signal. 2) Through simulation comparison analysis, the classification accuracy of the energy distribution matrix of the selected IMF component as the feature vector is much higher than that of the first IMF component. The effectiveness of the proposed IMF component selection method is proven. 3) Through experimental analysis, the classification accuracy of the fault identification cooperative algorithm for complex equipment bearings is 100%, which proves the effectiveness of the method proposed in this paper. FENGTIAN KUANG was born in 1996. He received the B.S. degree in information and computing science from Chongqing Jiaotong University, Chongqing, China, in 2018, where he is currently pursuing the master's degree with the College of Mathematics and Statistics. His research interests include traffic fault-tolerant control and information safety.
JIAYU YU was born in 1986. She received the B.S. degree in engineering mechanics and the M.S. degree in bridge and tunnel engineering from Chongqing Jiaotong University, Chongqing, China, in 2008 and 2011, respectively. Since 2013, she has been a Lecturer with the College of Civil Engineering, Chongqing Jiaotong University. Her research interests include long-term performance and safety of bridge structures, intelligent monitoring, and advanced maintenance of bridge structures, etc.
