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New syntax and semantics for implementation of abstract data types are 
presented in this paper. This formalism leads to a simple, exhaustive description 
of the abstract implementation correctness criteria. These correctness criteria are 
expressed in terms of sufficient completeness and hierarchical consistency. Thus, 
correctness proofs of abstract implementations can be handled using classical tools 
such as term rewriting methods, structural induction methods, or syntactical methods 
(e.g., fair presentations). The main idea of this approach is a fundamental dis- 
tinction between descriptive and constructive specifications, using both abstraction 
and representation functions. Moreover, we show that the composition of several 
correct abstract implementations is always correct. This provides a formal 
foundation for a methodology of program development by stepwise retinement. 
P 1989 Academx Press, Inc. 
1. INTR~DucTJ~N 
For about twelve years (Lislov and Zilles, 1975; Guttag, 1975; Goguen, 
Thatcher, and Wagner, 1976) the formalism of abstract data types has 
been considered a major tool for writing hierarchical and modular 
specifications. Algebraic specifications provide the user with legible and 
relevant properties concerning the specified data structures. Nevertheless, 
as algebraic specifications give a description of the data structure properties, 
they should not provide the designer with a constructive specification of the 
corresponding implementation. To implement a data structure, the descrip- 
tive specification is not directly used. Rather, “resident” data structures 
(which have been previously implemented) are used. For instance, we 
implement a STACK data structure by means of ARRAY. The following 
example shows the difference between “descriptive” and “constructive” 
specifications: 
EXAMPLE 1. Let us specify stacks of natural numbers, STACK(NAT), 
as follows: 
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pop(empty) = empty 
POP( Pus&h w I= 3, 
top(empty) = 0 
top( push(n, X)) = n 
This specification is descriptioe, as it describes the basic properties of stacks. 
But this data structure is more efficiently implemented by means of arrays. 
A stack is then characterized by an array, which contains the elements of 
the stack, and an integer, which is the height of the stack. 
Without leaving off the abstract data type formalism, a constructive 
specification of the implementation of STACK(NAT) using ARRAY and 
NAT can be done as follows: 
empty = ( t, 0 ) 
push(n, (t, i)) = (t[i] := n, succ(i)) 
POP((C O))= (4 0) 
pop((4 succ(i)))= (4 i> 
fOP((4 O))=O 
top( ( t, succ( i) ) ) = t [ i] 
The first element pushed onto the stack is then t[O]; and the index i points 
to the place where the next element will be pushed (see Bernot, Bidoit, and 
Choppy, 1986, for a more realistic treatment of the exceptional cases 
pop(empty ) and top( empty)). 
However, we have to prove that the second set of (constructive) axioms 
is correct with respect to the data structure described by the first one. 
It is well known that this need of establishing the correctness of an 
implementation with respect to the “designer’s intentions” induces very dif- 
ficult problems. The use of formal specifications (in particular, algebraic 
specifications) is particularly fruitful, both for proving (Hoare, 1972; 
Goguen et al., 1978; Ehrig, Kreowski, and Padawitz, 1980; Ehrig et al., 
1982; Sannella and Wirsing, 1982; Sannella, 1987; Schoett, 1987; Gaudel 
and Moineau, 1988) or for testing (Bough, 1982; BougC et al., 1986; 
Gaudel, 1980) the correctness of an implementation. A natural idea is to 
describe the implementation problem in a homogeneous abstract 
specification framework; this leads to the concept of abstract implemen- 
tation. We then hope that the usual proof techniques of abstract data types 
would facilitate correctness proofs of abstract implementations. 
The situation can be outlined as in Fig. 1. Correctness proofs of abstract 
implementations can be done by using the notions of representation 
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invariants and equality representation (Guttag, Horowitz, and Musser, 
1976; Gaudel, 1980). For instance, the equality representation of Example 
1 can be stated by 
(t, i) = (t’, i’) iff i=i’ and t[j] = t’[j] for allj=O...i. 
Unfortunately, equality representation must be specified by the user, and 
nothing proves that it is correct. In particular, if we specify an equality 
representation where “everything is true,” then every implementation will 
be correct. 
Since 1980, several works have formalized the notion of implementation 
correctness (Ehrig et al., 1980, 1982; Sannella and Wirsing, 1982; Sannella, 
1987; Schoett, 1987) without using an explicit equality representation. All 
these works give pure semanticai correctness criteria (such as existence 
of a morphism between two algebras). Unfortunately, pure semantical 
correctness criteria do not provide the specifier with theorem proving 
methods (e.g., structural induction). It is therefore necessary to complete 
the abstract data-type framework with an abstract implementation for- 
malism which provides the user with “simple” correctness proof criteria. 
In this paper, a new formalism for abstract implementations is provided. 
This formalism leads in a natural way to an exhaustive description of the 
abstract implementation correctness criteria. These correctness criteria can 
be checked via classical methods since they are expressed by means of 
sufficient completeness and hierarchical consistency. These two concepts 
are well known in classical abstract data types; thus we show that the 
correctness of abstract implementations does not require new concepts in 
the abstract data type field. This approach is especially powerful,.since it is 
then possible to prove the correctness of an implementation using term 
rewriting techniques, structural induction, etc. Moreover, this formalism is 
compatible with enrichment, and the composition of two correct implemen- 
tations always gives a correct result. This new definition of abstract 
implementation allows for the use of positive conditional axioms. We will 
show that this feature requires an equality representation, which in turn 
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facilitates the correctness proofs. Moreover, the adequacy of the specified 
equality representation will be implied by the correctness of the implemen- 
tation; thus the difficulties raised by the equality representation, which 
have been pointed out above, will be solved in this framework. Finally, the 
semantical level is very simple because it only uses the classical forgetful 
and synthesis functors. Thus, this formalism can easily be extended, for 
instance, to algebraic data types with exception handling features (Bernot, 
1986). 
The next section presents the classical problems related to abstract 
implementation. Section 3 describes the main ideas of our formalism which 
solve these problems. Sections 4 through 6 describe our abstract implemen- 
tation formalism. In Section 7, we show how correctness proofs of abstract 
implementation can be handled. Finally, we prove that abstract implemen- 
tations cope with enrichment and composition (Section 8). We assume that 
the reader is familiar with elementary results of category theory and 
abstract data type theory. 
2. PROBLEMS RAISED BY ABSTRACT IMPLEMENTATION 
Abstract implementations are usually specified either with an abstraction 
function (presented in Hoare, 1972) or with a representation function 
(Gougen et al., 1978, Section 54.2). 
2.1. The Abstraction Function 
The abstraction takes previously implemented objects (e.g., arrays and 
natural numbers), and returns objects to be implemented (e.g., stacks), 
This is done by means of an abstraction operation (e.g., A: ARRAY 
NAT + STACK). For instance, we obtain the axioms of the implemen- 
tation of stacks by substituting A(t, i) for (t, i) in Example 1. Another 
trivial example is 
EXAMPLE 2. Natural numbers can be implemented by means of 
integers as follows: 
ON = 40,) 
succ,(A(z)) = A(succ,(z)) 
eq?dA(z), A(f)) = eq?.(z, z’), 
where A: INT + NAT is the abstraction operation. 
The abstraction viewpoint is generalized and formalized in (Ehrig et al., 
1980, 1982) and is also underlying in (Sannella and Wirsing, 1982; 
Sannella, 1987). 
Unfortunately, abstraction operations synthesize too many objects in 
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the sorts to be implemented. For instance, A(create, 4) does not implement 
any stack, because if the height of a stack is equal to 4, then the four first 
ranges of the corresponding array must be initialized. In the same way, 
A( - 1) does not implement any natural number. 
As shown in Ehrig et al. (1982), this fact prevents the specifier from 
carrying out simple correctness proofs by theorem proving methods. For 
instance, one of the proofs required is the implementation consistency: two 
objects which are distinct with respect to the descriptive speclication must 
be implemented by two objects (synthesized by abstraction operations) 
which are distinct with respect to the constructive specification. The only 
formal concept of abstract data types which can handle such a condition is 
the hierarchical consistency. Thus, it is necessary to put together the con- 
structive specification of our implementation (Example 2) and the’descrip- 
tive specification to be implemented (NAT). We obtain a specification that 
contains both the (constructive) abstract implementation and the descrip- 
tive specification to be implemented, and we can check whether this 
specification is hierarchically consistent over NAT. NAT is specified as 
eq? N(ON, 0,) = True 
eq?,(O,, succ,(m)) = False 
eq?,(succ,(n), 0,) = False 
eq?,(succ,(n), succ,(m)) = eq?,(n, m). 
But we obtain: True = eq?,(ON, 0,) = eq?,(O,, succ,(d( - 1))) = False. 
Consequently, although it is clearly correct, we cannot prove the con- 
sistency of our implementation this way. 
2.2. The Representation Function 
The aim of a representation is to provide a composition of previously 
implemented operations (e.f., those of NAT and ARRAY) for every 
operation to be implemented (e.g., empty, push, pop, top). For instance, the 
representation associated with Example 1 is specified as 
dempv) = (t,O> 
p(push(n, (t, i)))= (t[i]:=n, succ(i)) 
P(PoP(<t, 0))) = (t, 0) 
pbp((t, succ(i)>)) = (4 i> 
p(top(<t, O)))=O 
dtop((C succ(i)>)) = Cd, 
where p is the representation function. 
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Since representation only gives a representation for each operation to be 
implemented, it does not create undesirable values in the sorts to be 
implemented. Unfortunately, it is very difficult to give an algebraic meaning 
to such axioms. This is due to the fact that “(-, -)” has no real algebraic 
definition. Considering (-, - ) as an operation, its signature is necessarily: 
( , ): ARRAY NAT + STACK because it takes an array and a natural 
number, and returns a stack (as we apply pop to (t, i)). Consequently, the 
signature of (-, -) is the same as the signature of the abstraction 
operation. Thus, the function p is useless (in fact p is the identity), because 
the operation ( , ) can simply be used as an abstraction operation, which 
simplifies the previous specification. 
A second way of looking at the representation may be to consider two 
representation operations: 
p, : STACK -, ARRAY 
p2 : STACK + NAT. 
But pi(empty) must be specified as a particular array. If we specify that 
p ,(empty) can be equal to any array (p ,(empty) = t together with 
Pz(empry) = 0, as in the abstraction case), then all arrays will be collapsed, 
which results in inconsistencies. Thus, breaking the representation 
operation into several operations is not powerful enough. 
In fact, we will develop an abstract implementation formalism which 
uses both p and (-, -). The problems mentioned above are avoided by 
means of intermediate “constructive sorts.” 
2.3. Reusability Issues 
Let us assume that the stack data structure is already implemented by 
means of arrays and natural numbers. A user of this data structure will 
probably include it in some other programs. At the specification level, this 
means that some presentations over STACK will be specified (presen- 
tations over STACK can be viewed as abstract programs). But the user 
should never have to know how the implementation is done. In other 
words, (s)he knows the descriptive specification of STACK, but (s)he does 
not know the constructive specification of its implementation. Thus, every 
proof concerning an enrichment is done with respect to the descriptive 
specification of STACK, but not with respect to the implementation 
specification. This does not prove that the composition of the STACK 
implementation with the new enrichment gives the expected result. 
A particular subproblem is the composition of several implementations 
(i.e., implementations which reuse other implementations). All correctness 
proofs of the second implementation are handled with respect to the 
descriptive specification of the first implemented data structure; they are 
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not done with respect to the constructive specification of this first 
implementation. A priori, the composition of the first implementation and 
the second one is not proved to be correct, even if these two implemen- 
tations are separately proved correct. 
In our framework, enrichments and compositions of correct abstract 
implementations always give the expected (semantical) results. This feature 
was not provided in any of the previous works in this area. 
’ In order to achieve this goal, a specification of the equality represen- 
tation must be included into the implementation (at least as soon as 
we want to enrich this implementation by a presentation containing 
conditional axioms). For example, a presentation over STACK can contain 
a conditional axiom of the form: 
pop(X) = empty s M = N. 
We may have: X=push(n, empty). The implementations of the terms empty 
and pop(push(n, empty)) are then (create, 0) and (create[O]: = n, 0). 
These pairs are not equal, but the premise of this axiom must be satisfied. 
If the implementation cannot detect when two distinct pairs implement the 
same stuck, then our enrichment viewed through the implementation will 
not be correct, since some instances of this axiom are not taken into 
account. Thus, it is necessary to include the equality representation into the 
implementation in order to handle conditional axioms of enrichments. We 
will show that equality representation is also a useful tool for correctness 
proofs. 
3. OVERVIEW OF OUR FORMALISM 
We have shown that the abstraction (A) has the advantage of synthesiz- 
ing products of previously implemented sorts. Therefore, the inconsistencies 
described with p, and pz in Section 2.2 are avoided. But abstraction leads 
to complicated correctness proofs because it adds some undesirable value 
in the sorts to be implemented. A restriction is necessary before defining 
implementation correctness. On the other hand, the representation (p) 
solves this problem, because it only returns the implementation of each 
value to be implemented. Intuitively, the image of p is just the result of the 
restriction. Representation automatically handles restriction. But we must 
face the difficulty of giving an algebraic syntax for representation. 
In fact, we will take advantage of both abstraction and representation by 
using intermediate constructive sorts. Indeed, the main idea of the abstract 
implementation formalism described here is a systematic distinction 
between descriptive and constructive specifications or models. A descriptive 
specification or model only results from the abstract description of the 
ffl3/80/2-3 
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known or required properties of the data structure under consideration. A 
constructive specification or model results from informations or choices 
about its implementation. 
Let us state the problem as follows: 
n The previously implemented data structure (e.g., NAT and 
ARRAY) is specified by SPEC,, = (S,, X0, A,), where S, is a set of sorts, &, 
is a set of operations with arity in So, and A, is a set of positive conditional 
axioms over the signature (S,, Xc,). SPEC, is called the resident 
specification. 
Of course, SPEC, is a descriptive specification. SPEC, does not explain 
how resident sorts are implemented: it only describes “what properties we 
know” about the resident values. In particular, the initial algeba TSPECo is a 
“descriptive model” of resident values; TSPECo does not necessarily reflect 
the constructive (previously completed) implementation of resident sorts. 
n We want to implement a data structure described by SPEC, = 
(S I, I:, , A 1 ). SPEC 1 is only a descriptioe specification of “what properties we 
want to obtain” after the implementation is performed (e.g., NAT + 
STACK). In particular, the SPEC,-initial algebra TSPEC, is only a 
“reference model” (for correctness) which does not necessarily reflect 
the actual implementation semantics. TspEC, is a descriptive model of the 
expected implementation results. 
n Notice that SPECo and SPEC, are not necessarily disjoint. For 
example, NAT is a specification included both in SPEC, = NAT + ARRAY 
and in SPEC, = NAT + STACK. In the following, we assume that SPEC, 
and SPEC, are both persistent (i.e., hierarchically consistent and suf- 
ficiently complete) over the common specification SP = (S, C, A) = 
(%nS,,~,n~:,,A,nA,). 
The abstract implementation problem is to define a constructive 
specification of SPEC, using SPECo; and to provide the specifier with 
usable correctness criteria. 
An abstract implementation will be performed in live steps, using inter- 
mediate constructive sorts containing constructive values: 
n The first step describes the representation. For each (descriptive) 
sort of SPEC, (e.g., STACK), there is a constructive sort which represents 
it (STACK). Intuitively, STACK will be the product sort “Array x 
Natural.” For each (descriptive) operation of SPEC, (e.g., empty, push, pop, 
top), there is a constructive operation which is its actual implementation 
(empty, push, pop, top). These constructive operations work on the con- 
structive sorts (e.g., STACK) instead of directly working on the descriptive 
sorts to be implemented (STACK). 
Notice that there are also constructive operations and a constructive sort 
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associated with NAT (as NAT c SPEC,). Since NAT has already been 
implemented ( cSPEC,), NAT is simply a copy of NAT. Intuitively, this 
corresponds to the following fact: SPEC, is a descriptive specification; we 
do not know the constructive (previously completed) implementation of 
NAT. Consequently, by default, we synthesize NAT as a copy of NAT. 
n The second step synthesizes the constructive values used by the 
implementation. These constructive values are generated by means of 
synthesis operations. For example, the synthesis operation associated 
with STACK is the abstraction operation (-, -)sTACK: ARRAY 
NAT + STACK that synthesizes the product sort STACK (ARRAY x 
NAT), associated with STACK E Si . Moreover, the synthesis operation 
associated with NAT is simply (by default) a copy operation 
(-),,,:NAT+m. 
n The third step is only a convenient (hidden) enrichment of the 
previously synthesized data structure. This hidden component of the 
implementation was first introduced in Ehrig ef al., (1980). It allows us to 
add hidden operations which are useful to specify the implementation, For 
instance, if the resident specification of integers (Example 2) does not 
contain the operation eq?,, then it is very useful to define it in the hidden 
component before specifying the main part of the implementation. 
w  The fourth step is the usual constructive specification of the 
implementation. It recursively specifies the actual implementation of each - - 
new constructive operation (empty, push,...) on the constructive sorts 
(STACK). This step is handled by means of conditional axioms, as in 
previous examples. 
w  The last step specifies the equality representation. It will be 
specified by means of a set of conditional axioms. Our last step specifies the 
implementation of the classes (or, equivalently, values) to be implemented; 
while the fourth step only specifies the implementation of terms to be 
implemented. 
This new fundamental distinction between descriptive and constructive 
aspects will be reflected on three different levels: the textual level, the 
presentation level, and the semantical level. 
w The textual level (Section 4) only contains the information that 
the specifier must provide in order to define the implementation. 
w The presentation level (Section 5) is automatically deduced from 
the textual level; it gives a complete algebraic specification for the 
implementation (which will be useful for correctness proofs). 
w The semantical level (Section 6) is automatically deduced from the 
presentation level; it describes the models (algebras) of the implementation. 
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Similar levels have been first introduced by Ehrig et al. (1980). They have 
been shown to be a firm basis to define correctness for abstract implemen- 
tations. 
4. THE TEXTUAL LEVEL 
DEFINITION 1 (Textual level). We define an abstract implementation OJ 
SPEC, by SPEC,, denoted by IMPL, as a tuple, 
IMPL = (~3 ~svm, I-k A,,, A,,), 
where p is the representation, XSYNTH is the set of synthesis operations, H is 
the hidden component, A,, is the set of constructive axioms, and A,, is 
the equality representation. These live parts are precisely defined in the 
following subsections. 
4.1. The Representation 
DEFINITION 1.1. The representation, p, is the signature isomorphism 
defined as: 
n For each descriptive sort to be implemented, se&, there is an 
associated constructioe sort, S. We denote the set of constructive sorts by S, 
(actual constructive values of sort S will be generated by the synthesis 
operations). Thus, S, is a copy of S, The constructive sort S implements s. 
n For each operations to be implemented, op: s1 ... s, + s,, 1 (E C,), 
there is a constructive operation, @5: q . ..S.; -+ s,, , , where S; is the con- 
structive sort associated with si. We denote the set of constructive 
operations by q. The constructive operation 5jJ implements op. 
-- 
p is the signature isomorphism from (S,, C,) to (S,, Xi). p is called the 
representation signature isomorphism, or simply the representation, since it 
gives the constructive representation of each descriptive sort/operation to 
be implemented. For instance, p sends the sort NAT to NAT, STACK to - - 
STACK, push: NAT STACK -P STACK to push: NAT STACK + STACK, 
and so on. 
Remark 1. Notice that the representation p may seem useless. In prac- 
tice, it is clear that we do not ask the specifier to explicitly characterize p. 
Nevertheless, on a theoretical viewpoint, it is necessary to precisely specify 
the correspondence between the descriptive signature to be implemented 
and its constructive implementation. 
4.2. The Synthesis Operations 
DEFINITION 1.2. The set of synthesis operations, denoted by 2=sYNTH is 
defined as follows: for each constructive sort, SET, there is a synthesis 
operation, ( . ),: rl . . r,,, + 3, where all the ri are resident sorts in S,. 
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For instance, the synthesis operation associated with the sort STACK is 
the “abstraction operation”: (-, -)sTACK : ARRAY NAT + STACK; the 
synthesis operation associated with NAT is the “copy operation”: 
cc> NAY : NAT --) NAT. 
Remark 2. The synthesis operation associated with each previously 
implemented sort of SP (e.g., NAT) will be a copy operation. Thus, in 
practice, we never ask the specifier to give the synthesis operation 
associated with these sorts. Nevertheless, this copy is useful and necessary, 
when rigorously proving the correctness of an abstract implementation. 
Intuitively, the introduction of constructive sorts, together with the 
representation signature isomorphsim, handles the restriction problem. This 
restriction must apply to all sorts to be implemented, including the sorts of 
SP. For example, top( (create, 4)) could be a new value belonging to NAT, 
which must be removed before verifying the correctness of our STACK 
implementation (as the pair (create, 4) is not a reachable stack). With this 
abstract implementation formalism, @((create, 4)) will be of constructive 
sort NAT, and thus, the descriptive sort NAT is preserved. 
4.3. The Hidden Component 
DEFINITION 1.3. The hidden componenr of IMPL, H = (S,, C,, AH), is 
a presentation over SORTimpl = SPECo + (q, 7&vNTH, 0) that enriches 
the synthesized data structures in order to facilitate the implementation. 
In our STACK by ARRAY example, H is empty. An example of non- 
empty hidden component is given in Example 3 (Section 4.5 below). 
4.4. The Operation-Implementing Axioms 
DEFINITION 1.4. We denote by A,, the set of constructive axioms of 
IMPL. A,, is a set of positive conditional axioms over the signature 
(S, + SH + q, C,, + &vNTH + I& + g). It specifies the actual implemen- 
tation of the constructive operations Zj?. A,, is the set of operation- 
implementing axioms. 
The axioms of AOP are those specified for abstraction: 
empty = ( 6 0 > STACK 
p34<nhATj (6 CkTACK) = (Cd :=n, Swc(i))STACK 
P-t <t, O)STACK) = (tt o )STACK 
top(<t, o> STACK)=(OhAT 
top( ( I, succ( i) ) STACK) = (tCil >NAT. 
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Of course, these axioms can always be automatically deduced from those of 
Example 1 (i.e., from axioms without “bars”). 
4.5. The Equality Representation 
DEFINITION 1.5. The equality representation, denoted by A,,, is a set of 
positive conditional axioms which can use all the sorts and operations 
previously mentioned: (S, + S, + S; + S,, X0 + 2=, + &vNTH + q + X1). 
For instance, the equality representation of our STACK by ARRAY 
example can be specified as 
(h o )STACK = ct’, o > STACK 
(4 i> STACK=(f”i)STACK 
and t[i] = t’[i] 
-(t,succ(i)),,,,,= (t’,succ(i)) STACK. 
(In fact, A,, can be empty in this example, since A,, already implies our 
two axioms; but this is specific to the STACK example). 
Let us specify another standard example: the implementation of SET by 
STRING (of natural numbers, for instance). 
EXAMPLE 3 (Textual implementation of SET by STRING). The 
representation signature isomorphism p sends the descriptive sorts BOOL, 
NAT, and SET to the constructive sorts m, NAT, and SET, respec- 
tively, and sends Qr to B, ins to G, E to E, as well as True to True, False 
to False, and so on. 
The synthesis operations of XSYNTH are 
(~ ) SET : STRING -, SET “true synthesis operation” 
(-)NAT: NAT +NAT “copy operation” 
(-> BooL : BOOL + BOOL “copy operation.” 
If STRING does not contain the operations remove and occurs, then H 
may specify them as hidden operations: 
remove(x, A) = A. 
remove(x, a&(x, s)) = s 
eq?(x, y) = False =S remove(x, add( y, s)) = a&( y, remoue(x, s)) 
occurs( x, A) = False 
occurs(x, a&(x, s)) = True 
eq?(x, y) = False =S occurs(x, add( y, s)) = occurs(x, s). 
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From the second axiom, remove(x, s) only removes the first occurrence 
of x in s. This does not matter because sets will only be represented by 
non-redundant strings. 
The constructive axioms of AoP are 
occurs(x,s)= True*?ii((x),,,, (s)~~*)= (s)SET 
occu~s(x,s)= FuZse=>iE((x),,,, (.s)~~~)= (add(x,s)),,, 
- 
de&Cxh4,, <shET) = (renzooe(x, s)hET 
(XhAT E<shET= <~ccurdx, s)hooL. 
And the equality representation A,, is given as 
(ad& a4x S)))SET = (addbs ad44 S)))SET’ 
Notice that this axiom does not create inconsistency on strings, because it 
applies to SET. 
5. THE PRESENTATION LEVEL 
A presentation is automatically built from the textual level of an abstract 
implementation. This presentation is an enrichment of SPEC,. It is useful 
for proving the correctness of an implementation. Intuitively, all well- 
known difficulties of abstract implementation are treated by the presen- 
tation level. These difficulties are mainly the restriction to reachable values, 
and the identification of several implementation values which represent the 
same object. In Ehrig et al., 1980, 1982; Sannella and Wirsing, 1982; San- 
nella, 1987), these two problems are handled at the semantical level. This 
results in a rigorous definition of correctness, but does not provide the 
specifier with useful correctness proof tools (since correctness is mainly 
related to the existence of a morphism between two algebras). Here, the 
restriction problem is explicitly handled via the intermediate constructive 
sorts and the representation, while the identification problem is explicitly 
handled via the equality representation. 
The presentation level associated with the textual level of an abstract 
implementation is defined in Fig. 2, where SORTimpl is a presentation over 
the specification SPEC,, H is a presentation over the specification 
SPEC,, + SORTimpl (union of SPEC, and SORTimpl), and so on. These 
presentations can be explained as: 
n SPEC,, is the descriptive specification of the resident (previously 
implemented) data structure. 
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I EQ : AEQ 
I OPimpl : 4 , AOP 
FIGURE 2 
n SORTimpl is the synthesis presentation. For each descriptive sort 
to be implemented s E S,. the corresponding constructive sort Se% is 
synthesized by means of the synthesis operations ( ... )*: r, ... rm -+ 3. 
Moreover, SORTimpl does not contain any axiom. Thus, SORTimpl 
“implements the constructive sorts” as free products, or copies, of resident 
sorts. The initial algebra TsoRTimp, contains the available constructive 
structure which our abstract implementation can use. 
n H is the hidden presentation of the abstract implementation. H is a 
presentation over SPEC, + SORTimpl, as defined in previous section. It 
will facilitate the constructive specification of the abstract implementation 
by enriching the resident or available constructive specifications (cf. remoue 
and occurs in Example 3). 
n OPimpl is the operation-implementing part of the presentation 
level. It specifies how the constructive operations Zjj E q (implementing the 
descriptive operations op E X1 ) work over the previously synthesized con- 
structive sorts. This is done by means of the operation-implementing 
axioms A,,, as defined in the previous section. Thus, the initial algebra 
T OPimpl handles the constructive implementation of the constructive 
operations (7@) over the synthesized sorts. 
n REP is the representation presentation. It explicitly specifies (in the 
specification) the effect of the representation signature isomorphism (p). 
We will define XREp and AR,, below. 
This presentation REP has two principal characteristics. First, it syntuc- 
tically specifies the correspondence between the descriptive operations op 
and the constructive operations Gji. Second, it explicitly handles the restric- 
tion part of the abstract implementation. Let us return to Example 2 
(implementation of NAT using INT). With our new formalism, values such 
as (-lhT are not of sort NAT; they belong to NAT which is a copy of 
INT. There is no NAT-term t such that p(t) is equal to ( - 1 )NAT. 
n EQ is the equality representation part of the presentation level. It 
specifies when two distinct available constructive values represent the same 
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descriptive value to be implemented. This is done via the set A,, of con- 
ditional axioms. In view of the definition of A,, given in previous section, 
EQ is a presentation over the signature (S, + S, +q + S,, C, + C, + 
CsYNTH + q + E,); in particular, EQ is a presentation over SPEC, + H + 
SORTimpl+ OPimpl+ REP. Thus, the initial algebra TEa handles the 
identification of constructive values which represent the same descriptive 
value to be implemented. 
s;, c SYNTH, H, C, A,,, and A,, are already defined in Section 4. CR,, 
and AREp are defined as: 
n &iEP is the set of representation operations. For each descriptive 
sort to be implemented, SE S,, there is a representation operation: 
~:.Y+F. 
. AREP is the set of axioms which state that z extends the represen- 
tation signature isomorphism p. This means that for each X,-ground-term t 
of sort s, z(t) is equal to the q-term deduced from t via p. Thus, for each 
operation to be implemented, op E Xi, A,,, contains the axiom 
p,(OP(X, 7 ...I x,)) = P(oPmJx,L p,,(X”))? 
where s is the target sort of op, si is the sort of -xi, and p(op) is equal to Op. 
Moreover, we have to specify that z and ( . . . ), both work as copy 
operations on the signature of SP (common specification). Thus, for each 
sort s of SP, A,,, contains the axiom 
(x)s=iT(x). 
(Such an axiom implies that 0 = (O),,, and ?i$??((n),,,)= 
(SUdn))NAT in NAT.) Finally, AREP contains the following axiom for each 
descriptive sort s E S, : 
E(x)=im) * x=.Y. 
The intuitive meaning of this axiom is: if two (descriptive) terms to be 
implemented, x and y, are represented by the same constructive value 
(z(x) = P,(y)), then they must be equal after the implementation is done 
(x = y). The reason why this constraint is required can be explained as 
follows: our goal is to describe the data structure that “the user thinks 
(s)he manipulates” after the implementation is done. If the terms x and y 
get the same representation, then the user of the implementation cannot 
distinguish x from y; consequently, “(s)he thinks that x is equal.to y.” Such 
an amalgamation is exactly handled by the axiom specified above. 
Notice that PREP and A,,, are automatically deduced from the signature 
isomorphism p. Thus the presentation level is always automatically built 
from the textual definition of IMPL without help from the specifier. 
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EXAMPLE 4. In the STACK by ARRAY example, AREp is deduced from 
the signature isomorphism p as follows: 
PsTAcK(ewy) = empty 
PsTAcK(Pwn~w) =P~%Gz(n)~ PsracKfW) 
Pswx(PoPW)) =POP(PSTACKw) 
. . . 
PSTACK(J-~= PSTACK( Y) * x= y  
,4&m) = PMT(~) *m = n. 
Remark 3. This specification, from SPEC,, to OPimpl, is very close to 
the “syntaclical level” of Ehrig et al. (1980, 1982). Our formalism mainly 
adds the presentations REP and EQ. It can be shown that REP explicitly 
specifies the Restriction functor of the (Ehrig et al., 1982) semantics; and 
when the abstract implementation is correct, EQ explicitly specifies the 
Identification functor of the (Ehrig et al., 1982) semantics. 
6. THE SEMANTICAL LEVEL 
We have shown the following: TsoRTimp, contains all synthesized 
constructive sorts; ToPimp, handles the constructive implementation of all 
constructive operations (Zj?); T,,, does not add unreachable values to the 
descriptive sorts to be implemented (thus restriction is already included in 
hEPI; and TEQ contains the identification of constructive values which 
implement the same descriptive value. Consequently, TEo is not far from 
the semantical result of the abstract implementation. 
Notice that TEo contains all intermediate sorts and operations used by 
the abstract implementation. But the user of the new implemented data 
structure must not use the specific operations and sorts of the implemen- 
tation. It is necessary to forget: the resident sorts and operations which are 
not in SPEC,, the hidden sorts and operations, the intermediate construc- 
tive sorts, the synthesis operations, and the constructive operations @. 
Then, we get a new X,-algebra which contains only what the user “thinks 
(s)he manipulates.” This “user view” algebra is called the semantical result 
of IMPL and is denoted by SEM,,,,. 
The semantics of an abstract implementation IMPL is the composition 
of two functors: 
Alg(SPECJ &ORThp, + + EQ b Alg(EQ+ ... +SPEC,) Lirl Alg(S,, X,) 
T SPEC,, ’ 
boRTipl+ ... +EQ 
, T 
us, 
EQ - SEM,,,~; 
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F soRTimp, + + Eo is the usual synthesis functor associated with the presen- 
tation SORTimpl + H + OPimpl + REP + EQ over SPEC,(left adjoint to 
the forgetful functor). U,, is the usual forgetful functor from 
Alg(SPEC, + SORTimpl + H + OPimpl + REP + EQ) to Alg(S,, Xi, 0). 
So, SEM ,Mm describes the “user view” of the new implemented data 
structure. SEM,,,, is the part of T,, corresponding to the descriptive 
sorts to be implemented (S,); and the only operations accessible to the user 
are those of C, . 
Notice that this semantical level is considerably simpler than the ones 
of Ehrig et al. (1980, 1982) and Sannella and Wirsing (1982). This reflects 
the fact that all abstract implementation problems (restriction and iden- 
tification) are handled at the presentation level. Moreover, the next section 
shows that correctness criteria can be stated in a constructive manner, 
because restriction and identification are taken into account at the presen- 
tation level. 
At first glance, our formalism may seem to be more restrictive than the 
Ehrig et al. (1980, 1982) formalism, because we require a specification of 
the equality representation. The Ehrig et al. (1980, 1982) formalism uses 
the equations of A, in order to perform the identification functor. In fact, 
when we choose A EQ = A, in our formalism, we get exactly the same 
semantical result, SEM,,,,. The interresting point here is that our seman- 
tics avoids the restriction functor by using the representation p (another 
title of this paper could be “Implementation without Restriction”). All the 
difficulties encountered in Ehrig et al. (1980, 1982) are due to this “bad” 
restriction functor. 
Correctness proofs are considerably simpler, in the Ehrig et al. (1982) 
formalism, when the identification functor can be performed before the 
restriction functor (IR semantics instead of RI semantics). It can be shown 
that the IR semantics of Ehrig et al. (1982) is equivalent to the semantics 
obtained in our formalism by A EQ=dAl)=K (e.g., ~(Ph(x, x)) = x9 
etc); then, correctness can be directly checked at the constructive level. 
7. CORRECTNESS PROOFS 
Of course, we cannot accept an implementation which does not com- 
pletely simulate “from the user point of view” the abstract data sructure 
described by SPEC,. From the above semantics, this means that an 
abstract implementation must (at least) satisfy the following criteria: 
n Each operation to be implemented (E Z1) has a complete construc- 
tive representation (in the “product values” synthesized by C,,,,,). 
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n The user view of IMPL is isomorphic to the descriptive view 
associated with SPEC,. This means that SEM,,,, must be isomorphic to 
T SPEC,. 
These two criteria are handled in four steps (by dividing the second one 
into three conditions): 
w  The complete implementation of all operations to be implemented 
is called operation-completeness. 
. =M,MPL must be finitely generated over C,. This means that 
SEMI,,, is an object of the subcategory Gen(S,, E,, @) of 
Alg(S, ,2=, , (2r). This condition is called data protection. 
. SEM,,,, must be a SPEC,-algebra. This means that SEMI,,, 
must validate the SPEC,-axioms (A,). This condition is called the validity 
of IMPL. 
w  Finally, among all finitely generated SPEC,-algebras, SEMIMPL 
must be initial. This condition is called the consistency of IMPL. Now, 
=M,MPL is necessarily isomorphic to T,,,,, (unicity of the initial object). 
An abstract implementation satisfying these four conditions is called 
acceptable. Some other correctness criteria will be added. For instance, 
acceptability only concerns the objects to be implemented; it does not 
ensure the protection of resident values. 
Notice that the last acceptability condition reflects an initial view of 
abstract data types. Of course, the consistency condition can be modified 
according to a loose semantics “protecting some predefined specifications” 
(Sannella and Wirsing, 1983; Bernot, 1987) by simply requiring consistency 
of SEM,,,, with respect to these predefined specifications. 
7.1. Operation Completeness 
Operation completeness was first introduced by Ehrig et al. (1980). The 
fact that all operations to be implemented have a synthesized constructive 
representation means that all X,-terms have a synthesized constructive 
representation. 
DEFINITION 2. IMPL is op-complete if and only if for all terms t E T,, , 
there is a E TSORamp, such that z(t) = o[ in TREp (where s is the sort of t). 
Notice that the operation-implementing axioms (Aor.) must entirely 
(recursively) define the implementation of all operations. This must be 
done without any consideration of the equality representation (i.e., without 
using A,,). For example, given a representation (t, 1) of the term 
push(n, empty), we must be able to directly apply pop: poP( (t, 1)) = (t, 0), 
CORRECTNESSOFABSTRACTIMPLEMENTATIONS 139 
without looking at the implementation of the term empty. Thus, op-com- 
pleteness is defined in TREp and not in TEa . 
The following theorem shows that op-completeness can always be 
checked at the constructive level (i.e., without explicitly using the represen- 
tation). 
THEOREM 1. IMPL is op-complete if and only if for all terms tc Ts, 
there is a E TSORTimp, such that i= a in TOPimp,. 
Proof: From the specification of AREP, for each EC,-term t, z(t) is equal 
to the F-term i= p(t). Consequently, if all q-terms have a synthesized 
value for OPimpl, then a fortiori all X,-terms have a synthesized represen- 
tation for REP. Conversely, p is a surjective signature morphism, and REP 
is consistent over OPimpL Thus, if for each X,-term t, the term i=z(t) is 
equal to a synthesized value a in TREP, then each F-term ?is equal to a 
synthesized value a in TOPimp,. 1 
Consequently, op-completeness is not difficult to check. It can be directly 
proved by structural induction over q. Moreover, we have the following 
result: 
COROLLARY. If OPimpl is sulliciently complete over SORTimpl, then 
IMPL is op-complete. 
ProoJ Immediate, because OPimpl adds q to SORTimpl and sufficient 
completeness means that the canonical adjunction morphism from 
T SoRTimp, to TOPimp, is surjective. 1 
Sufficient completeness of OPimpl over SORTimpl is not needed in the 
general case. For instance, we may think of a SET by STRING implemen- 
tation where del( ( ‘uuu’ )sar) does not return any string. Then, OPimpl will 
not be sufficiently complete over SORTimpl. Nevertheless, since ( ‘uuu’ )sET. 
is not a reachable value, this fact does not destroy op-completeness of 
IMPL. We only need for de( to return a string when its argument is non- 
redundant. 
However, this corollary works in most examples. For instance, 
del( ( ‘aaa’ ) SET) = ( ‘au’ ) SET in Example 3. Similar results were first given 
in (Ehrig et al., 1980). 
EXAMPLE 5. We prove that our implementation of STACK by ARRAY 
is op-complete, by structural induction: 
n psTAcK(empty) is equal to empty, which is equal to a 
= <create, 0 hTACK 
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n if x and X have constructive representations 
(x=a1= (~hwr; and G(X) = a2 = (t, i)sTACK), then so does 
PSTACK(P~MX, WI: 
Psr*cK@u~hb? J3)=push(w,,T~ (4 I’)STACK) 
= (t[i] :=n, SUCC(i))S~AC~ 
w  similar reasonings apply for pop and top. 
1.2. Data Protection 
DEFINITION 3. IMPL is data protected if and only if the semantical 
result SEMIMPL is finitely generated over Z,. 
THEOREM 2. If H is sufficiently complete over SP, then IMPL is data 
protected (SP = (S, X, A) is the common specification between SPECo and 
SPEC , ). 
Proof: The specification of an abstract implementation does not con- 
tain any operation with target sort in S1 - S, except those of Xi. Thus, it 
suffices to prove that SEMIMPL is finitely generated with respect to the 
sorts of S. Since SEMIMPL is included in T,,, it suffices to prove that T,, 
is finitely generated with respect to Tsp; i.e. that EQ + REP + . . . + SPEC, 
is sufficiently complete over SP. Consequently, Theorem 2 results from the 
fact that the abstract implementation specification does not contain any 
operation with target sort in S, except those of X1 and XH. m 
From the theoretical point of view, sufficient completeness of the hidden 
component is not required, since A,, or A,, may complete the 
specification of some hidden operations. However, it is clearly suitable from 
a methodological point of view, as A,, and AoP have not to play this role. 
Data protection is not difficult to prove, since it can be proved by struc- 
tural induction or via syntactical tools (such as fair presentations (Bidoit, 
1982)). Our STACK by ARRAY example is clearly data protected, as H is 
empty. Example 3 (SET by STRING) is also data protected because 
remove and occurs always return predefined strings or booleans (A, is 
equivalent to a canonical rewriting system). 
1.3. Validity 
DEFINITION 4. IMPL is a valid abstract implementation if and only if 
for all X,-terms, t and t’, we have 
if t = t’ in T,,,,, then t = t’ in SEMIMPL. 
The following results prove that validity is equivalent to the fact that 
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SEMUWPL validates SPEC,; they also prove that validity can always be 
reduced to a hierarchical consistency property. 
THEOREM 3. If IMPL is data protected then the following conditions are 
equivalent : 
(1) IMPL is a valid abstract implementation 
(2) there is a X,-morphism from TspEC, to SEMIMPL 
(3) SEM,MPL validates the axioms of A, 
(4) SEMmm. validates the axioms of A, -A 
(5) TEQ validates the axioms of A, - A 
(6) ID is hierarchically consistent over EQ + REP + . . . + SPEC,, 
where ID is the presentation over EQ + ... + SPEC, which contains the 
set of axioms A, -A. Thus, ID + EQ + . .. + SPECo contains all the 
spectfications involved in our formalism (both the specification associated 
with IMPL and the descriptive speczfication SPEC,). 
Proof (l)o (2) is clear: since TSPEC, is finitely generated over X,, 
there is a morphism from TSPEC, to SEMIMPL if and only if two X,-terms 
equal in TSPEC, are also equal in SEM,,,,. 
(2)o (3) results from the facts that SEMIMPL is finitely generated 
over Z1 and that T,,,,, is initial in SPEC,. Thus, there is a morphism 
from TspEC I to SEM,,,, if and only if SEM,,,, is a SPEC,-algebra (i.e., 
SEMI,,, validates A 1 ). 
(3) * (4) results from the fact that EQ + . . . +SPEC, contains 
SPEC,. In particular, it contains SP, thus it contains A. Consequently, 
SEM IMPL always validates A. 
(4)o (5) results from the facts that the axioms of A, - A only 
concern the signature (S,, X,), and SEMI,,, = U,,( T,,). 
(5) c> (6) results from the fact that ID does not add new operations 
to EQ + . . . + SPEC, (ID = A, - A). Thus, ID is hierarchically consistent 
over EQ + . . . + SPEC, if and only if TEa already validates the axioms of 
Al-A. 1 
The main result is the equivalence between the validity of IMPL and the 
consistency of ID over EQ + .. . + SPEC,. Thus, validity proofs can 
always be handled by “classical” methods. This feature is entirely due to 
our intermediate constructive sorts and the equality representation 
explicitly specified via A,,. 
EXAMPLES 6. The validity of our abstract implementation of STACK 
is shown by proving that each STACK-axiom is a theorem of the 
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specification associated with IMPL. We prove here that pop(push(n, X)) 
is equal to X in T,,. The other axioms of STACK are proved in a 
straightforward manner, following the same method. 
Since AREp contains the axiom pSTACK(X) = pSTACK( Y) 3 X = Y, and 
since our implementation is op-complete, it suffices to show that 
pOp(pW(nhAT, (t, QSTACK)) is equal to <t, ijSTACK in TEa. From 
A OPT it results that pop(push((n),,,, (t, i)sTACK))= (t[i] :=n, i)STACK. 
Moreover, from the equality representation (A,,), it results that 
(t[i] := n, i)s-racK = (t, i)STACK, which ends our proof. 
To prove that our implementation of SET by STRING is valid, it 
suffkes to prove that each axiom of SET is true in TEQ. We will prove here 
that 
ins(x, ins( y, X)) = ins( y, ins(x, X)) 
Since AREP contains the axiom 
is true in TEa. 
PSET(X) = PSET( Y) - x = y 
and since our implementation is op-complete, it suffkes to prove that 
We have to distinguish 5 cases: 
l n and m both occur in s; then we get 
(s) SET' (S>SET 
n n occurs in s and m does not; then we get 
n m occurs in s and n does not; then we get 
8 s does not contain n and m, but n and m are equals; then we get 
<add(n, s))SET z (addh s))SET (with n = m) 
n s does not contain n and m, and n and m are distinct; then we get 
<add@, ad+, s))jSETL (add(m, add(n, s))jSET. 
CORRECTNESSOFABSTRACTIMPLEMENTATIONS 143 
The four first equalities are trivial. The last one results from the equality 
representation. 
7.4. Consistency 
DEFINITION 5. IMPL is consistent if and only if for all I;,-terms, t and 
t’, we have 
if t = t’ in SEM,,,r, then t = t’ in TSPEC, . 
The following results prove that consistency is equivalent to the fact that 
SEMIMPI. is initial in Gen(SPEC, ). They also prove that consitency can 
always be reduced to a hierarchical consistency property. 
THEOREM 4. If IMPL is data protected and valid, then the following 
conditions are equivalent : 
(1) for all t and t’ in T,,, if t = t’ in TEa then t = t’ in TspEC, 
(2) IMPL is consistent 
(3) the initial morphism from TSPEC, to SEM,,,, is a monomorphism 
(4) SEW,,, is an initial SPEC,-algebra 
(5) the initial morphism from TspEC, to U,,(T,,) is a monomorphism 
(6) ID + EQ + ... + SPEC, is hierarchically consistent over SPEC,. 
Proof: (1) o (2) results from the fact that SEM,,,, is equal to the part 
of TEQ concerning the signature (S,, X1). 
(2) * (3) results from the fact that TSPEC1 is finitely generated 
over Zr. Notice that the initial morphism TSPEC1 -+ SEM,,,, exists, from 
Theorem 3. 
(3)o (4) results from the fact that SEM,,,, is finitely generated 
over X,. 
(3)o (5) results from SEMI,,, = U,,( T,,), and from T,, = T,, 
(Theorem 3). 
(3)o (6) is clear since the initial morphism TspEC, + U,,(T,,) is the 
adjunction unit associated with the presentation ID + . . . + SPEC,, over 
SPEC,. 1 
For the same reasons as Theorem 3, Theorem 4 facilitates the con- 
sistency proofs, since they can be handled using rewriting techniques or 
structural induction. 
EXAMPLES 7. The only axioms that may destroy the consistency of 
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ID+ ... + SPEC, over SPEC, are the axioms of sort in S,. In the STACK 
by ARRAY example, these axioms are 
PSTACK(W = P STACK(Y)*X= y 
PNAdm)= PNAT*~=~. 
These axioms lead to prove that two descriptive terms represented by 
the same constructive value (in T,,) are equal (in TspEC,). Thus, we 
must consider each axom of A,, u A,,, and prove that it does not create 
inconsistencies. Let us consider, for instance, the axiom 
Since we work on the stack ualues (not on the stack ground terms), we can 
handle our proofs with respect to the normal forms of STACK. It is 
possible to prove, by structural induction, that (t, 1’)sTAok represents the 
stack push(t[i- 11, push(...,push(t[O], empty)...)). Thus, our proof is clear, 
- - as p&(pNAT(n), ps~~ok(X)) represents push(n, X). Other axioms are 
handled in a similar manner using the normal forms. 
In the SET by STRING example, axioms whose sort belongs to S, are 
These axioms lead to prove that two descriptive terms represented by the 
same constructive value (in TEQ), are equal (in TspEC,). Thus, we must 
consider each axom of A, u A,, u A,, , and prove that it does not create 
inconsistencies. The consistency of A, is not difficult to prove. Before 
proving the consistency of the other axioms, we first prove the following 
“lemma:” if the string s represents the set X then 
x E x = occ#rs(x, s) 
(this results from the last axiom of A,, in Example 3 and from the axiom 
<n>NAT=PNAT(n) of ARE,, since NAT is the common specification 
between SET and STRING). 
Then, similar to the use of normal forms in the STACK example, we 
remark that @ is represented by 2 (first axiom of A,,); and ifs represents 
X then ins(n, X) is represented by add(n, s) each time n E X is false. (This 
results from the second axiom of A,, and from our “lemma.“) 
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Next, the consistency of all the axioms of IMPL is straightforward. For 
example, from the following axioms, 
occ~rs(x, s) = False =ins( (x)~*=, (s)~~=) = (add(x, s))~~= 
occurs(x,s)= True*ins((x)..., (s)~~=)= (.s)~~~, 
we get 
x E X = F&e =S ins(x, X) = ins(x, X) 
xEX= True=+ins(x,X)=X 
which do not create inconsistencies. 
From the equality representation 
we get 
ins(x, ins(y, X)) = ins(y, ins(x, X)) 
which does not create inconsistencies. 
Remark 4. Theorems 3 and 4 reduce the most difficult correctness 
proofs to hierarchical consistency criteria, which mainly leads to theorem 
proving methods. It is well known that, in many cases, hierarchical 
consistency is difficult to check. Nevertheless, these results focalize the 
implementation correctness problem to this well-known abstract data-type 
problem. Moreover, hierarchical consistency is considerably more usable 
than purely semantical criteria, such as the existence of a morphism. Also, 
it should be noted that the semantical reasonings introduced in Example 7 
can be replaced by more systematic (but less concise) methods based on 
rewriting theory. 
Now, we are able to define the acceptability of an abstract implemen- 
tation: 
DEFINITION 6. IMPL is acceptable if and only if it is op-complete, data 
protected, valid, and consistent. 
7.5. Correct Implementations 
When defining acceptability of abstract implementation so far, we were 
only interested in the implemented data structure (initially described by 
SPEC,). Most existing abstract implementation formalisms do not add 
other conditions for correctness. However, acceptability does not care 
about the interactions between the implementation and other specifications 
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(used by, or using, the implementation). In particular, acceptable 
implementations may alter already implemented (resident) specifications. 
DEFINITION 7. (Protection of the resident specification). An implemen- 
tation IMPL protects the resident data structure if and only if 
EQ + . . . + SPEC, is persistent over the resident specification SPECO. 
Protection of the resident data structure implies that the semantical 
result SEM,,,, is finitely generated over E, . 
PROPOSITION. Let IMPL be any abstract implementation. If IMPL 
protects the resident data structure then IMPL is data protected 
(Definition 3 ). 
Proof In the proof of Theorem 2, we showed that it suffices to prove 
that EQ + . .. + SPEC, is sufliciently complete over SP. By hypothesis, 
SPEC, contains SP, and SPEC, is sufficiently complete over SP. Thus, 
the sufficient completeness of EQ + .. + SPEC, over SPEC, gives the 
conclusion. 1 
As already mentioned in the beginning of Section 7, our acceptability 
criteria are related to an initial semantics. In particular, the validity of 
IMPL signifies that the initial algebra TEo validates the SPEC, axioms 
(Theorem 3). It implies that all finitely generated (EQ + ... + SPECJ- 
algebras validate A, but it does not imply that all (EQ + . + SPEC,)- 
algebras validate A, (see Example 8 below). 
DEFINITION 8 (Full validity). An implementation is fuZfy valid if and only 
if all (EQ+ ... + SPEC,)-algebras validate A,. 
Notice that, in practice, this exactly means that the equality represen- 
tation is powerful enough; in such a way that validity can be proved by 
equational reasoning, without using structural induction. In particular, all 
implementations following the Ehrig et al. (1982) semantics (i.e., A,, = A, 
in our framework, cf. Section 6) are trivialy fully valid. 
Similarly to Theorem 3, an implementation is fully valid of and only if 
for each (EQ + . . . + SPEC,)-algebra A the adjunction morphism from A 
to F,,(A) is injective (i.e., if and only if ID is strongly hierarchically 
consistent over EQ + . . . + SPECO). 
DEFINITION 9 (Correct implementations). An abstract implementation 
is correct if and only if it is op-complete, it protects the resident data 
structure, it is fully valid, and it is consistent. 
Of course, “correct” implies “acceptable.” 
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8. REUSE OF ABSTRACT IMPLEMENTATIONS 
8.1. Implementations and Enrichments 
Let SPEC, be a specification implemented via IMPL. Let PRES be a 
presentation over SPECl. We have shown (Section 2.3) that every proof 
concerning PRES is done with respect to SPEC,, but not with respect 
to the specification of IMPL. The constructive implementation of 
PRES + SPECl is not specified by PRES + SPEC, , it is specified by 
PRES + EQ + . . . + SPEC,, where EQ + . . . + SPEC, is the whole 
specification of the implementation of SPEC,. The following theorem 
proves that everything is going well whenever the presentation PRES is 
persistent over SPEC, : the “user view” of the constructive specification 
PRES+EQ+ ... + SPECo is isomorphic to the descriptive data structure 
specified by PRES + SPEC, . This result is entirely due to our intermediate 
constructive sorts. 
THEOREM 5. If IMPL is a correct abstract implementation of SPEC,, 
then for all persistent presentations PRES over SPECi, we have 
u x, + T&TEQ + PRd = TsPw, + PRES. 
This theorem proves that the presentation PRES, together with the 
abstract implementation of SPEC, , always provides the user with the 
expected results. 
Before proving Theorem 5, we recall the following lemma (proved in 
Bernot (1986) with positive conditional axioms). 
LEMMA. Zf P, and P, are two persistent presentations over a specification 
Spec, with disjoint signatures, then P, is still a persistent presentation over 
(Pa + Spec). 
Proof of Theorem 5. We remark that correctness of IMPL ensures 
that ID + . + SPEC, is persistent over SPEC, (Theorem 4 and data 
protection). Thus, we deduce from the previous lemma that PRES + 
ID + . + SPEC, is persistent over SPEC i + PRES: U,, + zpIIEs( T,, + pRES) 
is isomorphic to TSpEC1 +PRES. Consequently, it s&ices to prove that 
T ID + PRES is isomorphic to TEa + pRES. This results from the fact that all 
(EQ + . . . + SPEC,)-algebras validate A, (full validity). 1 
Here is an example of acceptable implementation which is not correct, 
and an example of persistent presentation which does not cope with this 
implementation. 
EXAMPLE 8. Let SPEC, defined by S, = {NAT}, X,, = (0, succ } with 
usual arities, and A, = 0. Let SPEC, defined by S, = {UNAT}, 
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X1 = {zero: --* UNAT, next: UNAT -+ UNAT}, and A, containing the 
axiom 
next(x) = next(y) * x = y. 
Of course the initial algebras are isomorphic (to N), thus UNAT can be 
implemented by NAT with AH = AEQ = 0. The implementation is clearly 
acceptable; however, it is not correct (not fully valid). Let PRES simply 
adding a constant r to the signature, and the axiom: next(z) = next(zero). 
PRES is persistent over SPEC, = UNAT (r must be equal to zero) but it is 
not persistent over the implementation of SPEC, (r is not equal to zero in 
T PRE.S+EQ+ . the implementation does not ensure the injectivity of +NAT. 
next). TPRES + EQ + + NAT is a nonfinitely generated (EQ + . . + NAT)- 
algebra which does not validate the axiom of A I. 
8.2. Composition of Abstract Implementations 
When we implement SPEC, by means of SPEC,, the resident 
specification SPEC, is often already implemented by means of a lower level 
implementation. But all our correctness proofs are done with respect to the 
descriptive specification SPEC,, not with respect to the specification of the 
implementation of SPEC,. We prove in this section that the composition of 
two correct implementations always yields correct results. This feature is 
not provided in any work already put forward. The formalism of Sannella 
and Wirsing (1982) provides correct “vertical compositions,” but these ver- 
tical compositions do not solve our problem: all upper level implemen- 
tation operations must be implemented by the lower level implementation. 
This results in a large number of operations being implemented by the 
lowest level implementation; moreover, this implies that all the lower level 
implementations must be redefined every time a new implementation is 
added. 
The following theorem proves that the user view, obtained after pushing 
two correct abstract implementations together, is always correct. 
THEOREM 6. Let IMPLz be an abstract implementation of SPEC* by 
means of SPEC,. Let IMPL, be an abstract implementation of SPEC, by 
means of SPEC,. Consider the specification IMPL( 1, 2) obtained from the 
speczfication of IMPL, by substituting the specification of IMPL, for 
SPEC , : 
IMPL(1,2)=SPEC,+(SORTimpl,+H,+ ... +EQ,) 
+ (SORTimpl, + H, + . . . + EQ2). 
I f  IMPL, and IMPLz are both correct, then we have 
~r2V~~~~uJ = TSPEC?. 
CORRECTNESSOFABSTRACTIMPLEMENTATIONS 149 
Proof Since IMPL, is correct, (SORTimpl, + . . . + EQ,) is persistent 
over SPEC,. Thus, Theorem 5 (with PRES = SORTimpl, + . . . + EQ2) 
proves that UzcSPEC, + + EQ2)(TIMPLcI, 2J = TEo2. In particular, 
~r,(%ma 2) I= ~,,(TE,,) = SEMmw~y Moreover, the correctness of 
IMPL, implies that SEMIMPLz = TSPEC2, which ends our proof. 1 
This theorem can be extended to a finite number of correct implemen- 
tations. Thus, it is possible to handle structured, modular abstract 
implementations. This provides a formal foundation for a methodology of 
program development by stepwise refinement. 
9. CONCLUSION 
The abstract implementation formalism described in this paper relies on 
three main ideas: 
n Abstract implementation is done by means of intermediate 
constructiue values, which are distinct from the descriptive values to be 
implemented. 
n These constructive sorts are synthesized by means of synthesis 
operations which extend the classical notion of abstraction operations. The 
correspondence between the descriptive sorts/operations to be implemented 
and the constructive sorts/operations is specified by means of a represen- 
tation signature isomorphism. 
n The equality representation is explicitly introduced into the 
abstract implementation in order to handle conditional axioms. 
The main results of this abstract implementation formalism are: 
n It allows use of positive conditional axioms, which facilitate the 
specifications. 
n All correctness proof criteria for abstract implementation are 
“simple” ones (sufficient completeness, hierarchical consistency, or fair 
presentations). This feature provides the specifier with “classical” methods 
such as term rewriting methods, structural induction methods, or syntactical 
criteria. 
H Abstract implementations are compatible with the notion of 
enrichment. 
n The composition of several correct implementations always yields 
correct results. Thus, abstract implementations can be specified in a 
modular and structured way. 
As a last remark, we want to emphasize the fact that the semantical level 
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of our abstract implementation is built with “simple” functors. Consequen- 
tly, it is not difficult to extend this formalism, for instance to abstract data 
types with exception handling (Bernot et al., 1986; Bernot, 1986), or to 
parameterization since parameterization mainly relies on synthesis functors 
and pushouts (see Ehrig, Kreowski, Thatcher, Wagner, and Wright, 1980). 
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