Abstract. We determine a formula for the dimension of a family of affine Springer fibers associated to a symmetric space arising from the block diagonal embedding GLn × GLn → GL 2n . As an application, we determine the dimension of affine Springer fibers attached to certain unitary symmetric spaces.
Introduction
Let G be a connected reductive algebraic group over a finite field k. Let F = k((t)) be the Laurent series field over k and let o = k [[t] ] be the ring of integers of F . Write v : F × → Z for the valuation on F corresponding to the uniformiser t. For any representation ρ of G on a vector space V defined over o, and γ ∈ V (F ) the set X(G, γ)(k) = {g ∈ G(F )/G(o) : ρ(g) −1 γ ∈ V (o)}, is the set of k-points of an ind-scheme X(G, γ) over k called the affine Springer fiber with respect to γ. We have left V out of the notation since the representation shall be clear from context. Finding a formula for the dimension of X(G, γ) when its dimension is actually finite is an important and intriguing problem in many parts of representation theory. When ρ is the adjoint representation, this was done by Kazhdan and Lusztig for G split over F with γ regular and in the Lie algebra of a split maximal torus [KL88] , and by Bezrukavnikov for any connected reductive G and any regular semisimple γ [Bez96] . Let G = GL 2n and consider the involution θ : G → G defined by θ(x) = I n 0 0 −I n x I n 0 0 −I n .
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The fixed-point group G 0 := G θ ∼ = GL n × GL n sits inside GL 2n block-diagonally. Write g for the Lie algebra of G. We consider the representation of G 0 on g 1 := {x ∈ g : θ(x) = −x}. Let γ ∈ g 1 (F ) be semisimple, and also regular, which means that the orbit G 0 γ has maximal dimension amongst G 0 -orbits in g 1 . In this paper, we compute the dimension of the affine Springer fibers X(G 0 , γ) when γ is regular and semismple, analogous to the formula proved in §5 of [KL88] . More precisely:
1.1. Theorem. Let γ = ( 0 X Y 0 ) ∈ g 1 (F ) be a regular semisimple element conjugate to
Here, XY is considered as an element of gl n and [XY, −] is the commutator map restricted to the Lie algebra of the upper triangular Borel subgroup.
To prove this, we may as well assume that γ = 0 1 β 0 . We then proceed in two steps: first, we show that there is a well-defined map X(G 0 , γ) → X(T, γ) where T is the diagonal maximal torus, and use the idea in Kazhdan-Lusztig [KL88] to determine the dimensions of the fibers over each t ∈ X(T, γ). Second, we show that the dimension of the fibers is independent of t, which is not immediately apparent in our case but was obvious in Kazhdan-Lusztig.
Although affine Springer fibers are interesting in their own right and have been studied for some time now, we are also motivated by the application of our formula to unitary groups as in Example 4.6, and ultimately by the relative trace formula in [GW13] . For these unitary group and other symmetric space representations as studied in [KR71, Lev07] , we hope to derive a fundamental lemma analogous to the adjoint fundamental lemma proved in [Ngô10] . Roughly speaking, the fundamental lemma is a formula relating the number of points on affine Springer fibers of one group to the number of points on the affine Springer fibers of another endoscopic group. A key part of this formula is the mysterious transfer factor that should be related to the dimension of the affine Springer fibers. For the adjoint case, this relationship was worked out in [Ngô10] , but for symmetric spaces, although an example of a transfer factor was determined in [Pol15] , the precise relationship between the dimension of affine Springer fibers and the transfer factors remains elusive.
1.2. Notations and Conventions. We assume that all reductive groups are connected. We write Sch for the category of schemes and Set for the category of sets. If a 1 , . . . , a n are elements of a ring then diag(a 1 , . . . , a n ) denotes the corresponding n × n diagonal matrix. Any element of g 1 is of the form 0 X Y 0 where X and Y are n × n matrices; for brevity we write this element as (X, Y ).
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Ind-Schemes
For any directed system Y 1 ֒→ Y 2 ֒→ Y 3 ֒→ · · · of schemes where each morphism Y i ֒→ Y i+1 is a closed embedding, we define a functor
Hom Sch (S, Y i ) for every affine scheme S, and then extend Y to a contravariant functor on all schemes by taking its Zariski sheafification. We shall call any functor naturally equivalent to one of this form an ind-scheme. The dimension of Y is by definition sup i dim Y i , and is independent of its presentation as a directed system.
From now on we consider schemes over a finite field k = F q of odd characteristic. We write
For us, the prototypical example of an ind-scheme over k is the affine Grassmanian whose set of k-points is G(F )/G(o) where G is a reductive algebraic group over k. As a functor the affine Grassmanian for G, denoted by Gr(G), is usually defined to be the fpqc-sheafification of the functor defined for each k-algebra R by
One can recast this definition into more concrete language: 2.1. Proposition ([Ric14], Lemma 1.1). The affine Grassmannian represents the functor that assigns to every k-algebra R the set of isomorphism classes of pairs (F , ϕ) where
is the same thing as an algebraic vector bundle of rank n over Spec(R[[t]]), which is in turn the same thing as R[[t]]-projective module of rank n.
So the k-points of the affine Grassmannian for GL n can be described as the set isomorphisms
The following Proposition 2.2 is a description of the ind-scheme structure on Gr(GL n ) due to Gaitsgory [Gai00] , generalising the ind-scheme structure for semisimple simply connected groups due to Kazhdan and Lusztig. 2.2. Proposition. On k-schemes, the functor Gr(GL n ) is naturally equivalent to the Zariski sheafification of the direct limit
. One can give an ind-scheme structure on the affine Grassmannian for all reductive groups G by showing that a closed embedding G ֒→ GL n induces a closed embedding Gr(G) → Gr(GL n ) of affine Grassmannians, and in fact one can even drop the reductive hypothesis (see [Gai00] for details). Let us now take a look at Example 2.3, which is the starting point for our investigations into the dimensions of affine Springer fibers.
2.3. Example (Dimension for Tori). To get an intuition for the geometric structure of the affine
× which is isomorphic to Z as a group. As described in Proposition 2.2, the functor Gr(G m ) can be written as a colimit of schemes Y 1 ֒→ Y 2 ֒→ · · · where for each m and for any field extension
). This space is just isomorphic to k ′2m+2 where multiplication by t is the right-shift linear operator (a 1 , a 2 , . . . , a 2m+2 ) → (0, a 1 , . . . , a 2m+1 ). For a fixed integer 0 ≤ d ≤ 2m + 2, there is a unique d-dimensional subspace that is t-invariant.
Hence Y m (k ′ ) consists of one point in each irreducible component of the disjoint union over the 2m + 2 Grassmannians for t −m k ′ ((t))/t m+1 k ′ ((t)) and so Gr(G m ) is zero-dimensional. The same argument also shows that Gr(T ) is zero-dimensional whenever T ∼ = G n m .
The Fibration
The formula of Kazhdan and Lusztig was proved by first considering elements in the Lie algebra of a split maximal torus to obtain an explicit formula. The analog here is the following type of element: let γ ∈ g 1 (F ) be a regular semisimple element of the form
where β = diag(x 1 , . . . , x n ) with x i = x j for i = j and I n is the n × n identity (cf. [JR96, Proposition 2.1]). Incidentally, the choice of such a γ determines a Cartan subspace, the analogue of a Cartan subalgebra for symmetric spaces, and the formula we will derive gives the dimension of the corresponding affine Springer fiber for any element in such a subspace containing γ; see Remark 4.4 for further details. We let T ⊂ G 0 be the diagonal maximal split torus and B ⊂ G 0 be the Borel subgroup of upper triangular matrices in each n × n block. Then we have an Iwasawa decomposition
with t g ∈ T (F ) and u g ∈ U (F ). Then the map
Proof. It suffices to observe that if
Similarly, we can prove:
Proof. Write u = diag(v, w) where v, w ∈ GL n (F ) and similarly for t = diag(r, s) for r, s ∈ GL n (F ). Let g = tu ∈ X(G 0 , γ), so that Ad(g)
. This is the same as saying that the matrices
have integral entries. In particular, this implies that r −1 s and s −1 βr have integral entries since β is also a diagonal matrix.
The Dimension of the Fiber
We wish to determine the dimension of X(G 0 , γ). In this section, we determine the dimension of a fiber p −1 (t), and show that this dimension is independent of t. From Example 2.3 shows that the dimension of X(T, γ) is zero, and so this is sufficient to calculate the dimension of X (G 0 , γ) .
First, let us introduce some notation. Since G 0 ∼ = GL n × GL n , for a matrix A ∈ G 0 (F ) we use the notation (i, j) coordinate to refer to the (i, j) coordinate (in the usual sense) in the first block, and we use (i, j) ′ coordinate for the (i, j) coordinate in the second block. For positive integers i and j, denote by V i,j a copy of the vector space k. For each ℓ ∈ Z write
Fix a t ∈ T (F ). The fiber p −1 (t) is the affine Springer fiber
Define a map p 1 : U (F ) → V 2 1 (F ) by sending u ∈ U (F ) to the element in V 2 1 (F ) whose (i, j)th entry in the first copy of V 1 is the (i, j)th entry of Ad(u) −1 Ad(t) −1 γ, and whose (i, j)th entry in the second copy of V 1 is the (i, j)
′ th entry of Ad(u) −1 Ad(t) −1 γ. 4.1. Proposition. The map p 1 induces a well-defined surjective map
Z 1 and all the fibers of q 1 : Y 1 → Z 1 have the same dimension.
Proof. That q 1 is well-defined is clear. Let us prove that the map is surjective. We look at the (i, j)th entry and the (i, j) ′ th entry of Ad(u) −1 Ad(t) −1 γ for j − i = 1 and 1 ≤ i, j ≤ n; these are respectively
These form the entries of the column vector −s j r −1 j
To prove the surjectivity of q 1 , it suffices to observe that the 2 × 2 matrix appearing in this formula is invertible, since it has determinant −(x i − x j ), and γ being regular is equivalent to x i = x j . Now let us show that the fibers have constant dimension. If we look at the (i, j) and (i, j) ′ coordinates for the elements on the diagonal j − i = 2, these are the sum of (2) with something depending only on the coordinates in the diagonal j −i = 1. In other words, to use the notation as in (2), the nonintegral coordinates of f ij and g ij for j −i = 2 are uniquely determined once z ∈ Z 1 (k) is chosen. Repeating this argument, the coordinates for j − i = 3 are a sum of those as in (2) with something that depends only on the coordinates for j − i = 1, 2. This gives an isomorphism between the various fibers, showing that they have the same dimension.
To calculate the dimension of X(U, Ad(t) −1 γ), we have to calculate the dimension of any fiber of q 1 and of Z 1 . Write Y 2 = q −1 1 (0) and define a map q 2 : Y 2 → V 2 (o)/p 2 (U 2 (o)) =: Z 2 analogously as above where U 2 is the unipotent subgroup of U with each i, j-entry zero where j − i = 1.
We recall the following basic theorem in algebraic geometry:
Proposition ([GW10], Corollary 14.119).
Let X and Y be k-schemes of finite type and f : X → Y be a dominant morphism of finite type. If all the nonempty fibers of f have dimension r then dim X = dim Y + r. Applying Proposition 4.2 inductively, we obtain dim X(U, Ad(t)
, we recall that Ad(u) −1 Ad(t) −1 γ has the same i, j entries for j − i = 0, 1 as
We put −1 in the commutator so that u −1 − 1 is in the Lie algebra of U . We note now that the i, j-coordinate for the left-hand side for j > i (i.e. above the diagonal) is the same as the i, j- . We next determine a formula for v(det(ϕ)). For any 1 ≤ i, j ≤ n denote by e ij the matrix whose only nonzero entry is 1 at (i, j). Then an F -basis of u(F ) is {(e ij , 0) : i < j}∪{(0, e ij ) : i < j} where 0 is the zero matrix. We also use this notation for a basis of v(F ), where v ⊂ g 1 is the subspace consisting of pairs (X, Y ) ∈ g 1 with X and Y strictly upper triangular. For example, in u(F ), the basis element (e ij , 0) corresponds to the block diagonal matrix diag(e ij , 0), whereas used to denote a basis element of v(F ), it corresponds to the block antidiagonal matrix 0 e ij 0 0 These bases are also bases for u(o) and v(o) as free o-modules. We need to write down the n(n − 1) × n(n − 1) matrix of ϕ. Recall that we have fixed t ∈ X(T, γ). Write t = (r, s) where r = diag(r 1 , . . . , r n ) and s = (s 1 , . . . , s n ). Then Ad(t) −1 γ is the matrix
We compute the matrix with respect to the ordered basis {(e 11 , 0), (e 12 , 0), . . . , (e n−1,n , 0), (0, e 11 ), . . . , (0, e n−1,n )} for u(F ) and the same notation denotes the ordered basis we use for v(F ). Then it is somewhat trivial to write down the matrix corresponding to ϕ:
−a n a n−1
Here, a i = r −1
Although it is a bit difficult to see from the typesetting, the only nonzero elements are on the main diagonals of each of the four n(n − 1)/2 × n(n − 1)/2 blocks. For example, if n = 2, the matrix of ϕ is the 2 × 2 matrix
Then v(det(ϕ)) = v(x 1 − x 2 ), and does not depend on t. This holds true in general:
4.3. Theorem. The determinant det(ϕ) does not depend on the chosen t ∈ X(T, γ), and
In particular, since X(T, γ) is zero-dimensional (Example 2.3), this is also the dimension of the affine Springer fiber X(G 0 , γ).
Proof. Let us abuse notation and write ϕ for the matrix of ϕ as in (3). First, multiply ϕ on the left by the diagonal matrix
In other words, D corresponds to multiplying each of the first n(n − 1)/2 rows of ϕ by nonzero elements in such a way so that the rows of the upper left n(n − 1)/2 × n(n − 1)/2 block are the same as the rows of the corresponding lower left block. By subtracting the kth row from the [n(n − 1)/2 + k]th row for k = 1, 2, . . . , n(n − 1)/2, we get a new matrix that is upper triangular, and whose diagonal entries are those of diag(A, B), where
Hence, the determinant of ϕ is det (diag(A, B) )/ det(D), which is
Taking the valuation of this gives the desired result.
4.4. Remark. By definition, a Cartan subspace is a subspace a of g 1 that is maximal with respect to being commutative and consisting entirely of semisimple elements. One easily calculates that the centraliser of γ is of the form
Since γ = diag(x 1 , . . . , x n ) is regular, which is the same thing as saying x i = x j for all i = j, we see that the centraliser of γ is just the commutative subspace
which consists entirely of semisimple elements, and hence is a Cartan subspace. Since
2 n x n ) , we can also use our formula to compute that dim
′ is regular. This follows since the two affine Springer fibers for two conjugate elements are isomorphic.
, which has nonempty fibers over a finite set of points in Z. The fiber over the point 0 ∈ Z is the affine Springer fiber X(GL n , β), which by Kazhdan and Lusztig's formula also has dimension i<j v(x i − x j ). Theorem 4.3 then says that all the other fibers also have this dimension. 4.6. Example. We can use the formula in Theorem 4.3 to calculate the dimension of affine Springer fibers for forms as well, since we can always base change with respect to a field extension of k to calculate dimension. For instance, let k ′ /k be a quadratic extension and E/F the corresponding extension of Laurent series fields. We use the notation x to denote the action of the nontrivial element of Gal(E/F ) on x. Define the n × n matrix J n to be the antidiagonal matrix
We define the n × n unitary group as the functor on F -algebras R given by U n (R) = {g ∈ GL n (R ⊗ F E) : J n g −t J n = g}
For ease of exposition, we just consider the embedding U 2n ×U 2n ֒→ U 4n . Let θ be the involution defined as conjugation by    
One checks that a(R) = {diag(x 1 , . . . , x 2n , −x 2n , . . . , −x 1 ) : x i ∈ R} is a maximal commuting subspace of semisimple elements in the −1-eigenspace of θ on the Lie algebra u 2n of U 4n . The representation of U θ 4n ∼ = U 2n × U 2n , after base change to E, is conjugate to the GL 2n × GL 2n ֒→ GL 4n representation we have studied in this paper. Letting β = diag(x 1 , . . . , x 2n ), the semsimple element γ = diag(x 1 , . . . , x 2n , −x 2n , . . . , −x 1 ) ∈ a(F ) is conjugate to 0 β β 0 , which is in turn conjugate to 0 I 2n β 2 0 .
Hence, by the formula in Theorem 4.3,
We note that a similar formula also holds for U n × U n ֒→ U 2n when n is odd.
In general, not all Cartan subspaces will be G 0 (F )-conjugate. However, it is tempting to make the following conjecture that we hope to resolve in a future paper: 4.7. Conjecture. For any regular semismple γ = ( 0 X Y 0 ) ∈ g 1 (F ), dim k X(G 0 , γ) = v(det([XY, −]).
As before, XY is considered as an element of gl n and [XY, −] is the commutator map restricted to the Lie algebra of the upper triangular Borel subgroup.
