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In this paper we are concerned with the differential system proposed by Shliomis to
describe the motion of an incompressible ferroﬂuid submitted to an external magnetic
ﬁeld. The system consists of the Navier–Stokes equations, the magnetization equations
and the magnetostatic equations. No regularizing term is added to the magnetization
equations. We prove the local existence of unique strong solution for the Cauchy problem
and establish a ﬁnite time blow-up criterion of strong solutions. Under the smallness
assumption of the initial data and the external magnetic ﬁeld, we prove the global
existence of strong solutions and derive a decay rate of such small solutions in L2-norm.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The purpose of this paper is to extend the result of [1] where Amirat and Hamdache proved the local existence of strong
solutions to the initial boundary problem for the equations of ferrohydrodynamics which were proposed by Shliomis [16,17]
to describe the motion of an incompressible ferroﬂuid under the action of an external magnetic ﬁeld. We ﬁrstly revise [1]
for the local existence of unique strong solution to the Cauchy problem in H2-framework. We are mainly concerned with
the question whether the local strong solutions exist globally or blow up in the ﬁnite time. We will establish a ﬁnite time
blow-up criterion to clarify this and then we prove a global existence of strong solutions under the assumption that the
initial data and the external magnetic ﬁeld are small. Finally, we derive a decay rate of our global strong solutions for slowly
decaying external magnetic ﬁeld.
The subject of ferrohydrodynamics has become of extensive interest owing to the emergence in recent years of magnetic
ﬂuids, see [13,15]. The principal type of magnetic ﬂuids arising in ferrohydrodynamics are ferroﬂuids which are suspensions
of ferromagnetic or ferrimagnetic nanoparticles in carrier liquids, and have spanned a very wide range of applications such
as in technology, industry, and medicine due to the possibility to inﬂuence the hydrodynamics parameters of the ﬂuid
by an external applied magnetic ﬁeld, see for instance [8,13–15,22]. We recall the Shliomis system governing the motion
of ferroﬂuids. Consider the ﬂow of an incompressible and viscous Newtonian ferroﬂuid under the action of an external
magnetic ﬁeld Hext. The magnetic ﬁeld Hext induces a magnetic induction B and a demagnetizing ﬁeld H satisfying the
law B = H + 4πM where M is the magnetizing ﬁeld. The interaction between the ferroﬂuid and the magnetic ﬁelds can be
described as
✩ Supported by National Science Foundation of China (Grant No. 10531020) and National Natural Science Foundation of China–NSAF (Grant No. 10976026).
* Corresponding author.
E-mail addresses: ztan85@163.com (Z. Tan), wangyanjin_2008@163.com (Y. Wang).0022-247X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2009.10.032
Z. Tan, Y. Wang / J. Math. Anal. Appl. 364 (2010) 424–436 425⎧⎪⎪⎪⎨
⎪⎪⎪⎩
divU = 0,
ρUt + ρ(U · ∇)U − ηU + ∇p = μ0(M · ∇)H + μ0
2
curl(M × H),
Mt + (U · ∇)M = 1
2
curlU × M − 1
τ
(M − χ0H) − βM × (M × H)
(1)
for (t, x) ∈ (0,∞) × R3. Here U , p represent the ﬂuid velocity, pressure and the parameters ρ , η, μ0, τ , χ0, β are some
physical positive constants. The system (1) is a couple of the Navier–Stokes equations and the magnetization equations. The
magnetic ﬁelds M, H satisfy the magnetostatic equations
curl H = 0, div(H + 4πM) = −div Hext in (0,∞) ×R3. (2)
The study of ferrohydrodynamics, especially mathematical theory, is far from being completed. Eqs. (1)–(2) were pro-
posed ﬁrstly by Shliomis [16,17] and recently studied in [1,2] by Amirat and Hamdache. In [1] they proved the local-in-time
existence and uniqueness of strong solutions for the initial boundary problem and proved in [2] the existence of global
weak solutions by replacing the magnetization equation in (1) with a regularized equation
Mt + (U · ∇)M − σM = 1
2
curlU × M − 1
τ
(M − χ0H) − βM × (M × H)
which is of Bloch–Torrey type [7,19], where σ > 0 is the diffusion coeﬃcient that carries spins. The Bloch–Torrey equation
was proposed by Torrey [19] as a generalization of the Bloch type to describe situations when the diffusion of the spin
magnetic moment is not negligible. There is another well-known differential system of ferrohydrodynamics which was
introduced by Rosensweig [15] to describe the motion of ferroﬂuids submitted to an external magnetic ﬁeld. The Rosensweig
system consists of the Navier–Stokes equations, the angular momentum equations, the magnetization equations and the
magnetostatic equations. Venkatasubramanian and Kaloni [20] examined the uniqueness and asymptotic stability of smooth
solutions for this system. Recently, Amirat et al. [3,4] proved the existence of strong and weak solutions to the Rosensweig
system, similarly as those for the Shliomis system.
In this paper, we consider the Shliomis system (1)–(2) without any regularizing terms added to the magnetization equa-
tions, and we prescribe the initial condition
(U ,M)|t=0 = (U0,M0) in R3. (3)
We recall Lp , Wm,p brieﬂy as the usual Lebesgue, Sobolev spaces on R3, Hm = Wm,2, with norms | · |Lp , | · |Wm,p , | · |Hm
respectively, and the homogeneous Sobolev spaces Dk = Dk,2 with norms | · |Dk .
We denote the system (1)–(3) as problem (P) and assume for the initial data
U0 ∈ H2 with divU0 = 0, M0 ∈ H2, (4)
and for the external magnetic ﬁeld
Hext ∈ L2 ∩ L∞(0,∞; H2), Hextt ∈ L2 ∩ L∞(0,∞; H1). (5)
Deﬁnition 1.1. We call (U ,M, H) a strong solution of problem (P) on (0, T ) if (U ,M, H) satisﬁes Eqs. (1), (2) a.e. in
(0, T ) ×R3 for some pressure function p, with the regularity{
U ∈ C([0, T ); H2)∩ L2(0, T ; D3), Ut ∈ C([0, T ); L2)∩ L2(0, T ; H1),
M, H ∈ C([0, T ); H2), Mt, Ht ∈ C([0, T ); H1). (6)
And H = ∇ϕ where ϕ is the unique solution of
−ϕ = divM + div Hext in R3, ϕ(x) → 0 as |x| → +∞.
Remark 1.1. Due to the time continuity of H , we can also imposed H|t=0 = H0 with H0 = ∇ϕ0 where ϕ0 ∈ H3 is the unique
solution of
−ϕ0 = divM0 + div Hext0 in R3, ϕ0(x) → 0 as |x| → +∞,
and Hext0 = Hext|t=0. It follows immediately that |H0|H2  |M0|H2 + |Hext0 |H2 .
Deﬁnition 1.2. We shall call the ﬁnite number T ∗ a ﬁnite blow-up time of the solution (U ,M, H) provided that
J (t) < ∞ for 0 t < T ∗ and lim∗ J (t) = +∞,t→T
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J (t) := sup
0st
{∣∣U (s)∣∣H2 + ∣∣Ut(s)∣∣L2 + ∣∣M(s), H(s)∣∣H2 + ∣∣Mt(s), Ht(s)∣∣H1}
+
t∫
0
(∣∣U (s)∣∣2D3 + ∣∣Ut(s)∣∣2H1)ds, t  0.
At ﬁrst, we have the local existence of unique strong solution of problem (P):
Theorem 1.1. Under the assumptions (4)–(5), there is a time T ∗ such that problem (P) admits a unique strong solution (U ,M, H)
on (0, T ∗).
The proof of Theorem 1.1 follows easily from the framework of the paper [1]. Our interest is whether the strong solution
obtained in Theorem 1.1 can exist globally on (0,+∞) or blow up in a ﬁnite time. We will establish the following ﬁnite
time blow-up criterion to answer this question:
Theorem 1.2. Assume (4)–(5), and let (U ,M, H) be the strong solution of problem (P) on (0, T ∗). There exists a positive number K
such that if T ∗ is the ﬁnite blow-up time of (U ,M, H), then
T ∗∫
0
(∣∣∇U (s)∣∣L2 + ∣∣M(s)∣∣H2)K dt = +∞. (7)
Motivated by this criterion, we will consider the global existence of strong solutions. Since the global existence of strong
solutions with the general large data is a well-known outstanding open problem even for the pure Navier–Stokes equations,
we focus on the small data. We deﬁne the functionals
Φ(t) := {∣∣∇U (t)∣∣2L2 + ∣∣Ut(t)∣∣2L2 + ∣∣M(t)∣∣2H2}, Ψ (t) = Φ(t) + ∣∣U (t)∣∣2L2 , t  0,
and the number
Next = sup
0t<+∞
{∣∣Hext(t)∣∣2H2 + ∣∣Hextt (t)∣∣2H1}+
∞∫
0
(∣∣Hext(t)∣∣2H2 + ∣∣Hextt (t)∣∣2H1)dt.
For the small initial data and the small external magnetic ﬁeld, we can prove the global existence of strong solutions:
Theorem 1.3. There exists a small constant ε0 > 0 depending only on the physical constants such that if the data U0,M0, H0 in (4)
and Hext in (5) satisfy
Ψ (0) + Next  ε0,
then there exists a unique global strong solution (U ,M, H) of problem (P) on (0,+∞) satisfying the regularity (6)with T = +∞ and
Ψ (t) C1ε0, ∀t  0, (8)
where C1 is a positive constant depending only on some physical constants.
According to the ﬁnite time blow-up criterion (7), to obtain the global existence of strong solutions it suﬃces to prove
that |∇U (t)|L2 + |M(t)|H2 is bounded for all time. But the method in [1] seems inappropriate for us, since it is based
on deriving that |∇U (t)|L2 + |M(t)|H2 is bounded in a double exponential way by its integral which only gives its local
boundedness. The main idea to prove Theorem 1.3 is that we manage to prove the following type integral inequality
Ψ (t) +
t∫
0
Φ(s)ds C1
(
Ψ (0) + Next)+ C2
t∫
0
Φγ (s) + · · · ds (9)
for some generic number γ > 1, hereafter Φγ (s) + · · · represents a ﬁnite sum of some powers of Φ(t) ordering larger
than γ . Thus the boundedness of Ψ (t) follows by a continuity-like argument and hence the boundedness of |∇U (t)|L2 +|M(t)|H2 which implies the global existence. To derive the (9)-type inequality, compared with those for the pure Navier–
Stokes equations [5,9–11,18], the diﬃculty arises from the strong coupling effect between the ﬁelds U ,M, H and the absence
of regularizing term in the magnetization equations. More precisely, to achieve our goal, one needs to combine all the
estimates which concerning U ,M, H respectively and to overcome the new diﬃculty when we try to estimate |∇M(t)|H1
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linear term H . We overcome this diﬃculty by estimating ∇M in terms of divM and curlM . This is motivated by observation
that curl H = 0, div H = −4π divM − div Hext and the following well-known inequality [21],
|∇V |H1  C
(|div V |H1 + | curl V |H1) for all V ∈ H2. (10)
Since the solution obtained in Theorem 1.3 is global, we investigate the large–time behavior of such solution. It is easy
to know L2-norm of such solution will decay to zero as time goes to inﬁnity. Our interest is how fast the solution decays:
Theorem 1.4. Suppose (U ,M, H) is the global unique strong solution of problem (P) on (0,+∞) obtained in Theorem 1.3 and assume
Hext satisﬁes∣∣Hext(t)∣∣L2  C(1+ t)−α, ∣∣div Hext(t)∣∣L2  C(1+ t)−β, (11)
with α  0, α + β > 1. Then we have∣∣M(t), H(t)∣∣L2  C0(1+ t)−α, (12)
and if in addition U0 ∈ Lp with p ∈ [1,2], then∣∣U (t)∣∣L2  C0(1+ t)α0 , (13)
where α0 = min{ 32 ( 1p − 12 ),2α}.
The decay estimate (12) is easy to obtain. To derive (13), since our solution is strong we represent U by the semigroup
as
U (t) = e−tU0 −
t∫
0
e−(t−s)P [U · ∇U ]ds +
t∫
0
e−(t−s)P
[
(M · ∇)H + 1
2
curl(M × H)
]
ds, t  0,
here P is the projection on divergence-free vector ﬁelds. We will combine the Lp–L2 decay estimate of the heat equation
and (12) to establish (13).
The rest of this paper is devoted to prove our theorems. In order to state the ideas more clearly, we will derive the
uniform-in-time a priori estimates for smooth solutions in Section 2. The main task in Section 3 is to make the a priori
estimates rigorous for our strong solutions and prove the theorems.
2. A priori estimates
We simply put ρ,η,μ0, τ ,χ0, β,4π to be one and recall the system (1)–(2) as
divU = 0, (14)
Ut − U + ∇p = −(U · ∇)U + (M · ∇)H + 1
2
curl(M × H), (15)
Mt + M − H = −(U · ∇)M + 1
2
curlU × M − M × (M × H), (16)
curl H = 0, div H = −divM − div Hext. (17)
In this section, we will derive some a priori estimates for the smooth solutions. For this, we assume (U ,M, H) is a
smooth solution of (14)–(17) for some smooth function p. We denote C by a generic positive constant throughout this
paper that depends only on some physical constants but may vary at different formulas.
2.1. Energy estimates
Multiplying the momentum equations (15) by U , integrating over R3 by parts, using the incompressible condition (14),
we obtain
1
2
d
dt
∫
R3
|U |2 dx+
∫
R3
|∇U |2 dx =
∫
R3
[
(M · ∇)H + 1
2
curl(M × H)
]
· U dx. (18)
Multiplying the magnetization equations (16) by M , integrating over R3, we have
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2
d
dt
∫
R3
|M|2 dx+
∫
R3
|M|2 dx =
∫
R3
M · H dx. (19)
Since curl H = 0, we obtain by a simple vector calculation
(M · ∇H) · U = ∇(M · H) · U − (U · ∇)M · H .
Hence (18), (19) yield
1
2
d
dt
∫
R3
(|U |2 + |M|2)dx+ ∫
R3
(|∇U |2 + |M|2)dx = ∫
R3
[
−(U · ∇)M · H + 1
2
(M × H) · curlU + M · H
]
dx
=
∫
R3
[
−(U · ∇)M + 1
2
curlU × M + M
]
· H dx
=
∫
R3
[
Mt + 2M − H + M × (M × H)
] · H dx
=
∫
R3
(
Mt · H + 2M · H − |H|2 − |M × H|2
)
dx, (20)
here we have used the vector formula (A × B) · C = (B × C) · A and (16).
To clear up the right-hand sides of (20), we shall make use of the magnetostatic equation (17). Introduce H = ∇ϕ with
ϕ solving
−ϕ = divM + div Hext in R3, ϕ(x) → 0 as |x| → +∞. (21)
Multiplying (17) by ϕ , integrating over R3, we have∫
R3
M · H dx = −
∫
R3
|H|2 dx−
∫
R3
Hext · H dx. (22)
Differentiating (17) with respect to t , multiplying by ϕ , integrating over R3, we have∫
R3
Mt · H dx = −1
2
d
dt
∫
R3
|H|2 dx−
∫
R3
Hextt · H dx. (23)
Reporting (22), (23) in (20), we arrive at the energy identity
1
2
d
dt
∫
R3
(|U |2 + |M|2 + |H|2)dx+ ∫
R3
(|∇U |2 + |M|2 + 3|H|2 + |M × H|2)dx
= −
∫
R3
(
Hext + Hextt
) · H dx. (24)
Integrating this identity directly in time, using Cauchy’s inequality, we obtain
∣∣U (t),M(t), H(t)∣∣2L2 +
t∫
0
(∣∣∇U (s),M(s), H(s)∣∣2L2)ds C(Ψ (0) + Next). (25)
2.2. Estimates on M, H
First, we observe from Eqs. (21) that
|H|2H2  |M|2H2 +
∣∣Hext∣∣2H2 . (26)
This inequality allows us not need to estimate for H . Notice cautiously that when we try to estimate |∇M|H1 , it will arise an
essential obstacle that the “bad” linear term in (16) may lead to the addition of Φ(t) to the right-hand side of the (9)-type
inequality. This is deﬁnitely not the case we want. We will overcome this diﬃculty by using the inequality (10) and Eq. (17),
i.e., we instead estimate for H1-norm of divM , curlM , this is crucial for our analysis.
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(divM)t + 2divM = −U jxi Mix j − (U · ∇)divM + div
[
1
2
curlU × M − M × (M × H)
]
− div Hext, (27)
here we have used the Einstein summation notation. Multiplying (27) by divM , integrating over R3, by Hölder’s inequality
and Sobolev’s inequality, we obtain
1
2
d
dt
∫
R3
|divM|2 dx+ 2
∫
R3
|divM|2 dx =
∫
R3
(
−U jxi Mix j + div
[
1
2
curlU × M − M × (M × H)
]
− div Hext
)
divMdx
 C
(|∇U |L∞|∇M|L2 + ∣∣∇2U ∣∣L2 |M|L∞ + |M|L∞|H|L∞|∇M|L2
+ |M|2L∞|∇H|L2 +
∣∣div Hext∣∣L2)× |divM|L2
 C
(|∇U |H2 |M|H2 + |M|2H2 |H|H2 + ∣∣Hext∣∣H1)|divM|L2 . (28)
Using Cauchy’s inequality and integrating (28) in time, we obtain
∣∣divM(t)∣∣2L2 +
t∫
0
∣∣divM(s)∣∣2L2 ds C(Ψ (0) + Next)+ C
t∫
0
(|∇U |2H2 |M|2H2 + |M|4H2 |H|2H2)ds. (29)
Differentiate (27) with respect to xk ,
(divMxk )t + 2divMxk = −
[
U jxi M
i
x j
]
xk
− (Uxk · ∇)divM − (U · ∇)divMxk
+ div
[
1
2
curlU × M − M × (M × H)
]
xk
− div Hextxk . (30)
Multiplying (30) by divMxk , integrating over R
3, we have
1
2
d
dt
∫
R3
|divMxk |2 dx+ 2
∫
R3
|divMxk |2 dx
=
∫
R3
(
−[U jxi Mix j ]xk − (Uxk · ∇)divM + div
[
1
2
curlU × M − M × (M × H)
]
xk
− div Hextxk
)
· divMxk dx

∫
R3
(∣∣∇2U ∣∣|∇M| + |∇U |∣∣∇2M∣∣+ ∣∣∇3U ∣∣|M| + ∣∣∇2M∣∣|M||H|
+ |∇M|2|H| + |∇M||M||∇H| + |M|2∣∣∇2H∣∣+ ∣∣div Hextxk ∣∣)× |∇ divM|dx

(∣∣∇2U ∣∣L4 |∇M|L4 + |∇U |L∞ ∣∣∇2M∣∣L2 + ∣∣∇3U ∣∣L2 |M|L∞ + ∣∣∇2M∣∣L2 |M|L∞|H|L∞ + |∇M|2L4 |H|L∞
+ |∇M|L4 |M|L∞|∇H|L4 + |M|2L∞
∣∣∇2H∣∣L2 + ∣∣div Hextxk ∣∣L2)× |∇ divM|L2
 C
(|∇U |H2 |M|H2 + |M|2H2 |H|H2 + ∣∣Hext∣∣H2)|divMxk |L2 . (31)
This gives
∣∣divMxk (t)∣∣2L2 +
t∫
0
∣∣divMxk (s)∣∣2L2 ds C(Ψ (0) + Next)+ C
t∫
0
(|∇U |2H2 |M|2H2 + |M|4H2 |H|2H2)ds, k = 1,2,3. (32)
Thanks to curl H = 0, thus taking curl in (16), we ﬁnd
(curlM)t + curlM = −∇U i × Mxi − (U · ∇) curlM + curl
[
1
2
curlU × M − M × (M × H)
]
. (33)
Similarly to (29), (32), we have
∣∣curlM(t)∣∣2L2 +
t∫ ∣∣curlM(s)∣∣2L2 ds CΨ (0) + C
t∫ (|∇U |2H2 |M|2H2 + |M|4H2 |H|2H2)ds, (34)
0 0
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∣∣curlMxk (t)∣∣2L2 +
t∫
0
∣∣curlMxk (s)∣∣2L2 ds CΨ (0) + C
t∫
0
(|∇U |2H2 |M|2H2 + |M|4H2 |H|2H2)ds, k = 1,2,3. (35)
Consequently, from (29), (32), (34), (35) and also (5), with the help of (10), we derive
∣∣M(t), H(t)∣∣2H2 +
t∫
0
∣∣M(s), H(s)∣∣2H2 ds C(Ψ (0) + Next)+ C
t∫
0
(|∇U |2H2 |M|2H2 + |M|4H2 |H|2H2)ds. (36)
Finally, for the later use we need to derive an estimate for the term [(M · ∇)H]t . Coming back to (16) and (21), we have
|Mt |L2 =
∣∣∣∣−M + H − (U · ∇)M + 12 curlU × M − M × (M × H)
∣∣∣∣
L2
 C
(|M|L2 + |H|L2 + |U |L6 |∇M|L3 + |∇U |L2 |M|L∞ + |M|2L∞|H|L2)
 C
(|M|L2 + |H|L2 + |∇U |L2 |M|H2 + |M|2H2 |H|H2), (37)
and
|Ht |L2  |Mt |L2 +
∣∣Hextt ∣∣L2 . (38)
Since curl H = 0, and using (17), we calculate for any v ∈ D1,∫
R3
(M · ∇)H · v dx =
∫
R3
[
div(M ⊗ H) · v − (divM)H · v]dx
=
∫
R3
[−M ⊗ H :∇v + (div H + div Hext)H · v]dx
=
∫
R3
[
−(M ⊗ H + H ⊗ H) :∇v + 1
2
|H|2 div v + div HextH · v
]
dx. (39)
Differentiating this identity with respect to t , we have∣∣∣∣
∫
R3
[
(M · ∇)H]t · v dx
∣∣∣∣ C
∫
R3
[(|Mt ||H| + |M||Ht | + |Ht ||H|)|∇v| + (∣∣div Hextt ∣∣|H| + ∣∣div Hext∣∣|Ht |)|v|]dx
 C
[(|Mt |L2 |H|L∞ + |M|L∞|Ht |L2 + |H|L∞|Ht |L2)|∇v|L2
+ (∣∣div Hextt ∣∣L2 |H|L3 + ∣∣div Hext∣∣L3 |Ht |L2)|v|L6]
 C
(|Mt |L2 |H|H2 + |M|H2 |Ht |L2 + |H|H2 |Ht |L2 + ∣∣Hextt ∣∣H1 |H|H2 + ∣∣Hext∣∣H2 |Ht |L2)|v|D1 .
Hence by the deﬁnition of the norm of D−1, the dual space of D1, we obtain∣∣[(M · ∇)H]t∣∣D−1  C(|Mt |L2 |H|H2 + |M|H2 |Ht |L2 + |H|H2 |Ht |L2 + ∣∣Hextt ∣∣H1 |H|H2 + ∣∣Hext∣∣H2 |Ht |L2). (40)
2.3. Estimates on U
Multiplying (15) by Ut , integrating over R3, we obtain
1
2
d
dt
∫
R3
|∇U |2 dx+
∫
R3
|Ut |2 dx =
∫
R3
[
−(U · ∇)U + (M · ∇)H + 1
2
curl(M × H)
]
· Ut dx
 C
(|U |L6 |∇U |L3 + |M|L4 |∇H|L4 + |∇M|L4 |H|L4)|Ut |L2
 C
(|∇U | 32
L2
∣∣∇2U ∣∣ 12
L2
+ |M|H2 |H|H2
)|Ut |L2 . (41)
To estimate |∇2U |L2 : Applying the classical regularity theory on the Stokes equation
−U + ∇p = −Ut − (U · ∇)U + (M · ∇)H + 1 curl(M × H), (42)
2
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 C
(|Ut |L2 + |U |L6 |∇U |L3 + |M|L∞|∇H|L2 + |H|L∞|∇M|L2)
 C
(|Ut |L2 + |∇U | 32L2 ∣∣∇2U ∣∣ 12L2 + |M|H2 |H|H2)
 C
(|Ut |L2 + |∇U |3L2 + |M|H2 |H|H2)+ 12
∣∣∇2U ∣∣L2 . (43)
Hence ∣∣∇2U ∣∣L2  C(|Ut |L2 + |∇U |3L2 + |M|H2 |H|H2). (44)
Substituting (44) into (41), by Cauchy’s inequality and integrating in time, we obtain
∣∣∇U (t)∣∣2L2 +
t∫
0
∣∣Ut(s)∣∣2L2 ds CΨ (0) + C
t∫
0
(|∇U |6L2 + |M|2H2 |H|2H2)ds. (45)
Differentiating (15) with respect to t , multiplying the resulting equations by Ut , integrating over R3, we have
1
2
d
dt
∫
R3
|Ut |2 dx+
∫
R3
|∇Ut |2 dx
=
∫
R3
[
−(Ut · ∇)U + (M · ∇H)t + 1
2
curl(M × H)t
]
· Ut dx
 C
(|Ut |L2 |∇U |L3 |Ut |L6 + ∣∣(M · ∇H)t∣∣D−1 |Ut |D1 + ∣∣(M × H)t∣∣L2 | curlUt |L2)
 C
(
|Ut |L2 |∇U |
1
2
L2
∣∣∇2U ∣∣ 12
L2
+ ∣∣[(M · ∇)H]t∣∣D−1 + |M|L2 |Ht | + |H|L2 |Mt |
)
|∇Ut |L2 . (46)
This gives
∣∣Ut(t)∣∣2L2 +
t∫
0
∣∣∇Ut(s)∣∣2L2 ds CΨ (0) + C
t∫
0
(|Ut |2L2 |∇U |L2 ∣∣∇2U ∣∣L2 + ∣∣[(M · ∇)H]t∣∣2D−1
+ |M|2L2 |Ht |2 + |H|2L2 |Mt |2
)
ds. (47)
Finally, notice that in (36), we need to estimate |∇U |H2 . Using the Stokes equation (42) again, we obtain
|∇U |H2  C
(|Ut |H1 + ∣∣(U · ∇)U ∣∣H1 + ∣∣(M · ∇)H∣∣H1 + ∣∣curl(M × H)∣∣H1)+ |∇U |H1
 C
(|Ut |H1 + |∇U |2H1 + |M|H2 |H|H2)+ |∇U |H1 . (48)
3. Proof of theorems
In this section, we use the a priori estimates established in Section 2 to prove our theorems. Since the a priori estimates
in Section 2 are formal for smooth solutions, we need to make the arguments rigorous for our strong solutions. Namely, we
have to show that the estimates (25), (29), (32), (45), (47) (and (34), (35)) are available for our strong solutions. Thanks to
the regularity of solutions, the well-known result [18, P169] implies the identities in (24), (28), (41), (46) hold, similar to
those for the Navier–Stokes equations, see [5, Remark 6] for instance. Hence it suﬃces to show the rigorous derivation of
(32). We use the standard molliﬁer technique, see [12].
For this, let (U ,M, H) be a strong solution of problem P on (0, T ), take jδ as the standard molliﬁer, we set(
U δ,Mδ, Hδ
)= ( jδ ∗ U , jδ ∗ M, jδ ∗ H), Hext,δ = jδ ∗ Hext and ψδ0 = jδ ∗ (divM0)xk .
Then U δ,Mδ, Hδ, Hext,δ ∈ C([0, T ); H∞) ⊆ C([0, T );C∞), ψδ0 ∈ H∞ ⊆ C∞ and⎧⎪⎪⎨
⎪⎪⎩
(
U δ,Mδ, Hδ
)→ (U ,M, H) in C([0, T ); H2),
Hext,δ → Hext ∈ C([0, T ); H2), ψδ0 → (divM0)xk in L2,
∇U δ → ∇U in L2(0, T ; H2).
(49)
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C1([0, T );C∞) of the linear hyperbolic problem
ψδt +
(
U δ · ∇)ψδ + 2ψδ = −[U δ jxi Mδix j ]xk − (U δxk · ∇)divMδ
+ div
[
1
2
curlU δ × Mδ − Mδ × (Mδ × Hδ)]
xk
− div Hext,δxk . (50)
Multiplying (50) by ψδ , integrating over R3, repeating the argument as (32), we have
∣∣ψδ∣∣2L2 +
t∫
0
∣∣ψδ(s)∣∣2L2 ds C(∣∣ψδ0 ∣∣2L2 + Next,δ)+ C
t∫
0
(∣∣∇U δ∣∣2H2 ∣∣Mδ∣∣2H2 + ∣∣Mδ∣∣4H2 ∣∣Hδ∣∣2H2)ds
 C
(
Ψ (0) + Next)+ C
t∫
0
(|∇U |2H2 |M|2H2 + |M|4H2 |H|2H2)ds, (51)
here we have used the properties of molliﬁer.
Using this uniform bound and (49), one can easily pass to the limit in (50) to ﬁnd that there is a weak solution ψ ∈
C([0, T ); L2) of
ψt + (U · ∇)ψ + 2ψ = −
[
U jxi M
i
x j
]
xk
− (Uxk · ∇)divM + div
[
1
2
curlU × M − M × (M × H)
]
xk
− div Hextxk , (52)
ψ |t=0 = (divM0)xk , (53)
satisfying
|ψ |2L2 +
t∫
0
∣∣ψ(s)∣∣2L2 ds C(Ψ (0) + Next)+ C
t∫
0
(|∇U |2H2 |M|2H2 + |M|4H2 |H|2H2)ds. (54)
However, since weak solution in C([0, T ); L2) of the transport equation (52)–(53) is unique (see [6]), we conclude that
ψ = divMxk and the a priori estimate (32) holds for our strong solutions.
Since the a priori estimates hold for strong solutions in Deﬁnition 1.1, we are in a position to prove our theorems.
3.1. Proof of Theorem 1.1
The proof of Theorem 1.1 is revised from [1], we only sketch it. The local existence of unique strong solution follows by
the classical iteration method.
For this, we ﬁrst study a linearized problem of problem (P). For any ﬁxed T , assume (U ,M, H) with U  ∈
L∞(0, T ; H2)∩ L2(0, T ; D3), U t ∈ L∞(0, T ; L2) and M , H ∈ L∞(0, T ; H2). As in [1, Lemma 1], we deﬁne M ∈ L∞(0, T ; H2)∩
W 1,∞(0, T ; H1) as the unique solution of the linear hyperbolic system
Mt + M +
(
U  · ∇)M − 1
2
curlU  × M + M × (M × H)= H, (55)
M|t=0 = M0. (56)
For such M , we deﬁne H = ∇ϕ ∈ L∞(0, T ; H2) with ϕ is the unique solution of
−ϕ = divM + div Hext, ϕ(x) → 0 as |x| → ∞. (57)
Now that M, H are given, as in [1, Lemma 6] but involving a domain expansion technique, we can deﬁne U ∈ L∞(0, T ; H2)∩
L2(0, T ; D3) ∩ W 1,∞(0, T ; L2) as the unique solution of the linear system
Ut +
(
U  · ∇)U − U + ∇p = (M · ∇)H + 1
2
curl(M × H), (58)
U |t=0 = U0. (59)
Now we construct approximate solutions to problem (P) inductively as follows:⎧⎪⎪⎨
⎪⎪⎩
(i) set
(
U0,M0, H0
)= (0,0,0);
(ii) assume that
(
Un,Mn, Hn
)
is deﬁned, let
(
Un+1,Mn+1, Hn+1
)
be the strong
solution to the problem (55)–(59) with
(
U ,M, H
)
replaced by
(
Un,Mn, Hn
)
.
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lem (P). Introduce
AN(t) = max
0nN
[
sup
0st
(∣∣∇Un+1(s)∣∣L2 + ∣∣Mn+1(s)∣∣H2 + 1)],
J N(t) = max
0nN
[
sup
0st
J
(
Un+1,Mn+1, Hn+1
)
(s)
]
,
where J (Un+1,Mn+1, Hn+1)(s) is J (t) in Deﬁnition 1.2 with U ,M, H replaced by Un+1,Mn+1, Hn+1. Following the proof of
[1, Lemmas 7–10], we can prove that there exists a positive number K such that
AN(t) C0 exp
(
C0 exp
(
C0
t∫
0
AKN(s)ds
))
, (60)
and
J N(t) C0 exp
(
C0 exp
(
C0
t∫
0
AKN(s)ds
))
. (61)
The inequality (60) implies there is a time T ∗ such that
AN(t) C, ∀t ∈
[
0, T ∗
)
. (62)
In turn, substituting (62) into (61) implies
J N(t) C, ∀t ∈
[
0, T ∗
)
. (63)
With this uniform bound (63), one can easily show the whole sequence (Un,Mn, Hn) converges to a limit (U ,M, H) which
is the unique strong solution of problem (P) on (0, T ∗). The proof of Theorem 1.1 is completed. 
3.2. Proof of Theorem 1.2
Suppose (U ,M, H) is the unique solution of problem (P) and blows up in the ﬁnite time T ∗ . We only have to prove the
following inequality, similar to (61), but in a more direct way, that there exists a positive number K such that
J (t) C0 exp
(
C0 exp
(
C0 exp
(
C0
t∫
0
(|∇U |L2 + |M|H2)K ds
)))
, for all 0 t < T ∗. (64)
In this subsection, C0 is a positive constant depending only on physical constants, Ψ (0), Next and T ∗ , but independent of t .
An application of the Gronwall inequality on (45) yields
|∇U |2L2 +
t∫
0
∣∣Ut(s)∣∣2L2 ds C0 exp
(
C0
t∫
0
(|∇U |4L2 + |M|4H2)ds
)
. (65)
This together with (25), (37), (38), (40), (44) and the application of the Gronwall inequality on (47) imply
∣∣Ut(t)∣∣2L2 +
t∫
0
∣∣∇Ut(s)∣∣2L2 ds C0 exp
(
C0 exp
(
C0
t∫
0
(|∇U |L2 + |M|H2)K ds
))
. (66)
Then (65), (66) and (48), (44) give
t∫
0
∣∣∇U (s)∣∣2H2 ds C0 exp
(
C0 exp
(
C0
t∫
0
(|∇U |L2 + |M|H2)K ds
))
. (67)
Applying the Gronwall inequality again to (36), combining (67), (26), we have
|M|2H2 +
t∫
|M|2H2 ds C0 exp
(
C0 exp
(
C0 exp
(
C0
t∫ (|∇U |L2 + |M|H2)K ds
)))
. (68)0 0
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∣∣∇2U ∣∣2L2  C0 exp
(
C0 exp
(
C0 exp
(
C0
t∫
0
(|∇U |L2 + |M|H2)K ds
)))
. (69)
Consequently, (65)–(69), (26) and Eqs. (16), (17) yield (64). The proof of Theorem 1.2 is completed. 
3.3. Proof of Theorem 1.3
Suppose the assumptions of Theorem 1.3 are satisﬁed, Theorem 1.1 implies that there exists a maximal time T ∗ > 0 such
that problem (P) admits a unique strong solution (U ,M, H) on (0, T ∗). We prove that the solution is indeed global by
contradiction. Hence suppose T ∗ < +∞, that is, (U ,M, H) blows up at the ﬁnite time T ∗ . We recall from (25), (36), (45),
(47) that there exist constants C1,C2 > 1 and a number γ > 1 such that the inequality (9) holds.
Now let us choose ε0 such that
0 < ε0 <
1
2
, C2N(2C1ε0)
γ−1 < 1
2
, (70)
where N is the number of terms Φ(t)γ + · · · in (9).
We claim that
Ψ (t) < 2C1ε0, ∀t ∈
[
0, T ∗
)
. (71)
Proof. Since Ψ (0) < ε0, then suppose there is a ﬁrst time T < T ∗ such that
(
Φ(t)
)
Ψ (t) < 2C1ε0 for t < T and Ψ (T ) = 2C1ε0. (72)
Hence we deduce from (9) and the choice of ε0 (70) that
Ψ (t) +
t∫
0
Φ(s)ds C1ε0 + C2N(2C1ε0)γ−1
t∫
0
Φ(s)ds C1ε0 + 1
2
t∫
0
Φ(s)ds for all t < T .
This implies Ψ (t) C1ε0 for all t < T , which contradicts (72). The claim is proved.
Consequently, the claim (71) implies
T ∗∫
0
(∣∣∇U (s)∣∣L2 + ∣∣M(s)∣∣H2)Kdt < CT ∗ < +∞.
This contradicts the ﬁnite time blow up criterion (7), thus (U ,M, H) exists globally. Moreover, (9) also implies (8). The proof
of Theorem 1.3 is completed. 
3.4. Proof of Theorem 1.4
Suppose the assumptions of Theorem 1.3 are satisﬁed and (U ,M, H) is the global small strong solution of problem (P)
satisfying (8). To show (12), due to the regularity of strong solutions, (19), (21) in Section 2 hold and imply
1
2
d
dt
∫
R3
|M|2 dx+
∫
R3
|M|2 dx+
∫
R3
|H|2 dx = −
∫
R3
Hext · H dx. (73)
It is easy to deduce from (73) and (11) that
∣∣M(t)∣∣2L2  C |M0|2L2e−2t
t∫
0
e2s
∣∣Hext(s)∣∣2L2 ds C0
t∫
0
e−2(t−s)(1+ s)−2α ds C0(1+ t)−2α. (74)
Then (12) follows.
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U (t) = e−tU0 −
t∫
0
e−(t−s)P [U · ∇U ]ds +
t∫
0
e−(t−s)P
[
(M · ∇)H + 1
2
curl(M × H)
]
ds
= e−tU0 −
t∫
0
P div
[
e−(t−s)(U ⊗ U )]ds +
t∫
0
P div
[
e−(t−s)(M ⊗ H + H ⊗ H)]ds
−
t∫
0
e−(t−s) div Hext · H ds + 1
2
t∫
0
curl
[
e−(t−s)(M × H)]ds, (75)
here we have used the property of P and the vector formula (39).
Directly, from (75), we have
∣∣U (t)∣∣L2  ∣∣e−tU0∣∣L2 +
t∫
0
∣∣e−(t−s) div Hext(s) · H(s)∣∣L2 ds
+ C
t∫
0
∣∣∇e−(t−s)(U ⊗ U + M ⊗ H + H ⊗ H + M × H)(s)∣∣L2 ds. (76)
It is well known that∣∣e−t f ∣∣L2  C | f |Lp (1+ t)− 32 ( 1p − 12 ), ∣∣∇e−t f ∣∣L2  C | f |Lp (1+ t)− 32 ( 1p − 12 )− 12 . (77)
Hence we can deduce from (76) that
∣∣U (t)∣∣L2  C |U0|Lp (1+ t)− 32 ( 1p − 12 ) + C
t∫
0
(1+ t − s)− 34 ∣∣div Hext(s)∣∣L2 ∣∣H(s)∣∣L2 ds
+ C
t∫
0
(1+ t − s)− 54 (∣∣U (s)∣∣2L2 + ∣∣M(s)∣∣L2 ∣∣H(s)∣∣L2 + ∣∣H(s)∣∣L2 ∣∣H(s)∣∣L2)ds. (78)
Deﬁne
Q (t) = sup
0st
{
(1+ s)α0 ∣∣U (s)∣∣L2}, α0 = min
{
3
2
(
1
p
− 1
2
)
,2α
}
.
Using the bound (8) and (11), (12), we can derive
t∫
0
(1+ t − s)− 54 ∣∣U (s)∣∣2L2 ds C1ε0Q (t)
t∫
0
(1+ t − s)− 54 (1+ s)−α0 ds 1
2
Q (t)(1+ t)−α0 , (79)
t∫
0
(1+ t − s)− 54 [∣∣M(s)∣∣L2 |H|L2 + ∣∣H(s)∣∣L2 ∣∣H(s)∣∣L2]ds C0
t∫
0
(1+ t − s)− 54 (1+ t)−2α ds C0(1+ t)−2α, (80)
and
t∫
0
(1+ t − s)− 34 ∣∣div Hext(s)∣∣L2 ∣∣H(s)∣∣L2 ds C0
t∫
0
(1+ t − s)− 34 (1+ s)−(α+β) ds C0(1+ t)− 34 . (81)
Substituting (79)–(81) into (78) and noticing that α0  34 , we obtain Q (t)  C0 which gives (13). The proof of Theo-
rem 1.4 is completed. 
We ﬁnally remark that in (79) we have used the smallness assumption of the data ε0  12C1, but one can employ the
argument of Zhou [23] to ﬁnd that this assumption is not necessary for the derivation of (79).
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In this paper we have proved the local existence, ﬁnite time blow-up criterion, global existence and decay rate of the
strong solutions to the Shliomis system, the same argument can be applied to the Rosensweig system to obtain the similar
results. We point out here the most important point in this paper is that there is no regularizing term added to the
magnetization equation. However, due to the absence of the regularizing term, the existence of weak solutions is still open
for both the Shliomis system and the Rosensweig system. The result on the weak solutions only can be found in [2,4] where
the magnetization equation is of Bloch–Torrey type.
At last, one can combine our treatment for the magnetic ﬁelds and the method in [5] for the Navier–Stokes equations to
deal with the strong solutions for the nonhomogeneous ferrohydrodynamics system in which the density of the ﬂuid is no
longer constant.
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