We consider nonlinear diffusion equations of the form ∂ t u = ∆φ (u) 
Introduction
Let Ω be a domain in R N (N ≥ 2). Let φ : R → R satisfy φ ∈ C 2 (R), φ(0) = 0, and 0 < δ 1 ≤ φ ′ (s) ≤ δ 2 for s ∈ R, (1.1) where δ 1 , δ 2 are positive constants. Consider the unique bounded solution u = u(x, t) of either the initial-boundary value problem:
∂ t u = ∆φ (u) in Ω × (0, +∞), (1 In Theorem A below, for the reader's convenience, we recall a nonlinear version of an asymptotic formula -due to Varadhan [Va] for the linear case -that was proved in Theorem A ( [MS4, MS5] ) Let u be the solution of either problem (1.2)-(1.4) or problem (1.5). Under the assumption that ∂Ω = ∂ R N \ Ω , −4tΦ(u(x, t)) → d(x) 2 as t → 0 + uniformly on every compact set in Ω.
The assumption that ∂Ω = ∂ R N \ Ω is general. For example, it holds for Lipschitz domains.
A conjecture, posed by Klamkin [Kl] and referred to by Zalcman [Z] as the Matzoh ball soup, was settled affirmatively by Alessandrini [A1, A2] . In [A2] , when φ(s) ≡ s and Ω is bounded, under the assumption that every point of ∂Ω is regular with respect to the 
then ∂Ω must be a sphere.
(II) If D is unbounded and for each connected component Γ of ∂D there exists a function
The next theorem concerns results obtained in [MS1, MS3, MS4] , and in particular [MS4, Theorem 2.1]; we prove that they hold for a general domain Ω, without assuming the exterior sphere condition on Ω.
Theorem 1.2 Let φ(s) ≡ s and let u be the unique bounded solution of either problem (1.2)-(1.4) or problem (1.5). Suppose that ∂Ω is bounded and ∂Ω = ∂ R N \ Ω .
Let D be a domain with bounded boundary ∂D satisfying D ⊂ Ω, and let Γ be a connected component of ∂D satisfying
Suppose that D satisfies the interior cone condition on Γ.
If there exists a function a : (0, +∞) → (0, +∞) satisfying u(x, t) = a(t) for every (x, t) ∈ Γ × (0, +∞), (1.11) then ∂Ω must be either a sphere or the union of two concentric spheres.
We sketch the main features of the proof of item (I) of Theorem 1. 
Suppose that ∂Ω is of class C 2 in a neighborhood of the point y 0 .
Let u be the solution of either problem (1.2)-(1.4) or problem (1.5). Then we have:
Here, κ 1 (y 0 ), . . . , κ N −1 (y 0 ) denote the principal curvatures of ∂Ω at y 0 with respect to the inward normal direction to ∂Ω and c(φ, N ) is a positive constant depending only on φ and N -of course, c(φ, N ) depends on the problems (1.2)-(1.4) or (1.5).
When κ j (y 0 ) = 1 R for some j ∈ {1, · · · , N − 1}, (1.12) holds by setting the right-hand side to +∞ (notice that κ j (y 0 ) ≤ 1/R always holds for all j's). will be self-contained.
2 Proof of Theorem 1.1
Let us prove item (I) first. We start with a lemma.
Lemma 2.1 Under the assumptions of (I) of Theorem 1.1, there exists a number R > 0 such that
Proof. Theorem A and (1.8) imply that there exists a number R > 0 such that d(x) = R for all x ∈ ∂D, which in turn immediately gives us the inclusion:
We observe that
Let us show the converse inclusion of (2.2). Since ∂D is of class C 1 , from the first part of (2.1) we have
where y(x) = x + Rν ∂D (x) and ν ∂D (x) denotes the unit outward normal vector to ∂D at x ∈ ∂D. Then it follows that
By (2.2) and (2.3),
Observe that
Since Ω is a domain, in view of (2.5), (2.6) and (2.7), we conclude that
which yields the converse inclusion of (2.2).
Lemma 2.2 Let ℓ be a unit vector in R N , λ ∈ R, and let π λ be the hyperplane x · ℓ = λ. Under the assumptions of (I) of Theorem
Thus, by Lemma 2.1, there holds that
and hence Ω ′ λ ⊂ Ω. We can now complete the proof of (I). Lemma 2.2 allows us to apply the method of moving planes, instead of to either Ω or R N \ Ω as in the proof of [MS4, Theorem 1.2], directly to either D or R N \ D. Apart from this difference, the proof runs with the same arguments used in [MS4, Theorem 1.2] . It is worth noticing that, by [Fr, Section 5.2] , the method of moving planes is applicable to C 1 domains, as D is assumed to be.
The proof of (II) is similar to that of [MS4, Theorem 1.3] .
Proof of Theorem 1.2
We recall that D satisfies the interior cone condition with respect to Γ, if for every x ∈ Γ, there exists a finite right spherical open cone K x with vertex x such that K x ⊂ D and
In view of the proof of [MS4, Theorem 2.1], Theorem 1.2 directly follows from the following lemma -note that this holds for general domains Ω, including the case in which their boundaries are unbounded.
Lemma 3.1 Under the assumptions of Theorem 1.2, the following assertions hold, even if ∂Ω is unbounded.
(1) There exists a number R > 0 such that d(x) = R for every x ∈ Γ;
(2) Γ is a real analytic hypersurface; (3) there exists a connected component γ of ∂Ω, that is also a real analytic hypersurface, such that the mapping γ ∋ ξ → x(ξ) ≡ ξ + Rν(ξ) ∈ Γ, where ν(ξ) is the inward unit normal vector to ∂Ω at ξ ∈ γ, is a diffeomorphism; in particular, γ and Γ are parallel hypersurfaces at distance R; (4) it holds that
where κ 1 (ξ), · · · , κ N −1 (ξ) are the principal curvatures of ∂Ω at ξ ∈ γ with respect to the inward unit normal vector to ∂Ω;
(5) there exists a number c > 0 such that
Remark. We emphasize a new important fact in this lemma: here we do not assume the Therefore, the occurrence of stationary isothermic surface is a very strong requirement indeed.
Proof of Lemma 3.1. First of all, (1) follows from (1.11) and Theorem A. (2) follows from almost the same argument as in (ii) of Lemma 3.1 of [MS1] . Since here we also deal with the Cauchy problem and ∂Ω is not necessarily bounded, for the reader's convenience we give a proof by using Theorem A directly, instead of dealing with the Laplace transform of the solution as in [MS1] . Besides Theorem A, we use the balance law with respect to stationary critical points of the solution, the interior cone condition of D together with (1.10), (1.11), and (1).
It suffices to show that, for every point x ∈ Γ, there exists a time t > 0 such that ∇u(x, t) = 0; then, (2) follows from (1.11), analyticity of u with respect to the space variable, and the implicit function theorem. We use a balance law with respect to stationary critical points of the caloric functions stated as follows (see [MS1] for a proof): Let G be
is such that ∇v(x 0 , t) = 0 for every t > 0 if and only if
Assume by contradiction that there exists a point x 0 ∈ Γ such that ∇u(x 0 , t) = 0 for every t > 0. By (3.3) we can infer that
Here let us choose r = (3.5)
Let us set
because, otherwise, there would be a point in K contradicting (3.5).
Thus, from (3.7) it follows that we can choose a small number δ > 0 such that
Since, by Theorem A, −4t log u(x, t) converges uniformly on ∂B R 2 (0) to d(x) 2 as t → 0 + , we can choose t * > 0 such that
This latter inequality, together with (3.6), (3.7), and (3.8), gives, for every t ∈ (0, t * ), the following two estimates:
Here H N −1 (·) denotes the (N − 1)−dimensional Hausdorff measure and Ω R 2 +δ is defined by
A consequence of (3.9) and (3.10) is that, for every t ∈ (0, t * ),
Therefore, we obtain a contradiction by observing that the first term of this chain of inequalities equals zero, by (3.4) with r = R 2 , while the last term can be made positive by choosing t > 0 sufficiently small. This completes the proof of (2). Now, based on (1) and (2), let us prove (3), (4) and (5) at the same time without assuming the exterior sphere condition on Ω, as pointed out in the previous remark.
In view of (2), let ν Γ (x) andκ j (x), · · · ,κ N −1 (x) be the unit outward normal vector to ∂D at x ∈ Γ and the principal curvatures of Γ at x ∈ Γ with respect to ν Γ (x), respectively.
Notice that, in view of (1.10), (2) and (1) imply that for each x ∈ Γ there exists a unique ξ ∈ ∂Ω satisfying x ∈ ∂B R (ξ).
(3.11)
Moreover, ξ = x+Rν Γ (x), and in view of (1) and (3.11), comparing the principal curvatures at x of Γ with those of the sphere ∂B R (ξ) yields that
Since Γ is a connected component of ∂D, Γ is oriented and Γ divides R N into two domains. Let E be the one of them which does not intersect D. By (1) 
This fact guarantees that the mapping:
local diffeomorphism, that is, by letting P 0 = p 0 + Rν Γ (p 0 ), we can find a neighborhood U of P 0 in R N such that the mapping:
Moreover, since Γ is a real analytic hypersurface because of (2), this diffeomorphism is also real analytic. Hence, U ∩ ∂Ω is a portion of a real analytic hypersurface.
Notice that the principal curvatures κ 1 (ξ), · · · , κ N −1 (ξ) of ∂Ω at ξ ∈ U ∩ ∂Ω with respect to the inward unit normal vector to ∂Ω satisfy
for every j = 1, . . . , N − 1 and every x ∈ Γ ∩ B δ 0 (p 0 ).
, we see that (3.13) is equivalent to v(x, t) dS x = 0 for every (r, t) ∈ [0, dist(x 0 , ∂G)) × (0, +∞). (3.15)
Let P, Q ∈ U ∩ ∂Ω be two distinct points, and let p, q ∈ B δ 0 (p 0 ) ∩ Γ be the points such that ξ(p) = P and ξ(q) = Q. Then, by (3.11) we have
Consider the function v = v(x, t) defined by
Since v satisfies the heat equation and, by (1.11), v(0, t) = 0 for every t > 0, it follows from (3.15) that
u(x, t) dx for every t > 0.
Therefore, by Theorem B and (3.14), multiplying both sides by t
and letting t → 0 + yield that
Hence, it follows that there exists a constant c > 0 such that
, we see that
Moreover, analyticity of Γ yields that this equality holds also for every x ∈ Γ and hence by (3.12)
Therefore, with the aid of this strict inequality, by setting 18) we see that the mapping:
because of analyticity of Γ and γ is a connected component of ∂Ω which is a real analytic hypersurface. Since the mapping: γ ∋ ξ → x(ξ) ≡ ξ + Rν(ξ) ∈ Γ is the inverse mapping of the previous diffeomorphism, (3) holds. (4) follows from (3.17).
Finally, combining analyticity of γ with (3.16) yields (3.2). The proof is complete.
Appendix
Here, for the reader's convenience, we give a proof of Theorem B for the heat equation
κ j (y 0 ) < 1 R by using some idea and a geometric lemma of [MS2] .
Proof of Theorem B for the heat equation provided max
Set φ(s) ≡ s. We distinguish two cases:
(I) ∂Ω is bounded and of class C 2 ; (II) ∂Ω is otherwise.
Let us first show how we obtain case (II) once we have proved case (I). Indeed, we can find two C 2 domains, say Ω 1 and Ω 2 , with bounded boundaries, and a ball B δ (y 0 ) with the following properties: Ω 1 and R N \ Ω 2 are bounded;
Let u i = u i (x, t) (i = 1, 2) be the two bounded solutions of either problem (1.2)-(1.4) or problem (1.5) where Ω is replaced by Ω 1 or Ω 2 , respectively. Since
follows from the comparison principle that
Therefore, it follows that for every t > 0
These two inequalities show that case (I) implies case (II).
Hereafter, we assume that ∂Ω is bounded and of class C 2 . Let us consider the signed
Since ∂Ω is bounded and of class C 2 , there exists a number ρ 0 > 0 such that d * (x) is C 2 -smooth on a compact neighborhood N of the boundary ∂Ω given by
We write for s > 0
Introduce a function F = F (ξ) for ξ ∈ R by
Then F satisfies
, and F (+∞) = 0.
For each ε ∈ (0, 1/4), we define two functions F ± = F ± (ξ) for ξ ∈ R by
Then F ± satisfies
, and F ± (+∞) = 0.
By setting
we obtain
Lemma B.1 For each ε ∈ (0, 1/4), there exists t 1,ε > 0 satisfying
Proof. A straightforward computation gives
Then, for each ε ∈ (0, 1/4), by setting t 1,ε = ε 2M 2 , where M = max x∈N |∆d * (x)|, we complete the proof.
Set ρ 1 = max{2R, ρ 0 }. Let u be the solution of problem (1.2)-(1.4) or problem (1.5).
By Theorem A, we have that
Then, in view of this and the definition (B.3) of v ± , we have Lemma B.2 Let u be the solution of problem (1.2)-(1.4) or problem (1.5). There exist three positive constants t 0 , E 1 and E 2 satisfying
Proof. If we choose t 0 ∈ (0, ρ 0 4 2 ], then by (B.3) we can show the desired inequalities for v ± . As for u, by Theorem A, we can take t 0 > 0 such that
and hence
Since d * (x) ≥ ρ 0 for x ∈ Ω ρ 1 \ N , we get the desired inequality for u.
By setting, for (x, t) ∈ R N × (0, +∞),
for problem (1.5), (B.5)
we have Lemma B.3 Let u be the solution of problem (1.2)-(1.4) or problem (1.5). For each ε ∈ (0, 1/4), there exists t ε > 0 satisfying
where w ± are defined by (B.5).
Proof. For each ε ∈ (0, 1/4), we set t 2,ε = min{t 1,ε , t 0 }.
Since v + , v − , and u are all nonnegative, Lemma B.2 implies that
Let u the solution of problem (1.2)-(1.4). Observe that
Therefore, with the aid of the comparison principle and in view of Lemma B.1, (B.7), (B.8), and (B.9), we obtain (B.6) by setting t ε = t 2,ε .
It remains to consider the solution u of problem (1.5). In view of the fact that Also, with the aid of the co-area formula, we have: In the case of problem (1.5), the proof runs similarly by replacing 2F ± , 2F with
(1 ± ε)F ± , F , respectively, in (B.14)-(B.16).
