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An example chain exhibiting a breakdown in spectral content. The 
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spectral content spreads across incommensurate frequencies: 𝚷𝟏 =
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An example chain exhibiting a growth in amplitude. The initial plane 
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Reduction of variance of the 2nd (a.) and 3rd harmonics (b.), 
monatomic chain, 𝝁 =
𝝅
𝟒




Reduction of variance in 𝒙𝒂 of the diatomic chain: 2
nd harmonic 
acoustic branch (a.), 3rd harmonic acoustic branch (b.), 2nd harmonic 
optical branch (c.), 3rd harmonic optical branch (d.). For (a.)-(d.), 
𝚷𝟒 = 𝟐, 𝝁 =
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Unit cell of the 2-D monatomic lattice with its associated nonlinear 
dispersion curves.  𝜶 = 𝟎. 𝟑,𝒎 = 𝟏, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟐𝒙 = 𝟎. 𝟏, 𝒌𝟑𝒙 =




Unit cell of the 2-D diatomic lattice with associated nonlinear 
dispersion curves: 𝜶 = 𝟎. 𝟔,𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟏𝟎, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟐𝒙 =








Perturbation-based multi-harmonic content evaluated as a function 
of plane-wave angle in the monatomic lattice. Coefficients are 
computed with constant 𝝎𝟎 (a,b) or 𝝁𝒙 (c,d):  𝜶 = 𝟎. 𝟒,𝒎 =
𝟏, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟐𝒙 = 𝟎. 𝟎𝟏, 𝒌𝟑𝒙 = 𝟏, 𝒄𝒙 = 𝟎, 𝒌𝟏𝒚 = 𝟏, 𝒌𝟐𝒚 =




Waveform invariance in the monatomic lattice: numerical reduction 
in variance (a,b) compared to perturbation coefficients governing the 
2nd and 3rd harmonics (c,d):  𝝁𝒙 =
𝝅
𝟒
, 𝜶 = 𝟎. 𝟒,𝒎 = 𝟏,𝒌𝟏𝒙 =
𝟏, 𝒌𝟐𝒙 = 𝟎. 𝟏, 𝒌𝟑𝒙 = 𝟏, 𝒄𝒙 = 𝟎, 𝒌𝟏𝒚 = 𝟏, 𝒌𝟐𝒚 = 𝟎. 𝟏, 𝒌𝟑𝒚 = 𝟏, 𝒄𝒚 =




Perturbation-based multi-harmonic content evaluated as a function 
of plane-wave angle in the diatomic lattice for 𝒎𝒃 masses. 





𝟎. 𝟏,𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟏. 𝟓, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟐𝒙 = 𝟎. 𝟏, 𝒌𝟑𝒙 = 𝟏, 𝒄𝒙 =






Waveform invariance in the acoustic branch of the diatomic lattice. 
Numerical variance reduction (a,b) are compared to magnitude of 
perturbation coefficients (c,d):  𝝁𝒙 =
𝝅
𝟒
, 𝜶 = 𝟎. 𝟏,𝒎𝒂 = 𝟏,𝒎𝒃 =
𝟏. 𝟓, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟐𝒙 = 𝟎. 𝟏, 𝒌𝟑𝒙 = 𝟏, 𝒄𝒙 = 𝟎, 𝒌𝟏𝒚 = 𝟏, 𝒌𝟐𝒚 =







Waveform invariance in the optical branch of the diatomic lattice. 
Numerical variance reduction (a) are compared to magnitude of 
perturbation coefficients (b):  𝝁𝒙 =
𝝅
𝟔
, 𝜶 = 𝟎. 𝟏,𝒎𝒂 = 𝟏,𝒎𝒃 =
𝟏. 𝟓, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟐𝒙 = 𝟎. 𝟏, 𝒌𝟑𝒙 = 𝟏, 𝒄𝒙 = 𝟎, 𝒌𝟏𝒚 = 𝟏, 𝒌𝟐𝒚 =







Basins of attraction for the 2-D monatomic lattice as predicted by the 
perturbation results: 𝒎 = 𝟏, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟏𝒚 = 𝟏, 𝒌𝟐𝒙 = 𝟏, 𝒌𝟐𝒚 =





Point forcing of a monatomic lattice at its center. Stable spectral 
content at 𝜽 = 𝟎𝒐 (a.) is compared to unstable spectral content at 𝜽 =
𝟒𝟓𝒐 (b.): 𝒎 = 𝟏, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟏𝒚 = 𝟏, 𝒌𝟐𝒙 = 𝟎, 𝒌𝟐𝒚 = 𝟎, 𝒌𝟑𝒙 =




Plane-wave initial conditions in a monatomic lattice at high 
amplitudes for 𝜽 = 𝟎𝒐 (a.) as compared to 𝜽 = 𝟒𝟓𝒐 (b.). Red lines 
denote the group of masses at which the spatial FFT’s (bottom) were 
computed: 𝒎 = 𝟏, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟏𝒚 = 𝟏, 𝒌𝟐𝒙 = 𝟎, 𝒌𝟐𝒚 = 𝟎, 𝒌𝟑𝒙 =




Unstable fixed points in the monatomic lattice evaluated as a 
function of propagation angle, exhibiting more stability as the angle 
departs from 𝜽 = 𝟎. Perturbation results (a) are compared to 
numerical results (b,c), demonstrating similar trends as 𝜽 and 𝝎𝟎 are 
independently varied: 𝒎 = 𝟏, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟏𝒚 = 𝟏, 𝒌𝟐𝒙 = 𝟎, 𝒌𝟐𝒚 =




Unstable fixed points in the acoustic branch of the diatomic lattice 
evaluated as a function of propagation angle. Numerical results (a) 
capture the same trends in the angle and frequency dependence as 











Unstable fixed points in the optical branch of the diatomic lattice 
evaluated as a function of propagation angle. Perturbation results (a) 
qualitatively agree with numerical simulations (b): 𝒎 = 𝟏, 𝒌𝟏𝒙 =
𝟏, 𝒌𝟏𝒚 = 𝟏, 𝒌𝟐𝒙 = 𝟎 , 𝒌𝟐𝒚 = 𝟎, 𝒌𝟑𝒙 = 𝟏, 𝒌𝟑𝒚 = 𝟏, 𝒄𝒙 = 𝟎. 𝟏, 𝒄𝒚 =







Encryption of information by setting the phasing between 
transducers to generate stable plane waves only when the correct 




Orientation of cracks can be detected by examining the presence (or 




Nonlinear diatomic chain considered in this work. Bi-material rod 





Nonlinear locally-resonant lattice. Plane wave propagation may 
occur perpendicular to the faces of the box-shaped unit cells 
containing spherical inclusions (a.). Spring-mass representation for 




0th-order dispersion curves for the diatomic (a,b) and locally-
resonant (c,d) lattices. Internal resonance can occur within the same 
branch or between different branches and commonly takes the form 




Frequency of energy exchange and strength of the nonlinearity 
associated with the centers Fixed Points 1 and 2 for 2:1 internal 
resonance within the acoustic branch (a,b) and between the acoustic 
and optical branches (c,d) of the diatomic lattice: (a,b) 𝒎𝒂 =
𝟏,𝒎𝒃 = 𝟏. 𝟓, 𝒌𝟏 = 𝟏, 𝒌𝟐 = 𝟏, 𝒌𝟑 = 𝟎, 𝜺 = 𝟎. 𝟏, 𝝁𝑨 = 𝟎. 𝟓,  𝝈𝝁 =
𝟎, 𝑱𝟏 = 𝟎; (c,d) 𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟏. 𝟓, 𝒌𝟏 = 𝟏, 𝒌𝟐 = 𝟏, 𝒌𝟑 = 𝟎, 𝜺 =
𝟎. 𝟏, 𝝁𝑨 =
𝝅
𝟏.𝟗𝟏




Phase portrait for 2:1 internal resonance within the acoustic branch 
of the diatomic lattice. Centers are plotted in red. 𝒎𝒂 = 𝟏,𝒎𝒃 =
𝟏. 𝟓, 𝒌𝟏 = 𝟏, 𝒌𝟐 = 𝟏, 𝒌𝟑 = 𝟎, 𝜺 = 𝟎. 𝟏, 𝝁𝑨 = 𝟎. 𝟓,  𝝈𝝁 = 𝟎, 𝑱𝟏 =




Direct numerical simulation of the lattice equations of motion 
compared to the multiple scales predictions of the periodic energy 





acoustic branch is considered. (a,b) Time histories of the amplitude 
modulation. (c,d) Dominant, slow scale frequency content of the 
energy exchange, filtering-out the DC component 𝒎𝒂 = 𝟏,𝒎𝒃 =
𝟏. 𝟓, 𝒌𝟏 = 𝟏, 𝒌𝟐 = 𝟏, 𝒌𝟑 = 𝟎, 𝜺 = 𝟎. 𝟏, 𝝁𝑨 = 𝟎. 𝟓, 𝝈𝝁 = 𝟎, 𝑱𝟏 =
𝟎, 𝑬 = 𝟎. 𝟎𝟏𝟎𝟔  
Figure 
4-7 
Phase portrait for 3:1 internal resonance between the acoustic and 
optical branches of the diatomic lattice. Centers are plotted in red. 
𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟏. 𝟏, 𝒌𝟏 = 𝟏, 𝒌𝟐 = 𝟎, 𝒌𝟑 = 𝟏, 𝜺 = 𝟎. 𝟏, 𝝁𝑨 =
𝝅
𝟑.𝟏𝟔




Direct numerical simulation of the lattice equations of motion 
compared to the multiple scales predictions of the periodic energy 
exchange in the diatomic lattice. 3:1 internal resonance between the 
acoustic and optical branches is considered. (a,b) Time histories of 
the amplitude modulation. (c,d) Dominant, slow scale frequency 
content of the energy exchange, filtering-out the DC component (e,f) 
Frequency content of the energy exchange, presenting the small high 
frequency components identified in numerical simulations   𝒎𝒂 =








Frequency of energy exchange and strength of the nonlinearity 
associated with the centers Fixed Points 1 and 2 for 2:1 internal 
resonance within the acoustic branch (a,b) and between the acoustic 
and optical branches (c,d) of the locally-resonant lattice: (a,b) 𝒎𝒂 =
𝟏,𝒎𝒃 = 𝟎. 𝟏, 𝒌𝟏𝒂 = 𝟏𝟎, 𝒌𝟏𝒃 = 𝟐, 𝒌𝟐𝒂 = 𝟏, 𝒌𝟐𝒃 = 𝟏, 𝒌𝟑𝒂 =
𝟎, 𝒌𝟑𝒃 = 𝟎,  𝜺 = 𝟎. 𝟏, 𝝁𝑨 = 𝟎. 𝟏, 𝝈𝝁 = 𝟎; (c,d) 𝒎𝒂 = 𝟏,𝒎𝒃 =
𝟎. 𝟏, 𝒌𝟏𝒂 = 𝟏𝟎, 𝒌𝟏𝒃 = 𝟐, 𝒌𝟐𝒂 = 𝟏, 𝒌𝟐𝒃 = 𝟏, 𝒌𝟑𝒂 = 𝟎, 𝒌𝟑𝒃 = 𝟎,  𝜺 =
𝟎. 𝟏, 𝝁𝑨 =
𝝅
𝟐.𝟗𝟑




Phase portrait for 3:1 internal resonance within the acoustic branch 
of the locally-resonant lattice. Centers are plotted in red. 𝒎𝒂 =
𝟏,𝒎𝒃 = 𝟎. 𝟒, 𝒌𝟏𝒂 = 𝟏, 𝒌𝟏𝒃 = 𝟏, 𝒌𝟐𝒂 = 𝟎, 𝒌𝟐𝒃 = 𝟎, 𝒌𝟑𝒂 = 𝟏, 𝒌𝟑𝒃 =
𝟏,  𝜺 = 𝟎. 𝟏, 𝝁𝑨 =
𝝅
𝟏𝟐




Direct numerical simulation of the lattice equations of motion 
compared to the multiple scales predictions of the periodic energy 
exchange in the locally-resonant lattice. 3:1 internal resonance 
within the acoustic branch is considered. (a,b) Time histories of the 
amplitude modulation. (c,d) Dominant, slow scale frequency content 
of the energy exchange, filtering-out the DC component (e,f) 
Frequency content of the energy exchange, presenting the small high 





𝟏,𝒎𝒃 = 𝟎. 𝟒, 𝒌𝟏𝒂 = 𝟏, 𝒌𝟏𝒃 = 𝟏, 𝒌𝟐𝒂 = 𝟎, 𝒌𝟐𝒃 = 𝟎, 𝒌𝟑𝒂 = 𝟏, 𝒌𝟑𝒃 =
𝟏,  𝜺 = 𝟎. 𝟏, 𝝁𝑨 =
𝝅
𝟏𝟐
, 𝝈𝝁 = 𝟎, 𝑬 = 𝟎. 𝟓 
Figure 
4-12 
Phase portrait for 2:1 internal resonance between the acoustic and 
optical branches of the locally-resonant lattice. Centers are plotted in 
red. 𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟎. 𝟏, 𝒌𝟏𝒂 = 𝟏𝟎, 𝒌𝟏𝒃 = 𝟐, 𝒌𝟐𝒂 = 𝟏, 𝒌𝟐𝒃 =
𝟏, 𝒌𝟑𝒂 = 𝟎, 𝒌𝟑𝒃 = 𝟎, 𝒄 = 𝟎, 𝜺 = 𝟎. 𝟏, 𝝁𝑨 =
𝝅
𝟐.𝟗𝟑




Direct numerical simulation of the lattice equations of motion 
compared to the multiple scales predictions of the periodic energy 
exchange in the locally-resonant lattice. 2:1 internal resonance 
between the acoustic and optical branches is considered. (a,b) Time 
histories of the amplitude modulation. (c,d) Dominant, slow scale 
frequency content of the energy exchange, filtering-out the DC 
component (e,f) Frequency content of the energy exchange, 
presenting the small high frequency components identified in 
numerical simulations. 𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟎. 𝟒, 𝒌𝟏𝒂 = 𝟏, 𝒌𝟏𝒃 =








Comparison of multiple scales expressions for dispersion shifts in 
the diatomic chain. A single plane wave has singularities in its 
higher-order dispersion corrections at frequencies associated with 
internal resonance between branches (a.). Dispersion corrections 
based on 3:1 energy exchange (b-d) exist at specific ranges of 
frequencies and the results evaluated at Fixed Point 6 passes through 
the singularity found in the single plane wave results. 𝒎𝒂 = 𝟏,𝒎𝒃 =




Bifurcation analysis of the multiple scales fixed point expressions in 
the vicinity of the singularity due to 3:1 internal resonance in the 
diatomic chain. The wavenumber of the A wave 𝝁𝑨 serves as the 
control parameter and the fixed points 𝜶𝑩
∗  (a.) and 𝜸∗ (b.) are 
evaluated. Fixed Points 5 and 6 are both centers giving confidence 
they can be used to interpolate through or approximate the 
singularity in the higher-order single plane wave dispersion 
correction. The vertical line represents the location of the singularity 




Schematics of nonlinear monatomic (a.) and diatomic (b.) chains 
with corresponding 0th-order dispersion relationships in (c.) and (d.) 
chains and multiple-scales derived 3rd-harmonic solution 
coefficients in (e.) and (f.) chains. Specific wavenumbers, 𝝁𝒏𝒖𝒍𝒍, 







Spatiotemporal evolution of the spectral content for plane waves in 
the acoustic branch of the nonlinear diatomic lattice measured in 
numerical simulations. For lattices given wavenumbers away from 
𝝁𝒏𝒖𝒍𝒍, higher-harmonic amplitudes develop across space (a.) and 
time (b.). By contrast, for lattices assigned plane waves at 𝝁𝒏𝒖𝒍𝒍 
(predicted by multiple scales), nearly-zero higher-harmonic 
amplitudes develop across space (c.) and time (d.). Amplitudes and 





3rd-harmonic generation relative to amplitude 𝜶 at the fundamental 
frequency (log-scale) captured by numerical simulations of the 
nonlinear monatomic lattice (a.) compared to the multiple-scales 
predictions of the 3rd-harmonic solution coefficient as a function of 
the propagation constant (b.). Similarly, the 3rd-harmonic production 
measured in numerical simulations of the diatomic chain is presented 
for initial conditions at the acoustic branch (c, e) and optical branch 
(d, f) compared to the perturbation predictions at the acoustic branch 
(g.) and optical branch (h.). In (c.) and (d.) simulations, the light mass 




Analytical, amplitude-dependent dispersion shifting in the 
monatomic (a.) and diatomic (c.) lattices. The analytical predictions 
of dispersion shifting at 𝝁𝒏𝒖𝒍𝒍 are evaluated for the monatomic (b.) 
and diatomic (d.) lattices to illustrate the tunability of the negligible 




Generic 1-D lattice system 136 
Figure 
6-2 
Experimental design of a 1-D monatomic shear lattice 141 
Figure 
6-3 
Experimental set-up for testing amplitude-dependent band structure 
incorporating two single point lasers and a moderate stroke shaker . 




Experimental set-up for testing plane wave stability incorporating a 
scanning point laser and a high stroke shaker. (a.) Physical apparatus 




Experimental configuration for stability analysis of the 2-D lattice. 
The high stroke shaker excites the lattice in its center and the 




Discrete lattice models investigated in this work. (a.) 1-D grounded 





corresponding linear band structures are presented for the 1-D chain 
(c.) and 2-D lattice (d.). 
Figure 
6-7 
Velocity time histories at two neighboring unit cells above the shaker 
in the 1-D chain. The time delay and constant amplitude indicate that 




Amplitude-dependent band structure measured from travelling 
waves (a.) Irreducible Brillouin Zone (b.) Zoomed-in region 




A nearly 6% shift in band structure can be experimentally achieved 




Amplitude-dependent plane wave stability is experimentally 
observed in the 1-D chain. A low amplitude plane wave (solid line) 
retains its spectral content almost exclusively at the fundamental 
frequency and higher harmonics whereas a high amplitude plane 





Waveforms experimentally recorded at different locations in the 1-
D chain when different amplitudes are sent to the shaker. Low 
amplitude plane waves (solid line) retain their spectral content 
almost exclusively in the fundamental frequency and higher-
harmonics whereas high amplitude plane waves (dashed line) 
undergo a spreading of their frequency content across 
incommensurate frequencies. Distances from the shaker are (a.) 𝒋 =




A constant harmonic load to the 1-D chain originates as a plane wave 
and transitions into a nonlinear standing wave over time. In (a.), low 
amplitude (𝑽𝒉 = 𝟎. 𝟑 V) plane waves produce stable standing. In 
(c.), high amplitude (𝑽𝒉 = 𝟐 V) plane waves produce unstable 
standing wavesDirection-dependent stability experimentally 
observed in the 2-D lattice. High amplitude plane waves propagate 
unstably along the lattice direction (dashed line) yet stably along an 
inclined direction (solid line), consistent with the multiple scales 
prediction. Velocities are captured three unit cells from the shaker, 




Direction-dependent stability experimentally observed in the 2-D 
lattice. High amplitude plane waves propagate unstably along the 
lattice direction (dashed line) yet stably along an inclined direction 





are captured three unit cells from the shaker, which was 
parameterized by 𝑽𝒑 = 𝟏. 𝟓 V and 𝒇 = 𝟏𝟕 Hz. 
Figure 
6-14 
Directional stability experimentally observed in the lattice along 
different distances from the source. The distances from the shaker 




Isolated unit cell of the asymmetrical, hierarchical lattice structure. 
(a.) Proposed fabrication method in which nonlinear coupling is 
achieved by elastomeric bumpers (b.) The equivalent spring-mass-




Hierarchical unit cell with labeled parameter notation 167 
Figure 
7-3 
Lattice structure containing unit cells with internal hierarchy, 
nonlinearity, and asymmetry. (a.) The elastomeric bumper design is 





Hierarchical unit cell consisting of two scales 168 
Figure 
7-5 
Response of the two-scale system to different impulse magnitudes. 




Impulsive excitation of the large scale of the unit cell at the chain’s 
center in a nonlinear (a.) and linear (b.) lattice. Note the preferential 
propagation of energy from left-to-right for the case with nonlinear 
interactions: 𝒎𝒐𝒖𝒕𝒆𝒓 = 𝟏,𝒎𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟎. 𝟎𝟓,𝒎𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟎𝟎𝟓, 𝒌𝟏 =
𝟏, 𝒌𝟏,𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟎, 𝒌𝟏,𝒊𝒏𝒏𝒆𝒓 = 𝟎, 𝒌𝟑,𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟏, 𝒌𝟑,𝒊𝒏𝒏𝒆𝒓 =
𝟎. 𝟏, 𝒄𝒐𝒖𝒕𝒆𝒓 = 𝟎. 𝟎𝟎𝟐, 𝒄𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟎. 𝟎𝟎𝟐, 𝒄𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟎𝟎𝟎𝟐,





Response of a 1-D lattice to various impulse amplitudes applied to 
the large scale of the unit cell at its center. Non-reciprocal behavior 
occurs at specific impulse magnitudes: 𝒎𝒐𝒖𝒕𝒆𝒓 = 𝟏,𝒎𝒎𝒊𝒅𝒅𝒍𝒆 =
𝟎. 𝟎𝟓,𝒎𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟎𝟎𝟓, 𝒌𝟏 = 𝟏, 𝒌𝟏,𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟎. 𝟎𝟓, 𝒌𝟏,𝒊𝒏𝒏𝒆𝒓 =
𝟎. 𝟎𝟓, 𝒌𝟑,𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟏, 𝒌𝟑,𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟏, 𝒄𝒐𝒖𝒕𝒆𝒓 = 𝟎. 𝟎𝟎𝟐, 𝒄𝒎𝒊𝒅𝒅𝒍𝒆 =




Impulsive excitation of the large scale of the unit cells at the chain’s 
boundaries. Energy propagates rightward when initiated at the left 
boundary (a.) but localizes when initiated at the right boundary (b.): 
𝒎𝒐𝒖𝒕𝒆𝒓 = 𝟏,𝒎𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟎. 𝟎𝟓,𝒎𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟎𝟎𝟓, 𝒌𝟏 =





𝟎. 𝟏, 𝒄𝒐𝒖𝒕𝒆𝒓 = 𝟎. 𝟎𝟎𝟐, 𝒄𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟎. 𝟎𝟎𝟐, 𝒄𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟎𝟎𝟎𝟐,
𝑰𝟎 𝑰𝒏𝒐𝒓𝒎⁄ = 𝟎. 𝟏. 
Figure 
7-9 
Response of a 1-D lattice to various impulse amplitudes applied to 
the large scale of the unit cells at the left (a.) and right (b.) 
boundaries. The preferential energy propagation occurs at various 
impulse amplitudes: 𝒎𝒐𝒖𝒕𝒆𝒓 = 𝟏,𝒎𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟎. 𝟎𝟓,𝒎𝒊𝒏𝒏𝒆𝒓 =
𝟎. 𝟎𝟎𝟓, 𝒌𝟏 = 𝟏, 𝒌𝟏,𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟎. 𝟎𝟓, 𝒌𝟏,𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟎𝟓, 𝒌𝟑,𝒎𝒊𝒅𝒅𝒍𝒆 =





Examples of continuous nonlinear periodic media. (a.) Layered 




Lattice featuring a gradient in its stiffness nonlinearity 184 
Figure 
8-3 
The human spine has a nearly-periodic distribution of vertebrae 186 
Figure 
8-4 
Structure with nonlinearity and internal hierarchy to break 
reciprocity for airborne and waterborne acoustic waves. An acoustic 
source travels through an array of Helmholtz resonators coupled by 
elastic membranes (in blue). In (a.), the source, sent from the large 
scale, is identified by the receiver at the small scale. However, in 
(b.), the source, sent from the small scale, cannot be identified by the 




Diatomic numerical chain stability study: 𝑥𝑏, 2
nd-order IC's, Π1 =
0.01, Π4 = 1.5, 𝜇 =
𝜋
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Reduction of variance in the 2nd (a.) and 3rd (b) harmonics 
numerically measured in simulations of the 1-D diatomic chain: 𝑥𝑏, 
Acoustic Branch, Π4 = 2, 𝜇 =
𝜋
4




Reduction of variance in the 2nd (a.) and 3rd (b.) harmonics 
numerically measured n simulations of the 1-D diatomic chain: in 
𝑥𝑏, Optical Branch, Π4 = 2, 𝜇 =
𝜋
4








Wave propagation in periodic structures and metamaterials has attracted the interest of the 
engineering community due to the presence of bandgaps, or forbidden frequency ranges of 
propagation, which have inspired devices to include filters, diodes, switches, and 
waveguides. Geometric and material nonlinearities present in periodic structures result in 
propagation features (e.g. direction, cut-off/cut-on frequencies, group velocity) dependent 
on wave amplitude, thereby providing an additional means to manipulate wave 
propagation. This work explores waveform invariance, stability, and non-reciprocity as 
enabled by nonlinear periodic structures. One-dimensional and two-dimensional discrete 
lattices are considered. Waveform invariance, in which a multi-harmonic solution persists 
without dispersing for all space and time, and plane wave stability, in which high amplitude 
waves undergo significant distortion of their spectral content, are informed by perturbation 
analysis of the lattices’ equations of motion. Extensions of the invariant plane wave 
solutions include special fundamental frequencies that avoid higher-harmonic generation 
and a slow-scale energy modulation between internally-resonant wave propagation modes. 
Non-reciprocity exploits a preferred energy transfer that occurs from large to small scales, 
coupled by strongly nonlinear restoring forces, to create a periodic lattice with highly 
asymmetrical wave propagation. Theoretical findings are validated with numerical 
simulations and experimental testing and may apply to damage detection, data encryption, 











CHAPTER 1. INTRODUCTION 
1.1 Overview 
This research investigates stability, waveform invariance, and non-reciprocity in nonlinear 
periodic structures and metamaterials. Spatially-repeating patterns of material properties, 
geometry, and/or boundary conditions characterize periodic media, or lattices, which 
possess inherent filtering and wave-guiding properties. The consideration of stiffness 
nonlinearities in periodic structures enables amplitude to further tune these unique wave 
propagation features. For a nonlinear lattice, the acoustic band diagram which relates 
frequency to wavenumber and identifies bandgaps that prohibit wave propagation, evolves 
with wave amplitude allowing the bandgap size and location to be adjusted in-situ. Yet 
questions remain regarding the nature and capabilities of wave propagation in nonlinear 
lattices, giving rise to the aforementioned investigation of stability, waveform invariance, 
and non-reciprocity.  
Little attention has been given to the stability of plane-wave propagation in nonlinear 
periodic structures. Under what conditions do plane waves retain—or lose—stability? 
Clearly, phenomena such as amplitude-dependent filtering are desired to occur stably. The 
potential of instabilities of plane waves in mechanical lattices has been largely unexplored 
and would provide design parameters to avoid or novel behavior to exploit. Furthermore, 
it is well-known that a single-frequency propagating in nonlinear media generates higher-
harmonics. A single harmonic forcing applied to a nonlinear medium results-in a wave that 
undergoes significant changes to its spectral composition, which has been used 




in nonlinear media limited to a spatially and temporally variable frequency content? Do 
nonlinear lattices possess a preferred distribution of spectral energy for invariant plane-
wave propagation?  Lastly, linear, time invariant materials are bound by reciprocity: 
sources and receivers will transmit and measure the same amount of energy should their 
locations exchange. Nonlinearity, therefore, provides the potential to break this symmetry 
and does not require any active system components or external bias. Can a nonlinear lattice 
be designed to passively break reciprocity?  
This work explores waveform invariance, stability, and non-reciprocity in nonlinear 
periodic media, demonstrating their existence and proposing their significance. The rest of 
this chapter is organized as follows: Section 1.2 provides a background of the 
characteristics of wave propagation in linear and nonlinear lattices. Prior work relevant to 
and motivational for the study of invariance, stability, and non-reciprocity is contained in 
Section 1.3, 1.4, and 1.5, respectively. Section 1.6 summarizes the main contributions of 
this work to the engineering and physics communities. Lastly, Section 1.7 details the 
structure for the remaining chapters.  
1.2 Wave Propagation in Linear and Nonlinear Periodic Media 
1.2.1 Linear Periodic Media 
Periodic media consists of spatially-repeating patterns of material properties, 
geometry, and/or boundary conditions. They arise naturally in civil, automotive, and 
aerospace applications to maintain structural integrity of components such as aircraft wings 
and bridges, as depicted in Figure 1-1a and Figure 1-1b, respectively. It is beneficial, 




these periodic arrangements after such structural components are assembled. However, it 
is also advantageous to design periodicity into a system because of its interaction with and 
handling of dynamic loads, e.g. waves and vibrations. It is well known that periodically-
spaced elastic components effectively function as mechanical filters, blocking ranges of 
frequency from propagating [1]. This property sparks several intriguing applications such 
as the Surface Acoustic Wave (SAW) filter, pictured in Figure 1-1c, in which an 
electromagnetic signal is transduced into a surface acoustic wave, filtered mechanically by 
periodically-spaced fingers, and then re-converted into an electromagnetic signal [2]. The 
SAW filtration process has been introduced in cell phone technology as a method to 
preserve battery life. 
 
Figure 1-1. Engineering examples of periodic structures. Periodicity arises naturally 




can also be intentionally designed into systems, such as the Surface Acoustic Wave 
filter (c.). Images sources are [3-5]. 
Key to understanding the filtering property of periodic media is the band diagram, 
or band structure, which relates frequency to wavenumber much like an electronic band 
diagram relates energy to wavenumber. Figure 1-2a displays a sample two-dimensional 
periodic plate system whereby the geometry of the periodicity dictates the lattice directions 
and hence the Irreducible Brillouin Zone illustrated in Figure 1-2b. For its band structure 
in Figure 1-2c, note that there are ranges of frequency that are permitted, termed passbands, 
and those that are forbidden, termed bandgaps. Bandgap formation can be understood by 
realizing that the band structure itself must be periodic for a periodic system and that 
interference patterns between reflected and transmitted waves at each unit cell will undergo 
complete cancellation at certain frequency ranges. Other methods of bandgap formation 
include local resonance [6] and inertial amplification [7]. The Bloch Wave Expansion [8] 
expedites the process for obtaining band structures by posing an eigenvalue problem for a 
single unit cell that identifies all possible wave propagation modes and consequently relates 





Figure 1-2. 2-D elastic periodic structure (a.) geometry of the plate structure (b.) 
irreducible Brillouin zone for propagation constant definition (c.) band structure 
identifying passbands and bandgaps [9]. 
1.2.2 Nonlinear Periodic Media 
Nonlinear stiffness interactions, whether the result of geometry or a material’s 
constitutive law, enables rich physics for wave propagation in periodic media unseen by 
its linear counterpart, such as amplitude-dependent behavior and the coupling of wave 
propagation modes. A seminal study in the field of wave propagation in nonlinear periodic 
media was conducted in 1955 by the scientists Fermi, Pasta, Ulam, and Tsingou at Los 
Alamos National Laboratories [10]. Hypothesizing that a chain of many particles coupled 
with weakly nonlinear restoring forces would exhibit ergodicity, the team carried-out 
numerical integration of the chain’s equation of motion assigning energy to its fundamental 




produced behavior opposite to the expected ergodicity: there was recurrence to the 
simulation’s initial conditions. Energy periodically exchanged between modes instead of 
distributing across all modes (i.e., equipartition).  Such result sparked many subsequent 
findings in the same lattice, such as the perturbation theories proposed by Kolmogorov, 
Arnold, and Moser [11-13], the integrable dynamics of the lattice’s continuous limit [14],  
and even chaotic behavior [15].  
Several advancements to the analysis of wave propagation in nonlinear periodic 
structures have been made over recent years.  Vakakis and King characterized the 
amplitude-dependent propagation and attenuation zones in monocoupled nonlinear lattices 
[16]. Chakraborty and Mallik derived expressions governing the bandgap shifts as a 
function of wave amplitude in infinite and finite monatomic chains [17]. Ganesh and 
Gonella investigated modal-mixing of nonlinear lattices whereby higher branches of a 
lattice’s band structure activate under excitation at lower branches [18]. They enriched their 
finding of modal mixing by extending their perturbation framework to combine the effects 
of second harmonic generation from quadratic nonlinearity and bandgap shifting from 
cubic nonlinearity [19]. Dubus et al. studied a linear monatomic chain linearly coupled to 
a second, nonlinear monatomic chain [20]. Strong energy transfer occurs between the 
chains at critical wavenumbers. Manktelow [21] and Narisetti [22] presented a multiple 
scales framework for uncovering closed-form expressions governing amplitude-dependent 
dispersion shifts in nonlinear periodic media. In two-dimensional lattices, the extension of 
such perturbation framework reveals that wave amplitude can adjust the cut-off frequency 
for a given wave propagation direction [23].  




Dispersive media tends to separate multi-frequency signals since, by definition, wave speed 
varies with frequency. Such phenomena poses challenges for coherent signal processing 
over long spatial and temporal scales such as SONAR detection in shallow water [24]. By 
virtue of their periodicity, lattices are inherently dispersive and therefore the same 
challenges arise. Nonlinearity offers the potential to enable invariant wave propagation, 
which by contrast, maintains a given spectral distribution over the course of wave 
propagation, exuding the signature of a d ’Alembert travelling wave solution. Various 
classes of invariant waveforms have been uncovered in nonlinear dispersive media.  
A soliton is a well-known invariant waveform characterized by its pulse-like distribution 
of wave energy—or compact support—that retains its shape over the course of propagation 
and after collision with another soliton. Such solutions occur due to a balance between 
softening-type dispersion and hardening-type nonlinearity at prescribed amplitudes and 
wave speeds. Solitons were originally observed in water [25] and have since been found in 
fiber-optic cables [26, 27], granular media [28, 29], and weakly nonlinear lattices [30, 31]. 
A common approach to their identification is to substitute a general wave solution of 
permanent form into the governing equations and impose the solution’s boundedness, or 
compact support, yielding a relationship between the soliton’s amplitude and velocity [14, 
32, 33].  
Variants of the soliton have been studied and exhibit differences between the 
spatiotemporal character of the pulse. The main attribute of the breather, for instance, is its 
modulating envelope [34, 35] which describes molecular-level phenomena such as dipole 
oscillations in a 1-D condensate [36]. The existence of breathers in micro-resonators has 




distribution [38, 39] and have been observed in mechanical systems such as chains of 
rotating pendula [40, 41]. Additionally, dark solitons comprise localized “dips” superposed 
on a propagating wave background [42-44] and their existence in shear lattices with 
nonlinear foundations was recently revealed [45]. 
Another invariant waveform is the so-called cnoidal wave, which in contrast to the soliton 
“pulse” is a periodic solution characterized by a long wavelength, flat troughs, and sharp 
crests. Figure 1-3 presents cnoidal waves captured by U.S. Army Bombers flying over 
Panama in 1933 [46]. Like solitons, cnoidal waves were originally discovered in water in 
which the dispersion inherent to low amplitude shallow water waves balances with 
amplitude-dependent phase velocity to manifest as a wave of permanent form. These 
periodic solutions are expressed in terms of elliptic functions and satisfy—in closed form—
the Korteweg de Vries (KdV) partial differential equation [33, 47, 48]. Recently, Friesecke 
and Mikikits-Leitner [20] demonstrated that the nonlinear interaction of particles in a 
discrete chain uncover, in the continuum limit, continuous partial differential equations, 
such as the KdV equation and thus cnoidal waves. In a similar study, Gaison et al. [21] 
applied homogenization techniques to the long wavelength limit of a nonlinear monatomic 
lattice with periodic material properties and uncovered solutions that approximately satisfy 





Figure 1-3. Cnoidal  waves observed by U.S. bombers over the Panama coast [46] 
1.4 Stability 
 The stability of waves in elastic and acoustic nonlinear media has received varying degrees 
attention, depending upon the waveform and type of media. In [49], Newton and Keller 
present a strategy for determining the stability of plane waves in continuous media 
governed by a general class of nonlinear partial differential equations. Their perturbation 
framework introduces a general plane wave solution at higher orders and subsequently 
derives the conditions for the existence of real or imaginary frequencies signaling stability 
or instability, respectively. The stability of invariant plane waves in water has been 
considered extensively. For example, the leading terms of a Stoke’s wave possesses 
fundamental and second harmonic plane waves that theoretically should travel invariantly. 
To assess such a wave’s stability, a low frequency envelope is introduced and conditions 
for its modulation or unbounded growth are investigated, leading to the celebrated 




modulation instability, or growth of sidebands from a carrier wave, disintegrates plane 
waves in nonlinear media presuming certain resonant-like conditions are met between the 
sideband frequencies and its primary carrier wave. 
 
Figure 1-4. Instability of a water wave experimentally captured in a water tank in 
which a wave maker oscillates at 0.85 Hz [54]. Note the higher-harmonics 
characteristic to the signal recorded at 60 m from the source (a.) whereas the 
disintegration of the multi-harmonic wave is recorded at 120 m from the source (b.).  
Other studies have considered waveform stability in nonlinear periodic media yet have 
considered solutions other than plane waves. Bickham et al. [55] studied the stability of 
localized modes in a monoatomic chain with quadratic and cubic force interactions. 
Numerical simulations introduced local static distortions into chains. Instabilities of the 
localized vibration modes began to arise in simulations in which the cubic anharmonicity 
increased to the point where the lowest possible plane wave frequency was reached. Further 
increases in the cubic anharmonicity led to behavior reminiscent of a triatomic molecule, 
until further increases created instabilities yet again. Friesecke and Pego [56] identified 
exponential growth in amplitude of waves in discrete lattices by applying Floquet theory 
and analyzing evolution equations. In [57], Flach and Gorbach uncovered a threshold for 




diatomic lattices using a quasi-discreteness approach. They derived evolution equations 
and fixed points for acoustic and optical modes and identified the presence of asymmetrical 
gap solitons. Gorbach and Johansson [59] presented findings on the linear stability of 
discrete gap breathers in a 1-D diatomic chain with harmonic intersite potential and 
nonlinear external potential. Six types of instabilities were identified, which took on either 
oscillatory or non-oscillatory forms. An “inversion of stability” regime was found 
characterized by practically radiationless mobility. For nonlinear periodic structures, very 
little efforts have been directed towards understanding the stability of plane waves. 
Instabilities in metamaterials are often studied in terms of non-convex curvature in the 
media’s potential energy landscape [60]. Unit cells comprising bi-stable elements 
inherently possess unstable fixed points and exhibit “snap-through” behavior [61-64], 
supporting the propagation of transition waves [65, 66] and asymmetrical wave 
transmission [67].  
1.5 Non-Reciprocity 
Reciprocity is a property of linear time invariant media in which a source transmits energy 
to a receiver and the same energy transmission will occur should the source and receiver 
exchange positions. It has mathematical analogs in heat and electricity carrying media, and 
is widely used in linear modal testing to obtain frequency response functions as well as for 
transducer calibration. Recent research efforts have explored methods of breaking this 
symmetry, with a practical opportunity of designing “one-way” devices that permit 




direction. Such behavior is termed non-reciprocity and it has been achieved using both 
active and passive approaches. 
Many studies have reported non-reciprocity in systems with odd-symmetric external 
biases, or some active external force that biases the direction of energy transmission. Such 
external biases range from magnetic fields in electrical systems [68] to circulating fluid 
flow in acoustic systems [69, 70] to moving, zero-index acoustic meta-materials [71]. 
Additional active methods of breaking reciprocity include space/time modulation of 
material properties which has received increasing intention in recent years. By periodically 
varying density and Young’s modulus, Trainiti and Ruzzene  [72] reported large disparities 
in opposite directions of band diagrams, from which the optimal modulation speed for 
maximizing nonreciprocity was derived. In [73], harmonic spatiotemporal modulation of 
density and modulus in periodic laminates produces asymmetric propagation for 
supersonic and subsonic modulation speeds. In the scale-separated homogenization limit, 
the Willis stress-velocity momentum-strain coupling tensor provides a direct measurement 
of the non-reciprocity. A comprehensive dispersion analysis of modulating material 
properties in two-dimensional phononic crystals is provided in [74]. Alternatively, the 
geometric properties of acoustic cavities can also be modulated [75]. Photon-phonon 
conversion [76], activation/deactivation of periodically spaced electrodes [77], and 
magnetically active elastic materials [78] are other recent efforts of breaking reciprocity 
through modulation of a medium’s properties.  
Considerably less attention has been given to systems that passively break reciprocity—
particularly within the acoustics and vibrations community. Liang et al. [79, 80] developed 




the bandgaps of the superlattice and the higher harmonic generation of the nonlinear 
medium to induce nearly one-way wave propagation. A similar study was carried-out by 
Luo et al. [81] in which linear and nonlinear lattices with identical masses were joined at 
an interface. A shift in the acoustic branch but not in the optical branch occurred, enabling 
a bias in propagation direction at sufficiently high amplitudes. Boechler et al. [82] 
experimentally observed acoustic rectification by similar means in a granular chain with a 
point defect. In these studies, the location of the interface or the defect relative to the source 
of excitation limits the application of the designs for sound and vibration isolation. The 
strategies in  [79, 80, 82] requires the “upconverting” of the wave at its fundamental 
frequency to higher harmonics, thus not retaining all signal information at the fundamental 
operating frequency. In another study [67], reciprocity was broken in a periodic structure 
by activating a supratransmission instability. Dispersion analysis of the nonreciprocal wave 
propagation was reported.  
1.6 Main Results 
This work reveals several novel aspects of wave propagation in nonlinear periodic media. 
These findings introduce rich new behavior and analysis techniques, building-upon prior 
work that predicted and validated amplitude-dependent dispersion characteristics of 
nonlinear lattices and metamaterials. The primary contributions of this work include: 
• A higher-order perturbation analysis is detailed that predicts the stability of and 
invariant spectral content for plane waves in an arbitrary nonlinear one-dimensional 




• Multi-harmonic plane waves are derived that retain their spectral energy 
distribution across space and time. Such finding is remarkable due to the dispersive 
nature of lattices. It enables a continuous distribution of plane wave energy to 
propagate unaltered, potentially useful for the detection strategies of SONAR 
systems, for example.  
• At special frequencies, these invariant waveforms consist of solely its fundamental 
term, thus circumventing the production of higher-harmonic frequency content 
across space and time.  
• Furthermore, internal resonances in nonlinear lattices exhibits a unique form of 
waveform invariance in which two internally resonant wave propagation modes 
exchange energy in a closed-periodic orbit of their phase space for all space and 
time.  
• Plane wave stability is established whereby certain amplitude ranges and, 
counterintuitively, directions of nonlinear lattices exhibit variable degrees of 
stability for plane wave propagation. Such findings may inspire wave-based 
mechanical encryption techniques.  
• A lattice incorporating nonlinearity, asymmetry, and internal hierarchy is 
demonstrated to passively break reciprocity for broadband (impulsive) excitation. 
This media is entirely passive, not relying upon an external source of energy to bias 
the wave propagation direction.  




This dissertation is organized as follows: Chapter 2 presents a higher-order perturbation 
analysis of one-dimensional (1-D) weakly nonlinear lattices, revealing amplitude-
dependent stability and multi-harmonic content associated with waveform invariance. 
Chapter 3 extends the higher-order perturbation analysis to two-dimensional (2-D) shear 
lattices. In addition to the amplitude-dependence observed in 1-D chains, waveform 
invariance and stability surprisingly take-on angular-dependence in lattices with symmetric 
stiffness terms. Chapters 4 and 5 describe two special classes of waveform invariance. In 
Chapter 4, a slow scale energy exchange between two internally-resonant wave 
propagation modes is captured by reformulating the multiple scales analysis. In Chapter 5, 
multiple scales predicts specific frequencies at which invariant plane waves comprise only 
their fundamental term, thereby suggesting an aversion to higher-harmonic generation at 
these select frequencies. Experimental validation of amplitude-dependent dispersion 
shifting and waveform stability is outlined in Chapter 6. Chapter 7 overviews non-
reciprocity as enabled by lattices with strong nonlinearity, asymmetry, and internal 
hierarchy. Lastly, Chapter 8 summarizes the contributions of the present work and proposes 





CHAPTER 2. AMPLITUDE-DEPENDENT STABILITY AND 
WAVEFORM INVARIANCE IN ONE-DIMENSIONAL 
NONLINEAR PERIODIC STRUCTURES 
2.1 Overview  
This chapter develops a higher-order multiple scales procedure that reveals amplitude-
dependent stability and waveform invariance of plane waves in one-dimensional (1-D) 
nonlinear periodic structures. Prior studies of such systems derived amplitude-dependent 
band diagrams through a 1st-order perturbation analysis [21, 22]. Furthermore, the 
consideration of stability and waveform invariance have been centered-around spatially 
localized solutions such as the soliton [58, 83, 84] and breather [57, 59, 85, 86]. By contrast, 
this work examines plane waves of infinite temporal and spatial extent in weakly nonlinear 
monatomic and diatomic chains. A local fixed-point analysis describes an amplitude-
dependent transition from stable to unstable plane wave propagation. Additionally, multi-
harmonic invariant plane waves are identified that maintain their spectral distribution over 
the course of propagation. Such features are made manifest through a higher-order multiple 
scales framework: a 1st-order analysis is not sufficient for capturing this behavior.  
The chapter is organized as follows. Section 2.2 describes the example systems considered 
in this work: weakly nonlinear monatomic and diatomic chains. Nonlinearity arises from 
the inclusion of small quadratic and cubic stiffness terms. Section 2.3 and 2.4 present a 
higher-order multiple scales analysis of the monatomic and diatomic systems, respectively. 




summarizes the approach to conducting numerical simulations of the lattice equations of 
motion which is used to validate the multiple scales findings. While not the principal goal 
of this work, Section 2.6 documents higher-order dispersion shifts, confirming the 
negligible role of quadratic stiffness in bandgap shifting. Section 2.7 studies the stability 
of plane waves, beginning with a local fixed point analysis of the multiple scales evolution 
equations and supporting the predictions with numerical simulations. Section 2.8 reveals 
and numerically validates waveform invariance as predicted by the higher-order 
perturbation analysis. Lastly, conclusions are drawn in Section 2.9.  
2.2 System Description: 1-D Chains 
This section introduces the two systems studied herein, namely nonlinear monatomic and 
diatomic chains, defining their equations of motion to which the asymptotic analyses are 
applied and presenting schematics for ease of system visualization. For the monatomic 
chain, the smallest repeatable subsystem, or unit cell, consists of a single mass and its 
connecting springs and dampers, as presented in Figure 2-1. 
 
Figure 2-1. Schematic of the unit cell for the monatomic chain. 
A force balance on the 𝑗𝑡ℎ mass yields its equation of motion 
  𝑚?̈?𝑗 + 𝑘1(2𝑥𝑗 − 𝑥𝑗+1 − 𝑥𝑗−1) − 𝑘2(𝑥𝑗+1 − 𝑥𝑗)
2






  − 𝑘3(𝑥𝑗+1 − 𝑥𝑗)
3
− 𝑘3(𝑥𝑗−1 − 𝑥𝑗)
3
+ 𝑐(2?̇?𝑗 − ?̇?𝑗+1 − ?̇?𝑗−1) = 0 (2.1) 
where 𝑥𝑗 = 𝑥(𝑗, 𝑡) denotes the displacement from equilibrium of the 𝑗
𝑡ℎ mass, 𝑚 its mass, 
𝑘1, 𝑘2, and 𝑘3 the linear, quadratic, and cubic stiffnesses, respectively, and 𝑐 denotes the 
linear damping coefficient. Time derivatives of 𝑥𝑗—?̇?𝑗 and ?̈?𝑗—denote the velocity and 
acceleration of the 𝑗𝑡ℎ mass, respectively. The parameter  is assumed to be small and 
introduced herein as a bookkeeping device. 
By contrast, the unit cell of the diatomic chain, depicted in Figure 2-2, contains two masses 
coupled with identical springs and dampers.  
 
Figure 2-2. Schematic of the unit cell for the diatomic chain. 
Summing the forces on each degree of freedom in the 𝑗𝑡ℎ unit cell leads to its equation of 
motion  
  𝑀?̈?𝑗 + ∑ 𝐾𝑙𝑥𝑙
𝑗+1
𝑙=𝑗−1 + ∑ 𝐶𝑙?̇?
𝑗+1













  𝐾𝑗−1 = (
0 −𝑘1
0 0
) , 𝐾𝑗 = (
2𝑘1 −𝑘1
−𝑘1 2𝑘1




  𝐶𝑗−1 = (
0 −𝑐
0 0
) , 𝐶𝑗 = (
2𝑐 −𝑐
−𝑐 2𝑐




  𝑓𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐 = [
−𝑘2(𝑥𝑏(𝑗 − 1, 𝑡) − 𝑥𝑎(𝑗, 𝑡))
2
+ 𝑘2(𝑥𝑏(𝑗, 𝑡) − 𝑥𝑎(𝑗, 𝑡))
2
−𝑘2(𝑥𝑎(𝑗, 𝑡) − 𝑥𝑏(𝑗, 𝑡))
2 + 𝑘2(𝑥𝑎(𝑗 + 1, 𝑡) − 𝑥𝑏(𝑗, 𝑡))
2] (2.7) 
  𝑓𝑐𝑢𝑏𝑖𝑐 = [
𝑘3(𝑥𝑏(𝑗 − 1, 𝑡) − 𝑥𝑎(𝑗, 𝑡))
3
+ 𝑘3(𝑥𝑏(𝑗, 𝑡) − 𝑥𝑎(𝑗, 𝑡))
3
𝑘3(𝑥𝑎(𝑗, 𝑡) − 𝑥𝑏(𝑗, 𝑡))
3
+ 𝑘3(𝑥𝑎(𝑗 + 1, 𝑡) − 𝑥𝑏(𝑗, 𝑡))
3] (2.8) 
 
It is noted here that the presence of linear and small cubic and quadratic force displacement 
relationships describes many systems whose nonlinear interactions are expanded in a 
Taylor series.  
2.3 Higher-Order Multiple Scales Analysis: Monatomic Chain 
In this section, a higher-order method of multiple scales (MMS) is developed for the 
monatomic chain presented in Section 2, extending the analysis through the 2nd-order to 
capture harmonic content and time evolution of amplitude and phase. It is shown in Section 
5.3 that inclusion of these higher-order features increases the invariance of the cnoidal-like 
wave. Higher-order results also facilitate the stability and dispersion analyses, providing 
insight to behavior not evident at solely the 1st-order.  
Multiple time scales are assumed to exist such that 
  𝑇0 = 𝑡, 𝑇1 = 𝑡, 𝑇2 =





where 𝑡 denotes the original time scale and 𝑇𝑛 represents the 𝑛
𝑡ℎ time scale. Since ≪ 1, 
each time scale advances more slowly than its predecessor. Introducing these times scales 
plays an important role in detecting amplitude-dependent dispersion shifts since phase 
change at each slow time scale can be interpreted as dispersion corrections.  
In accordance with these time scales, differentiation with respect to time contains multiple 
orders, 
  ( )̇ = 𝐷0( ) + 𝐷1( ) +
2𝐷2( ) + ⋯+
𝑛𝐷𝑛( ), (2.10) 
where 𝐷𝑛( ) denotes an operator defined to represent differentiation with respect to 𝑇𝑛.  
It follows that 





  = 𝐷0
2( ) + 2 𝐷0𝐷1( ) +
2𝐷1
2( ) + 2 2𝐷0𝐷2( ) + 𝑂(
3) (2.11) 
The MMS seeks a series expansion of the solution of the form 










 denotes the 𝑛𝑡ℎ order solution. Thus, the asymptotic solution is expanded about 
a known 0th-order solution 𝑥𝑗
(0)
.  Substituting Eqs. (2.10), (2.11), and (2.12) into Eq. (2.1) 





















































(0) ) − 𝑐𝐷0(2𝑥𝑗
(1) − 𝑥𝑗+1
(1) − 𝑥𝑗−1
(1) ) + 
  𝑓𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐(𝑥𝑗−1, 𝑥𝑗 , 𝑥𝑗+1) + 𝑓𝑐𝑢𝑏𝑖𝑐(𝑥𝑗−1, 𝑥𝑗 , 𝑥𝑗−1) (2.15) 
where 
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Note that the left-hand sides of Eq. (2.13) through (2.15) are similar; i.e., the linear kernels 
of the collected equations take the same form. Also note that each order is effectively forced 
by the solution obtained from the previous order.  
By examination of Eq. (2.13), it is apparent that 𝑥𝑗
(0)
 takes the form of a Bloch wave since 






𝐴𝑒𝑖𝜔0𝑇0𝑒−𝑖𝜇𝑗 + 𝑐. 𝑐. (2.18) 
where 𝐴 denotes the wave's amplitude, 𝜔0 and 𝜇 the wave's fundamental temporal and 





Since 𝐴 is generally a complex quantity, it is useful to express it in polar form 
  𝐴 = 𝛼𝑒𝑖𝛽 (2.19) 
where 𝛼 = 𝛼(𝑇1, 𝑇2, … , 𝑇𝑛) and 𝛽 = 𝛽(𝑇1, 𝑇2, … , 𝑇𝑛) are real quantities. Wave amplitude 
is a critical parameter as it determines the strength of the nonlinearities and consequently 
the amount of dispersion shifting and the relevancy of the MMS results.  
The 0th-order dispersion relationship follows from the Bloch solution form in Eq. (2.18) 
and the governing equation in Eq. (2.13)  
  𝜔0 = √
2𝑘1
𝑚
(1 − cos 𝜇) (2.20) 
This relationship, which stems from the linear, undamped chain ( = 0), shifts for waves 





 is found by updating Eq. (2.14) with Eq. (2.18). Secular terms, i.e. 
those that contain 𝑒𝑖𝜔0𝑇0𝑒−𝑖𝜇𝑗, or its complex conjugate, induce resonant responses and 
thus cause the series solution to become non-uniform over the time scales of interest. 
Consequently, they are set to zero: 




cos 2𝜇 − 3 cos 𝜇 +
9
4
) + 𝑐𝑖𝜔0𝛼(1 − cos 𝜇)  
  +𝑖𝑚𝜔0𝐷1𝛼 −𝑚𝜔0𝛼𝐷1𝛽 (2.21) 
which, after separating real and imaginary parts and setting to zero, restricts the evolution 
of 𝛼 and 𝛽 with respect to 𝑇1 
  𝐷1𝛼 = −𝛾𝛼 (2.22) 






  𝛾 =
𝑐
𝑚
(1 − cos 𝜇) (2.24) 
  𝛿 =
3𝑘3
4𝑚𝜔0
(cos 2𝜇 − 4 cos 𝜇 + 3) (2.25) 
Eqs. (2.22) and (2.23) represent evolution equations describing the dynamics of the wave 
on a slower time scale. Phase evolution governs dispersion shifts whereas amplitude 
evolution affects wave stability as will be presented in Sections 5.1 and 5.2.1, respectively.  
With secular terms removed, Eq. (2.14) reduces to a linear, 1st-order ODE with constant 
coefficients and harmonic forcing at 2𝜔0 and 3𝜔0. The homogeneous solution is ignored 
since it contains no information than that already given by 𝑥𝑗
(0)
, so a particular solution is 










3𝑖𝜔0𝑇0𝑒−3𝑖𝜇𝑗 + 𝑐. 𝑐. (2.26) 
where 𝐵1and 𝐶1 can be found using the method of undetermined coefficients 














The amplitudes in Eq. (2.27) and (2.28) describe the amount of 2nd and 3rd harmonic content 
that make-up the 1st-order plane wave solution. 





, the same procedure is carried out. Removal of secular terms now determines the 




  𝐷2𝛼 =
𝛾𝛿
𝜔0
 𝛼3 (2.29) 
  𝐷2𝛽 = Χ𝛼
4 + Υ𝛼2 + Ζ (2.30) 
where 
  Χ = −
1
4𝑚𝜔0
(𝑘3𝑐1(9 cos 𝜇 − 9 cos 2𝜇 + 3 cos 3𝜇 − 3) + 2𝛿
2𝑚) (2.31) 
  Υ = −
𝑘2𝑏1
𝑖𝑚𝜔0
(2 sin 𝜇 − sin 2𝜇) (2.32) 




The particular solution for 𝑥𝑗
(2)



















5𝑖𝜔0𝑇0𝑒−5𝑖𝜇𝑗 + 𝑐. 𝑐. (2.34) 
where 
  𝐵2 = 𝑏21𝛼
4𝑒2𝑖𝛽 + 𝑏22𝛼
2𝑒2𝑖𝛽 (2.35) 
  𝐶2 = 𝑐21𝛼
5𝑒3𝑖𝛽 + 𝑐22𝛼
3𝑒3𝑖𝛽 (2.36) 
  𝐸2 = 𝑒2𝐴
4 (2.37) 
  𝐹2 = 𝑓2𝐴
5 (2.38) 
and 


















𝑖𝜇 + 3𝑘3𝑏1 + 2𝑘2𝑐1)  (2.39) 


















𝑖𝜇 + 2𝑘3) (2.41) 


















These amplitudes build upon the higher harmonic content introduced at the 1st-order to 
describe more completely the multi-harmonic solutions that exist in this nonlinear media. 
As will be discussed in Section 5.3, this higher-order solution, when added to the 1st and 
0th-order solutions, propagates more invariantly, i.e. with less growth and decay in its 
spectral content.  
After substituting the results from Eqs. (2.18), (2.26), and (2.34) into Eq. (2.12), the 
solution for 𝑥𝑗 is now known up to 𝑂(
3).  
2.4 Higher-Order Multiple Scales Analysis: Diatomic Chain 
Next, the MMS is developed for the diatomic chain. As with the monatomic chain, higher-
order results reveal the magnitudes of the spatially and temporally invariant harmonics 
induced by the quadratic and cubic nonlinearities as well as amplitude and phase evolution 
equations utilized in the stability and dispersion shift analyses. It is again assumed that 
there are multiple time scales at which the system evolves and a series expansion of the 
solution is assumed 





















(0) + ∑ 𝐾𝑙𝑥𝑙
(0)𝑗+1






(1) + ∑ 𝐾𝑙𝑥𝑙
(1)
𝑗−1,𝑗,𝑗+1 = −2𝑀𝐷0𝐷1𝑥𝑗
(0) + 𝑓𝑑𝑎𝑚𝑝𝑖𝑛𝑔,1  
  +𝑓𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐,1 + 𝑓𝑐𝑢𝑏𝑖𝑐,1 (2.48) 
 𝑓𝑑𝑎𝑚𝑝𝑖𝑛𝑔,1 = [
𝑐𝐷0 (𝑥𝑏
(0)(𝑗, 𝑡) − 𝑥𝑎
(0)(𝑗, 𝑡)) + 𝑐𝐷0(𝑥𝑏
(0)(𝑗 − 1 , 𝑡) − 𝑥𝑎
(0)(𝑗, 𝑡))
𝑐𝐷0(𝑥𝑎
(0)(𝑗 + 1, 𝑡) − 𝑥𝑏
(0)(𝑗, 𝑡)) + 𝑐𝐷0(𝑥𝑎
(0)(𝑗, 𝑡) − 𝑥𝑏
(0)(𝑗, 𝑡))
] (2.49) 
 𝑓𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐,1 = [
𝑘2 (𝑥𝑏












(0)(𝑗, 𝑡) − 𝑥𝑏
(0)(𝑗, 𝑡))
2] (2.50) 
 𝑓𝑐𝑢𝑏𝑖𝑐,1 = [
𝑘3 (𝑥𝑏












(0)(𝑗, 𝑡) − 𝑥𝑏
(0)(𝑗, 𝑡))
3] (2.51) 





𝐴 𝜙𝑒𝑖𝜔0𝑇0𝑒−𝑖𝜇𝑗 + 𝑐. 𝑐. (2.52) 
where 𝐴 denotes the complex amplitude and 𝜙 a wave mode shape. 
 Substituting Eq. (2.52) into Eq. (2.47) leads to an eigenvalue problem for two wave modes 
and their dispersion relationship 𝜔0(𝜇). There are two independent solutions, 
corresponding to the acoustic and optical branches 


























2  (2.55) 
















As with the monatomic chain, these 0th-order dispersion relationships completely 
characterize the linear, undamped chain ( = 0). Higher-order results add amplitude-
dependent corrections to this relationship due to the nonlinearities. 
It is worth noting that at 𝜇 = 𝜋 when 𝑚𝑏 > 𝑚𝑎, the optical mode shape simplifies from an 
indeterminate form to [
1
0
] through application of L’Hopital’s rule.  
The known form of 𝑥𝑗
(0)
 is then substituted into Eq. (2.48). Projecting the secular terms 
against the Hermitian conjugate of the corresponding mode shape leads to evolution 
expressions for 𝐷1𝛼 and 𝐷1𝛽 
  𝐷1𝛼 = −𝛾𝑑𝛼 (2.57) 
  𝐷1𝛽 = 𝛿𝑑𝛼
2 (2.58) 
where  
  𝛾𝑑 = 𝛾𝑑 (𝜇, 𝑐, 𝜙𝑎, 𝑚𝑎, 𝑚𝑏) (2.59) 
  𝛿𝑑 = 𝛿𝑑 (𝜇, 𝑘3, 𝜙𝑎 , 𝜙𝑏 , 𝑚𝑎, 𝑚𝑏 , 𝜔0) (2.60) 
The functional dependence only is provided although complete expressions can be found 
in a straight-forward manner using a symbolic manipulator. Such dependence is significant 
because of arguments made about the influence of different chain parameters on dispersion 
shifts and stability in Sections 5.1 and 5.3, respectively. 
A particular solution for 𝑥𝑗
(1)














where the vectors 𝐵1and 𝐶1 are found using the method of undetermined coefficients. 









3 ] (2.63) 
where 
  𝑏1,𝑎 = 𝑏1,𝑎 (𝜇,𝑚𝑎, 𝑚𝑏 , 𝑘1, 𝑘2,  𝜙𝑎 , 𝜙𝑏 , 𝜔0) (2.64) 
  𝑏1,𝑏 = 𝑏1,𝑏 (𝜇,𝑚𝑎, 𝑚𝑏 , 𝑘1, 𝑘2,  𝜙𝑎, 𝜙𝑏 , 𝜔0) (2.65) 
  𝑐1,𝑎 = 𝑐1,𝑎 (𝜇,𝑚𝑎, 𝑚𝑏 , 𝑘1, 𝑘3, 𝜙𝑎,  𝜙𝑏 , 𝜔0) (2.66) 
  𝑐1,𝑏 = 𝑐1,𝑏 (𝜇,𝑚𝑎, 𝑚𝑏 , 𝑘1, 𝑘3, 𝜙𝑎, 𝜙𝑏 , 𝜔0) (2.67) 
These amplitudes detail how much 2nd and 3rd harmonics arise due to the quadratic and 
cubic nonlinearities, respectively, and will be shown to make up an invariant waveform.   
Note that this solution may not exist very close to 𝜇 values associated with internal 
resonance – i.e., where (2𝜔0, 2𝜇) or (3𝜔0, 3𝜇) satisfy the 0
th-order dispersion relationship 
in Eq. (2.55) or (2.56), inducing a resonant response. For these cases, the particular solution 
becomes unbounded and must be removed using an additional (e.g., detuning) parameter 
as is discussed in Chapter 4.  
Reapplying the procedure on the 2nd-order yields evolution equations for 𝛼 and 𝛽 of the 
following form 
                𝐷2𝛼 = 𝐷2𝛼 (𝛼, 𝜇,𝑚𝑎, 𝑚𝑏 , 𝑘2, 𝑘3, 𝑐, 𝛾𝑑, 𝛿𝑑,  𝜙𝑎 , 𝑏1,𝑎, 𝑏1,𝑏 , 𝑐1,𝑎, 𝑐1,𝑏 , 𝜔0) (2.68) 























5𝑖𝜔0𝑇0𝑒−5𝑖𝜇𝑗 + 𝑐. 𝑐 (2.70) 
where the vectors 𝐵2, 𝐶2, 𝐸2, and 𝐹2 can be found using the method of undetermined 
coefficients. 
As with the monatomic chain, 2nd-order analysis adds to the spectral content at the 2nd and 
3rd harmonics and introduces new spectral content at the 4th and 5th harmonics further 
defining the multi-harmonic invariant wave.  
It is noted here that the diatomic results can recover the monatomic results by setting 𝑚𝑎 =
𝑚𝑏 = 𝑚 and replacing 𝜇 with 𝜇 2⁄ .  
2.5 Numerical Simulations 
This section briefly presents the procedure for numerically injecting perturbation-based 
waveforms into numerical simulations of Eqs. (2.1) and (2.2), forming the foundation to 
the numerical results presented in the remaining sections. They rely on initial conditions 
associated with the multiple scales solutions, assigning the order of terms at which to 
truncate the multi-harmonic wave solution. In doing so, this procedure allows for 
measurement of the validity of the MMS solutions since waveforms existing in the medium 
should persist after they are initially set, as detailed in Section 5.3. This section also 




wave amplitude into convenient expressions useful for simulating chains and interpreting 
results.  
Displacement and velocity initial conditions required to numerically integrate Eqs. (2.1) 
and (2.2) are found using the series solutions in Eqs. (2.12) and (2.45), respectively. Thus, 










( ) must correspond to the total time derivative defined in Eq. (2.10), truncated at 
the same order 𝑛. 
By carrying the expansions out and truncating, 1st and 2nd-order initial conditions can be 
determined. To emulate an infinite domain, the number of unit cells 𝑁 should be 
sufficiently large—generally on the order of 1800 to 2000—such  that 𝜇𝑁 ≫ 1. Within this 
domain, analysis of a chain's behavior remains at a central region—usually the middle 800 
to 1000 unit cells—such that reflection from the boundaries does not propagate to the 
region within the time scale of the simulation. In these studies, either fixed-fixed or free-
free boundary conditions are used. 
A given simulation is characterized by the following dimensionless parameters introduced 
here: 













   (2.71) 
where Π1, Π2, and Π3 can be interpreted as relative strengths of the damping, quadratic 
nonlinearity, and cubic nonlinearity, respectively, and Π4, a mass ratio, applies only to the 
diatomic chain. The parameters Π2 and Π3 are particularly useful since they combine the 




affect the magnitude of dispersion shifts. Note, however, that Π2 and Π3 are proportional 
to—not exact measurements of—the strength of the quadratic and cubic nonlinearities, 
respectively. That is to say, these parameters are not an exact ratio of spring forces because 
𝛼0 is the 0
th-order wave amplitude and not necessarily the spring stretch, 𝑥𝑗+1 − 𝑥𝑗. Thus, 
Π2,Π3 < 0.1 are conservative bounds on the MMS applicability (weak nonlinearity 
assumption). In general, the parameters in Eq. (2.71) facilitate parameter definition as 
outlined in the following procedure outline.  
These steps were carried out for each simulation: 
• Specify Π1, Π2, and Π3 values. Set 𝑚 and 𝑘1 equal to 1, without loss of generality. 
For diatomic simulations, prescribe 𝑚𝑎, 𝑚𝑏 values (based on a desired Π4 value) 
as well as a branch of excitation (acoustic or optical).  
• Specify a propagation constant 𝜇 restricted to the 1st Irreducible Brillouin Zone. A 
corresponding 𝜔0 value can then be assigned to it according to Eqs. (2.20), (2.55), 
or (2.56). Note that this is not guaranteed to be the ensuing temporal frequency of 
the chain but merely a parameter used to evaluate initial conditions. For diatomic 
simulations, 𝜙𝑎𝑐 or 𝜙𝑜𝑝𝑡 can now be evaluated, depending on the branch of 
excitation that was selected.  
• Set 𝑘3 equal to 1 (hardening) or -1 (softening) and then solve for  𝑐, 𝑘2,  and 𝛼0 
values which satisfy the desired Π1, Π2, and Π3 values, respectively.   
• Define the number of unit cells to emulate an infinite system (Usually 𝑁 = 1800 




• Assign an initial displacement and velocity distribution to the chain according to 
Eqs. (2.12) or (2.45) evaluated at time 𝑡 = 0 and truncated at a specified order 𝑛 
(𝑛 = 0,1, or 2). The  parameter is chosen to be small (e.g., = 0.1). 
• Set two boundary conditions. For each end, use either fixed—zero displacement—
or free—zero force. 
• Simulate the equations of motion by numerically integrating Eqs. (2.1) or (2.2) 
using Matlab’s ODE45 routine.  
• For analyzing the results, study only a fixed middle portion of the chain (e.g. the 
middle 800 to 1000 unit cells) such that boundary effects can be ignored. Visually 
inspect the results to make sure that boundary effects have not propagated into this 
central region during the time range of interest.  
2.6 Dispersion Shifts 
This section details amplitude-dependent dispersion shifts arising from both cubic and 
quadratic nonlinearities, a finding useful for device design [22]. It will be shown that the 
MMS analysis uncovers dispersion shifts to the 0th-order ( = 0, linear undamped) 
relationship. The measurement of these predicted shifts in numerical simulations affirms 
the validity of the MMS results at the 1st and 2nd-orders and demonstrates that quadratic 
nonlinearities govern shifts at higher-orders only, i.e. an effect not captured by a 1st-order 
analysis.  
At the 0th order, the temporal frequency 𝜔0 relates to the spatial frequency 𝜇 through 




these 0th-order expressions for the monatomic and diatomic chains. Note that the 
monatomic chain has a cutoff for  𝜔0 > 2√
𝑘1
𝑚
, and the diatomic chain exhibits a bandgap.   
 
Figure 2-3. 0th-order dispersion relationship for the monatomic (a.) and diatomic 
(b.) chains. 
Closed-form, amplitude-dependent dispersion shifts will now be derived from the MMS 
results. For undamped chains, 𝐷1𝛼 = 𝐷2𝛼 = 0. Thus, the wave amplitude is constant (𝛼 =
𝛼0). For the monatomic chain, the evolution equations for phase, Eqs. (2.23) and (2.30), 
reduce to  
  𝐷1𝛽 = 𝛿𝛼0
2,     𝑐 = 0      (2.72) 
  𝐷2𝛽 = Χ𝛼0
4 + Υ𝛼0
2 + Ζ,    𝑐 = 0      (2.73) 
Similar expressions result for the diatomic chain by replacing 𝛿 in Eq. (2.72) with 𝛿𝑑 from 
Eq. (2.60), and replacing the left side of Eq. (2.73) with the expression in Eq. (2.69) 




Reconstituting the phase expression using 𝐷1𝛽 and 𝐷2𝛽 in Eq. (2.10), and returning to the 
original time scale, leads to the wave's temporal phase behavior 




2 + Ζ) (2.74) 
for the monatomic chain; a similar expression occurs for the diatomic chain.  
Since 𝐷1𝛽 and 𝐷2𝛽 do not explicitly depend on time, they can be interpreted as corrections 
to the frequency at their respective order, yielding 1st and 2nd-order-accurate corrections 
  𝜔𝑂( 1) = ω0 + 𝐷1𝛽 (2.75) 
  𝜔𝑂( 2) = ω0 + 𝐷1𝛽 +
2𝐷2𝛽 (2.76) 
Inspection of Eqs. (2.72)-(2.73) and (2.75)-(2.76) shows that the quadratic nonlinearity 
does not shift the frequency until the 2nd-order correction is included, implying a small 
influence as compared to the cubic nonlinearity, which appears at both the 1st and 2nd-
orders. For positive coefficients 𝑘2 and 𝑘3, the shifts further increase the frequency (for a 
given 𝜇) with increasing wave amplitude 𝛼0.  
For both monatomic and diatomic chains, numerical studies of undamped systems confirm 
the theoretical shifts as documented in Figure 2-4. For different 𝜇 values prescribed in 
simulation initial conditions, the 1st and 2nd-order MMS-predicted temporal frequencies are 
compared to the measured dominant temporal frequency of a central unit cell in the chain. 
Recall that assigning a 𝜇 value does not guarantee the ensuing temporal frequency but 
rather is used to define all initial parameters. Thus, the simulations given 1st and 2nd-order 
initial conditions (𝑛 = 1, 2) were measured to have dominant temporal frequencies close 




expressions for the 0th-order, un-shifted temporal frequency, 𝜔0 (Eqs. (2.20)—monatomic, 
Eqs. (2.55) and (2.56)—diatomic) are also plotted as references to visualize the shifts that 
occur. For each simulation, the dominant temporal frequency is computed by taking an 
FFT of the time history of a central mass in the chain. To collect accurate data, temporal 
sampling frequencies are many integer multiple times higher than the expected shifted 
frequency, e.g. 𝑓𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 = 600 
𝜔𝑂( 1)
2𝜋⁄  or 𝑓𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 = 600 
𝜔𝑂( 2)





Figure 2-4. 1st and 2nd-order dispersion shifts in the monatomic and diatomic chains. 
Monatomic: 𝚷𝟏 = 𝟎,𝚷𝟐 = 𝟎. 𝟎𝟒 (a), 𝚷𝟐 = 𝟎 (b), 𝚷𝟑 = 𝟎. 𝟎𝟒, Diatomic: 𝚷𝟏 = 𝟎,𝚷𝟐 =
𝟎. 𝟎𝟒 (c), 𝚷𝟐 = 𝟎 (d), 𝚷𝟑 = 𝟎. 𝟎𝟒,𝚷𝟒 = 𝟏. 𝟓. 
Inspection of the bottom two subplots in Figure 2-4 reveals that 𝑘2 bears little to no effect 
on the 1st-order dispersion correction. As Π2 changes from 0.04 to 0, which corresponds to 
no quadratic nonlinearity present, the 1st-order perturbation and simulation results change 
by an average amount of 0.043%. For lightly damped chains 𝐷1𝛼, 𝐷2𝛼 ≠ 0, corrections 
can be interpreted as instantaneous dispersion shifts since the amplitude decays slowly.  




The stability of wave propagation is of primary concern for designing devices informed by 
these discrete systems. Herein, instability is defined as any qualitative shift from the multi-
harmonic plane wave solution predicted by the MMS. Thus, it is important to characterize 
the types of instabilities that take place in these systems and the conditions at which they 
occur. An analytical stability analysis is first presented to see if the evolution equations for 
amplitude reveal any information on stability loss. Informed by this analysis, numerical 
studies are carried out to determine the onset of instabilities.  
2.7.1 Local Stability Analysis 
Because it is a critical parameter that determines the strength of the nonlinearities in the 
system, amplitude is chosen to be analyzed to assess the stability of the wave.  It will be 
shown that the 1st-order results reveal only a damping induced decay of amplitude (stable 
solution) whereas the inclusion of 2nd-order results reveal a possible growth in amplitude 
(unstable solution). Though it is outside the conservative bounds of the MMS solution, the 
unstable solution provides a foundation to the numerical stability studies presented in 
Section 5.2.2. 
Applying Eq. (2.10) to wave amplitude 𝛼 and recalling that 𝐷0𝛼 = 0 leads to its 
reconstituted evolution equation, 
  ?̇? = 𝐷1𝛼 +
2𝐷2𝛼 (2.77) 
 which suggests the existence of fixed points, or 𝛼∗ such that ?̇? = 0. These fixed points are 
found from 




 A local stability analysis can then be performed near each fixed point by introducing small 
perturbations from 𝛼∗. The result of doing so is that the stability of each fixed points 




?̇?|𝛼∗ ≡ 𝜆 (2.79) 
where 𝜆 > 0 yields an unstable fixed point, 𝜆 < 0 a stable fixed point, and 𝜆 = 0 is 
neutrally stable. Thus, the fixed points for the monatomic chain can be readily found by 
substituting in the values from Eqs. (2.22) and (2.29) into Eqs. (2.77) and (2.78) 




The fixed point 𝛼∗ = ± √
𝜔0
𝛿
 exists only when 𝛿 > 0 (cubic hardening) since 𝛼 is assumed 
to be strictly real. Application of Eq. (2.79) yields 





= 2 𝛾 (2.82) 
The fixed point 𝛼∗ = 0 is of the highest relevancy since (1) amplitudes near it are small-
enough to satisfy the conservative weakly nonlinear ansatz, Π2, Π3 < 0.1; (2) this is the 
fixed point to which asymptotically-predicted plane waves will be attracted to in the 
presence of damping, therefore its stability establishes plane wave stability of interest 
herein.  Since, 𝜆|𝛼∗=0 < 0 for damped chains (𝑐 > 0), the fixed point 𝛼
∗ = 0 is stable. 













0, which is neutrally stable.  
By similar arguments, since Eq. (2.82) is positive for damped chains (𝑐 > 0), the fixed 
point 𝛼∗ = ± √
𝜔0
𝛿
 is unstable. However, closer inspection of this fixed point reveals that it 
is at a large-enough amplitude that its accuracy cannot be expected. After substituting Eqs. 
(2.20) and (2.25) into the expression for 𝛼∗, a critical Π3 value results dependent on only 
𝜇, 








Examining Eq. (2.83), the lowest value of Π3,𝑐𝑟𝑖𝑡 in the first Brillouin zone, 0 ≤ 𝜇 ≤ 𝜋, is 
approximately 0.66, which is beyond the conservative weak nonlinearity ansatz used for 
MMS analysis.  However, as evident in results presented in Section 5.2.2, the existence of 
such a fixed point is likely since large-amplitude plane waves are observed to grow 
unboundedly in numerical simulations. 
The stability of the monatomic chain is summarized in Figure 2-5.  As indicated, only 





Figure 2-5. Fixed points and basins of attractions for the monatomic chain. 
Stability of the diatomic chain can also be studied analytically. Its reconstituted evolution 
equation for 𝛼 can be written as 
  ?̇? = 𝑃1𝛼
5 + 𝑃2𝛼
3 + 𝑃3𝛼 (2.84) 
where 𝑃1, 𝑃2, 𝑃3 denote constants known from Eqs. (2.57) and (2.68). Fixed-points can be 
solved for by setting ?̇? = 0. Thus, a given system admits at most five fixed points; 
however, because 𝛼 is assumed to be real, imaginary fixed points are ignored. Inspection 
of Eq. (2.84) indicates that  

















where it is again emphasized that 𝛼∗ must be strictly real. The stability of a given fixed 
point can be studied by examining the sign of each value of 𝜆, 
  𝜆 = 5𝑃1𝛼
∗4 + 3𝑃2𝛼




Results are similar to the monatomic chain. For 𝛼∗ ≠ 0, many values of 𝜆 can be computed 
using the 𝑃1, 𝑃2, and 𝑃3 values associated with a prescribed set of Π1, Π2, Π3, and Π4 values 
and branch. The fixed point 𝛼∗ = 0 is always stable for 𝑐 > 0. Other fixed points are 
unstable but have corresponding Π2 and Π3 values never simultaneously less than 0.1. 
Therefore, they are of large-enough amplitude to not be of interest to plane waves predicted 
herein.  
2.7.2 Numerical Stability Studies 
This section details numerical studies that investigate stability beyond the applicable range 
of the MMS. It also confirms the general trends predicted by the local stability analysis, 
which is that at low amplitudes, multi-harmonic plane waves are stable, and at high 
amplitudes (or, equivalently, large nonlinearities) the plane wave solutions predicted may 
lose stability. Note that such a conclusion cannot be drawn from only 1st-order information. 
These studies quantify the stability of the predicted waveforms over a wide range of Π2 
and Π3 values for a given value of Π1 and, if diatomic, Π4. Simulations begin with the 
initial conditions corresponding to the series solutions in Eqs. (2.12) and (2.45) for the 
monatomic and diatomic chain, respectively. An unstable response is defined to be any 
deviation from the nature of the plane wave propagation predicted by the perturbation 
analysis. Thus, such studies aim to identify the stability limits of the MMS-predicted multi-
harmonic solutions. Although different types of instability are observed, it is not the 
primary concern of this work to explore further the ensuing solutions.  
One such type of instability that occurred in numerical simulations is characterized by a 




The spectral content of these waves initially contains integer multiples of 𝜔0 and 𝜇, but 
following longer simulation times, the plane wave nature of the response breaks down into 
an assortment of incommensurate frequencies. Figure 2-6 depicts this phenomenon.  
 
Figure 2-6. An example chain exhibiting a breakdown in spectral content. The 
initial plane wave (a.) is unstable such that at a later time (b.) its spectral content 
spreads across incommensurate frequencies: 𝚷𝟏 = 𝟎. 𝟎𝟏,𝚷𝟐 = 𝟎,𝚷𝟑 = 𝟑. 𝟕, 2
nd-
order IC’s . 
The other type of instability observed in simulations is characterized by an unbounded 
growth in the wave's amplitude. Chains with large positive or large negative Π2 values, as 
well as chains with large negative Π3 values, exhibit this behavior. The initial amplitude is 
unstable such that, as time progresses, the wave propagates with increasingly larger 
amplitudes. Notes that this is similar to the exponential growth in amplitude instability 
presented in [49]. Figure 2-7 depicts this phenomenon. It is noted that all oscillations cease 





Figure 2-7. An example chain exhibiting a growth in amplitude. The initial plane 
wave (a.) is unstable such that at a later time (b.) there is an unbounded growth in 
amplitude: 𝚷𝟏 = 𝟎. 𝟎𝟏,𝚷𝟐 = 𝟏,𝚷𝟑 = 𝟎, 2
nd-order IC’s. 
For automating instability detection in simulated results, criteria are developed which 
determine when one of the two types occur, thus signifying a loss of stability, or deviation 
from the multi-harmonic plane wave solution. When either one of the two instability types 
occur, the parameter set is considered “unstable”, without distinguishing exactly which 
type of instability developed. Thus, an instability occurs when a set number of peaks in a 
spatial FFT exceeds a certain fraction of the maximum peak at that instant or when the 
instantaneous amplitude grows to a certain multiple of the simulation’s original amplitude. 
A time limit is prescribed for simulations: if an instability does not arise within the 
prescribed time, or 𝜏 = 12(2𝜋) for these simulations, the parameter set is considered 
stable. For the diatomic chain, instability criteria are applied to 𝑥𝑎 and 𝑥𝑏 separately.  
Figure 2-8 presents the stability results for the monatomic chain as a function of Π2 and 
Π3. The parameters Π2,𝑐𝑟𝑖𝑡 and Π3,𝑐𝑟𝑖𝑡 are the values of Π2 and Π3, accurate to the nearest 
tenth, at which an unstable response is first observed when the other nonlinear Π-value is 




verifies the local stability analysis; namely, that plane waves characterized by small values 
of Π2 Π2,𝑐𝑟𝑖𝑡⁄  and Π3 Π3,𝑐𝑟𝑖𝑡⁄  are stable. Figure 2-9 presents similar stability results for the 
diatomic chain applied to 𝑥𝑎. Plots for the stability study of 𝑥𝑏 depict similar trends and 














Figure 2-9. Diatomic Chain Stability Study: 𝒙𝒂, 2
nd-order IC's, 𝚷𝟏 = 𝟎. 𝟎𝟏,𝚷𝟒 =
𝟏. 𝟓, 𝝁 =
𝝅
𝟒
, Acoustic (a.), Optical (b.). 
For some chains simulated using free-free boundary conditions, a DC harmonic appears 
that causes the two masses in each unit cell to separate by a constant amount, in addition 
to their expected oscillation. The location of the center of mass remains unchanged, as 
expected to satisfy conservation of momentum. However, since the magnitude of this 
separation is generally small for the parameters being studied, such responses are 
considered stable.  
It is also worth noting that loss of stability through the development of incommensurate 
frequencies takes-on a non-stationary nature as observed in numerical simulations. For 
example, if computing the spatial frequency content of a fixed region in space, unstable 
plane waves can feature different sets of incommensurate frequencies at different instances 
in time. This subtle behavior accentuates the unstable character of these waveforms but is 
not of primary interest to distinguishing between the preservation or loss of stability.  
Although the amplitudes at which point stability is lost in the numerical simulations do not 
align with the nonzero fixed points predicted by multiple scales approach, the results of 
these numerical studies qualitatively confirm the findings. Wave amplitudes below a 
critical value decay over time towards zero due to the presence of damping.  Above this 
critical amplitude value, the wave will become unstable by either growing unboundedly or 
decomposing its original multi-harmonic content into incommensurate frequencies.  




This section describes how higher-order MMS results converge to an invariant waveform, 
a finding that offers new insight for predicting and modeling the wave propagation in these 
weakly nonlinear discrete systems and further validation of the MMS approach. In the 
absence of damping, the presented perturbation approach does not distinguish between any 
two points in space, nor any two points in time. Thus, in the limit as the asymptotic 
expansions are taken to higher orders, and assuming convergent vis-à-vis divergent 
behavior, it can be hypothesized that the waveforms should propagate for all space and 
time without change – i.e., they should be an invariant form akin to cnoidal waves studied 
in other contexts. It is worth noting that such an argument does not rely on a continuum 
approximation as in other studies [87-89]. Note that this is a very different perspective 
taken from other works carrying-out perturbation approaches in wave propagation 
problems ([90, 91]), which more conventionally analyze higher harmonic generation 
and/or the closely-related concept of phonon generation and lifetimes.  
To test the invariant hypothesis, numerical integration of Eqs. (2.1) and (2.2) is carried out 
using the procedure presented in Section 4.  Thus, plane waves corresponding to the 
asymptotic expansions in Eq. (2.12) and (2.45) truncated at different orders are injected 
into the simulated chains. During simulation, the spatial harmonic content of the waves, is 
quantified using FFTs at different instances in time to track the generation (or loss) of the 
initially prescribed harmonic content. As mentioned in Section 4, to emulate an infinite 
chain, analysis was restricted to a central region of the chain so that boundary effects could 
be ignored. According to the hypothesis, waves incorporating higher-order terms should 
exhibit measurably less variation, and hence propagate more invariantly. Only Π3 > 0 




Section 5.2.2 that negative Π3 values become unstable at much lower magnitudes than 
positive ones. 
For monatomic chains, a parameter that measures the spatial variance of a simulated 





∑ |1 − 𝑎𝑙,𝑝|
𝐿
𝑙=1   (2.87) 
where 𝑎𝑙,𝑝 denotes the amplitude of the 𝑝
𝑡ℎ harmonic at the 𝑙𝑡ℎ instant in time normalized 
by its initially prescribed value, 𝐿 the number of time instances that make up the numerical 
solution, and 𝑛 denotes the order of perturbation terms retained in Eq. (2.12). Since 𝜎𝑝
(𝑛)
 
measures variance, lower values of 𝜎𝑝
(𝑛)
 indicate more invariant waveforms, and thus it is 
expected (if the hypothesis holds) that 𝜎𝑝
(𝑛)
 decreases as 𝑛 increases. Figure 2-10 verifies 
the expected reduction in variance for monatomic chains given 2nd versus 1st-order initial 
conditions – all values of (Π2, Π3) simulated experience decreases in variance. Because 
Figure 2-10 plots the normalized reduction in variance—𝜎𝑝
(1) − 𝜎𝑝
(2) 𝜎𝑝,𝑚𝑎𝑥
(1)⁄  (𝑝 = 2,3)—
a value of 1.0 indicates elimination of all variance using 2nd-order initial conditions, while 









, 𝚷𝟏 = 𝟎. 





 for 𝑥𝑎 and 𝑥𝑏, respectively. Similar numerical simulations are carried out and the 
2nd and 3rd spatial harmonics are tracked over time for waves on the acoustic and optical 
branches. Figure 2-11 presents the variance results for 𝑥𝑎; Appendix A provides results for 





Figure 2-11. Reduction of variance in 𝒙𝒂 of the diatomic chain: 2
nd harmonic 
acoustic branch (a.), 3rd harmonic acoustic branch (b.), 2nd harmonic optical branch 
(c.), 3rd harmonic optical branch (d.). For (a.)-(d.), 𝚷𝟒 = 𝟐, 𝝁 =
𝝅
𝟒
, 𝚷𝟏 = 𝟎. 
Figure 2-10 and Figure 2-11 also show that an increase in the magnitude of Π2 leads to a 
large variance reduction in the 3rd harmonic, and conversely, an increase in Π3 leads to a 
large variance reduction of the 2nd harmonic. This counter-intuitive crossing effect can be 
understood by close examination of the 2nd-order results in Eqs. (2.39) - (2.42) for the 
monatomic chain (the same argument can be made for the diatomic chain). There, 𝑘2 
influences the particular solution governing the 3rd harmonic, and 𝑘3 influences the 
particular solution governing the 2nd harmonic. Note that, the 1st-order solution does not 
contain such a crossing effect and thus injected waveforms based solely on it will not be 
sufficient for preventing an exchange of energy between different harmonics. In contrast, 




energy where it is initially assigned, the crossing effect becomes necessary for increasing 
invariance. This is yet another example of the richness in system behavior uncovered by 
higher-order perturbation analysis. 
2.9 Concluding Remarks 
A higher-order multiple scales analysis demonstrates that plane waves in weakly nonlinear 
chains possess amplitude-dependent stability and invariant multi-harmonic solutions. 
Nontrivial fixed points identify that sufficiently high amplitude wave propagation is 
unstable as opposed to low amplitude wave propagation which is inherently stable (for 
media with weak dissipation) or neutrally stable (for lossless media). Higher-order multiple 
scales also predicts multi-harmonic plane wave solutions that retain their spectral 
distribution over the course of wave propagation, circumventing dispersion. Both findings 
of stability and waveform invariance are validated through direct numerical simulation of 





CHAPTER 3. AMPLITUDE AND DIRECTION-DEPENDENT 
STABILITY AND WAVEFORM INVARIANCE IN TWO-
DIMENSIONAL NONLINEAR PERIODIC STRUCTURES  
3.1 Overview 
Informed by the findings of stability and invariance in 1-D periodic systems, this chapter 
extends the higher-order perturbation analysis to two-dimensional (2-D) weakly nonlinear 
lattices. In addition to affirming their amplitude-dependence, such results reveal direction-
dependence in both the stability characteristics and invariant solutions. Counterintuitively, 
this directional behavior manifests in lattices with symmetrical stiffness terms. The new 
findings of direction-dependence of stability and waveform invariance have implications 
for mechanical data encryption and damage detection which are briefly discussed.  
Compared to their one-dimensional counterpart, two-dimensional periodic structures filter 
directions in addition to frequencies of propagation. Langley et al. demonstrated the 
relationship between the presence of caustics and spatial “dead-regions” in an infinite 2-D 
periodic system [92, 93]. Laude et al. [94] and Kulpe et al. [95, 96] studied plane waves 
incident on 2-D and 3-D periodic systems, uncovering direction-dependent “deaf Bloch 
modes,” which are antisymmetric with respect to a symmetry axis of the periodic crystal.  
Phani et al. conducted an extensive analysis of various 2-D topologies confirming the 
direction-dependent spatial filtering capabilities in triangular, hexagonal, and square 
honeycomb as well as Kagomé lattices [97]. Other studies reported directional bandgaps 




et al. experimentally validated angular-bandgaps in a sonic crystal (methacrylate scatterers 
in air) [101]. For tuning the band-gap size in 2-D structures, prior studies have highlighted 
filling fraction [102], material properties [103], depth-to-pitch ratio [104], and inclusion 
orientation [105] as critical design parameters. Specifically, Kuang et al. noted that band-
gap size will increase if the rotation of the inclusion increases the maximally-achievable 
filling-factor [106]. The consideration of weak stiffness nonlinearity in 2-D lattices causes 
amplitude-dependency to develop in the beaming frequencies, thereby enabling amplitude 
to control wave propagation direction [23].  
This chapter is organized as follows. Section 3.2 describes the example systems considered, 
2-D monatomic and diatomic lattices with weak quadratic and cubic stiffness terms. 
Section 3.3 presents a higher-order multiple scales analysis of a generic 2-D lattice, and 
later specializes the analysis to the two example systems. Section 3.4 describes the strategy 
and analysis tools for numerical simulations of the lattice equations of motion. Section 3.5 
reports directional waveform invariance: for a given wave propagation direction, a unique 
distribution of harmonic content leads to a waveform that propagates with little to no 
variation in its spectral composition. Directionality of variance reduction in numerical 
simulations aligns well with the direction-dependence of perturbation-based multi-
harmonic coefficients. Section 3.6 presents a local fixed-point analysis, with 
accompanying numerical verification, revealing that stability also depends on wave 
propagation direction. Lattice directions are inherently less stable than inclined directions 
for systems with symmetrical stiffness terms and at frequencies unassociated with 
beaming. Section 3.7 proposes two technological applications of the directional stability 




3.2 System Description: 2-D Lattices 
Figure 3-1 displays the nine nearest neighbors in a generic two-dimensional periodic 
structure. Lattice vectors 𝐚𝟏 and 𝐚𝟐 describe the periodicity of the system. The coordinate 
pair (𝑗, 𝑘) contains the unit cell indices along each of the two 𝐚𝟏 and 𝐚𝟐 directions. A global 
right-handed coordinate system is established by the ?̂? and ?̂? unit vectors. Reciprocal lattice 
vectors 𝐛𝟏 and 𝐛𝟐  are orthonormal with respect to the lattice vectors such that 𝐛𝐮 ∙ 𝐚𝐯 =
𝛿𝑢𝑣 where 𝛿𝑚𝑛 represents the Kronecker delta for integers 𝑚 and 𝑛. 
 
Figure 3-1. Nine nearest neighbors of a general two-dimensional lattice.  
In general, the equation of motion governing the unit cell at (𝑗, 𝑘) is 




𝑝,𝑞=−1 = 𝟎,     
  j, k = −∞…∞ (3.1) 
where 𝐳𝑗,𝑘, ?̇?𝑗,𝑘, ?̈?𝑗,𝑘 denote the vectors of out-of-plane displacements, velocities, and 




𝐂(𝑝,𝑞), 𝐊(𝑝,𝑞) denote the damping, and stiffness matrices, respectively. The small parameter 
 is employed as a bookkeeping device. All forces from nonlinear stiffness terms are 
grouped into the 𝐟𝐍𝐋 vector. 
3.3 Higher-Order Multiple Scales Analysis 
Since the lattices are weakly nonlinear, the Method of Multiple Scales (MMS) can readily 
be carried-out on Eq. (3.1). Time scales of successively slower evolution are defined as 
  𝑇0 = 𝑡, 𝑇1 = 𝑡,… , 𝑇𝑛 =
𝑛𝑡 (3.2) 
Accordingly, time derivatives can be written as 
  ( ̇ ) = D0( ) + D1( ) + ⋯+
𝑛D𝑛( ) (3.3) 
and   
  ( ̈ ) = D0
2( ) + 2 D0D1( ) +
2D1
2( ) + 
  2 2D0D2( ) + O(
3) (3.4) 
where D𝑛( ) denotes differentiation with respect to 𝑇𝑛. Additionally, a series solution is 
introduced 





Collecting matching orders of  yields each ordered equation. The first three are listed here
   
  0:  D0
2𝐌𝐳𝑗,𝑘
(0) + ∑ [𝐊(𝑝,𝑞)𝐳𝑗+𝑝,𝑘+𝑞
(0) ]+1𝑝,𝑞=−1 = 𝟎 (3.6) 
  1:  D0
2𝐌𝐳𝑗,𝑘
(1)∑ [𝐊(𝑝,𝑞)𝐳𝑗+𝑝,𝑘+𝑞
(1) ]+1𝑝,𝑞=−1 = −2D0D1𝐌𝐳𝑗,𝑘




  ∑ [D0𝐂
(𝑝,𝑞)𝐳𝑗+𝑝,𝑘+𝑞
(0) +𝐟𝐍𝐋(𝐳𝑗+𝑝,𝑘+𝑞
(0) )]+1𝑝,𝑞=−1 + c. c. (3.7) 
  2:  D0
2𝐌𝐳𝑗,𝑘
(2)∑ [𝐊(𝑝,𝑞)𝐳𝑗+𝑝,𝑘+𝑞
(2) ]+1𝑝,𝑞=−1 = −(2D0D2 + D1
2)𝐌𝐳𝑗,𝑘














(1) ) contains all the O( 2) terms from the nonlinear force vector.  






𝛟𝐴ei𝜔0𝑇0e−i𝜇1𝑗e−i𝜇2𝑘 + c. c. (3.9) 
where 𝐴 denotes the complex wave amplitude, 𝜔0 the fundamental temporal frequency, 𝛟 
a vector of mode shapes for the unit cell, and c. c. denotes the complex conjugate of all 
preceding terms. It is convenient to represent the wavenumber vector 𝛍 in terms of the 
reciprocal lattice basis vectors 𝛍 = 𝜇1𝐛𝟏 + 𝜇2𝐛𝟐 such that 𝛍 ∙ (𝑗𝐚𝟏 + 𝑘𝐚𝟐) = 𝜇1𝑗 + 𝜇2𝑘. 
Additionally, the wave’s amplitude 𝐴(𝑇1, 𝑇2, … , 𝑇𝑛) can be written in polar form 
  𝐴 = 𝛼ei𝛽 (3.10) 
where 𝛼 = 𝛼(𝑇1, 𝑇2, … 𝑇𝑛) and 𝛽 = 𝛽(𝑇1, 𝑇2, … , 𝑇𝑛) denote real quantities. Substitution of 
the Bloch waveform into the 0th-order governing equation yields a linear dispersion 
relationship: 𝜔0 = 𝜔0(𝜇1, 𝜇2) and corresponding wave mode shapes 𝛟. In general, a unit 
cell with 𝑁 degrees of freedom will have 𝑁 distinct dispersion curves.  
Updating Eq. (3.7) with the 0th-order results yields inhomogeneous terms in two distinct 
forms: secular terms at ei(𝜔0𝑇0−𝜇1𝑗−𝜇2𝑘) + c. c. and nonsecular terms at eiℎ(𝜔0𝑇0−𝜇1𝑗−𝜇2𝑘) +
c. c. , ℎ ≠ 1. For the series solution to converge, all secular terms must be identically zero. 
To facilitate this process, the damping and nonlinear vectors on the right-hand side can be 
combined and represented by the summation of their Fourier components  
∑ 𝐟𝑙







where 𝚽 = [𝛟𝟏, 𝛟𝟐, … ,𝛟𝑵], diagonalizes the left hand side of Eq. (3.7) after pre-
multiplying by 𝛟𝜎








(1)𝑒i𝑙(𝜔0𝑇0−𝜇1𝑗−𝜇2𝑘)∞𝑙=0 + c. c. (3.11) 
where 𝑚𝜎 and 𝑘𝜎 denote the modal mass and wavenumber-reduced stiffness values for 
mode 𝜎 and 𝑢𝑗,𝑘 is the modal coordinate governing mode 𝜎.  
Secular terms can readily be eliminated by imposing 





whereupon dividing Eq. (3.12) into its real and imaginary parts yields a coupled set of 1st-
order evolution equations for 𝛼 and 𝛽.  Prior studies have demonstrated that D1𝛽 leads to 
amplitude-dependent shifts to the 0th-order dispersion curve [21, 23]. The remaining 




(1)eiℎ(𝜔0𝑇0−𝜇1𝑗−𝜇2𝑘)∞ℎ=0 + c. c. (3.13) 








Analysis at the 2nd-order follows a similar procedure. Upon updating the 2nd-order equation 









(2)ei𝑙(𝜔0𝑇0−𝜇1𝑗−𝜇2𝑘)∞𝑙=0 + c. c. (3.15) 
where 𝐟𝑙
(2)
 is the 𝑙th Fourier coefficient for the 2nd-order damping and nonlinear 























The extension to still higher-orders develops increasingly complicated expressions but 
follows the same process: removal of secular terms by determining new evolution 
equations followed by obtaining particular solutions from each harmonic of the non-secular 
terms. As will be discussed in Section 3.5, the summation of all particular solutions from 
Eqs. (3.13) and (3.17) produces an invariant waveform: i.e., multi-harmonic plane waves 
that propagate with no alteration to their spectral content. Additionally, Section 3.6 
reconstitutes the evolution equations for 𝛼 to provide information about the stability of 
plane waves.  
3.3.1 Monatomic Lattice 
An example system considered next is a 2-D monatomic shear lattice. Figure 3-2 depicts a 
unit cell in which a single mass extends in the 𝑥- and 𝑦-directions such that 𝐚𝟏 = 𝑎1?̂? and 
𝐚𝟐 = 𝑎2?̂? where 𝑎1 and 𝑎2 denote lattice constants. Each mass couples to its four nearest 
neighbors via a linear spring, linear damper, and quadratic and cubic nonlinear springs. 





Figure 3-2. Unit cell of the 2-D monatomic lattice with its associated nonlinear 
dispersion curves.  𝜶 = 𝟎. 𝟑,𝒎 = 𝟏, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟐𝒙 = 𝟎. 𝟏, 𝒌𝟑𝒙 = 𝟏, 𝒄𝒙 = 𝟎, 𝒌𝟏𝒚 =
𝟏, 𝒌𝟐𝒚 = 𝟎. 𝟏, 𝒌𝟑𝒚 = 𝟏, 𝒄𝒚 = 𝟎, 𝒂𝟏 = 𝟏, 𝒂𝟐 = 𝟏. 
Thus, by the formulation in Eq. (3.1), the following definitions apply 
  𝐳𝑗,𝑘 = 𝑧𝑗,𝑘 (3.19) 
  𝐌 = 𝑚  (3.20) 
  𝐊(0,0) = 2(𝑘1𝑥 + 𝑘1𝑦) (3.21) 
  𝐊(𝑝,𝑞) = 0 ∀𝑝 = ±1, 𝑞 = ±1 (3.22) 
  𝐊(𝑝,𝑞) = −𝑘1𝑥 ∀𝑝 = ±1, 𝑞 = 0 (3.23) 
  𝐊(𝑝,𝑞) = −𝑘1𝑦 ∀𝑝 = 0, 𝑞 = ±1 (3.24) 
  𝐟𝐍𝐋 = 𝑘2𝑥(𝑧𝑗,𝑘 − 𝑧𝑗+𝑝,𝑘)
2
+ 𝑘2𝑦(𝑧𝑗,𝑘 − 𝑧𝑗,𝑘+𝑞)
2
 
  + 𝑘3𝑥(𝑧𝑗,𝑘 − 𝑧𝑗+𝑝,𝑘)
3
+ 𝑘3𝑦(𝑧𝑗,𝑘 − 𝑧𝑗,𝑘+𝑞)
3
, ∀ 𝑝 = ±1, 𝑞 = ±1 (3.25) 
Since the damping matrix 𝐂(𝑝,𝑞) follows the same pattern as the stiffness matrix 𝐊(𝑝,𝑞), it 
is omitted from these definitions for brevity.  
Application of the multiple scales procedure generates equations at each order of . The 









(0) ) + 𝑘1𝑦(𝑧𝑗,𝑘
(0) − 𝑧𝑗,𝑘−1
(0) − 𝑧𝑗,𝑘+1
(0) ) = 0 (3.26) 
which admits the scalar Bloch-Wave 




𝐴ei(𝜔0𝑇0−𝜇1𝑗−𝜇2𝑘) + c. c.  (3.27) 
The associated dispersion relationship has only a single branch 
  𝜔0 = √
2𝑘1𝑥
𝑚
(1 − cos 𝜇1) +
2𝑘1𝑦
𝑚
(1 − cos 𝜇2) (3.28) 
Figure 3-2  displays this dispersion curve evaluated along the lattice’s Irreducible Brillouin 
Zone. After substituting the solution in Eq. (3.27) to the 1 equations, secular terms must 
be removed. This procedure yields 1st-order evolution equations governing 𝛼 and 𝛽 
  D1𝛼 = −𝛾𝛼 (3.29) 
  D1𝛽 = 𝛿𝛼
2 (3.30) 
where  
  𝛾 =
𝑐𝑥
𝑚
(1 − cos 𝜇1) +
𝑐𝑦
𝑚
(1 − cos 𝜇2) (3.31) 
and 






























Non-secular terms in the 1 equations at e2i𝜔0𝑇0e−2i𝜇1𝑗e−2i𝜇2𝑘 and e3i𝜔0𝑇0e−3i𝜇1𝑗𝑒−3i𝜇2𝑘 
generate particular solutions at the same frequencies. Thus, the particular solution to Eq. 


















𝑚[2𝜔0(𝜇1, 𝜇2)]2 − [𝜔0(2𝜇1, 2𝜇2)]2





(− cos 2𝜇2 + 2 cos 𝜇2 − 1) (3.34) 



































As the frequency approaches zero, the numerators and denominators in Eq. (3.34) and 
(3.35) tend to zero. Application of L’Hospital’s rule reveals that lim
𝜇1,𝜇2→0
𝐵1 is unbounded 
(due to an internal resonance in which the quadratic nonlinearity produces a DC term) 
whereas lim
𝜇1,𝜇2→0
𝐶1 is bounded (since the cubic nonlinearity does not produce a DC term). 
Chapter 4 treats this isolated internal resonance through proper introduction of a detuning 
parameter.  
Updating the 2 equations with results from the prior orders produces both secular and 
non-secular terms. Removal of secular terms provides the following 2nd-order evolution 
equations 
  D2𝛼 = 𝜉𝛼
3 (3.36) 
  D2𝛽 = Χ𝛼
4 + Υ𝛼2 + Ζ (3.37) 
where 




  Χ =
𝑘3𝑥𝑐1
𝑚𝜔0




















  Υ =
2𝑘2𝑥𝑏1
𝑚𝜔0
(cos2 𝜇1 − 1) +
2𝑘2𝑦𝑏1
𝑚𝜔0




  Ζ =
𝛾𝑐𝑥
𝑚𝜔0
(1 − cos 𝜇1) +
𝛾𝑐𝑦
𝑚𝜔0







⁄  and 𝑐1 =
𝐶1
𝐴3
⁄ . The particular solution builds-upon the second and third 






















5i(𝜔0𝑇0−𝜇1𝑗−𝜇2𝑘) + c. c. (3.42) 
where the coefficients 𝐵2, 𝐶2, 𝐸2, and 𝐹2 can be expressed in terms of the lattice parameters.  
Amplitude-dependent dispersion corrections directly follow from the evolution equations 
for phase, i.e., 𝜔 = 𝜔0 + D1𝛽 +
2D2𝛽 +⋯+ ε
𝑛Dn𝛽. Figure 3-2 plots the 0
th order 
(linear) as well as 1st and 2nd-order corrected dispersion curves for the 2-D monatomic 
lattice. Similar to the results of the 1-D monatomic chain in Section 2.6, quadratic 
stiffnesses do not appear in the dispersion corrections until the 2nd order.  
3.3.2 Diatomic Lattice 
Figure 3-3 depicts the second example system studied herein: the 2-D diatomic lattice. 
Alternating masses (𝑚𝑎, 𝑚𝑏) extend in the 𝑥 and 𝑦 directions such that 𝐚𝟏 = 𝑎1?̂? and 𝐚𝟐 =
𝑎2
√2






Figure 3-3. Unit cell of the 2-D diatomic lattice with associated nonlinear dispersion 
curves: 𝜶 = 𝟎. 𝟔,𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟏𝟎, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟐𝒙 = 𝟎. 𝟏, 𝒌𝟑𝒙 = 𝟏, 𝒄𝒙 = 𝟎, 𝒌𝟏𝒚 =




Since there are two degrees of freedom per unit cell, the formulation in Eq. (3.1) results in  








  𝐊(0,0) = [
2(𝑘1𝑥 + 𝑘1𝑦) −𝑘1𝑥
−𝑘1𝑥 2(𝑘1𝑥 + 𝑘1𝑦)
] (3.45) 
  𝐊(𝑝,𝑞) = [
0 0
0 0
] ∀(𝑝, 𝑞) = [(1,1), (−1,−1)] (3.46) 
  𝐊(𝑝,𝑞) = [
0 −𝑘1𝑦
0 0
] ∀(𝑝, 𝑞) = [(−1,1), (0, −1)] (3.47) 
  𝐊(𝑝,𝑞) = [
0 0
−𝑘1𝑦 0
] ∀(𝑝, 𝑞) = [(0,1), (1, −1)] (3.48) 
  𝐟NL(1) = 𝑘2𝑥(𝑧𝑎0,0 − 𝑧𝑏0,0)
2
+ 𝑘2𝑥(𝑧𝑎0,0 − 𝑧𝑏−1,0)
2
  
  +𝑘2𝑦(𝑧𝑎0,0 − 𝑧𝑏−1,1)
2
+ 𝑘2𝑦(𝑧𝑎0,0 − 𝑧𝑏0,−1)
2
 
  +𝑘3𝑥(𝑧𝑎0,0 − 𝑧𝑏0,0)
3






  +𝑘3𝑦(𝑧𝑎0,0 − 𝑧𝑏−1,1)
3
+ 𝑘3𝑦(𝑧𝑎0,0 − 𝑧𝑏0,−1)
3
 (3.49) 
𝐟NL(2) = 𝑘2𝑥(𝑧𝑏0,0 − 𝑧𝑎0,0)
2
+ 𝑘2𝑥(𝑧𝑏0,0 − 𝑧𝑎1,0)
2
 
  +𝑘2𝑦(𝑧𝑏0,0 − 𝑧𝑎0,1)
2
+ 𝑘2𝑦(𝑧𝑏0,0 − 𝑧𝑎1,−1)
2
 
  +𝑘3𝑥(𝑧𝑏0,0 − 𝑧𝑎0,0)
3
+ 𝑘3𝑥(𝑧𝑏0,0 − 𝑧𝑎1,0)
3
 
  +𝑘3𝑦(𝑧𝑏0,0 − 𝑧𝑎0,1)
3
+ 𝑘3𝑦(𝑧𝑏0,0 − 𝑧𝑎1,−1)
3
 (3.50) 
As with the monatomic lattice, the damping matrix 𝐂(𝑝,𝑞) follows the same pattern as the 
stiffness matrix 𝐊(𝑝,𝑞). 






(𝑘1𝑥𝑚𝑎 + 𝑘1𝑥𝑚𝑏 + 𝑘1𝑦𝑚𝑎 + 𝑘1𝑦𝑚𝑏 ± (4 sin 𝜇1 cos 𝜇2 sin 𝜇2 𝑘1𝑦
2 𝑚𝑎𝑚𝑏 −
                         4 cos 𝜇1 sin
2 𝜇2 𝑘1𝑦
2 𝑚𝑎𝑚𝑏 + 4 sin 𝜇1 sin 𝜇2 𝑘1𝑥𝑘1𝑦𝑚𝑎𝑚𝑏 +
                   4 cos 𝜇1 cos 𝜇2 𝑘1𝑥𝑘1𝑦𝑚𝑎𝑚𝑏 + 2 cos 𝜇1 𝑘1𝑥
2 𝑚𝑎
2𝑚𝑏 + 2 cos 𝜇1 𝑘1𝑦
2 𝑚𝑎𝑚𝑏 +





2 − 4𝑘1𝑥𝑘1𝑦𝑚𝑎𝑚𝑏 +







)                                            (3.51)
  









i sin 𝜇1) + 𝑘1𝑦 (−
1
2
cos 𝜇1 cos 𝜇2 +
1
2
i cos 𝜇1 sin 𝜇2 −
                                
1
2
i sin 𝜇1 cos 𝜇2 −
1
2






i sin 𝜇2) (3.52) 




2 + 𝑘1𝑥 + 𝑘1𝑦 (3.53) 




Figure 3-3 plots the 0th-order dispersion curve for this system. Higher frequency modes 
correspond to the optical branch whereas lower frequency modes correspond to the 




Expressions for the 1 and 2 orders of the Multiple Scales analysis are not easily 
reproduced; however, it is noted that they follow the same functional form as those in Eqs. 
(3.29) through (3.42) for the monatomic lattice. Thus, the 1st-order results appear as 
  D1𝛼 = −𝛾𝛼 (3.54) 











3i(𝜔0𝑇0−𝜇1𝑗−𝜇2𝑘) + c. c. (3.56) 
where 𝐁𝟏 = [
𝐵1𝑎
𝐵1𝑏
] and 𝐂𝟏 = [
𝐶1𝑎
𝐶1𝑏
]. The 2nd-order results appear as 
  D2𝛼 = 𝜉𝛼
3 (3.57) 
 D2𝛽 = Χ𝛼






















5i(𝜔0𝑇0−𝜇1𝑗−𝜇2𝑘) + c. c. (3.59) 
where 𝐁𝟐 = [
𝐵2𝑎
𝐵2𝑏




Figure 3-3 displays the 0th, 1st, and 2nd-order dispersion curves for the 2-D diatomic lattice. 
Note that in small wavenumber ranges around a few isolated points, internal resonances 
(i.e., large 2nd-order particular solutions) can occur for some lattices where wavenumber 
combinations satisfy 𝑛𝜔0(𝜇1, 𝜇2) − 𝜔0(𝑛𝜇1, 𝑛𝜇2) = 0 for 𝑛 = 2,3. Treatment of such 
cases is the subject of Chapter 4.  




Direct numerical integration of the equations of motion for the monatomic lattice in Eqs. 
(3.19-3.25) and diatomic lattice in Eqs. (3.43-3.50) was conducted using MATLAB’s 
ode45 solver. Large lattices (~300 x 300 unit cells) were simulated, and linear viscous 
dampers with coefficients that increase towards the edges of the structure were added to 
mitigate reflections.  Plane waves were introduced into the medium by employing one of 
two methods: the first method harmonically displaces a single mass in the lattice’s center, 
which produces a wave that spreads radially outwards in all directions with decreasing 
amplitude. The second method inputs initial conditions (i.e., displacements and velocities) 
corresponding to the series solution in Eq. (3.5) truncated to a given order. This latter 
technique injects perturbation solutions into the lattice to determine whether or not such 
solutions persist over time. Specific orientations can be prescribed for plane-wave initial 
conditions by imposing tan 𝜃 =  𝜇𝑦 𝜇𝑥⁄  where 𝜇𝑥 = 𝛍 ∙ ?̂? and 𝜇𝑦 = 𝛍 ∙ ?̂? and 𝜃 is 
measured counterclockwise relative to the ?̂?-direction as illustrated in Figure 3-2 and 
Figure 3-3.  
Essential to the investigation of waveform invariance and stability is the determination of 
the lattice’s spectral content. A Fast Fourier Transform (FFT) is computed for either spatial 
or temporal signals. By collecting the displacements of a line of masses at a snapshot in 
time, 𝑧(𝐑, 𝑡∗), a spatial FFT can be obtained 𝑧(𝐑, 𝑡∗) → 𝑍(Λ, 𝑡∗). Alternatively, the time 
history of a single mass in space, 𝑧(𝑗∗, 𝑘∗, 𝑡), can be transformed 𝑧(𝑗∗, 𝑘∗, 𝑡) → 𝑍(𝑗∗, 𝑘∗, Ω).  
Using this framework, a variance parameter 𝜎𝑝,𝑛 is calculated by comparing the spectral 
growth and decay of a given spatial harmonic amplitude over time for a line of masses 










∑ (𝑍(𝑛)(𝑝(𝛍 ∙ ?̂?), 𝑙Δ𝑡) − 𝐴𝑝,𝑛)
2𝐿
𝑙=0  (3.60) 
where  
  𝐴𝑝,𝑛 =
1
𝐿+1
∑ 𝑍(𝑛)(𝑝(𝛍 ∙ ?̂?), 𝑙Δ𝑡)𝐿𝑙=0  (3.61) 
and 𝑍(𝑛)(𝑝(𝛍 ∙ ?̂?), 𝑙Δ𝑡) denotes the amplitude of the 𝑝th harmonic of 𝛍 projected onto the 
desired direction ?̂?, after 𝑙 cycles of duration Δ𝑡 for simulations given initial conditions 
retaining terms up to the 𝑛th order . The 𝜎𝑝,𝑛 parameter can be interpreted as the root-mean-
square average of the temporal variation in the lattice’s spatial harmonic content along a 
given direction centered about and normalized by its mean value. Additionally, the change 
in variance Δ𝜎𝑝,𝑛 can be computed as  
  Δ𝜎𝑝,𝑛 = 𝜎𝑝,𝑛 − 𝜎𝑝,0 (3.62) 
which measures the amount of variance reduction derived from including higher-order 
terms in the lattice’s initial conditions relative to the variance of the 0th-order solution.  
For monitoring stability, the energy 𝐸𝑡 within a frequency band Ω1 to Ω2 can be determined 







Using Eq. (3.63), stability can be assessed by monitoring the amount energy concentrated 
within a fundamental frequency and its associated harmonics. Accordingly, 𝐸𝑡,𝛿 can be 
introduced 
  𝐸𝑡,𝛿 = 1 −
1
𝐸𝑡,total









where 𝐸𝑡,total denotes the total spectral energy of the unit cell and 2Δ𝑡 denotes a small 
bandwidth centered about the 𝑛th harmonic of the forcing frequency 𝜔. The spatial 
analogue to Eq. (63) is  







where 𝑍(𝑛)(Λ, 𝑡∗) is the complex Fourier coefficient at the spatial frequency Λ for a group 
of masses along the ?̂?-direction. For plane-wave initial conditions, instability was defined 
to occur when a significant fraction of 𝐸𝑠 fell outside of integer multiples of 𝛍 ∙ ?̂?  
  𝐸𝑠,𝛿 = 1 −
1
𝐸s,total





]5𝑙=1  (3.66) 
where 𝐸s,total denotes the total energy of the line of masses and 2Δs denotes a small 
bandwidth centered about 𝛍 ∙ ?̂?. Thus, large values of 𝐸𝑠,𝛿  signify a substantial presence of 
incommensurate frequencies in the spatial distribution of masses in the lattice.  
3.5 Directional Waveform Invariance 
Inspection of Eqs. (3.13) and (3.17) indicate that these nonlinear lattices admit multi-
harmonic solutions that propagate for all space and time. Higher-harmonic amplitudes are 
added at each order of the perturbation analysis in addition to building-upon the harmonic 
amplitudes introduced at prior orders. Thus, the series solution in Eq. (3.5) is expected to 
converge to a multi-harmonic waveform that propagates invariantly; in other words, these 
solutions describe waves whose spectral amplitudes interact in such a way so as to 
eliminate the development and exchange of energy between higher-harmonics. Because 
the solutions possess integer multiples of both the spatial and temporal frequencies, these 




either space or time. Note that higher-harmonic generation [107] and inter-harmonic 
energy exchange [108] are well-documented phenomena for waves in nonlinear media. 
Clearly, knowledge of invariant waveforms could impact communications applications in 
which information at a carrier frequency must be transmitted through nonlinear media with 
as little loss or distortion as possible.  
In symmetrical lattices, these solutions might reasonably be expected to propagate 
identically for any given orientation, particularly at sufficiently low frequencies wherein 
beaming does not occur. However, Figure 3-4 displays the multi-harmonic amplitudes 
governing the second and third harmonics in the monatomic lattice evaluated as a function 
of the plane wave’s angle. Note the considerable variation for most frequencies and 
wavenumbers. It is therefore expected that waves generate and exchange spectral content 
at different rates along different angles, and hypothesized to be more pronounced variation 
for directions in which the multi-harmonic amplitudes are larger due to the greater deficit 





Figure 3-4. Perturbation-based multi-harmonic content evaluated as a function of 
plane-wave angle in the monatomic lattice. Coefficients are computed with constant 
𝝎𝟎 (a,b) or 𝝁𝒙 (c,d):  𝜶 = 𝟎. 𝟒,𝒎 = 𝟏, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟐𝒙 = 𝟎. 𝟎𝟏, 𝒌𝟑𝒙 = 𝟏, 𝒄𝒙 = 𝟎, 𝒌𝟏𝒚 =
𝟏, 𝒌𝟐𝒚 = 𝟎. 𝟎𝟏, 𝒌𝟑𝒚 = 𝟏, 𝒄𝒚 = 𝟎, 𝒂𝟏 = 𝟏, 𝒂𝟐 = 𝟏. 
This hypothesis was tested and validated in numerical simulations for both the monatomic 
and diatomic lattices. Using the plane-wave initial conditions described in Section 3.4, the 
series solution in Eq. (3.5) was truncated at the 0 and 2 orders and applied as initial 
conditions for the solver for different angles 𝜃. The metrics in Eqs. (3.60) through (3.62) 
were applied with ?̂? = ?̂? such that 𝛍 ∙ ?̂? = 𝜇𝑥. Figure 3-5 presents the numerically-
determined variance reduction in the monatomic lattice for the second and third harmonics 
evaluated as a function of the plane wave’s angle. For these simulations, 𝜇𝑥 remained fixed 
as the plane-wave angle varied to ensure higher-harmonics did not exceed the Nyquist 




variance reduction closely follows that of the higher-harmonic solution amplitudes, 
consistent with the aforementioned hypothesis.  
 
Figure 3-5. Waveform invariance in the monatomic lattice: numerical reduction in 
variance (a,b) compared to perturbation coefficients governing the 2nd and 3rd 
harmonics (c,d):  𝝁𝒙 =
𝝅
𝟒
, 𝜶 = 𝟎. 𝟒,𝒎 = 𝟏, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟐𝒙 = 𝟎. 𝟏, 𝒌𝟑𝒙 = 𝟏, 𝒄𝒙 =
𝟎, 𝒌𝟏𝒚 = 𝟏, 𝒌𝟐𝒚 = 𝟎. 𝟏, 𝒌𝟑𝒚 = 𝟏, 𝒄𝒚 = 𝟎, 𝒂𝟏 = 𝟏, 𝒂𝟐 = 𝟏. 
In a similar manner, variance in the diatomic lattice was numerically investigated. Figure 
3-6 and Figure 3-7 depict the direction dependence of the perturbation-based multi-
harmonic solution amplitudes in the diatomic lattice. The same hypothesis was proposed: 
greater variance reduction should be measured in directions in which the multi-harmonic 





Figure 3-6. Perturbation-based multi-harmonic content evaluated as a function of 
plane-wave angle in the diatomic lattice for 𝒎𝒃 masses. Coefficients are computed 
with constant 𝝎𝟎 (a,b) or 𝝁𝒙 (c,d): 𝜶 = 𝟎. 𝟏,𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟏. 𝟓, 𝒌𝟏𝒙 =




The variance parameter can be applied to either degree of freedom: 𝜎𝑝,𝑛,𝑎 and 𝜎𝑝,𝑛,𝑏 for 𝑚𝑏 
and 𝑚𝑏 masses, respectively. Figure 3-7 presents the numerical computation of variance 
reduction in the diatomic lattice compared to the multi-harmonic amplitudes evaluated at 
the same 𝜇𝑥 values. The trend of direction-dependent variance reduction again closely 





Figure 3-7. Waveform invariance in the acoustic branch of the diatomic lattice. 




coefficients (c,d):  𝝁𝒙 =
𝝅
𝟒
, 𝜶 = 𝟎. 𝟏,𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟏. 𝟓, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟐𝒙 = 𝟎. 𝟏, 𝒌𝟑𝒙 =





Figure 3-8. Waveform invariance in the optical branch of the diatomic lattice. 
Numerical variance reduction (a) are compared to magnitude of perturbation 
coefficients (b):  𝝁𝒙 =
𝝅
𝟔
, 𝜶 = 𝟎. 𝟏,𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟏. 𝟓, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟐𝒙 = 𝟎. 𝟏, 𝒌𝟑𝒙 =




For both the monatomic lattice and acoustic branch of the diatomic lattice, the variance 
reduction in the third harmonic exhibits much stronger angular dependence than that in the 
second harmonic. For the acoustic branch of the diatomic lattice, this aligns well with the 
weaker angular relationship of the second harmonic amplitude compared to that of the 
third, but not so for the monatomic lattice. It is possible there exists a connection between 
nonlinear the normal modes [109] of a finite lattice and the waveform invariance in infinite 




considered herein motivates this possible connection: when a structure is excited precisely 
according to a modal solution, it continues to vibrate at that isolated mode.  
3.6 Directional Stability 
While Eqs. (3.9), (3.13), and (3.17) define plane-wave solutions for the lattice, they do not 
provide a-priori indication of their stability. Amplitude can be expected to play a critical 
role in the stability of the wave propagation solutions reported in this work. Low-amplitude 
waveforms simulated in Section 3.5, for example, continued to propagate for many cycles. 
For sufficiently large amplitudes, however, nonlinear interactions become more dominant 
and plane-wave propagation may break-down. Less intuitive is the influence of 
propagation direction on stability, especially for a symmetrical lattice. Waves travelling in 
one direction may reasonably be expected to propagate with the same stability as any 
another direction.  
Reconstituting the 0th-order amplitude to the original time scale yields the time variation 
of the wave amplitude 
  ?̇? = D1𝛼 +
2D2𝛼 (3.67) 
Denoting fixed point solutions as 𝛼∗, the stability of each fixed point is assessed through a 
local analysis by computing its associated 𝜆 value 
  𝜆 ≡
d
d𝛼
?̇?|𝛼∗  (3.68) 
where 𝜆 > 0 implies instability, 𝜆 < 0 stability, and 𝜆 = 0 neutral stability. For both the 








Whether analysis is truncated at the 1st or 2nd order, the stable fixed point 𝛼∗ = 0 exists for 
all the lattices considered. Such a solution indicates that small amplitude waves decay due 
to damping. Higher-order (i.e., O( 2)) terms in the reconstituted amplitude equation reveal 




). Thus, waves with initial amplitudes in the 
neighborhood of 𝛼NZ
∗  propagate unstably whereas those with low amplitudes (i.e., 
sufficiently close to 𝛼∗ = 0) stably decay due to dissipation in the lattice. This finding 
highlights the significance of higher-order perturbation analysis: 1st-order expressions 
alone give no indication of instability in these lattices. 
While not immediately apparent when examining the MMS results, the unstable fixed 
points in symmetric lattices exhibit strong angular dependence. Using expressions for the 
monatomic lattice (the diatomic lattice gives similar results), Figure 3-9 plots basins of 
attraction for plane waves along different angles, 𝜃, and initial amplitudes, 𝛼0. Waves with 
𝛼0 values above the threshold marked by the black line propagate in an unstable manner 
whereas waves with 𝛼0 values below this threshold propagate in a stable manner. Note 
that, while symmetric parameters are used, there is still the indication of directional 
stability in the system: stability increases as the angle increases since higher threshold 𝛼0 
values imply greater stability. The black line is computed from the local stability analysis 
while the colored points are found from numerically integrating Eq. (3.67) and identifying, 
based on either a subsequent increase or decrease in amplitude, the stability or instability, 
respectively, of the wave.  Again, direction dependence appears in the stability. It is clear 




45 degree direction, but in an unstable manner along the 0 degree direction. In fact, it is 
apparent that 𝜃 = 0𝑜 (the lattice direction) is the least stable angle, and stability increases 
as plane waves depart from this orientation.  
 
Figure 3-9. Basins of attraction for the 2-D monatomic lattice as predicted by the 
perturbation results: 𝒎 = 𝟏, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟏𝒚 = 𝟏, 𝒌𝟐𝒙 = 𝟏, 𝒌𝟐𝒚 = 𝟏, 𝒌𝟑𝒙 = 𝟏, 𝒌𝟑𝒚 =
𝟏, 𝒄𝒙 = 𝟎. 𝟏, 𝒄𝒚 = 𝟎. 𝟏,𝝎𝟎 = 𝟏. 𝟑, 𝒂𝟏 = 𝟏, 𝒂𝟐 = 𝟏. 
Similar to the findings in Section 2.7.1, the fixed points from the local stability analysis 
cannot be expected to accurately predict the true threshold for instability in this system or 
the exact angular-dependence of the fixed points. This conclusion stems from the weak 
nonlinearity assumption intrinsic to the perturbation analysis: the fixed points indicating a 
loss of stability are large enough to violate this assumption. Defining the dimensionless 
strength of the cubic nonlinearity as Π3 = 𝑘3𝑥𝛼NZ
∗ 2 𝑘1𝑥⁄ , the fixed point that gives the 
weakest nonlinearity is Π3,min = 0.667, well above the conservative limit of 0.1. 




analysis informs the nature of stability in these lattices—specifically its direction-
dependence.  
Figure 3-10 presents the results of applying a high-amplitude harmonic displacement to the 
central mass of a symmetric monatomic lattice. The parameter 𝐸𝑡,𝛿 from Eq. (3.64) is 
computed and displayed at each point in the 20 x 20 unit cell region around the center. 
Black lines represent displacement contours. For a wave that propagates nearly uniformly 
outward (i.e. no beaming, as is known to occur at high frequencies) spectral content differs 
drastically along different angles far away from the source. The FFT’s at two separate 
locations reveal that propagation along the ?̂?-direction breaks down from its original 
fundamental frequency into incommensurate frequencies, signaling a loss of stability. The 
45-degree direction, on the other hand, retains nearly all the spectral content from the 






Figure 3-10. Point forcing of a monatomic lattice at its center. Stable spectral 
content at 𝜽 = 𝟎𝒐 (a.) is compared to unstable spectral content at 𝜽 = 𝟒𝟓𝒐 (b.): 𝒎 =
𝟏, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟏𝒚 = 𝟏, 𝒌𝟐𝒙 = 𝟎, 𝒌𝟐𝒚 = 𝟎, 𝒌𝟑𝒙 = 𝟏, 𝒌𝟑𝒚 = 𝟏, 𝒄𝒙 = 𝟎, 𝒄𝒚 = 𝟎,𝝎 = 𝟏. 𝟑, 𝜶 =
𝟐. 𝟕, 𝒂𝟏 = 𝟏, 𝒂𝟐 = 𝟏. 
Such direction-dependence occurs also in simulations given plane-wave initial conditions. 
Considering again the monatomic lattice, high amplitude plane-wave initial conditions are 
injected in Figure 3-11, producing either propagation along the lattice direction or 45 
degree direction. Only 0th order terms are retained such that the development of many 
frequencies over time is expected. Stable propagation should generate harmonics of the 
fundamental frequency whereas unstable propagation should break-down into 
incommensurate frequency content as the waveform injected into it cannot persist over 
time. Indeed, visual comparison of the displacements and corresponding spatial frequency 




direction and unstable propagation along the lattice direction, in agreement with both the 
MMS results and harmonic point forcing simulation in Figure 3-12.  
 
Figure 3-11. Plane-wave initial conditions in a monatomic lattice at high amplitudes 
for 𝜽 = 𝟎𝒐 (a.) as compared to 𝜽 = 𝟒𝟓𝒐 (b.). Red lines denote the group of masses at 
which the spatial FFT’s (bottom) were computed: 𝒎 = 𝟏, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟏𝒚 = 𝟏, 𝒌𝟐𝒙 =
𝟎, 𝒌𝟐𝒚 = 𝟎, 𝒌𝟑𝒙 = 𝟏, 𝒌𝟑𝒚 = 𝟏, 𝒄𝒙 = 𝟎, 𝒄𝒚 = 𝟎,𝝎𝟎 = 𝟏. 𝟓, 𝜶 = 𝟏. 𝟓, 𝒂𝟏 = 𝟏, 𝒂𝟐 = 𝟏. 
To determine numerically the stability of various directions, the angle 𝜃 and amplitude 𝛼 
were varied in multiple simulations and the amount of incommensurate energy in the lattice 
𝐸𝑠,𝛿 was recorded after 4 cycles of the 0
th-order temporal frequency 𝜔0. The direction ?̂? 
was selected to be ?̂? such that 𝛍 ∙ ?̂? = 𝜇𝑥.  Figure 3-12 through Figure 3-14 present the 
results for the monatomic and diatomic lattices as compared to the analytical fixed points 




results capture the perturbation trends: greater stability occurs as 𝜃 departs from 0 as well 
as when 𝜔0 decreases.  
 
 
Figure 3-12. Unstable fixed points in the monatomic lattice evaluated as a function 
of propagation angle, exhibiting more stability as the angle departs from 𝜽 = 𝟎. 




similar trends as 𝜽 and 𝝎𝟎 are independently varied: 𝒎 = 𝟏, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟏𝒚 =
𝟏, 𝒌𝟐𝒙 = 𝟎, 𝒌𝟐𝒚 = 𝟎, 𝒌𝟑𝒙 = 𝟏, 𝒌𝟑𝒚 = 𝟏, 𝒄𝒙 = 𝟎. 𝟏, 𝒄𝒚 = 𝟎. 𝟏, 𝒂𝟏 = 𝟏, 𝒂𝟐 = 𝟏. 
 
Figure 3-13. Unstable fixed points in the acoustic branch of the diatomic lattice 
evaluated as a function of propagation angle. Numerical results (a) capture the same 
trends in the angle and frequency dependence as the perturbation results (b,c): 𝒎 =






Figure 3-14. Unstable fixed points in the optical branch of the diatomic lattice 




agree with numerical simulations (b): 𝒎 = 𝟏, 𝒌𝟏𝒙 = 𝟏, 𝒌𝟏𝒚 = 𝟏, 𝒌𝟐𝒙 = 𝟎 , 𝒌𝟐𝒚 =




As was observed in simulations of the 1-D chain, unstable plane waves in the 2-D lattice 
can exhibit a non-stationary nature. Comparing snapshots of an unstable plane wave’s 
spatial frequency content at different time instances has demonstrated that an unstable 
plane wave develops time-varying incommensurate frequency content.  
The direction-dependence of the multi-harmonic coefficients (at fixed 𝜔0) resembles that 
of the plane-wave stability (also at fixed 𝜔0). Plane waves oriented along the lattice 
direction undergo relatively more variation in their spectral content after the inclusion of 
higher-order terms from the series solution than inclined directions. The same directions 
were found to destabilize (by breaking-down into incommensurate frequencies) at 
relatively low amplitudes of the 0th order solution. It is not surprising that directions that 
exchange more energy between spectral amplitudes when given a single harmonic have 
less stability because the generation of incommensurate frequency content implies a high 
degree of energy conversion. In other words, spectral energy appears to be naturally “more 
mobile” along the lattice direction, requiring more terms to become invariant and 
possessing a greater tendency towards instability. 
3.7 Potential Applications 
Directional stability may inspire new technology and devices. Two concepts are presented 
in this section. The first, pictured in Figure 3-15, proposes a new method for spatially 
encrypting data, in which the phasing between transducers produces a stable plane wave 




incommensurate frequencies and information stored at the fundamental frequency is 
corrupted.  
 
Figure 3-15. Encryption of information by setting the phasing between transducers 
to generate stable plane waves only when the correct passcode is entered. 
Additionally, orientation of cracks in structures such as bridges, buildings, and aircraft 
could be identified in a novel, low power manner. Figure 3-16 depicts a transducer array 
mounted on a structure with a crack. Signals from the transducers reveal if the crack is 
oriented closer to 45𝑜 or 0𝑜 by simply examining the presence or absence of 
incommensurate frequencies. Information about crack orientation may be critical for 
assessing the threat cracks pose to the structure.  Such application would function best in 





Figure 3-16. Orientation of cracks can be detected by examining the presence (or 
absence) of incommensurate frequencies in a transducer array. 
3.8 Concluding Remarks 
Higher-order multiple scales analysis uncovered directional invariant waveforms and 
plane-wave stability in two-dimensional nonlinear periodic lattices. Lattices admit multi-
harmonic plane waves that propagate with little re-distribution of their spectral content, in 
contrast to waves in nonlinear media that generate and exchange energy with higher-
harmonics. Such solutions exhibit directional-dependence which is confirmed by 
numerical simulations. These waveforms could inform technology that transmits and 
receives signals over long distances and times. Additionally, plane-wave stability is 
assessed by a local analysis including higher-order terms. Directions are shown to have 
varying stability in symmetrical lattices, a counterintuitive finding unexplored by prior 
studies. Numerical simulations capture this behavior, following the patterns of the 
direction-dependent basins of attraction predicted by perturbation. Devices are proposed 








CHAPTER 4. INTERNALLY-RESONANT WAVE ENERGY 
EXCHANGE IN WEAKLY NONLINEAR LATTICES AND 
METAMATERIALS 
4.1 Overview 
This chapter presents a multiple-scales analysis approach capable of capturing internally-
resonant wave interactions in weakly nonlinear lattices and metamaterials. Example 
systems considered include a diatomic chain and a locally-resonant metamaterial-type 
lattice. At a number of regions in the band structure, both the frequency and wavenumber 
of one nonlinear plane wave may relate to another in a near-commensurate manner (such 
as in a 2:1 or 3:1 ratio) resulting in an internal resonance mechanism. As shown herein, 
nonlinear interactions in the lattice couple these waves and enable an energy exchange to 
occur. Near such internal resonances, previously-derived higher-order dispersion 
corrections for single plane wave propagation may break down, leading to singularities in 
the predicted nonlinear dispersion relationships. Using the presented multiple-scales 
approach and the two example systems, this chapter examines internal resonance occurring 
(i) within the same branch and (ii) between different branches of the band structure, 
resolving the aforementioned singularity issue while capturing the energy exchange.  
Little attention has been given to internally-resonant wave interactions in nonlinear media. 
Considering  commensurate wave-wave interaction of bulk waves in continuous solids with 
cubic nonlinearities, Rushchitsky et al. employed the method of slowly varying amplitude 




laws for the interacting waves [110, 111]. Manktelow et al. investigated wave-wave 
interactions in a nonlinear monatomic lattice, with the aim of controlling the frequency 
shift of a primary wave in the presence of a secondary wave, each occupying a unique 
space on the lattice’s band structure [112]. A special case in which the two waves possess 
commensurate frequency content (in the long wavelength limit) was examined, and their 
slow-scale energy exchange was remarked upon but was not of primary interest for their 
dispersion analysis. In [108, 113], a series of studies focused-on the harmonic excitation of 
a pre-compressed granular chain in the regime of weak quadratic stiffness  with an 
extension to continuous layered systems in [114]. Using a perturbation expansion, the 
spatiotemporal higher-harmonic generation was derived, notably possessing a periodic 
amplitude exchange between the fundamental and second harmonic for the case of 
propagative driving frequencies. Panigrahi et al. explored internal resonances in the long 
wavelength limit of monatomic lattices with quadratic stiffness nonlinearities [115]. A 
multiple scales-derived phase portrait, aided by a local stability analysis, revealed 
transitions from oscillatory to emergent evolution of the interacting wave amplitudes which 
was validated qualitatively in numerical simulations.  
This chapter is organized as follows. Section 4.2 describes the example lattices considered 
herein, namely a diatomic chain and locally-resonant metamaterial system. Section 4.3 
details a multiple scales analysis of internally-resonant wave energy exchange in weakly 
nonlinear lattices, with the specific aim of capturing the energy exchange between 
propagating modes related in a 2:1 or 3:1 manner. In Section 4.4, a local stability analysis 
of the evolution equations reveals the fixed points of the dynamical systems. Of interest 




waves. Section 4.5 compares results from direct numerical simulation of the lattice 
equations of motion to the perturbation predictions of the energy exchange. Good 
agreement is documented in the frequency and amplitude of the energy exchange. Section 
4.6 conducts a dispersion analysis for internally-resonant plane waves, developing 
expressions that are valid for frequencies in which previous higher-order perturbation 
analyses for a single plane wave break down.  Conclusions are drawn in Section 4.7.  
4.2 System Description 
Figure 4-1 displays a prototypical, weakly nonlinear layered system whose governing 
equations may admit internally-resonant waves. Such a system can model wave 
propagation in three-dimensional NaCl crystals along the (100) direction [1], for example, 
and discretized bi-material rods [116, 117]. The corresponding unit cell contains alternating 
masses (𝑚𝑎 and 𝑚𝑏) coupled with linear (𝑘1), quadratic (𝑘2), and cubic (𝑘3) stiffness.   
 
Figure 4-1. Nonlinear diatomic chain considered in this work. Bi-material rod that 
this system may model (a.) and its mass-spring representation (b.) 
A locally-resonant lattice is also considered in which a network of primary masses contain 
embedded resonators, as illustrated in Figure 4-2. Coupling between the primary mass and 




quadratic, and cubic stiffness terms. Such a system is used for the analysis of elastic 
metamaterials with negative effective properties and enhanced attenuation capabilities [6, 
118, 119].  
 
Figure 4-2. Nonlinear locally-resonant lattice. Plane wave propagation may occur 
perpendicular to the faces of the box-shaped unit cells containing spherical 
inclusions (a.). Spring-mass representation for plane wave propagation along a 
single direction (b.). 
For both lattices, the equation of motion governing the 𝑗𝑡ℎ unit cell can be compactly 
represented in matrix form 
  𝐌?̈?𝑗 + ∑ [𝐊
(𝑝)𝐱𝑗+𝑝]
+1
𝑝=−1 + 𝐟𝐍𝐋(𝐱𝑗 , 𝐱𝑗−1, 𝐱𝑗+1) = 𝟎,    𝑗 = −∞…∞ (4.1) 
where 𝐱𝑗 = [
𝑥𝑎(𝑗, 𝑡)
𝑥𝑏(𝑗, 𝑡)
] represents the displacement from equilibrium of each degree of 
freedom and ( ̇ ) denotes time differentiation. For Figure 4-1 and Figure 4-2, the mass 
matrices simplify to  




Stiffness matrices for the lattice in Figure 4-1 are given by 















The associated stiffness matrices for the lattices with resonators in Figure 4-2 are given by 








All interactions from nonlinear stiffness terms combine in the 𝐟𝐍𝐋 vector, which is ordered 
to be small with the book-keeping device . For the diatomic lattice, the nonlinear terms 
are 
  𝐟𝐍𝐋(1) = −𝑘2(𝑥𝑏(𝑗) − 𝑥𝑎(𝑗))
2
+ 𝑘2(𝑥𝑏(𝑗 − 1) − 𝑥𝑎(𝑗))
2
 
  −𝑘3(𝑥𝑏(𝑗) − 𝑥𝑎(𝑗))
3
− 𝑘3(𝑥𝑏(𝑗 − 1) − 𝑥𝑎(𝑗))
3 (4.8) 
  𝐟𝐍𝐋(2) = −𝑘2(𝑥𝑎(𝑗 + 1) − 𝑥𝑏(𝑗))
2
+ 𝑘2(𝑥𝑎(𝑗) − 𝑥𝑏(𝑗))
2
 
  −𝑘3(𝑥𝑎(𝑗 + 1) − 𝑥𝑏(𝑗))
3
− 𝑘3(𝑥𝑎(𝑗) − 𝑥𝑏(𝑗))
3 (4.9) 
The locally-resonant lattice possesses the following nonlinear terms 
  𝐟𝐍𝐋(1) = −𝑘2a(𝑥𝑎(𝑗 + 1) − 𝑥𝑎(𝑗))
2
+ 𝑘2a(𝑥𝑎(𝑗 − 1) − 𝑥𝑎(𝑗))
2
 
  −𝑘3a(𝑥𝑎(𝑗 + 1) − 𝑥𝑎(𝑗))
3
− 𝑘3a(𝑥𝑎(𝑗 − 1) − 𝑥𝑎(𝑗))
3
 
  −𝑘2𝑏(𝑥𝑏(𝑗) − 𝑥𝑎(𝑗))
2
− 𝑘3𝑏(𝑥𝑏(𝑗) − 𝑥𝑎(𝑗))
3 (4.10) 
  𝐟𝐍𝐋(2) = 𝑘2𝑏(𝑥𝑏(𝑗) − 𝑥𝑎(𝑗))
2
+ 𝑘3𝑏(𝑥𝑏(𝑗) − 𝑥𝑎(𝑗))
3 (4.11) 
In general, quadratic (i.e., 𝑘2 or 𝑘2𝑎, 𝑘2𝑏) and cubic (i.e., 𝑘3 or 𝑘3𝑎, 𝑘3𝑏) stiffness may arise 
from a Taylor series expansion of an arbitrary nonlinear interaction.  




A Multiple Scales technique is next proposed for investigating internal resonances 
appearing in Eq. (4.1). Time scales of successively slower progression are introduced 
  𝑡 = 𝑇0 + 𝑇1 +⋯
𝑛𝑇𝑛 (4.12) 
with their associated time derivatives  
  ( ̇ ) = D0( ) + D1( ) + ⋯+
𝑛D𝑛( ) (4.13) 
where D𝑛( ) denotes differentiation with respect to 𝑇𝑛. Additionally, the solution is 
expanded in a power series 





Using the expansions in Eqs. (4.13) and (4.14), Eq. (4.1) can be separated into a series of 
cascading differential equations by collecting matching orders of . The first two equations 
are  
  0: 𝐌?̈?𝑗
(0) + ∑ [𝐊(𝑝)𝐱𝑗+𝑝
(0) ]+1𝑝=−1 = 𝟎 (4.15) 
  1: 𝐌?̈?𝑗
(1) + ∑ [𝐊(𝑝)𝐱𝑗+𝑝






(0) ) (4.16) 






i𝜔0𝑇0e−i𝜇𝑗 + c. c. (4.17) 
where 𝐴 denotes the complex amplitude and c. c. denotes the complex conjugate of all 
preceding terms. The temporal frequency (𝜔0) and non-dimensional wavenumber (𝜇) are 
related by the lattice’s dispersion curve, which is found by substituting Eq. (4.17) into 
(4.15) and then solving the resulting eigenvalue problem.  












2  (4.18) 






((−2𝑘1𝑎𝑚𝑏 cos 𝜇 + 2𝑘1𝑎𝑚𝑏 + 𝑘1𝑏𝑚𝑎 + 𝑘1𝑏𝑚𝑏) 
  ∓(4𝑘1𝑎
2 𝑚𝑏
2 cos2 𝜇 − 8𝑘1𝑎
2 𝑚𝑏
2 cos 𝜇 + 4𝑚𝑎𝑚𝑏𝑘1𝑎𝑘1𝑏 cos 𝜇 − 4𝑚𝑏
2𝑘1𝑎𝑘1𝑏 cos 𝜇 +
4𝑘1𝑎
2 𝑚𝑏














Eqs. (4.18) and (4.19) provide the 0th-order dispersion relationships for the diatomic and 
locally-resonant chains, respectively. Additionally, displacements within each unit cell 
take on synchronous motion associated with the wave propagation mode shape 𝛟 












which correspond to Eqs. (4.18) and (4.19), respectively. Figure 4-3 displays the 0th-order 
dispersion relationships for the example systems. Since two degrees of freedom exist per 
unit cell, two distinct branches form their band structures: a lower, or acoustic branch and 





Figure 4-3. 0th-order dispersion curves for the diatomic (a,b) and locally-resonant 
(c,d) lattices. Internal resonance can occur within the same branch or between 
different branches and commonly takes the form of 2:1 or 3:1. 
Recall from Sections 2.3, 2.4, and 3.3 that higher-order analysis of single-frequency 
nonlinear plane waves break down for frequencies associated with internal resonance. This 
phenomenon occurs when the considered wave, represented by A, is in a nearly-




𝜇𝐴 and 𝜔0,𝐵 ≈
𝑛2
𝑛1
𝜔0,𝐴, where 𝑛1 and 𝑛2 are integers.  As established herein, it can 
occur within the same branch or between different branches. Common forms of internal 
resonance are 2:1 and 3:1, which are enabled by quadratic and cubic stiffness interactions, 
respectively, and such forms are principally studied in this work. Figure 4-3 depicts these 




In the long wavelength limit, the near-linear slope of the dispersion curve technically 
produces many internal resonances. However, higher-order internal resonances, e.g. 5:3:1, 
can be expected to exhibit weaker interactions amongst the multiple wave propagation 
modes. Spectral content from weak stiffness nonlinearities naturally decreases at 
increasingly higher-harmonics. Thus, the interaction exclusively between two waves will 
be considered herein as their amplitudes will be dominant.  











i𝜔0,B𝑇0e−i𝜇𝐵𝑗 + c. c. (4.22) 
For 𝑛: 1 internal resonance, the frequencies of the A-wave and B-wave are related by 
  𝜔0,B = 𝑛𝜔0,A + 𝜎𝜔 (4.23) 
  𝜇B = 𝑛𝜇A + 𝜎𝜇 (4.24) 
where small detuning parameters 𝜎𝜔 and 𝜎𝜇 are introduced to also capture wave 
interactions in close proximity to the 𝑛: 1 relationship. Since both (𝜇A, 𝜔0,A) and 
(𝜇B, 𝜔0,B) must satisfy the lattice’s linear dispersion relationship, the detuning parameters 
cannot be set independently of each other. For example, if the A wave frequency and 
wavenumber are known and 𝜎𝜇 is prescribed, then 𝜇𝐵 can be determined from Eq. (4.24). 
The B wave frequency 𝜔0,B can then be readily identified such that Eq. (4.18) or (4.19) is 
satisfied and the associated  𝜎𝜔 can be found from Eq. (4.23).  
The complex wave amplitudes 𝐴 and 𝐵 can be decomposed into polar form 
  𝐴 = 𝛼𝐴e
i𝛽𝐴 (4.25) 





By virtue of satisfying Eq. (4.15), the real quantities 𝛼𝐴, 𝛼𝐵, 𝛽𝐴, and 𝛽𝐵 are functions of 
only the slower time scales: 𝑇1, 𝑇2, etc. Once 𝐱𝑗
(0)
 is defined, the right-hand side of Eq. 
(4.16) can be updated  
D0
2𝐌𝐱𝑗
(1) + ∑ [𝐊(𝑝)𝐱𝑗
(1)]+1𝑝=−1 = −𝐌D1(iω0,A𝛟(ω0,A)𝐴e
i𝜔0,A𝑇0e−i𝜇𝐴𝑗 +
                                                          iω0,B𝛟(𝜔0,B)𝐵e
i𝜔0,B𝑇0e−i𝜇𝐵𝑗)  
  +∑ ∑ 𝐚𝐮,𝐰e
ui(𝜔0,𝐴𝑇0−𝜇𝐴𝑗)ewi(𝜔0,𝐵𝑇0−𝜇𝐵𝑗)3𝑤=−3
3
𝑢=0 + c. c. (4.27) 
where 𝐚𝐮,𝐰 denotes the amplitude at each of the multi-harmonic inhomogeneities and can 
be expected to be functions of the lattice parameters in addition to the 𝐴 and 𝐵 wave 
frequencies and amplitudes. All possible 1st-order frequency combinations that occur after 
inserting Eq. (4.18) into 𝐟𝐍𝐋 are included in the double-summation. Quadratic 
nonlinearities result in even-integer higher harmonics whereas those from cubic 
nonlinearities result in odd-integer higher harmonics. Additionally, cubic nonlinearities 
produce secular terms at  ei𝜔0,A𝑇0e−i𝜇𝐴𝑗 and ei𝜔0,B𝑇0e−i𝜇𝐵𝑗.  
Due to the 𝑛: 1 internal resonance, terms at e𝑛i𝜔0,𝐴𝑇0e−𝑛i𝜇𝐴𝑗 can be expressed in terms of 
ei𝜔0,B𝑇0e−i𝜇𝐵𝑗 (and vice versa). This result is clear after manipulation of the relationships 
in Eqs. (4.23) and (4.24) 
  𝑛(𝜔0,𝐴𝑇0 − 𝜇𝐴𝑗) = 𝜔0,𝐵𝑇0 − 𝜇𝐵𝑗 − 𝜎𝜔𝑇0 + 𝜎𝜇𝑗 ≡ 𝜔0,𝐵𝑇0  
  −𝜇𝐵𝑗 − 𝜎𝜔𝑇1 + 𝜎𝜇𝐽1 (4.28) 
Note that a slow spatial scale, 𝐽1 ≡ 𝑗, has been introduced analogous to the first slow time 
scale 𝑇1 ≡ 𝑡, both of which appear with detuning parameters as phase shifts at a slower 




Next, secular terms are removed from Eq. (4.23) in order to assure convergence of the 
imposed ordering approach. First, terms containing ei𝜔0,A𝑇0e−i𝜇𝐴𝑗 (as well as their complex 
conjugates) are addressed. To identify all of these terms, the relationships in Eq. (4.28) 
must be invoked since, for example, 𝜔0,B −𝜔0,A ≈ 𝜔0,A when 𝑛 = 2. After pre-
multiplying all terms with ei𝜔0,A𝑇0e−i𝜇𝐴𝑗 dependence by 𝛟𝐇(𝜔0,A) and separating real and 
imaginary parts, expressions for the slow-time amplitude and phase evolution for the A 
wave, D1(𝛼𝐴) and D1(𝛽𝐴), result. Considering 2:1 internal resonance from solely quadratic 
stiffness, these evolution equations can be written as 
  D1(𝛼𝐴) = 𝛼𝐴𝛼𝐵Re( 𝐺e
i𝛾) (4.29) 
  D1(𝛽𝐴) = 𝛼𝐵Im( 𝐺e
i𝛾) (4.30) 
where 𝐺 is a function of frequency and lattice parameters provided in Appendix B for both 
material systems.  Additionally, a variable representing the relative phase between the A 
and B waves has been introduced 
  𝛾 ≡ 𝛽𝐵 + 𝜎𝜔𝑇1 − 𝜎𝜇𝐽1 − 𝑛𝛽𝐴 (4.31) 
which results in a set of autonomous evolution equations. The autonomous evolution 
equations associated with 3:1 internal resonance and solely cubic stiffness are similar to 
Eqs. (4.25)-(4.26) 








where Appendix B provides expressions for 𝐼,̅ 𝐿, and ?̅? for both material systems. Note 




evolution equations for 2:1 internal resonance, while the presence of quadratic stiffness 
will not result in additional terms in the evolution equations governing 3:1 internal 
resonance. The additional terms in the 2:1 evolution equations complicate the procedure 
(introduced next) for reducing the state space from (𝛼𝐴, 𝛽𝐴, 𝛼𝐵, 𝛽𝐵) to (𝛼𝐵, 𝛾). However, 
numerical integration of the four-dimensional state space illustrates that cubic stiffness has 
a negligible effect on 2:1 energy exchange.   
Likewise, terms appearing with ei𝜔0,B𝑇0e−i𝜇𝐵𝑗 are also secular. To collect all terms at these 
frequencies requires application of Eq. (4.28) followed by premultiplying with 𝛟𝐇(𝜔0,B). 
Expressions for the slow-time amplitude and phase evolution for the B wave, D1(𝛼𝐵) and 
D1(𝛽𝐵), result. For a 2:1 internal resonance, the evolution equations are given by 
  D1(𝛼𝐵) = 𝛼𝐴
2Re(𝐻e−i𝛾) (4.34) 





and for the 3:1 internal resonance by  











where Appendix B provides expressions for 𝐻, ?̅?, 𝑄, and ?̅? for each material system. At 
this point in the development, the state space of response quantities is either governed by 
Eqs. (4.29)-(4.30) and (4.34)-(4.35) in the case of a 2:1 internal resonance, or Eqs. (4.32)-
(4.33) and (4.36)-(4.37) in the case of a 3:1 internal resonance.  
The dimension of the state space can be reduced from four quantities (𝛼𝐴, 𝛼𝐵, 𝛽𝐴, 𝛽𝐵) to 
three (𝛼𝐴, 𝛼𝐵, 𝛾) by differentiating Eq. (4.31) with respect to 𝑇1 and substituting-in the 




  D1(𝛾) = D1(𝛽𝐵) + 𝜎𝜔 − 𝑛D1(𝛽𝐴) (4.38) 
Applying this procedure to the case of 2:1 internal resonance yields the following reduced 
set of evolution equations quadratic in the wave amplitudes 
  D1(𝛼𝐴) = 𝛼𝐴𝛼𝐵𝐺 cos(𝜓𝐺 + 𝛾) (4.39) 
  D1(𝛼𝐵) = 𝛼𝐴
2𝐻 cos(𝜓𝐻 + 𝛾) (4.40) 




𝐻 sin(𝜓𝐻 + 𝛾) (4.41) 
where 𝐺 = 𝐺ei𝜓𝐺 and 𝐻 = 𝐻𝑒−i𝜓𝐻. The case of 3:1 internal resonance gives rise to a 
reduced set evolution equations cubic in the wave amplitudes 
  D1(𝛼𝐴) = 𝛼𝐵𝛼𝐴
2𝐼 cos(𝜓𝐼 + 𝛾) (4.42) 
  D1(𝛼𝐵) = 𝛼𝐴
3𝑅 cos(𝜓𝑅 + 𝛾) (4.43) 






R sin(𝜓𝑅 + 𝛾) + 𝜎𝜔   
  −3(𝛼𝐵𝛼𝐴𝐼 sin(𝜓𝐼 + 𝛾) + 𝛼𝐵
2𝐿 + 𝛼𝐴
2𝑁) (4.44) 
where 𝐼 = 𝐼ei𝜓𝐼, 𝐿 = 𝐿ei𝜓𝐿 , 𝑁 = 𝑁ei𝜓𝑁 , 𝑃 = 𝑃ei𝜓𝑃 , 𝑄 = 𝑄ei𝜓𝑄 and 𝑅 = 𝑅e−i𝜓𝑅.  
Using the approach outlined in [115], solutions are sought on a hyperplane, reducing the 
phase space from (𝛼𝐴, 𝛼𝐵, 𝛾) to (𝛼𝐵, 𝛾). Key to this step is to seek out-of-phase evolution 
of the A and B wave amplitudes. For energy exchange which conserves total mechanical 
energy, it can be expected that the D1(𝛼𝐴) and D1(𝛼𝐵) are out of phase. The first step is to 
recognize a relationship between the phase terms from the secular term removal 
   𝜓𝐺 − 𝜓𝐻 = 𝜋  (4.45) 
  𝜓𝐼 − 𝜓𝑅 = 𝜋 (4.46) 
Although difficult to prove analytically due to the complexity of the expressions, numerical 




precision. The relationships in Eqs. (4.45) and (4.46) do not define out-of-phase amplitude 










Eq. (4.47) simplifies to  
  𝑟𝛼𝐴
2 + 𝛼𝐵




  for 2:1 internal resonance and 𝑟 =
𝑅
𝐼
 for 3:1 internal resonance. While Eq. 
(4.48) is not a statement of conservation of energy, the solutions on such a hyperplane must 
conserve the energy-like integration constant  𝐸. Thus, since the A and B waves are the 
only wave propagation modes present, each mode grows and decays at the expense of 
exchanging energy with the other when considering solutions on the ellipse in Eq. (4.48). 
Substituting Eq. (4.48) into the 2:1 expressions in Eqs. (4.39)-(4.41) gives  
  D1(𝛼𝐵) = (𝐸 − 𝛼𝐵
2)𝐺 cos(𝜓𝐻 + 𝛾) (4.49) 




𝐺 sin(𝜓𝐻 + 𝛾) (4.50) 
For 3:1 internal resonance, the energy-reduced phase space in Eqs. (4.42)-(4.44) simplifies 
to  







𝑅 cos(𝜓𝑅 + 𝛾) (4.51) 















𝑅 sin(𝜓𝑅 + 𝛾) + 𝜎𝜔  

















The evolution of the amplitudes and phases of the A and B waves defines the interaction of 
the internally-resonant plane waves. The stability of their evolution must be assessed to 
predict if a given distribution of initial amplitudes and phases will persist for long spatial 
and temporal measures. To investigate stability, the temporal evolution of the two-
dimensional reduced phase space is reconstituted to the original time scale 
  ?̇?𝐵 = D1(𝛼𝐵) (4.53) 
  ?̇? = D1(𝛾) (4.54) 
The associated fixed points (𝛼𝐵
∗ , 𝛾∗) satisfy ?̇?𝐵|(𝛼𝐵∗ ,𝛾∗) = 0 and ?̇?|(𝛼𝐵∗ ,𝛾∗) = 0. Stability can 
then be determined local to each fixed point by examining their associated 𝜆 value 
  𝜆 = det 𝐽 (4.55) 
where 

















When 𝜆 is purely real, 𝜆 > 0 denotes instability, 𝜆 < 0 stability, and 𝜆 = 0 denotes neutral 
stability. When 𝜆 is purely imaginary (i.e., 𝜆 = ±i𝜔𝐽), the evolution of 𝛼𝐴, 𝛼𝐵, and 𝛾 are 
oscillatory with frequency 𝜔𝐽. The fixed point equations arising from 2:1 resonance are 
quadratic with respect to 𝛼𝐵 and consequently the fixed point solutions can readily be 
determined in closed form. Table 4-1 summarizes the results. Note the existence of two 




Table 4-1. Fixed Points for 2:1 internal resonance valid for both lattices considered. 
The A-wave fixed point is not a direct component of the two-dimensional phase 
space of (𝜶𝑩, 𝜸) but rather determined by the energy ellipse relationship. 
 
Thus, Fixed Points 1 and 2 are centers, and initial amplitudes and phases in their vicinity 
should evolve periodically over time with frequency 𝜔𝐽. Applying Eq. (4.55), an 
expression can be derived that gives the frequency of the energy exchange for waves 
undergoing stable 2:1 internal resonance 





∗ 2 − 3𝛼𝐵
∗ 4) (4.57) 
where 𝛼𝐵
∗  must be associated with Fixed Points 1 and 2 in Table 4-1. For 3:1 internal 
resonance, no closed form solutions were found for the fixed points and their associated 𝜆 
values based on the cubic-dependence of their fixed point equations. However, for a given 
parameter set, numerical root-finding techniques can be employed to compute the fixed 
point solutions and their associated stability. It is important to note that periodic orbits 
similar to those observed for 2:1 internal resonance also arise for the case of 3:1 internal 
resonance.  




To numerically validate the periodic energy exchange predicted by the presented multiple 
scales approach, direct numerical simulation of the equations of motion in Eq. (4.1) is 
carried-out. Plane waves of the form in Eq. (4.22) with internally-resonant 
frequency/wavenumber combinations are injected into the lattice as initial conditions. 
Initial amplitudes and phases of the A and B waves are selected to be sufficiently near 
centers.  To replicate plane waves in infinite media, long chains are simulated (e.g., 
approximately 800-1000 wavelengths of the A-wave). Viscous dampers are added near the 
chain’s boundaries with coefficients increasing towards the ends of the structure to absorb 
reflections during the simulation. Such damping profile also dissipates initial 
displacements and velocities near the lattice’s boundaries at the start of the simulation.  
Analysis is then restricted to the central region of the chain (e.g., the middle 100-200 
wavelengths of the A-wave). To track the energy exchange of the injected waves, spatial 
Fast Fourier Transforms (FFT’s) are taken of the 𝑚𝑏 masses in this central region. Thus, 
the magnitudes of the frequency content at 𝜇𝐴 and 𝜇𝐵 can be interpreted as 𝛼𝐴 and 𝛼𝐵, 
respectively, which can in-turn be compared to the predictions of the multiple scales 
evolution equations in Eqs. (4.49)-(4.50) or (4.51)-(4.52) for 2:1 and 3:1 internal 
resonances, respectively.  For a given value of 𝐸, fixed points associated with periodic 
orbits can be determined, either analytically, for the case of 2:1 internal resonance, or 
computationally, for the case of 3:1 internal resonance. The initial amplitudes and phases 
of the simulated A and B waves can then be selected to be sufficiently close to these fixed 
point predictions such that the simulated waves will expected to exchange energy over 
time. Values of 𝐸 are sufficiently small so as to eliminate or minimize the generation of 




study focuses-on validating the orbits around lower fixed values as they are more likely to 
satisfy the weak nonlinearity criterion required for multiple scales validity.  
4.5.1 Diatomic System 
Figure 4-4 depicts the relationships between the frequency of the energy exchange, 𝜔𝐽, and 
energy level, 𝐸, for an example diatomic lattice (parameters provided in the caption), 
considering 2:1 internal resonance within the acoustic branch and between the acoustic and 
optical branches. For both cases, a higher energy level produces a higher frequency energy 
exchange. Additionally, the strength of the quadratic nonlinearity at each fixed point, as 




, is evaluated as a function of 𝐸. To 
satisfy a conservative weak nonlinearity criterion, Π2 should be roughly ≤ 0.1. Note that 
as 𝐸 transitions beyond 0.1 for interactions within the acoustic branch, a bifurcation occurs 
in Fixed Point 2 such that 𝛼𝐵
∗  becomes real and nonzero. This result can be physically 
understood to be the minimum energy barrier needed to activate a periodic energy 





Figure 4-4. Frequency of energy exchange and strength of the nonlinearity 
associated with the centers Fixed Points 1 and 2 for 2:1 internal resonance within 
the acoustic branch (a,b) and between the acoustic and optical branches (c,d) of the 
diatomic lattice: (a,b) 𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟏. 𝟓, 𝒌𝟏 = 𝟏, 𝒌𝟐 = 𝟏, 𝒌𝟑 = 𝟎, 𝜺 = 𝟎. 𝟏, 𝝁𝑨 =
𝟎. 𝟓,  𝝈𝝁 = 𝟎, 𝑱𝟏 = 𝟎; (c,d) 𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟏. 𝟓, 𝒌𝟏 = 𝟏, 𝒌𝟐 = 𝟏, 𝒌𝟑 = 𝟎, 𝜺 = 𝟎. 𝟏, 𝝁𝑨 =
𝝅
𝟏.𝟗𝟏
,  𝝈𝝁 = 𝟎, 𝑱𝟏 = 𝟎 
Long wavelengths are considered for investigating internal resonance within the acoustic 
branch of the diatomic lattice. Figure 4-5 displays a sample phase portrait for 2:1 internal 
resonance within the acoustic branch. As documented in Table 4-1, there are two centers 
and two unstable fixed points. Validation of the lower amplitude center is of primary 





Figure 4-5. Phase portrait for 2:1 internal resonance within the acoustic branch of 
the diatomic lattice. Centers are plotted in red. 𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟏. 𝟓, 𝒌𝟏 = 𝟏, 𝒌𝟐 =
𝟏, 𝒌𝟑 = 𝟎, 𝜺 = 𝟎. 𝟏, 𝝁𝑨 = 𝟎. 𝟓,  𝝈𝝁 = 𝟎, 𝑱𝟏 = 𝟎, 𝑬 = 𝟎. 𝟓 
Figure 4-6 presents the results of simulating waves with 2:1 internally-resonant frequency 
combinations within the acoustic branch of the diatomic lattice. Note the close agreement 
between the multiple scales predictions and results from direct numerical simulation when 
viewing the energy exchange in the time domain. As expected, the A and B wave 
amplitudes oscillate out of phase. This energy exchange occurs at a single frequency and 
amplitude that matches well with the multiple scales prediction. Their agreement is 
especially evident after taking an FFT of the time histories of the energy exchange signals 
and filtering-out each of their zero frequency (DC) terms. The DC terms can be expected 
to be similar in magnitude to the fixed points, especially for the nearly-circular trajectories 





Figure 4-6. Direct numerical simulation of the lattice equations of motion compared 
to the multiple scales predictions of the periodic energy exchange in the diatomic 
lattice. 2:1 internal resonance within the acoustic branch is considered. (a,b) Time 
histories of the amplitude modulation. (c,d) Dominant, slow scale frequency content 
of the energy exchange, filtering-out the DC component 𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟏.𝟓, 𝒌𝟏 =
𝟏, 𝒌𝟐 = 𝟏, 𝒌𝟑 = 𝟎, 𝜺 = 𝟎. 𝟏, 𝝁𝑨 = 𝟎. 𝟓, 𝝈𝝁 = 𝟎, 𝑱𝟏 = 𝟎, 𝑬 = 𝟎. 𝟎𝟏𝟎𝟔 
Next, wave interactions associated with internal resonance between the acoustic and optical 
branches are simulated. Figure 4-7 presents a sample phase portrait for 3:1 interactions 
between the two branches. Note that there are three fixed points: two associated with 
periodic orbits and one associated with instability. It is desired to validate periodic orbits 





Figure 4-7. Phase portrait for 3:1 internal resonance between the acoustic and 
optical branches of the diatomic lattice. Centers are plotted in red. 𝒎𝒂 = 𝟏,𝒎𝒃 =
𝟏. 𝟏, 𝒌𝟏 = 𝟏, 𝒌𝟐 = 𝟎, 𝒌𝟑 = 𝟏, 𝜺 = 𝟎. 𝟏, 𝝁𝑨 =
𝝅
𝟑.𝟏𝟔
,  𝝈𝝁 = 𝟎, 𝑱𝟏 = 𝟎, 𝑬 = 𝟏 
Figure 4-8 compares the results from direct numerical simulation of the diatomic 
lattice to the multiple scales predictions for 3:1 interactions between the acoustic and 
optical branches. An FFT of the time histories of 𝛼𝐴 and 𝛼𝐵 reveal that multiple scales 
again accurately predicts the dominant frequency of the energy exchange. Their mean 
values are subtracted so as to determine the frequency content of the oscillations. High 
frequencies in the results from direct numerical simulation suggest that there is at least one 
additional wave with which the A and B waves may be exchanging energy. Clearly, the 
slow time scales introduced in Eq. (4.12) cannot be expected to predict amplitude 
modulation faster than the A wave’s fundamental frequency. Re-formulating the multiple 
scales analysis to include both fast and slow time scales poses challenges that are left for 








Figure 4-8. Direct numerical simulation of the lattice equations of motion compared 
to the multiple scales predictions of the periodic energy exchange in the diatomic 
lattice. 3:1 internal resonance between the acoustic and optical branches is 
considered. (a,b) Time histories of the amplitude modulation. (c,d) Dominant, slow 
scale frequency content of the energy exchange, filtering-out the DC component (e,f) 
Frequency content of the energy exchange, presenting the small high frequency 
components identified in numerical simulations   𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟏. 𝟏, 𝒌𝟏 = 𝟏, 𝒌𝟐 =
𝟎, 𝒌𝟑 = 𝟏, 𝜺 = 𝟎. 𝟏, 𝝁𝑨 =
𝝅
𝟑.𝟏𝟔
, 𝝈𝝁 = 𝟎, 𝑱𝟏 = 𝟎, 𝑬 = 𝟎. 𝟎𝟓 




The expressions governing internal resonance in the locally-resonant metamaterial-type 
lattice are considered next. Figure 9 documents the frequency of energy exchange and 
strength of the quadratic nonlinearity for 2:1 internal resonance within the acoustic branch, 
and between the acoustic and optical branches. For Π2, the primary chain’s quadratic 




.  Informed by the relationships in Figure 9, lattice 
parameters and initial conditions are selected such that a slow energy exchange (i.e., 
𝜔𝐽
𝜔0𝐴⁄ ≤ 0.1) with weak nonlinearities (i.e., Π2𝑎 ≤ 0.1) are numerically simulated.  
 
Figure 4-9. Frequency of energy exchange and strength of the nonlinearity 
associated with the centers Fixed Points 1 and 2 for 2:1 internal resonance within 
the acoustic branch (a,b) and between the acoustic and optical branches (c,d) of the 




𝟏, 𝒌𝟑𝒂 = 𝟎, 𝒌𝟑𝒃 = 𝟎,  𝜺 = 𝟎. 𝟏, 𝝁𝑨 = 𝟎.𝟏, 𝝈𝝁 = 𝟎; (c,d) 𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟎. 𝟏, 𝒌𝟏𝒂 =
𝟏𝟎, 𝒌𝟏𝒃 = 𝟐, 𝒌𝟐𝒂 = 𝟏, 𝒌𝟐𝒃 = 𝟏, 𝒌𝟑𝒂 = 𝟎, 𝒌𝟑𝒃 = 𝟎,  𝜺 = 𝟎. 𝟏, 𝝁𝑨 =
𝝅
𝟐.𝟗𝟑
, 𝝈𝝁 = 𝟎 
Considering large wavelengths, Figure 4-10 illustrates a sample phase portrait for 3:1 
internal resonance between two waves within the acoustic branch. Both periodic orbits and 
unstable trajectories can be observed as well as a high degree of symmetry between positive 
and negative 𝛾 values.  
 
Figure 4-10. Phase portrait for 3:1 internal resonance within the acoustic branch of 
the locally-resonant lattice. Centers are plotted in red. 𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟎. 𝟒, 𝒌𝟏𝒂 =
𝟏, 𝒌𝟏𝒃 = 𝟏, 𝒌𝟐𝒂 = 𝟎, 𝒌𝟐𝒃 = 𝟎, 𝒌𝟑𝒂 = 𝟏, 𝒌𝟑𝒃 = 𝟏,  𝜺 = 𝟎. 𝟏, 𝝁𝑨 =
𝝅
𝟏𝟐
, 𝝈𝝁 = 𝟎, 𝑬 = 𝟓 
Comparing the results from direct numerical simulation to the perturbation-based evolution 
equations for a locally-resonant lattice with 3:1 internal resonance within the acoustic 
branch, Figure 4-11 illustrates close agreement between theory and simulation for the 
dominant frequency and amplitude of the energy exchange. Additionally, the energy 
exchange of the waves consists of high frequency components, which can be expected to 




framework. Nonetheless, as with the diatomic system, multiple scales accurately predicts 
the dominant frequency of the energy exchange, and overall exchange behavior, between 
the A and B waves.  
 
Figure 4-11. Direct numerical simulation of the lattice equations of motion 
compared to the multiple scales predictions of the periodic energy exchange in the 
locally-resonant lattice. 3:1 internal resonance within the acoustic branch is 
considered. (a,b) Time histories of the amplitude modulation. (c,d) Dominant, slow 
scale frequency content of the energy exchange, filtering-out the DC component (e,f) 
Frequency content of the energy exchange, presenting the small high frequency 
components identified in numerical simulations 𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟎. 𝟒, 𝒌𝟏𝒂 = 𝟏, 𝒌𝟏𝒃 =
𝟏, 𝒌𝟐𝒂 = 𝟎, 𝒌𝟐𝒃 = 𝟎, 𝒌𝟑𝒂 = 𝟏, 𝒌𝟑𝒃 = 𝟏,  𝜺 = 𝟎. 𝟏, 𝝁𝑨 =
𝝅
𝟏𝟐
, 𝝈𝝁 = 𝟎, 𝑬 = 𝟎. 𝟓 
Lastly, internal resonance between the acoustic and optical branches in the locally-resonant 
lattice is investigated. Figure 4-12 displays a sample phase portrait and Figure 4-13 




resonance, again showing good agreement in the primary exchange frequency and 
amplitudes.  
 
Figure 4-12. Phase portrait for 2:1 internal resonance between the acoustic and 
optical branches of the locally-resonant lattice. Centers are plotted in red. 𝒎𝒂 =
𝟏,𝒎𝒃 = 𝟎. 𝟏, 𝒌𝟏𝒂 = 𝟏𝟎, 𝒌𝟏𝒃 = 𝟐, 𝒌𝟐𝒂 = 𝟏, 𝒌𝟐𝒃 = 𝟏, 𝒌𝟑𝒂 = 𝟎, 𝒌𝟑𝒃 = 𝟎, 𝒄 = 𝟎, 𝜺 =
𝟎. 𝟏, 𝝁𝑨 =
𝝅
𝟐.𝟗𝟑






Figure 4-13. Direct numerical simulation of the lattice equations of motion 
compared to the multiple scales predictions of the periodic energy exchange in the 
locally-resonant lattice. 2:1 internal resonance between the acoustic and optical 
branches is considered. (a,b) Time histories of the amplitude modulation. (c,d) 
Dominant, slow scale frequency content of the energy exchange, filtering-out the DC 
component (e,f) Frequency content of the energy exchange, presenting the small 
high frequency components identified in numerical simulations. 𝒎𝒂 = 𝟏,𝒎𝒃 =




, 𝑬 = 𝟎. 𝟏. 
4.6 Dispersion Analysis 
As documented in Sections 2.3, 2.4, and 3.3, higher-order multiple scales analysis of a 
single-frequency plane wave does not provide valid dispersion shifts for frequencies near 
internal resonances. This stems from unaccounted-for secular terms arising from 




These 1st-order particular solutions become unbounded at frequencies associated with 
internal resonance, and consequently violate the asymptotic series expansion. Thus, 
singularities in dispersion corrections due to internal resonance for self-interacting cannot 
be seen until advancing to the 2nd-order. Note that first-order dispersion corrections do not 
exhibit singularities, and the natural question arises as to whether these lower-order 
approximations can be satisfactorily used near internal resonance.   
Since quadratic stiffness interactions do not cause dispersion shifting until higher-orders 
(i.e., 𝑂( 2)), cubic stiffness interactions are considered for this dispersion study. 
Additionally, internal resonance between the acoustic and optical branches is explored 
since there are negligible dispersion shifts at the long wavelengths at which internal 
resonance takes place solely within the acoustic branch. Recalling from [112] that 
evolution equations for phases directly provide the amplitude-dependent corrections to the 
band structure, Eqs. (4.33) and (4.37) are evaluated at the fixed points  
  𝜔1,𝐴 = 𝐼𝛼𝐴
∗𝛼𝐵
∗ sin(𝜓𝐼 + 𝛾
∗) + 𝐿𝛼𝐵
∗ 2 + 𝑁𝛼𝐴
∗2 (4.58) 
  𝜔1,𝐵 = 𝑃𝛼𝐴
∗2 + 𝑄𝛼𝐵




∗ sin(𝜓𝑅 + 𝛾
∗) (4.59) 
where 𝜔1,𝐴 and 𝜔1,𝐵 denote the amplitude-dependent dispersion shifts for the A and B 
waves, respectively, for 3:1 internal resonance. The corrections in Eqs. (4.58) and (4.59) 
can be evaluated at any fixed point (𝛼𝐴
∗ , 𝛼𝐵
∗ , 𝛾). To determine whether these expressions 
from internally-resonant interactions are comparable to the 1st-order predictions from a 
single plane wave analysis, Eq. (4.58) is evaluated with 𝐸 = 𝑟𝛼2, where 𝛼 is the amplitude 




Figure 4-14 compares the results for the internally-resonant dispersion predictions to those 
from the 1st-order perturbation predictions for a single plane wave in the diatomic chain. 
The frequency 𝜔 and wavenumber 𝜇 correspond to those of the single frequency plane 
wave. The A-wave frequency and wavenumber are used for the comparison. When 
evaluated at Fixed Point 6, the internally-resonant analysis gives results that would arise 
should the single-plane wave analysis be interpolated through its singularities. Fixed Point 
5 converges to the single plane wave corrections as the wavenumber increases to values 
well above the frequency at which the singularity occurs. Fixed Point 7 exists for a narrow 
range of frequencies about the singularity and slowly approaches the single plane wave 
results. The results evaluated at Fixed Point 6 gives confidence that higher-order 
singularities can be avoided when studying a single plane wave by instead employing the 





Figure 4-14. Comparison of multiple scales expressions for dispersion shifts in the 
diatomic chain. A single plane wave has singularities in its higher-order dispersion 
corrections at frequencies associated with internal resonance between branches (a.). 
Dispersion corrections based on 3:1 energy exchange (b-d) exist at specific ranges of 
frequencies and the results evaluated at Fixed Point 6 passes through the singularity 
found in the single plane wave results. 𝒎𝒂 = 𝟏,𝒎𝒃 = 𝟏. 𝟑, 𝒌𝟏 = 𝟏, 𝒌𝟐 = 𝟎, 𝒌𝟑 =
𝟏, 𝜺 = 𝟎. 𝟏, 𝝈𝝁 = 𝟎, 𝑱𝟏 = 𝟎,𝜶 = 𝟎. 𝟕 
Using the framework detailed in Section 4.4, the stability of Fixed Points 5-7 in Figure 
4-14 is analyzed as the wavenumber 𝜇 is varied to ensure the stability of the solutions. 
Figure 4-15 presents the results. Since Fixed Point 6 is a center, it provides justification for 
employing its value to interpolate through single plane wave singularities. Fixed Point 5 is 
also a center, which also can be used to approximate the dispersion shifts of a single plane 
wave at frequencies beyond the 3:1 singularity. Note that 𝛼𝐵




coalesce and subsequently vanish as the control parameter 𝜇 is varied just above the value 
giving a singularity. This behavior is indicative of a saddle-node bifurcation.  
 
Figure 4-15. Bifurcation analysis of the multiple scales fixed point expressions in the 
vicinity of the singularity due to 3:1 internal resonance in the diatomic chain. The 
wavenumber of the A wave 𝝁𝑨 serves as the control parameter and the fixed points 
𝜶𝑩
∗  (a.) and 𝜸∗ (b.) are evaluated. Fixed Points 5 and 6 are both centers giving 
confidence they can be used to interpolate through or approximate the singularity in 
the higher-order single plane wave dispersion correction. The vertical line 
represents the location of the singularity in the single plane wave dispersion 
correction. 
4.7 Concluding Remarks 
A multiple scales approach has been presented to analyze internally-resonant energy 
exchange in weakly nonlinear lattices with multiple degrees of freedom per unit cell. Both 
2:1 and 3:1 internal resonances within the same branch, and between different branches, is 
considered for diatomic and locally-resonant example systems. A local stability analysis 
reveals distributions of amplitudes and phases associated with a slow periodic exchange of 
energy between the internally-resonant plane waves. These predictions are validated by 
direct numerical simulation of the lattices’ equations of motion. A dispersion study reveals 




accurately characterizes regions of the band structure at which dispersion corrections of a 
single-frequency plane wave break down. The results presented herein may inform 
technology capable of long-range coherent signal transmission and detection in nonlinear 





CHAPTER 5. ISOLATED FREQUENCIES AT WHICH 
NONLINEAR MATERIALS BEHAVE LINEARLY 
5.1 Overview 
This chapter demonstrates that specific frequencies in weakly nonlinear lattices avoid 
generation of higher-harmonics, and thus the lattices behave almost linearly. A multiple 
scales analysis identifies plane wave solutions that persist at only a single frequency and 
wavenumber—i.e., whose spatiotemporal production of higher-harmonics is remarkably 
small. This behavior is a specialization of the invariance phenomenon reported for 1-D 
lattices in Chapter 2. Monatomic and diatomic chains with quadratic and cubic stiffness 
nonlinearities are selected as example systems. Direct numerical integration of their 
equations of motion confirms that finite amplitude plane waves assigned to these special 
frequencies produce negligible higher harmonics when injected into the lattices. Such 
findings provide new considerations for the operating frequency of nonlinear 
communications devices, sensors, and transducers for enhanced signal-to-noise ratios. 
Extensive research has explored the generation of extra-harmonics in nonlinear media, 
such as those resulting from normal and Umklapp phonon scattering processes in 
anharmonic lattices [120]. Other examples include finite amplitude bulk waves in elastic 
solids [107, 121, 122] and Lamb waves [123-128], which can support second-harmonic 
synchronization (internally-resonant energy exchanges). Similarly, higher-harmonic 
production has been studied in optical waves for media with nonlinear dielectric 




problems are posed in a finite, or semi-finite, setting by introducing an input boundary 
condition, commonly harmonic forcing. The growth of higher-harmonics in forced 
nonlinear periodic media has also been investigated, with notable recent discoveries of a 
periodic energy exchange between the forcing frequency and higher-harmonics [108], 
modal-mixing between dispersion branches [132], and the formation of subharmonic 
attenuation zones [133]. By contrast, other studies consider free-wave solutions for infinite 
nonlinear media. Solution forms include breathers [134-138], solitons [14, 26, 28, 29, 139-
141], and cnoidal waves [89, 142, 143], which have been observed in water, fiber optic 
cables, granular media, and periodic structures.  
In this chapter, special frequencies are identified at which higher-harmonic generation 
ceases in weakly nonlinear lattices. Such solutions are unique for each lattice design and 
tunable through wave amplitude, as identified by the multiple scales analysis. Section 5.2 
reviews the example systems (i.e., weakly nonlinear monatomic and diatomic chains) and 
summarizes the higher-order multiple scales analysis that reveals this peculiar behavior. 
Section 5.3 presents results from numerical simulations that verify the minimal growth of 
higher-harmonics at these special frequencies. Concluding remarks are made in Section 
5.4.  
5.2 Analysis Approach 
Considered herein is 1-D wave propagation in lattices with physically-appropriate, small 
quadratic and cubic stiffness nonlinearities. This arises in anharmonic 3-D crystals when 
plane waves propagate in the [100], [110], and [111] directions. Analogously, these 




optical media whereby cubic “stiffness” appears as the Kerr nonlinearity [144-146]. Figure 
5-1(a-b) presents example systems considered herein: nonlinear monatomic and diatomic 
lattices. The monatomic lattice comprises a single mass 𝑚 that repeats in each unit cell 
whereas the diatomic lattice consists of alternating masses 𝑚𝑎 and 𝑚𝑏. Both lattices 
possess linear stiffness denoted by 𝑘1 as well as quadratic and cubic stiffness denoted by 
𝑘2 and 𝑘3, respectively. In general, the equations of motion for the 𝑗
𝑡ℎ unit cell of a weakly 
nonlinear lattice are 
  𝐌?̈?𝑗 + ∑ [𝐊
(𝑝)𝐱𝑗+𝑝]
+1
𝑝=−1 + 𝐟𝐍𝐋(𝐱𝑗 , 𝐱𝑗−1, 𝐱𝑗+1) = 𝟎,    𝑗 = −∞…∞ (5.1) 
where 𝐱𝑗 and ?̈?𝑗 are vectors containing the displacements and accelerations of all masses 
in the unit cell, respectively, 𝐌 and 𝐊 denotes the mass and stiffness matrices, respectively, 
and 𝐟𝐍𝐋 consists of the nonlinear restoring forces. The small parameter  functions as a 
bookkeeping device in the multiple scales framework. Recall that the multiple scales 
procedure begins by introducing slow time scales and a series solution  
  𝑡 = 𝑇0 + 𝑇1 +⋯
𝑛𝑇𝑛 (5.2) 





In accordance with Eq. (5.2), an operator is defined 𝐷𝑛( ) ≡
𝜕
𝜕𝑇𝑛
. Collecting terms at 
matching powers of  produces a series of cascading differential equations.  The first two 
equations are 
  0:    𝐌?̈?𝑗
(0) + ∑ [𝐊(𝑝)𝐱𝑗+𝑝
(0) ]+1𝑝=−1 = 𝟎 (5.4) 
  1:    𝐌?̈?𝑗
(1) + ∑ [𝐊(𝑝)𝐱𝑗+𝑝
(1) ]+1𝑝=−1  








At the 0th-order, a Bloch wave is admitted, which in its simplest form comprises a single 






𝑖𝜔0𝑇0𝑒−𝑖𝜇𝑗 + c. c., (5.6) 
where 𝐴 denotes the wave amplitude, 𝜔0 the frequency, 𝜇 the dimensionless wavenumber 
(or propagation constant), 𝛟(𝜔0) the wave propagation mode shape, and c. c. denotes the 
complex conjugate of all preceding terms. As depicted in Figure 5-1(c), the monatomic 
lattice possesses a single dispersion branch, whose maximum frequency supporting 
propagating waves (vis-à-vis evanescent waves) is termed the cut-off frequency. The 
diatomic lattice in Figure 5-1(d), on the other hand, consists of a lower acoustic branch and 








Figure 5-1. Schematics of nonlinear monatomic (a.) and diatomic (b.) chains with 
corresponding 0th-order dispersion relationships in (c.) and (d.) chains and multiple-
scales derived 3rd-harmonic solution coefficients in (e.) and (f.) chains. Specific 
wavenumbers, 𝝁𝒏𝒖𝒍𝒍, (vertical dashed lines) exist in which the solution coefficients 
vanish. 
Updating Eq. (5.5) with the 0th-order solution in Eq. (5.6) gives 
  𝐷0
2𝐌𝐱𝑗
(1) + ∑ [𝐊(𝑝)𝐱𝑗
(1)]+1𝑝=−1 = −𝐌𝐷1(𝑖𝜔0𝛟(ω0)𝐴𝑒
𝑖𝜔0𝑇0𝑒−𝑖𝜇𝑗) 
  +∑ 𝐚𝐡
(𝟏)𝑒𝑖ℎ(𝜔0𝑇0−𝜇𝑗)3𝑢=0 + c. c., (5.7) 
where the 𝐚𝐡
(𝟏)
 coefficient represents the 1st-order contribution of each harmonic produced 
by the nonlinear stiffness interactions. The 𝐚𝐡
(𝟏)
 coefficients can therefore be expected to 




Secular terms on the right hand side of Eq. (5.7) at 𝑒𝑖𝜔0𝑇0𝑒−𝑖𝜇𝑗 (and its complex conjugate) 
must be eliminated, which yields 1st-order evolution equations  
  𝐷1(𝛼) = 0 (5.8) 
  𝐷1(𝛽) = 𝛿𝛼
2, (5.9) 
where 𝛼 and 𝛽 are the magnitude and phase, respectively, of the complex amplitude 𝐴, and  
𝛿 is a function of 𝜇, 𝑘3, 𝑘1, and 𝑚 (if monatomic) or 𝑚𝑎 and 𝑚𝑏 (if diatomic). As 
previously studied in [22, 112], 𝐷1(𝛽) provides closed-form amplitude-dependent 
corrections to the lattice’s 0th-order band structure. As found in Section 2.6, quadratic 
stiffness does not shift the dispersion curve until higher-orders. With secular terms 
eliminated, particular solutions are determined for each of the inhomogeneities at 





𝑒𝑖ℎ(𝜔0𝑇0−𝜇𝑗)3ℎ=0 + c. c., (5.10) 
where ?̂?h
(1)
 can be obtained through the method of undetermined coefficients. The 
procedure repeats at each order: removal of secular terms followed by solving for a 
particular solution. Lattices with quadratic and cubic stiffness possess 1st-order particular 











3𝑖(𝜔0𝑇0−𝜇𝑗) + c. c. (5.11) 
For the monatomic chain, the coefficients simplify to scalars  

















The vector expressions for the diatomic chain involve multiple terms, but can be 
represented symbolically in a similar manner; i.e., 𝐁𝟐 = 𝐛𝟐𝐴
2 and 𝐂𝟑 = 𝐜𝟑𝐴
3. Note that 
such waves do not satisfy the 0th-order dispersion relationship for the lattice; however, they 
both possess the same phase velocity as the 0th-order solution in Eq. (5.6). Consequently, 
the particular solutions summed across all orders compose an invariant plane wave 
composed of specific magnitudes and phases of higher-harmonic frequencies and 
wavenumbers, valid for all space and time. The inclusion of these very specific higher-
order particular solutions results in plane wave propagation with less spatiotemporal 
variation of its spectral content. This “shape-preserving” property makes these invariant 
waves similar to solitons except they are not spatially-localized solutions. 
 Figure 5-1(e-f) display the magnitude of the 3rd-harmonic solution coefficient |𝐂𝟑| 
as a function of the propagation constant 𝜇 for the nonlinear monatomic and diatomic 
lattices. As expected for these lattice systems, the solution coefficients repeat periodically 
across the Brillouin Zone. For the diatomic lattice, there are propagation constants in which 
the 3rd-harmonic solution coefficient become unbounded. At these frequencies, an 
internally-resonant energy exchange occurs, and the multiple scales analysis requires the 
inclusion of two plane waves at the 0th-order to capture such energy exchange, which is the 
subject of Chapter 4 The aspect focused-on herein are the wavenumbers, 𝜇 = 𝜇𝑛𝑢𝑙𝑙, at 
which the 3rd-harmonic solution coefficient becomes zero. By extension of the invariance 
phenomenon, the absence of such harmonics leads to a waveform that the nonlinear lattice 
admits for all space and time, and as such, this higher harmonic can be expected to not 
develop during propagation. This behavior is quite different from the conventionally-




design of sensors, transducers, and communications systems such that they exhibit linear-
like responses at high-amplitude operation.  In applications such as MEMS resonators, for 
example, one might increase input amplitude/power in an attempt improve the signal-to-
noise ratio, but this is often accompanied by nonlinear behavior and loss of information at 
the sending frequency [147-150]. Operation at (𝜇𝑛𝑢𝑙𝑙, 𝜔(𝜇𝑛𝑢𝑙𝑙)) would avoid this 
compromise.  Additionally, it may be possible to observe ballistic transport of heat-
carrying phonons at these special frequencies. From here forward in this chapter, the 
analysis is restricted to cubic stiffness as quadratic stiffness does not exhibit this 
phenomenon at propagating wavenumbers (those with non-zero group velocity). 
5.3 Numerical Results 
As validation of this finding, direct numerical integration of the lattice equations of motion 
is conducted. Long chains were simulated (e.g., 300 wavelengths for a given value of 𝜇) 
with viscous dampers whose coefficients increase towards the edge of the structure to 
absorb reflections. As initial conditions, Eq. (5.6) (and its corresponding velocity) were 
assigned to all unit cells at a specific amplitude and frequency and wavenumber 
combination satisfying the 0th-order dispersion relationship. The spatial and temporal 
spectral content of the lattice is then tracked throughout the simulation across time and 
space. Figure 5-2 compares the spatiotemporal spectral evolution for two separate 
simulations of the diatomic lattice: in Figure 5-2(a-b), the lattice is assigned a plane wave 
away from (𝜇𝑛𝑢𝑙𝑙 , 𝜔(𝜇𝑛𝑢𝑙𝑙)), in Figure 5-2(c-d), the lattice is assigned a plane wave at 
(𝜇𝑛𝑢𝑙𝑙, 𝜔(𝜇𝑛𝑢𝑙𝑙)). In the first case, higher harmonics develop in the temporal and spatial 
frequency content of the wave, as expected. However, in the latter case, negligible higher-




2.67𝜔0 and 3.46𝜔0 correspond to 𝜔0(3𝜇)  for the acoustic and optical branches, 
respectively.  
 
Figure 5-2. Spatiotemporal evolution of the spectral content for plane waves in the 
acoustic branch of the nonlinear diatomic lattice measured in numerical 
simulations. For lattices given wavenumbers away from 𝝁𝒏𝒖𝒍𝒍, higher-harmonic 
amplitudes develop across space (a.) and time (b.). By contrast, for lattices assigned 
plane waves at 𝝁𝒏𝒖𝒍𝒍 (predicted by multiple scales), nearly-zero higher-harmonic 
amplitudes develop across space (c.) and time (d.). Amplitudes and frequencies are 
normalized with respect to their values at the fundamental frequency. 
The procedure is formally repeated over several combinations of initial amplitude and 
frequency, and the higher-harmonic magnitudes are averaged over many unit cells (for 
temporal FFT’s) and time steps (for spatial FFT’s). Figure 5-3 summarizes the results over 
a range of signal amplitude 𝛼. For the monatomic lattice, the measured response of 
simulated waveforms at (𝜇𝑛𝑢𝑙𝑙, 𝜔(𝜇𝑛𝑢𝑙𝑙)) in Figure 5-3(a.) is vastly different than those at 
other frequencies: the magnitudes of higher harmonics are nearly zero regardless of the 




with the multiple scales prediction of 𝜇𝑛𝑢𝑙𝑙 as identified for the monatomic lattice in Figure 
5-3(b.). Since higher-order particular solutions are functions of lower-order particular 
solutions, still higher-harmonic solution coefficients produced by the cubic stiffness (such 
as (5𝜇, 5𝜔0(𝜇)) tend to also evaluate to zero at (𝜇𝑛𝑢𝑙𝑙, 𝜔(𝜇𝑛𝑢𝑙𝑙)).  
 Additionally, Figure 5-3(c-h) reveals that, for the nonlinear diatomic chain, higher-
harmonic generation for a given degree-of-freedom within each unit cell can be blocked. 








(1)]. Thus, there 
are multiple layers of tunability offered by the diatomic model, as 𝜇𝑛𝑢𝑙𝑙 differs based on 
the degree of freedom in addition to whether the acoustical or optical branch is excited. 
This trend is confirmed by the numerical simulations in Figure 5-3(c-f), agreeing with 





Figure 5-3. 3rd-harmonic generation relative to amplitude 𝜶 at the fundamental 
frequency (log-scale) captured by numerical simulations of the nonlinear 
monatomic lattice (a.) compared to the multiple-scales predictions of the 3rd-
harmonic solution coefficient as a function of the propagation constant (b.). 
Similarly, the 3rd-harmonic production measured in numerical simulations of the 
diatomic chain is presented for initial conditions at the acoustic branch (c, e) and 
optical branch (d, f) compared to the perturbation predictions at the acoustic 
branch (g.) and optical branch (h.). In (c.) and (d.) simulations, the light mass is 
tracked whereas in (e.) and (f.), the heavy mass is tracked. 
A noteworthy feature of 𝜇𝑛𝑢𝑙𝑙 values is that they are independent of the wave’s amplitude 
𝛼. However, due to the amplitude-dependent band structure shifting from the cubic 
nonlinearity, the temporal frequency 𝜔(𝜇𝑛𝑢𝑙𝑙) grows/shrinks as a function of amplitude, 
thereby enabling a means to tune the frequency at which the near-zero higher-harmonic 
generation occurs. Using the closed-form expressions for the amplitude-dependent band 








dimensionless strength of the nonlinearity in the system. For these dispersion corrections 
to remain valid, weak nonlinearities are conservatively enforced by |Π3| ≤ 0.1. These plots 
provide a design strategy for achieving a desired frequency at which higher-harmonics 
should not appear. 
 
Figure 5-4. Analytical, amplitude-dependent dispersion shifting in the monatomic 
(a.) and diatomic (c.) lattices. The analytical predictions of dispersion shifting at 
𝝁𝒏𝒖𝒍𝒍 are evaluated for the monatomic (b.) and diatomic (d.) lattices to illustrate the 
tunability of the negligible higher-harmonic generation. 
Physical insight into the cause of near-zero higher harmonic generation is difficult to 
assess. Inspection of Eq. (5.13) identifies that 𝜇𝑛𝑢𝑙𝑙 =
2𝜋
3
 for the monatomic lattice. Thus, 
𝜔0(3𝜇𝑛𝑢𝑙𝑙) = 0, yielding a zero phase velocity and indeterminate group velocity, which 
may explain the absence of the 3rd spatial harmonic, 3𝜇, for the monatomic chain but cannot 
justify the absence of the 3rd temporal harmonic, 3𝜔0(𝜇𝑛𝑢𝑙𝑙). For the diatomic chain, 




may be directions in which higher-harmonic generation ceases motivated by the direction-
dependent stability and invariance in 2-D symmetric shear lattices [151].  
5.4 Concluding Remarks 
In summary, it was found that nonlinear lattices can admit plane waves at specific 
frequencies which avoid higher harmonics. Such behavior is a dramatic departure from the 
well-studied phenomenon of higher-harmonic generation of waves in nonlinear media. 
While the wavenumber at which this phenomena occurs remains fixed, the frequency varies 
with wave amplitude as predicted by a multiple scales analysis. Furthermore, lattices with 
many degrees-of-freedom per unit cell avoid higher harmonics at different wavelengths, 
which depend on the degree-of-freedom considered in each unit cell. This finding may 
pave the way for inducing linear behavior in nonlinear devices operating at high 





CHAPTER 6. EXPERIMENTAL DEMONSTRATION OF 
AMPLITUDE-DEPENDENT BAND STRUCTURE AND PLANE 
WAVE STABILITY IN NONLINEAR LATTICES 
6.1 Overview 
This chapter experimentally investigates wave propagation in nonlinear lattices, extracting 
amplitude-dependent band structures from direct measurements of travelling waves and 
observing amplitude-dependent plane wave stability. Such findings provide experimental 
validation for analytical predictions from the multiple scales formulation. Both one-
dimensional (1-D) and two-dimensional (2-D) monatomic shear lattices are explored. For 
the 1-D chain, tracking the phase difference of a plane wave’s fundamental frequency 
component between neighboring unit cells provides direct measurements that populate the 
lattice’s band structure. Re-measuring the band structure for successively higher wave 
amplitudes exhibits the expected lifting of the passband as is known to occur for media 
with hardening nonlinearity. Furthermore, time-windowed measurements of wave packets 
confirm the amplitude-dependent stability of plane waves in the 1-D chain. Low amplitude 
wave packets retain signal information almost exclusively at the fundamental frequency 
and higher harmonics. By contrast, the instabilities that develop for high amplitude wave 
packets are characterized by a significant broadening of frequency content across 
incommensurate frequencies. Stability exhibits its expected direction dependence in the 2-
D lattice for symmetric (i.e. uniform) stiffness distributions. The experimental findings in 
this chapter demonstrate the viability of fabricating wave-based devices that exploit the 





Prior experimental studies of nonlinear periodic media revealed and validated various 
phenomena, such as higher-harmonic generation and modal coupling. In [152], high-
amplitude, harmonic excitation of a perforated sheet reveals wave beaming at select 
frequencies that couple to other wave propagation modes. The use of a band-pass filter 
visualizes the wave energy distribution for each mode that is nonlinearly excited. 
Additionally, in [153] wave propagation in a long, flexible structure with heavy inclusions 
was experimentally investigated whereby excitation at flexural mode nonlinearly coupled 
to an axial mode at a higher harmonic. Other nonlinear experimental studies have 
considered chains of magnets that feature higher harmonic generation [113, 154] as well 
as mechanical soliton propagation [155-157]. The stability of plane waves in nonlinear 
periodic media has not yet been experimentally demonstrated. By contrast, experimental 
considerations of stability in nonlinear lattices have centered around bi-stable elements that 
support uni-directional transition waves [65] and enable bandgap penetration [158]. 
For experimental observation of amplitude-dependent band structures, prior studies have 
considered standing wave patterns formed by the steady-state combination of forward and 
reverse travelling waves, i.e., observation of amplitude-dependent shifts in natural 
frequencies of a finite chain. In [159], amplitude-dependent shifting of the resonant 
frequencies associated with the band edges of a diatomic chain were measured. Nonlinear 
frequency response functions of a harmonically-driven granular chain were observed in 
[160]. Such chains also experimentally exhibited bifurcation behavior [161]. Experimental 
validation of multiple scales predictions of nonlinear band structure shifting was 




mapped to the amplitude-dependent dispersion curve for the wave-wave interaction of a 
forward and reverse travelling wave.  The experimental evidence of band structure shifting 
reported herein differs from the studies in [159, 160, 162] through its direct measurement 
of travelling waves propagating in a single direction. Boundary effects are safely avoided 
through the design and testing of a sufficiently large lattice.  
This chapter is organized as follows. In Section 6.2, a higher-order multiple scales analysis 
of nonlinear lattices is reviewed, emphasizing the amplitude-dependent band structure and 
plane wave stability that it reveals. Section 6.3 describes the design of the experiment, 
detailing the apparatus and instrumentation employed as well as the lattice model used to 
guide the testing. Experimental evidence of amplitude-dependent band structure shifting is 
reported in Section 6.4 for the 1-D chain. Section 6.5 documents the experimental findings 
of plane wave stability for the 1-D and 2-D systems. The expected amplitude and direction-
dependency are observed. Concluding remarks are provided in Section 6.6.  
6.2 Theoretical Background 
This section briefly introduces the underlying theory motivating the experimental studies. 
A higher-order multiple scales analysis is developed whose predictions of amplitude-
dependent band structure and plane wave stability are experimentally validated. While 
results for a 1-D lattice are discussed, the manners in which the 2-D lattice possesses key 





Figure 6-1. Generic 1-D lattice system 
Representing the equations of motion of the 𝑗𝑡ℎ unit cell in matrix form yields 




𝑝=−1 = 𝟎,    j = −∞…∞ (6.1) 
where 𝐳𝑗  denotes the out-of-plane displacement, 𝐌,𝐊, and 𝐂 denote the mass, stiffness, and 
damping matrices, respectively, and 𝐟𝐍𝐋 contains the weakly nonlinear restoring forces 
from quadratic and cubic stiffness. A small parameter  functions as a book-keeping 
device. Such general system is capable of specializing to monatomic and diatomic lattices. 
Proceeding with the multiple scales formulation, various time scales are introduced 
  𝑇0 = 𝑡, 𝑇1 = 𝑡,… , 𝑇𝑛 =
𝑛𝑡 (6.2) 
where each time scale progresses more slowly than its predecessor. Differentiation with 
respect to each time scale will be denoted with 𝐷𝑛( ) ≡
𝜕
𝜕𝑇𝑛
( ). Additionally, a series 
solution is introduced 





A series of cascading differential equations can now be formed by collecting terms at 
matching orders of . The first three equations appear as 
  0:  D0
2𝐌𝐳𝑗
(0) + ∑ [𝐊(𝑝)𝐳𝑗+𝑝




  1:  D0
2𝐌𝐳𝑗
(1)∑ [𝐊(𝑝)𝐳𝑗+𝑝
(1) ]+1𝑝=−1 = −2D0D1𝐌𝐳𝑗
(0) −  
  ∑ [D0𝐂
(𝑝)𝐳𝑗+𝑝
(0) +𝐟𝐍𝐋(𝐳𝑗+𝑝
(0) )]+1𝑝=−1 + c. c. (6.5) 
  2:  D0
2𝐌𝐳𝑗
(2)∑ [𝐊(𝑝)𝐳𝑗+𝑝
(2) ]+1𝑝=−1 = −(2D0D2 + D1
2)𝐌𝐳𝑗
(0) −  













(1) ) contains all the O( 2) terms from the nonlinear force vector and 
c. c. denotes the complex conjugate of all preceding terms.  





𝛟𝐴ei𝜔0𝑇0e−iμ𝑗 + c. c. (6.7) 
where 𝐴 denotes the wave’s complex amplitude and the frequency/wavenumber pair 
(𝜔0, 𝜇) in conjunction with the wave propagation mode shape 𝛟 satisfy the linear 
dispersion relationship of the lattice. In 2-D, a lattice possesses two wavenumber 
components that satisfy a 0th-order dispersion surface. For analytical convenience, the 
wave amplitude is decomposed into polar form 𝐴 = 𝛼ei𝛽 where the magnitude  𝛼 and 
phase 𝛽 must be functions of only slower time scales (𝑇1, 𝑇2, … , 𝑇𝑛) by virtue of satisfying 
Eq. (6.4).  
With the 0th-order solution defined by Eq. (6.7), the 1st-order equation in Eq. (6.5) is 
updated, giving rise to inhomogeneous terms on its right hand side. Secular terms, which 
must be removed, appear at ei(𝜔0𝑇0−𝜇𝑗) + c. c. whereas non-secular terms appear at 
eiℎ(𝜔0𝑇0−𝜇𝑗) + c. c. , ℎ ≠ 1. Removal of secular terms is facilitated by expanding the 
damping and nonlinear vectors on the right hand side into their Fourier components 
∑ 𝐟𝑙
(1)





where 𝚽 is a matrix whose columns are the 0th-order wave propagation mode shapes of the 
lattice. Pre-multiplying Eq. (6.5) with 𝛟𝜎












where 𝑚𝜎 and 𝑘𝜎 denote the modal mass and wavenumber-reduced stiffness values for 
mode 𝜎 and 𝑢𝑗  is the modal coordinate governing mode 𝜎. Eq. (6.8) is in a form amenable 
to removing secular terms by imposing 





Further decomposition of Eq. (6.9) into its real and imaginary parts provides closed-form 
solutions for the evolution equation for phase, D1𝛽, and amplitude, D1𝛼. Such results 
provide crucial information about the lattice. The evolution equation for phase represents 
an amplitude-dependent correction to the 0th-order band structure whereas the evolution 
equation for amplitude contains information about plane wave stability.  
Non-secular terms remain and demand a particular solution that propagates at the 




(1)eiℎ(𝜔0𝑇0−𝜇𝑗)∞ℎ=0 + c. c. (6.10) 
where ℎ ≠ 1. The complex amplitude 𝑎ℎ
(1)









These solutions compose an invariant plane wave solution that propagates at a single 
constant phase velocity without dispersing.  
Now that the 1st-order solution is defined, analysis at the 2nd order follows a similar 
procedure. The updated Eq. (6.6) appears as 








(2)ei𝑙(𝜔0𝑇0−μ𝑗)∞𝑙=0 + c. c. (6.12) 
where 𝐟𝑙
(2)
 is the 𝑙th Fourier coefficient for the 2nd-order damping and nonlinear 







which identifies the 2nd-order evolution equations D2(𝛽) and D2(𝛼). Note that also, a 




(2)eiℎ(𝜔0𝑇0−𝜇𝑗)∞ℎ=0 + c. c. (6.14) 











A standard reconstitution process presents the total evolution of phase and amplitude 
  ?̇? = D1(𝛽) +
2D2(𝛽) (6.16) 
  ?̇? = D1(𝛼) +
2D2(𝛼) (6.17) 
In an un-damped chain, D1(𝛼) = D2(𝛼) = 0 and it becomes increasingly evident that 
evolution equations for phase 𝛽 represent shifts in band structure since D1(𝛽) and D2(𝛽) 
are constant and thus the solution to Eq. (6.16) is  
  𝛽 = 𝛽0 + D1(𝛽)𝑇0 +
2D2(𝛽)𝑇0 (6.18) 
where the initial phase 𝛽0 can be set to zero without loss of generality. Updating the 0
th-





𝛟𝛼eiω𝑇0e−iμ𝑗 + c. c. (6.19) 
where the total amplitude-dependent frequency 𝜔 is 
  𝜔 = 𝜔0 + D1(𝛽)
⏞    
𝜔1
+ 2D2(𝛽)
⏞    
𝜔2
 (6.20) 
In the case of light damping, Eq. (6.20) holds yet the correction terms 𝜔1 and 𝜔2 decay 
slowly over time.  
Additionally, a local stability analysis can be carried-out on Eq. (6.17) to extract fixed 
points 𝛼∗ governing wave amplitude. 
  ?̇?|𝛼∗ = 0     (6.21) 
See Sections 2.7 and 3.6 for further details. In general, the procedure identifies two fixed 
points 




where 𝛼∗ = 0 is stable and 𝛼∗ = √
𝜔0
𝛿
 is unstable. Such result establishes the amplitude-
dependent stability of plane waves: low amplitude plane waves are attracted to the stable 
fixed point in the presence of light viscous damping whereas sufficiently high amplitudes 
undergo a loss of stability. While the non-zero fixed point is large enough to violate the 
weak nonlinearity assumption, the multiple scales analysis qualitatively defines the 








based on the plane wave’s orientation 𝜃 (measured relative to the lattice direction). Inclined 
directions are inherently more stable than lattice directions as indicated by the lowest 
amplitude fixed point existing at 𝜃 = 0.  
6.3 Experimental Design 
6.3.1 Apparatus and Instrumentation 
To physically realize nonlinear monatomic lattices in 1-D and 2-D, the apparatus in Figure 
6-2 was constructed. Nylon string is tensioned along an aluminum frame to provide elastic 
restoring forces. Periodically-spaced magnetic inclusions form the discrete mass elements 
of the lattices. For the 1-D configuration, a single column of magnets forms a chain coupled 
via a longitudinal string. Each unit cell is additionally grounded with transverse string 
clamped between the aluminum frame and a rigid member affixed to the structure. Since 
two magnets snap together at locations where strings intersect, a thin foam material is 
added between the magnets to ensure their contact remains level across their attracting 
faces. Pretension is set by pulling each string with a force gauge (Mark-10 Series 2 Model 
M2-10) to a desired tension and then tightening a bolt and nut combination to lock the 
string in place. Excitation is introduced to the system via an electrodynamic shaker attached 





Figure 6-2. Experimental design of a 1-D monatomic shear lattice 
For the testing of amplitude-dependent band structure, Figure 6-3a depicts the physical set-
up whereas Figure 6-3 b  represents the flow of signal information through a block diagram. 
Since weak nonlinear behavior is desired, a moderate stroke shaker (B&K Type 4809, 8 
mm peak-to-peak max stroke) is incorporated. Velocity is measured by two neighboring 
single point scanning laser Doppler vibrometers (Polytec PDV 100) to capture the 
propagation of a travelling wave. This dual laser configuration makes this set-up robust to 
small differences in propagation delay that may arise if instead combining the results from 





Figure 6-3. Experimental set-up for testing amplitude-dependent band structure 
incorporating two single point lasers and a moderate stroke shaker . (a.) Physical 
apparatus (b.) Block diagram 
Figure 6-4 illustrates the configuration for exploring waveform stability with the physical 
apparatus pictured in Figure 6-4a and the block diagram represented in Figure 6-4b. Large 




thus a large stroke shaker (LDS V408, 14 mm peak-to-peak max stroke) is used. Velocity 
measurements are obtained through a single scanning laser Doppler vibrometer (Polytec 
PSV 400). The scanning laser facilitates the recording of several masses without requiring 
to re-position the laser’s tripod. Thus, such equipment is more amenable to imaging the 
stability of a plane wave through a spatiotemporal spectral analysis. Furthermore, the 
scanning laser possesses a higher limit to its maximum velocity measurement compared to 
the single point laser (i.e., 10 m/s compared to 0.5 m/s) thus giving it a better advantage to 





Figure 6-4. Experimental set-up for testing plane wave stability incorporating a 
scanning point laser and a high stroke shaker. (a.) Physical apparatus (b.) Block 
diagram 
The scanning LDV and high stroke shaker were also implemented when investigating the 




same block diagram in Figure 6-4b applies to this experimental configuration. Note that 
the shaker is affixed to the center-most mass in the 19x19 unit cell lattice such that the 
source is farthest from all boundaries.  
 
Figure 6-5. Experimental configuration for stability analysis of the 2-D lattice. The 
high stroke shaker excites the lattice in its center and the scanning LDV (not shown) 
records the resultant velocities. 
6.3.2 Model Development 
To guide the design of the experiment, the lumped wire model developed in [162] was 




tensioned chain of beads undergoing transverse oscillations. An adaptation of the model as 
it relates to the lattice explored this work is summarized in this section. The model is 
developed for the 1-D chain pictured in Figure 6-2 and then extended analogously to a 2-
D system. 
The governing equation for transverse vibration of a wire 𝑤(𝑥, 𝑡) stretched by a pre-tension 
𝑇0 along its length, which is aligned with the 𝑥-direction, is 
  (𝜌𝑆 + 𝛿(𝑥 − 𝑛𝑎)𝑚)?̈? − 𝑇0
𝜕2𝑤
𝜕𝑥2














  −𝐹𝑔(𝑤)𝛿(𝑥 − 𝑛𝑎) (6.23) 
where 𝜌, 𝐸 and 𝑆 denote the density, Young’s modulus, and cross sectional area of the wire, 
respectively. The effect of the periodic placement of inclusions of mass 𝑚 at a lattice 
spacing 𝑎, is captured by the Dirac function 𝛿(𝑥 − 𝑛𝑎), where 𝑛 is an integer. Furthermore, 
restoring forces due to the transverse “grounding” springs 𝐹𝑔(𝑤) are also periodically 
spaced by the lattice constant 𝑎 and take the form [163] 







where 𝑇0,𝑔 and 2𝐿 are the pre-tension and length of the transverse wire, respectively. As 
discussed in Section 6.3.1, the transverse wire possesses identical material properties to the 
longitudinal wire. Note that Eq. (6.24) was derived assuming transverse displacements are 
large enough to strain the transverse wire yet small enough to neglect geometric 
nonlinearity due to “large angles”, which is a nonlinear softening effect that initiates when 




Letting the inclusions be heavy relative to the mass of the wire, i.e., 𝑚 ≫ 𝜌𝑆𝑎, the 
dynamics of the system concentrates to the discrete lattice sites located at 𝑥 = 𝑛𝑎. 
Consequently, spatial derivatives become finite difference approximations, and the 
equation governing the oscillation of the 𝑗𝑡ℎ mass, 𝑤𝑗, becomes 
  𝑚?̈?𝑗 +
𝑇0
𝑎


















3 = 0 (6.25) 
 \where it is assumed 𝐸𝑆 ≫ 𝑇0 consistent with the development in [162]. The result in Eq. 
(6.25) now resembles the equation governing a nonlinear grounded monatomic chain as 









  and 𝑘3,𝑔 =
𝐸𝑆
𝐿3
. The corresponding linear band structure is plotted in Figure 6-6c. Note that there is a 
non-zero cut-on frequency due to the grounding stiffness. Since all coefficients in Eq. 
(6.25) must necessarily be positive to remain physically valid, this system possesses 
hardening stiffness nonlinearity. Thus, it is expected that the 0th-order dispersion curve in 
Figure 6-6c will rise in the presence of high-amplitude plane waves. Furthermore, due to 
the generality of the framework presented in Section 6.2, the matrix equations of motion 





Figure 6-6. Discrete lattice models investigated in this work. (a.) 1-D grounded 
monatomic chain and (b.) 2-D monatomic shear lattice. The corresponding linear 
band structures are presented for the 1-D chain (c.) and 2-D lattice (d.). 
Using the expressions for the nonlinear coefficients, the non-dimensional strength of the 
cubic nonlinearity is 





where 𝛼 is the 0th-order plane wave amplitude as described in Section 6.2 and 𝑇𝑚𝑎𝑥 is the 
maximum tension in the lattice, which is either 𝑇0 or 𝑇0,𝑔 for the 1-D chain and 𝐿𝑚𝑎𝑥 is the 
maximum length between 𝑎 and 𝐿.   
For the 2-D configuration, the grounding term vanishes since each mass is coupled to its 




columns as in the 1-D chain. Furthermore, symmetric restoring forces arise from the 
identical tensioning of all strings, resulting-in the model in Figure 6-6b. The associated 




(2𝑤𝑗,𝑘 − 𝑤𝑗−1,𝑘 − 𝑤𝑗+1,𝑘) +
𝑇0
𝑎






















= 0 (6.27) 
where 𝑤𝑗,𝑘 is the displacement of the mass at unit cell (𝑗, 𝑘). Comparing terms and noting 
the lattice’s symmetry gives the following relationships: 𝑘1,𝑥 = 𝑘1,𝑦 =
𝑇0
𝑎




. Since there are no grounding springs in this model, the strength of the cubic 
nonlinearity is Π3 =
𝐸𝑆
2𝑇0𝑎2
𝛼2. As depicted in Figure 6-6d, the band structure for a 2-D 
lattice can be represented as a curve if evaluated along the special lattice directions.  
6.4 Amplitude-Dependent Band Structure 
In this section, experimental results are detailed that demonstrate amplitude-dependent 
shifting of band structure in nonlinear 1-D lattices. Unlike prior work that experimentally 
extracted nonlinear band structures from standing waves (i.e. vibration modes) on a 
periodic string [162], these experiments capture a travelling wave as it propagates through 
the medium, recording time histories at two unit cells which are subsequently used to 
compute the plane wave’s wavenumber. Such approach more directly observes the self-
interacting plane wave solutions revealed by multiple scales analysis of the lattice 




For these tests, the configuration in Figure 6-3 is considered. Using the procedure described 
in Section 6.3.1, all transverse strings were tensioned to the same level and the tension in 
the single longitudinal string was set. To identify the linear natural frequencies of the finite 
19-unit cell system, low-amplitude white noise was sent to the shaker and the resultant 
velocity was recorded at the bottom-most unit cell in the chain over a long period of time. 
Processing the velocity time history using the Fast Fourier Transform (FFT) revealed the 
natural frequencies of the system. To experimentally obtain the lattice’s band structure, the 
shaker was programmed to vibrate at narrowband frequencies in a 2 Hz spaced interval 
between 20 and 44 Hz, limits identified by the white noise test. To gradually introduce 
harmonic loading to the lattice, the signal was given a 1st-order exponential envelope, such 
that the total voltage signal sent to the shaker was 
  𝑉(𝑡) = (1 − e−𝑡/𝜏)𝑉0 sin(2𝜋𝑓𝑡) (6.28) 
where 𝑉0 and 𝑓 denote the amplitude and frequency of the voltage signal, respectively, and 
the time constant 𝜏 was selected to be 𝜏 =
1
2𝑓
. For a given series of tests, the voltage 
amplitude 𝑉0 was held constant as the frequency was varied. The ramped harmonic signal 
injected a plane wave into the lattice which propagated up the chain until reaching the 
upper-most unit cell, whereupon the plane wave experienced a reflection due to an 
impedance change. The two LDV’s recorded velocity signals of the unit cells directly 
above the shaker, 𝑣1(𝑡) and 𝑣2(𝑡), as the initial travelling wave propagated. Figure 6-7 
displays the two sample time-windowed velocities obtained from 𝑓 = 28 Hz and 𝑉0 = 0.3 




nearly constant amplitudes. Indeed, monitoring both components—time delay and 
amplitude—indicated whether the considered signal contained reflected wave information.  
 
Figure 6-7. Velocity time histories at two neighboring unit cells above the shaker in 
the 1-D chain. The time delay and constant amplitude indicate that a travelling wave 
is captured. 
Removing the initial rising portion of the signals and processing the time-windowed 
velocities with an FFT algorithm yielded their frequency content  
  𝑣1(𝑡) → (𝑉1(𝑓), 𝜙1(𝑓)) (6.29) 
  𝑣2(𝑡) → (𝑉2(𝑓), 𝜙2(𝑓)) (6.30) 
where 𝑉1(𝑓) and 𝜙1(𝑓) denote the magnitude and phase, respectively, at the discrete 
Fourier frequency 𝑓 for 𝑣1(𝑡), and the same naming convention applies for 𝑉2(𝑓) and 
𝜙2(𝑓). Recalling the analysis in [22], the difference between phases at the forcing 




  𝜇 = 𝜙2(𝑓) − 𝜙1(𝑓) (6.31) 
Thus, a frequency paired with a wavenumber populates the lattice’s band structure. Figure 
6-8 displays band structures measured for the 1-D lattice at different input voltage 
amplitudes. Higher voltage amplitudes correspond to longer strokes on the shaker and thus 
higher plane wave amplitudes. The wavenumber decreases as the plane wave amplitude 
increases confirming the nonlinear hardening behavior predicted by multiple scales. 
Horizontal error bars quantify the variation of the wavenumber from three repeated tests, 
which are relatively small and thus demonstrate the repeatability of the experiment.  The 
group velocity, or slope, of the dispersion curve does not tend to zero at the edge of the 
Irreducible Brillouin Zone since this is a forced lattice system with viscous damping. Such 
characteristic was also observed experimentally in [113]. 
 
Figure 6-8. Amplitude-dependent band structure measured from travelling waves 
(a.) Irreducible Brillouin Zone (b.) Zoomed-in region illustrating the wavenumber 
shifts due to hardening nonlinearity 
To observe still larger shifts, the longitudinal pretension 𝑇0 is lowered to enhance the effect 
of nonlinearity according to Eq. (6.26). A 0.5 Hz sampling of frequencies are tested in the 




sampling enables one to clearly observe a nearly 6% increase in the pass band around 
𝜇 =1.8 as highlighted in Figure 6-9. 
 
Figure 6-9. A nearly 6% shift in band structure can be experimentally achieved by 
lowering the pretension in the longitudinal string. 
Typically, nonlinear band structures are reported for a fixed displacement amplitude [21, 
22]. At constant voltage amplitude, displacement generally decreases as the frequency 
increases to conserve the shaker’s power. Experimentally ensuring constant amplitude 
would add a layer of complexity to the instrumentation and apparatus: a controller would 
need to be devised that operates on the fundamental frequency component of the shaking 
mass’ velocity and settles quickly enough to minimize error before wave reflections return. 
Nonetheless, higher amplitudes raise the passband in the experimental results, consistent 




dispersion curves from travelling waves did not report experimental evidence of amplitude-
dependent shifting [113, 153]. 
6.5 Plane Wave Stability 
This section details an experimental demonstration of plane wave stability in nonlinear 
lattices. Both the 1-D configuration in Figure 6-2 and 2-D configuration in Figure 6-5 are 
explored, and the block diagram in Figure 6-4b applies to each case. The test results are 
consistent with the multiple scales predictions.  
6.5.1 Amplitude-Dependent Stability in 1-D Chains 
For studying stability, a low-frequency modulated wave packet is injected into the bottom-
most mass of the chain. The functional form of the voltage sent to the shaker is 
  𝑉(𝑡) = {
𝑉𝑝 sin(2𝜋𝑓𝑡) sin(Ω𝑡) , 0 ≤ 𝑡 ≤
𝜋
Ω




where 𝑉𝑝 and 𝑓 denote the amplitude and frequency of the shaker’s input signal. To serve 
as a low frequency envelope, the parameter Ω is set to 
2𝜋𝑓
10
.  Such signal enables a finite 
burst of energy to enter the lattice and tracked as it propagates. Thus, wave reflections can 
be monitored by observing when the packet returns to the considered unit cell, which is 
typically salient for these weakly dispersive media. Use of the long-stroke shaker (LDS 
V408) enables high voltage amplitudes to actuate into large displacements. 
The scanning LDV facilitates the tracking of the wave packet as it propagates. After pre-




at the different locations. Each result can then be combined to image the wave packet’s 
propagation. Additionally, the scanning LDV has a larger limit for the velocities it can 
measure without clipping (10 m/s) compared to that of the single point laser Doppler 
vibrometer (0.5 m/s). 
Figure 6-10 displays an experimental demonstration of amplitude-dependent stability for 
plane waves in nonlinear chains. Pictured is the spectral content revealed by an FFT of a 
wave packet’s arrival four unit cells from the shaker, which is forced at 𝑓 = 17 Hz. Note 
that the frequency spectrum is normalized with respect to the amplitude and frequency 
hosting the peak spectral component (i.e., the spectral content approximately at the forcing 
frequency 𝑓). Also note that the signal is Hanning-windowed and zero-padded to avoid 
spectral leakage and interpolate frequency content, respectively. Low amplitude plane 
waves produced by 𝑉𝑝 = 0.5 V (solid line), retain its spectral content at the fundamental 
frequency and are thus considered stable. High amplitude plane waves produced by 𝑉𝑝 = 2 
V (dashed line), experience a high degree of spreading of its frequency content across 
incommensurate frequencies. Such waveform is considered unstable as it drastically 
deviates from the multi-harmonic plane wave solutions in the multiple scales analysis. This 
amplitude-dependent stability is precisely predicted by the local stability analysis of the 





Figure 6-10. Amplitude-dependent plane wave stability is experimentally observed 
in the 1-D chain. A low amplitude plane wave (solid line) retains its spectral content 
almost exclusively at the fundamental frequency and higher harmonics whereas a 
high amplitude plane wave (dashed line) undergoes spreading of its spectral content 
across incommensurate frequencies. 
While the nonlinearity in the model in Eq. (6.25) arises from only cubic-stiffness, higher-
harmonic generation of stable plane waves does not manifest exclusively in odd-
harmonics, i.e. 3𝑓, 5𝑓, 7𝑓, etc. The production of zero frequency and even-harmonics may 
be explained by magnetic interactions between unit cells which were not included in the 
model but have been shown in other studies to undergo such effects [113].  
The amplitude-dependent stability trend is observed at other measurement sites in the 1-D 




6-11 displays the frequency content of wave packet arrivals at different distances from the 
shaker, each exhibiting either the stable harmonic generation or unstable spectral spreading 
from low and high amplitude plane waves, respectively.  
 
Figure 6-11. Waveforms experimentally recorded at different locations in the 1-D 
chain when different amplitudes are sent to the shaker. Low amplitude plane waves 
(solid line) retain their spectral content almost exclusively in the fundamental 
frequency and higher-harmonics whereas high amplitude plane waves (dashed line) 
undergo a spreading of their frequency content across incommensurate frequencies. 
Distances from the shaker are (a.) 𝒋 = 𝟐, (b.) 𝒋 = 𝟒, and (c.) 𝒋 = 𝟔. 
As further demonstration of the amplitude-dependent stability in the 1-D chain, a constant 
harmonic load is sent to the shaker of the form 𝑉(𝑡) = 𝑉ℎ sin(2𝜋𝑓𝑡). The steady state 
result can be interpreted as the nonlinear wave-wave interaction of a forward-oriented 
travelling wave sent by the shaker and a backward-oriented reflected wave from the chain’s 
termination [162]. In Figure 6-12, it is evident by comparing the spectral content of the 




persists when stable (or unstable) plane waves interact with a harmonic load, sent at 𝑓 =
17 𝐻𝑧.  
 
Figure 6-12. A constant harmonic load to the 1-D chain originates as a plane wave 
and transitions into a nonlinear standing wave over time. In (a.), low amplitude 
(𝑽𝒉 = 𝟎. 𝟑 V) plane waves produce stable standing. In (c.), high amplitude (𝑽𝒉 = 𝟐 
V) plane waves produce unstable standing waves. To further distinguish the two 
results, zoomed-in views of the stable (b.) and unstable (d.) spectral content are also 
displayed. 
6.5.2 Amplitude and Direction-Dependent Stability in 2-D Lattices 
According to the multiple scales fixed point analysis, plane wave stability should vary 
along different directions with greater stability associated with propagation along inclined 
directions relative to that along the lattice direction. The 2-D shear lattice assembly in 




outlined in Section 6.5.1, wave packet arrivals along various directions were captured by 
the scanning LDV, and the spectral content of the velocity signals were probed with the 
same FFT algorithm. Using the digital force gauge, all strings were tensioned to the same 
force level such that the linear and nonlinear stiffness terms were identical as proposed by 
Eq. (6.27).  
Figure 6-13 displays experimental results for a high amplitude wave packet arrival three 
unit cells from the shaker yet along different orientations. Referencing the functional form 
in Eq. (6.32), the shaker was programmed to oscillate at 𝑓 = 17 Hz and 𝑉𝑝 = 1.5 V. 
Defining 𝜃 to be the angle relative to the lattice direction, wave propagation is seen to be 
less stable for propagation along 𝜃 = 0𝑜 as compared to 𝜃 = 45𝑜. This is evident by 
observing the incommensurate frequencies (e.g., 3.39𝑓 and 4.29𝑓) that arise along the 
lattice direction yet the spectral content along the inclined direction is preserved in the 





Figure 6-13. Direction-dependent stability experimentally observed in the 2-D 
lattice. High amplitude plane waves propagate unstably along the lattice direction 
(dashed line) yet stably along an inclined direction (solid line), consistent with the 
multiple scales prediction. Velocities are captured three unit cells from the shaker, 
which was parameterized by 𝑽𝒑 = 𝟏. 𝟓 V and 𝒇 = 𝟏𝟕 Hz. 
The directional stability trend continues along different unit cells in the 2-D shear lattice 
as documented by Figure 6-14. For the velocity signal captured at both one and five unit 
cells away from the shaker, there is significant incommensurate spectral content found 
between a normalized frequency of 1 and 2 relative to the stable plane wave signal. While 




such effect is expected to be small compared to be unstable frequency content considered 
in these results. A vibration-based study similar to that in Figure 6-12 cannot be conducted 
for the 2-D lattice since the boundaries and corners cause wave reflections to occur along 
many directions and thus the steady state standing wave is a nonlinear combination of 
travelling waves from various paths.  
 
Figure 6-14. Directional stability experimentally observed in the lattice along 
different distances from the source. The distances from the shaker are (a.) 𝒋 = 𝟏, 
(b.) 𝒋 = 𝟑, and (c.) 𝒋 = 𝟓. 
While beaming is known to occur in symmetric shear lattices at high frequencies [23, 92, 
93], this effect is not present in this system at 17 Hz. Such conclusion can be drawn by 
comparing the magnitude of the plane wave velocities recorded along the two orientations. 
For example, the peak velocity measured by the scanning LDV positioned five unit cells 




respectively. By contrast, the presence of beaming would result in a drastically larger 
velocity along the 45𝑜 direction as compared to the 0𝑜 direction.   
6.6 Concluding Remarks 
This chapter reported experimental evidence of amplitude-dependent band structure and 
plane wave stability in nonlinear lattices. For the first time, the amplitude-dependent 
“lifting” of a monatomic passband is documented based on experimental measurements of 
travelling waves in a 1-D chain. Multiple scales predictions of plane wave stability are 
validated for both 1-D and 2-D systems. Amplitude-dependent stability of plane waves 
occurs in 1-D chains in which low amplitude wave packets retain their spectral content at 
the fundamental frequency and higher harmonics whereas unstable wave packets spread 
their spectral content across incommensurate frequencies. Stability exhibits its expected 
direction-dependence in 2-D lattices whereby a notable difference arises in wave packet 
arrivals along the lattice direction as compared to an inclined direction. The former 
direction is inherently less stable than the latter, as proposed by the multiple scales fixed 





CHAPTER 7. NON-RECIPROCITY IN LATTICES WITH 
NONLINEARITY, INTERNAL HIERARCHY, AND 
ASYMMETRY 
7.1 Overview 
Reciprocity is a property of linear, time-invariant systems whereby the energy transmission 
from a source to a receiver is unchanged after exchanging the locations of the source and 
receiver. Non-reciprocity violates this property and can be introduced to systems if time-
reversal symmetry and/or parity symmetry is lost. This study presents a lattice structure 
with strong stiffness nonlinearities, internal scale hierarchy and asymmetry that breaks 
reciprocity. Under broadband (i.e., impulsive) excitation, numerical simulations 
demonstrate that the structure supports highly asymmetrical wave propagation, and hence 
globally nonreciprocal behavior. 
Many studies have induced non-reciprocity by active means. One such approach is to 
induce an odd-symmetric external bias such as a magnetic field [68] or circulating fluid 
flow [69, 70]. Another approach that has received increased attention over recent years is 
the spatiotemporal modulation of a medium’s material [72-74] or geometrical [75] 
properties.  Considerably less attention has been given to elastic and acoustic structures 
that passively break reciprocity. Some realizations include phononic systems with 
linear/nonlinear interfaces [79-81] or the strategic placement of a nonlinear defect [82].  
The passive strategy of achieving non-reciprocity reported herein is inspired by prior 




166]. In these studies, impulsive energy preferentially transmits from the large to small 
scale where it is then dissipated, and transient resonance capture is identified as the primary 
mechanism governing this phenomenon. Recently, such systems were generalized to 
contain any number of nested scales [167]. When each successively smaller scale is 
coupled with a proportional amount of nonlinear stiffness, the system exhibits highly non-
reciprocal behavior. This work builds-upon the concept in [167] by designing a lattice 
whose unit cells feature the nonlinearity and hierarchy of the isolated system. Additionally, 
asymmetry is imposed through a difference in the inter-cell coupling on the left and right 
sides. Numerical simulations of the lattice equations of motion confirm that reciprocity is 
broken globally. It is important to note that, in conjunction with the numerical studies 
presented herein, experimental observation of non-reciprocity in a lattice with two-scale 
unit cells is reported in [168]. 
This chapter is organized as follows. Section 7.2 presents and describes the key features of 
the lattice incorporating nonlinearity, asymmetry, and internal hierarchy. Section 7.3 
reviews the local non-reciprocity as made possible by an isolated unit cell with nonlinearity 
and internal hierarchy. Following the review, Section 7.4 presents numerical simulations 
of the full lattice assembly subjected to broadband (i.e., impulsive) loading. The results of 
varying impulse amplitude provide strong evidence that transient resonance capture drives 
this behavior. Lastly, concluding remarks are put forth in Section 7.5.  
7.2 System Description 
The proposed structure consists of a chain of unit cells containing an arbitrary number of 




is presented in Figure 7-1. In this particular example, the unit cell contains three scales: an 
outer mass (the large scale) is grounded via a linear spring and couples, via a purely cubic 
spring, to a smaller mass (the intermediate small scale) nested within it, which in turn 
couples by another purely cubic spring to a still smaller mass (the smallest scale). Linear 
dampers are included in parallel with all springs. The extension to multiple nested layers 
(and hence internal hierarchies of multiple, continuously decreasing small scales) is 
straightforward. While the spring-mass-damper configuration is shown at the right, a 
proposed concept for constructing the structure is shown at the left, in which the pyramids 
represent elastomeric bumpers that are known to provide near-cubic restoring forces in 
compression [169-171].  
 
Figure 7-1. Isolated unit cell of the asymmetrical, hierarchical lattice structure. (a.) 
Proposed fabrication method in which nonlinear coupling is achieved by elastomeric 
bumpers (b.) The equivalent spring-mass-damper model of the unit cell 
Normalized parameter values are chosen such that they scale down at each layer of the unit 
cell, thus producing internal hierarchy. A labeled schematic is presented in Figure 7-2 and 
sample set of parameter values given in Table 7-1. Note that physical parameters in an 










Figure 7-2. Hierarchical unit cell with labeled parameter notation 
The hierarchical structure repeats periodically to form a lattice as shown in Figure 7-3.  
Note that the smallest mass in the unit cell is coupled to the largest mass of its right-
neighboring unit cell via a linear spring. Thus, this periodic arrangement exhibits the 
requisite asymmetry. 
 
Figure 7-3. Lattice structure containing unit cells with internal hierarchy, 
nonlinearity, and asymmetry. (a.) The elastomeric bumper design is extended 
periodically (b.) Spring-mass-damper representation of the lattice 
7.3 Local Non-Reciprocity Study 
Analysis of a single unit cell consisting of only two scales is first reviewed in this section, 
detailing the findings in [167] as well as presenting new results on the effect of varying the 
normalized parameters on the local nonreciprocity. Two scales are considered to reduce 
the complexity of this isolated unit cell analysis and present the basic principles governing 




7-4 presents a dynamical model of this isolated unit cell with labeled coordinates and 
parameter names.  
 
Figure 7-4. Hierarchical unit cell consisting of two scales 
The equations of motion governing this system are 
  𝑚1?̈?1 = −𝑘1𝑥1 − 𝑘3(𝑥1 − 𝑥2)
3 − 𝑐1?̇?1 − 𝑐2(?̇?1 − ?̇?2) (7.1) 
  𝑚2?̈?2 = 𝑘3(𝑥1 − 𝑥2)
3 + 𝑐2(?̇?1 − ?̇?2) (7.2) 
To investigate non-reciprocity, the response of this system to impulses at either the large 
scale (LS) or small scale (SS) is simulated by direct numerical integration of the equations 
of motion, with the aim of measuring the steady state distribution of energy when either 
scale is excited. To model the impulses, nonzero initial velocities are assigned to the 
desired scale of the form, 




where 𝑉0 denotes the initial velocity, 𝑚𝑛 the desired scale to excite (𝑛 = 1 or 2 for LS or 




into the system. For a fair comparison of the system’s response when either scale is excited, 
𝐼0 remains constant.  
To track the energy distribution in the system, a dimensionless parameter 𝐸𝐷,𝑆𝑆 is 
defined 











where again 𝑛 = 1 or 2 for LS or SS excitation, respectively. This dimensionless parameter 
is the steady state fraction of system energy that is dissipated by the damper coupling the 
two scales. The limit imposes that 𝑇 should be large enough for the system energy to 
dissipate and 𝐸𝐷,𝑆𝑆 to converge. By examining 𝐸𝐷,𝑆𝑆, the distribution of impulse energy 
over the course of the simulation can be assessed for both LS and SS excitation.  
Impulse magnitudes 𝐼0 are varied and 𝐸𝐷,𝑆𝑆 computed for both LS and SS 
excitations and the results are presented in Figure 7-5. When 0.1 < 𝐼0 < 0.7, the system 
energy transfers from the LS to the SS when the LS is excited; however, energy remains 






Figure 7-5. Response of the two-scale system to different impulse magnitudes. (a.) 
LS excitation (b.) SS excitation 
 The underlying mechanism behind this local breaking of reciprocity is elucidated 
by analyzing the dynamics of the two-scale system in the frequency domain. For LS 
excitation, the SS quickly “tunes” its frequency via 1:1 transient resonance capture (TRC) 
to oscillate near the LS natural frequency [164-166]. The innermost mass and essentially 
nonlinear spring have no predefined natural frequency, but rather can match the 
instantaneous natural frequency of the LS assuming it has enough energy. Thus, the 
impedance mismatch of the two oscillators rapidly minimizes and energy efficiently 
transmits, or “pumps” from the LS to the SS where it is then dissipated by the damper 
coupling the two scales. TRC is activated only at certain energy levels: when the initial 
momentum delivered to the system is too low, TRC is not activated and the response is 
considerably more reciprocal. When the SS is excited, it does not immediately oscillate at 
the LS natural frequency. Rather, the essentially nonlinear spring produces various 
frequencies at which the SS vibrates until the SS finally settles upon the LS natural 




the system energy has been dissipated by the damper coupling the two scales. Thus, energy 
remains localized at the SS instead of transferring to the LS as would be expected in a 
linear, time invariant system.  Additional analysis of the TRC phenomenon in this system 
can be found in [167]. 
7.4 Global Non-Reciprocity Study 
The global periodic configuration of the hierarchical structure is now considered for 
broadband excitation. Considering now the three scale system depicted in Figure 7-2, the 
𝑗𝑡ℎ unit cell is governed by 
𝑚𝑜𝑢𝑡𝑒𝑟?̈?𝑜𝑢𝑡𝑒𝑟(𝑗) + 𝑐𝑜𝑢𝑡𝑒𝑟?̇?𝑜𝑢𝑡𝑒𝑟(𝑗) + 𝑐𝑚𝑖𝑑𝑑𝑙𝑒(?̇?𝑜𝑢𝑡𝑒𝑟(𝑗) − ?̇?𝑚𝑖𝑑𝑑𝑙𝑒(𝑗)) 
  +𝑘1(2𝑥𝑜𝑢𝑡𝑒𝑟(𝑗) − 𝑥𝑖𝑛𝑛𝑒𝑟(𝑗 − 1)) 
  +𝑘3,𝑚𝑖𝑑𝑑𝑙𝑒(𝑥𝑜𝑢𝑡𝑒𝑟(𝑗) − 𝑥𝑚𝑖𝑑𝑑𝑙𝑒(𝑗))
3 = 0 (7.5) 
𝑚𝑚𝑖𝑑𝑑𝑙𝑒?̈?𝑚𝑖𝑑𝑑𝑙𝑒(𝑗) + 𝑐𝑚𝑖𝑑𝑑𝑙𝑒(?̇?𝑚𝑖𝑑𝑑𝑙𝑒(𝑗) − ?̇?𝑜𝑢𝑡𝑒𝑟(𝑗)) + 𝑐𝑖𝑛𝑛𝑒𝑟(?̇?𝑚𝑖𝑑𝑑𝑙𝑒(𝑗) − ?̇?𝑖𝑛𝑛𝑒𝑟(𝑗)) 
 +𝑘3,𝑚𝑖𝑑𝑑𝑙𝑒(𝑥𝑚𝑖𝑑𝑑𝑙𝑒(𝑗) − 𝑥𝑜𝑢𝑡𝑒𝑟(𝑗))
3 + 𝑘3,𝑖𝑛𝑛𝑒𝑟(𝑥𝑚𝑖𝑑𝑑𝑙𝑒(𝑗) − 𝑥𝑖𝑛𝑛𝑒𝑟(𝑗))
3 = 0 (7.6) 
𝑚𝑖𝑛𝑛𝑒𝑟?̈?𝑖𝑛𝑛𝑒𝑟(𝑗) + 𝑐𝑖𝑛𝑛𝑒𝑟(?̇?𝑖𝑛𝑛𝑒𝑟(𝑗) − ?̇?𝑚𝑖𝑑𝑑𝑙𝑒(𝑗)) + 𝑘1(𝑥𝑖𝑛𝑛𝑒𝑟(𝑗) − 𝑥𝑜𝑢𝑡𝑒𝑟(𝑗 + 1)) 
  +𝑘3,𝑖𝑛𝑛𝑒𝑟(𝑥𝑖𝑛𝑛𝑒𝑟(𝑗) − 𝑥𝑚𝑖𝑑𝑑𝑙𝑒(𝑗))
3 = 0 (7.7) 
Informed by the 1:1 TRC that governs the non-reciprocity in an isolated unit cell, results 
from direct numerical simulation of the lattice equations of motion strongly suggest that 
TRC governs the global breaking of reciprocity for wave propagation in the lattice 
structure. Systems with both two and three scales will be discussed to demonstrate the 
generality of the hierarchical structure design and the effect of nesting varying number of 
scales will be presented for impulsive excitation.  
These numerical studies simulate broadband (impulsive) excitations applied either at the 




chain, it is convenient to express their magnitude relative to 𝐼𝑛𝑜𝑟𝑚,  the maximum 
momentum associated with a plane wave in a linear monatomic chain  
  𝐼𝑛𝑜𝑟𝑚 = 𝑚𝑜𝑢𝑡𝑒𝑟𝑣𝑔,𝑚𝑎𝑥 (7.8) 
where 𝑣𝑔,𝑚𝑎𝑥 is the maximum group velocity of the monatomic chain formed by 𝑚𝑜𝑢𝑡𝑒𝑟 
and coupling and grounding springs of stiffness 𝑘1: 




where 𝜔0 = √
𝑘1
𝑚
(3 − 2 cos 𝜇) and 𝜇 is the dimensionless wavenumber/propagation 
constant. Figure 7-6 presents results for impulsively exciting the largest mass of the three 
scale unit cell with 𝐼0 = 7.36 𝐼𝑛𝑜𝑟𝑚 at the center of a chain composed of 50 unit cells. 
Lattices are terminated with the convention depicted in Figure 7-3, in which the first and 
last unit cells are linearly grounded. As with the local study of the previous section, nonzero 
initial velocity 𝑉0 applied to a single unit cell of the system model impulses.  In all cases 
considered the impulses are applied to the corresponding large scales of the unit cells. The 
quantity 𝐸𝑓𝑟𝑎𝑐 is the fraction of energy at the unit cell relative to the energy delivered to 




2. As a reference, essentially nonlinear springs are 
replaced by linear springs with the same spring constants in Figure 7-6b. For the nonlinear 
case, note the considerably different behavior of energy propagation to the left of the center 
as compared to the right: energy preferentially travels from left-to-right, thus indicating a 
global breaking of reciprocity. Energy radiates symmetrically outwards in Figure 7-6b 






Figure 7-6. Impulsive excitation of the large scale of the unit cell at the chain’s 
center in a nonlinear (a.) and linear (b.) lattice. Note the preferential propagation of 
energy from left-to-right for the case with nonlinear interactions: 𝒎𝒐𝒖𝒕𝒆𝒓 =
𝟏,𝒎𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟎. 𝟎𝟓,𝒎𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟎𝟎𝟓, 𝒌𝟏 = 𝟏, 𝒌𝟏,𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟎, 𝒌𝟏,𝒊𝒏𝒏𝒆𝒓 = 𝟎, 𝒌𝟑,𝒎𝒊𝒅𝒅𝒍𝒆 =
𝟏, 𝒌𝟑,𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟏, 𝒄𝒐𝒖𝒕𝒆𝒓 = 𝟎. 𝟎𝟎𝟐, 𝒄𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟎. 𝟎𝟎𝟐, 𝒄𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟎𝟎𝟎𝟐, 𝑰𝟎 𝑰𝒏𝒐𝒓𝒎⁄ =
𝟕. 𝟑𝟔. For (b.) , 𝒌𝟑,𝒎𝒊𝒅𝒅𝒍𝒆 and 𝒌𝟑,𝒊𝒏𝒏𝒆𝒓 govern linear restoring forces. 
To quantify the amount of transmission in the lattice, a transmission ratio 𝑇𝑅 is 
defined to be 







where max(𝑃𝐸 + 𝐾𝐸) is the maximum sum of potential and kinetic energy that occurs for 
each unit cell across all time in a simulation.  
Figure 7-7 depicts the results of applying various impulse values to the large scale of the 
unit cell at the center of a chain with 50 unit cells, with 𝑇𝑅 computed at each impulse value. 
Note that non-reciprocity activates when 6 < 𝐼0 𝐼𝑛𝑜𝑟𝑚⁄ < 8, as indicated by the preference 
for left-to-right over right-to-left propagation. The highest degree of nonreciprocity occurs 
near 𝐼0 𝐼𝑛𝑜𝑟𝑚⁄ = 7.5; however, this effect weakens for larger impulse amplitudes as the 




scale isolated unit cell in Figure 7-5 in which TRC takes effect when the impulse magnitude 
falls within a well-defined range of values for breaking reciprocity. 
 
Figure 7-7. Response of a 1-D lattice to various impulse amplitudes applied to the 
large scale of the unit cell at its center. Non-reciprocal behavior occurs at specific 
impulse magnitudes: 𝒎𝒐𝒖𝒕𝒆𝒓 = 𝟏,𝒎𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟎. 𝟎𝟓,𝒎𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟎𝟎𝟓, 𝒌𝟏 =
𝟏, 𝒌𝟏,𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟎. 𝟎𝟓, 𝒌𝟏,𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟎𝟓, 𝒌𝟑,𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟏, 𝒌𝟑,𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟏, 𝒄𝒐𝒖𝒕𝒆𝒓 =
𝟎. 𝟎𝟎𝟐, 𝒄𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟎. 𝟎𝟎𝟐, 𝒄𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟎𝟎𝟎𝟐. 
Figure 7-8 presents the results of applying an impulse of 𝐼0 = 0.1 𝐼𝑛𝑜𝑟𝑚 to the large 
scale at the left and right boundaries of the chain (in separate simulations). These results 
again demonstrate that energy propagates from left-to-right but not right-to-left. Note that 
weak linear springs of stiffness 𝑘1,𝑚𝑖𝑑𝑑𝑙𝑒 , 𝑘1,𝑖𝑛𝑛𝑒𝑟 are added in parallel to the nonlinear 
stiffnesses 𝑘3,𝑚𝑖𝑑𝑑𝑙𝑒 , 𝑘3,𝑖𝑛𝑛𝑒𝑟 respectively to increase the wave’s range, though they are not 




with strongly nonlinear forces on the global nonreciprocity in this lattice was 
experimentally confirmed in [168].  
 
Figure 7-8. Impulsive excitation of the large scale of the unit cells at the chain’s 
boundaries. Energy propagates rightward when initiated at the left boundary (a.) 
but localizes when initiated at the right boundary (b.): 𝒎𝒐𝒖𝒕𝒆𝒓 = 𝟏,𝒎𝒎𝒊𝒅𝒅𝒍𝒆 =
𝟎. 𝟎𝟓,𝒎𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟎𝟎𝟓, 𝒌𝟏 = 𝟏, 𝒌𝟏,𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟎. 𝟎𝟓, 𝒌𝟏,𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟎𝟓, 𝒌𝟑,𝒎𝒊𝒅𝒅𝒍𝒆 =
𝟏, 𝒌𝟑,𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟏, 𝒄𝒐𝒖𝒕𝒆𝒓 = 𝟎. 𝟎𝟎𝟐, 𝒄𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟎. 𝟎𝟎𝟐, 𝒄𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟎𝟎𝟎𝟐, 𝑰𝟎 𝑰𝒏𝒐𝒓𝒎⁄ =
𝟎. 𝟏. 
Figure 7-9 displays results from exciting the large scales of the unit cells at the chain’s left 
and right boundaries with various impulse values. As with center excitation, non-
reciprocity occurs at a finite range of impulse amplitudes. It is important to note that the 
preferential transmission of energy from left-to-right and not right-to-left is unaffected by 
the direction of the impulse delivered to the outer mass, i.e., leftward directed initial 
momentum (𝐼0 < 0) produces nearly identical results. It is also interesting to note that 
exciting the chain’s boundaries requires smaller impulse magnitudes to break reciprocity 






Figure 7-9. Response of a 1-D lattice to various impulse amplitudes applied to the 
large scale of the unit cells at the left (a.) and right (b.) boundaries. The preferential 
energy propagation occurs at various impulse amplitudes: 𝒎𝒐𝒖𝒕𝒆𝒓 = 𝟏,𝒎𝒎𝒊𝒅𝒅𝒍𝒆 =
𝟎. 𝟎𝟓,𝒎𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟎𝟎𝟓, 𝒌𝟏 = 𝟏, 𝒌𝟏,𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟎. 𝟎𝟓, 𝒌𝟏,𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟎𝟓, 𝒌𝟑,𝒎𝒊𝒅𝒅𝒍𝒆 =
𝟏, 𝒌𝟑,𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟏, 𝒄𝒐𝒖𝒕𝒆𝒓 = 𝟎. 𝟎𝟎𝟐, 𝒄𝒎𝒊𝒅𝒅𝒍𝒆 = 𝟎. 𝟎𝟎𝟐, 𝒄𝒊𝒏𝒏𝒆𝒓 = 𝟎. 𝟎𝟎𝟎𝟐. 
The following explanation proposes the sequence of events that determine the 
global breaking of reciprocity in the lattice with nonlinearity, asymmetry and internal scale 
hierarchy excited at its boundaries: 
Left-to-Right: The directly excited large scale of the left-most unit cell oscillates at a 
predefined natural frequency due to the linear grounding spring. Assuming enough energy 
is in the system from the impulse, energy transfers from the large scale to the next smallest 
scale via 1:1 transient resonance capture associated with the cubically nonlinear spring, 
and it continues to transmit down to each successively smaller scale. When the energy 
arrives at the smallest scale, it can then readily flow to the largest scale of its neighboring 
unit cell on the right because of the linear coupling spring. The process then repeats and a 




Right-to-Left: Energy transfers from the directly excited large scale of the right-most unit 
cell to the smallest scale of its neighboring unit cell on the left because of the linear 
coupling spring. However, energy cannot transmit from the small scale to the large scale 
and is ultimately dissipated at the smallest scale due to the failure to initiate TRC, as 
evidenced by the results in the local study. Thus, energy is arrested and waves cannot 
propagate from right-to-left. 
This design scheme could be added to systems to redirect mechanical shock and 
vibration. For example, adding this lattice to buildings, bridges, or aircraft could achieve a 
variety of purposes: to protect diagnostic sensors from being contaminated by unwanted 
mechanical disturbances, to focus energy towards structural health monitoring equipment, 
or to direct energy away from sensitive structural components. In the local study in Section 
7.3, damping plays an important role in trapping energy at the small scale (see Figure 7-5). 
Consequently, it was considered in the lattice and, while it limited the wave’s range, 
demonstrated that highly asymmetric wave propagation can be achieved in dissipative 
media. Since the proposed lattice would be fabricated and added to systems, the degree of 
damping is largely in control of the design engineer. Careful unit cell design can increase 
or decrease damping as desired. 
7.5 Concluding Remarks 
Nonlinear elastic non-reciprocity is reported for a lattice structure exhibiting asymmetry 
and purely cubic stiffness nonlinearity in its unit cell design. Studying the dynamics of an 
isolated unit cell reveals that transient resonance capture governs the breaking of 




simulation of the lattice’s equations of motion when subjected to impulsive excitation 
yields asymmetrical wave propagation. The global non-reciprocity activates at higher 
energy levels, providing strong evidence that transient resonance capture induces this 
behavior. Because this is a passive structure, these findings could be useful for shock and 






CHAPTER 8. CONCLUSIONS AND CONTRIBUTIONS 
8.1 Summary 
This thesis presents a variety of new phenomena associated with wave propagation in 
nonlinear periodic media. Findings of waveform invariance, plane wave stability, internal 
resonance, near-zero higher-harmonic generation, and non-reciprocity advance the current 
understanding of the nature and behavior of waves in nonlinear lattices.  Analytical 
predictions, which can ultimately be used for the design of real engineering systems, are 
accompanied by numerical simulations and experimental demonstrations.  
Considering plane wave propagation in weakly nonlinear lattices, a higher-order multiple 
scales analysis reveals the existence of multi-harmonic invariant waveforms. The 
summation of specific amplitudes and phases at each harmonic of the fundamental 
generates a plane wave that persists with theoretically no variation of its spectral 
composition, despite propagating through a dispersive medium. In 1-D systems, such 
solutions tune with lattice parameters and wave amplitude. An additional degree of 
tunability arises for 2-D shear lattices whereby invariant solutions vary with a wave’s 
orientation. For both 1-D and 2-D problems, direct numerical simulations of lattice 
equations of motion confirm the addition of higher-order terms in a plane wave’s initial 
conditions results-in measurably less variation of spectral amplitudes. 
The stability of plane wave propagation is also assessed through a local stability analysis 
of multiple scales-based evolution equations. Results identify an inherent stability of low 




elucidate that low amplitude, stable waveforms retain their spectral information in the 
fundamental frequency and its higher harmonics (though not necessarily invariantly). 
Unstable waveforms, on the other hand, which are triggered by high amplitudes, undergo 
substantial spreading of spectral energy across incommensurate frequency bands. 
Counterintuitively, plane wave stability varies as a function of a wave’s orientation in 2-D 
shear lattices. Waves travelling along the lattice direction are inherently less stable than 
waves oriented along inclined directions. Such findings are informed by a higher-order 
multiple scales framework and validated by direct numerical simulations of lattice 
equations of motion. 
Internal resonance of plane waves with commensurate ratios of both frequency and 
wavenumber experience a slow-scale periodic energy exchange, as proposed by a multiple 
scales analysis. Such phenomena can occur within a single branch or between different 
branches of a lattice’s band structure. A stability analysis of the two-wave evolution 
equations presents centers, i.e. initial amplitudes about which energy exchange occurs, in 
addition to unstable fixed points. Numerical simulations validate that internally-resonant 
plane waves with initial conditions sufficiently near the centers’ exchange energy at the 
expected frequency and amplitude according to multiple scales.  
At special frequencies, invariant waveforms comprise only their fundamental term, 
suggesting that higher-harmonic generation should cease. Plane waves at these specific 
frequencies propagate invariantly with only a fundamental frequency and wavenumber 
pair. Numerical simulations demonstrate that higher-harmonic production rapidly 
decreases at these special frequencies compared to plane waves assigned initial conditions 




occurs varies with wave amplitude and, for diatomic systems, the degree-of-freedom and 
dispersion branch.  
An experimental demonstration of amplitude-dependent band structure and plane wave 
stability is presented. Unlike prior studies which consider standing wave vibration in finite 
lattices [162], this work captures the propagation of travelling waves. Large dispersion 
shifts are reported as the addition of grounding springs prevent whirling behavior. 
Furthermore, the inherent stability of low amplitude, as opposed to high amplitude, wave 
propagation is experimentally observed. As documented in numerical simulations, unstable 
plane waves spread spectral energy across incommensurate frequency bands whereas 
stable plane waves retain signal information at the fundamental frequency and its higher 
harmonics.  
Nonreciprocity was achieved by a lattice incorporating nonlinearity, asymmetry, and 
internal hierarchy. Prior work has shown that energy can preferentially transfer from large 
to small scales when coupled with essentially nonlinear stiffness. The mechanism is a 1:1 
transient resonance capture in which strong nonlinearity enables small nonlinear 
attachments to tune their vibration frequency to match that of the linearly grounded large 
scale. Extending this concept to a lattice system results-in a global, giant breaking of 
reciprocity for both impulsive excitation as evidenced by numerical simulations.  
8.2 Research Contributions 




• Multi-harmonic invariant plane wave solutions are presented for weakly nonlinear 
lattices informed by a higher-order multiple scales analysis. 
• Amplitude and direction-dependent stability is reported for plane wave propagation 
in nonlinear lattices. 
•  Internal resonance of plane waves with commensurate frequencies and 
wavenumbers are shown to undergo slow scale energy exchange between the wave 
propagation modes, which can exist on the same or different branches of a lattice’s 
band structure.  
• Special frequencies are identified through a multiple scales analysis in which higher 
harmonic generation nearly vanishes for waves propagating in nonlinear periodic 
media 
• Substantial nonlinearity-induced band structure shifting and amplitude-dependent 
stability was experimentally observed for travelling waves in a shear lattice. 
• A novel, passive strategy of breaking reciprocity is revealed using lattices with 
internal hierarchy, asymmetry, and nonlinearity. 
8.3 Recommendations for Future Work 
8.3.1 Waveform Invariance and Stability in Continuous Nonlinear Periodic Media 
Wave propagation in periodic continuous media can guide and filter waves much like their 
discrete lattice counterparts [79, 114, 172]. In many practical settings, it may be simpler to 
design, fabricate, and implement periodic structures that are not a network of discrete 
oscillators but rather alternating layers of continuous fluid/fluid, fluid/solid, or solid/solid 




are alternating layers with different density (𝜌𝑎, 𝜌𝑏) and longitudinal sound speed (𝑐𝑎, 𝑐𝑏). 
Finite amplitude wave propagation may induce material or geometric nonlinearities in such 
systems. An alternative setting is proposed in Figure 8-1b in which a continuous acoustic 
waveguide contains periodically-spaced elastic membranes. Such membranes have been 
shown to exhibit tunable geometric stiffness nonlinearity [173-175].  
 
Figure 8-1. Examples of continuous nonlinear periodic media. (a.) Layered media 
(b.) Acoustic waveguide with periodically spaced membranes. 
For either example system, the existence of invariant plane wave solutions could be studied 
using the higher-order multiple scales framework detailed in this work. Knowledge of these 
waveforms may impact the design of SONAR systems by preventing multi-harmonic 
acoustic bursts from dispersing. Furthermore, the stability of plane waves in these systems 
can be analyzed, discovering the conditions for stable (or unstable) wave propagation.    




Another exciting avenue for the extension of this work is to explore the spatial modulation 
and grading of weak stiffness nonlinearities in periodic systems. By extending the multiple 
scales framework detailed in this work, various functions governing the modulation and 
grading of the nonlinear stiffness can be studied to observe local shifts in band structure 
and potentially new phenomena such as amplitude-dependent wave trapping and arbitrary 
waveform patterning. Figure 8-2 depicts an example scenario in which a monatomic lattice 
is formed by a single mass value 𝑚 coupled by linear, quadratic, and cubic stiffness 𝑘1, 𝑘2, 
and 𝑘3, respectively. For quadratic and cubic stiffness varying at each mass in a sinusoidal 
manner, the resultant wave propagation features would be examined.  
 
Figure 8-2. Lattice featuring a gradient in its stiffness nonlinearity 
Previous studies have considered the modulation of linear mechanical properties in 
periodic structures [72, 74, 176], often with the goal of biasing the wave propagation 
direction. Little attention has been given to periodic systems with gradient nonlinear 
stiffness terms, especially in the weakly nonlinear regime. The modulation of weak 
stiffness nonlinearities enables greater preservation of signal integrity as compared to their 




closed-form amplitude dependent dispersion corrections to apply [21, 22, 151, 177]. 
Depending on the function governing the grading of nonlinearity combined with the 
possibility for allowing negative stiffness, analysis of waveform stability will be critical to 
assess the conditions under which solutions persist for long spatiotemporal scales or rapidly 
degrade due to their inherent instability. 
8.3.3 Wave Propagation in the Human Spine 
The human spine is a complex structure. As can be observed in Figure 8-3, it exhibits near 
periodicity from its arrangement of vertebrae and slightly bent curvature. An 
approximation of its “lattice constant” can be determined by dividing the number of 
vertebrae by the length of the spinal column, yielding 𝑎~1.4 cm. Despite such a structural 
composition, a treatment from a wave-based, phononic perspective has not been put forth 
by the research community.  Rather, studies have considered vibration modes of the human 
spine, i.e., its natural frequencies and mode shapes  [27-31]. An analytical, experimental, 
and computational study of the human spine may reveal a fascinating, nontrivial band 
structure. Knowledge of this band structure could inform a variety of non-invasive spinal 
health evaluation techniques that could replace more invasive procedures such as spinal 
taps. Due to the spine’s complex nature, a full consideration of linear wave propagation 





Figure 8-3. The human spine has a nearly-periodic distribution of vertebrae 
8.3.4 Non-Reciprocity of Airborne and Waterborne Acoustic Signals through Internal 
Hierarchy, Nonlinearity, and Asymmetry 
Non-reciprocity has received increasing attention by the physics and engineering 
communities. When breaking reciprocity for acoustic waves in fluids (e.g., air or water), 
prior work has been limited to active methods such as through circulating fluid flow [69, 
70] and modulation of geometry properties [75].  Minimal attention has been given to 
methods of breaking reciprocity passively for airborne or waterborne acoustic waves. Such 
findings may inspire acoustic-shielding devices for submarines or aircraft that receive—
but cannot emit—acoustic signals. Figure 8-4 displays one proposed idea. By extension of 
the nonlinearity, internal hierarchy, and asymmetry design presented in Chapter 7, 




behavior passively. Nonlinearity (from the membranes) and hierarchy (from the nested 
Helmholtz resonators) enable an acoustic signal to transmit from the large to small scale 
but not vice versa, thus breaking reciprocity locally. An asymmetrical coupling between 
unit cells containing nested resonators would extend this design into a periodic structure 
that breaks reciprocity globally. 
 
Figure 8-4. Structure with nonlinearity and internal hierarchy to break reciprocity 
for airborne and waterborne acoustic waves. An acoustic source travels through an 
array of Helmholtz resonators coupled by elastic membranes (in blue). In (a.), the 
source, sent from the large scale, is identified by the receiver at the small scale. 
However, in (b.), the source, sent from the small scale, cannot be identified by the 












Figure A. 1. Diatomic numerical chain stability study: 𝒙𝒃, 2
nd-order IC's, 𝚷𝟏 =
𝟎. 𝟎𝟏,𝚷𝟒 = 𝟏. 𝟓, 𝝁 =
𝝅
𝟒
, Acoustic (a.), Optical (b.). 
 
Figure A. 2. Reduction of variance in the 2nd (a.) and 3rd (b) harmonics numerically 




, 𝚷𝟏 = 𝟎. 
 
Figure A. 3. Reduction of variance in the 2nd (a.) and 3rd (b.) harmonics numerically 










APPENDIX B. SYMBOLIC EXPRESSIONS FOR INTERNAL 
RESONANCE IN EXAMPLE LATTICE SYSTEMS  
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1
2
𝜙𝑏1)𝜙𝑎2 + i𝜙𝑏2(𝜙𝑎1 − 2𝜙𝑏1)𝜙𝑎1) (B2) 
where 𝛟(𝜔0,𝐴) = [
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  (B8) 
where 𝛟(𝜔0,𝐴) = [
𝜙𝑎1
𝜙𝑏1
















2 𝑘2𝑎𝜙𝑎2 sin(2𝜇𝐴) + (−4𝑘2𝑎𝜙𝑎2 sin(𝜇𝐴) − i(𝜙𝑎2 −
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