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FLAGS AND ORBITS OF CONNECTED REDUCTIVE GROUPS OVER
LOCAL RINGS
ZHE CHEN
Abstract. We prove that generic higher Deligne–Lusztig representations over truncated
formal power series are non-nilpotent, when the parameters are non-trivial on the biggest
reduction kernel of the centre; we also establish a relation between the orbits of higher
Deligne–Lusztig representations of SLn and of GLn. Then we introduce a combinatorial
analogue of Deligne–Lusztig construction for general and special linear groups over local
rings; this construction generalises the higher Deligne–Lusztig representations and affords
all the nilpotent orbit representations, and for GLn it also affords all the regular orbit
representations as well as the invariant characters of the Lie algebra.
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1. Introduction
Let O := Fq[[π]] be a complete discrete valuation ring in characteristic p, and let G be a
connected reductive group over O. Here we are interested in the representation theory of
G(O). As a profinite group, each of its smooth representations factors through G(Or) for
some r ∈ Z>0, where Or := O/πr; this draws our attention to the representations of G(Or)
for r runs over all positive integers.
In the level 1 case, that is, the case r = 1, these groups are finite groups of Lie type, and
the studies of their representations are to a large extent influenced by the marvellous work
of Deligne and Lusztig [DL76] since 1976. For r ≥ 1, there is a natural generalisation of this
work, as pointed out by Lusztig [Lus79], by viewing these reductive groups over finite local
rings as certain algebraic groups over the finite residue field; some fundamental results on
this aspect were first established by Lusztig himself 25 years later in [Lus04]. However, due
to the nature of these algebraic groups (they are usually neither reductive, nor solvable), the
corresponding proofs are much more difficult than the r = 1 case, and the properties of this
generalisation are not yet well-understood.
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The works of Deligne–Lusztig and Lusztig made an extensive use of e´tale topology of
varieties over finite fields, and are referred to as the geometric approach to the representations
of G(Or). Meanwhile, there are also algebraic methods, like Clifford theory and orbits,
which link the representations of these groups with the orbits in the corresponding finite
Lie algebras. Indeed, it is believed that to uniformly describe all irreducible representations
of these groups is a very hard, probably hopeless, task, and one shall start by focusing on
smaller families of representations; at least for G = GLn, the algebraic methods suggest the
following three families to be first considered:
• nilpotent (orbit) representations;
• regular (orbit) representations;
• semisimple (orbit) representations.
These families are defined in terms of (co-)adjoint orbits via Clifford theory, and it would be
very interesting to understand how these algebraically defined families interact with the geo-
metrically constructed representations of Deligne–Lusztig type. This paper gives an attempt
on this aspect. In Section 2 we review some of the above notions.
Let θ denote a linear character of T(Or), where T is a maximal torus of G. When θ
is generic enough, Lusztig associated to it an irreducible representation RθT of G(Or), by
viewing G as an object over Fq; it is called a higher Deligne–Lusztig representation in [CS17].
Previously, based on Lusztig’s explicit computations in [Lus04], Stasinski showed in [Sta11]
that certain nilpotent representations of SL2(Fq[[π]]/π2) were unrealisable in higher Deligne–
Lusztig theory. In Section 3, we prove that (when p is not too small), if θ is non-trivial
on the biggest reduction kernel of the centre, then the representation RθT is not nilpotent;
see Theorem 3.3. Along the way we also study an inner product via a general principle
of Lusztig (see Lemma 3.1), and give a generalisation of Hill’s characterisation of nilpotent
representations (see Proposition 3.2). Then in Section 4 we study the higher Deligne–Lusztig
representations of SLn and GLn via the idea of regular embedding, and establish a relation
between their orbits (see Proposition 4.1).
Within the above results, it is desired to find a suitable way to extent the family of
higher Deligne–Lusztig representations to cover all the nilpotent representations. The first
attempt has been made for GLn and SLn by Stasinski in [Sta11], in which he introduced
an extension using tamely ramified tori, and proved that, for n = r = 2, all the missing
nilpotent representations can be afforded in his construction. In Section 5 we give another
extension for general and special linear groups; more precisely, we construct an analogue of
Deligne–Lusztig representations based on applying Lusztig’s idea “view an object over Or as
an object over the residue field” to flags. Our method is different and more combinatorial,
reflecting some group theoretical feature appeared in the r = 1 case. By explicit arguments
we show that our construction produces all the higher Deligne–Lusztig representations and
affords all the nilpotent representations for GLn and SLn, for any n and r; see Theorem 5.2.
In Section 6 we turn back to regular orbits. Using a work of Hill on an analogue of
Gelfand–Graev modules, we deduce that our construction mentioned above also affords all
the regular orbit representations of GLn(Or) (see Corollary 6.2), as well as the so-called
invariant characters of the finite Lie algebra.
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2. Preliminaries
In this section we recall the notions in higher Deligne–Lusztig representations following
[Lus04], and recall the notions concerning orbits following [Hil95, 2.4].
Let O = Fq[[π]], where π is a uniformiser and char Fq = p. Put Or := O/πr, where r is a
fixed arbitrary positive integer. Let G be a connected reductive group over Spec Fq[[π]]/πr
and letG be the base change of G to Spec Fq[[π]]/πr. Every closed subgroup scheme H ofG,
like G itself, Borel subgroups, and maximal tori, admits a natural algebraic group structure
over Spec Fq, denoted by the corresponding Roman font H (sometimes we also write Hr for
H when different levels are involved); we have
H(Fq[[π]]/πr) = H(Fq)
as groups. There is a natural (geometric) Frobenius endomorphism F on G such that
GF := G(Fq)F ∼= G(Or)
as finite groups. A closed subgroup scheme H ⊆ G is called F -stable or F -rational, if
FH ⊆ H . We define the Lang isogeny (on G) with respect to F to be L : g 7→ g−1F (g).
Fix a prime ℓ 6= p. For any variety X over Fp (in this paper, by a variety we mean
a reduced quasi-projective scheme) we have the compactly supported ℓ-adic cohomology
groups H ic(X,Qℓ), which are finite dimensional vector spaces over Qℓ.
Let B = U⋊T be a Borel subgroup of G, where U is the unipotent radical and T is an
F -stable maximal torus; let B,U, T be the corresponding closed subgroup of G. Note that
GF and T F act on the variety L−1(FU) by the left translation and the right translation,
respectively; this induces a GF × T F -bimodule structure on H ic(L
−1(FU),Qℓ).
Definition 2.1. The virtual representation
RθT,U :=
∑
i
(−1)iH ic(L
−1(FU),Qℓ)θ,
where θ ∈ T̂ F is an irreducible Qℓ-character of T F , is called a higher Deligne–Lusztig repre-
sentation of GF ; here the subscript (−)θ means the θ-isotypical part.
For 1 ≤ i ≤ r, the reduction mapOr → Oi modulo π
i induces an algebraic group surjection
ρr,i : Gr −→ Gi;
we denote the kernel by Gi := Gir. Note that all these G
i are F -stable. Similar notation
applies to the closed subgroups of G. Now fix a character θ ∈ T̂ F . If the stabiliser of
θ in N(T )F is T F , then we say θ is in general position. If for any root α of T we have
θ|NFa
F
(((Tα)r−1)Fa ) 6= 1, where N
F a
F (t) := t · F (t) · · · t
F a−1 denotes the norm map and a ∈ Z>0
is any integer such that T α is F a-stable, then we say θ is regular. We have:
Theorem 2.2 (Lusztig). If θ is regular and in general position, then RθT,U , up to a sign, is
an irreducible representation of G(Or).
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Proof. See [Lus04, 2.4]. 
In the remaining of this section let r ≥ 2; note that Gr−1 can be viewed as the additive
group of the Lie algebra g of G1, and the conjugation action of G on G
r−1 becomes the
adjoint action of G1 on g (as the conjugation action of G on G
r−1 factors through G1).
For any irreducible Qℓ-representation σ of GF , consider the restriction σ|(Gr−1)F ; by Clifford
theory (see e.g. [Isa06, 6.2]) we have
σ|(Gr−1)F ∼= e ·
 ∑
χ∈Ω(σ)
χ
 ,
where e ∈ Z>0 and Ω(σ) is a GF1 -orbit of irreducible representations of (G
r−1)F . In particular,
we have a map
Ω: Irr(G(Or)) −→ GF1 \Irr((G
r−1)F )
from the set of irreducible representations of GF to the set of G(Fq)-orbits of irreducible
representations of gF .
Consider the following condition, under which we will often work:
(*) There exists a non-degenerate G1-invariant bilinear form µ(−,−) : g×g → Fq defined
over Fq, as well as aG1-equivariant bijective morphism ǫ(−) from the nilpotent variety
of g to the unipotent variety of G1 defined over Fq.
This condition requires p is not too small unless G = GLn; see e.g. the discussions in [Let05,
2.5 and 2.7] and [Car93, 1.15].
Now assume the existence and fix such a bilinear form µ; we also fix a non-trivial character
φ : Fq → Q
×
ℓ , then for any y ∈ g
F ∼= (Gr−1)F , we have an induced Qℓ-character
φy : x 7−→ φ(µ(x, y))
of gF ∼= (Gr−1)F . The map y 7→ φy induces a bijection from the set of adjoint G
F
1 -orbits of
gF to the set of GF1 -orbits of irreducible representations of g
F ; combine the above Ω with
the inverse of this bijection we obtain a map
Ω′ : Irr(G(Or)) −→ G(Fq)\gF
from the set of irreducible representations of GF to the set of adjoint orbits of gF .
Definition 2.3. An irreducible representation σ of G(Or) is called nilpotent (resp. regular,
semisimple), if Ω′(σ) is nilpotent (resp. regular, semisimple).
To avoid possible confusions we sometimes also use the term nilpotent (resp. regular,
semisimple) orbit representation.
3. Inner products and (non-)nilpotency
Throughout this section we assume (*) holds, and fix the choice of such a µ and ǫ.
Based on Lusztig’s computations in [Lus04], Stasinski proved in [Sta11] that certain nilpo-
tent representations of SL2(Fq[[π]]/π2) are missed in higher Deligne–Lusztig theory. In this
section we continue this direction, and prove a result suggesting that, for any group with a
non-trivial connected centre, the intersection of the set of higher Deligne–Lusztig represen-
tations and the set of nilpotent representations is always small.
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Let B′ = U′⋊T′ be another Borel subgroup of G, with T′ an F -stable maximal torus and
U′ the unipotent radical; let B′ = U ′ ⋊ T ′ be the corresponding subgroups of G. Consider
the GF -representation
∑
i(−1)
iH ic(L
−1(FB′r−1); it appears in the scope of a generalised
Deligne–Lusztig construction (see the argument of Theorem 5.2 (ii)). Here we first prove the
following general inner product result.
Lemma 3.1. Suppose Z := (Z(G)1)◦ 6= 1, then we have〈∑
i
(−1)iH ic(L
−1(FB′r−1),Qℓ), R
θ
T,U
〉
GF
= 0
if θ is non-trivial on ZF .
Proof. By [Che18, 3.1] the inner product equals to the Euler characteristic∑
i
(−1)i dimH ic(Σ,Qℓ)θ,
where
Σ := {(x′, x, y) ∈ FB′r−1 × FU ×G | x′F (y) = yx},
on which t ∈ T F acts by sending (x′, x, y) to (x′, t−1xt, yt).
Write y = yˆy1 and x = xˆx1, where yˆ ∈ G
1, xˆ ∈ FU1, y1 = ρr,1(y) ∈ G1, and x1 = ρr,1(x) ∈
FU1. Applying ρr,1 to the defining equation x
′F (y) = yx of Σ we see that x1 = y
−1
1 F (y1), so
x′F (y) = x′F (yˆ)F (y1) = x
′F (yˆ)y1x1
and
yx = yˆy1xˆx1,
thus Σ can be re-written as
Σ′ = {(x′, xˆ, x1, yˆ, y1) ∈ FB
′r−1 × FU1 × FU1 ×G
1 ×G1) | x
′F (yˆ)y1 = yˆy1xˆ;L(y1) = x1}.
The identification Σ = Σ′ is T F -equivariant under the action of T F on Σ′ given by:
(x′, xˆ, x1, yˆ, y1) ∈ Σ
′
(x′, t−1xˆx1tρr,1(t
−1)x−11 ρr,1(t), ρr,1(t)
−1x1ρr,1(t), yˆy1tρr,1(y1t)
−1, ρr,1(y1t)) ∈ Σ
′.
t∈TF
In particular, (T 1)F acts on Σ′ by
t ∈ (T 1)F : (x′, xˆ, x1, yˆ, y1) 7−→ (x
′, t−1xˆx1tx
−1
1 , x1, yˆy1ty
−1
1 , y1).
Now consider the restriction of the above action of (T 1)F to the subgroup ZF (note that
FZ = Z by definition); this restriction extends to the whole connected algebraic group Z
via:
(x′, xˆ, x1, yˆ, y1) 7−→ (x
′f(t), t−1xˆx1tx
−1
1 , x1, yˆy1ty
−1
1 , y1)
for any t ∈ Z, where f(t) := tF (t)−1. Therefore, by the homotopy property of e´tale coho-
mology [DL76, Page 136], the action of ZF on H ic(Σ,Qℓ) is trivial, thus H
i
c(Σ,Qℓ)θ = 0 by
our assumption. This proves the lemma. 
We need the following characterisation of nilpotent representations.
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Proposition 3.2. If B′ is F -stable, then the nilpotent representations of G(Or) are the
irreducible components of IndG
F
(B′r−1)F 1.
Proof. This was originally proved in the case G = GLn (though, with O = Zp) by Hill in
[Hil93, 2.12]; we would generalise his argument to our situation.
Let b′, u′, and t′ be the Lie algebra of B′1, U
′
1, and T
′
1, respectively; we also identify them
with B′r−1, U ′r−1, and T ′r−1. We first prove that
(1) µ(u′, b′) = 0.
By linearity it suffices to show that µ(u′α, u
′
β) = 0 and µ(u
′
α, t
′) = 0 for any positive roots α
and β of T ′1 with respect to B
′
1, where u
′
α denote the corresponding Lie algebra of the root
subgroup (U ′1)α. Let Ad(g) denotes the adjoint action of g ∈ G1 on g. Then for any t
′ ∈ T ′1,
τ ′ ∈ t′, u ∈ u′α, and v ∈ u
′
β we have:
µ(u, τ ′) = µ(Ad(t′)u,Ad(t′)τ ′) = α(t′)µ(u, τ ′)
and
µ(u, v) = µ(Ad(t′)u,Ad(t′)v) = α(t′)β(t′)µ(u, v),
which imply that
µ(u′α, u
′
β) = 0 = µ(u
′
α, t
′),
so (1) holds.
By (1), for any y ∈ u′F we have φy|(B′r−1)F = 1 (see the notation in Section 2), thus
Frobenius reciprocity and dimension counting imply that
Ind
(Gr−1)F
(B′r−1)F
1 =
⊕
y∈u′F
φy,
hence
(2) IndG
F
(B′r−1)F 1 =
⊕
y∈u′F
IndG
F
(Gr−1)Fφy.
Now let ν ∈ gF be a nilpotent element, then by [DM91, 3.20] and [Bor91, 14.26] (see also
Grothendieck’s covering theorem [DG70, XIV 4.11]) there is a υ ∈ (U ′′)F such that ν = ǫ(υ),
where U ′′ is the unipotent radical of an F -stable Borel subgroup B′′ of G1. Meanwhile, as
any two Borel subgroups are conjugate, there is a g ∈ G1 with gB
′′g−1 = B′1; we shall show
that such a g can be chosen to be an element in GF1 . Indeed, by the F -rationality of B
′ and
B′′ we have
F (g)B′′F (g−1) = gB′′g−1,
thus g−1F (g) ∈ B′′ by the self-normality of Borel subgroups, so, according to the Lang–
Steinberg theorem there is a b ∈ B′′ such that g−1F (g) = b−1F (b). In particular, F (gb−1) =
gb−1 and (gb−1)B′′(gb−1)−1 = B′1, thus every nilpotent G
F
1 -orbit of g
F intersects u′F , so the
proposition follows from (2). 
Now we can prove:
Theorem 3.3. Let Z be as in Lemma 3.1, and let θ be regular and in general position. If θ
is non-trivial on ZF , then the higher Deligne–Lusztig representation RθT,U , up to a sign, is
not nilpotent.
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Proof. In this proof we assume that B′ is F -stable. It is known that one can always find such
a B′; for example, this follows from the Lang–Steinberg theorem (see e.g. the argument in
[Car93, 1.17]) via the formal smoothness of strict transporters (see [Sta12, 4.15] and [DG70,
XXII 5.3.9]).
Consider the morphism L−1(FB′r−1) = L−1(B′r−1)→ G/B′r−1 given by
x 7−→ xB′r−1.
Note that its image is GF/(B′r−1)F , and the fibres are isomorphic to the affine space B′r−1,
thus, as GF -modules we have∑
i
(−1)iH ic(L
−1(FB′r−1) ∼= Qℓ[G
F/(B′r−1)F ] = IndG
F
(B′r−1)F 1.
Now the assertion follows from Lemma 3.1, Proposition 3.2, and Theorem 2.2. 
Note that the above result also holds for the Deligne–Lusztig-type representations RθT,U,b
considered in [Che18], via an almost same argument.
4. Orbits of general and special linear groups
Throughout this section let G = SLn with p ∤ n (note that in this case Z(G)1 is trivial,
so Theorem 3.3 does not work), and take µ to be the trace form Tr(− · −) (which is non-
degenerate on Gr−1 as p ∤ n).
Let G˜ be GLn over Or, and let G˜ be its base change to Spec Fq[[π]]/πr, then we have
a natural closed immersion i : G → G˜. Let B˜ = U˜ ⋊ T˜ be the Borel subgroup of G˜ such
that i−1(B˜) = B, i−1(T˜) = T, and i−1(U˜) = U, where U˜ is the unipotent radical and T˜
a maximal torus. Let G˜, B˜, U˜ , and T˜ be the corresponding algebraic groups (note that we
have U˜ ∼= U and F T˜ = T˜ ); we again use i to denote the closed immersion G → G˜. The
natural geometric Frobenius and the associated Lang isogeny, on G˜, will still be denoted by
F and L, respectively.
Motivated by the regular embedding trick (see [Lus88] and [GM16]) we give the following
relation between RθT,U and R
θ˜
T˜ ,U˜
.
Proposition 4.1. Let θ be regular and in general position, then, up to a sign, the orbits
Ω′(RθT,U) and Ω
′(Rθ˜
T˜ ,U˜
), viewed as subsets of Mn(Fq), are different up to a shift by a scalar
matrix. In particular, RθT,U , up to a sign, is a regular orbit representation if and only if R
θ˜
T˜ ,U˜
is so for some θ˜ restricting to θ.
Proof. We first prove RθT,U = Res
G˜F
GFR
θ˜
T˜ ,U˜
following the argument of [DM91, 13.22]. Let g ∈
GF = SLn(Fq[[π]]/πr), then by Broue´’s bimodule induction formula (see [DM91, Chapter 4])
we have
Tr(RθT,U , g) =
1
|T F |
·
∑
t∈TF
θ(t−1) · Tr
(
(g, t) |
∑
i
(−1)iH ic(L
−1(FU),Qℓ)
)
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and
Tr(ResG˜
F
GFR
θ˜
T˜ ,U˜
, g) =
1
|T˜ F |
·
∑
t′∈T˜F
θ˜(t′−1) · Tr
(
(g, t′) |
∑
i
(−1)iH ic(L
−1(FU˜),Qℓ)
)
.
By the formal power series interpretation of Lefschetz numbers (see [Lus78, 1.2]), to prove
that these two values are the same, it suffices to show that:
(3)
1
|T F |
∑
t∈TF
θ(t−1)#{x ∈ G | L(x) ∈ FU, gF d(x)t = x}
equals to
(4)
1
|T˜ F |
∑
t′∈T˜F
θ˜(t′−1)#{x ∈ G˜ | L(x) ∈ FU˜, i(g)F d(x)t′ = x},
for every d ∈ Z>0 such that U and U˜ are defined over Fqd. Given x ∈ G˜ with L(x) ∈ FU˜ ,
consider the pairs (y, λ) ∈ i(G)× T˜ F such that y = xλ. There are |T F | such pairs, so we can
rewrite (4) as
1
|T˜ F |
1
|T F |
∑
t′∈T˜F , λ∈T˜F
θ˜(t′−1)#{y ∈ i(G) | L(y) ∈ FU˜, i(g)F d(yλ−1)t′λ = y},
which, by the variable change t′′ 7→ λ−1t′λ, equals to
1
|T F |
∑
t′′∈T˜F
θ˜(t′′−1)#{y ∈ i(G) | L(y) ∈ FU˜, i(g)F d(y)t′′ = y}.
This last sum equals to (3), because i(g)F d(y)t′′ = y implies t′′ ∈ i(G) ∩ T˜ = T . Therefore
RθT,U = Res
G˜F
GFR
θ˜
T˜ ,U˜
, as desired.
Now write ResG˜
F
(G˜r−1)F
Rθ˜
T˜ ,U˜
as the sum of G˜F -orbit of φ(Tr(− · z1)) for some non-nilpotent
z1 ∈ Mn(Fq), and write ResG
F
(Gr−1)FR
θ
T,U as the sum of G
F -orbit of φ(Tr(− · z2)) for some
traceless z2 ∈Mn(Fq), then RθT,U = Res
G˜F
GFR
θ˜
T˜ ,U˜
implies
Tr(z(hz1h
−1 − z2)) = 0
for all traceless z ∈ Mn(Fq) for some h ∈ GLn(Fq). So by direct computations we see
hz1h
−1 = z2 + c for some c = diag(a, ..., a) ∈ Mn(Fq). In particular, the centraliser of z1 in
G1 and the centraliser of z2 in G1 are isomorphic, which implies the theorem. 
Combine the above theorem with the results in [CS17] we immediately see that, when r
is even and T is Coxeter, the higher Deligne–Lusztig representation RθT,U of SLn(Fq[[π]]/π
r)
is regular and semisimple if θ is regular and in general position.
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5. Flags and Deligne–Lusztig constructions
In the case r = 1, a Deligne–Lusztig variety is by definition the Lang isogeny twist of a
Bruhat cell, that is, the variety L−1(B0wB0)/B0, where B0 is an F -stable Borel subgroup of
G and w is an element in the Weyl group of an F -stable maximal torus T0 ⊆ B0; while this
definition admits fruitful geometric/combinatorial flavour, in the study of its cohomology
spaces, one usually passes to certain affine bundle over a TwF0 -torsor of the variety. More
precisely, in the study of cohomology as a representation space one usually focuses on the
variety L−1(FU), which can be described simply as:
(P) The preimage of the unipotent radical of a (not necessarily F -stable) Borel subgroup
along a Lang map.
In the general r ≥ 1 case, we followed this treatment and took the Deligne–Lusztig rep-
resentations to be
∑
i(−1)
iH ic(L
−1(FU),Qℓ)θ, as in Definition 2.1. However, unless r = 1,
property (P) is no more true at the level of algebraic groups, namely, the unipotent group
U = Ur is no more the unipotent radical of B = Br (as T = Tr ∼= B/U has a non-trivial
unipotent radical T 1).
In the remaining part of this section we assume G = GLn or SLn.
We want to find a natural analogue of Deligne–Lusztig construction for G, such that it
fulfils the following four requirements in a suitable way:
• The involved family of varieties contains the varieties L−1(FU) for all U ;
• all the nilpotent representations can be afforded by the cohomologies of the involved
varieties;
• property (P) holds in a natural way;
• if r = 1, then it coincides with the classical Deligne–Lusztig theory [DL76].
Note that for general and special linear groups over an algebraically closed field, a Borel
subgroup can be viewed as the stabiliser of a complete flag over the field; one of the starting
points of our construction is to simulate Lusztig’s idea “view an object over Or as an object
over the residue field Fq” for complete flags.
Consider the Fq[[π]]/πr-module (Fq[[π]]/πr)n, on which G acts in a natural way. Here we
view (Fq[[π]]/πr)n as a vector space over Fq. By an Fq-flag F of (Fq[[π]]/πr)n we mean a
sequence of linear subspaces over Fq:
{0} =: V0 ⊆ V1 ⊆ ... ⊆ Vnr := (Fq[[π]]/πr)n
with dimFq Vi = i. In particular, here we restrict to the complete flags. We call F admissible
if its stabiliser in G is non-reductive; when this is the case we denote by BF its stabiliser
and UF the unipotent radical of BF .
Now consider the triple (F , C, θ), where F is an admissible flag, C an F -stable Cartan
subgroup of NG(UF )
◦ (recall that a Cartan subgroup is by definition the centraliser of a
maximal torus), and θ ∈ ĈF an irreducible Qℓ-character of CF ; we call such a triple an
admissible triple. Note that L−1(FUF) admits the left translation action of G
F = G(Or)
and the right translation action of CF .
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Definition 5.1. For an admissible triple (F , C, θ), we put
RθF ,C :=
∑
i
(−1)iH ic(L
−1(FUF),Qℓ)⊗Qℓ[CF ] θ,
which is a virtual representation of G(Or).
In the below, we show by an explicit argument that RθF ,C yields all the higher Deligne–
Lusztig representations and affords the nilpotent representations; in particular, this con-
struction fulfils the above four requirements.
Theorem 5.2. We have:
(i) If G = SLn or GLn, then each higher Deligne–Lusztig representation RθT,U is the
representation RθF ,C for an admissible triple (F , C, θ);
(ii) Suppose either G = SLn and p ∤ n, or G = GLn (so that (*) holds), then each
nilpotent representation is an irreducible constituent of RθF ,C for some admissible
triple (F , C, θ).
Proof. We can assume r ≥ 2. Let us start with the following observation:
Lemma 5.3. The map Mn(Fq[[π]]/πr)→Mnr(Fq) given by
A0 + A1π + ... + Ar−1π
r−1 7−→

A0 0 0 0 ... 0
A1 A0 0 0 ... 0
A2 A1 A0 0 ... 0
... ... ... ... ... ...
Ar−2 ... ... A1 A0 0
Ar−1 Ar−2 ... ... A1 A0
 ,
where Ai ∈ Mn(Fq), is an injective ring morphism. Moreover, by taking inverse limits, this
map extends to a map Mn(Fq[[π]])→ M∞(Fq) given by
A0 + A1π + A2π
2... 7−→

A0 0 0 0 ... 0
A1 A0 0 0 ... 0
A2 A1 A0 0 ... 0
... ... ... ... ... ...
... ... ... ... ... ...
 ,
preserving the addition and multiplication.
Proof. This follows from direct computations. 
Now we view G = Gr as a closed subgroup of GLnr via the above injection, where GLnr
is understood as the automorphism group of the Fq-vector space with the standard basis
{x
(0)
1 , x
(0)
2 , ..., x
(0)
n , x
(1)
1 , x
(1)
2 , ..., x
(r−1)
n }.
We want to prove (i) and (ii) by constructing explicit flags via this basis.
(i): We shall first construct a flag F with UF = U . We only need to do this by assuming
B is the standard upper Borel subgroup of G: Indeed, if B′ is another Borel subgroup and
B′ the corresponding algebraic group, then B and B′ are conjugate in G; for example, this
follows from the formal smoothness of strict transporters (for the details, see [Sta12, 4.15]
and [DG70, XXII 5.3.9]).
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Now we construct F reversely as
〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n , x
(1)
1 , x
(1)
2 , ..., x
(r−1)
n−1 , x
(r−1)
n 〉
⊇ 〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n , x
(1)
1 , x
(1)
2 , ..., ..., x
(r−1)
n−1 , 0〉
⊇ 〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n , x
(1)
1 , x
(1)
2 , ..., x
(r−2)
n−1 , 0, x
(r−1)
1 , ..., x
(r−1)
n−1 , 0〉
⊇ ...
⊇ 〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n−1, 0, x
(1)
1 , x
(1)
2 , ..., x
(r−2)
n−1 , 0, x
(r−1)
1 , ..., x
(r−1)
n−1 , 0〉
⊇ 〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n−1, 0, x
(1)
1 , x
(1)
2 , ..., x
(r−2)
n−1 , 0, x
(r−1)
1 , ..., x
(r−1)
n−2 , 0, 0〉
⊇ ...
⊇ 〈x
(0)
1 , 0, ..., 0〉 ⊇ {0}.
By direct computations with the aid of Lemma 5.3, we see BF = T1U , whose unipotent
radical is UF = U , as desired.
Moreover, T is a Cartan subgroup of G by [Sta12, 4.13], hence a Cartan subgroup of the
group NG(UF). In particular, (F , T, θ) is an admissible triple. This proves (i).
(ii): Again let B be the standard upper Borel subgroup. From Proposition 3.2 and the
argument of Theorem 3.3 it is sufficient to construct an admissible flag F with an F -stable
UF ⊆ B
r−1, as then we would have
IndG
F
(Br−1)F 1 ⊆ Ind
GF
UF
F
1 =
∑
θ∈ĈF
RθF ,C .
We divide the situation into two cases, r ≥ 3 and r = 2; in the case r ≥ 3 we will construct
an F such that the equality UF = B
r−1 holds.
Case-I (r ≥ 3): We construct F reversely through three steps as follows.
The first step is the following partial flag F ′:
〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n , x
(1)
1 , x
(1)
2 , ..., x
(r−1)
n 〉
⊇ 〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n , x
(1)
1 , x
(1)
2 , ..., x
(r−3)
n , 0, x
(r−2)
2 , ..., x
(r−2)
n , x
(r−1)
1 , ..., x
(r−1)
n 〉
⊇ 〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n , x
(1)
1 , x
(1)
2 , ..., x
(r−3)
n , 0, 0, x
(r−2)
3 , ..., x
(r−2)
n , x
(r−1)
1 , ..., x
(r−1)
n 〉
⊇ ...
⊇ 〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n , x
(1)
1 , x
(1)
2 , ..., x
(r−3)
n , 0, ..., 0, x
(r−1)
1 , ..., x
(r−1)
n 〉.
By direct computations with Lemma 5.3 we see that its stabiliser can be described as: The
A0-part is the lower Borel subgroup, and all the other Ai’s are zero matrices except for Ar−1,
which runs over the whole g.
The second step is the following partial flag F ′′:
〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n , x
(1)
1 , x
(1)
2 , ..., x
(r−3)
n , 0, ..., 0, x
(r−1)
1 , ..., x
(r−1)
n 〉
⊇ ...
⊇ 〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n , 0, ..., 0, x
(r−1)
1 , ..., x
(r−1)
n 〉,
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in which we delete the x
(i)
j ’s with 0 < i ≤ r − 3 from right to left. The stabiliser of the
composite partial flag F ′ ⊇ F ′′ equals the stabiliser of F ′.
The third step is the following partial flag F ′′′:
〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n , 0, ..., 0, x
(r−1)
1 , ..., x
(r−1)
n−1 , x
(r−1)
n 〉
⊇ 〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n−1, 0, 0, ..., 0, x
(r−1)
1 , ..., x
(r−1)
n−1 , x
(r−1)
n 〉
⊇ 〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n−1, 0, 0, ..., 0, x
(r−1)
1 , ..., x
(r−1)
n−1 , x
(r−1)
n−1 , 0〉
⊇ 〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n−2, 0, 0, 0, ..., 0, x
(r−1)
1 , ..., x
(r−1)
n−1 , x
(r−1)
n−1 , 0〉
⊇ 〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n−2, 0, 0, 0, ..., 0, x
(r−1)
1 , ..., x
(r−1)
n−1 , x
(r−1)
n−2 , 0, 0〉
⊇ ...
⊇ 〈0, ..., 0, x
(r−1)
1 , 0, ..., 0〉 ⊇ {0}.
Now take F to be the composite F ′ ⊇ F ′′ ⊇ F ′′′, then by direction computations through
Lemma 5.3 we see that F is an admissible flag with BF = T1B
r−1 and UF = B
r−1, as desired.
Case-II (r = 2): Let F be the following flag:
〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n , x
(1)
1 , x
(1)
2 , ..., x
(1)
n 〉
⊇ 〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n−1, 0, x
(1)
1 , ..., x
(1)
n−1, x
(1)
n 〉
⊇ 〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n−1, 0, 0, x
(1)
2 , ..., x
(1)
n−1, x
(1)
n 〉
⊇ 〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n−1, 0, 0, 0, x
(1)
3 , ..., x
(1)
n−1, x
(1)
n 〉
⊇ ...
⊇ 〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n−1, 0, ..., 0〉
⊇ 〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n−2, 0, ..., 0〉
⊇ 〈x
(0)
1 , x
(0)
2 , ..., x
(0)
n−3, 0, ..., 0〉
⊇ ...
⊇ 〈x
(0)
1 , 0, ..., 0〉 ⊇ {0}.
By direct computations we see BF = T1(I + πV ), where V is the subgroup of g ⊆ Mn(Fq)
consisting of the matrices (ar,s)r,s with ar,s = 0 for ∀s 6= n; in particular, UF is an F -stable
subgroup of B1 = Br−1, as desired. Note that in both the r ≥ 3 case and the r = 2 case, we
can take C to be T , the algebraic group corresponding to the standard maximal torus of G.
This completes the proof of the theorem. 
Remark 5.4. Stasinski communicated to us that, in [Onn08] and [AOPS10] a similar but
different idea on flags was considered, in which the flags are partial of length one and acted
by Or; note it can happen that an Fq-flag in our sense is not “acted” by Or, e.g. the space
〈π〉 = Fqπ, viewed as a subspace of the natural Or-module Fq[[π]]/πr, does not inherit the
action of Or on Fq[[π]]/πr when r > 2.
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6. On regular orbits
Throughout this section we assume G = GLn with r ≥ 2, and let B be the standard upper
Borel subgroup and T the standard maximal torus. Here we focus on the regular orbit
representations of GLn(Or); to construct them via algebraic methods has a long history, and
is completed recently in [SS17] and [KOS18].
We recall the works in [Hil95] concerning an analogue of Gelfand–Graev modules. Let ψ
be a Qℓ-linear character of UF . Let Ui,i+1, i = 1, · · · , n − 1, be the root subgroups for the
simple roots. Since U/[U, U ] =
∏n−1
i=1 Ui,i+1, where Ui,i+1 is the algebraic group corresponding
to Ui,i+1, we have ψ =
∏
i ψi where ψi := ψ|UFi,i+1 . The character ψ is called non-degenerate,
if ψi does not factor through (U
r−1
i,i+1)
F for ∀i ∈ {1, · · · , n− 1}. Non-degenerate characters of
UF exist and are all conjugate by BF .
When ψ is non-degenerate, Γψ := Ind
GF
UFψ is called a Gelfand–Graev module for GLn(Or).
Hill proved the following analogue property of regular characters (see e.g. [DM91, Chap-
ter 14]):
Proposition 6.1 (Hill). Let Γψ be a Gelfand–Graev module for GLn(Or), then every irre-
ducible constituent of Γψ is regular, and every regular (orbit) representation of GLn(Or) is
an irreducible constituent of Γψ.
Proof. See [Hil95, 5.7]. 
Moreover, there is also a multiplicity one property on Γψ due to Anna Szumovicz (unpub-
lished) and Patel–Singla [PS18].
Using the above proposition we easily deduce that:
Corollary 6.2. Every regular orbit representation of GLn(Or) is an irreducible constituent
of RθF ,C for some admissible triple (F , C, θ).
Proof. Let F be given by (we follow the notation in the proof of Theorem 5.2)
{0} ⊆ 〈x
(0)
1 〉 ⊆ 〈x
(0)
1 , x
(0)
2 〉 ⊆ · · · ⊆ 〈x
(0)
1 , x
(0)
2 , · · · , x
(0)
n 〉
⊆ 〈x
(0)
1 , x
(0)
2 , · · · , x
(0)
n , x
(1)
1 〉 ⊆ 〈x
(0)
1 , x
(0)
2 , · · · , x
(0)
n , x
(1)
1 , x
(1)
2 〉
⊆ · · · ⊆ 〈x
(0)
1 , x
(0)
2 , · · · , x
(r−1)
n 〉,
then BF = B1 and UF = U1. Note that we can take C = T1. So, similar to the argument of
Theorem 3.3 we have
(5)
∑
θ∈̂TF
1
RθF ,T1 = Ind
GF
UF
1
1.
Now let ψ be a non-degenerate character of UF . Consider ψ′ := ψ˜−1|UF
1
·ψ, where = ψ˜−1|UF
1
denotes the trivial inflation of (ψ|UF
1
)−1 along ρr,1 : U
F → UF1 ; in particular, ψ
′ is a non-
degenerate character s.t. ψ′|UF
1
= 1, thus the Frobenius reciprocity
〈ψ′, IndU
F
UF
1
1〉UF = 〈1, 1〉UF
1
= 1
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and (5) imply that Γψ′ is a subrepresentation of
∑
θ∈̂TF
1
RθF ,T1. So the assertion follows from
Proposition 6.1. 
In the remaining part of this section let r = 2.
A Qℓ-character of the finite abelian group gF ∼= (G1)F is called an invariant character if it
is invariant under the adjoint action of G(Fq); an invariant character is called irreducible if
it is not the sum of two non-zero invariant characters. This notion has interesting relations
with character sheaves; see [Lus87] and [Let05]. Letellier conjectured in [Let09] that, for any
non-zero irreducible invariant character Ψ, there is a higher Deligne–Lusztig representation
ρ such that
〈Ψ,ResG
F
(Gr−1)F ρ〉gF 6= 0;
this was proved for GL2 and GL3 in [CS17]. Now, from the argument of Corollary 6.2 we
see immediately that the conjecture is true for any GLn if we allow all the Deligne–Lusztig
representations associated to admissible triples: Indeed, from the argument of Corollary 6.2,
there is an F such that UF = U1, so by Mackey’s intertwining formula and Frobenius
reciprocity we have
〈Ψ,ResG
F
(Gr−1)F
∑
θ∈̂TF
1
RθF ,T1〉gF = 〈Ψ,Res
GF
(Gr−1)F Ind
GF
UF
1
1〉gF
= 〈Ψ,
∑
s∈UF
1
\GF /(Gr−1)F
Ind
(Gr−1)F
sUF
1
s−1∩(Gr−1)F
Res
UF1
sUF
1
s−1∩(Gr−1)F
1〉gF
=
∑
s∈UF
1
\GF /(Gr−1)F
〈Res
(Gr−1)F
sUF
1
s−1∩(Gr−1)F
Ψ,Res
UF
1
sUF
1
s−1∩(Gr−1)F
1〉gF
= degΨ ·#UF1 \G
F/(Gr−1)F ,
So 〈Ψ,ResG
F
(Gr−1)F , R
θ
F ,T1
〉gF 6= 0 for some θ.
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