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ABSTRACT
Adaptive optics (AO) systems and image reconstruction algorithms are indispensable tools when
it comes to high-precision astrometry. In this paper, we analyze the potential of combining both
techniques, i.e. by applying image reconstruction on partially AO corrected short exposures. Therefore
we simulate speckle clouds with and without AO corrections and create synthetic observations. We
apply holographic image reconstruction to the obtained observations and find that (i) the residual
wavefronts decorrelate slowlier and to a lower limit when AO systems are used, (ii) the same reference
stars yield a better reconstruction, and (iii) using fainter reference stars we achieve a similar image
quality. These results suggest that holographic imaging of speckle observations is feasible with ∼ 2−3×
longer integration times and ∼ 3 mag fainter reference stars, to obtain diffraction-limited imaging from
low-order AO systems that are less restricted in sky-coverage than typical high-order AO systems.
Keywords: instrumentation: adaptive optics – techniques: speckle imaging – techniques: holographic
imaging
1. INTRODUCTION
Two successful solutions to atmospheric wavefront
perturbations, which reduce the achievable resolution
in observational data obtained from ground-based tele-
scopes, are the application of (i) adaptive optics (AO)
systems, controlling the pupil plane wavefront, and (ii)
image reconstruction techniques.
Today, most instruments mounted to the larger tele-
scopes, with diameters & 4 m, make use of AO systems
in many different designs to tackle a variety of require-
ments for the different science goals. As they deliver a
good correction over a small field of view (FoV), single-
conjugate AO (SCAO) systems are a good choice when
the science target is a compact source of few arcseconds
size. However, for the studies of extended sources or
groups of sources like globular clusters, it is more desir-
able to achieve a homogeneous correction over the FoV.
These are obtained from ground-layer AO (GLAO) sys-
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tems, being conjugated to the wavefront perturbation
in the atmospheric ground layer with several natural
or laser guide stars (NGS or LGS), distributed over/
around the FoV. Examples for such instruments are
VLT/HAWK-I in combination with AOF and GRAAL
(Pirard et al. 2004; Casali et al. 2006; Kissler-Patig et al.
2008; Siebenmorgen et al. 2011), and LBT/LUCI in
combination with ARGOS (Rabien et al. 2010). Lu et al.
(2018) study the feasibility of equipping the Keck Ob-
servatory with a GLAO system. The synthesis of both,
a multi-conjugate AO (MCAO) system, correcting for
low-altitude layers over a large FoV and high-altitude
layers in a smaller FoV, is realized for instance in the
GeMS system at Gemini-South (Rigaut et al. 2014; Ne-
ichel et al. 2014) and LINC-NIRVANA at the LBT (e.g.
Herbst et al. 2003; Arcidiacono et al. 2018).
Another strategy for obtaining good astrometry and
photometry over a large field of view is the application
of speckle imaging techniques. Examples like the sim-
ple shift-and-add algorithm (SSA, Bates & Cady 1980)
or lucky imaging (Fried 1978; Law et al. 2006) exploit
the nature of speckle clouds in short-exposure observa-
tions to reconstruct high image quality by realigning the
cloud centroids or discarding clouds with large full width
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at half maximum (FWHM), respectively. The latter is
an expensive technique as more than 90% of the expo-
sures remain unused. A more elaborate technique, based
on the work of Primot et al. (1990), is to deconvolve
point spread functions (PSFs) from the short-exposure
images and Scho¨del & Girard (2012) have tested this
technique by estimating the instantaneous PSF from
bright reference stars in the image data themselves. Re-
cently, Scho¨del et al. (2013) and Nogueras-Lara et al.
(2018) have demonstrated the potential of this holo-
graphic imaging technique, recovering the diffraction
limit over the FoV.
It has been shown that speckle imaging algorithms
benefit from working on short-exposure observations
from AO-assisted instruments. For instance, the lucky
imaging technique benefits as the fraction of lucky im-
ages increases due to the AO correction, as, e.g., Velasco
et al. (2016) have tested this on AO-assisted i′-Band ob-
servations from AOLI (e.g. Velasco et al. 2018) mounted
on the 4.2 m William Herschel Telescope, and Law et al.
(2009) have used the LAMP instrument on the 5 m Palo-
mar Hale telescope to achieve good image cosmetics.
In this paper, we now aim at extending these studies
towards the larger 8 m class telescopes where the holo-
graphic image reconstruction is preferred to lucky imag-
ing, as the fraction or probability, P , of getting lucky
images depends on the telescope diameter D as P ∝
exp{− (D/r0)2} (Fried 1978). Therefore, we simulate
speckle clouds with and without AO corrections, and
use them to create synthetic observations, see Sect. 2.
These data are analyzed for changes in wavefront decor-
relation time scales (Sect. 3), improvements in the ex-
pected signal-to-noise ratio (Sect. 4), and tested in the
reconstruction pipeline from Scho¨del et al. (2013), see
Sect. 5. The results are summarized in Sect. 7.
2. SIMULATIONS
2.1. Point spread functions
We simulate point spread functions (PSFs) for an 8 m
class telescope with the end-to-end Monte Carlo simu-
lation software YAO1, which has been widely used dur-
ing the development of AO systems (see references in
Rigaut & Van Dam 2013), for instance for the develop-
ment of the GRAVITY-CIAO system (Kendrew et al.
2012). We apply a typical Paranal atmosphere struc-
ture with the parameters given in Table 1 (nominal case
from Table 2 in Kendrew et al. 2012) and simulate the
performance for a seeing of 1 arcsec at 500 nm, which
1 Yorick Adaptive Optics simulation tool (YAO), https://
github.com/frigaut/yao.
Table 1. Parameters of a typical Paranal (discrete) atmo-
spheric layer structure (Kendrew et al. 2012).
Layer C2n fraction (%) Speed (m s
−1) Altitude (km)
1 41 10.0 0.0
2 16 10.0 0.3
3 10 6.6 0.9
4 9 12.0 1.8
5 8 8.0 4.5
6 5 34.0 7.1
7 4.5 23.0 11.0
8 3.5 22.0 12.8
9 2 8.0 14.5
10 1 10.0 16.5
is on the pessimistic end of typical Paranal seeing be-
tween 0.8 − 0.9 arcsec, see the ESO website2. This cor-
responds to a Fried parameter of r0 = 10.1 cm in the
optical (32.8 cm in H-band), and a coherence time of
τ0 = 0.314 ·r0/v¯ = 4.0 ms. We note that YAO implicitly
applies Taylor’s frozen flow hypothesis3 by using discrete
atmospheric layers.
We define setups for four different kinds of wavefront
control during the simulations. These cover an open
loop without any correction (”noAO”), a ground layer
AO (GLAO) system, a single-conjugated AO (SCAO)
system, and an enhanced seeing mode (ESM), where we
describe the setups in the following, but see Table 2 for
characteristic parameters.
The noAO setup is restricted to only measure atmo-
spheric phase perturbations and does therefore not ap-
ply any corrections as the gain of the deformable mirror
(DM) is set to zero. The SCAO setup was used as a
verification of the simulation setup and is designed such
that it produces diffraction limited observations of on-
axis science targets. The template for the GLAO design
was the ARGOS system at LBT (Rabien et al. 2010),
with three laser guide stars (LGSs) for the wide-angle
ground layer corrections and a single on-axis natural
guide star (NGS) which is serving only for the tip-tilt
measurements. The LGSs are placed at 20 arcsec ra-
dial distance from the science target, where one is set
in the west and the other two are regularly placed at an
azimuth angular distance of 120◦ from the first around
2 ESO Paranal observing conditions, http://www.eso.org/
gen-fac/pubs/astclim/paranal/seeing/.
3 Taylor hypothesized that the atmospheric perturbations may
be approximated by a set of discrete layers, where every layer
corresponds to a perturbation pattern constant in time, which is
moved across the telescope aperture. The hypothesis has been
verified experimentally (e.g. Poyneer et al. 2009).
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Table 2. Parameters of the AO system simulation setups.
noAO LBT/ESM GLAO SCAO
Parameter tip-tilt subsystem LGS subsystem
loop frequency (Hz) 500 500 500 500 500
guide stars 1 NGS 1 NGS 1 NGS 3 LGS 1 NGS
– position on-axis on-axis on-axis 20 arcsec off-axis on-axis
– brightness (mag) 9 11 8 22 (Watt) 8
wavefront sensors 1 SH 1 Zernike 1 SH 3 SH 1 SH
– SH apertures 8 – 24 12 16
– pixel per subaperture 4 – 8 8 8
– pixel scale (arcsec) 0.3 – 0.4 0.4 0.4
– wavelength (nm) 500 500 500 500 500
– read out noise (e−) – 6 3 3 3
– optical troughput (%) – 50 100 100 30
deformable mirrors 0 1 Zernike 1 TT 1 SA 1 SA/ 1 TT
– gain 0.0 0.15 1.0 0.4 0.6/ 0.4
– number of actuators – – – 13× 13 17× 17/ –
expected long-exposure FWHM seeing 0.75× seeing 0.4− 0.5× seeing diffraction limit
Notes: NGS/ LGS: Natural/ laser guide star. SA: Stack-array mirror. TT: Tip-tilt mirror. All SH-WFSs use the YAO SH
method 2.
the science target. Using LBT/LUCI with the ARGOS
system reduces the FWHM of the seeing disk by a factor
of 2− 2.5. The ESM is another observing mode offered
for LBT/LUCI which by design is similar to a SCAO
system but restricted to correct only for the Zernike or-
ders ≤ 11. Rothberg et al. (2018) describe this mode
and report that this correction already reaches a reduc-
tion of the seeing disk FWHM to 0.5× the natural value,
where we adopted the conservative value of 0.75 for our
simulations, based on the details on the AO modes of-
fered for observations with LUCI, see the website4. In
their report, they also mention that the PSF is fairly
homogeneous up to 2.5 arcmin away from the reference
star.
We run every setup using the same atmospheric struc-
ture and the same YAO-phase screens. The iteration
time of the simulation is set to 2 ms, corresponding to
a AO-loop frequency of 500 Hz, where the first ten it-
erations each are neglected to allow the system to set-
tle. The simulations cover a time interval of 20 s, where
we only used the full variety of PSFs of the noAO and
GLAO simulations to obtain a larger variety of short-
exposure PSFs for the generation of synthetic observa-
tions below. The final setups where tuned to fulfill the
expected long-exposure FWHM values from Table 2.
2.2. Synthetic observations
4 LBT/LUCI observing modes, https://sites.google.com/a/
lbto.org/luci/preparing-to-observe/ao-esm-and-argos
We generate synthetic observations by reproducing
the imaging process with the python package veg-
apy5, which is utilizing extensively the astropy pack-
age (Astropy Collaboration et al. 2013). The code di-
vides the procedure into three domains: (i) The science
target domain, (ii) the (telescope) optics domain, and
(iii) the detector domain. We describe the three do-
mains in the following.
The science target is a static image object in units of
photons m−2 s−1, containing the stellar flux values and
the sky background flux, e.g., for an H-band night sky of
14.4 mag arcsec−2 (Cuby et al. 2000) for a given FoV of
21.6× 21.6 arcsec. The magnitudes were converted into
flux with the band-specific reference flux values from
Campins et al. (1985), giving photometric zero points
for Vega of about 1600, 1080, and 670 Jy in the JHK
bands, respectively. We create images for two types of
stellar systems, (i) a stellar cluster with a distribution of
H-band magnitudes as presented in Fig. 1, distributed
randomly across the FoV, for the tests in the reconstruc-
tion pipeline, and (ii) a regular grid of stars with well
known magnitudes for the signal-to-noise ratio (SNR)
measurements.
In the domain of the (telescope) optics, we multiply
the science target image by the telescope collecting area
and convolve the result with a normalized PSF from
above. This may be either a long-exposure PSF or, in
5 VEGAPy: A Virtual Exposure Generator for Astronomy in
Python, https://github.com/felixbosco/vegapy
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Figure 1. Histogram of the number of stars per H-band
magnitude bin of the simulated stellar cluster with 1000 ob-
jects.
the case of short exposures, we integrate the short ex-
posure PSFs to the required discrete integration time
(DIT). We note that we do not consider anisoplanatic
effects, in particular variations of the PSF across the
FoV, in this work. The study of these shall be addressed
with observational data, in a folow-up publication. The
throughput of the optics is assumed to be on the order
of 90%.
During the following steps in the detector domain, we
will include the effect of photon noise by using a copy
of this image, being filled with Poisson-distributed ran-
dom numbers with the original image value as expec-
tation value. After resampling this onto the detector
grid, by also considering the detector FoV, we convert
the photon number to a number of electrons with the
detector quantum efficiency. We add detector specific
read-out noise (RON) electrons by adding normal dis-
tributed random numbers with a standard deviation cor-
responding to a literature value of the simulated detec-
tor type. In the end, we convert the resulting image
to ADU using the detector gain. The applied detector
parameters follow the example of a Teledyne HAWAII-
2RG detector (Loose et al. 2007), windowed down to a
1024× 1024 pixel detector grid, where the pixel scale is
0.0106 arcsec, a tenth of the VLT/HAWK-I instrument
pixel size (e.g. Pirard et al. 2004), corresponding to a
detector FoV of 10.9× 10.9 arcsec. Such detectors have
quantum efficiency of 90%, or 0.9 electrons per photon,
and a read-out noise of ∼ 35 electrons per pixel for a fast
single-read read-out mode. We set the gain to 17 elec-
trons per ADU to obtain a read-out noise of ∼ 2 ADU.
We do not consider effects of dark current as the num-
ber of electrons due to this effect is expected to be neg-
ligible for the short exposure times of order 1 s relevant
for SOWAT observations.
3. WAVEFRONT DECORRELATION IN THE
SIMULATED ATMOSPHERE
For speckle imaging techniques, it is crucial that the
exposure times are sufficiently short such that the at-
mospheric turbulence may be treated as frozen. The
time scale for this is the atmospheric coherence time,
τ0. However, Scho¨del et al. (2013) have shown that holo-
graphic imaging works as well for integration times up
to  10 × τ0, at the cost of a lower Strehl ratio in the
resulting reconstruction. In this section, we compare
the decorrelation of the atmosphere for the four setups
of wavefront control. We study this behavior in our
simulation data on the residual wavefront and derive
expectation values for the time scale of the wavefront
decorrelation.
3.1. Instantaneous residual wavefront rms
In a first step, we analyze the root mean square (rms)
of the instantaneous residual wavefronts and compare
the results to the corresponding values predicted by Noll
(1976). He derives the residual mean square error of a
corrected wavefront, i.e. the residual phase variance,
where ∆J is the residual phase variance after correcting
for the first J Zernike modes:
∆1 = 1.0299(D/r0)
5/3 rad2 = ∆piston (1)
∆3 = 0.134(D/r0)
5/3 rad2 = ∆tip−tilt (2)
∆11 = 0.0377(D/r0)
5/3 rad2 = ∆ESM (3)
In this notation, ∆1 corresponds to the piston-removed
wavefront error (WFE) and ∆3 is the corresponding
WFE after removing the tip-tilt. Noll (1976) notes that
the phase variance over finite apertures is infinite for a
Kolmogorov spectrum, ∆0 = ∞, whereas this quantity
becomes finite after correcting for the piston variance.
The YAO output wavefront data are already subtracted
by the piston contribution and we compare our results
to ∆1. For an 8.2 m telescope and r0 = 10.1 cm in the
optical, corresponding to a seeing of 1 arcsec, we expect
rms values of the noAO residual wavefronts in the opti-
cal and H-band to be 39.7 rad and 12.2 rad, respectively.
In Fig. 2, we present the rms of the instantaneous
residual wavefronts as a function of time for the four
simulation setups. We add an additional curve for the
tip-tilt correction, by subtracting a least-squares fitted
plane from the noAO data. Besides the pure noAO curve
(blue), all curve means are (slightly) above the corre-
sponding Noll predictions. The deviation in the noAO
case is expected to be due to the implicit outer scale
in the YAO phase screens (M. van Dam, private com-
munication). As we match our long-exposure PSFs to
a given seeing level – while implicitly applying reduced
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Figure 2. Aperture rms of the residual wavefronts as a function of time. The horizontal lines indicate the mean value of the
corresponding series. The dash-dotted black lines indicate the expected values for the atmospheric wavefront rms after correcting
for the Zernike orders with given Noll index J , based on the results of Noll (1976). J = 3, 11 correspond to a correction of
tip-tilt, and spherical aberrations, respectively. In the text, we discuss the slight discrepancy between the nominally matching
modes, i.e. J = 3 – noAO-TT, and J = 11 – ESM.
power in the low spatial frequency phase aberrations
with respect to the Kolmogorov spectrum – our AO sim-
ulations under-compensate the higher spatial frequency
phase aberrations (as visible in the Fig. 2). However,
since all the results are derived from simulations with
the same atmosphere, especially with the same phase
screens, we do not expect a loss of generality in the re-
sults.
3.2. Wavefront decorrelation
In a second step, we analyze the wavefront decorrela-
tion time scale for the noAO, ESM and GLAO setups.
Therefore, we compute the mean rms of all available
wavefront differentials ∆φ(∆t) = φ(t)− φ(t+ ∆t) for a
number of time intervals ∆t, where we average over all
t with t+ ∆t ≤ 10 s:
rms {∆φ(∆t)} ≡ 〈rms {φ(t)− φ(t+ ∆t)}〉 (4)
This quantity is expected to grow time-wise as the two
snap-shots of the atmosphere are statistically increas-
ingly uncorrelated. As a result of the finite outer scale
L0 of atmospheric turbulence, however, this trend does
not continue until infinity but the variance converges
to a maximum achievable phase variance (cf. Fig. 4.4 in
Glindemann 2011). Therefore, we model this trend with
a bounded exponential growth starting from f(0) = 0,
with a boundary B and growth constant k:
fk,B(t) = B · (1− exp {−kt}) (5)
As mentioned above, the boundary B represents the
mean difference between two randomly selected wave-
front planes and serves as a measure of the residual
power in the atmospheric turbulence spectrum, the Kol-
mogorov or van-Karman spectrum. The application of
an AO control reduces the power of the aberration spec-
trum and, thus, these boundary limits are expected to
decrease with increasing maximum controlled Zernike
order. As we compute the difference of two randomly
selected wavefronts, the variance expectation value from
Noll (1976), ∆J , has to be doubled and, hence, the rms
expectation value is multiplied by a factor of
√
2, see the
dash-dotted line in Fig. 3.
The corresponding results from evaluating the wave-
front data are presented in Fig. 3 for each simulation
setup. As expected, we see that the boundary values
decrease with increasing order of correction. The uncon-
trolled wavefront (noAO, blue curve) reaches the bound-
ary plateau at DITs after ∼ 1.2 s, where the controlled
wavefronts reach the plateau after shorter time intervals,
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Figure 3. Mean aperture rms of the wavefront differentials ∆φ(∆t) ≡ φ(t) − φ(t + ∆t) as a function of the time interval ∆t.
The solid lines indicate the bounded-growth fit to the respective curve (see Eq. 5) and the dash-dotted black lines indicate
√
2×
the expected values for the atmospheric wavefront error after correcting for increasing radial Zernike orders, based on the results
of Noll (1976). The parameters of the bound-growth fit are given in the legend, where B in µm and k in s−1.
which is due to the fact that the slowly varying low-
order aberrations are filtered out by the AO system and
the fast varying higher-order aberrations are uncorre-
lated after shorter time scales. The growth constants, k,
translate into characteristic time scales of 255.8, 165.6,
46.9, 52.7, and 8.5 ms, respectively.
Furthermore, we see that the controlled wavefronts re-
quire longer integration times to decorrelate to a given
mean RMS value of the differential wavefront. This will
allow for increasing the integration times of the short ex-
posures for the imaging process, and thus be beneficial
to achieve higher SNR or allow to read larger detector
read-out areas6 (thus larger FoV) in a given amount of
time. To quantify this behavior, we compare the time
required to reach a given wavefront decorrelation for the
noAO, ESM and GLAO wavefronts, see upper panel in
Fig. 4, by basically flipping the x and y-axes of Fig. 3.
The bottom panel compares these times of the controlled
wavefronts (ESM & GLAO) to the noAO case. The ad-
vantage of the control is obvious at wavefront error lev-
els & 3.0 rad for the GLAO and ESM cases, respectively,
6 We note that preceding applications of holographic imaging
were based on data obtained from windowed detectors to increase
the achievable read-out speed.
where the graphs diverge towards positive infinity since
the values for the controlled cases are limited . 4.0 rad.
However, at such long integration times or such large
wavefront errors the contrast in the PSF is almost gone,
since a wavefront RMS of 1, 2, and 3 rad corresponds to
a mean fringe contrast/ Strehl loss down to approxima-
tively 60%, 14% and 1%, respectively. Scho¨del et al.
(2013) found that using short exposures, being inte-
grated significantly longer than the atmospheric coher-
ence time τ0, still allows for reaching the diffraction limit
but at the cost of a lower Strehl ratio, as information is
lost due to the loss of contrast. The curves now suggest
that we will achieve the same Strehl even though the
integration times for the short exposures are extended
by a factor of 2, if we accept an RMS value of ∼ 3.2 rad
and ∼ 3.4 rad in the two cases, respectively.
Apart from that, the longer integration time will in-
crease the SNR of the PSF estimate during the holo-
graphic reconstruction and therefore will probably in-
crease the recovered Strehl. Especially the high spatial
frequencies, relevant to achieve a high Strehl, are read-
noise limited for short exposures, hence a doubled in-
tegration time will deliver a doubled SNR, or allow to
observe stars 0.75 mag fainter at the same SNR. We will
analyze this in the following section.
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Figure 4. (Top) Average time required to reach a certain wavefront decorrelation at λ = 1.63µm for three types of wavefront
control. The required time for the GLAO control grows to infinity before 4 rad since the control limits the maximum decorrelation
to ∼ 3.5 rad and is therefore not plotted for higher values. (Bottom) Average gain in achievable integration time of AO control
versus the uncontrolled wavefront (noAO). The gain diverges towards infinity for larger wavefront error budgets.
4. SIGNAL-TO-NOISE RATIO IN THE
SIMULATED DATA
The technique of holographic imaging is based on the
result by Primot et al. (1990), that the best least-squares
estimate of the Fourier transform of an object O is given
by Eq. 6, where the m-th short exposure image Im =
O ∗Pm is the result of a convolution (as denoted by the
in-line asterisk ∗) of the object with the instantaneous
PSF Pm.
FO = 〈FIm·FP∗m〉〈FPm·FP∗m〉 (6)
=
〈FIm·OTF∗m〉
〈MTF2m〉 (7)
In these expressions, the ∗ denotes the complex conju-
gate and the averages, 〈·〉, are taken over all M short ex-
posure images. In the second expression, we substitute
the Fourier transform of the PSF by the equivalent opti-
cal transfer function, OTF= FP , whose absolute value
is the modulation transfer function, MTF = |OTF|. For
the following analysis, it is very useful that squaring
this function, MTF2, yields the power spectrum of the
PSF. From Eq. 7, we directly see that the quality of
the holographic reconstruction depends on the measure-
ment of the PSF power spectrum. Therefore we analyze
the signal-to-noise ratio (SNR) of MTF2 in the synthetic
observations in the following by varying a set of parame-
ters. We emphasize here that the following quantitative
results depend to a significant extent on the actual at-
mosphere, its vertical C2n and wind speed profile.
4.1. Integration time
Longer integration times of the short exposures will
increase the SNR of the PSF estimate, as mentioned in
Sect. 3.2. This is supposed to increase the Strehl ratio in
the reconstructed image and therefore we compare the
SNR in the power spectra for varying integration times
in Fig. 5. All curves are measured within an aperture
with a radius of 1.5 arcsec, around a H = 12 mag star.
We find that the SNR increases as a function of inte-
gration time as expected, in particular at the long spatial
8 F. Bosco et al.
Figure 5. SNR of the power spectra for varying integration times and wavefront controls as a function of spatial wavelength
in the aperture. The solid lines are for GLAO control, and the dashed lines are for the noAO case. The colors are shared for
the same integration time, see the legend.
wavelengths due to their longer coherence times. Fur-
thermore, the measurements in the GLAO data tend to
yield a higher SNR, where this effect is most prominent
for spatial wavelengths larger than 0.25 arcsec. This sug-
gests that, from a SNR point of view, exposures should
be taken with as long as possible integration times, to
beat down the noise contributions, and that the appli-
cation of the GLAO correction is increasing this effect
significantly for the longer spatial wavelengths.
4.2. Brightness of reference stars
A second important parameter contributing to the
achievable reconstruction quality is the magnitude of
the reference star(s). Scho¨del et al. (2013) found that
a group of faint reference stars (Ks = 13 ± 0.5) may
achieve a similar or even better result than using a sin-
gle bright star (Ks = 12), where using multiple reference
stars in a crowded field reduces the systematic sources
of uncertainty, i.e. this (i) increases the SNR of the PSF
estimate per frame and (ii) also takes into account the
variation of the PSF across the FoV. But in this paper
we confine ourselves to compare only the power spectra
for different stellar magnitudes, see Fig. 6, and 7, since
the variability of the PSF across the FoV is significantly
reduced by the (GL)AO correction, anyways.
Fig. 6 surprisingly suggests that choosing reference
stars brighter than H ≈ 14 mag does not result in higher
SNR per spatial wavelength mode. However, there is an
obvious increase of the SNR of up to a factor of 1.6 or 3.0
for the spatial wavelengths larger than 0.5 arcsec, when
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Figure 6. SNR of the power spectra for stars with different H-band magnitudes as a function of spatial wavelength in the
aperture. The plots show the same family of curves for three types of wavefront control (top: noAO, mid: ESM, bottom:
GLAO) for the aperture radius of 1.5 arcsec and for DIT = 200 ms.
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Figure 7. Gain in the SNR of the power spectra for a ESM (top) and GLAO (bottom) wavefront control versus no control
(noAO), as a function of spatial wavelength in the aperture and for three stellar magnitudes. The dotted black line indicates a
ratio of order unity.
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using the wavefront control of the ESM and GLAO sys-
tems, respectively. This is more prominent in the sub-
set of curves in Fig. 7. The curves in Fig. 6 suggest
that a H ≈ 15 mag allows for a higher SNR of 2 for
the long spatial wavelength regime, when the GLAO
correction is applied, which is not even reached for
H ≈ 12 mag stars when not applying the AO correc-
tion. This strongly suggests, that the application of the
GLAO correction allows for still getting significant SNR
when using much fainter holography-reference-stars, of
about ∆H = 3 mag, for integration times of 200 ms.
This furthermore enables the usage of more (fainter) ref-
erence stars, resulting in a furthermore decreased noise
level. The ESM allows for an intermediate increase of
SNR per spatial wavelength mode, where the homo-
geneity of the PSFs across the FoV needs to be stud-
ied in more detail, leaving the GLAO correction as the
favourite mode.
4.3. Aperture radius
Finally we tested how the choice of the aperture ra-
dius affects the measurement. Therefore, we applied our
analysis to the same data set and varied the radius of
the aperture over which we measured the SNR, while
keeping the DIT fixed. We find in the resulting Fig. 8
that choosing a larger aperture radius does not affect
the SNR per spatial wavelength mode as the curves for
the same data set are overlapping nicely.
5. HOLOGRAPHIC IMAGE RECONSTRUCTION
OF THE SYNTHETIC OBSERVATIONS
We test the predictions from above by applying the
method of holographic imaging on the synthetic obser-
vations from Sect. 2. Therefore, we use the reduction
pipeline from Scho¨del et al. (2013) and apply it to the
data sets from Table 3. These sets of short exposures
contain 800 frames each and have a total integration
times of 160, 1200, and 2000 s. Examples of the flux-
normalized PSFs are given in Fig. 9. In these images,
there are two prominent features, first the spread of the
speckle cloud in the noAO simulations, which is not ap-
parent in the GLAO data, and second smoothing of the
individual speckles towards longer DITs, which presum-
ably limits the recoverable Strehl and disables the disen-
tanglement of close sources. The same four bright stars
are chosen as reference stars to obtain a comparable re-
construction, only the noAO data set with DIT = 200 ms
was restricted to the two brightest stars because the
fainter stars did not have sufficient SNR to improve the
PSF estimation with such short exposure times.
We compare the curves of encircled energy for the
brightest star in the synthetic cluster (H = 12.4 mag)
in Fig. 10. In this plot, the flux is normalized to the
identical total integration time of 160 s, corresponding
to the 200 ms per frame data sets. From these curves
we directly see, that the application of a GLAO correc-
tion shifts more flux to the central peak, as seen in the
respectively steeper rise of the curves. This suggests,
that this mode is favored over observations without AO
correction. Towards larger aperture radii, the curves
converge towards the radial distance where all stellar
flux is encircled and the additional flux is from the sky
background only. From this point on, the curves over-
lap, as expected. We identify the same behavior towards
fainter stars in the field, regardless of whether they are
reference stars or not. The curves for fainter stars con-
verge at smaller radii what is expected as they do not
contribute significant amounts of flux towards the larger
radial distances, or their additional flux at such large ra-
dial distances is comparable to the sky background.
Furthermore, there is a prominent difference between
the curves from different integration times. The longer
integration times apparently result in a better recon-
struction, as suggested in Sect. 4, especially in Fig. 5.
However, this is no longer true for the longest inte-
gration times as the time-normalized GLAO curves for
DIT = 1500 ms and 2500 ms overlap quite well, what sug-
gests that the gain in the SNR is equalized by some other
effect, but this also confirms the finding from Sect. 3.2
that the reconstruction is expected not to suffer from
longer integration times beyond the decorrelation time
scale.
Comparing this to the results from the simple shift-
and-add (SSA) algorithm (Bates & Cady 1980) in the
bottom panel, we directly see that the energy is spread
over a larger area than in the holographic reconstruc-
tions, but still the GLAO-assisted observations provide
a better reconstruction, as more energy is focused to-
wards the center. The quality of the SSA reconstruction
appears to be independent on the DIT. We note that the
SSA reconstruction is based on the first 100 frames of
each data set, but normalized to the same total exposure
time.
6. COMPARING SPECKLE HOLOGRAPHY WITH
SSA ON VLT/HAWK-I DATA WITH GLAO
CORRECTION
Speckle holography can also be used to improve the
sharpness of images without the necessity to go to the
diffraction limit, for example if the sampling of the de-
tector limits the angular resolution, as is the case with
VLT/HAWK-I, with a pixel scale of 0.106 arcsec. The
GALACTICNUCLEUS survey uses this technique to
obtain 0.2 arcsec FWHM images at JHKs with HAWK-
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Figure 8. SNR of the power spectra for the same star when varying the reference aperture radii as a function of spatial
wavelength in the aperture. The plot shows the same family of curves for two types of wavefront control and for the DIT of
200 ms.
Table 3. Observations used in this work.
ID Target Instrument Band Seeing (arcsec)a DIT (s) NFrames
1 Galactic Center VLT/NaCo 0.36 (0.28) 0.15 500
2 synthetic noAO H 1.07 (0.84) 0.2 800
3 H 1.5 800
4 synthetic GLAO H 0.44 (0.35)b 0.2 800
5 H 1.5 800
6 H 2.5 800
7 γ Vel VLT/HAWK-I Ks – 2.0 500
8 γ Vel VLT/HAWK-I Y – 2.0 250
Notes: a The seeing is given for optical (H-band) wavelengths. b The seeing estimate for the GLAO observations is estimated
after the AO correction, the atmospheric input was the same as for the noAO observations.
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Figure 9. Example PSFs from the noAO (upper panels) and GLAO simulations (lower panels). The PSF data are integrated
to a total DIT of 0.2, 1.5, and 2.5 s, respectively, as used in the synthetic observations, IDs 2–6. All PSFs are normalized to an
integrated flux of order unity.
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Figure 10. Encircled energy in the reconstruction of the data sets around a H = 12.4 mag star, in the holographic reconstruction
(top) and in the simple-shift-and-add reconstruction (bottom). The flux is normalized to the total integration time of 160 s.
The dotted vertical lines indicate one and two times the expected HWHM, corresponding to Raperture = 0.4 and 0.8 arcsec,
respectively.
I and short exposure times (Nogueras-Lara et al. 2018).
In this section, we test speckle holography on HAWK-
I Ks and Y data (IDs 7 and 8 in Table 3), obtained
with the ground-layer correction of the VLT/AOF 4 Na-
LGS AO subsystem GRAAL, and compare the result to
the standard SSA image reduction. Target of these ob-
servations was the nearby (350 pc) and young (∼7 Myr
old) star cluster γ-Velorum.
The Ks (Y ) data consist of 20 (10) cubes of about
25 exposures of 2 s DIT each. We only analyzed the
data from a single one of HAWK-I’s four detectors.
We extracted the PSF from each individual frame by
superposing the images of seven bright, isolated stars
distributed across the field. We found the PSF to be
homogeneous across the entire 2 × 2 arcmin FoV. This
facilitated the application of the holography algorithm
considerably and demonstrates the high quality of the
GRAAL + AOF system.
We used a Gaussian of 0.25 arcsec FWHM to create
the final holographic images (cf. the extracts in Fig. 11).
To ensure robust source detection and accurate assess-
ment of photometric and astrometric uncertainties we
applied a bootstrap procedure to both the SSA and
holography data reduction. From the each of the Ks
and Y data cubes we created one individual image and
then randomly selected 20 (10) of those images (resam-
pling with replacement, so any given image can be a
repeated one or several times) and created deep mean
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Figure 11. The panels show a 21.2 arcsec by 21.2 arcsec
subfield of the VLT/HAWK-I+ GRAAL data, centered on
the brightest star, in the holographic and SSA reconstruction
for the two filter bands, as indicated.
images and corresponding noise maps. We thus created
21 resampled deep images. Those were then analyzed
with the StarFinder software (Diolaiti et al. 2000),
with a correlation threshold of 0.7, two iterations with
3σ detection limits, and deblending blurred stars. The
21 star lists were then combined. Stars detected within
2 pixels of each other were considered to be the same
star. Finally, to avoid spurious detections, we required
a star to be detected in 90% of the resampled images.
The fluxes and positions of the stars, as well as their
uncertainties, were taken from the mean and standard
deviation of the individual measurements.
The holographic images are significantly sharper than
the SSA images. However, the quality of the AO correc-
tion of the data is so good, that all very close stars were
disentangled by StarFinder even in the SSA images.
More stars were detected in the SSA images (10% and
20% for Ks and Y , respectively). The missing stars in
the holography images are all at the faint end of the lu-
minosity function. This is probably due to the presence
of correlated noise in the holographically reduced im-
ages, which leads to a graininess of the background that
has a scale on the order of the FWHM of the stars and
can thus hinder the detection of faint stars (cf. Fig. 11).
Holography requires a large number of frames to beat
down the noise in the denominator (see Eq. 6) and the
number of frames used here is relatively small, in par-
ticular at Y .
On the other hand, both the photometric and astro-
metric uncertainties of the detected stars are signifi-
cantly smaller in the holography images, see Fig. 12. We
believe that this is related to the internal algorithms of
the StarFinder software. StarFinder only uses the
cores of the stars to fit their position and flux. The SNR
of the cores of the bright stars is much higher in case of
the holography images. In Fig. 13, we show the graphs
of encircled energy for the reconstructions presented in
Fig. 11. It is clearly visible that the holography method
focuses the energy to a region a factor of 2 smaller than
in the SSA reconstruction. Moreover, in contrast to
the SSA technique, the holographic approach will likely
yield a much sharper reconstruction for data taken with
a detector with a much smaller pixel scale, sampling the
diffraction limit of the telescope (cf. Fig. 10).
In summary, the astrometric uncertainties in the holo-
graphic reconstruction are about a factor of 2 lower than
in the SSA reconstruction (cf. Fig. 12), even though
the observational data have a limited spatial resolution
(due to the VLT/HAWK-I pixel scale of 0.106 arcsec).
Besides the higher detection limit of ∼ 0.5 mag (due
to the low number of short-exposure frames), this anal-
ysis clearly prefers the holographic to the SSA recon-
struction technique for obtaining diffraction (or pixel
scale)-limited imaging. However, we need speckle obser-
vations from an instrument with a pixel scale sampling
the diffraction limit of the telescope, to fully characterize
the advantage of the holography technique.
7. SUMMARY AND CONCLUSIONS
In this paper, we analyzed the potential of applying
the holographic image reconstruction algorithm to AO-
assisted short exposure observations from 8 m class tele-
scopes. We simulated series of point spread functions
for natural seeing (noAO), ground layer AO (GLAO),
single-conjugate AO (SCAO) and the low-order en-
hanced seeing mode (ESM), available for LBT/LUCI
observations. Along with these, we simulated the re-
spective residual wavefronts and analyzed them for the
decorrelation time scale. This analysis suggests that the
controlled wavefronts decorrelate slowlier and that the
controlled PSFs smear slowlier, allowing at least a factor
of 2− 3 longer DITs, depending on the given wavefront
error budget and AO mode.
We used the PSFs to create synthetic observations
and analyze them for the achievable SNR. We find that
longer integration times increase the SNR of the longer
spatial wavelengths, as expected, what counteracts the
(slower) smearing of the PSF and also allows for longer
integration times. This effect is especially prominent
at the long spatial wavelength regime, where the SNR
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Figure 12. Photometric (left) and astrometric (right) uncertainties over Ks magnitude as identified by StarFinder in the
VLT/HAWK-I+GRAAL data (IDs 7 and 8 in Table 3). Blue stars denote the uncertainties in the SSA reduction, and black
diamonds the corresponding holographic reduction.
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Figure 13. Encircled energy in the reconstruction of the VLT/HAWK-I+ GRAAL data around the brightest star in the field.
Solid lines indicate the holographic reconstruction and dashed lines the simple-shift-and-add reconstruction. Blue and orange
indicate the Ks and Y band, respectively.
increases by a factor of up to 3. Furthermore, applying
the GLAO correction is expected to yield a higher SNR
in the PSF estimate when using ∆H ≈ 3 mag fainter
reference stars, compared to the estimate from noAO
data.
We test these findings by applying holographic imag-
ing on synthetic observations with DITs of 1.5 s and
longer and confirm that the reconstruction is signifi-
cantly better as more flux is shifted from the seeing
halo towards the diffraction limited peak. However,
in this paper, we concentrate on simulating the tur-
bulence residuals after fast AO correction only. These
systems are typically not very robust against very slow
(> 1 s) opto-mechanical drifts, which in a real system
will limit the SNR at high spatial frequencies (and hence
the achievable angular resolution) at very long integra-
tion times. Our simulation results in Fig. 5 suggest,
however, that for GLAO corrected NIR imaging, it is
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worth to check experimentally for a given system and
atmosphere the high-resolution coherence time up to the
second-long timescales.
The comparison of the holographic imaging technique
with the SSA algorithm on VLT/HAWK-I data, ob-
tained with the GLAO correction of the VLT/AOF
GRAAL system, as presented in Sect. 6, clearly sug-
gests the use of the holography technique to remove the
residual wavefront aberrations for obtaining diffraction
limited imaging. Still, this analysis points out the re-
quirement of a large number of some hundred frames
for the technique to beat down the noise in the denomi-
nator in Eq. 6, where such low frame numbers presented
here result in a higher detection limit, compared to the
conventional SSA technique.
As a next step, we therefore aim at verifying our re-
sults on real observations with fast imaging instruments
that are supported by a simple but full-field (GL)AO
system, for instance with the combination of LBT/LUCI
with the ARGOS LGS GLAO system. The presented
work already strongly suggests the implementation of
GLAO assisted imagers with short-exposure imaging
modes.
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