The analysis of nerve tissues is very helpful to the study of the nervous system. With the development and application of high-throughput technology, it becomes more important to realize the automated batch segmentation of nerve tissues in the electron microscopy(EM) image. Aiming at this, we propose an improved watershed segmentation method based on multiple deep-CNN models. Firstly, we use the classical watershed segmentation algorithm to obtain some candidate edge pixels in an original EM image. Secondly, the local regions of these candidate pixels are respectively extracted as the samples to be predicted. Thirdly, all candidate edge pixels are judged by a trained pixel classifier, of which the architecture is a deep convolutional neural network. Then, an initial segmentation result is generated based on the judgements. Finally, a complete segmentation image can be obtained after the morphological processing. The training and testing of model are finished on the ISBI dataset. The application of model is realized by merging the prediction results of three models with different scales. Experiments show that our method can spend less cost to have an approximate segmentation result, compared with other methods. Besides, our method can also show a better performance in the details.
INTRODUCTION
In nervous system, the information of individual neurons and their shapes are of value to the research of brain structured. The usual practice is to process and analyze the neuron images taken by serial-section Transmitted Electron Microscopy (ssTEM) [1] . After preparation of material researchers, the electron microscopy (EM) __________________________ image of neural tissue could be obtained. Due to the special preparation process and the different imaging principle, the classical image processing approach is very difficult to play a role in these images. With the development and application of high-throughput technology, the number of related images begins to increase rapidly. The need for reliable automated processing method is more urgent. Thus, the automatic segmentation has always been a research hotspot in the EM image of neural tissue.
The classic image segmentation algorithms usually have two application strategies: one is the edge extraction method based on some edge detection operators, like Sobel [2] and Laplacian [3] ; the other is the region segmentation method based on some similarity measurements, like watershed [4] . Threshold segmentation method is an application example of the former strategy [5, 6] . Region growth method is an application example of the latter strategy [7, 8] . Although these methods can achieve some certain effects in electron microscope images, they are not real automatic segmentation methods strictly. The choice of most parameters in these methods always depends on a lot of prior knowledge.
In recent years, deep neural network has demonstrated their effectiveness in many visual tasks [9] [10] [11] . In the segmentation of medical EM image, there are two popular network architectures based on local and global. The Convolutional Neural Network(CNN) [1] architecture completes the pixel classification by processing the local information of an image. The Fully Convolutional Network(FCN) [12] architecture is based on the global information to directly generate the final processing result. The CNN model has a higher cost and redundancy during the processing of segmentation task, because all pixels in an image are treated equally. The FCN model requires a large amount of data for parameter training. Many training samples can be produced by using elastic deformation [13] . The convolution operations in the FCN is finished based on the local information. The truth is, elastic deformation cannot drastically change the local information of an image. Therefore, it is too difficult to prove that increased samples are really helpful to model training, rather than just increase the number of samples [14] .
We proposed an improved watershed method for the segmentation task of electron microscope images. By adjusting the parameters of watershed algorithm, the original image can be divided into many small regions as far as possible. Then we trained a deep-CNN model to determine whether the adjacent regions need to be merged. The main architecture of this network is shown in Table I . Finally, the segmentation task of whole image could be completed based on all judgement results of pixels. Most of the time, deep networks are used to directly serve the final result. However, we only use the deep network for conditional judgment of the subsequent processing because our network is designed and applied on the basis of traditional segmentation algorithm. There is no need to invest too much computation in many obvious image areas, so as to save much cost. In addition, it is possible to use fewer samples than FCN because the model achieves the pixel-level classification. Experiments show that our method performs better than other methods in computational cost and segmentation effect.
METHOD
The watershed algorithm can complete the initial segmentation in the electron microscope image. The purpose is to divide the image into many small non-overlap regions as much as possible. These inter-region edges already contain all edges of nervous tissues in the EM image because of over-segmentation. Therefore, we trained a deep-CNN model to determine which edge pixels need to be removed. In other words, the model is designed to obtain a whole nervous tissue by achieving region merging. Our method flow is shown in Figure 1 . The edge pixels in the initial segmentation are called as candidate edge pixels. The deep model just classifies these candidate edge pixels, that is, to find out the real edge pixels among them. Since it is a pixel level processing task, we would like to use the morphological processing for optimizing the final segmentation result.
Watershed Segmentation
The watershed segmentation algorithm is used to complete the preprocessing of original images. Firstly, we calculate pixel gradients of an image by the edge detection operator [2, 3] . Secondly, we select some pixels with smaller gradients in the image as the seed points of region growing. Thirdly, we simulate to fill the water from each seed points, until the contour of corresponding local region is found. Finally, the watershed segmentation result of whole image can be obtained. The watershed algorithm is selected for pre-segmentation because the method has been proved to be effective in the electron microscope image. By adjusting the the parameters, we hope to select more pixels as seed points of region growth. This may cause the nerve tissue is actually divided into many small regions. The next step is to merge these small regions into some complete neural tissues. This is finished by judging the authenticity of each edge pixels. 
Deep-CNN Architecture
The deep CNN has been shown to be valuable in some tasks such as image classification [11] and image segmentation [1] . These network architectures are typically similar, consisting of a large number of convolutional layers, pooling layers and fully connected layers. The model based on the FCN architecture also contains a series of deconvolutional layers [14] . The core of these architectures is to extract the deep image features through the convolution operations. Thus, the purpose of model training is to use the loss optimization to fit all weight parameters applied in the convolution operations [15] .
The deep network presented in this paper aims to determine the pixel category and realize the region merging. We only judge all candidate edge pixels obtained by the watershed segmentation algorithm. For the obvious background pixels, we don't need to spend much computing cost in the deep model again. Therefore, the architecture design of deep network can be simpler and more direct. The biggest architectural difference between our deep model and other deep neural network [1] is the ratio between the numbers of convolutional layers and pooling layers [16] [17] [18] . Since the data object of model is the local regions of an image, the size of input image sample is small. We would like to use less pooling layers. This ensures that the last convolutional layer can have an enough receptive field to perceive the information.
The architecture of our model is shown in Table I . The model consists of 11 layers, including an input layer, six convolutional layers, two pooling layers, and two fully connected layers. The model shown in Table I is designed for the input image sample of shape 19x19. The shape of input image sample can be modified under the premise that the model architecture is unchanged. Certainly, the neuron shape of middle layer will be changed at the same time. No matter how we change the input image sample, the output of model is always a 2d vector. We use this vector to determine whether the current pixel is a real edge pixel. 
Training
For training the pixel classifier, we use the electron microscopy images in the ISBI Challenge dataset [19, 20] . The watershed segmentation algorithm is applied to the whole image. The deep-CNN model is applied to the local region of image. Unlike other methods, we would not predict the categories of all pixels in the image. Only edge pixels obtained by the watershed segmentation are processed in the deep model.
The ISBI dataset provides many images with a 512x512 resolution. We segment out all edge pixels and their neighborhood regions from a preprocessed image. These local regions are used as the image samples for subsequent training. If the center pixel of a region sample is indeed an edge pixel, this sample is a positive sample; otherwise, it's a negative sample. In this way, an image with a 512x512 resolution can produce about tens of thousands of samples. The obvious background pixels are not in the deep model's consideration at all. Due to the sufficient sample size, we do not need to use other means to increase sample number.
In order to improve the accuracy and robustness of model prediction, we slightly adjusted the structure of deep model during training. We respectively added the noise layer [21] on the front of the 2th and 3th layers of the model. The noise layer was used to add the Gaussian noise(with the mean of 0 and the variance of 0.05) into the sample data. In addition, we respectively added the batch normalization layer [22] on the front of the 4th, 5th, 7th and 9th layers. These added layers are just used during the training phase. They can accelerate convergence and avoid overfitting.
Postprocessing
Because the pixel classification is applied based on the watershed segmentation result, some edges may appear the phenomena such as branching and non-closing. We use morphological processing [23] to accomplish the work of pruning and clogging. After a successful implementation of subsequent processing of one image, these processing parameters can be extended to all images of the same kind. Finally, a series of complete segmentation results of neural tissues can be obtained.
EXPERIMENTS
The ISBI dataset provides two stacks with 30 images. One stack is used for training and the other stack is used for testing. For the training stack, the corresponding ground-truth segmentation images are also provided. For the testing stack, the set of ground-truth segmentation images is not public. Because we only choose the pixels marked as the edge in preprocessing, an image with a 512x512 resolution can generate about 70,000-80,000 samples. In the final experiment, we used about 2,400,000 samples for training and 270,000 samples for validation.
To ensure that most of the real edge pixels could be marked as candidate edge pixels, we used morphological dilation on the watershed segmentation result. This could make more pixels to participate in the next phase of classification prediction. We trained three models, with same architecture and different shapes of input window. During the training, we used the RELU activation function, the Binary Cross-Entropy loss function and the ADAM optimizer [24] . The training results of deep model are shown in Table II . Data suggests that our model can achieve a good result on pixel-level accuracy.
All experiments were performed on a computer with a Core(TM) i7-8700 3.20GHz processor, 16GB of RAM, and one GTX 1060 graphics card(6GB). The software part of the method used the GPU acceleration [25] . Based on the watershed segmentation, the computing cost of our method could be saved over 70%, compared with other methods. The comparisons of hardware usage and model speed are shown in Table III . It visually shows the advantages of our method in the usage time of training and testing. Besides, the cost of hardware consumption is also lower in the realization process of our method.
The segmentation of test images was accomplished through three deep models. We referred to the combination of three models as the Average Deep Model(ADM). The ADM determined the real edge pixels based on the votes of three models. The final segmentation result of test image completed by ADM is shown in Figure 2 . Under the premise of saving more than half of computing resources, our method can achieve the same segmentation effect as other methods [1, 14] . In the details, our method can produce less noise and get better performance. Dan et al. [1] one GTX 1060 graphics card 170min-340min 20sec-60sec Figure 2 . The slice 16 of the test stack and its segmentation result.
CONCLUSIONS
Our deep classification model is used to optimize the pre-segmentation results of the watershed algorithm, rather than to complete an end-to-end segmentation task. Compared with other methods, our approach can use much fewer sample images, so as to improve the efficiency of training and prediction. The other advantage of our approach is to use the processing results of traditional algorithms as the prior knowledge used in the design and training of deep model. In addition to solving the segmentation task of EM images of nerve tissues, it also provides a certain reference value and significance for addressing other EM images.
