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1. INTRODUCTION
The study of vertex operator algebras (VOA) as modules of the rational
Virasoro VOA from the minimal series was first begun by Dong et al. [9].
They showed that the Moonshine VOA V \ contains 48 mutually orthogonal
elements, called conformal vectors of central charge 12 , such that each of
them will generate a copy of the rational Virasoro VOA L
( 1
2 ; 0

inside V \
and the sum of these 48 conformal vectors is the Virasoro element of V \.
They denoted this type of VOA by # and obtained several general prop-
erties. With the help of these results, Dong [2] proved that the Moonshine
VOA V \ is holomorphic; i.e., V \ is the only irreducible V \-module.
Recently, Miyamoto and his research group constructed several types of
vertex operator algebras based on the rational Virasoro VOA from the
minimal series and some linear (binary or ternary) codes (cf. [13, 19]).
One advantage of their constructions is that it is easy to associate certain
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automorphisms to the VOA constructed (cf. [18, 21]). In fact, the full au-
tomorphism groups are often finite. Moreover, it is often straightforward
to compute the irreducible modules (cf. [15, 20]). Based on this informa-
tion, Miyamoto [20] obtained a new construction of the Moonshine VOA
V \ and proved that the full automorphism group of the Moonshine VOA
is the Monster simple group.
In this article, we shall construct certain vertex operator algebras using
codes in 2 × 2. Our construction is based on the vertex operator algebra
W = L 12 ; 0 ⊗ L 710 ; 0⊕ L 12 ; 12  ⊗ L 710 ; 32 :
As in [13, 19], the main step is to realize the VOA W and all its irreducible
modules using the lattice L = √2A2. We shall show that it is possible
to assign a certain coefficient (in 2 × 2) to every irreducible module
of W . A vertex operator algebra MD will then be constructed using some
2×2 code D. Finally, we shall also discuss the structure of the irreducible
modules of MD.
This article is organized as follows: in Section 2, we shall review some
basic definitions and terminology. In Section 3, we shall consider the lattice
L = √2A2 and its cosets in the dual lattice L⊥. An even lattice 0D will
be constructed using some 2 × 2 code D. We shall then review some
properties of the Fock space VL⊥ . In Section 4, we shall quote a result of
Dong et al. [6] about the existence of certain conformal vectors in V√2A2 .
A VOA
W = L 12 ; 0 ⊗ L 710 ; 0⊕ L 12 ; 12  ⊗ L 710 ; 32 
will then be constructed as a subalgebra of V√2A2 . In addition, we shall
realize all the irreducible modules of W in VL⊥ and construct a VOA MD
using some code in 2 × 2. Finally, in Section 5, we shall construct the
irreducible modules of MD.
2. BASIC DEFINITIONS
2.1. Vertex Operator Algebras
Definition 2.1. A VOA is a -graded vector space V = qn∈Vn
equipped with a linear map
Y  ; zx V → End V z; z−1
v→ Y v; z =X
i∈
viz
−i−1
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such that the following conditions hold:
1. (vacuum condition) there is a vector 1 such that
Y 1; z = idy
2. (creation property) Y v; z · 1 ∈ V z and limz→0 Y v; z · 1 = v
for any v ∈ V ;
3. dim Vn <∞ and Vn = 0 for sufficiently small n;
4. for any u; v ∈ V ,
unv = 0 for n sufficiently large;
5. (Virasoro condition) there is a vector ω such that the operators
Li = ωi+1 satisfy the Virasoro relation
Lm;Ln
 = m− nLm+n + 112 m3 −mδm+n; 0c;
where c is a scalar and is called the rank of V ;
6. L0v = nv =
(
wt v

v for v ∈ Vn;
7. (L−1-derivative property)
Y L−1v; z =
d
dz
Y v; zy
8. (Jacobi identity) for any u; v ∈ V ,
z−10 δ

z1 − z2
z0

Y
(
u; z1

Y
(
v; z2
− z−10 δ−z2 + z1z0

Y
(
v; z2

Y
(
u; z1

= z−12 δ

z1 − z0
z2

Y Y u; z0v; z2:
Remark 2.2. The Jacobi identity (8) can be equivalently replaced by the
commutativity (see Dong and Lepowsky [4] and Li [17])
z1 − z2n
(
Y u; z1Y v; z2 − Y v; z2Y u; z1
 = 0 (2.1)
for a sufficiently large positive integer n. Here, n depends on both u and v.
2.2. 2 × 2 Codes
Let R = 2 × 2. Then Rn = R× · · · × R will be an additive group with
the addition defined as(
a1; : : : ; an
+ (b1; : : : ; bn = (a1 + b1; : : : ; an + bn:
Definition 2.3. A 2 × 2 code is simply a subgroup of the additive
group Rn.
2 × 2 codes and voa 271
Next, we shall introduce some terminology.
Definition 2.4. Let D be a 2 × 2 code. For any α =
(
a1; : : : ; an
 ∈
D, we define the support of α as
supportα = i  ai 6= 0}:
The cardinality of supportα, denoted by α, is called the weight of α.
Definition 2.5. A codeword α ∈ D is said to be even if the weight of α
is even. A 2 × 2 code is called even if all of its codewords are even, i.e.,
α ≡ 0 mod 2 for all α ∈ D:
Next, we shall define a scalar product on R and a bilinear form on D.
Definition 2.6. Consider R = 2 × 2 as a vector space over 2. We
shall define a scalar product on R as follows: For any a; b ∈ 2 × 2,
a · b = a
0 1
1 0

bT ∈ 2;
where bT is the transpose of b; i.e., if b = b1; b2, bT = (b1
b2

.
Note that
a · b =
(
1 if a+ b 6= 0; 0 and a; b 6= 0; 0
0 otherwise.
Definition 2.7. Define  ; x Rn × Rn→ 2 by
a; b =
nX
i=1
ai · bi;
where a = (a1; : : : ; an, b = (b1; : : : ; bn ∈ Rn. a and b are said to be
orthogonal if a; b = 0.
Lemma 2.8. Let D be an even 2 × 2 code. Then D is self-orthogonal;
i.e., α is orthogonal to β for all α;β ∈ D.
Proof. Let α;β ∈ D. We shall show that α is orthogonal to β.
Now let Sα = supportα, Sβ = supportβ, and S = supportα ∩
supportβ.
Denote P = i ∈ S  αi + βi 6= 0}. Then
αi · βi = 1 for i ∈ P and αi · βi = 0 for i /∈ P:
Since α and β are even, we have
Sα + Sβ = 2S + Sα − Sβ + Sβ − Sα
= 0 mod 2:
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Thus,
Sα − Sβ + Sβ − Sα = 0 mod 2:
In addition, α+ β is even. Therefore, we have
α+ β = P + Sα − Sβ + Sβ − Sα
= 0 mod 2:
Hence,
P ≡ 0 mod 2
and we have α;β = 0. Thus, α is orthogonal to β.
3. LATTICES AND FOCK SPACES
3.1. Lattice 0D
Let

α1; α2
}
be a set of fundamental roots of a lattice of type A2
with an inner product  ; , i.e., αi; αi = 2, α1; α2 = −1. Then±α1;±α2;±α1 + α2} will be the set of all roots of A2. Denote
L = √2α1 + 
√
2α2. Then L ∼=
√
2A2. For simplicity, we shall
write
x =
√
2α1 and y =
√
2α2:
Let
L⊥ = α ∈ ⊗ L  α;L ⊂ }
be the dual lattice of L. Then L⊥ has the basis
2x + y/6; x + 2y/6}
and L has in total 12 cosets in L⊥. We shall consider the 4 cosets
L0; 0 =L; L1; 1 = x
2
+L; L1; 0 = y
2
+L; L0; 1 = x+ y
2
+L;
which are in fact the 4 cosets sitting inside 3L⊥.
Let
(
L⊥
n be an orthogonal sum of n-copies of L⊥ and take a code D (of
length n) with coefficients in 2 ×2. For each codeword δ =
(
d1; : : : ; dn

,
we define
Lδ = Ld
1 ⊕ · · · ⊕ Ldn ⊂ (L⊥n:
Consider their union
0D =
[
δ∈D
Lδ:
Then 0D becomes a sublattice of
(
L⊥
n.
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Lemma 3.1. For any α;β ∈ Rn, Lα;Lβ ∈  if α is orthogonal to β and
Lα;Lβ ∈ 12 +  if α is not orthogonal to β.
Proof. Note that L0; 0; Ld and Ld;Ld are integral for all d ∈ 2 ×
2. On the other hand, if d1 · d2 6= 0 (i.e., d1 + d2 6= 0 and d1; d2 ∈
1; 1; 1; 0; 0; 1),
Ld1; Ld2 ∈ 12 + :
It is now clear that Lα;Lβ ∈  if α is orthogonal to β and Lα;Lβ ∈
1
2 +  if α is not orthogonal to β.
Lemma 3.2. If D is an even code, then 0D is an even lattice.
Proof. First, we should note that
a; a ≡ 0 mod 2 if a ∈ L0; 0
and
a; a ≡ 1 mod 2 if a ∈ L1; 1; L1; 0; or L0; 1:
Now, let α ∈ D and a = (a1; : : : ; an ∈ Lα. Then
a; a =
nX
i=1
ai; ai
≡ α mod 2:
Since D is even, we have a; a ≡ 0 mod 2. Thus, 0D is an even lattice.
3.2. Fock Spaces
In this section, we shall briefly review the construction of a Fock space
from a lattice (cf. [1, 4, 11]).
Let L be a lattice with a nondegenerate -valued bilinear form denoted
by  ;  (not necessarily positive definite). Let L0 be an even sublattice of
L such that, α;L ⊂  for α ∈ L0 and rank L0 = rank L. Let Lˆ be a
central extension of L,
1→ ωp → Lˆ→ L→ 1;
with the commutator map cα;β for α;β ∈ L such that cα;β =
−1α;β if α;β ∈ L0, where ωp is a primitive pth root of unity and p is
an even positive integer.
We shall view ¨ =  ⊗ L as an abelian Lie algebra and consider its
affine Lie algebra
˜¨ = ¨⊗ z; z−1⊕ c ⊕ d:
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˜¨ has a Heisenberg subalgebra
ˆ¨
 =
M
n6=0
(
¨⊗ tn⊕ c:
Let ˆ¨ ± =
L
±
(
¨⊗ tn. Then we have a triangular decomposition
ˆ¨
 = ˆ¨+ ⊕ c ⊕ ˆ¨− :
Let M1 = ML1 be the ˆ¨-module induced from the one-dimensional
( ˆ¨ + ⊕ c)-module  · 1 such that α⊗ tn · 1 = 0, for n > 0 and c · 1 = 1.
We shall denote the action of α⊗ tn on M1 by αn.
Let
L = Lˆ ⊗ωp  ∼= L (linearly);
where L = spaneα  α ∈ L is the group algebra of L and  is a
one-dimensional module of the group algebra ωp such that ωp acts as
multiplication by ωp.
The Fock space of L is the space
VL =M1 ⊗ L:
For a subset M ⊂ L, we shall denote
VM =M1 ⊗ M;
where M is the subspace of L spanned by eα, α ∈M . We shall also
denote
V α =M1 ⊗ eα:
A vertex operator Y ·; z can be defined on VL as follows: For α ∈ L,
Y eα; z = E−−α; zE+−α; zeαzα;
where E±α; z = expPn∈± αnn z−n.
For a general element v = α1−n1 · · ·αk−nk ⊗ eα,
Y v; z =x

1
n1 − 1!

d
dz
n1−1
α1z

· · ·
1
nk − 1!

d
dz
nk−1
αkz

Y eα; z x
where x · · · x is the normal ordered product.
Remark 3.3. (1) It is well known that if L is even and positive definite,
then
(
VL;Y ·; z

is a VOA (cf. [1, 11]).
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(2) In general (cf. [4, 22]), Y ·; z will satisfy the following general-
ized Jacobi identity: For any u ∈ V α, v ∈ V β, w ∈ V γ,
z−10

z1 − z2
z0
α;β
δ

z1 − z2
z0

Y u; z1Y v; z2w
− cα;βz−10

z2 − z1
z0
α;β
δ
−z2 + z1
z0

Y v; z2Y u; z1w
= z−12

z1 − z0
z2
−α;γ
δ

z1 − z0
z2

Y
(
Y u; z0v; z2

w:
Since L = √2A2 is an even lattice, VL is a VOA. By Dong [1], VLd
is a VL-module for any d ∈
0; 0; 1; 1; 1; 0; 0; 1} = 2 × 2. For
convenience, we shall denote
V d = VLd :
Let us define
Vδ ∼= V d
1 ⊗ · · · ⊗ V dn; δ = (d1; : : : ; dn;
and
VD =
M
δ∈D
Vδ:
By simple calculations, it is easy to see that
V0D
∼= VD (as vector spaces).
Note that V0D is a VOA if D is an even code, where 0D =
S
δ∈D Lδ and
Lδ = Ld1 ⊕ · · · ⊕ Ldn . In this case, VD will become a VOA with the vertex
operator induced by V0D .
4. VERTEX OPERATOR ALGEBRA, MD
In [6], it was shown that the Virasoro element of V 0; 0 = V√2A2 can be
written as a sum of three mutually orthogonal conformal vectors,
ω1 = 18α1−12 − 14xα1;
ω2 = 140
(−α1−12 + 4α2−12 + 4α3−12
− 120
(−xα1 + 4xα2 + 4xα3;
ω3 = 115
(
α1−12 + α2−12 + α3−12
+ 15(xα1 + xα2 + xα3;
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where xα = e
√
2αi + e−
√
2αi and the central charge of ω1, ω2, and ω3 are
1
2 ;
7
10 , and
4
5 , respectively. Let T be the subalgebra generated by ω
1, ω2,
and ω3. Then
T ∼= L( 12 ; 0⊗ L( 710 ; 0⊗ L( 45 ; 0:
First, we shall decompose V 0; 0; V 1; 1; V 1; 0, and V 0; 1 as a sum of
irreducible T -modules.
Lemma 4.1. As T -modules, V 0; 0; V 1; 1; V 1; 0, and V 0; 1 have the fol-
lowing decompositions:
(a) V 0; 0 is a direct sum of the following irreducible T -modules and
each of them has a multiplicity 1:
L
( 1
2 ; 0
⊗ L( 710 ; 0⊗ L( 45 ; 0; L( 12 ; 0⊗ L( 710 ; 0⊗ L( 45 ; 3;
L
( 1
2 ; 0
⊗ L( 710 ; 35⊗ L( 45 ; 25 ; L( 12 ; 0⊗ L( 710 ; 35⊗ L( 45 ; 75 ;
L
( 1
2 ;
1
2
⊗ L( 710 ; 110⊗ L( 45 ; 75 ; L( 12 ; 12 ⊗ L( 710 ; 110⊗ L( 45 ; 25 ;
L
( 1
2 ;
1
2
⊗ L( 710 ; 32 ⊗ L( 45 ; 0; L( 12 ; 12 ⊗ L( 710 ; 32 ⊗ L( 45 ; 3:
(b) V 1; 1 is a direct sum of the following irreducible T -modules and
each of them has a multiplicity 1:
L
( 1
2 ;
1
2
⊗ L( 710 ; 0⊗ L( 45 ; 0; L( 12 ; 12 ⊗ L( 710 ; 0⊗ L( 45 ; 3;
L
( 1
2 ;
1
2
⊗ L( 710 ; 35⊗ L( 45 ; 25 ; L( 12 ; 12 ⊗ L( 710 ; 35⊗ L( 45 ; 75 ;
L
( 1
2 ; 0
⊗ L( 710 ; 110⊗ L( 45 ; 75 ; L( 12 ; 0⊗ L( 710 ; 110⊗ L( 45 ; 25 ;
L
( 1
2 ; 0
⊗ L( 710 ; 32 ⊗ L( 45 ; 0; L( 12 ; 0⊗ L( 710 ; 32 ⊗ L( 45 ; 3:
(c) Both V 1; 0 and V 0; 1 are direct sums of the following irreducible
T -modules and each of them has a multiplicity 1:
L
( 1
2 ;
1
16
⊗ L( 710 ; 716⊗ L( 45 ; 0; L( 12 ; 116⊗ L( 710 ; 716⊗ L( 45 ; 3;
L
( 1
2 ;
1
16
⊗ L( 710 ; 380⊗ L( 45 ; 25 ; L( 12 ; 116⊗ L( 710 ; 380⊗ L( 45 ; 75 :
The above lemma can be proved by calculating the eigenvalues of ωi
on each weight space and by comparing dimensions. Some details can be
found in Kitazume et al. [13]. We shall not repeat the proof here.
Now, by Lemma 4.1, V 0; 0 contains a subspace
X = L( 12 ; 0⊗ L( 710 ; 0⊗ L( 45 ; 0⊕ L( 12 ; 12 ⊗ L( 710 ; 32 ⊗ L( 45 ; 0:
By the fusion rules (or by direct calculations), one can show that X is
closed under the action of the vertex operators defined on V 0; 0. Thus, X
itself is also a VOA. Let
M0; 0 = v ∈ V 0; 0  ω31v = 0}:
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Then
M0; 0 ∼=

L
( 1
2 ; 0
⊗ L( 710 ; 0⊕ L( 12 ; 12 ⊗ L( 710 ; 32 ⊗ 1:
Similarly, we can define
Md = v ∈ V d  ω31v = 0};
where d = 1; 1; 1; 0; 0; 1. In this case, we have
M1; 1 ∼=

L
( 1
2 ;
1
2
⊗ L( 710 ; 0⊕ L( 12 ; 0⊗ L( 710 ; 32 ⊗ 1y
M1; 0 ∼= L( 12 ; 116⊗ L( 710 ; 716⊗ 1y
M0; 1 ∼= L( 12 ; 116⊗ L( 710 ; 716⊗ 1:
Lemma 4.2. Let a; b ∈ 2 × 2. Then
1. for u ∈Ma, v ∈Mb, unv ∈Ma+b;
2. the restriction of the vertex operator Y ·; z on Ma defines an inter-
twining operator
Ia+ba; b ·; zx Ma → Hom
(
Mb;Ma+b
z
v 7→ Y v; zMb =
X
n∈1/2
vnMbz−n−1
of type 
Ma+b
Ma Mb

:
Proof. Statement 2 follows easily from statement 1. Therefore, we shall
only prove (1).
Since Ma ⊂ V a, Mb ⊂ V b, we have
unv ∈ V a+b:
Thus, it remains to show that
ω31
(
unv
 = 0:
Since ω31u = 0, by Lemma 4.1, ω30u = 0, also. Therefore,
ω31unv =

ω31; un

v + unω31v
= (ω30un+1v + (ω31uv + unω31v
= 0:
Thus, unv ∈Ma+b.
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Remark 4.3. Note that the powers of z in Ia+ba; b ·; z are in  if a · b = 0
and are in 12 +  if a · b 6= 0.
By the above lemma, we have
Theorem 4.4.
(
M0; 0; Y

is a vertex operator algebra with the Virasoro
element ω1 +ω2, and M1; 1;M1; 0, and M0; 1 are M0; 0-modules.
Note that as modules of L 12 ; 12  ⊗ L 710 ; 0;
M0; 0 ∼= L( 12 ; 12 ⊗ L( 710 ; 0⊕ L( 12 ; 0⊗ L( 710 ; 32 ;
M1; 1 ∼= L( 12 ; 12 ⊗ L( 710 ; 0⊕ L( 12 ; 0⊗ L( 710 ; 32 ;
M1; 0 ∼= L( 12 ; 116⊗ L( 710 ; 716;
M0; 1 ∼= L( 12 ; 116⊗ L( 710 ; 716:
Next, we shall define
Mδ =Md1 ⊗ · · · ⊗Mdn ⊂ V d
1 ⊗ · · · ⊗ V dn
and
MD =
M
δ∈D
Mδ ⊂ V0D
for any 2 × 2 code D and δ =
(
d1; : : : ; dn
 ∈ D.
Since MD is contained in V0D , we shall define the vertex operator Y ·; z
on MD by the action induced by V0D .
Theorem 4.5. Suppose D is an even code. Then MD is a vertex operator
algebra with the Virasoro
ω =
nX
i=1
(
ω1 +ω2i;
where
(
ω1+ω2i = 1⊗ · · · ⊗ (ω1+ω2⊗ · · · ⊗ 1 in which the ith component
is
(
ω1 +ω2 and all other components are 1.
Proof. By Lemma 4.2, it is evident that MD is closed with respect to
the action of the vertex operator Y ·; z. Since V0D is a VOA and MD
is contained in V0D , MD satisfies all the axioms of VOA except for the
existence of the Virasoro element. However, it is clear that ω satisfies the
Virasoro axioms. Hence, MD is a VOA.
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5. MD-MODULES
In this section, we shall compute the irreducible modules of MD. The
main idea is to construct all the MD-modules based on the structure of the
VOA
W = L( 12 ; 0⊗ L( 710 ; 0⊕ L( 12 ; 12 ⊗ L( 710 ; 32 :
Theorem 5.1. Let W be a simple VOA such that
W ∼= L( 12 ; 0⊗ L( 710 ; 0⊕ L( 12 ; 12 ⊗ L( 710 ; 32 
as
(
L 12 ; 0 ⊗ L 710 ; 0

-modules. Then W is unique up to isomorphisms.
Proof. Let
(
W1; Y1

and
(
W2; Y2

be simple VOA of such kind. We shall
denote U0 = L 12 ; 0 ⊗L 710 ; 0 and U1 = L 12 ; 12  ⊗L 710 ; 32 . We may also
assume W1 = W2 as vector spaces and Y1u; z = Y2u; z for all u ∈ U0.
By skew-symmetry,
Y1v; zu = Y2v; zu for all u ∈ U0; v ∈ U1:
Thus, we shall consider the case with u; v ∈ U1. In this case, both Y1 and
Y2 induce some intertwining operators of type
(
U0
U1 U1

. On the other hand,
dim I
(
U0
U1 U1
 = 1 by the fusion rules. Therefore, there is a constant λ such
that Y1u; zv = λY2u; zv for any u; v ∈ U1. Since W1 is simple, λ 6= 0;
otherwise, U1 is a submodule of W1.
Define ρx W1 → W2 by
ρU0 = id and ρU1 =
√
λid:
Then ρ is an isomorphism of VOA.
Theorem 5.2. W = L 12 ; 0 ⊗L 710 ; 0⊕ L 12 ; 12  ⊗L 710 ; 32  is a ra-
tional VOA and it has exactly eight irreducible modules, namely,
W
(
0; 0
 ∼= L( 12 ; 0⊗ L( 710 ; 0⊕ L( 12 ; 12 ⊗ L( 710 ; 32 ;
W
( 1
2 ; 0
 ∼= L( 12 ; 12 ⊗ L( 710 ; 0⊕ L( 12 ; 0⊗ L( 710 ; 32 ;
W
(
0; 35
 ∼= L( 12 ; 0⊗ L( 710 ; 35⊕ L( 12 ; 12 ⊗ L( 710 ; 110;
W
(
0; 110
 ∼= L( 12 ; 0⊗ L( 710 ; 110⊕ L( 12 ; 12 ⊗ L( 710 ; 35;
W
( 1
16 ;
7
16
0; 1 ∼= L( 12 ; 116⊗ L( 710 ; 716;
W
( 1
16 ;
7
16
1; 0 ∼= L( 12 ; 116⊗ L( 710 ; 716;
W
( 1
16 ;
3
80
0; 1 ∼= L( 12 ; 116⊗ L( 710 ; 380;
W
( 1
16 ;
3
80
1; 0 ∼= L( 12 ; 116⊗ L( 710 ; 380:
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Proof. The fact that W is rational follows immediately from Theorem
4.6 of [16]. Now let M be an irreducible module of MD. Then, by the fusion
rules and direct computations (see also [5, 8, 16]),
M ∼= L( 12 ; 0⊗ L( 710 ; 0⊕ L( 12 ; 12 ⊗ L( 710 ; 32 ;
L
( 1
2 ;
1
2
⊗ L( 710 ; 0⊕ L( 12 ; 0⊗ L( 710 ; 32 ;
L
( 1
2 ; 0
⊗ L( 710 ; 35⊕ L( 12 ; 12 ⊗ L( 710 ; 110;
L
( 1
2 ; 0
⊗ L( 710 ; 110⊕ L( 12 ; 12 ⊗ L( 710 ; 35;
L
( 1
2 ;
1
16
⊗ L( 710 ; 716; or L( 12 ; 116⊗ L( 710 ; 380
as
(
L 12 ; 0 ⊗ L 710 ; 0

-modules.
In the case that
M ∼= L( 12 ; 0⊗ L( 710 ; 0⊕ L( 12 ; 12 ⊗ L( 710 ; 32 ;
L
( 1
2 ;
1
2
⊗ L( 710 ; 0⊕ L( 12 ; 0⊗ L( 710 ; 32 ;
L
( 1
2 ; 0
⊗ L( 710 ; 35⊕ L( 12 ; 12 ⊗ L( 710 ; 110; or
L
( 1
2 ; 0
⊗ L( 710 ; 110⊕ L( 12 ; 12 ⊗ L( 710 ; 35;
the W -module structure of M is uniquely determined. On the other
hand, if M ∼= L( 12 ; 116⊗ L( 710 ; 716 or L( 12 ; 116⊗ L( 710 ; 380, then there are
two possible structures for M in each case (cf. [8, 16]). We shall denote
them by
W
( 1
16 ;
7
16
0; 1
; W
( 1
16 ;
7
16
1; 0 and W ( 116 ; 3800; 1; W ( 116 ; 3801; 0:
Now, by Theorem 4.4, the modules
W
(
0; 0
 ∼= L( 12 ; 0⊗ L( 710 ; 0⊕ L( 12 ; 12 ⊗ L( 710 ; 32 ;
W
( 1
2 ; 0
 ∼= L( 12 ; 12 ⊗ L( 710 ; 0⊕ L( 12 ; 0⊗ L( 710 ; 32 ;
W
( 1
16 ;
7
16
0; 1 ∼= L( 12 ; 116⊗ L( 710 ; 716;
and
W
( 1
16 ;
7
16
1; 0 ∼= L( 12 ; 116⊗ L( 710 ; 716
exist. In fact,
W 0; 0 ∼=M0; 0; W ( 12 ; 0 ∼=M1; 1;
W
( 1
16 ;
7
16
0; 1 ∼=M0; 1; and W ( 116 ; 7161; 0 ∼=M1; 0:
Now, by Lemma 4.1, we also have a subspace
X ∼= L( 12 ; 0⊗ L( 710 ; 35⊕ L( 12 ; 12 ⊗ L( 710 ; 110⊗ L( 45 ; 75 :
⊂ V 0; 0:
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Let v be a highest weight vector of L
( 4
5 ;
7
5

. Then we obtain a W -module
L
( 1
2 ; 0
⊗ L( 710 ; 35⊕ L( 12 ; 12 ⊗ L( 710 ; 110⊗ v
which is isomorphic to W
(
0; 35

. Similarly, we shall obtain W -modules
W
(
0; 110
 ∼= L( 12 ; 0⊗ L( 710 ; 110⊕ L( 12 ; 12 ⊗ L( 710 ; 35⊗ v
⊂ V 1; 1;
W
( 1
16 ;
3
80
0; 1 ∼= L( 12 ; 116⊗ L( 710 ; 380⊗ v
⊂ V 0; 1;
and
W
( 1
16 ;
3
80
1; 0 ∼= L( 12 ; 116⊗ L( 710 ; 380⊗ v
⊂ V 1; 0:
Therefore, there are exactly eight irreducible W -modules.
Next, we shall consider the fusion rule of W . The proof will be given in
Appendix A.
Theorem 5.3. The fusion rule of W is given in Table 1, where a = 0; 1,
b = 1; 0.
Table 1 should be interpreted as follows:
If
(
a3; b3

(or
(
a3; b3
(
a4; b4

) is an entry of the cell at the
(
a1; b1

-column
and
(
a2; b2

-row, then we have the fusion rule
W
(
a1; b1
×W (a2; b2 = W (a3; b3
or
W
(
a1; b1
×W (a2; b2 = W (a3; b3+W (a4; b4:
5.1. Induced Modules
Next, we shall define an induced module based on a code D. First, we
shall assign a number (in 2 × 2) to each irreducible module of W . The
assignment is
τ x W 0; 0;W (0; 35→ 0; 0
x W ( 12 ; 0;W (0; 110→ 1; 1
x W ( 116 ; 7160; 1;W ( 116 ; 3800; 1 → 0; 1
x W ( 116 ; 7161; 0;W ( 116 ; 3801; 0 → 1; 0:
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TA
B
L
E
1
0
;
0
( 0;3 5

( 1 2;0

( 0;1 1
0

( 1 16;
7 16
 a
( 1 16;
3 80
 a
( 1 16;
7 16
 b
( 1 16;
3 80
 b
( 0;3 5

0
;
0
( 0;3 5

( 0;1 1
0

( 1 2;0
( 0;
1 10

( 1 16;
3 80
 a
( 1 16;
7 16
 a( 1 16
;
3 80
 a
( 1 16;
3 80
 b
( 1 16;
7 16
 b( 1 16
;
3 80
 b
( 1 2;0

( 0;1 1
0

( 0;0

( 0;3 5

( 1 16;
7 16
 b
( 1 16;
3 80
 b
( 1 16;
7 16
 a
( 1 16;
3 80
 a
( 0;1 1
0

( 1 2;0
( 0;
1 10

( 0;3 5

0
;
0
( 0;3 5

( 1 16;
3 80
 b
( 1 16;
7 16
 b( 1 16
;
3 80
 b
( 1 16;
3 80
 a
( 1 16;
7 16
 a( 1 16
;
3 80
 a
( 1 16;
7 16
 a
( 1 16;
3 80
 a
( 1 16;
7 16
 b
( 1 16;
3 80
 b
0
;
0
( 0;3 5

( 1 2;0

( 0;1 1
0

( 1 16;
3 80
 a
( 1 16;
7 16
 a( 1 16
;
3 80
 a
( 1 16;
3 80
 b
( 1 16;
7 16
 b( 1 16
;
3 80
 b
( 0;3 5

0
;
0
( 0;3 5

( 0;1 1
0

( 1 2;0
( 0;
1 10

( 1 16;
7 16
 b
( 1 16;
3 80
 b
( 1 16;
7 16
 a
( 1 16;
3 80
 a
( 1 2;0

( 0;1 1
0

0
;
0
( 0;3 5

( 1 16;
3 80
 b
( 1 16;
7 16
 b( 1 16
;
3 80
 b
( 1 16;
3 80
 a
( 1 16;
7 16
 a( 1 16
;
3 80
 a
( 0;1 1
0

( 1 2;0
( 0;
1 10

( 0;3 5

0
;
0
( 0;3 5

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We shall note that W i; j can be realized as a submodule of V d if
τ
(
W i; j = d, where d ∈ 2 × 2. Similar to Lemma 4.2, for any
d ∈ 2 × 2 and irreducible W -module U , we can define an intertwining
operator
IM
d×U
Md;U ·; zx Md → Hom
(
U;Md ×Uz
v 7→ Y v; zU =
X
n∈1/2
vnUz−n−1
such that the powers of z in IM
d×U
Md;U ·; z are in  if d; τU = 0 and are
in 12 +  if d; τU 6= 0.
Let D be an even 2 ×2 code of length n. Then, the VOA MD contains
a subalgebra
4 ∼=
nO
i=1
Wi; Wi ∼= W:
For any irreducible 4-module U ,
U ∼=
nO
i=1
Ui;
where Ui are irreducible W -modules. We shall define the τ-word of U by
τ˜U = (τ(U1; : : : ; τ(Un:
Proposition 5.4. Let
(
M;Y

be an irreducible MD-module and let U be
an irreducible 4-submodule of M . Then τ˜U is orthogonal to D.
Proof. Let τ˜U = β = (b1; : : : ; bn. Then
U ∼=
nO
i=1
Ui with τ
(
Ui
 = bi:
For any α = (a1; : : : ; an ∈ D, the vertex operator Y u; zU; u ∈ Mα,
induces an intertwining operator of type
(
Mα×U
Mα U

. By Theorem 5.3,
dim I
(
Mα×U
Mα U
 = 1. Therefore, there exists a constant λ (which depends
on α and β) such that
Y
 nO
i=1
ui; z
 nO
i=1
vi

= λ
nO
i=1
I
(
ui; z

vi;
where ⊗ni=1ui ∈ ⊗ni=1Ma
i =Mα and ⊗ni=1vi ∈ ⊗ni=1Ui = U .
Note that the powers of z in IM
ai×Ui
Mai ;Ui
·; z are in 12 +  if ai · bi 6= 0 and
are in  if ai · bi = 0. Since Y ·; z is of integral powers in z, there exist
an even number of i’s such that ai · bi 6= 0. That means α is orthogonal to
β.
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Next, we shall define an induced module. Let U = ⊗ni=1Ui be an irre-
ducible 4-module. By Lemma 4.1, we can identify U as an 4-submodule
of Vβ, where β = τ˜U.
By Theorems 5.2 and 5.3, we can also identify Mα×U as an 4-submodule
of Vα+β, where Mα × U denotes the fusion product of Mα and U . Now
define
X = M
α∈D
(
Mα ×U
 ⊂ M
α∈D
Vα+β
and thus we have
X ⊂ M
α∈D
Vα+β = Vβ+D:
We shall define a vertex operator on X by the action of MD on Vβ+D.
Theorem 5.5. If τ˜U is orthogonal to D, then X is an MD-module. We
shall denote X by IndU .
Proof. Let τ˜U = β. Then
X ⊂ M
α∈D
Vα+β = Vβ+D:
If β is orthogonal to D, then
Lβ; 0D ∈ ;
where Lβ and 0D are defined as in Section 3.1. Hence, Vβ+D is a V0D -
module (cf. [1]). Moreover, by definition, X is closed under the action of
MD ⊂ V0D . Therefore, X is an MD-module.
Remark 5.6. Although our definition of IndU depends on the Fock
space V0D , one can show that the structure of IndU is in fact independent
of V0D ; i.e., all MD-modules X with the decomposition X =
L
α∈D
(
Mα×U

are isomorphic (cf. Lemma 4.3 of [16]).
Remark 5.7. Similar to the proof of Theorem 5.5, one can also prove
that IndU is a g-twisted module of MD for some automorphism g of order
2 if β is not orthogonal to D.
Theorem 5.8. Let M be an irreducible MD-module. Then
M ∼= IndU
for some irreducible 4-module U with τ˜U being orthogonal to D.
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Proof. Let
(
M;Y

be an irreducible MD-module and take an irreducible
4-submodule U from M . By Theorem 5.4, τ˜U is orthogonal to D. The
restriction of the vertex operator Y ·; z on Mδ,
Y u; zU; u ∈Mδ;
defines a nonzero intertwining operator of type
(
Mδ×U
Mδ U

. Let us denote
δ ·U = spanunv  u ∈Mδ; v ∈ U}:
By Theorem 5.3, Mδ ×U is an irreducible 4-module and
Mδ ×U ∼=Mδ′ ×U
if and only if Mδ ∼=Mδ′ , i.e., δ = δ′. Therefore,
δ ·U ∼=Mδ ×U
and (
δ ·U ∩ (δ′ ·U = 0 if δ 6= δ′:
Thus,
M ⊃ M
δ∈D
(
Mδ ×U
 = IndU:
Since M is irreducible, we have M ∼= IndU .
Remark 5.9. By a theorem in [16], one can show that MD is in fact
rational; i.e., all MD-modules are completely reducible.
APPENDIX A
In this appendix, we shall compute the fusion rules listed in Theorem 5.3.
The main idea of the proof comes from Miyamoto [21].
The following theorem is fundamental and the proof can be found in [4].
Theorem A.1 (Dong and Lepowsky). Let W 1;W 2, and W 3 be V -
modules and let I be an intertwining operator of type
(
W 3
W 1 W 2

. Assume that
W 1 and W 2 have no proper submodules containing v1 and v2, respectively.
Then
I
(
v1; z

v2 = 0 implies I·; z = 0:
Now consider Wh = W h0; 1 ⊕ W h1; 0 for h =  116 ; 716 or  116 ; 380.
Wh has no proper submodule containing Uh = v;φv ∈ W h0; 1 ⊕
W h1; 0, where φx W h0; 1 → W h1; 0 is an L( 12 ; 0 ⊗ L 710 ; 0-
isomorphism. Thus, we can prove the following lemma:
286 lam and yamada
Lemma A.2. The maps
φ1x IW

W 3
W i W j

→ IL1/2; 0⊗L7/10; 0

W 3
Li Lj

;
φ2x IW

W 3
Wh Wh′

→ IL1/2; 0⊗L7/10; 0

W 3
Lh Lk

;
φ3x IW

W 3
Wh W j

→ IL1/2; 0⊗L7/10; 0

W 3
Lh Lj

induced by restrictions are injective, where i; j = 0; 0;  12 ; 0; 0; 110, or
0; 35, h; h′ ∈  116 ; 716;  116 ; 380, and Li denotes the module L 12 ; i1 ⊗
L 710 ; i2 for i = i1; i2.
Now, by the fusion rule of L 12 ; 0 ⊗ L 710 ; 0, we shall obtain
Lemma A.3.
N
W k
W iW j ≤ N
Lk⊕Lk′
LiLj ≤ 1; (A.1)
N
W kδ
W iW j ≤ N
Lk
LiLj = 0; (A.2)
N
W k
Wh Wh′ ≤ N
Lk⊕Lk′
LhLh′ ≤ 2; (A.3)
N
W kδ
Wh Wh′ ≤ N
Lk
LhLh′ = 0; (A.4)
where δ = 0; 1 or 1; 0.
The following result is also very useful in determining the fusion rule.
Theorem A.4 (Cf. [10, 17]). Let Mi i = 1; 2; 3 be V -modules. Then
NM
3
M1 M2 = NM
3
M2 M1
and
NM
3
M1 M2 = N
M2′
M1 M3′ ;
where M ′ denotes the contragradient (dual) module of M .
Next, we shall explain how to obtain the table in Theorem 5.3. For con-
venience, we shall denote a = 0; 1 and b = 1; 0.
Clearly, intertwining operators of type
(
U
W 0;0 U

exist for any irre-
ducible W 0; 0-module U .
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By Theorem 4.1 and the fusion rule of L
( 1
2 ; 0
⊗L( 710 ; 0, one can show
that there exist nonzero intertwining operators of the type W 0; 0
W
( 1
2 ; 0

W
( 1
2 ; 0
;  W (0; 35
W
( 1
2 ; 0

W
(
0; 110
 and

W
(
0; 110

W 0; 0 W (0; 35

:
Thus, by (A.1), we have
N
W 0; 0
W
(
1/2; 0

W
(
1/2;0
 = NW (0; 3/5
W
(
1/2; 0

W
(
0; 1/10
 = NW (0; 1/10
W
(
1/2; 0

W
(
0; 3/5
 = 1:
Similarly, by Theorem 4.1, we shall obtain nonzero intertwining operators
of type  W 0; 0
W
( 1
16 ;
7
16
a
W
( 1
16 ;
7
16
a;  W
(
0; 12

W
( 1
16 ;
7
16
a
W
( 1
16 ;
7
16
b;
 W 0; 0
W
( 1
16 ;
7
16
b
W
( 1
16 ;
7
16
b
and 
W
(
0; 35

W
( 1
16 ;
7
16
a
W
( 1
16 ;
3
80
a;  W
(
0; 110

W
( 1
16 ;
7
16
a
W
( 1
16 ;
3
80
b;
 W (0; 35
W
( 1
16 ;
7
16
b
W
( 1
16 ;
3
80
b:
Therefore, by (A.3), we have
N
W 0; 0
W 1/16; 7/16a W 1/16;7/16a = N
W 0; 1/2
W 1/16; 7/16a W 1/16; 7/16b
= NW 0; 0W 1/16; 7/16b W 1/16; 7/16b = 1
and
N
W 0; 3/5
W 1/16; 7/16a W 1/16; 3/80a = N
W 0; 1/10
W 1/16; 7/16a W 1/16; 3/80b
= NW 0; 3/5W 1/16; 7/16b W 1/16; 3/80b = 1:
Now let v be a highest vector of the module L
( 1
2 ; 0
 ⊗ L( 710 ; 35 ⊗
L
( 4
5 ;
7
5
 ⊂ V 0; 0. Then, by direct calculations,
v1v = k1ω2 + k2ω3 + k3v ∈ V 0; 0;
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TA
B
L
E
A
.1
0
;
0
( 0;3 5

( 1 2;0

( 0;1 1
0

( 1 16;
7 16
 a
( 1 16;
3 80
 a
( 1 16;
7 16
 b
( 1 16;
3 80
 b
( 0;3 5

0
;
0
( 0;3 5

( 0;1 1
0

( 1 2;0
( 0;
1 10

( 1 16;
3 80
 a
( 1 16;
7 16
 a( 1 16
;
3 80
 a
( 1 16;
3 80
 b
( 1 16;
7 16
 b( 1 16
;
3 80
 b
( 1 2;0

( 0;1 1
0

( 0;0

( 0;3 5

( 1 16;
7 16
 b
( 1 16;
3 80
 b
( 1 16;
7 16
 a
( 1 16;
3 80
 a
( 0;1 1
0

( 1 2;0
( 0;
1 10

( 0;3 5

0
;
0
( 0;3 5

( 1 16;
3 80
 b
( 1 16;
7 16
 b( 1 16
;
3 80
 b
( 1 16;
3 80
 a
( 1 16;
7 16
 a( 1 16
;
3 80
 a
( 1 16;
7 16
 a
( 1 16;
3 80
 a
( 1 16;
7 16
 b
( 1 16;
3 80
 b
0
;
0
( 0;3 5

( 1 2;0

( 0;1 1
0

( 1 16;
3 80
 a
( 1 16;
7 16
 a( 1 16
;
3 80
 a
( 1 16;
3 80
 b
( 1 16;
7 16
 b( 1 16
;
3 80
 b
( 0;3 5

0
;
0
( 0;3 5

( 0;1 1
0

( 1 2;0
( 0;
1 10

( 1 16;
7 16
 b
( 1 16;
3 80
 b
( 1 16;
7 16
 a
( 1 16;
3 80
 a
( 1 2;0

( 0;1 1
0

0
;
0
( 0;3 5

( 1 16;
3 80
 b
( 1 16;
7 16
 b( 1 16
;
3 80
 b
( 1 16;
3 80
 a
( 1 16;
7 16
 a( 1 16
;
3 80
 a
( 0;1 1
0

( 1 2;0
( 0;
1 10

( 0;3 5

0
;
0
( 0;3 5

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where k1; k2; k3 are nonzero constants, and ω2 and ω3 are defined as in
Section 4. Therefore, we have
N
W 0; 3/5
W 0; 3/5 W 0; 3/5 6= 0 and N
W 0; 0
W 0; 3/5 W 0; 3/5 6= 0:
Hence, by Lemma A.3 and the fusion rule of L
( 1
2 ; 0
⊗ L( 710 ; 0,
W
(
0; 35
×W (0; 35 = W 0; 0 +W (0; 35:
Since the tensor products of W 0; 0-modules are associative (cf.
Huang [12]),
W
(
0; 110
×W (0; 35 = (W ( 12 ; 0×W (0; 35×W (0; 35
= W ( 12 ; 0× (W (0; 35×W (0; 35
= W ( 12 ; 0× (W 0; 0 +W (0; 35
= W ( 12 ; 0+W (0; 110:
Similarly, we can obtain the fusion products of the other modules. Hence,
we have Table A.1.
APPENDIX B: LIST OF NOTATIONS
Lc; 0 the simple Virasoro VOA of central charge c
Lc; h the irreducible highest weight module of Lc; 0 of
highest weight h
Lm;m ∈  the Virasoro operators of a vertex operator algebra
R R = 2 × 2 is the Klein’s four group
D
a code over 2 × 2, i.e., a subgroup of Rn = R ×
· · · × R
supportα the support of α, i.e., supportα = i a
i 6= 0 where
a1; : : : ; an ∈ Rn
α the weight of α which is equal to the cardinality of
supportα
a · b a scalar product defined on R = 2 × 2 such that
a · b =

1 if a 6= b and a; b 6= 0
0 otherwise, a; b ∈ R
α;β a bilinear form on R
n defined by α;β =Pni=1 ai · bi
where α = a1; : : : ; an; β = b1; : : : ; bn ∈ Rn
A2 the root lattice of type A2
0D
a lattice constructed from a code D over 2 × 2
(see Section 3.1)
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VL
the Fock space constructed from the lattice L (see
Section 3.2)
Ma; a ∈ 2 × 2
modules of the VOA L 12 ; 12  ⊗  710 ; 0 where
M0; 0 ∼= L 12 ; 12  ⊗ L 710 ; 0 ⊕ L 12 ; 0⊗
L 710 ; 32 
M1; 1 ∼= L 12 ; 12  ⊗ L 710 ; 0 ⊕ L 12 ; 0⊗
L 710 ; 32 
M1;0 ∼= L 12 ; 116 ⊗ L 710 ; 716
M0; 1 ∼= L 12 ; 116 ⊗ L 710 ; 716
Mδ Mδ = ⊗ Mδi where δ = δ1; : : : ; δn ∈ Rn
MD = ⊗δ∈DMδ a VOA constructed from a 2 × 2 code D (seeSection 4)
Ia+ba; b , a; b ∈ 2 × 2 an intertwining operator of type
(
Ma+b
Ma Mb

IM
a×U
Ma;U an intertwining operator of type
(
Ma×U
Ma U

M ×U the fusion product of M and U
τ˜U the τ-word of the module U (see Section 5.1)
Ind U the induced module of U (see Section 5.1)
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