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We investigate entanglement naturally present in the 1D topologically ordered phase protected
with the on-site symmetry group of an octahedron as a potential resource for teleportation-based
quantum computation. We show that, as long as certain characteristic lengths are finite, all its
ground states have the capability to implement any unit-fidelity one-qubit gate operation asymp-
totically as a key computational building block. This feature is intrinsic to the entire phase, in
that perfect gate fidelity coincides with perfect string order parameters under a state-insensitive
renormalization procedure. Our approach may pave the way toward a novel program to classify
quantum many-body systems based on their operational use for quantum information processing.
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Introduction.—Entanglement is ubiquitous in quan-
tum many-body systems, and its complexity has drawn
attention from interdisciplinary research fields, such as
condensed-matter physics [1–4], quantum information
processing (QIP) [5–7], and quantum simulation of quan-
tum many-body systems [8–12]. A primary example
is exotic ground states of topologically ordered phases
[13–15], which arise from underlying nonlocal entangle-
ment. It is widely known that braiding their excitations,
known as anyons, could be used for topological quantum
computation [16], and their intrinsic insensitivity against
local noise could be used for quantum error correction
[16, 17]. Many-body entanglement can be harnessed in
a more direct way, and certain many-body states like
2D cluster states [18] and certain tensor network states
[19–25] are quantum resources for measurement-based
(or teleportation-based) quantum computation, in that
universal quantum computation can be implemented on
these states using only single-spin measurements.
Having in hand a long list of many-body entanglement
useful for QIP, however, one may wonder “Is such compu-
tational usefulness robust in the same way that collective
phenomena of quantum many-body systems do not de-
pend on their microscopic details?” Phrased differently,
“Can we define quantum phases useful for certain QIP
tasks in the same way we define phase diagrams in con-
densed matter physics, which are typically characterized
by order parameters?” There have been several attempts
[26–34] to answer this affirmatively, but they unfortu-
nately, with a few exceptions [30], were largely based on
a limited class of states, using rather artificial Hamilto-
nians from a condensed matter physics perspective.
Here we tackle this challenge using the 1D counter-
part of topologically ordered phases as a key building
block for measurement-based quantum computation, tak-
ing advantage of recent characterizations of symmetry
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protected topologically ordered (SPTO) phases [35–38].
By inventing a physically-feasible renormalization pro-
cedure which extracts the robust, macroscopic features
common among ground states within a phase, we prove
that all the ground states in the 1D SPTO phase corre-
sponding to octahedral on-site symmetry can be used to
implement any one-qubit operations perfectly, as long as
certain conditions on characteristic length scales are met.
The leverage of a discrete symmetry is somehow reminis-
cent of magic states and their distillation [39] in the con-
text of fault-tolerant, universal quantum computation.
Furthermore, we show that the gate fidelity, which is a
typical measure of resource quality in QIP, can be in-
terpreted as an “operationally-motivated” order param-
eter of the phase, because it detects critical points of the
phase in the same way as the conventional string order
parameter widely used in condensed matter physics. As
a whole, our results constitute the first solid evidence for
quantum computationally useful phases of matter.
Matrix product states and 1D symmetry-protected topo-
logical orders.—The matrix product state (MPS) formal-
ism [7, 40, 41] is an efficient means of describing the cor-
relations in one-dimensional spin chains. A MPS descrip-
tion is given by associating a matrix, Ai, to every vector
|i〉 of a single-spin basis {|i〉}di=1. The amplitude associ-
ated with a basis vector |i1i2 . . . in〉 is then given by
〈i1i2 . . . in|ψ〉 = tr (Ai1Ai2 · · ·Ain) . (1)
The correlation length of our MPS is denoted by ξ, and
our MPS is short-range correlated if ξ is finite.
In the presence of an on-site symmetry group G, G-
invariant MPS’s form distinct symmetry protected topo-
logical ordered (SPTO) phases, a classification of which
was given in Refs. [36, 37]. Any transition between SPTO
phases must be accompanied by either the introduction of
long-range correlations or the breaking of on-site symme-
try. This makes SPTO phase a robust property of many-
body systems in the presence of symmetry. The group of
pi rotations around the x, y, and z axes, D2 ' Z2 × Z2,
defines two quantum phases, the trivial phase and the
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2D2 SPTO phase. The archetypical member of the D2
SPTO phase is the Affleck-Kennedy-Lieb-Tasaki (AKLT)
state [42], whose MPS matrices are Aµ = σµ. µ labels
the vectors in the spin-1 Pauli basis {|µ〉}3µ=1, defined by
S
(1)
µ |µ〉 = 0, with S(1)µ the spin-1 angular momentum op-
erators. The σµ are the standard spin-
1
2 Pauli operators.
Measurement-based quantum computation (MQC) [5,
6] is a convenient setting for quantum computation where
the quantum nature of computation comes from the en-
tanglement of an initial resource state. Through a se-
quence of single-spin measurements, an MQC protocol
harnesses this entanglement to implement a quantum al-
gorithm. In this paper, we focus on one-dimensional
resource states, which are an essential building block
for constructing universal resource states for quantum
computation. As an illustration, we examine an MQC
protocol utilizing the AKLT state [43]. If we mea-
sure a spin in our AKLT chain and obtain an outcome
|ψk〉 =
∑3
µ=1 ψk,µ |µ〉, then this results in an operator
A[ψk] =
3∑
µ=1
ψ∗k,µAµ =
3∑
µ=1
ψ∗k,µσµ. (2)
If we wish to implement a rotation by Θ around the
z axis, UΘ = exp(−iΘ2 σz), a measurement outcome of
|ψz,Θ〉 = cos
(
Θ
2
) |x〉 − sin(Θ2 ) |y〉 will suffice, since
A[ψz,Θ] = σx
[
cos
(
Θ
2
)
I − i sin
(
Θ
2
)
σz
]
(3)
is indeed what we wanted, up to the σx term. This ad-
ditional term is referred to as a byproduct operator, and
can be dealt with as long as we maintain a record of the
operator (See [6] for details).
Motivations of our work.—The above protocol char-
acterizes one point within the D2 SPTO phase, namely
the AKLT state, as a resource state capable of gener-
ating arbitrary one-qubit operations. As stated in the
Introduction, to explore whether such a resource charac-
terization can be extended to the rest of the D2 SPTO
phase, we wish to invent a state-insensitive MQC proto-
col, in that an identical computation should be generated
despite microscopic differences of ground states. An ini-
tiative along this direction was taken in [30], where all
ground states of the 1D SO3-invariant Haldane phase
(or the so-called bilinear-biquadratic Hamiltonians) were
studied using DMRG calculations. The perfect resource
quality of these states for arbitrary single-qubit opera-
tions was demonstrated heuristically using a renormal-
ization argument mapping any ground state towards the
AKLT state. Later, Else et. al. [44] developed an al-
gebraic characterization of the D2 SPTO phase, which
includes the SO3-invariant Haldane phase, showing that
any state within this phase can be used to implement a
state-insensitive qubit teleportation operation. They ob-
tain this result by showing that [45] for any spin-1 MPS
within the D2 SPTO phase, the component matrices as-
sociated with that state’s MPS have the form
Aµ = σµ ⊗ aµ. (4)
The Hilbert spaces on the left and right side of the tensor
product in Eq. (4) are called the protected space and the
junk space, respectively. While the details of the junk
operators, aµ, vary from state to state, the structure of
the protected space is common everywhere throughout
the D2 SPTO phase. Thus, if we measure our resource
state in the Pauli basis, we will always end up teleport-
ing the state of the protected space. In retrospect, this
feature was first observed for certain ground states of
the D2 SPTO phase, like in the spin-1 XXZ Heisenberg
model, as its so-called localizable entanglement diverges,
and can thus be used to implement the identity channel
[46, 47].
However, a simple argument given by Else et. al. [44]
suggests that the resource characterization of the D2
SPTO phase is limited to the identity channel (namely
teleportation). If we perform some non-Pauli measure-
ment, such as that in Eq. (3), we end up applying the
operation
A[ψz,pi2 ] = cos
(
Θ
2
)
I ⊗ ax − i sin
(
Θ
2
)
σz ⊗ ay
6=
[
cos
(
Θ
2
)
I − i sin
(
Θ
2
)
σz
]
⊗ ax. (5)
Because ax 6= ay for arbitrary states, this operation gen-
erally won’t have a well-defined effect on the protected
space, and thus doesn’t implement a state-insensitive uni-
tary rotation within the D2 SPTO phase.
Main Results.—Now we focus on MPS’s invariant un-
der on-site octahedral symmetry. This group can be gen-
erated by pi2 rotations around the x and z axes of the
octahedron, and is actually isomorphic to the symmet-
ric group of degree 4, S4. Since the pi rotations in S4
generate the group D2, any state with S4 symmetry also
has D2 symmetry. It can be shown that the classifica-
tion of SPTO phases for on-site S4 symmetry is identical
to the case of D2, and consequently, any MPS in the S4
SPTO phase is automatically in the D2 SPTO phase.
This makes Eq. (4) applicable also to states in the S4
SPTO phase, but the larger symmetry of S4 imposes finer
constraints on MPS’s in the S4 SPTO phase. We empha-
size that this abstract characterization of SPTO phases
is useful for making general statements, like the following
two theorems, without specifying a system Hamiltonian
or other microscopic details (although one could define a
formal, local Hamiltonian for every MPS).
We study this S4 SPTO phase by means of an op-
erational “renormalization” protocol called z-buffering,
which extracts macroscopic features common among
ground states within the phase. This protocol, shown
in Figure 1, consists of sequential single-spin measure-
ments, with postselection for a desired measurement out-
come which depends on the type of rotation we wish to
implement. We first select a site, the computational site,
3FIG. 1. Schematic of renormalization procedure to manifest
the quality of resource states. (a) To perform z-buffering,
we choose a computational site, and measure m surrounding
sites in the Pauli basis. Here m = 2. (b) If our measurement
fails to produce the all-|z〉 outcome, the computational site
is measured in the Pauli basis, and we try again on another
region. Since all of our measurement outcomes simply induce
Pauli operations, the state of the protected space is (up to
byproducts) unchanged. (c) If our measurement succeeds,
the resource quality of our computational site is improved, at
least when ζz is finite (Theorem 1).
which will eventually be used to generate the desired uni-
tary rotation. Pauli measurements are then performed on
the m sites on each side of this site. If we want to imple-
ment a z-axis rotation using the computational site, we
postselect for the all-|z〉 outcome on these 2m buffering
sites, a process called z-buffering. Similarly for x-axis ro-
tations, x-buffering is utilized by postselecting the all-|x〉
outcome. The ability to perform z and x-axis rotations is
all we need, since any single-qubit unitary gate can then
be constructed using Euler angles.
If our desired outcome isn’t obtained, we just mea-
sure the computational site in the Pauli basis and repeat
this process on the next part of our spin chain, the state
of our protected space simply being teleported by this
undesired measurement outcome. Note that the proba-
bility of postselection is accounted for as overhead in the
chain length, but this does not qualitatively change the
resource quality (and its complexity), as long as it is fi-
nite. On the other hand, if our postselection succeeds,
then the remaining computational state is renormalized
by an amount depending on the ratio of m to a charac-
teristic length scale, called the z-correlation length ζz,
which governs this RG flow for each state. When ζz
is finite, this RG flow generally terminates on a fixed
point, which can be used to implement non-Pauli opera-
tions. The exception to this rule is for certain patholog-
ical states, where the act of z-buffering causes the state
to become long-range correlated, in that the renormal-
ized correlation length ξ˜ becomes infinite. This resource
characterization is summarized in the following Theorem:
Theorem 1. Consider any ground state of the 1D S4
symmetry-protected topological ordered phase, which is
characterized by a certain z-correlation length ζz and a
renormalized correlation length ξ˜. As long as ζz and ξ˜
are both finite, the intrinsic entanglement of this state
enables us to efficiently implement all one-qubit unitary
operations under the setting of measurement-based quan-
tum computation with arbitrarily high gate fidelity.
The fact that our protocol enables the behavior de-
scribed in Theorem 1 is proven in Appendix A. The main
idea behind our proof [48] is that our MPS resource state,
by virtue of being in theD2 SPTO phase, will have SPTO
degeneracy in the protected space, but generally not in
the junk space. When we postselect for a repeated |z〉
outcome, we maintain this protected space degeneracy,
but preferentially amplify a one-dimensional subspace of
the junk space. After enough buffering, the junk space is
sufficiently restricted to this one-dimensional subspace,
corresponding to the largest eigenvalue λ1 of az, so that
our renormalized system can be treated effectively like
the AKLT state. The length scale over which this hap-
pens, ζz, is set by the ratio of the largest to the second
largest eigenvalue. The expected measurement overhead
per gate required to achieve a gate fidelity 1−  is
〈N〉 = O
(
ζz
(
1

)4ζz log| 1λ1 |
log
(
1

))
. (6)
When the two largest eigenvalues of az become degen-
erate, corresponding to a divergence in ζz, z-buffering
cannot completely restrict the junk space, and our RG
flow stalls before reaching an AKLT-like state.
Theorem 1 says that the ground states of the S4 SPTO
phase generally share a common computational capabil-
ity to implement perfect one-qubit gate operations. Since
such capability is conveniently characterized in QIP by
a measure called the gate fidelity, one could ask con-
versely “Could the gate fidelity be utilized as an alterna-
tive, operationally-motivated order parameter for quan-
tum phases of matter?” Our second theorem below,
proven in Appendix B, states a surprising correspondence
between the gate fidelity and (a type of) so-called string
order parameter [49], within the S4 SPTO phase.
Theorem 2. For any ground state in the 1D S4
symmetry-protected topologically ordered phase with fi-
nite ξ˜, the gate fidelity of all one-qubit operations in
measurement-based quantum computation is perfect if
and only if the order parameters O˜(x)D4 and O˜
(z)
D4
take max-
imal values of 12 when these quantities are evaluated upon
completion of renormalization.
Note that our order parameters O˜(x)D4 and O˜
(z)
D4
are spe-
cializations of the string order parameters R∞(u) from
[50] to the case of pi2 rotations about the x and z axes,
urx and urz . In [50], these string order parameters are
argued to be capable of detecting the presence of quan-
tum phase transitions between different SPTO phases.
Our order parameters are given by:
O˜(µ)D4 = limn→∞
〈
ψµ
∣∣ (urµ)⊗n ∣∣ψµ〉 . (7)
4FIG. 2. (a & b) The gate fidelity for a protected space pi
2
rotation about the z axis, with resource states parameterized by ϕ,
θ = pi
2
in (a), and by θ, ϕ = pi
4
in (b). The renormalized gate fidelity tends toward unity everywhere except at the regions of
divergent ζz, in agreement with Theorem 1. (c & d) The renormalized order parameter O˜(z)D4 for the same set of parameters
as in (a) and (b), respectively. The RG limit of O˜(z)D4 is 12 everywhere that the RG limit of the gate fidelity is 1, in agreement
with Theorem 2. (e & f) The z-correlation length and the renormalized correlation length, ζz and ξ˜, shown for the same set
of parameters as in (a) and (b), respectively. While both diverge at the poles of our parameter space, where our toy model is
long-range correlated, the divergence of ζz at ϕ =
pi
2
is more surprising, and leads to a transition in the resource quality of our
state there, as seen in (a).
The state |ψµ〉 is the state of our many-body MPS af-
ter it has been mapped to the RG fixed point under µ-
buffering, where µ is either x or z. While our bare spin
chain possesses full S4 symmetry, the process of renor-
malization breaks symmetry by picking out a preferred
direction (the x or z axis). Consequently, the symmetry
group of |ψµ〉 is reduced to D(µ)4 , which consists of the 8
rotations within S4 that preserve this preferred axis.
Illustration of Our Results.—To demonstrate Theo-
rems 1 and 2, we study the behavior of MPS’s in the
S4 SPTO phase with a two-dimensional junk space. We
have developed a general formalism based on represen-
tation theory [51], and can show that spin-1 MPS’s of
this form make up a two-parameter family that is iso-
morphic to a sphere. Choosing variables θ and ϕ, with
0 ≤ θ < pi and 0 ≤ ϕ < 2pi, gives a unique param-
eterization of this family of MPS’s. Because S4 sym-
metry includes D2 symmetry, these MPS’s have well-
defined protected and junk spaces, with component ma-
trices Aµ(θ, ϕ) = σµ ⊗ aµ(θ, ϕ), and
aµ(θ, ϕ) =
1√
3
{
cos
(
θ
2
)
I + eiϕ sin
(
θ
2
)
(~nµ ·~σ)
}
. (8)
The Pauli-type operators ~nµ ·~σ form a triad defined by
− 1
2
σx +
√
3
2
σy , −1
2
σx −
√
3
2
σy , σx , (9)
for µ = x, y, z respectively. A numerical calculation of
the gate fidelity, order parameter, and relevant length
scales of states throughout the parameter space is shown
in Figure 2. We can see that the RG flow induced by
z-buffering improves the gate fidelity of a pi2 rotation, an
illustration by the “most non-Pauli” z-axis rotation, al-
most everywhere in our toy model. The points at which
the gate fidelity is not improved are precisely those with
divergent ζz, in agreement with Theorem 1. Further-
more, we see remarkable similarity between the plots
showing gate fidelity and those showing O˜(z)D4 in Fig-
ure 2, both of which improve as the degree of z-buffering
is increased. After sufficient renormalization (i.e., at
m = ∞), the gate fidelity achieves its maximum value
precisely when O˜(z)D4 = O˜
(x)
D4
= 12 , as stated in Theorem 2.
There are a few singular states in our parameter space
with regard to their behavior under renormalization. As
shown in Figure 2, the region with ϕ = ±pi and any θ,
as well as the poles at θ = 0, pi, have divergent ζz. This
can be understood by noticing that az is unitary at these
points, so that z-buffering just acts as a change of basis
on the junk space. Interestingly, the original correlation
length ξ, does not diverge at ϕ = ±pi, so that this is a
new kind of singular state only detected by our opera-
tionally motivated classification of quantum many-body
states. In contrast, states at the poles (θ = 0, pi) are not
within the S4 SPTO phase, because the original MPS’s
are long-range correlated, having a divergent ξ. There is
another singular state at (θ, ϕ) = (2 arctan(2), 0), whose
pathological behavior is discussed in Appendix C.
Conclusion.— We proved two theorems to demonstrate
the intrinsic, quantum computational usefulness of the
1D S4 SPTO phase as a “universal” quantum channel.
We think that our physically feasible renormalization
procedure, called z-buffering, is interesting on its own,
because our state-insensitive protocol indicates that it
is possible to harness such intrinsic capability of the
phase without knowledge of microscopic details, at least
5as long as the states are guaranteed to be in the phase.
As an outlook, since it is plausible that resource states
for universal computation should generally possess such
universal-channel capability in two or higher dimensions,
our work is expected to serve as a stepping stone in the
search for universal resource states in naturally-occurring
quantum many-body systems.
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6In these Appendices, we give proofs to the two The-
orems stated in the main text. For completeness, we
restate them here.
Theorem 1. Consider any ground state of the 1D S4
symmetry-protected topological ordered phase, which is
characterized by a certain z-correlation length ζz and a
renormalized correlation length ξ˜. As long as ζz and ξ˜
are both finite, the intrinsic entanglement of this state
enables us to efficiently implement all one-qubit unitary
operations under the setting of measurement-based quan-
tum computation with arbitrarily high gate fidelity.
Theorem 2. For any ground state in the 1D S4
symmetry-protected topologically ordered phase with fi-
nite ξ˜, the gate fidelity of all one-qubit operations in
measurement-based quantum computation is perfect if
and only if the order parameters O˜(x)D4 and O˜
(z)
D4
take max-
imal values of 12 when these quantities are evaluated upon
completion of renormalization.
Before giving the proofs of these two Theorems, we
introduce some facts and terminology useful for studying
matrix product states.
While our original definition of MPS’s consisted of a
single-spin basis {|i〉}di=1 and a collection of matrices, Ai,
one for each |i〉, we can treat these objects in a unified
manner by defining a three-index MPS tensor, A, as
A =
d∑
i=1
Ai |i〉 . (10)
The relevant Hilbert spaces here are the single-site space,
referred to as the physical space, and the abstract Hilbert
space which the Ai act on, referred to as the virtual space.
We refer to the operators Ai as the component operators
of A.
Given a single-spin representation uG of a symmetry
group G, the necessary and sufficient condition for a MPS
to be invariant under this symmetry group is if our MPS
tensor satisfies [50, 52]
d∑
j=1
(uG)i,j Aj = UGAiU
†
G. (11)
UG is generally allowed to be a projective representation,
with UgUh = e
iθghUgh, and the collection of e
iθgh is actu-
ally what determines a MPS’s SPTO phase [36].
Finally, any MPS tensor can be put in a special canoni-
cal form [41], in which its component matrices satisfy the
following relations:
EI(I) :=
d∑
i=1
AiIA
†
i = I, (12)
E†I (Λ) :=
d∑
i=1
A†iΛAi = Λ, (13)
where I is the identity operator, and Λ is a strictly posi-
tive operator satisfying tr(Λ) = 1. Viewing Eqs. (12) and
(13) as setting the largest eigenvalue of EI , the correlation
length, ξ, of our state is determined by the magnitude of
the second largest eigenvalue. If I and Λ are the only op-
erators with eigenvalues of unit modulus, our MPS tensor
is short-range correlated.
Appendix A: Proof of Theorem 1
In this section, we give a proof of Theorem 1. For
clarity, we first give a mathematical translation of each
of the relevant terms in Theorem 1, for the case of z
rotations.
Finite ζz: ζz is set by the eigenvalues of az. When az
is a normal operator ([az, a
†
z] = 0), ζz is defined in
terms of the ratio of the largest and second largest
eigenvalues of az, λ1 and λ2 respectively, as ζz =(
− log
∣∣∣λ2λ1 ∣∣∣)−1. In the case of non-normal az, the
definition is the same, but λ1 and λ2 are required
to be eigenvalues associated with distinct Jordan
blocks, when az is written in its Jordan normal
form. The condition of finite ζz requires |λ1| 6= |λ2|.
Finite ξ˜: ξ˜ is defined in terms of the ratio of the largest
and second largest eigenvalues of E˜I , where E˜I is the
quantum channel in Eq. (12), but with the matrices
Ai replaced by their renormalized counterparts A˜i.
We specify the action of the RG flow on the com-
ponent matrices in Eq. (A1), and show how this
condition is needed near the end of our proof.
Gate Fidelity: We quantify the fidelity of
a single-qubit unitary operation by
F = trP {trJ [D(ρ)] U (P )Θ ρ(P )U (P )†Θ }, where
ρ = ρ(P ) ⊗ ρ(J), and where D is the actual
virtual space operation generated by measurement
following renormalization. The choice of ρ(P ) and
ρ(J) isn’t particularly important for our proof, but
we will discuss their selection for Figures 2 and 3
at the end of Appendix A.
Our proof involves modeling the MPS component opera-
tors under renormalization and showing that, given finite
ζz and ξ˜, the junk space components of the renormalized
counterparts of Ax and Ay tend towards a common oper-
ator. In this case, we can perform a z-axis rotation using
the same single-site measurement as for the AKLT state,
and the gate fidelity of the resultant protected-space op-
eration relative to the desired rotation will converge ex-
ponentially fast to unity.
In z-buffering, we postselect for obtaining the all-|z〉
outcome for m sites on both sides of our computational
site. The effect of this is to modify the MPS component
operators of the computational site as follows:
Aµ 7→ A˜(m)µ = (Amz )Aµ(Amz ) = σµ ⊗ a˜µ (A1)
7Since Az = σz⊗az always has a trivial effect on the pro-
tected space, the interesting part of our proof involves
looking at the iterated term amz . If az is a normal oper-
ator, then it can be diagonalized by expressing it in its
eigenbasis. If az is non-normal, then we can block diag-
onalize it by writing it in its Jordan canonical form. In
this latter case,
az =
p⊕
k=1
a(k)z , (A2)
where a
(k)
z = λkIDk + QDk . Here, the index k param-
eterizes the p different Jordan blocks in the decomposi-
tion, each of which has dimension Dk. IDk is the pro-
jector onto the k’th Jordan block and QDk is the oper-
ator whose matrix form has 1’s immediately above the
diagonal and 0’s everywhere else. We assume that we
have ordered the Jordan blocks by eigenvalue size, such
that |λ1| ≥ |λ2| ≥ . . . ≥ |λp|. The form of Eq. (A2)
includes the normal az case as well (every Jordan block
one-dimensional), so we only need to prove the efficacy
of z-buffering for non-normal az.
Given this form, amz is
amz = (λ1)
m
p⊕
k=1
(
λk
λ1
)m
Pmk , (A3)
where Pk = IDk + λ
−1
k QDk . If ζz is finite, then λ1 is
the unique largest eigenvalue, meaning that the weight
attached to each Pmk with k > 1 decays exponentially
with m relative to that of Pm1 .
We now look at the element of S4 corresponding to a
z-axis rotation by pi2 , whose physical space representation
is denoted urz . We know that urz |z〉 = |z〉, which in turn
implies via Eq. (11) that [Urz , Az] = 0 on the virtual
space. Representation theory (cf. [51]) can be used to
show that the virtual symmetry operator Urz decomposes
along the protected-junk division as Urz = U
(P )
rz ⊗ U (J)rz ,
with U
(P )
rz = e
−ipi4 σz and U (J)rz satisfying (U
(J)
rz )
2 = I.
This tells us that U
(J)
rz has eigenvalues of ±1, and the fact
that Urz and Az commute tells us that each Jordan block
of Eq. (A2) can be labeled with one of these eigenvalues,
denoted χk. Symbolically,
U (J)rz a
(k)
z = χka
(k)
z . (A4)
When restricted to the junk space, the condition Eq. (11)
becomes U
(J)
rz axU
(J)†
rz = ay, which also holds for the
renormalized junk space components. If we define a˜± =
1
2 (a˜x ± a˜y), this information, along with Eq. (A3), gives
us
a˜± =
1
2
(a˜x ± a˜y) = 1
2
(a˜x ± U (J)rz a˜xU (J†)rz )
= λ2m1
∑
j,k
χj=±χk
(
λjλk
λ21
)m
Pmj axP
m
k , (A5)
where the condition χj = ±χk limits the range of
summed indices in each case. In the large m limit, the
term associated with λ21 dominates the sum in Eq. (A5).
Since this term is contained within a˜+, and not a˜−, we
see that a˜x and a˜y both converge to a common operator
a˜+ exponentially fast.
At any stage of renormalization, if we apply a projec-
tive measurement with measurement outcome |ψz,Θ〉 =
cos
(
Θ
2
) |x〉 − sin(Θ2 ) |y〉, the virtual operation imple-
mented is
A[ψz,Θ] = σx
[
cos
(
Θ
2
)
I ⊗ a˜x − i sin
(
Θ
2
)
σz ⊗ a˜y
]
= U
(P )
+Θ ⊗ a˜+ + U (P )−Θ ⊗ a˜−, (A6)
where U
(P )
±Θ = σx
[
cos
(
Θ
2
)
I ∓ i sin(Θ2 )σz]. The
operation D used in our definition of gate fi-
delity is defined in terms of A[ψz,Θ] as D(ρ) =
A[ψz,Θ] ρA[ψz,Θ]
†/ tr(A[ψz,Θ] ρA[ψz,Θ]†). Eq. (A6) tells
us that the operation induced by the measurement out-
come is a coherent combination of a rotation by Θ with
another rotation by −Θ. The gate fidelity of the reduced
operation on the protected space is set by the relative size
of the junk space operators associated with the two rota-
tions, and since a˜+ is exponentially larger in norm than
a˜− in the large m limit, the gate fidelity between A[ψz,Θ]
and U
(P )
+Θ will converge to unity exponentially fast.
In this proof, we explicitly required S4 symmetry and
finite ζz in order to give the description of a˜± in Eq. (A5)
and show the exponential separation between a˜+ and
a˜−. Note, however, that our requirement of finite ξ˜ was
implicit in the assumption that Pm1 axP
m
1 6= 0. In Ap-
pendix C, we examine carefully a point in our toy model
parameter space where this assumption is violated. Here
we simply mention that for such a state, the renormalized
junk space operator a˜z is exponentially larger in norm
than both a˜x and a˜y. For such a system, the renormal-
ized identity-derived operator tends exponentially fast
towards E˜I = A˜z  A˜†z, which has degeneracy in the pro-
tected space portion of its eigenvalue spectrum. The cor-
relation length of our system consequently increases ex-
ponentially with m, and this violates our assumption of
finite ξ˜. Thus, given our assumptions, we are guaranteed
Pm1 axP
m
1 6= 0, and our proof of Theorem 1 is complete.
We conclude with two remarks. First, in order to im-
plement an arbitrary single qubit unitary gate to accu-
racy , such that F ≥ 1 − , the expected overhead per
gate, 〈N〉, is
〈N〉 = O
(
ζz
(
1

)4ζz log| 1λ1 |
log
(
1

))
. (A7)
This comes from our postselection success probability
and gate fidelity having asymptotic scaling of psucc ∼
|λ1|4m and F ∼ 1 − e− mζz . We note that for the case
of non-normal az, the convergence of the operator a˜+
to a definite limit form will generally happen at a rate
8that is polynomial, rather than exponential, in m. How-
ever, since we are only interested in applying U
(P )
Θ on
the protected portion of our virtual space, and that is
not hindered by any dynamics within the junk space,
our measure of gate fidelity has been chosen to reflect
only the reduced form of A[ψz,Θ] within the protected
space. From Eq. (A6), we see that this reduced form of
A[ψz,Θ] converges to U
(P )
Θ at a rate that is exponential
in m, regardless of the much slower convergence of a˜+.
Second, we mention that although a specific choice
for ρ = ρ(P ) ⊗ ρ(J) is relatively unimportant for the
scaling of our gate fidelity under renormalization, for
the simulations involving our toy model we chose to use
ρ(P ) = |+〉〈+| and ρ(J) = 12I, where |+〉 is the +1 eigen-
state of σx. This choice of ρ
(P ) is natural for probing the
fidelity of rotations about the z axis, while the choice of
ρ(J) corresponds to the limit of our junk space after suffi-
ciently many unsuccessful postselection attempts. In par-
ticular, while unsuccessful postselection simply acts as
identity channels (teleportation) on the protected space,
at each stage we evolve the junk space by an unknown
junk space operator, leading to an unknown final state
which we take to be maximally mixed.
Appendix B: Proof of Theorem 2
To prove Theorem 2, we first have to give a defini-
tion of O˜(µ)D4 that is more amenable to computation than
that given in Eq. (7). To this end, we define the chan-
nel Eurµ as the contraction of both indices of the phys-
ical symmetry urµ with MPS tensors. Mathematically,
Eurµ =
3∑
ν,η=1
(
urµ
)
ν,η
Aη  A†ν . Using Eq. (11), we find
that Eurµ is definable in terms of EI as
Eurµ = Urµ ◦ EI
(
U†rµ
)
. (B1)
Now, using the standard method for calculating expec-
tation values of tensor products of single-site operators
on an MPS, we have that the string order parameters
evaluated on the bare state are given by
O(µ)D4 = limn→∞ tr
(
Λ ◦ (Eurµ )n[I]
)
= lim
n→∞ tr
(
ΛUrµ(EI)n[U†rµ ]
)
. (B2)
(EW )n here means the n-fold iterated operation of the
quantum channel EW (W representing either urµ or I),
and Λ denotes the left limit edge mode of our MPS, de-
fined implicitly in Eq. (13). The value of O˜(µ)D4 , the renor-
malized string order parameters, are given by the same
expression as in Eq. (B2), but with E˜I in place of EI .
The action of z-buffering on the virtual space is de-
scribed in Appendix A. For our purposes here, we only
add that the rescaling in the normalization of our state
that is required by postselection can be compactly ex-
pressed as the requirement that the spectral radius of E˜I
is 1. The results of [41], together with the assumption
that our renormalized MPS tensor is short-range corre-
lated (finite ξ˜), then tell us that we can pick a basis for
our junk space which puts our renormalized MPS tensor
in canonical form. In this form, our channel E˜I satisfies
the following conditions:
E˜I(IP ⊗Πz) =
3∑
µ=1
A˜µ(IP ⊗Πz)A˜†µ = IP ⊗Πz, (B3)
E˜†I (IP ⊗ Λ˜) =
3∑
µ=1
A˜†µ(IP ⊗ Λ˜)A˜µ = IP ⊗ Λ˜, (B4)
where Πz is a projector onto the section of our junk space
with non-vanishing support at the RG fixed point, and Λ˜
is a strictly positive operator of unit trace, whose support
is exactly Πz.
Our proof of Theorem 2 consists of a case-by-case anal-
ysis of the renormalized junk space operators a˜x and a˜y,
depending on whether or not O˜(z)D4 = 12 . We first show
that if O˜(z)D4 = 12 , then a˜x = a˜y at the RG fixed point.
In this case, a z-axis rotation implemented using the z-
buffered MPS will have perfect gate fidelity. We then
show that if O˜(z)D4 6= 12 , then a˜x 6= a˜y. This causes the
gate fidelity of our attempted z-axis rotation to be less
than unity at the RG limit. Proving both of these impli-
cations under the assumption of finite ξ˜ suffices to prove
Theorem 2.
For the first direction of the proof, we note that finite
ξ˜ means that IP ⊗Πz and IP ⊗Λ˜ are the only fixed points
of Eqs. (B3) and (B4). This, together with the results of
[53], tells us that (E˜I)n has the limit form
lim
n→∞(E˜I)
n =
1
2
tr[(IP ⊗ Λ˜)] IP ⊗Πz. (B5)
We now insert the form of Eq. (B5) into (the renormal-
ized counterpart of) Eq. (B2) to get
O˜(z)D4 =
1
4
tr[(IP ⊗ Λ˜)Urz ] tr[(IP ⊗ Λ˜)U†rz ]
=
1
4
∣∣∣tr((IP ⊗ Λ˜)Urz )∣∣∣2 . (B6)
As mentioned in Appendix A, the virtual unitary Urz
decomposes as Urz = U
(P )
rz ⊗ U (J)rz . Furthermore,∣∣∣tr (U (P )rz )∣∣∣2 = 2 for all states in the D2 SPTO phase,
so the value of O˜(z)D4 only depends on the behavior of the
junk space.
To figure out this value, we first define U˜rz to be the
restriction of U
(J)
rz to the support of the junk space at
the RG fixed point, U˜rz := ΠzU
(J)
rz Πz. The fact that
(U
(J)
rz )
2 = IJ , along with [U
(J)
rz , az] = 0, shows that
(U˜rz )
2 = Πz. Consequently, U˜
(J)
rz has eigenvalues of ±1,
9and we can write it as
U˜ (J)rz = Π
+
z −Π−z , (B7)
for projectors Π+z and Π
−
z , which satisfy Π
+
z Π
−
z = 0 and
Π+z + Π
−
z = Πz.
Feeding this information into Eq. (B6) gives
O˜(z)D4 =
1
2
∣∣∣tr(Λ˜U˜ (J)rz )∣∣∣2 = 12 ∣∣∣tr[Λ˜(Π+z −Π−z )]∣∣∣2 . (B8)
Now, we come to the meat of our proof. Since Λ˜ is a
strictly positive operator with unit trace, the only way
to have O˜(z)D4 = 12 is to have either Π+z = 0 or Π−z = 0.
In this case, U˜
(J)
rz = ±Πz, which says our z-axis rotation
acts trivially on the junk space of our renormalized MPS
tensor. This last fact, which comes from assuming O˜(z)D4 =
1
2 , lets us prove the equality of a˜x and a˜y. This follows
because
a˜x = U˜
(J)
rz a˜yU˜
(J)†
rz = (±Πz)a˜y(±Πz) = a˜y. (B9)
This gives the first direction of our proof.
For the other direction, assume that O˜(z)D4 6= 12 . In this
case, Eq. (B8) tells us that Π+z and Π
−
z are both non-
zero. Thus, U˜
(J)
rz is not simply ±Πz. What does this say
about a˜x and a˜y? We can answer this by looking at the
commutator [U˜
(J)
rz , a˜x]. If this is non-zero, then a˜x 6= a˜y.
From Eq. (A5), we see that the norms of a˜+ and a˜− do
not become exponentially separated in the RG limit, and
thus our renormalized state cannot be used to implement
high-fidelity z-axis rotations on the protected space.
On the other hand, if [U˜
(J)
rz , a˜x] = 0, then we can take
linear combinations of this with the commutator [Πz, a˜x],
which is always zero, to obtain
[Π+z , a˜x] = 0 (B10)
[Π−z , a˜x] = 0, (B11)
and the same for a˜y. Since additionally, [Π
±
z , a˜z] = 0
always, these facts together tell us that E˜I has two inde-
pendent fixed points, IP ⊗ Π+z and IP ⊗ Π−z . But this
contradicts the assumption of finite ξ˜, and thus cannot
be the case for our system. Thus, we must have a˜x 6= a˜y,
which completes the second desired implication, and thus
finishes our proof of Theorem 2.
Appendix C: The Renormalized Correlation Length
While the physical interpretation of ζz in our protocol
is straightforward, simply being the characteristic length
scale of our RG flow, the interpretation of ξ˜ is somewhat
less clear. In this section, we take a closer look at this
quantity by means of our toy model. Our toy model
has three points for which ξ˜ is divergent. Two of these
points, those on the poles of our parameter space, start
out as long-range correlated states before z-buffering, and
thus aren’t particularly interesting. However, the last
point, lying at (θ, ϕ) = (θc, 0) (for θc := 2 arctan(2)),
possesses a correlation length that is only made divergent
under z-buffering. We hope to clarify this behavior here
by exhibiting the somewhat pathological behavior of this
point under z-buffering.
Since the component matrices of our toy model are
normal, the proof of Appendix A simplifies considerably,
and can be phrased as follows:
• Z-buffering acts as Aµ 7→ A˜(m)µ = (Amz )Aµ(Amz ),
which has a non-trivial effect only on the junk
space.
• Since the eigenvector of az with largest eigenvalue
is either |+〉 (when Re(eiϕ) > 0) or |−〉 (when
Re(eiϕ) < 0), we have lim
m→∞(az)
m ∼ |±〉〈±|.
• Thus, for the portion of our parameter space
with −pi2 < ϕ < pi2 , our junk space compo-
nents at the m → ∞ limit satisfy a˜x = a˜y =
[cos
(
θ
2
)− 12eiϕ sin ( θ2)] |+〉〈+|, and a˜z = [cos ( θ2)+
eiϕ sin
(
θ
2
)
] |+〉〈+|.
However, setting (θ, ϕ) to (θc, 0) shows that at this point,
a˜x = a˜y = 0. In the language of Appendix A, this
is equivalent to P1axP1 = 0, which is to say that the
leading order term in a˜+ vanishes. In this case, from
Eq. (A5) and from the fact that U
(J)
rz = σx for our toy
model, we see that the dominant terms in our junk space
components lie within a˜−. This conclusion, along with
Eq. (A6), tells us that the RG limit of our effective pro-
tected space operation is U
(P )
−Θ , a rotation in the oppo-
site direction than we intended. While this can be ac-
counted for by changing the interpretation we attach to
our measurement outcomes, this selective change in in-
terpretation would render our protocol no longer state-
insensitive. Thus, for consistency, we must rule this state
out as a valid resource state for MQC under z-buffering.
The sharp dip in the gate fidelity seen at θc in Figure 3
is the natural consequence of making such a consistent
choice of gate fidelity.
Finally, we explain the strange behavior seen in the
value of O˜(z)D4 at (θc, 0). While this behavior appears quite
surprising, it is explained by the fact that the channel E˜I
is A˜z  A˜†z at this point. Thus, even though the junk
space of our system is restricted to a one-dimensional
subspace here, the protected space portion of E˜I becomes
degenerate at the RG fixed point. Consequently, the limit
form of O˜(z)D4 is not given by Eq. (B6), but rather by
O˜(z)D4 =
1
2
tr(U (P )rz U
(P )†
rz ) tr(Λ˜U
(J)
rz ) tr(Λ˜U
(J)†
rz )
=
∣∣∣tr(U˜ (J)rz )∣∣∣2 = 1. (C1)
This completes our examination of the behavior of the
(θ, ϕ) = (θc, 0) point in our parameter space. Our intent
in this, besides simply giving a complete account of our
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FIG. 3. (a) The gate fidelity of a protected space pi
2
rotation about the z axis, for resource states along a North-to-South
traversal of our parameter space (θ variable, ϕ = 0). While the renormalized gate fidelity tends toward unity most everywhere,
it stays well below 1 at the South pole and at θc = 2 arctan(2), where ξ˜ diverges. (b) The renormalized order parameter O˜(z)D4
for the same set of parameters as in (a). The value of O˜(z)D4 is 12 everywhere except at the South pole and, more surprisingly, at
θc. This unintuitive behavior can be explained by the divergence of ξ˜. (c) The length scales ζz and ξ˜ for the same parameters.
Both quantities diverge at the poles, but the divergence of ξ˜ at θc leads to the unexpected behavior seen in (a) and (b).
toy model, is to demonstrate that states with divergent ξ˜
have rather pathological behavior that makes them unfit
for use in our protocol. Thus, even without a concrete
physical interpretation for this quantity, the stipulation
of finite ξ˜ is clearly necessary in both of our theorems.
