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SIMULAÇÃO MULTIESCALA DE LINHAS DE TRANSMISSÃO E
EQUIVALENTES DE REDE VARIANTES NA FREQUÊNCIA
Felipe Camara Neto
Setembro/2017
Orientador: Antonio Carlos Siqueira de Lima
Programa: Engenharia Elétrica
A análise de sistemas elétricos engloba fenômenos com diferentes constantes de
tempo, o que acarreta na utilização de diversas ferramentas de simulação. Como
exemplo, transitórios rápidos envolvendo surtos de manobra demandam passos de
integração na ordem de microssegundos enquanto para transitórios lentos, advindos
da troca de energia entre geradores, adota-se passos de integração de milissegundos.
O presente trabalho investiga a utilização de modelos baseados em matrizes
de admitância variantes na frequência para representação de linhas de transmissão
aéreas, cabos submarinos e equivalentes de rede em coordenadas de fase para o
desenvolvimento de algoritmos para simulação multiescala. Ao invés da utilização
do Método das Caracteŕısticas, a matriz de admitância nodal e duas decomposições
alternativas são consideradas de modo a contornar a limitação do passo de integração
em função do tempo de tráfego de linhas, a saber: o Folded Line Equivalent e a
Decomposição Idempotente. O conceito de Latência será também investigado de
modo a prover uma realização mais eficiente de modelos variantes na frequência.
As formulações desenvolvidas neste trabalho encontram aplicação imediata em
programas para simulação de transitórios eletromagnéticos, tais como PSCAD,
EMTP-RV e ATP dado que é mantida a representação através dos equivalentes de
Norton. Por meio de fasores dinâmicos, torna-se viável a representação de fenômenos
eletromagnéticos e eletromecânicos com o mesmo modelo computacional. Casos
teste são empregados na avaliação do desempenho e precisão das formulações pro-
postas. O Método das Caracteŕısticas e a transformada numérica de Laplace são
utilizados para fins de comparação. Com reduzido esforço computacional, resulta-
dos com excelente precisão são obtidos sem a presença de oscilações numéricas ou
descontinuidades nas formas de onda.
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The evaluation of power systems encompasses phenomenon of distinct time-
frames and so leads to the adoption of different simulation tools. For instance,
fast transients related to switching maneuvers require time-steps of microseconds
while slow transients, related to energy exchange between generators, demand time-
steps of milliseconds. However, the need to assess conditions where slow frequency
oscillations might be combined with fast transients is becoming more common.
This research evaluates the use of frequency dependent admittance-based
models in the development of multiscale algorithms for phase-coordinate modeling
of overhead lines, subsea cables and frequency dependent network equivalents.
Unlike the modeling with the Method of Characteristics, the direct fitting of
the nodal admittance matrix and two alternative schemes are considered to cope
with the trade-off between time-step and traveling times, namely: the Folded
Line Equivalent and Idempotent Decomposition. The concept of Latency is also
addressed in a distinct way to provide more efficient realization frequency dependent
models to allow the so-called multirate simulation.
The major advantage of the designed models is the straightforward
implementation in EMTP-like programs such as PSCAD, EMTP-RV and ATP
since they attain the same Norton-type structure. In addition, dynamic phasors
allowed the unification of electromagnetic and electromechanical modeling into a
single model. Both numerical performance and accuracy of the proposed schemes
are evaluated through several test cases. The Method of Characteristics and the
Numerical Laplace Transform are used for comparison. The computational burden
is considerably reduced without significant loss of accuracy and with no numerical
oscillations or discontinuities in the waveforms.
vii
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Actual power systems are becoming even more complex due to high penetration
of renewable sources and an increasing usage of power electronics devices. Thus,
a detailed representation of such large networks can become very time-consuming.
To face this issue, significant efforts have been made on the development of new
transient models and solution techniques during the last decades in order to develop
faster simulation tools.
The transient analysis of electrical power systems is commonly performed
considering slow and fast phenomenon independently. The transient stability
(TS) analysis which encompasses slow phenomena assumes the network in quasi-
steady-state and balanced conditions. As a consequence, phasorial representation
can be applied. On the other hand, the fast phenomena commonly known as
electromagnetic transients (EMT) requires a time-domain representation of all
elements involved. While for TS analysis a long-term representation of electric
machines and load is sought, in an EMT analysis the frequency dependence is of
paramount importance.
Traditionally, simulation tools for power system analysis are based on fixed
time-step techniques. Hence, only phenomena within the same time frame can
be evaluated. In the case of EMT, the main feature is a detailed three-phase
representation using real or instantaneous variables with time-steps in the order
of microseconds. Conversely, for electromechanical or TS evaluations, the quasi-
steady-state assumption allows the adoption of single phase representation by means
of phasors with time-steps in the range of milliseconds. In general, these are the
reasons why it is prohibitive both formulations in order to allow an evaluation
involving either fast and slow transients.
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Emerging trends have been making headway in the search for a unique
simulation tool to bridge EMT and TS simulations. Putting together the advantage
of both formulations continues to be the much-desired goal. The first attempts in
the 1980s [1] resulted in the so-called hybrid simulator in which electromagnetic and
electromechanical solvers alternate in order to provide a coupled solution. However,
integrating these two types of simulators brings up some issues, for instance, com-
munication protocols between algorithms, exchanging data timings, waveform-to-
phasor conversions and conversely.
In the early 1990s, the concept of time-varying or dynamic phasors was
introduced by Venkatasubramanian [2]. He extended the phasor-based notation
to accommodate fast electromagnetic transients. One of the benefits of such
representation is that more physical insight can be gained since the notion of phasors
directly identifies the variation of a given quantity unlike instantaneous values. This
formulation was then incorporated to power system modeling and stated as Shifted
Frequency Analysis (SFA) [3–7].
Later, a distinguished method named Frequency-Adaptive Simulation of
Transients (FAST) [8–14] extended the application of dynamic phasors in order to
allow variable time-step simulations as opposed to interfacing two distinct programs.
Therefore, if electromagnetic phenomenon are involved, one can adopt time-steps
of microseconds and when the transients vanish the time-step can be increased to
values in the range of milliseconds. This novel formulation presents an ultimate
feature since it allows the integrative modeling of EMT and TS phenomenon within
the same environment.
1.2 Historical Review
1.2.1 Overview on Simulation Techniques
In the matter of network solution techniques, the classical nodal analysis
was introduced in the very first versions of Electromagnetic Transients Program
(EMTP) [15] for the solution of circuit equations. Nevertheless, it has some
limitations including the inability to process ungrounded voltage sources and to
obtain branch currents in a simple and efficient manner. In 1975, a set of
modifications to the nodal method were proposed and the resultant formulation
was then called modified nodal analysis (MNA) [16]. A general-purpose solution
technique was then provided with more flexibility to model voltage and current
sources and switches. More recently, a commercial version of EMTP, the so-
called EMTP-RV [17] was implemented using an augmented version of the MNA
and later it was modified to directly include state-space elements [18]. Despite
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the limitation, the EMTP formulation is the basis of other transient programs
such as PSCAD/EMTDC and the ATP/EMTP (Alternative Transient Program).
According to the Brazilian Grid Code, the latter is the only program accepted
in the analysis of electromagnetic transients for the Brazilian Independent System
Operator (ONS – Operador Nacional do Sistema Elétrico Brasileiro).
In order to efficiently perform all computations, the decomposition of a given
network into small and isolated portions was the ultimate technique to optimize
the number of algebraic multiplications. The re-ordering scheme and exploitation
of sparsity was extremely important because it reduced storage requirements and
solution times tremendously [19]. Moreover, the solution time was drastically
reduced if the iteration and factorization process was confined to only those
nodes which contain components with nonlinear characteristic [15]. It is worth
mentioning the use of network equivalents to gain computational efficiency with
an acceptable degree of accuracy. Partition techniques initially exploited the
advantage of multiprocessor machines and parallel computations originated from
the decoupling effects introduced by transmission lines once an uncoupled nodal
admittance matrix was commonly established [20–22]. On the ground of network
partitioning, multirate simulation of networks exhibiting a wide variety of time
constants decreases the simulation run times by exploiting the property of circuit
latency [23, 24] using, for instance, the Multi-Area Thévenin Equivalents (MATE)
technique [25–34]. The fundamental idea is to use different time-steps for each
subsystem. For the sake of knowledge, MATE formulated the main ideas of
Diakoptics [35–38] in a conceptually and computationally efficient solution frame-
work to subdivide a complex network into independent subnetworks interconnected
with as many links as desired and evaluated independently with the overall solution
integrated at the level of the links. Despite the advantages of Diakoptics, introduced
by Kron in the 1950s, it did not fulfill its potential of becoming a universal tool for the
study of large and complex power systems especially due to the success of sparsity
techniques. While sparsity techniques take advantage of the very sparse nature of the
admittance matrix, Diakoptics splits the network into dense subsystems connected
by a few links.
The earliest attempt to interface EMT and TS simulations was carried out
in [1]. In this groundwork, the computation of converter and stability transients
was performed simultaneously by two different solvers with periodic coordination
of the results. This concept resulted in the so-called hybrid simulation [39–42] by
splitting the original network into two parts, a detailed and an external system. For
instance, the detailed system is a small one evaluated by an electromagnetic solver
since accurate results are needed while the external system is larger and evaluated by
an electromechanical solver. A method for linking diverse simulation techniques such
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as waveform-type, phasor-type and algebraic-type models as well as a combination of
separate solvers was presented in [43]. Additionally, the computational advantages
of partitioning and parallelism computations could be also incorporated.
The research for new techniques revealed new alternatives to accelerate
simulations without sacrificing accuracy on the ground of a unique algorithm
gathering both EMT and TS formulations. The concept of dynamic phasors [2]
introduced a complex form notation and it was extended to the so-called Shifted
Frequency Analysis (SFA) [3–7]. However, as highlighted in [13], the SFA method is
efficient for power system slow dynamic studies and also capable of simulating fast
transients. The simulation of either slow or fast transients should be determined
prior to the beginning of the simulation. Thus, the SFA method presents an inherent
limitation for simulating both phenomena within the same simulation run. As shown
in [8–14], the so-called Frequency-Adaptive Simulation of Transients (FAST) method
can be understood as a modification of the original SFA approach to allow variable
time-step simulations. Hence, one can use small time-steps when fast transients are
involved and large time-steps when low frequency transients are to be observed.
Afterwards, an implicitly-coupled solution approach was proposed as a
combination of EMT and TS equations [44, 45]. The algorithm solves the equations
simultaneously enabling the adoption of different time-steps. Alternatively, like
the dynamic phasors approach, in [46] a time-domain transformation method was
applied and all development was based on the concept of differential networks in
order to bridge the gap between EMT and TS simulation tools.
1.2.2 Overview on Network Equivalents
In the matter of EMT evaluations, the full representation of a power system
is not feasible in terms of the required computation efforts. As a consequence,
a small part of the system is modeled in detail and the remaining equipment is
represented by an appropriate equivalent. Although the system may be considered
predominantly inductive at power frequency, at higher frequencies the reactance
changes from inductive to capacitive and vice versa, giving a number of resonance
peaks at which the system is purely resistive. Therefore, it is desirable to represent
the system by an equivalent network having the same frequency behavior.
The use of frequency dependent network equivalents (FDNE) in power systems
goes as far back as the late 1960s and early 1970s with the pioneering work in this
area conducted by Hingorani and Burbery [47]. They outlined an approach to take
into account the frequency dependency of an equivalent network to be used in HVDC
design for filter specification and voltage distortion evaluation at converter stations.
In the 1970s, another research carried out by Clerici and Marzio [48] looked for
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a way to mix the use of digital computation to assess network equivalents followed
by TNA validation for rightly representation of FDNE through the synthesis of
a Foster-based equivalent circuit. Firstly, the method ignores the losses in order
to determine the L and C values for the required resonant frequencies and so an
optimization procedure is necessary to improve the fit.
Notably registered in Electra magazine in 1979, the CIGRE Working Group
13.05 [49] addressed necessary improvements in the representation and calculation
techniques capable of dealing with an enlarged frequency bandwidth for the
determination of switching transients. It was pointed out in this work that
the commonly two neighboring buses representation technique may not guarantee
accurate results. This issue holds for both analogical and digital simulations.
Even though several further published approaches dealt with a new way to
improve the equivalent fitting, almost all proposed variations of the RLC equivalent
network formerly proposed by Hingorani and Burbery [50–59]. The use of a limited
number of RLC branches gives good matches at the selected frequency peaks but
their response at other frequencies is less accurate. For a fixed number of branches,
the error increases with a larger frequency range. Therefore the accuracy of a FDNE
can always be improved by increasing the number of branches, although at a cost
of greater complexity or could even be computationally prohibitive [60].
Frequency-domain simulations have important advantages for its accuracy and
simplicity since no approximation or fitting is necessary, e.g., the field phenomena
in the ground and inside the conductor of transmission lines. Hence, as opposed
to previous works, Semlyen and Iravani [61] presented an approach for the direct
integration of an external system modeled by its frequency-domain equivalent with
a study zone rather than by fitting a RLC network or by introducing an extended
interface to reduce the complexity of the external system. This hybrid tool matched
up both frequency- and time-domain advantages since the time-domain simulation
of switchings and nonlinear behavior is done in a straightforward way.
An alternative approach to the synthesis of RLC branches is the network fitting
by rational functions that can be carried out either in the s-domain or in the z-
domain. Typically, the s-domain fitting is independent of the simulation time-
step while in the z-domain the parameters are functions of the simulation time-
step [60]. It is noteworthy that rational function approximations were first proposed
by Semlyen and Abdel-Rahman [62] to represent frequency dependent effects in
transmission line transients which opened the possibility of using state equations for
the network solution.
Traditionally, FDNEs are established in the frequency-domain using an
admittance-based formulation. The very first approximation of a given FDNE
impedance using a s-domain rational function was addressed in [63]. A robust pole
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relocation algorithm widely known as Vector Fitting (VF) routine was proposed
in [64] and later refined in [65–67], allowing an efficient realization of rational
approximations of frequency-domain responses. Afterwards, VF was subsequently
applied to FDNE identification [68–76]. Given its facility of use together with a
free distribution of a MATLAB-routine containing the VF algorithm, it has been
used in a wide range of electromagnetic transient evaluations [66, 77–89]. Other
formulations in the s-domain have also been proposed in technical literature such
as the Frequency-Partitioning Fitting (FPF) [90–92], Dominant Poles [93, 94],
evolutionary algorithms [95] and Levenberg–Marquardt [96–102]. Alternatively, one
may use a z-domain approach for the approximation of response in either frequency-
or time-domain [103–107]. Henriksen [108] gives a discussion of accuracy aspects
regarding z-domain implementations in EMTP-like programs. The so-called IARMA
(Interpolated Auto-Regressive Moving Average) is a full frequency dependent line
model proposed in [109, 110] based on a two-sided recursion formulation [111]. The
z-domain was also used for the identification of FDNE, such as in [103, 112–119].
Some comparisons of the adequacy of z-domain approaches for FDNE were carried
out in [120, 121], including a direct fitting of time-domain responses using the time-
domain Vector Fitting routine proposed in [117].
Some hybrid approaches seeking to pursue advantages of different methods have
been proposed. The Two-Layer Network Equivalent technique [122, 123] is an
approach that aims to attach s-based rational fitted models to the standard RLC
synthesis in order to correct the frequency response. This hybrid tool is more
efficient than lumped parameters because much of the fitting burden of the network
to be synthesized is removed. In [124] both VF and Frequency-Partitioning Fitting
techniques are applied looking for a low-order model. The Matrix Pencil Method
(MPM), first introduced by Sarkar [125, 126], is a time-domain technique to model
transient response and afterwards was enhanced as a new frequency-domain version
developed and applied for rational approximation [127–129]. The most attracting
feature of the MPM is its general mathematical foundation which permits both
frequency and time-domain fitting of FDNEs. Finally, [130] uses both VF and time-
domain techniques in order to efficiently identify the approximation order.
1.2.3 Overview on Transmission Line Modeling
Traveling wave problems were already studied with graphical methods in the
1920s and 1930s, long before digital computers became available. Basically two
techniques evolved, namely, Bewley’s lattice diagram technique [131] and the
Bergeron’s method. In the former, a record is kept of the transmitted and
reflected waves and their apportionment is computed from reflection and refraction
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coefficients. The Bergeron’s method, also known as Method of Characteristics
(MoC), was probably used first by Löwy [132] and Schnyder [133] for hydraulic
surges. Bergeron applied it to a wide variety of problems [134] and strongly
advocated its use. It does not need reflection and refraction coefficients. Instead,
it uses linear relationships between current and voltage, the so-called characteris-
tics, which are invariant when seen by a fictitious observer who travels with the
wave. Therefore, it is often called Bergeron’s method today. Both techniques for
solving traveling wave problems were adopted in computer programs [135, 136] but
Bergeron’s method was best suited for digital solutions. It is noteworthy that these
methods are efficient only for lossless and distortionless lines and it is well known that
propagation in transmission lines is far from distortionless. Better approximations
for losses had to be found. Reasonable accuracy was obtained by lumping resistance
at one or more points along the line [15]. This alternative is generally acceptable
if the resistance is constant and small compared to the surge impedance. But
resistance of the ground path is highly dependent on frequency and some programs
have been modified so as to handle this frequency dependence.
Actually, the most common mathematical models for simulating transmission
lines are based on the Method of Characteristics (MoC), also known as the traveling-
wave method. The solution of line equations resembles a decoupled Norton-type
model at each end but retaining the relationship between them. The decoupling
signifies that what happens at one end takes the line traveling time τ to be
reproduced at the opposite end.
The techniques to solve frequency dependent models in order to allow a time-
domain simulation can be classified into two main categories: modal domain or time-
domain techniques. Modal domain models rely on the use of modal decomposition
assuming a real and constant modal transformation matrix calculated at a user-
specified frequency [137–144]. This type of modeling has an advantage since it
simplifies the passage from modal coordinates to phase-coordinates and reduces
the number of convolutions. The drawback is that the results are accurate only
for symmetric and transposed configurations. Further improvements addressed the
inclusion of frequency dependent transformation matrices for better representation
of untransposed parallel lines [77, 145, 146]. Phase-domain models have no
constraints due to the line configuration such as parallel circuits, non-symmetric
disposal of phase conductors and diverse cable arrangements. Since the modeling
is directly formulated in the phase-domain, inaccuracies concerned with modal
transformations are avoided [79, 80, 91, 92, 109–111, 147–157].
For multiscale simulations, a frequency dependent line model based on FAST
concept was introduced in [14]. A real and constant transformation matrix is
assumed. The MoC is adopted if the time-step is smaller than the slowest modal
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traveling time, otherwise, an equivalent π–circuit is used instead. It is not a general
approach as it cannot deal with underground/submarine cables which present a
heavy frequency dependent transformation matrix and cannot consider the case of
a full frequency dependent line model for large time-steps.
1.3 Motivation
Nowadays, there is an ever-growing number of applications where overhead lines,
underground and submarine cable systems may experience a complex environment,
full of harmonics together with power/voltage oscillations, such as wind-farms both
on or offshore, HVDC links or even in scenarios with a heavy load of communications
and control actions associated as in the so-called smart-grids. These systems
can pose a huge challenge for time-domain simulations as phenomenon with large
frequency spectrums may be seen in either steady or transient states. This situation
is rather distinct from the one typically found in present studies performed in the
design and pre-operational stages. For instance, using conventional tools such as
an EMTP-type of software in the transient analysis of HVDC converters demand a
long initialization time before the actual transient simulation takes place. If transient
stability studies are to be performed, the converter modeling is then very crude and
simple and cannot include negative sequence components due to small differences
between converter transformer, or the detail impact of the converter transformer
saturation in the overall transient performance when small frequencies phenomena
(typically in the range of a few or a fraction of hertz) are to be considered.
An important aspect to be mentioned is the size of practical systems when a
detailed three-phase representation is mandatory. Through available techniques
for reducing large systems into small network equivalents, the challenge takes
into account the frequency dependence of parameters. Otherwise, the equivalent
behavior matches only at the fundamental frequency. The recommended approach
comprises the adoption of the so-called FDNE in which the system behavior on
a wide frequency range can be included in electromagnetic transient evaluations.
An example of a straightforward application is the interaction between HVDC
converters. Conventional EMTP-type of software uses only fixed time-steps and
at several times the simulation run may become very time-consuming. Therefore,
an alternative to reduce the computational burden is the possibility to design a
multiscale formulation suitable to allow a variable time-step feature.
Typically, combined EMT and TS analyses are performed in a rather simplistic
manner. The reduced network used for EMT analysis is simulated considering
a long observation time which leads to a rather inaccurate simulation, as the
machine models can present several simplifications of the mechanical shaft torsional
8
interaction. Furthermore, some load dynamics cannot easily be implemented in
EMT analysis without a detailed characterization of the load itself. Thus, fast
simulation tools play an important role in order to face actual complex systems
without compromising accuracy.
1.4 Objectives
The objective of this research is to investigate the representation of frequency
dependent models considering a variable time-step framework. The development
maintains the well known Norton-type companion networks adopted by existing
EMTP-like programs. This approach permits integration with existing EMTP-like
software or the development of a new simulation program.
In this research, frequency dependent line models are based on a rational
approximation of the nodal admittance matrix. Thus, they are not hampered by
limitations of simulation time-step length due to modal traveling times. Typically,
frequency dependent line models in time-domain simulations demand that the time-
step must be smaller than the largest modal traveling time. The usage of a rational
approximation of a nodal admittance matrix allows the modeling of frequency
dependent network equivalents (FDNE) to be included in the frame-work as well.
The rational approximation of the nodal admittance matrix considers three possible
approaches, namely: direct fitting of the nodal admittance matrix, usage of a Folded
Line Equivalent or Idempotent Decomposition. These three approaches will be
discussed in detail in Chapter 2.
The inclusion of a variable time-step length is sought using mainly two distinct
approaches: one based on real variables and the other which relies on a complex
domain formulation of voltages and currents. The latter is known in technical
literature as FAST (Frequency-Adaptive Simulation of Transients). This framework
allows phasor-based simulations to be included and can be understood as a dynamic
phasor based approach. It is worth mentioning that when using FAST it is possible,
with small modifications in the expressions, to attain the same structure of actual
companion networks in EMTP-like programs.
To improve the numerical performance in the rational modeling of frequency
dependent models, the concept of latency exploitation will be addressed to perform
multirate simulations. The idea of latency is to use different time-steps for distinct
poles, i.e., fast poles are solved using a small time-step while slower poles may be
solved using larger time-steps. For the separation of slow and fast dynamics, a novel
technique named Multiple Companion Networks (MCN) is going to be introduced.
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1.5 Organization
This thesis is organized in 5 chapters as follows:
• Chapter 1 presents the introduction and a historical background of the
technical literature related to this research.
• Chapter 2 presents the current practices in the modeling of frequency
dependent network equivalents (FDNE) and transmission lines based on real or
instantaneous variables. Next, it proposes a reinitialization approach to allow
a unique intermediate step to provide the usage of multiple time-steps. The
novel multiscale approach is validated in time-domain simulations through
three alternative line models and a FDNE describing a 34 kV distribution
network.
• Chapter 3 introduces the FAST approach on the ground of complex variables
or dynamic phasors. The same reinitialization approach is applied with the
advantage that synchronous machine models commonly used in TS analysis
can be interfaced. Moreover, there is no constraint when the time-step is
increased since the phasor-based mode simulation can be exploited. For the
sake of clarity, each test case considered in Chapter 2 is repeated in order to
validate the proposed multiscale formulation.
• Chapter 4 investigates the applicability of the latency concept in the rational
modeling of FDNE and full frequency dependent transmission lines with a
new technique named Multiple Companion Networks (MCN). The main idea
of latency is to use different time-steps for distinct poles, i.e., fast poles are
solved using a small time-step while slower poles may be solved using larger
time-steps.
• Chapter 5 summarizes the main results of this research and proposes some
topics for future investigation.
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Chapter 2
Modeling Using Real Variables
In this chapter, a Multiple Time-Step (MTS) approach is presented. It is a novel
multiscale formulation for admittance-based models for time-domain simulations.
It assumes that all the models involved are to be represented via a rational
approximation. Thus, it can consider phase-coordinate frequency dependent line
models and frequency dependent network equivalents (FDNE) with multiple changes
in time-step along the simulation run. Three possible approaches are considered in
the rational approximation of transmission lines, namely: direct fitting of the nodal
admittance matrix, Folded Line Equivalent (FLE) and Idempotent Decomposition.
A case of a FDNE of a network comprising overhead lines and underground cable
is also considered. To achieve the equivalent a full-frequency dependent line model,
the so-called ULM, is applied to both overhead lines and underground cables.
Time-domain responses obtained with the so-called Multiple Time-Step (MTS)
approach are compared with those calculated using a computer code implemented
with Mathematica or PSCAD. Six test cases are considered to demonstrate that the
multiscale modeling using real variables attains the same accuracy as fixed time-step
simulations. Regardless of the change in time-step length, the proposed formulation
allows smooth transitions without numerical oscillations or discontinuities in the
waveform
The greatest feature of the novel admittance-based multiscale approach is the
straightforward implementation since it retains the same structure adopted by
EMTP-like programs. However, the major issue associated with the modeling based
on real or instantaneous variables is that it poses a limitation due to the maximum
time-step size associated with the sampling rate of the fundamental frequency.
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2.1 Introduction
The precise calculation of electromagnetic transients (EMT) in time-domain
simulations of electric power systems requires the inclusion of frequency dependence.
There are a number of scenarios where, for a precise evaluation of electromagnetic
transients (EMT), one cannot deal with lumped and frequency independent
components [142]. To take into account, for instance, the frequency dependence
in distributed elements/networks, it is mandatory the synthesis of a given frequency
response to allow the interface with EMTP-like programs [19].
Several efforts have been reported in the search for more flexible solution
algorithms like decomposition of the network into small and isolated portions to
optimize the number of algebraic multiplications [15] and partition techniques for
parallel computations [20–22]. It is noteworthy that the reduction of portions of
the original system into small network equivalents results in a reduced amount
of equations to be solved and therefore contributing to a faster simulation. This
network tearing formulation has been proposed by Kron in his Diakoptics book [37].
The so-called Multi-Area Thevenin Equivalents (MATE) [27–34], which can also
include the idea of latency exploitation [23, 24, 158], is essentially a direct
application of Diakoptics approach.
Until the present, all EMTP-like programs do not feature variable time-step
and, as a consequence, the simulation run may become very time-consuming in
some scenarios. With the increasing complexity of power systems there might be
some scenarios where a small time-step length is needed in the first instant of the
simulation while a more coarse one can be used in the remainder of the evaluation.
Consider, for instance, switching or reclosing analysis covering several runs of a
transmission line maneuver where the system dynamics might be of interest. If the
simulation time-step can be changed throughout the run a less dense data set can
be obtained in the analysis of system performance. Another possible area of interest
is in the assessment of networks with a substantial presence of power electronic
converters as those related to the integration of renewable sources or involved in the
development of FACTS devices. Thus, the development of a multiscale formulation
for admittance-based models is intended for a direct implementation in EMTP-like
programs in order to allow simulations with multiple time-steps.
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2.2 Lumped Elements
This section aims to establish the discretization of differential equations to
describe the behavior of lumped elements. Companion networks in the form of
Norton-type equivalents are intended to perform time-domain simulations.
2.2.1 Inductor
The behavior of an inductor L expressed by means of real variables can be











(vL(t) + vL(t−∆t)) (2.2)
Collecting like terms and casting in the form of companion networks, the resulting
time discrete model can expressed by





hisL(t) = iL(t−∆t) +GL vL(t−∆t)
(2.4)





Figure 2.1: Companion model for L
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2.2.2 Capacitor
The behavior of a capacitor C expressed by means of real variables can be











(ic(t) + ic(t−∆t)) (2.6)
Collecting like terms and casting in the form of companion networks, the resulting
time discrete model can be expressed by





hisc(t) = ic(t−∆t) +Gc vc(t−∆t)
(2.8)





Figure 2.2: Companion model for C
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2.3 Overhead Lines and Cables
2.3.1 Method of Characteristics
The most common mathematical model for simulating overhead transmission
lines or underground cables, hereafter referred just as line, are based on the Method
of Characteristics (MoC), also known as the traveling-wave method. It consists the
full representation of the distributed nature of transmission line impedances together
with the skin effect in conductors and earth return path.
The general solution of the line equations resembles a decoupled Norton-type
model at each end. It means that a line can be represented by an admittance in
parallel with a current source at each terminal and what happens at one end takes
the traveling time τ to be reproduced at the opposite end. The formulation int the
frequency-domain is given as follows [159]
Ik = YcVk −H [YcVm + Im] (2.9a)
Im = YcVm −H [YcVk + Ik] (2.9b)











in which Z and Y are the series impedance and shunt admittance matrices per unit
length and ` is the line length. The time-domain counterparts obtained by means
of convolutions are given by
ik = yc ∗ vk − h ∗ [yc ∗ vm + im] (2.11a)
im = yc ∗ vm − h ∗ [yc ∗ vk + ik] (2.11b)
as yc and h are the unit impulse responses of Yc and H, vk, vm, ik and im are the
terminal voltages and injected currents and the symbol ∗ indicates convolution. The










Figure 2.3: Time-domain line equivalent
with
hisk = h ∗ [yc ∗ vm + im] (2.12a)
hism = h ∗ [yc ∗ vk + ik] (2.12b)
For underground cables the procedure is basically the same, only the frequency-
domain behavior of the per-unit-length parameters will be different.
The techniques to solve frequency dependent models in order to allow time-
domain simulations can be classified into two main categories: modal domain
and phase-domain techniques. Modal domain models rely on the use of modal de-
composition assuming a real and constant modal transformation matrix calculated
at a user-specified frequency [137–144]. This kind of modeling has an advantage
since it simplifies the passage from the modal coordinates to phase-coordinates
and reduces the number of convolutions. The drawback is that the results are
accurate only for symmetric and transposed configurations. Further improvements
were addressed for the inclusion of frequency dependent transformation matrices for
better representation of untransposed parallel lines [77, 145, 146]. Phase-domain
models have no constraint due to the line configuration such as parallel circuits,
non-symmetric disposal of phase conductors and diverse cable arrangements. Since
the modeling is directly formulated in the phase domain, inaccuracies concerned
with modal transformations are avoided [79, 80, 91, 92, 109–111, 147–157].
Simulation of electromagnetic transients with the MoC requires the characteristic
admittance Yc and the propagation function H matrices to be subjected to rational
approximations as it allows an efficient integration with time-domain solvers. The
Vector Fitting (VF) routine [64, 65, 67, 68] will be used in this research as the
identification tool for frequency-domain responses. The rational representation of







where pm is a set of common poles obtained from the rational fitting of the trace
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of the characteristic admittance [88], either real or complex conjugate, Rm is the
residue matrices and D is the real part of Yc at infinite frequency. On the base
of ULM [80] approach, the fitting of H is distinct since its elements may contain
contributions from different time delays. Firstly, the modes of H are fitted in order
to extract the delay τi for each mode and the set of poles pi [84]. Next, the modes
with nearly equal delays are collapsed as one delay group with τg. After identifying
each delay τi, the elements of H are fitted in the phase-domain using the poles from











where N denotes the number of modes, M is the number of poles, τn is the time
delay, pm,n is the set of poles and Rm,n is the residue matrices associated with
the nth mode. Alternatively, other identification methods such as the Frequency-
Partitioning Fitting (FPF) [90–92] and the Matrix Pencil Method (MPM) [125, 126,
128, 129] could be used for phase-domain modeling instead. On the other hand, the
Levenberg–Marquardt scheme [96–102] and the Dominant Poles method [93, 94]
were applied in modal domain modeling.
Even though the achieved approximation for Yc and H correspond to a
passive rational model within a user-defined band, the simulation using the ULM
formulation sometimes gives unstable results due to out-of-band passivity violations.
This issue was addressed in [160]. Another bottleneck in the ULM formulation
may present numerical instability related to the occurrence of large ratios between
residues and poles. This problem also leads to unstable time-domain simulations
due to interpolation errors resulted from the contributions of distinct modes and
further details can be found in [161, 162]. Some countermeasures were introduces to
avoid such issues and reference [157] proposed the Idempotent Decomposition as an
alternative to the ULM approach for phase-coordinates modeling since it provides an
easier way to extract the delays in the identification of the propagation function H.
The decomposition of H into the sum of products of idempotent matrices allows the
grouping of modes and revealed a suitable approach to avoid the stability problems
related to large residue-pole ratios.
For time-domain simulations, the MoC modeling of overhead transmission lines
and cables implies the adoption of a time-step smaller than the traveling time. In
practice, the presence of short or nonideally transposed lines requires the explicit
representation of each section and so results in a large computational burden. In
order to cope this issue for short lines, alternative models were proposed in [89, 163,
164].
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2.3.2 Nodal Admittance Matrix
The application of a MoC-based line model requires a time-step adopted by the
simulation solver smaller than the traveling time delay. Hence, it creates a dilemma
in the modeling of a system that includes long and short lines. As short lines
require a very small time step, it increases substantially the computation burden.
Some efforts addressed the modeling of short lines to overcome the limitation of
using a time step not larger than the time delay [89, 163, 164] but this problem has
been traditionally coped by cascading π-sections which in practice makes it difficult
to include frequency dependent effects [19].
One alternative approach to π-sections is the modeling through the line nodal
admittance matrix Yn in the frequency domain. As a more compact form,
Yn is computed based on the line parameters and then subjected to a rational
approximation. In this research, the Vector Fitting routine [64, 65, 67, 68] was
adopted although other identification methods such as the Frequency-Partitioning








where pm is a set of common poles, either real or complex conjugate, Rm is the
residue matrix and D is the real part of of Yn at infinite frequency.
For a transmission line with n phases, the nodal admittance matrix Yn relating




















and I is an n× n identity matrix.
The issue associated with this approach is that the resulting model is often
inaccurate with high-impedance terminations since it is characterized by a large
eigenvalue ratio and low observability of small eigenvalues at low frequencies. The
accuracy problem can be overcome with the Modal Vector Fitting (MVF) method
[165] even though the computation time can be substantial. Alternatively, the Mode-
Revealing Transformation (MRT) [76] scheme can be used.
18
2.3.3 Folded Line Equivalent
The representation of frequency dependent lines is commonly based on traveling
waves models and the inherent time delay has to be taken into account for accurate
evaluations. As a consequence, an issue rises in simulations comprising long and
short lines since the later require a time-step small enough to track the transient
behavior.
In order to overcome time-step constraints concerned with line lengths, the
modeling from its nodal admittance matrix Yn in the frequency domain seems
to be a suitable approach. Unfortunately, one challenge faced by admittance-
based models has to do with large eigenvalue ratios and inaccurate observability
of small eigenvalues at low frequencies which result in error magnifications in time-
domain simulations with high-impedance terminations. In other words, it means
that diagonalizing Yn and carrying out the matrix inversion shows that the small
eigenvalues of Yn become the large eigenvalues of Zn.
Seeking to face this challenge, the Folded Line Equivalent (FLE) approach [89]
allows one to fit the matrix elements retaining a high accuracy of the small
eigenvalues. The methodology consists in decomposing Yn into an open-circuit
and short-circuit counterparts, namely Yoc and Ysc, respectively. The modeling is
done directly in the phase-domain, thereby being applicable to both overhead lines
(transposed and untransposed) and underground cables.
Given the definition for Yn in (2.16), the equivalent nodal admittance matrix is
given by
YFLE(s) = K












Yoc = Ys + Ym
Ysc = Ys −Ym
(2.19)
and I is an identity matrix. K in (2.19) is also known as the media and anti-
media transformation matrix and it has been used for modal-domain analysis of
transmission lines [166].
A great feature of FLE is that the matrices to be fitted have half the dimension
of the original admittance matrix, i.e., Yn has a dimension 2n× 2n while both Yoc
and Ysc are n×n matrices. Furthermore, the ratio between the largest and smallest
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eigenvalues in both Yoc and Ysc reduces considerably when compared with the ones
found in Yn.
The rational approximation of Yoc and Ysc is based on the VF routine and carried
out independently. It is required that both tend to the characteristic admittance in
the high frequency range, i.e., both models must be asymptotically correct. Hence,
the fitting is carried out using (2.20),











where Yc(∞) = G(∞), i.e, the real part of the characteristic admittance matrix at
infinite frequency. It is assumed that both functions to be fitted, i.e., Yoc and Ysc,
are strictly proper and there is no a priori relationship between the number of poles
used in fitting either function. The FLE realization can be transformed back into
the original phase-coordinates via the transformation






The FLE model is recommended to be embedded into EMTP-like programs
aiming to replace the MoC-based model when the selected time-step is larger than
the line travel time. To interface the FLE model with a time-domain solver, the
node voltages are transformed into and voc and vsc by the transformation (2.22)
for the convolution computations and the history current source in phase-domain is
obtained from the one containing the open-circuit and short-circuit counterparts by












in which ioc and isc are updated in accordance with (A.3).
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2.3.4 Idempotent Decomposition
The Idempotent Decomposition was firstly addressed to the rational
approximation of H in [167] for the modeling of overhead lines in phase-coordinates.
Contrary to the modal domain approach, it represents a linear transformation based
on idempotents instead of eigenvectors [152, 153]. Later, reference [157] investigated
the possibility of applying idempotents for a full frequency dependent Idempotent
line model (Id-Line) suitable for the analysis of underground cables and overhead
lines using the MoC. However, it was found that the accuracy is dependent on the
number of phases involved. As the number of phases involved increases there is a
decrease in the quality of the rational approximation of H.
In this research, an investigation based on idempotents will be carried out
on the rational approximation of Yn as an alternative to the FLE model. The
rational approximation of Yn is accomplished by an eigendecomposition into
modal propagation parameters, resulting in the product of a frequency dependent
transformation matrix T, a diagonal matrix of modes Ym and the inverse matrix of
T given by
Yn(s) = T ·Ym ·T−1 (2.24)





















where n is the number of modes and Mi are the idempotent matrices to be subjected
to rational approximation. Aiming the reduction in the order of the rational
functions, the proposition to group idempotent matrices with close eigenvalues, as
adopted in [157], will be employed in a similar fashion like the grouping routine used
in the ULM approach.
For the time-domain implementation of the Idempotent model, the history
current source should be represented as a set of parallel current sources associated
with each idempotent matrix Mi since Yn is now a sum of several independent
matrices, as depicted in Fig. 2.4.
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Figure 2.4: Time-domain implementation of the Idempotent model
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2.4 Frequency Dependent Network Equivalents
A key issue in electromagnetic transient simulations is how to deal with large
networks as there are several cases where one is only interested in the transient
response of part of this network. A suitable solution is to replace a large portion of
a given network by a frequency dependent network equivalent (FDNE). It consists
in a black-box equivalent emulating the behavior of the actual network as seen at a
set of ports.
The research involving FDNE dates back to 70s and the very first techniques
were based on the synthesis of RLC branches [47, 50–59] but the drawback of this
procedure is that it gives good matches at selected frequencies but the response at
other frequencies is less accurate.
A number of methods based on rational approximations of a given frequency
response have been proposed in the last two decades using either the VF algorithm,
the MPM method or the FPF technique. This kind of representation allows the
achievement of very accurate results in a wide frequency range and enables one
the direct interface of rational models with EMTP-type programs by means of
trapezoidal integration rule [90, 168] or recursive convolution [139].
The modeling of a given frequency dependent model is performed through its
nodal admittance matrix Yn with respect to the sending and receiving ends. The
structure, concerned with the input-output relation between the terminals in a wide







Since Yn represents a passive symmetric element, so YSR = Y
T
SR and unlike a
homogeneous line section YSS 6= YRR.
The Yn matrix can be obtained via direct computations or by a detailed
representation of an actual system followed by a frequency sweep in EMTP-ATP,
PSCAD/EMTDC or EMTP-RV. The calculated or extracted frequency response is
to be subjected to a rational approximation with the Vector Fitting routine resulting







where pm is a set of common poles, either real or complex conjugate, Rm is the
residue matrix and D is the real part of Yn at infinite frequency.
A great feature of the modeling based on the nodal admittance matrix is that it
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enables the modeling of nonhomogeneous system (NhS) [169–171]. Nonhomogeneous
transmission systems occur in several practical configurations such as cascade of
slightly different lines, nonideally transposed overhead lines, cross-bonded cables and
river crossings. It also includes the corona effect, which is a source of attenuation and
distortion of surges and overvoltages in overhead lines [172]. Once the time-domain
representation of a NhS demands the explicit representation of each homogeneous
section, i.e., each untransposed line or cable segment, thereby not being an efficient
solution, this approach allows to exploiting a NhS as a particular case of a FDNE.
It requires the derivation of an input-output relation between the systems terminals




The novel approach designed in this research aims to enable simulations with
variable time-step featuring the same Norton-type structure adopted by EMTP-
like programs. With little effort, it allows evaluations with multiple time-steps
in a simple and straightforward way without modifications in actual companion
models. Besides keeping the accuracy of the original time-step invariant approach,
the proposed multiscale approach provides a sensible gain in the overall computation
time and also a smooth transition regardless of the change in time-step length.
2.5.2 Reinitialization Approach
To illustrate the modification to be carried out in companion networks, consider
a scalar case of the well-known discrete time equivalent of an inductance L given by





where g1 is a conductance, his1(t) is a history current source, v(t) is the terminal
voltage and ∆t1 is the time-step.
At a given instant t when the time-step size is changed to ∆t2, the node current
and voltage should not change due to the modification of the time-step. Thus, to
ensure this condition, the history current source has to be re-calculated on the base
of the new conductance g2 related with the new time-step length ∆t2 by
his1(t) + g1 v(t) = his2(t) + g2 v(t)
his2(t) = his1(t) + (g1 − g2) v(t)
(2.29)
After the transition, the companion network slightly changes with the updated
current source given by
















Loop with ∆t1 Reinitialization Loop with ∆t2
Figure 2.5: Sketch for time-step transition
The following pseudo-code can be used to compute the time response. Based
on the modified-augmented nodal analysis (MANA) [17], which is an extension of
the formulation presented in [16], RHS stands for the vector of known quantities
in MANA, Sys1 is the system matrix when ∆t1 and Sys2 is the one related to
time-step ∆t2.
*** Loop with delta_t 1 ***
for n = 2:100
his(n) = i(n-1)+ g1*v(n-1)
output(n) = inverse(Sys1)*RHS
end
*** update current source ***
his(n) = his(n) + (g1-g2)*v(n)
*** Loop with delta_t 2 ***
for n = 101:150
his(n) = i(n-1)+ g2*v(n-1)
output(n) = inverse(Sys2)*RHS
end
A general case which consists in more than one element in the assembling of the
equivalent conductance is considered: a discrete time conductance gi1 associated with
pole i using ∆t1 and g
i
2 the conductance for the same pole but using ∆t2 instead.












(gi1 − gi2) v(t) (2.31)
where hisik (with k = 1, 2) is the history current source associated with the i
th pole
and v(t) is the terminal voltage. It should be remarked that in the updating stage all
branches have to be individually reinitialized and then gathered into one equivalent


























(b) Companion network for ∆t2
Figure 2.6: Sketch for time step transition
The extension to the multi-phase case is straightforward, see [168] for details.
Although only a single change in the time-step was depicted, this procedure can
be applied for multiple changes along the simulation run in the same fashion in
accordance with the reinitialization steps.
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2.6 Test cases
For the assessment of the accuracy and numerical performance of the proposed
Multiple Time-Step (MTS) approach, a set of six test cases is going to be evaluated,
namely:
1. #1: a RLC circuit
2. #2: a FDNE describing a 34 kV distribution network
3. #3: a 132-kV, 10 km long overhead line (Yn-Line)
4. #4: a 132-kV, 10 km long overhead line (FLE-Line)
5. #5: a 132-kV, 10 km long overhead line (Id-Line)
6. #6: a single-core armoured HVDC subsea cable, 2.5 km length (FLE-Line)
A PSCAD simulation will provide the reference for test cases #1 and #2.
Despite the apparent similarity of cases #3 to #5, each multiscale simulation
will be performed through the following formulations presented in Section 2.3,
namely: nodal admittance matrix (Yn-Line), Folded Line Equivalent (FLE-Line)
and Idempotent Decomposition (Id-Line). A a fixed time-step simulation with the
universal line model (ULM) [80] will be adopted for validation of the test cases
involving the overhead line. For the HVDC subsea cable, another simulation method
using a frequency-domain algorithm based on the Numerical Laplace Transform
(NLT) [174–176] will be applied.
It is worth mentioning that for all test cases the instant for the time-step tran-
sition is defined prior the simulation starts as well as the new time-step value.
The developed computer codes with Mathematica [177] for time-domain simulations
adopted the Modified Nodal Analysis (MNA) formulation to solve the circuit equa-
tions [16] in a similar fashion like MatEMTP [178]. A conventional laptop was used
for the calculations with a 2.9 GHz, Core i7 computer with 8 GB of RAM.
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2.6.1 Case #1: RLC
To exemplify the first application of a multiscale simulation with the novel MTS
approach, consider the very simple RLC circuit shown in Fig. 2.7. The parameters
for this evaluation are given by
Vs = cos (2 π 50 t)
R = 100 Ω L = 110 mH C = 0.25 µF




Figure 2.7: Case #1: RLC circuit
As initially stated, the initial conditions of vc and iL are zero. The simulation
concerns with the switching at t1 = 0 s, i.e., the instant at which the input voltage
is in its maximum value. Initially, the circuit is simulated considering an initial
time-step ∆t1 = 10 µs and when the circuit reaches the steady-state the time-step
is increased to ∆t2 = 500 µs.
The first variable of interest is the capacitor voltage and its transient behavior
is shown in Fig. 2.8. The validation of the achieved result is done with same circuit
simulated with PSCAD which is a fixed time-step solver. An excellent match can
be observed and there are no numerical oscillations or discontinuity in the waveform
due to the change in the time-step.
To highlight that in the proposed approach there is no discontinuity issues during
the time-step transition, Fig. 2.9 depicts the capacitor voltage at the instant near
the time-step switch. A smooth waveform due to the time-step transition can be
observed. The current waveform attains the same accuracy as depicted in Fig. 2.10
as can be seen and as the current response has no mismatches between the current
calculated using only a single time-step and the one using the proposed formulation.
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Δt1 = 10 μs Δt2 = 500 μs
PSCAD
MTS
















Figure 2.8: Case #1: Simulated capacitor voltage
Δt1 = 10 μs Δt2 = 500 μs
PSCAD
MTS
















Figure 2.9: Case #1: Simulated capacitor voltage (detail)
Δt1 = 10 μs Δt2 = 500 μs
PSCAD
MTS
















Figure 2.10: Case #1: Simulated current
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2.6.2 Case #2: FDNE
This test case is intended to model a frequency dependent network equivalent
(FDNE) in phase-coordinates for time-domain simulations. The system describes a
24 kV rural distribution network adopted in [66, 121] and depicted in Figure 2.11.
The length of each circuit in km and the details of the network configuration can
be found in Figure 2.11. The system is assumed to be unloaded. The overhead line
data and underground cable arrangement are depicted in Figure 2.12. The data for
each single-core cable is presented in Table 2.1.











Figure 2.11: Case #2: Power system distribution network
Phase conductors:
d = 0.616 cm






Figure 2.12: Case #2: Overhead line and underground cable configuration
Table 2.1: Case #2: Single core cable data
core conductor radius=5.325 mm ρc = 4.179 · 10−8 Ω.m
first insulation layer thickness=5.5 mm ε1 = 2.3
sheath thickness=0.35 mm ρs = 1.724 · 10−8 Ω.m
jacket thickness=4 mm ε2 = 2.30
The complete system considering a full phase-domain line model was
implemented in PSCAD/EMTDC. A frequency sweep with logarithmically spaced
samples in the frequency range between 1 Hz – 100 kHz as seen from the three-
phase buses A and B was carried out in order to obtain an equivalent 6 × 6 nodal
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admittance matrix Yn to be subject to a rational approximation using the Vec-
tor Fitting routine. The rational approximation considering 64 poles is shown in
Figure 2.13a. A very good match was attained in all frequency range. The fitted
eigenvalues as well as the ones from the original equivalent admittance matrix are


















































































(b) Eigenvalues of Yn
Figure 2.13: Case #2: Fitting results (FDNE)
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To ensure the accuracy of the fitted small eigenvalues at the lower frequency
range, the Mode-Revealing Transformation (MRT) [76] approach was used. MRT
aims to improve the observability of these small eigenvalues by choosing a suitable
real transformation matrix that preserves the physical properties of symmetry,
realness, stability, causality and passivity. It can be understood as an alternative to
the Modal Vector Fitting presented in [165, 179].
To illustrate the performance of the proposed methodology, consider a single-
phase energization as depicted in Figure 2.14 where the switch closes in t1 = 0 s.
Initially, a time-step ∆t1 = 0.5µs is used and after 4 ms it is increased to ∆t2 =











Node A Node B
Figure 2.14: Case #2: Circuit for time-domain simulation
The transient voltage at terminal #4, i.e., the first phase in node B, is depicted
in Fig. 2.15 considering both approaches. An excellent match can be observed and
there are no oscillations or discrepancies due to the change in the time-step.
Δt1 = 0.5 μs Δt2 = 500 μs
PSCAD
MTS
















Figure 2.15: Case #2: Simulated voltage at terminal # 4
33
To emphasize that in the proposed approach there is no discontinuity issues
during the time-step transition, Fig. 2.16 depicts the voltage at terminal #4 at the
instant near the time-step switch. A smooth waveform can be observed with no
numerical oscillation due to the time-step transition.
Δt1 = 0.5 μs Δt2 = 500 μs
PSCAD
MTS
















Figure 2.16: Case #2: Simulated voltage at terminal # 4 (detail)
Now consider the same network as before where a first switch closes at t1 = 0 s
and now a second switch closes at t2 = 10 ms. The circuit is depicted in Fig. 2.17
where R = 100 Ω. The same initial time-step as in the previous case was considered,
i.e., ∆t1 = 0.5 µs, and again after 4 ms it changes to ∆t2 = 500 µs until 10 ms.











Node A Node B
Figure 2.17: Case #2: Circuit for time-domain simulation
Figure 2.18a depicts the voltage behavior at terminal #4 for this second test.
There is a very good agreement between these two results. Some small discrepancies
can be seen in the first instants after the second switching as shown in Fig. 2.18b.
These differences are due to the upper limit of 100 kHz in the FDNE fitting. The
line model used in PSCAD considered a frequency range from 1 Hz up to 1 MHz for
the fitting of the characteristic admittance and propagation function.
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Δt1 = 0.5 μs Δt2 = 500 μs Δt1 = 0.5 μs
PSCAD
MTS
















(a) Simulated voltage at terminal # 4
Δt2 = 500 μs Δt1 = 0.5 μs
PSCAD
MTS












(b) Simulated voltage at terminal # 4 (detail)
Figure 2.18: Case #2: Time-domain simulation
The current injection at terminal #1 is depicted in Fig. 2.19 and again a very
good agreement can be seen. As the current response has a lower frequency content,
there are no substantial mismatches between the current calculated using only a
single time-step and the one using the proposed formulation.
35
Δt1 = 0.5 μs Δt2 = 500 μs Δt1 = 0.5 μs
PSCAD
MTS













(a) Simulated current at terminal # 1
Δt2 = 500 μs Δt1 = 0.5 μs
PSCAD
MTS













(b) Simulated current at terminal # 1 (detail)
Figure 2.19: Case #2: Time-domain simulation
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2.6.3 Case #3: Overhead Line (Yn-Line)
This test case aims to demonstrate the applicability of the MTS approach in the
simulation of a nodal admittance-based line model (Yn–Line). Fig. 2.20 shows the
132 kV overhead line to be considered. It consists of a 10 km long untransposed flat
configuration with ground wires continuously grounded [180].
11 m





Rdc= 0.121 Ω/km, d= 21.66 mm
Ground wires: 
Rdc= 0.359 Ω/km, d= 12.33 mm
Figure 2.20: Case #3: 132-kV transmission line geometry
The modeling is based on the equivalent nodal admittance matrix Yn, according
to Section 2.3.2, that relates the voltages and currents at the terminals in the
frequency domain. A six-terminal frequency dependent model is able to take into
account the inherent propagation phenomena of overhead lines and underground
cables for time-domain evaluations. In order to obtain the admittance matrix Yn
with respect to the sending and receiving ends, a computer code was developed
with Mathematica to obtain the line parameters using a combination of linearly and
logarithmically spaced samples in the frequency range between 1 Hz – 150 kHz.
The calculated frequency response was then subjected to a rational approximation
by means of the Vector Fitting routine which resulted in a pole-residue model with










































































(b) Eigenvalues of Yn
Figure 2.21: Case #3: Fitting results (Yn-Line)
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For the given rational model a time-domain simulation was performed in order
to evaluate the multiscale line model. Fig. 2.22 depicts the system to be evaluated,
i.e., a single-phase energization by a unit sinusoidal voltage source followed by a
capacitor bank energization. The short-circuit reactance is considered by means of













Figure 2.22: Case #3: Circuit for time-domain simulation
The first maneuver to be performed is a single phase energization at t1 = 0 s
and Fig. 2.23 shows the simulated voltage at terminal #4 with an initial time-step
∆t1 = 1 µs. After 20 ms, when all transients have decayed and the voltage reaches
its peak value, the time-step is increased to ∆t2 = 500 µs. A comparison with
the voltage response with the ULM model highlights that a very accurate result is
attained. Furthermore, no discontinuity at the transition instant is observed.
Δt2 = 500 μsΔt1 = 1 μs
ULM
MTS (Yn-Line)
















Figure 2.23: Case #3: Simulated voltage at terminal # 4
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In order to verify the versatility of the novel technique, a second switch closes
at t2 = 40 ms to energize the capacitor bank where C = 0.1 µF, see Fig. 2.24. The
switching occurs when the voltage at terminal #4 is at its maximum. At this same
instant, the time-step length is reduced to the initial value ∆t1 = 1 µs. In Fig. 2.25
is shown the overall simulation for this test case.
Δt2 = 500 μs Δt1 = 1 μs
ULM
MTS (Yn-Line)
















Figure 2.24: Case #3: Simulated voltage at terminal # 4
Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
ULM
MTS (Yn-Line)
















Figure 2.25: Case #3: Simulated voltage at terminal # 4
The current injected at terminal #1 is presented in Fig. 2.26. Again a very good
agreement can be seen as there are no substantial mismatches between the current
calculated using only a single time-step and the one using the proposed formulation.
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Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
ULM
MTS (Yn-Line)














(a) Current at terminal # 1
Δt2 = 500 μs Δt1 = 1 μs
ULM
MTS (Yn-Line)














Figure 2.26: Case #3: Time-domain simulation
It is worth mentioning that when the system under evaluation reaches the stead-
state there is no constraint for the new time-step length. If one desires a larger
time-step, for instance, ∆t > 1 ms, a phasor-based formulation is required. In
Chapter 3, the concept of dynamic phasors is introduced to enable the integrated
simulation of electromagnetic and electromechanical transients. As a consequence,
synchronous machine models can be interfaced with the multiscale line model.
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2.6.4 Case #4: Overhead Line (FLE-Line)
This test case aims to demonstrate the applicability of the new MTS approach
for line simulations based on the Folded Line Equivalent (FLE–Line) model [89].
The overhead line is the same as the previous one, see Fig. 2.20. The modeling
is based on the same nodal admittance matrix Yn as in case #3. As discussed in
Section 2.3.3, the methodology consists in decomposing Yn into an open-circuit and
short-circuit counterparts, namely Yoc and Ysc, respectively.
The calculated Yn in the frequency range between 0.01 Hz – 150 kHz was then
converted into Yoc and Ysc matrices and subjected to a rational approximation with
the Vector Fitting routine. Fig. 2.27 shows the fitting results for Yoc and Ysc and
50 poles were used in the fitting for both Yoc and Ysc. The fitted eigenvalues are












































Figure 2.27: Case #4: Fitting of Yoc and Ysc (FLE-Line)
The great feature of the FLE model is that the eigenvalues are accurately fitted
in the low frequency range and particularly suitable to the situation when the time-
step is larger than the line travel time. This situation occurs frequently in practice




































Figure 2.28: Case #4: Eigenvalues of Yoc and Ysc (FLE-Line)
In order to evaluate this alternative multiscale line model, the same time-domain
simulation performed in the previous section is considered. As aforementioned, the
simulation starts with time-step ∆t1 = 1 µs and after 20 ms the time-step is increased
to ∆t2 = 500 µs. Next, at the same instant that the capacitor bank is energized,
the time-step changes back to ∆t1 = 1 µs. For the sake of clarity, the circuit to be













Figure 2.29: Case #4: Circuit for time-domain simulation
The simulated voltage at terminal #4 is shown in Fig. 2.30 and no discontinuity
in the waveform is observed when the time-step is changed. A comparison with
the results obtained with the ULM model highlights that a very accurate result is
attained.
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Δt2 = 500 μsΔt1 = 1 μs
ULM
MTS (FLE-Line)
















Figure 2.30: Case #4: Simulated voltage at terminal # 4
The voltage at terminal #4 can be visualized in Fig. 2.31 when the capacitor
bank is inserted. Like in the previous test case, the waveform has a good match
with the ULM curve and the MTS approach proves its versatility with distinguished
accuracy. The voltage profile along the overall simulation is shown in Fig. 2.32.
Δt2 = 500 μs Δt1 = 1 μs
ULM
MTS (FLE-Line)
















Figure 2.31: Case #4: Simulated voltage at terminal # 4
The current injection at terminal #1 is presented in Fig. 2.33. Again a very good
agreement can be seen as there are no substantial mismatches between the current
calculated using only a single time-step and the one using the proposed formulation.
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Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
ULM
MTS (FLE-Line)
















Figure 2.32: Case #4: Simulated voltage at terminal # 4
Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
ULM
MTS (FLE-Line)














(a) Case #4: Simulated current at terminal # 1
Δt2 = 500 μs Δt1 = 1 μs
ULM
MTS (FLE-Line)













(b) ase #4: Simulated current at terminal # 1 (detail)
Figure 2.33: Case #4: Time-domain simulation
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2.6.5 Case #5: Overhead Line (Id-Line)
This test case aims to evaluate the Idempotent Decomposition in the rational
approximation of Yn and demonstrate the multiscale MTS approach for simulations
based on the Idempotent Line (Id–Line) model, in accordance with Section 2.3.4.






































































































(b) Fitting of M2
Figure 2.34: Case #5: Fitting results (Id-Line)
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In a similar fashion as adopted in [157], the grouping scheme of modes with close
eigenvalues resulted in two idempotent matrices, namely, M1 and M2. The rational
fitting of M1 and M2 with 60 and 50 poles, respectively, in the frequency range
between 0.01 Hz – 150 kHz is shown in Fig. 2.34.
In order to evaluate this alternative multiscale line model, a single-phase
energization is performed followed by a capacitor bank energization, like in the
previous section. As aforementioned, the simulation starts with ∆t1 = 1 µs and
after 20 ms the time-step is increased to ∆t2 = 500 µs. Next, at the same instant
that the capacitor bank is energized, the time-step changes back to ∆t1 = 1 µs.













Figure 2.35: Case #5: Circuit for time-domain simulation
The simulated voltage at terminal #4 presents very accurate result in comparison
with the ULM model, as demonstrated in Fig. 2.36. Like in the previous case, the
waveform has a good match with the ULM curve. It could be demonstrated that
MTS approach holds its versatility with a different line model maintaining a high
accuracy level. The effect of the capacitor maneuver in the voltage profile at terminal
#4 can be visualized in Fig. 2.37 and the overall simulation for this test case is shown
in Fig. 2.38.
Δt2 = 500 μsΔt1 = 1 μs
ULM
MTS (Id-Line)
















Figure 2.36: Case #5: Simulated voltage at terminal # 4
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Δt2 = 500 μs Δt1 = 1 μs
ULM
MTS (Id-Line)
















Figure 2.37: Case #5: Simulated voltage at terminal # 4
Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
ULM
MTS (Id-Line)
















Figure 2.38: Case #5: Simulated voltage at terminal # 4
The current injection at terminal #1 is presented in Fig. 2.39. Again a very good
agreement can be seen as there are no substantial mismatches between the current
calculated using only a single time-step and the one using the proposed formulation.
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Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
ULM
MTS (Id-Line)














(a) Simulated current at terminal # 1
Δt2 = 500 μs Δt1 = 1 μs
ULM
MTS (Id-Line)













(b) Simulated current at terminal # 1 (detail)
Figure 2.39: Case #5: Time-domain simulation
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2.6.6 Case #6: HVDC Cable (FLE-Cable)
Nowadays, there is an increasing number of applications where subsea power
cables are employed. Just to name a few, connection of offshore wind farms with
the main grid or interconnection between islands through HVDC converters are some
examples. The advancements in the filed of voltage-source converters (VSC) renewed
the interest in applications using direct current (DC) cables since it overcomes some
disadvantages associated with conventional HVDC transmission systems.
In order to address such recent trend, this test case considers a single core (SC)
armoured subsea cable which is the same used in a VSC–HVDC application [181].
The cable configuration is depicted in Fig. 2.40 and the main data are given in
Table 2.2. In some of these applications, the cables are buried just below the seabed,
with depths varying from 1 to 2 m. Here, the burial depth is 1.5 m below the









Figure 2.40: Case #6: 75 kV HVDC subsea cable configuration
Table 2.2: Case #6: Subsea cable data
Core conductor R1 = 18.95 mm ρc = 1.723 x 10
−8 Ω.m
First insulation layer R2 = 28.95 mm ε1 = 2.5
Sheath R3 = 30.65 mm ρs = 22 x 10
−8 Ω.m
Second insulation layer R4 = 33.15 mm ε2 = 2.5
Armour R5 = 35.65 mm ρa = 11 x 10
−8 Ω.m, µa = 90
Armour insulation R6 = 44.10 mm ε3 = 2.5
The evaluation is going to be restricted to the FLE model which encompass the
nodal admittance matrix Yn that relates the terminal voltage and current in the
frequency domain. As depicted in Section 2.3.3, the methodology consists in decom-
posing Yn into an open-circuit and short-circuit counterparts, namely Yoc and Ysc,
respectively. The calculated Yn in the frequency range 0.1 Hz – 100 kHz was then
converted into Yoc and Ysc counterparts and subjected to rational approximation
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with the Vector Fitting routine. Fig. 2.41 shows the fitting results for Yoc, Ysc


















































































(b) Eigenvalues of Yoc and Ysc
Figure 2.41: Case #6: Fitting results (75 kV submarine cable)
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For assessment of the multiscale time-domain response, consider the scheme
depicted in Fig. 2.42. A voltage source which is ramped up linearly to 1 V in
50 µs is applied in the core conductor. The sheath and armour are bolted together
as this is typically the practical scenario. An initial time-step ∆t1 = 0.05 µs is











Figure 2.42: Case #6: Circuit for time-domain simulation
The simulated core and sheath voltages at the receiving end are depicted in
Fig. 2.43 and the validation is done with the results obtained with the NLT [174–
176] algorithm which is an analytic approach that provides the exact solution. In a
similar fashion, the current in the core conductor is shown in Fig. 2.44 and again a
very accurate match is attained. It can be verified that in this special case involving
a subsea cable the proposed multiscale approach is able to reproduce the voltage
profile even with an increase of 100 times in the time-step before the variables
reached their steady-state value.
Δt1 = 0.05 μs Δt2 = 5 μs
NLT
MTS














Figure 2.43: Case #6: Simulated core and sheath voltages
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Δt1 = 0.05 μs Δt2 = 5 μs
NLT
MTS















Figure 2.44: Case #6: Simulated current at terminal #1
It is noteworthy that the FLE model is best suited for situations where the time-
step is larger than the line travel time [89] due to its fully-coupled nodal admittance
matrix. In practice, it occurs in systems comprising both long and short lines. This
feature enables to circumvent the constraint associated with the MoC-based models.
Here a larger initial time-step could be used instead. However, the evaluation aimed
to demonstrate how flexible and efficient the novel MTS approach can be without
restriction to the new time-step.
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2.7 Numerical Efficiency
As will be shown in Table 2.3, in the matter of computational performance, there
are a number of scenarios where an admittance-based formulation, comprised of a
fully-coupled admittance matrix, showed to be more efficient than the MoC-based
model. Besides the possibility of adopting time-steps larger than with the MoC,
mainly in evaluations with short lines [89], the drawback of ULM formulation is
that it requires high computational efforts to execute the convolutions involving Yc
and H and interpolations of historic current vectors.
For validation of test cases #1 and #2, the simulation with PSCAD was
considered as the reference. In test cases #3 to #5, which comprise an OHL,
an user-defined algorithm was developed to implement the ULM model. Finally,
a frequency-domain algorithm based on NLT was adopted for test case #6. Since
the ULM code is not a compiled version, the computation time would be definitely
much smaller.
The numerical efficiency of the novel MTS approach is highlighted in Table 2.3.
It lists the machine time needed for each test case, comparing the standard fixed
time-step computation with the proposed variable time-step algorithm. For test
cases #3 to #5, the processing time required bt the ULM code and PSCAD is also
reported. It can be seen that besides providing a simulation without substantial loss
of accuracy, the proposed algorithm considerably reduces the computational burden.
Table 2.3: Computation time with MTS
PSCAD ULM Standard* MTS Reduction
Case #1 (RLC) – – 0.195 s 0.101 s 48%
Case #2 (FDNE) 30.69 s – 2.66 s 1.72 s 35%
Case #3 (Yn–Line) 1.65 s 88 min 9.90 s 6.95 s 30%
Case #4 (FLE–Line) 1.65 s 88 min 11.46 s 7.65 s 33%
Case #5 (Id–Line) 1.65 s 88 min 11.91 s 8.36 s 30%
Case #6 (FLE–Cable) – – 15.74s 3.13 s 80%
* fixed time-step
In the rational fitting of the admittance matrices of all investigated models,
it was not the intention to achieve an order as low as possible to minimize the
computation time. For the sake of comparison, the number of poles in the rational
model of each matrix for the 132 kV overhead line (OHL) considered in test cases
#3 to #5 is presented in Table 2.4. Even though the admittance-based models
required more poles in the rational approximation than ULM, the timing results
demonstrate substantial reduction in comparison with the MoC-based simulation
with ULM. When applying the novel MTS approach, the overall computation time is
significantly reduced. It is worth mentioning that a concrete quantitative prediction
of timings cannot be realistic due to the evaluated system and the observation time.
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Table 2.4: OHL fitting
ULM Yn FLE Id
H Yc - Yoc Ysc M1 M2
30 10 88 50 50 60 50
Valuable information taken from Table 2.3 is the computation time achieved with
Id–Line. Even with a higher number of poles, it can be seen that the overall time is
slightly higher if compared with FLE–Line and Yn–Line simulations. This evidence
encourages further investigations on Idempotent Decomposition as an alternative
technique to the direct fitting of Yn due to the inherent inaccurate observability of
small eigenvalues in the low frequency range.
For the sake of comparison, Fig. 2.45 presents the simulated voltage considering
all three distinct formulations employed in the modeling of the OHL. The error of






































(b) Capaccitor bank energization
Figure 2.45: Comparison of simulated voltage at terminal #4 (OHL)
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Yn-Line



















(a) Simulated voltage at terminal # 4
FLE-Line



















(b) Simulated voltage at terminal # 4
Id-Line



















(c) Simulated voltage at terminal # 4
Figure 2.46: MTS approach: deviation from ULM simulation
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2.8 Discussion
The application of the novel Multiple Time-Step (MTS) approach for time-
domain simulation of frequency dependent line models and network equivalents was
evaluated. Test cases comprised lumped elements, a frequency dependent network
equivalent (FDNE), an overhead line (OHL) and a single-core armoured subsea cable
were considered.
The FDNE modeling demonstrated the accuracy and usefulness of frequency
dependent equivalents for EMT evaluations. Time-domain results achieved with
the reduced network matched precisely with the detailed simulation with PSCAD
comprising the complete system represented with a full phase-domain line model.
Special attention was directed to the OHL modeling with computations
performed through its nodal admittance matrix and two distinct decompositions,
namely: the Folded Line Equivalent (FLE) and the Idempotent Decomposition. In
the modeling of the subsea cable, just the FLE formulation was applied. The test
cases comprised of OHL closely matched the results from the ULM which considered
a fitting of Yc and H up to 1 MHz. The results indicate that besides keeping the
accuracy of fixed time-step simulations, the new Id–Line model provided similar
numerical performance in comparison with Yn–Line and FLE–Line models. In the
matter of accuracy, the same conclusion holds for the subsea cable simulation in
which the frequency-domain NLT algorithm was adopted for validation.
As a contribution to the renewed interest on the Idempotent Decomposition, the
viability of grouping Idempotent matrices with similar eigenvalues was evaluated
with success. Additional investigations are recommended to be done with
Idempotent Decomposition as an alternative technique to the direct fitting of
frequency dependent lines and network equivalents.
The greatest feature of admittance-based formulations addressed in this work is
that a fully-coupled admittance matrix does not require a topological modifications
on the network matrix if the time-step is larger than the slowest modal traveling
time. It can be applied in a straightforward way since it retains the same structure
used in EMTP-like programs. The proposed multiscale formulation allowed a more
efficient realization of rational approximations of frequency dependent models as the
computational burden is considerably reduced without a significant loss of accuracy.
The inclusion of a single intermediate step is enough to allow the usage of multiple
time-steps along the simulation run.
Passivity enforcement is the major bottleneck in the field of rational
macromodeling once unstable simulations can be verified, even though the elements
of a given matrix Yn have been fitted using only stable poles. The requirement
of a passive model entails a post-processing scheme based on residue perturbation
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to ensure passivity [183]. Even though the elements of Yn were accurately fitted,
the small eigenvalues can be corrupted in the lower frequency range [89], and the
direct fitting of Yn fails in this requirement. For this reason, the lowest frequency
1 Hz was chosen in the rational approximation of the Yn–Line. Fortunately, the
FLE circumvents the problem that occurs with the direct fitting of the nodal
admittance matrix demonstrating a suitable alternative for retaining the accuracy
of the eigenvalues of Yn. Even though a passive model via the FLE was reached
for the OHL, it was not the case for the system of single-core cables. An accurate
fitting for Yoc and Ysc was achieved without a good observability of all eigenvalues.
Hence, a single-core armoured subsea cable was employed.
It is worth mentioning some issues regarding with the modeling based on
the Method of Characteristics (MoC) and the ones associated with the nodal
admittance matrix. The former can present unstable time-domain simulations [161,
162] while the latter can face the appearance of Gibbs phenomena [121]. In the case
of MoC-based approach, the major drawback appears when short lines are evaluated
with long lines, thus requiring very small time-steps. Contrarily, admittance-based
formulations overcome such constraint allowing one to adopt time-steps greater than
the travel time. To face this challenge, the FLE model is recommended since it can
take into account the frequency dependent effects of the line as opposed to the
common practice to employ π-sections. Time-domain simulations based on real or
instantaneous variables have an inherent limitation regarding the maximum time-
step size due to the sampling rate of the fundamental frequency. Thus, there is a
trade-off between precision and computational performance.
In order to generalize the MTS approach, an extension of this formulation is
presented in Chapter 3 aiming to cope with time-steps in the order of milliseconds,
namely, the Frequency-Adaptive Simulation of Transients (FAST) concept. This
multiscale approach enables the integrated simulation of EMT and TS with an
inherent feature to process either instantaneous or phasor-based variables and it
allows the integration of synchronous or induction machine models. Alternatively
to the averaging method [184], FAST can be used to bridge evaluations with power
electronic converters.
In Chapter 4, a new Multiple Companion Networks (MCN) technique is
proposed to improve the numerical efficiency in the rational modeling of frequency
dependent transmission lines. Resorting to latency exploitation, different time-
steps are adopted for the poles associated with fast and slow dynamics. This new
formulation seeks to overcome the high computational burden in the commonly fixed





In the previous chapter, the Multiple Time-Step (MTS) approach was found to be
a feasible alternative for time-domain simulations of frequency dependent line models
and network equivalents in EMTP-like programs. Nonetheless, its application for
larger time-steps, for instance, greater than 1 ms, still merits further research work
related on how to circumvent such constraint.
In the present chapter, the Frequency-Adaptive Simulation of Transients
(FAST) concept is addressed regarding admittance-based models. FAST can be
understood as a generalization of the dynamic phasors concept and provides the
advantage of tracking either instantaneous or envelope waveforms. Furthermore,
it allows multiple changes in time-step with smooth transitions without numerical
oscillations or discontinuities in the waveform regardless of the change in time-step.
The same test cases considered in the previous chapter will be adopted here.
Time-domain responses based on the full phase-domain Universal Line Model (ULM)
will be used to verify the accuracy of the test cases comprising an overhead line
(OHL) and frequency dependent network equivalent (FDNE). For the HVDC subsea
cable, an alternative simulation method using a frequency-domain algorithm based
on the Numerical Laplace Transform (NLT) will be considered. For this simulation
NLT was used because there is no accurate model for a subsea cable in EMTP-type
of software.
Results indicate that the modeling using either real or complex variables attain
the same accuracy within the same time scale. When encompassing large time-steps
in steady state analysis, e.g., 10 ms, the FAST approach should be used instead as
it can handle phasor-based representation.
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3.1 Introduction
The research on new techniques to incorporate the slow frequency transients,
typically in the range of a few or a fraction of hertz into electromagnetic transients
(EMT) evaluations, revealed some alternatives to bridge EMT and transient
stability (TS) analysis. Stated as hybrid simulators [40], they enable one to deal
with different time frames in the same simulation run alternating electromagnetic
and electromechanical solvers in order to provide a coupled solution [39, 41, 42].
The former processes instantaneous variables with time-steps in the order of
microseconds while the latter deals with phasors using time-steps in the order of
milliseconds
The unification of electromagnetic and electromechanical modeling into a single
formulation became possible with the advent of the dynamic or time-varying
phasors concept reported in the groundwork developed in [2]. With the aid of
analytic signals or complex variables, commonly used in communication theory [185],
and the Hilbert transform [186] it became possible to process and trace either the
envelope or the instantaneous time-domain waveforms of a given variable. The first
application of dynamic phasors in power systems considered a transmission line with
distributed parameters and a detailed synchronous machine model was presented
in [3]. Named as shifted frequency analysis (SFA), this formulation was also applied
in the modeling of induction motors and power transformers [4–7]. As highlighted
in [13], the SFA method is efficient for power system slow dynamic studies and also
capable of simulating fast transients. Nevertheless, the simulation of either slow
or fast transients should be determined prior to the simulation start. Thus, the
method presents an inherent limitation for simulating both phenomenon within the
same simulation run
The so-called Frequency-Adaptive Simulation of Transients (FAST) concept was
latter introduced to allow the change in the time-step applied in the modeling of
transformers, synchronous machines and transmission lines [8–14]. Hence, one can
use small time-steps when fast transients are involved and larger time-steps when
low frequency transients are to be observed
In the present Chapter, the Multiple Time-Step (MTS) formulation will be
extended in order to enhance the available admittance-based frequency dependent
models for overhead lines, cables and network equivalents using FAST. Resorting
to the feature of a fully-coupled admittance matrix, the multiscale approach based
on FAST will be implemented in a straightforward way, aiming to retain the same
structure used in EMTP-type programs
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3.2 Dynamic Phasors
The complex transformation by means of Hilbert transforms has been properly
established in a way to find an unique analytic function whose real part is the same
as the original one. This groundwork is sufficient to established a novel reference
frame to gather both electromagnetic and electromechanical modeling with the aid
of dynamic phasors.
3.2.1 Analytic Signals
The dynamic phasor concept rely on the application of analytic or complex
signals A[·] as adopted in frequency modulation for radio transmission [187].
Basically, it express a real signal s(t) in a complex form where the imaginary part
σ(t) is obtained by the Hilbert transform of the original signal, as shown in (3.1).
A[s(t)] = s(t) = s(t) + jH[s(t)] = s(t) + jσ(t) (3.1)
Real signals typically have its spectrum centered at the fundamental frequency fs
and, as a consequence of this transformation, analytical signals maintain only its
positive content with the magnitude multiplied by two, see Fig. 3.1.
−fs fs f
| F [s(t)] |
(a) Real signal s(t)
−fs fs f
| F [s(t)] |
(b) Analytic signal s(t)
Figure 3.1: Fourier spectra
3.2.2 Frequency Shifting
Multiplying the analytic signal by e−jωst degenerates the so-called dynamic
phasor D[·] and the related frequency spectra is then shifted to the origin, as
illustrated in Fig. 3.2. In practice, this shifting approach converts a bandpass signal
into a low-pass one that corresponds to the complex envelope of the real signal s(t).
D[s(t)] = s(t) e−jωst (3.2)
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The key advantage of such representation lies in the requirement of much less samples
to accurately represent dynamic phasors in comparison with instantaneous signals.
This process, stated as the Shifted Frequency Analysis (SFA), filters out the power
frequency and only deviations from this frequency are observed. Hence, in steady-
state and electromechanical analysis, where the signals are close to the fundamental




(a) Analytic signal s(t)
−fs fs f
|F [D[s(t)]]|
(b) Dynamic phasor Ds(t)
Figure 3.2: Fourier spectra
3.2.3 On the Analytic Signals
A kind of graph employed in audio engineering is used to plot a three-dimensional
version of analytic functions. Fig. 3.3 shows the analytic signal curves when both
parts of the function are plotted against time. The projections show the real and
the imaginary parts as functions of time [188]. The rear projection plane shows the
analytic function plotted on the complex plane. Such curve is referred as Heyser
spirals or Heyser corkscrew used initially by Richard Heyser to analyze loudspeaker
performance [189].
Consider the real function cosωt. The complex extension of cosωt, i.e, with its
Hilbert transformed counterpart, is given by
ejωt = cosωt+ j sinωt (3.3)
The magnitude of cosωt varies from -1 to +1 and at times it is zero. However,
one may feel that its envelope is constant and this intuition is satisfied defining
the envelope to be the magnitude of the full complex function ejωt. In a Heyser
corkscrew, this magnitude appears as the radial distance of the central figure to the
time axis and from Fig. 3.3 it is clear the the envelope of cosωt is always 1.
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Figure 3.3: Analytic signal A[·]
It is worth emphasizing that the connection between the real and imaginary
parts is the so-called Hilbert transform. The connection between the real part and





which is an inversion of the standard definition ejωt = cosωt + j sinωt. As
aforementioned, to get the complex extension of cosωt one should express it in
its exponential form, suppress the negative frequency term e−jωt and double the fre-
quency part. After some basic manipulation, it can be seen that cosωt = Re[ejωt].
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3.3 Lumped Elements
This section aims to establish the discretization of differential equations to
describe the behavior of lumped elements by means of analytic signals. Companion
networks in the form of Norton-type equivalents are intended to perform time-
domain simulations.
3.3.1 Inductor
Expressing the voltage and current variables as analytic signals, i.e, in the






































Backsubstitution into the analytic form notation, gives











Collecting like terms, yields
iL(t) = GL vL(t) + e
jωs∆t [µ iL(t−∆t) +GL vL(t−∆t)] (3.10)
and casting in the form of a companion network, the resulting discrete model can
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be expressed by









jωs∆t [µ iL(t−∆t) +GL vL(t−∆t)]
(3.12)
It is noteworthy that the obtained model retains the common structure of EMTP-
like programs [19] when handling only with real values, i.e., in the case where the
frequency shifting equals ωs = 0 rad/s.
3.3.2 Capacitor
On the basis of analytic signals representation, the behavior of a capacitor C is





































Backsubstitution into the analytic form notation, gives












Collecting like terms, yields
iC(t) = GC vC(t)− ejωs∆t [iC(t−∆t) +GC vC(t−∆t)] (3.18)
and casting in the form of a companion network, the resulting discrete model can
expressed by






jωs∆t [iC(t−∆t) +GC vC(t−∆t)]
(3.20)
It is noteworthy that the obtained model retains the common structure of EMTP-
like programs [19] when handling only with real values, i.e., in the case where the
frequency shifting equals ωs = 0 rad/s.
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3.4 Rational Models
Frequency dependent models usually are described by rational approximations of
a given frequency response, commonly in the form of an admittance matrix relating
terminal voltages and currents. In order to perform a time-domain realization of a
pole-residue or state-space model, e.g., in the form of (3.21), one can resort either







where pm is a set of common poles, either real or complex conjugate, Rm is the
residue matrix and D is a real-based matrix associated with the behavior of Y(s)
at an infinite frequency.
This section intends to extend the existing formulae in order to process analytic
signals, which corresponds with the proposal of this thesis.
3.4.1 Trapezoidal Integration Rule
Assume a first order pole-residue model in the form of (3.21). In the time-domain,
it can be rewritten as
dx(t)
dt
= p x(t) + r v(t) (3.22)
Resorting to the definition of dynamic phasors, i.e., insertion of (3.2) in (3.22)
d[D[x(t)] ejωst]
dt
= p x(t) + r v(t) (3.23)
Evaluating the derivative term gives
jωs D[x(t)] ejωst + ejωst
dD[x(t)]
dt
= p x(t) + r v(t) (3.24)
Collecting like terms yields
dD[x(t)]
dt
= e−jωst [(p− jω)x(t) + r v(t)]
= (p− jω)D[x(t)] + rD[v(t)]
(3.25)
Performing the discretization by means of trapezoidal integration rule, (3.25) is
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expanded as follows








Back substitution into the the analytic signal notation, yields
x(t)− x(t−∆t) ejωs∆t =(p− jω) ∆t
2




(v(t) + v(t−∆t) ejωs∆t)
(3.27)
Finally, after some manipulation, (3.27) can be simplified as
x(t) = αx(t−∆t) + λ v(t) + µ v(t−∆t)
i(t) = x(t) + d v(t)
(3.28)
where















As the state variable x(t) in (3.28) depends on the input voltage at the same
instant, it cannot be implemented in this form. By modification of the state variable
and scaling the input like in [81]
x̂(t) = x(t)− λ v(t) (3.30)
(3.28) attains the same structure as defined in Appendix A
x(t) = αx(t−∆t) + (αλ+ µ) v(t−∆t)




Let an input-output in the frequency domain given by
I(s) = Y (s) V (s) (3.32)




Y (u) v(t− u) du (3.33)
It is known that (3.33) can be solved based on the preceding time-step [139, 190],
as follows
i(t) = ep∆t i(t−∆t) +
∆t∫
0
Y (u) v(t− u) du (3.34)
Assuming that the impulse response y(t) is approximated by an exponential function
or a sum of then, like in (3.21), (3.34) takes the following form
i(t) = ep∆t i(t−∆t) + r
∆t∫
0
epu v(t− u) du (3.35)
Substituting the real variables i and v in (3.35) by their analytic counterparts and
resorting to the definition of dynamic phasors
i(t) = ep∆t i(t−∆t) + r
∆t∫
0
epu ejωs(t−u) D[v(t− u)] du
= ep∆t i(t−∆t) + r ejωst
∆t∫
0
e(p−jωs)u D[v(t− u)] du
(3.36)
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e(p−jω)u u du (3.38)
Solving the integrals and collecting like terms yields
i(t) = α i(t−∆t) + λ v(t) + µ v(t−∆t) (3.39)
where
p = p− jωs




















The novel Multiple Time-Step (MTS) approach designed in the previous Chapter
for real-based variables has a remarkable feature that no modification is necessary
in actual companion networks adopted by EMTP-like programs. With little effort,
it allows evaluations with variable time-steps in a simple and straightforward way.
In this chapter, it is intended the generalization of MTS aiming to cope with
larger time-steps in the order of milliseconds. On the ground of dynamic phasors,
the FAST formulation is extended to the modeling of frequency dependent lines and
network equivalents. To achieve such feature, the shift frequency is introduced as an
additional parameter depending on the phenomena to be observed. This multiscale
approach enables the integrated simulation of EMT and TS with an inherent feature
to process either instantaneous- ou phasor-based variables. It allows the integration
of synchronous or induction machine models and is intended to bridge evaluations
with power electronics converters alternatively to the averaging method [184].
3.5.2 Reinitialization Approach
In Section 2.5.2 an innovative procedure was introduced to make feasible the
modification on the time-step resulting in no discontinuity issues after the transition.
As aforementioned, the simulation with real or instantaneous variables poses a
limitation related with the maximum time-step size due to the sampling rate of
the fundamental frequency. The modeling based on dynamic phasors is able to
circumvent such constraint.
In a similar fashion, the reinitialization approach also encompasses simulations
involving complex variables. At a given instant t when the time-step size is changed
from ∆t1 to ∆t2, the current and voltage at the node should not change due to the
modification of the time-step. Thus, to ensure this condition, the history current
source has to be re-calculated on the base of the new conductance g
2
related with
the new time-step length ∆t2.
To illustrate the modification to be carried out in the companion network
comprising N elements in parallel, the voltage and history current sources in (3.41)















where hisik (with k = 1, 2) is the history current source associated with the i
th pole
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and v(t) is the terminal voltage.
It should be remarked that in the updating stage all the branches have to be
individually reinitialized and then gathered into one equivalent current source. This




























(b) Companion network for ∆t2
Figure 3.4: Sketch for time step transition
In addition, if a phasor-based evaluation is desired, i.e, with time-steps in the
order of milliseconds, the shift frequency has to be adjusted. For the simulation
of electromagnetic transients, no frequency shifting is required. However, if the
simulation of electromechanical transients is considered, then ωs = ω.
For convenience, a pseudo-code is re-introduced to be used to compute the time-
domain response, based on the modified-augmented nodal analysis (MANA) [17]
which is an extension of the formulation presented in [16]. In the pseudo-code RHS
stands for the vector of known quantities in MANA, Sys1 is the system matrix
when ∆t1 and Sys2 is the one related to time-step ∆t2.
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*** Loop with delta 1 ***
for n = 2:100
ws = 0
his(n) = i(n-1) + g1*v(n-1)
output(n) = inverse(Sys1)*RHS
end
*** update current source ***
his(n) = his(n) + (g1-g2)*v(n)
*** Loop with delta 2 ***
ws = 2*pi*f
for n = 101:150
his(n) = i(n-1) + g2*v(n-1)
output(n) = inverse(Sys2)*RHS
end
Although only a single change in the time-step was depicted, this procedure can
be applied for multiple changes in the simulation time-step in the same fashion in
accordance with the reinitialization steps. The extension to the multi-phase case is
straightforward, see [168] for details.
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3.6 Test cases
The same evaluations performed in Chapter 2 will be considered in order to assess
the accuracy and numerical performance of the Frequency-Adaptive Simulation of
Transients (FAST) approach in the modeling of frequency dependent admittance-
based models. For the sake of clarity, a set of six test cases is going to be evaluated,
namely:
1. #1: a RLC circuit
2. #2: a FDNE describing a 34 kV distribution network
3. #3: a 132-kV, 10 km long overhead line (Yn-Line)
4. #4: a 132-kV, 10 km long overhead line (FLE-Line)
5. #5: a 132-kV, 10 km long overhead line (Id-Line)
6. #6: a single-core armoured HVDC submarine cable, 2.5 km length (FLE-Line)
A PSCAD simulation will provide the reference for test cases #1 and #2.
Despite the apparent similarity of cases #3 to #5, each multi-scale simulation
will be performed through the following formulations presented in Section 2.3,
namely: nodal admittance matrix (Yn-Line), Folded Line Equivalent (FLE-Line)
and Idempotent Decomposition (Id-Line). A a fixed time-step simulation with the
universal line model (ULM) [80] will be adopted for validation of the test cases
involving the overhead line. For the HVDC subsea cable, another simulation method
using a frequency-domain algorithm based on the Numerical Laplace Transform
(NLT) [174–176] will be applied.
It is worth mentioning that for all test cases the instant for the time-step
transition is defined prior the simulation starts as well as the new time-step value.
The developed computer codes with Mathematica [177] for time-domain simulations
adopted the Modified Nodal Analysis (MNA) formulation to solve the circuit
equations [16] in a similar fashion like MatEMTP [178]. A conventional laptop
was used for the calculations with a 2.9 GHz, Core i7 computer with 8 GB of RAM.
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3.6.1 Case #1: RLC
To exemplify the first application of a multiscale simulation with the FAST, let
the very simple RLC circuit shown in Fig. 3.5. The parameters for this evaluation
are given by
Vs = cos (2 π 50 t)
R = 100 Ω L = 110 mH C = 0.25 µF




Figure 3.5: Case #1: RLC circuit
The simulation is concerned with a switch closing at t1 = 0 s, i.e., the instant at
which the input voltage is in its maximum value. Initially, the circuit is evaluated
considering an initial time-step ∆t1 = 10 µs and it is increased to ∆t2 = 500 µs
after the circuit reaches the steady-state. A comparison between the real part of
the simulated capacitor voltage with the PSCAD curve presents a smooth transition
due to the change in the time-step, see Fig. 3.6. An excellent match can be observed
in the instantaneous waveform.
Δt1 = 10 μs Δt2 = 500 μs
PSCAD
FAST
















Figure 3.6: Case #1: Simulated capacitor voltage
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One great feature of FAST is that it allows the extraction of both instantaneous
and envelope waveforms, see Fig. 3.7, and one can decide which waveform to trace
depending on the type of phenomena to be observed. For instance, the real part or
the instantaneous waveform of a given complex variable is of prime interest following
any disturbance and if the system is under steady-state the envelope or the absolute
part may be preferred.
Δt1 = 10 μs Δt2 = 500 μs
Re [FAST]
Abs [FAST]
















(a) Instantaneous and envelope waveforms
Δt1 = 10 μs Δt2 = 500 μs
FAST















Figure 3.7: Case #1: Simulated capacitor voltage
The simulated current is presented in Fig. 3.8 and a very good agreement is
observed between the current profile using a single time-step and the one using
the novel formulation For a better visualization, Fig. 3.8b shows only the envelope
waveform.
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Δt1 = 10 μs Δt2 = 500 μs
PSCAD
FAST

















Δt1 = 10 μs Δt2 = 500 μs
FAST















Figure 3.8: Case #1: Simulated current
It is worth mentioning that when the system under evaluation reaches the steady-
state there is no constraint for the new time-step. If one desires a time-step larger
than, for instance, ∆t2 > 2 ms, in order to accelerate the simulation, the phasor-
based formulation must be employed. This is achieved by setting the shift frequency
fs = 50 Hz, contrary at the beginning of the simulation when the shift frequency is
fs = 0 Hz for an EMTP-type simulation. The versatility of the multiscale technique
can be seen in Fig. 3.9 which shows the transition between instantaneous and
envelope waveforms when the time-step is changed to ∆t1 = 10 µs or ∆t2 = 10 ms.
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Δt1 = 10 μs Δt2 = 10 ms Δt1 = 10 μs
FAST
















Figure 3.9: Case #1: Simulated capacitor voltage
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3.6.2 Case #2: FDNE
This test case aims to demonstrate the multiscale methodology in the modeling of
an admittance-based model representing a frequency dependent network equivalent
(FDNE) in phase-coordinates. The system describes a 24 kV rural distribution
network and its details can be reviewed in Section. 2.6.2. The rational approximation
is shown in Fig. 2.13.
For the sake of clarity, the same evaluation performed in Section. 2.6.2 is sketched
in Figure 3.10, i.e., a single-phase energization by a unit sinusoidal voltage source at
t1 = 0 s followed by a short-circuit after 10 ms. An initial time-step ∆t1 = 0.5µs is
adopted and after 4 ms, when all transients vanished, it is increased to ∆t2 = 500µs.











Node A Node B
Figure 3.10: Case #2: Circuit for time-domain simulation
In order to verify the accuracy of FAST, the simulated voltage at terminal #4 is
compared with PSCAD curve using a fixed time-step ∆t = 0.5µs, as can be seen in
Fig. 3.11. An excellent match is attained and no numerical oscillations are observed
when the time-step is changed. Since the complex formulation allows the extraction
of the instantaneous and envelope waveforms, Fig. 3.12 depicts the real and absolute
waveforms of the voltage profile at terminal #4.
Δt1 = 0.5 μs Δt2 = 500 μs Δt1 = 0.5 μs
PSCAD
FAST
















Figure 3.11: Case #2: Simulated voltage at terminal # 4
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Δt1 = 0.5 μs Δt2 = 500 μs Δt1 = 0.5 μs
Re [FAST]
Abs [FAST]
















(a) Instantaneous and envelope waveforms
Δt1 = 0.5 μs Δt2 = 500 μs Δt1 = 0.5 μs
FAST















Figure 3.12: Case #2: Simulated voltage at terminal #4
A very good agreement can be seen in the simulated current at terminal #1 with
the novel formulation, as presented in Fig. 3.13, since any apparent mismatches is
observed in comparison with the simulated current using a single time-step. For a
better visualization, Fig. 3.13b shows only the envelope waveform.
Using FAST the phasor-mode formulation must be employed if one desires a
time-step larger than, for instance, ∆t2 > 2 ms. To demonstrate this versatility,
the transition between instantaneous and envelope waveforms is shown in Fig. 3.14
when the time-step is changed from ∆t1 = 0.5 µs to ∆t2 = 10 ms. This is achieved
by setting the shift frequency fs = 50 Hz.
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Δt1 = 0.5 μs Δt2 = 500 μs Δt1 = 0.5 μs
PSCAD
FAST













(a) Instantaneous and envelope waveform
Δt1 = 0.5 μs Δt2 = 500 μs Δt1 = 0.5 μs
FAST














Figure 3.13: Case #2: Simulated current at terminal #1
Δt1 = 0.5 μs Δt2 = 10 ms Δt1 = 0.5 μs
FAST
















Figure 3.14: Case #2: Simulated voltage at terminal #4
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3.6.3 Case #3: Overhead Line (Yn-Line)
This test case aims to demonstrate the multiscale simulation of a nodal
admittance-based line (Yn–Line) using FAST. For the sake of clarity, the 132 kV
overhead line depicted in Fig. 3.15 is the same as the one considered in Section 2.6.3
and the rational approximation of Yn matrix is shown in Fig. 2.21.
11 m





Rdc= 0.121 Ω/km, d= 21.66 mm
Ground wires: 
Rdc= 0.359 Ω/km, d= 12.33 mm
Figure 3.15: Case #3: 132-kV transmission line geometry
The evaluation to be performed considers a single-phase energization at t1 = 0 s
by a unit sinusoidal voltage source followed by a capacitor bank energization, as
depicted in Fig. 3.16. The short-circuit reactance is considered by means of an













Figure 3.16: Case #3: Circuit for time-domain simulation
The simulation starts with ∆t1 = 1 µs in order to track the transient behavior and it
is increased to ∆t2 = 500 µs as soon as the system reaches the steady-state. It was
chosen the instant at which the voltage is in its maximum value. Once the simulation
run reached 40 ms, the time-step is reduced to ∆t1 = 1 µs for a capacitor bank
energization, like the evaluation performed in Section 2.6.3. Fig. 3.17a presents the
simulated voltage at terminal #4 and a detailed view instants prior to the capacitor
insertion is highlighted in Fig. 3.17b. The accuracy and versatility of this multiscale
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approach is proved through the very accurate match with ULM curve along the
overall simulation run.
Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
ULM
FAST (Yn-Line)

















Δt2 = 500 μs Δt1 = 1 μs
ULM
FAST (Yn-Line)
















(b) Capacitor bank energization
Figure 3.17: Case #3: Simulated voltage at terminal #4
Since the complex formulation allows the extraction of the instantaneous and
envelope waveforms, Fig. 3.18 repeats latter figure but only with the instantaneous
and envelope waveforms obtained with FAST. Evidence of the added value achieved
with the envelope waveform and its usefulness can be observed in Fig. 3.19 where
the curve for the whole simulation run is shown.
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Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
Re [FAST]
Abs [FAST]

















Δt2 = 500 μs Δt1 = 1 μs
Re [FAST]
Abs [FAST]
















(b) Capacitor bank energization
Figure 3.18: Case #3: Simulated voltage at terminal #4
Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
FAST (Yn-Line)














Figure 3.19: Case #3: Envelope of the simulated voltage at terminal # 4
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The simulated current at terminal #1 is presented in Fig. 3.20 and a very good
agreement can be seen between the simulated current using a single time-step and the
one using the novel formulation. Besides providing a simulation without significant
loss of accuracy, the proposed methodology reduces considerably the computational
burden. For a better visualization, Fig. 3.20b shows only the envelope waveform.
Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
ULM
FAST (Yn-Line)















Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
FAST (Yn-Line)

















Figure 3.20: Case #3: Simulated current at terminal #1
As aforementioned, there is no constraint for the new time-step length when the
system under evaluation reaches the steady-state. Hence, a time-step in the order
of milliseconds can be employed in order to accelerate the evaluation run by means
of the phasor-mode simulation. The transition between instantaneous and envelope
waveforms when the time-step is changed to ∆t1 = 1 µs or ∆t2 = 10 ms is shown
in Fig. 3.21.
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Δt1 = 1 μs Δt2 = 10 ms Δt1 = 1 μs
FAST (Yn-Line)
















Figure 3.21: Case #3: Simulated voltage at terminal # 4
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3.6.4 Case #4: Overhead Line (FLE-Line)
This test case aims to demonstrate the applicability of FAST in the modeling
of transmission lines based on the FLE formulation (FLE–Line). The admittance-
based model designed for multiscale simulations considered the line configuration
depicted in Fig. 3.15 with the rational fitting of Yoc and Ysc matrices presented in
Fig. 2.27. Further details can be seen in Section 2.6.4.
For the sake of clarity, the circuit in Fig. 3.22 depicts the system to be evaluated,
i.e., a single-phase energization at t1 = 0 s followed by a capacitor bank energization
at t1 = 40 ms. The short-circuit reactance is considered by means of an inductance













Figure 3.22: Case #4: Circuit for time-domain simulation
In accordance with the evaluation performed in Section 2.6.4, the simulation starts
with an initial time-step ∆t1 = 1 µs in order to track the transient behavior. Once
the system reached the steady-state, it is increased to ∆t2 = 500 µs. Having the
simulation run elapsed 40 ms, the time-step is reduced to ∆t1 = 1 µs to perform the
capacitor bank energization.
The simulated instantaneous voltage at terminal #4 is presented in Fig. 3.23a
and Fig. 3.23b shows some instants prior to the capacitor bank energization to
highlight the accuracy and versatility of this novel multiscale line model. It can be
seen a very accurate match with ULM curve along the overall simulation run.
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Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
ULM
FAST (FLE-Line)

















Δt2 = 500 μs Δt1 = 1 μs
ULM
FAST (FLE-Line)
















(b) Capacitor bank energization
Figure 3.23: Case #4: Simulated voltage at terminal #4
The added value achieved with the complex formulation adopted by FAST is the
possibility to extract either the instantaneous or envelope waveforms. Here, Fig. 3.24
repeats latter figure but only with the instantaneous and envelope waveforms and
Fig. 3.25 shows the envelope waveform for the whole simulation run.
The simulated current at terminal #1 using FAST is presented in Fig. 3.26 and
compared with the ULM curve obtained using a single time-step. It can be seen
a good match between them without substantial loss of accuracy. For a better
visualization, Fig. 3.26b shows only the envelope waveform.
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Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
Re [FAST]
Abs [FAST]

















Δt2 = 500 μs Δt1 = 1 μs
Re [FAST]
Abs [FAST]
















(b) Capacitor bank energization
Figure 3.24: Case #4: Simulated voltage at terminal #4
Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
FAST (FLE-Line)














Figure 3.25: Case #4: Envelope of the simulated voltage at terminal # 4
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Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
ULM
FAST (FLE-Line)















Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
FAST (FLE-Line)
















(b) Capacitor bank energization
Figure 3.26: Case #4: Simulated current at terminal # 1
By setting the shift frequency fs = 50 Hz, it is allowed a phasor-based simulation
which enables the adoption of time-steps larger than, for instance, ∆t2 > 2 ms. The
transition between the real and phasor-based representations in shown Fig. 3.27
when the time-step is changed from ∆t1 = 1 µs to ∆t2 = 10 ms and vice versa.
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Δt1 = 1 μs Δt2 = 10 ms Δt1 = 1 μs
FAST (FLE-Line)
















Figure 3.27: Case #4: Simulated voltage at terminal # 4
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3.6.5 Case #5: Overhead Line (Id-Line)
This test case aims to evaluate an admittance-based line model based on
the Idempotent Decomposition (Id–Line). In order to demonstrate a multiscale
simulation with FAST, the same overhead line configuration depicted in Fig. 3.15
will be considered. For the rational fitting of the idempotent matrices, see Fig. 2.34
in Section 2.6.5.
For the sake of clarity, the circuit in Fig. 3.28 depicts the system to be evaluated,
i.e., a single-phase energization at t1 = 0 s followed by a capacitor bank energization
at t1 = 40 ms. The short-circuit reactance is considered by means of an inductance













Figure 3.28: Case #5: Circuit for time-domain simulation
In accordance with the evaluation performed in Section 2.6.5, the simulation starts
with ∆t1 = 1 µs to track the transient behavior. Once the system reached the
steady-state, the time-step is increased to ∆t2 = 500 ms at the instant the voltage
is in its maximum value. Having the simulation run elapsed 40 ms, the time-step is
changed to ∆t1 = 1 µs for the capacitor bank insertion.
In the same way as in the previous transmission line evaluations, a very accurate
match is achieved with the Id–Line model. Fig. 3.29a presents the simulated
voltage at terminal #4 and Fig. 3.29b depicts some instants prior to the capacitor
energization. The instantaneous and envelope waveforms obtained with FAST are
shown in Fig. 3.30 while only the envelope is presented in Fig. 3.31.
92
Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
ULM
FAST (Id-Line)

















Δt2 = 500 μs Δt1 = 1 μs
ULM
FAST (Id-Line)
















(b) Capacitor bank energization
Figure 3.29: Case #5: Simulated voltage at terminal #4
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Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
Re [FAST]
Abs [FAST]

















Δt2 = 500 μs Δt1 = 1 μs
Re [FAST]
Abs [FAST]
















(b) Capacitor bank energization
Figure 3.30: Case #5: Simulated voltage at terminal #4
Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
FAST (Id-Line)














Figure 3.31: Case #5: Envelope of the simulated voltage at terminal # 4
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The simulated current at terminal #1 is presented in Fig. 3.32. Again a very
good agreement can be seen as there are no mismatches between the simulated
current using a single time-step and the one using the novel formulation. For a
better visualization, Fig. 3.32b shows only the envelope waveform.
Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
ULM
FAST (Id-Line)















Δt1 = 1 μs Δt2 = 500 μs Δt1 = 1 μs
FAST (Id-Line)
















(b) Capacitor bank energization
Figure 3.32: Case #5: Simulated current at terminal # 1
The versatility of FAST technique, i.e., the transition between electromagnetic
and electromechanical modes, allows one to change the time-step without any
constraint regarding the new value. For instance, Fig. 3.33 shows an application
in which the time-step varies from ∆t1 = 1 µs to ∆t2 = 10 ms and vice versa.
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Δt1 = 1 μs Δt2 = 10 ms Δt1 = 1 μs
FAST (Id-Line)
















Figure 3.33: Case #5: Simulated voltage at terminal # 4
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3.6.6 Case #6: HVDC Cable (FLE-Cable)
This test case aims to demonstrate the applicability of FAST for multiscale
simulation of an admittance-based line model based on the FLE formulation (FLE–
Cable). For the sake of clarity, the 2.5 km length 75 kV subsea cable configuration
is depicted in Fig. 2.40. Further detail regarding the rational approximation of Yoc
and Ysc matrices can be found in Fig. 2.41 of Section 2.6.6.
As already introduced in Section 2.6.6, the circuit of Fig. 3.34 depicts the system
to be evaluated, i.e., a voltage source which is ramped up linearly to 1 V in 50 µs
applied to the core conductor. The sheath and armour are bolted together as this is
typically the practical scenario. An initial time-step ∆t1 = 0.05 µs is assumed and











Figure 3.34: Case #6: Circuit for time-domain simulation
The simulated core and sheath voltages at the receiving end are depicted in
Fig. 3.35 and the validation is done with the results obtained with the NLT algorithm
which is an analytical approach that provides the exact solution. In a similar fashion,
the current in the core conductor is shown in Fig. 3.36.
Δt1 = 0.05 μs Δt2 = 5 μs
NLT
FAST














Figure 3.35: Case #6: Simulated core and sheath voltages
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It can be verified in this special case involving a subsea cable that the proposed
multiscale approach was able to reproduce the voltage and current profiles even
with an increase of 100 times in the time-step before the variables reached their
steady-state value without any discontinuity in the waveform. Here a larger initial
time-step could be used instead. However, the evaluation aimed to demonstrate how
flexible and efficient the novel reinitialization approach can be without restriction
regarding the new time-step length.
Δt1 = 0.05 μs Δt2 = 5 μs
NLT
FAST















Figure 3.36: Case #6: Simulated current at terminal #1
In order to accelerate even more the simulation run, Fig. 3.37 and Fig. 3.38
show the versatility of the novel technique when the time-step is changed from
∆t1 = 0.05 µs to ∆t2 = 2 ms. Having the simulation run elapsed 8 ms, the time-
step is reduced to 50 µs in order to simulate the transient behavior when the voltage
source is ramped down to 0 V.
Δt1 = 0.05 μs Δt2 = 2 ms Δt1 = 0.05 μs
core
sheath















Figure 3.37: Case #6: Simulated core and sheath voltages
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Δt1 = 0.05 μs Δt2 = 2 ms Δt1 = 0.05 μs
FAST

















Figure 3.38: Case #6: Simulated current at terminal #1
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3.7 Numerical Efficiency
The same finds highlighted in Section 2.7 in the modeling based on real variables
apply in this complex framework stated as FAST. Besides the computation gains
achieved with the multiscale simulation, it is noteworthy to mention the success in
the development of frequency dependent models to be incorporated into transient
stability simulations.
In a similar way, Table 3.1 depicts the computation time required in each test
case regarding the computations performed with FAST. It can be noticed that the
computation times with FAST is in general slightly higher than with the Multiple
Time-Step (MTS) approach. The reason for such difference is explained by the fact
that MTS deals with real variables while FAST handles complex variables.
Table 3.1: Computation time with FAST
PSCAD ULM Standard* FAST Reduction
Case #1 (RLC) – – 0.235 s 0.121 s 48%
Case #2 (FDNE) 30.69 s – 2.96 s 1.82 s 38%
Case #3 (Yn–Line) 1.65 s 88 min 10.43 s 7.18 s 31%
Case #4 (FLE–Line) 1.65 s 88 min 10.86 s 7.51 s 31%
Case #5 (Id–Line) 1.65 s 88 min 12.10 s 8.61 s 32%
Case #6 (FLE–Cable) – – 17.05 s 3.37 s 80%
* fixed time-step
For the sake of comparison, Fig. 3.39 presents the simulated voltage considering
all three distinct formulations employed in the modeling of the OHL using FAST.








































(b) Capaccitor bank energization
Figure 3.39: Comparison of the simulated voltage at terminal # 4 (OHL)
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Yn-Line























(a) Simulated voltage at terminal # 4
FLE-Line























(b) Simulated voltage at terminal # 4
Id-Line























(c) Simulated voltage at terminal # 4
Figure 3.40: FAST approach: deviation from ULM simulation
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3.8 Discussion
In this Chapter, the modeling of frequency dependent models using FAST
concept was addressed. The designed reinitialization approach in Chapter 2 to face
the time-step transition regarding the modeling using real variables was modified
to include the frequency shifting in the trapezoidal integration rule and recursive
convolution expressions. The novel intermediate step was introduced to maintain
unchanged the state variables at the moment when the time-step is modified
resulting in a rather distinct network admittance matrix, i.e., if one desires to
perform EMT evaluations the network matrix is real; otherwise, for TS evaluations,
it is complex. The designed companion network for time-domain simulations
attained the same structure of the well-known Norton-type models used in EMTP-
like programs just with small modifications to accommodate the frequency shifting.
The frequency dependent admittance-based models employed in this Chapter
aimed to extend the contribution in the field of transmission lines with FAST started
in [14] with a multiscale MoC-based model. However, the designed MoC line model is
not a general approach as it cannot deal with underground/submarine cables which
present a heavy frequency dependent transformation matrix and cannot consider the
case of a full frequency dependent line model for large time-steps. Conversely, the
fully-coupled admittance-based structure addressed in this research does not require
a topological modification on the network matrix and hence holds the full frequency
dependent feature for large time-steps
In the same way as the simulations performed for validation of the Multi-
ple Time-Step (MTS) formulation in Chapter 2, the results achieved with FAST
provided a sensible gain in the overall computation time. Regardless of the change
in time-step length a smooth transition was achieved without a significant loss
of accuracy. The major difference between MTS and FAST is that the former is
confined to the analysis based on instantaneous variables and limited in the sense
of the maximum time-step while the latter is able to process phasor-based variables
without restriction for new time-steps. This feature highlights the versatility of this
ultimate approach. The numerical accuracy of FAST and the issues concerned with
passivity enforcement and time-domain simulations are the same as aforementioned
in Section 2.8 of Chapter 2.
The employment of dynamic phasors, in the sense of a complex representation,
seems to be a feasible solution for evaluations with power electronic converters.
Contrary to the well-known averaging method [184], FAST can be used to provide




One main characteristic of current EMTP-like programs is the usage of a single
time-step in the solution of the whole network. This often leads to an unnecessary
large simulation time compared with a scheme in which a small part of the network
could be solved using a small time-step and the remaining network could be solved
with a larger time-step. Stated as Latency concept, the idea of an implicit decoupling
or partitioning of a given network exhibiting a wide variety of time constants is
evaluated to perform multirate simulations.
In the present Chapter, the so-called multirate simulation is addressed to
exploit latency in the modeling of frequency dependent admittance-based models.
The resulting Norton-type companion network is assembled in a distinct way in
accordance with a novel concept defined as Multiple Companion Networks (MCN).
By relaxing some coefficients used in the discrete time equivalent with the aid of a
model decomposition using the Folded Line Equivalent (FLE), a relaxed version of
MCNR rearranges how latency is exploited in the MCN in order to overcome the
limitation found in the earlier approach.
Time-domain evaluations performed with frequency dependent admittance-
based models for transmission line modeling demonstrate that the improvements
introduced with the novel MCN approach provides a more efficient realization with
substantial gains in the overall computation time without significant loss of accuracy.
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4.1 Introduction
Electromagnetic transient programs allowed for a rapid and wide development
of time-domain models for linear, nonlinear and frequency dependent devices. One
alternative technique to improve the numerical performance of fixed time-step
simulation tools and to overcome the unnecessary computation time is to rely on the
concept of latency exploitation. In latency [23, 24, 158] the network is divided into
at least two sub-networks. The first one associated with the fastest time-constants
is solved using a small time-step while a larger time-step is used to solve the other
part of the network. Naturally, the number of network subdivisions can increase
leading to several sub-networks, each being solved with a given time-step. For this
reason, latency exploitation may also be called multirate simulation.
To avoid the drawbacks of frequency dependent models which are based on
the method of characteristics (MoC), as highlighted in Section 2.3.1, the rational
approximation of the nodal admittance matrix Yn in phase-coordinates can be
employed in the modeling of transmission lines and network equivalents. However,
as pointed out in [89], the direct fitting of Yn is not so general and suitable for
admittance-based models since the smallest eigenvalues at the low-frequency range
may not be properly fitted leading to rather inaccurate time-domain responses. This
limitation can be overcome with the use of the folded line equivalent (FLE) model
introduced in [89].
Alternatively to the so-called Multi-Area Thevenin Equivalents (MATE) [27–34],
that adopts the network tearing formulation in a similar fashion to Diakoptics [37],
two distinct approaches based on Norton-type companion networks are introduced.
Stated as Multiple Companion Networks (MCN) and Relaxed Multiple Companion
Networks (MCNR) formulations, they provide the development of accurate and
efficient methods for the rational approximation of frequency dependent models
to be incorporated into EMTP-like programs in a simple and straightforward way.
105
4.2 Multiple Companion Networks
A distinct scheme for time-domain simulations of frequency dependent
admittance-based models is proposed using the concept defined as Multiple
Companion Networks (MCN). As it is based on companion networks, i.e., Norton
equivalents, it does not require a series link to connect the “fast”part of the network
with the one with “slow”dynamics like in MATE concept. It can deal with networks
without “tearing”it in parts.
The idea behind MCN can be understood as a dual implementation of MATE
without demanding a link to interconnect the fast and slow parts of the network.
In MATE the structure is essentially the one shown in Fig. 4.1. A series element






Figure 4.1: Basic structure of MATE algorithm
In MCN the advantage of the companion network realization of convolution-
based models is contemplated. The rational model of Yn is divided in two parts
each being implemented as an independent Norton equivalent as in (4.1), hence the
name MCN. Using recursive convolution or trapezoidal integration allows the model












where pn is a set of common poles, either real or complex conjugate, Rn is the residue
matrices and Yc(∞) = G(∞), i.e., the real part of the characteristic admittance
matrix at infinite frequency.
In the discretization process both fast and slow subnetworks will create an
equivalent conductance that can be directly inserted in the system nodal admittance
matrix before entering the time-step loop. The current source associated with the
slow poles is only updated every kth time-step while the one associated with the















Figure 4.2: Time-line for updating current sources in MCN
To illustrate this procedure consider a simple RL parallel circuit as shown in
Fig. 4.3a, where Rf , Lf stands for the branch with the fast dynamics, i.e., small
time-constant to be solved using a small time-step ∆t1 and Rs, Ls is the branch with
the slow dynamics, i.e., larger time-constant which can be solved with a time-step
∆t2 = k∆t1 with k > 1 and k ∈ N.
Using MCN leads to the discrete time equivalent shown in Fig. 4.3b, where Gf is
the equivalent conductance obtained using the smaller time-step ∆t1 and the same
can be said about the history current source hf (t), Gs and hs(t) are the elements of
the discrete circuit obtained using ∆t2. Both Gs and Gf are added to the system
nodal conductance matrix. The updating of the history current sources is distinct
though. The one associated with the smaller time-step, i.e., hf (t), is updated at
every time-step while hs(t) is updated only every k
th time-step.
For instance, suppose that for the RL-parallel circuit shown in Fig. 4.3a the
“fast branch” has a time-constant of 100 µs, thus being solved with ∆t1 = 10µs,
while the “slow branch” has a time-constant of 10 ms, which could be solved with










Gf Gs hf (t) hs(t)
(b) discrete-time equivalent
Figure 4.3: Parallel RL circuit to illustrate latency exploitation
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4.3 Relaxed Multiple Companion Networks
To overcome the limitation in the original scheme of MCN for k ≥ 10, as it
will be shown in Section 4.4.1, a modified version is proposed, i.e, MCNM, which
is suitable to overcome the small k limitation without significant loss of accuracy.
To explain this in further details, the implementation of convolution-based models
must be considered.
Let a pole-residue model in which the set of differential equations resembles the
RL-parallel circuit shown in Fig. 4.3a. In the time discrete equivalent by means
of recursive convolution or trapezoidal integration, the history current sources are
updated as
hf (t) = αf hf (t−∆t) + cf v(t−∆t)
hs(t) = αs hs(t−∆t) + cs v(t−∆t)
(4.2)
where the coefficients αf , αs, cf and cs are the same as defined in Appendix A.
In its original formulation, hf (t) is discretized using ∆t1 while hs(t) is updated
using ∆t2 = k∆t1 every k
th time-step, as depicted in Fig. 4.2. In the modified
approach, both hf and hs are discretized using the same time-step ∆t1. At every
kth time-step, hf and hs are updated using (4.2) otherwise hs is updated by (4.3)
hs(t) = hs(t−∆t) + cs v(t−∆t) (4.3)
The following pseudo-code illustrates this procedure and Fig. 4.4 highlights the
updating process for the current sources in the modified version of MCN.
= = = = = = = Modified MCN = = = = = = =
for n = 2:k:100
hf(n) = alpha_f*hf(n-1) + c*v(n-1)
hs(n) = alpha_s*hs(n-1) + c*v(n-1)
htotal(n) = hf(n) + hs(n)
// update right hand side //
RHS = [htotal(n) Sv]
sol(n) = solve(Yaugmented,RHS)
for n = n+1:n+k-1
hf(n) = alpha_f*hf(n-1) + c*v(n-1)
hs(n) = hs(n-1) + c*v(n-1)
htotal(n) = hf(n) + hs(n)
// update right hand side //




















Figure 4.4: Time-line for updating current sources in MCNM
In the original approach, the slow poles were assumed to be the real ones. When
implementing the modified approach to MCN, it was found that mostly slow current
history sources were associated with alpha close to unity. Thus, the criteria for
assignment of the slow poles was enhanced to a threshold value of α ≥ 0.99. This led
to the relaxed version of the MCN, i.e., MCNR, in which hs uses (4.3) at every time-
step. The following pseudo-code illustrates this procedure and Fig. 4.5 illustrates
the updating process for the current sources in the relaxed version of MCN.
= = = = = = = Relaxed MCN = = = = = = =
for n = 2:100
hf(n) = alpha_f*hf(n-1) + c*v(n-1)
hs(n) = hs(n-1) + c*v(n-1)
htotal(n) = hf(n) + hs(n)
// update right hand side //


















Figure 4.5: Time-line for updating current sources in MCNR
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To illustrate the numerical performance of both approaches, consider again the
simple circuit in Fig. 4.3a, assuming that a step voltage is applied at t = 0 s and the
modified version of MCN is used to obtain the injected current. The slow branch is










The faster time-step is ∆t1 = 10µs and the slow one is ∆t2 = 500 ∆t1. The result
is depicted in Fig. 4.6, considering both approaches of MCN, i.e., the modified and
relaxed MCN. It can be noticed that all results are in very close agreement despite





















Figure 4.6: Injected current in a RL parallel circuit
As pointed out in [89], the direct fitting of the nodal admittance matrix is not
suitable for a general transmission line model as the smallest eigenvalues at the low-
frequency range may not be properly fitted leading to inaccurate responses. The
limitation associated with the direct fitting can be overcome with the use of the
Folded Line Equivalent (FLE) model, in accordance with Section 2.3.3.
110
4.4 Test Cases
For the assessment of the accuracy and numerical performance of MCN and
MCNR modeling, a set of test cases has been considered, namely:
1. #1: a 230 kV, 10 km long overhead line (MCN).
2. #2: a 132 kV, 300 m long overhead line (MCNR).
3. #3: a 132 kV, 10 km long overhead line (MCNR).
4. #4: a 500 kV, 50 km long double-circuit overhead line (MCNR).
The geometry of the above transmission lines is shown in Fig. 4.7 along with
the conductors data. All configurations assumed ground wires to be continuously
grounded and hence eliminated by means of Kron reduction.
In test case #1 the MCN approach is to be addressed in order to verify the
accuracy and validation range of ratio k in the modeling of a FDNE described from
the frequency response of an untransposed overhead line. Next, the enhancement of
MCN, i.e., MCNR, is investigated using one example taken from the original FLE
paper [89] in test case #2. Test case #3 considers the same line geometry with
a different length instead. Finally, test case #4 investigates the feasibility of the
proposed formulation for a highly coupled configuration.
The time-domain simulations were carried out with Mathematica using the
modified nodal analysis as in [157], based on the approach of the MatEMTP [178].
Furthermore, the conventional MCN, the FLE and the MCNR approach considered
the order reduction scheme proposed in [90], which in the case of a complex
conjugate pair, only one is used with the associated residue being multiplied by
a factor of 2 and the imaginary part of the response associated with the pole being
disregarded. This gives a close to 50% reduction in computation time for models
with mainly complex poles [191].
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(a) 230 kV transmission line geometry
11 m





Rdc= 0.121 Ω/km, d= 21.66 mm
Ground wires: 
Rdc= 0.359 Ω/km, d= 12.33 mm
(b) 132 kV transmission line geometry
17.73 m








Ground wires: EHS 3/8"
(c) 500 kV transmission line geometry
Figure 4.7: System geometry
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4.4.1 Case #1: LT 230 kV - 10 km (MCN)
The MCN approach is going to be applied in this test case comprising a 230 kV
overhead line with a length of 10 km. The geometry is shown in Fig. 4.7a and
it consists in an untransposed flat configuration with ground wires continuously
grounded.
The nodal admittance of a transmission line is obtained in a similar fashion
shown in Section 2.3.2 and, as in the case of a uniform line, the structure of Yn is
symmetric and resembles the description of a FDNE. Using a combination of linearly
and logarithmically spaced samples between 1 Hz and 50 kHz, an accurate fitting
with VF routine was obtained using 54 poles, with 20 poles being real.
One key point in latency exploitation is the definition of the slow and fast parts
of the network. A discussion of some of this issue is found in [29]. When rational
modeling is considered, the division of the network is essentially straightforward.
As real and complex poles are involved, it was postulated that the slow part of the
network may only deal with real poles. The tests carried out indicate that the real
poles can be realized with a higher time-step. It was assumed that fast poles present
high frequency components thus requiring complex conjugate poles.
For a time-domain evaluation, consider the case of an open circuit test. A step
voltage is applied at one of the phases at the sending end while the other phases are
grounded via a very small resistance. All phases are open at the receiving end. The










Figure 4.8: Case #1: Circuit for time-domain simulation
In Fig. 4.9 the voltage at terminals 4, 5 and 6 are shown when the FDNE is
modeled as a single companion network like the common procedure adopted in
EMTP-like programs. Due to the finite frequency band of the FDNE, the time-
domain responses are prone to Gibbs oscillation. To avoid these oscillations, one




















Figure 4.9: Case #1: Simulated voltage at receiving end terminals
In this research, the MCN approach was used to investigate the maximum
number of poles associated with the slow subnetwork as well as the maximum ratio
k between the slow and fast time-steps. The absolute value of the largest mismatch
as a function of the number of poles in the slow part of the network was found for
diverse values of k and the number of poles as part of the slow subnetwork either
real or complex. It was possible to note that the error is basically monotonically
increasing whenever only real poles are considered. If complex poles are considered
in the slow part of the network a decrease in the mismatch is found. This result
seems to indicate that it is possible to mix real and complex poles in the slow part of
the network. Probably a distinct division of the network using only a few real poles
and the low frequency complex poles might give an accurate response as well. It
could be seen that the mismatch is not heavily affected by this change in k. However,
as k increases, there is a significant change in the maximum error found. Fig. 4.10
summarizes these findings where it can be seen that as the number of poles in the
slow part of the network increases there is a considerable rise in the maximum error
for k ≥ 10.
Table 4.1 summarizes the numerical performance of the MCN considering
different number of slow poles and for k = 5 and k = 10. Despite the increase
in the error, with a higher number of poles in the slow part of the network there
is also an increment in the numerical performance of the MCN. There is a clear
tradeoff between accuracy and the number of poles in the slow part of the network
and the ratio between the time-steps of the slow and fast parts of the network. For















Figure 4.10: Maximum error found as a function of the number of poles in the slow
part of the network and the ratio k
Table 4.1: Computation time (s)











4.4.2 Case #2: LT 132 kV - 300m (MCNR)
This test case aims to demonstrate the applicability of the relaxed version of
MCN approach, i.e, MCNR, for simulation of frequency dependent lines. The 132 kV
overhead line to be considered here is depicted in Fig. 4.7b, the same configuration
considered in [89].
The elements of the nodal admittance matrix Yn are presented in Fig.4.11 and
since this line length presents a natural resonance frequency around 250 kHz, the
frequency sweep was in the range of 0.01 Hz to 1 MHz in order to obtain the data







































Figure 4.11: Case #2: Elements of Yn
As depicted in Section 2.3.3, Yn is decomposed into an open-circuit and short-circuit
counterparts, namely, Yoc and Ysc, respectively, and Fig. 4.12a shows the fitting
results for both. 16 poles were used for Yoc and 20 poles for Ysc. A comparison







































































(b) Eigenvalues of Yoc, Ysc and Yn
Figure 4.12: Case #2: Fitting results (300 m overhead line)
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The choice of slow and fast poles were carried out as follows. First, only real
poles in the rational approximation of Yoc and Ysc were allowed to be considered
as slow. As the main goal is to speed up the overall simulation time, those poles
that presented a discrete time counterpart close to one were considered to be slow,
more precisely, α ≥ 0.99 was the threshold adopted in the sorting between fast and
slow poles. At this time, all complex conjugate pairs of poles were treated as fast
poles. This criterion led to the rational approximation of Yoc presenting no slow
poles while 10 poles out of the 16 poles used in the rational approximation of Ysc
can be treated as slow poles.
To illustrate the proposed formulation for the given rational model, this first
test case aims to reproduce the results of the original FLE paper [89] and the circuit
for this time-domain simulation is depicted in Fig. 4.13. In order to evaluate the
multirate model, a three phase energization at t1 = 0 is performed followed by a
single phase fault at t2 = 0.5 ms. The short-circuit reactance is considered by means















Figure 4.13: Case #2: Circuit for time-domain simulation
Fig. 4.14 shows the time response for voltage at the receiving end of the faulted
and one unfaulted phases, i.e., terminals #4 and #5. It is noticeable that when
the single phase fault occurs, it provokes a resonance that affects all the other
phases. Even with the switching occurring when the voltage at terminal #4 is close
to a peak value, the comparison with the results obtained with the FLE model















































































































































































Figure 4.14: Case #2: Simulated voltage at terminals # 4 and # 5
To illustrate the simulated current profile, Fig. 4.15 presents the injected current
at terminal #3. The results demonstrate a very close agreement between results
obtained using the conventional FLE and MCNR. Besides providing a simulation
without significant loss of accuracy, the proposed methodology reduces considerably
the computational burden. The speed up of the simulation time due to using














































































































































Figure 4.15: Case #2: Simulated current at terminal # 3
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4.4.3 Case #3: LT 132 kV - 10 km (MCNR)
This test case aims to demonstrate the applicability of MCNR approach for
the same overhead line geometry as before with a length of 10 km instead. For
convenience, the configuration of this 132 kV overhead line is depicted in Fig. 4.7b.
The elements of the nodal admittance matrix Yn are presented in Fig.4.16 and
since this line length presents a natural resonance frequency around 7.5 kHz, the
frequency sweep was in the range of 0.01 Hz to 150 kHz in order to obtain the data































Figure 4.16: Case #3: Elements of Yn
The rational approximation of Yoc and Ysc is presented in Fig. 4.17a. The passive
model was achieved using 38 poles for Yoc and 50 poles for Ysc with the correspond-
ing eigenvalues depicted in Fig. 4.17b. It is noteworthy that despite the higher
number of resonance peeks and valleys, a high accuracy is attained in all frequency
























































































(b) Eigenvalues of Yoc, Ysc and Yn
Figure 4.17: Case #3: Fitting results (10 km overhead line)
For the simulation using MCNR, the same criterion as in the previous test case,
i.e., α ≥ 0.99 was adopted. Using this parameter, no slow poles in the rational
approximation of Yoc were found while in Ysc 9 poles can be treated as slow with
the other 24 poles treated as fast ones.
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The circuit considered for the simulation of this test case is shown in Fig. 4.18.
Now a single phase energization is performed followed by a single phase fault at
t2 = 2.85 ms. The short-circuit reactance is considered by means of an inductance










Figure 4.18: Case #3: Circuit for time-domain simulation
Fig. 4.19 shows the simulated voltage at the receiving end of the faulted and
one unfaulted phases, i.e., terminals #4 and #5. It is noticeable that when the
single phase fault occurs, it provokes a resonance that affects all the other phases.
Even with the switching occurring when the voltage at terminal #4 is at its peak
value, the comparison with the results obtained with the FLE model highlights

















































































































































































Figure 4.19: Case #3: Simulated voltage at terminals # 4 and # 5
To illustrate the simulated current profile, Fig. 4.20 presents the injected current
at terminal #3. The results demonstrate a very close agreement between results
obtained using the conventional FLE and MCNR. Besides providing a simulation
without significant loss of accuracy, the proposed methodology reduces considerably
the computational burden. As the number of poles involved in the rational
122
approximation is larger in this case, there is a decrease in the speed up gain. For





































































































































































Figure 4.20: Case #3: Simulated current at terminal # 3
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4.4.4 Case #4: LT 500 kV - 50 km (MCNR)
This test case aims to demonstrate the applicability of MCNR approach for a
double-circuit overhead line with a length of 50 km. This kind of tower allows an
evaluation taking into account a very asymmetric geometry which results in highly
coupled circuits. The configuration of this 500 kV overhead line is depicted in
Fig. 4.7c. It consists of an untransposed double-circuit configuration with ground
wires continuously grounded.
The elements od the nodal admittance matrix Yn are presented in Fig.4.21 and
since this line length presents a natural resonance frequency around 1.5 kHz, the
frequency sweep was in the range of 0.01 Hz to 20 kHz in order to obtain the data































Figure 4.21: Case #4: Elements of Yn
The rational approximation of Yoc and Ysc is presented in Fig. 4.22a. The
passive model was achieved using 38 poles for Yoc and 60 poles for Ysc with the
corresponding eigenvalues depicted in Fig. 4.22b. Again a close agreement between


























































































(b) Eigenvalues of Yoc and Ysc
Figure 4.22: Case #4: Fitting results (500 kV overhead line)
This case addressed a special configuration with an inherent high coupling
between phases. It was found that the value of alpha had to be greater than 0.9999
as the threshold adopted in the sorting between fast and slow poles. In this case,
this criterion led to the rational approximation of Yoc presenting no slow poles while
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10 poles out of the 42 poles used in the rational approximation of Ysc can be treated
as slow poles. The former criteria would correspond to 18 slow poles.
In order to evaluate the multirate model, the configuration for this evaluation is
presented in Fig. 4.23, i.e, a three phase energization with one phase short-circuited


















Figure 4.23: Case #4: Circuit for time-domain simulation
The simulated voltages at the unfaulted phases #9 and #12 are shown in Fig. 4.24.
As expected, it is noticeable the agreement between the results obtained with the

























































































































































































Figure 4.24: Case #4: Simulated voltage at terminals #9 and #12
Besides providing a simulation without significant loss of accuracy, the proposed
methodology reduces considerably the computational burden. A reduction higher
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than 10% was achieved when compared with the simulation when all poles were
considered at each time-step. Otherwise, the reduction could be as high as 15%.
A double-circuit line would be a real challenge if the modeling was based on
modal constant transformation matrix however a phase-coordinate model is adopted.
To increase the difficulty in the fitting, a longer line with a 50 km length was
considered without significant loss of accuracy. However, it should be pointed out
that this last case stands for a scenario where the FLE is not so efficient since




A novel multirate simulation scheme for time-domain simulations of full fre-
quency dependent admittance-based models was introduced in this Chapter. Test
cases comprising distinct line configurations were evaluated in order to evaluate the
accuracy and range of validity of the MCN and MCNR formulations.
The evaluations on the original MCN formulation found that it was necessary
to limit the time-step ratio k to small values, typically k ≤ 10, since as k increases
there is a significant increase in the maximum error. In addition, it was noticed
that the error was basically monotonically increasing whenever the amount of poles
considered as slow was changed.
Further investigations on a modified version of MCN formulation, namely,
MCNM, achieved more accurate results for higher values of k in the updating process
of the fast and slow networks. It can be explained by the fact that the admittance
matrix stands the same in comparison with the current EMTP modeling while in
the original MCN formulation it slightly changes to accommodate the two different
time-steps. This statement also stands for the relaxed version MCNR. The con-
straint imposed by the parameter k does not hold for MCNR formulation as the
overall algorithm excludes such time-step ratio and simplifies the computations to
be performed by relaxing some of the coefficients used in the discrete time equivalent.
The employment of the FLE decomposition provides a kind of modeling which
is already fast but with the improvements introduced by the MCNR it became even
faster. It was found that only the poles associated with the short-circuit equivalent
could be split into a fast and slow groups. As the open-circuit equivalent is associated
with higher frequency phenomena, it lacks the presence of poles with larger time
constants. It should be pointed out that the FLE is an alternative modeling suitable
for short lines to improve the accuracy and to avoid numerical instabilities due to
incorrect traveling time interpolation. The test case evaluating a double-circuit line
stands for a scenario where the FLE is not so efficient and aims to increase the
difficulty in the rational fitting a long line with a 50 km length was considered. It
is noteworthy that even being a highly coupled configuration this line would be a
real challenge if the modeling was based on modal constant transformation matrix.
However, a phase-coordinate model was considered.
Future work is needed to investigate if the novel approach proposed here can






The preceding Chapters presented the research carried out during this doctorate
project in the field of electromagnet transients (EMT). It focuses mainly on the
development of frequency dependent admittance-based models to allow multiscale
simulations of transmission lines and network equivalents. In addition, an
investigation on the Latency concept was addressed aiming to introduce an
alternative formulation to improve the numerical performance of a multirate
simulation. The resulting models can be readily applied in a straightforward way
in EMTP-like programs since they retain the same Norton-type structure. A more
efficient realization of rational approximations of frequency dependent components
is available through the proposed multiscale formulations. The employment of a
single intermediate step is enough to allow the usage of multiple time-steps along
the simulation run.
For all test cases comprising lumped elements, network equivalents, overhead
lines and a subsea cable, an excellent match was attained when comparing the
results achieved with the multiscale approach and the ones obtained considering
a fixed time-step simulation. Besides keeping the accuracy of a fixed time-step
simulation, the proposed methodologies provided a substantial gain in the overall
computation time without a significant loss of accuracy. A smooth transition is
achieved without numerical oscillations or discontinuities in the waveform regardless
of the new time-step.
The modeling of overhead lines was addressed through three distinct admittance-
based formulations as an alternative to the well-known MoC model, namely: direct
fitting of the nodal admittance matrix (Yn–Line), Folded Line Equivalent (FLE–
Line) and Idempotent Decomposition (Id–Line). The greatest advantage of these
models is that no topological modification on the network matrix is required in
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situations where the time-step is larger than the travel time since they feature
a fully-coupled admittance matrix. This structure showed to be best suitable
for multiscale simulations. The application of the FLE model proved to be very
useful due to its numerical efficiency and high accuracy associated with a simple
structure and, as in the case where a single time-step is considered, the FLE is a
better alternative than the Yn as it allows arbitrary terminal conditions, without
the danger of large error magnifications. The renewed interest on Idempotent
Decomposition for phase-coordinate modeling of transmission lines showed to be a
feasible alternative to circumvent the poor rational fitting of the smallest eigenvalues
of the nodal admittance matrix Yn in the lower frequency range. The grouping
routine of close eigenvalues succeeded with a reduced number of idempotent matri-
ces, allowing a more compact realization. The results achieved with the new Id–
Line model provided similar numerical performance in comparison with Yn–Line and
FLE–Line models. Thus, this finding encourages future investigation on Idempotent
Decomposition in the rational modeling of frequency dependent network equivalent
(FDNE).
A common procedure for representation of short lines is the replacement of a
transmission line model by a frequency independent equivalent π–circuit whenever
longer lines are presented. This procedure prevents the adoption of very small
time-steps in evaluations of large systems resulting in time-consuming simulations.
However, the drawback of such practice is that the π–circuit is accurate only at
a single frequency. It is noteworthy that the FLE model is best suited for these
situations in which the simulation time-step is larger than the travel time inasmuch
as the frequency dependence can be taken into account. In addition, it is able to
improve the numerical accuracy and to avoid numerical instabilities due to incorrect
traveling time interpolation. Regarding real-time applications, looking for good
precision and efficiency, the employment of the FLE model is recommended for
transmission lines at a minimum shorter than 15 km (τ = 50 µs) in substitution
to π–sections as the time-step currently adopted by real-time simulators is 50 µs.
From this length on, the travel time is smaller. Hence, the associated feature of
fully-coupled matrices enables one to circumvent the constraints associated with
traveling-wave models.
The major issue faced in this research was the passivity enforcement of the
rational models. Even when the rational fitting presents a high accuracy, there is no
guarantee that the overall model is passive. Furthermore, there is also no assurance
whether the smallest eigenvalues are accurately represented in the lower frequency
range or not. It was found that the passivity enforcement may not be possible even
for very high order approximations. Due to the difficulty to find a passive model
with acceptable precision, a case comprising a system of single core cables was not
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presented.
The FAST concept has been revealed as a powerful modeling technique due
to its versatility to cope either instantaneous or phasor-based representations.
It has been taken to a new level of development because of the new class of
components comprising frequency dependent admittance-based models designed to
be applied in a unique algorithm for multiscale simulations of both electromagnetic
and electromechanical transients. If the electromagnetic transients vanish and the
system under evaluation reaches the steady state there is no constraint for a larger
time-step. If one desires a time-step larger than, e.g., ∆t > 2 ms, in order to
accelerate the simulation run, a phasor-based mode must be employed. Although
the computations performed with FAST process complex variables, the results
attained the same accuracy as the MTS approach. The complex framework in
conjunction with the frequency shifting enables the interface between the network
and machine models in order to incorporate its dynamic behavior. Furthermore,
the employment of dynamic phasors seems to provide a feasible mathematical or
analytical description of power electronic converters. Contrary to the well-known
averaging method [184], FAST can be used to provide a more precise solution instead
of approximations based on time-varying windows.
A contribution to the multirate class of simulation techniques to approach
latency was addressed using a novel formulation called Multiple Companion
Networks (MCN) based on Norton-type companion networks. To improve
the numerical efficiency of time-domain implementation of pole-residue models,
different time-steps are considered for different poles in order to solve the slow
and fast counterparts of a transmission line. A relaxed version was then introduced
to face a limitation encountered in the original MCN algorithm to cope with a
relative small ratio between the slow and fast time-steps. Gains in the overall
computation time were achieved by relaxing some of the coefficients used in the




The field of electromagnet transients (EMT) focusing on the rational modeling
of frequency dependent admittance-based models is a topic with multiple research
possibilities. To continue the line of research pursued in the present work, the
following topics are suggested:
• Employ the MTS and FAST approaches in the modeling of power transformers
based on site frequency response measurements.
• Address further research on Idempotent Decomposition in the rational
approximation of admittance-based models describing FDNE and cable
systems.
• Implementation of the FLE model in real-time digital simulators in the
modeling of transmission lines below 15 km as well as FDNE.
• Investigation on the MCNR approach if it can be efficiently implemented for
time-domain realization of FDNE.
• Implementation of parallel computing for time-domain realization of frequency
dependent admittance-based models.
• Address the modeling of power electronic devices with dynamic phasors by
means of switching functions and further evaluation in multiscale simulations.
• Investigation of the influence of frequency dependence in ground parameters
for time-domain simulations with FAST.
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[83] GUSTAVSEN, B. “Wide Band Modeling of Power Transformers”, IEEE Trans-
actions on Power Delivery, v. 19, n. 1, pp. 414–422, Jan 2004.
[84] GUSTAVSEN, B. “Time Delay Identification for Transmission Line Modeling”,
IEEE Workshop on Signal Propagation on Interconnects (SPI), pp. 103–
106, May 2004.
[85] TOMMASI, L. D., GUSTAVSEN, B. “Accurate Transmission Line Modeling
Through Optimal Time Delay Identification”, International Conference
on Power System Transients (IPST), June 2007.
[86] GUSTAVSEN, B., MAHSEREDJIAN, J. “Simulation of Internal Overvolt-
ages on Transmission Lines by an Extended Method of Characteristics
Approach”, IEEE Transactions on Power Delivery, v. 22, n. 3, pp. 1736–
1742, July 2007.
[87] GUSTAVSEN, B., MO, O. “Interfacing Convolution Based Linear Models to
an Electromagnetic Transients Program”, International Conference on
Power System Transients (IPST), pp. 1–6, 2007.
[88] GUSTAVSEN, B., NORDSTROM, J. “Pole Identification for The Universal
Line Model Based on Trace Fitting”, IEEE Transactions on Power De-
livery, v. 23, n. 1, pp. 472–479, January 2008.
[89] GUSTAVSEN, B., SEMLYEN, A. “Admittance-Based Modeling of Transmis-
sion Lines by a Folded Line Equivalent”, IEEE Transactions on Power
Delivery, v. 24, n. 1, pp. 231–239, January 2009.
[90] NODA, T. “Identification of a Multiphase Network Equivalent for Electro-
magnetic Transient Calculations Using Partitioned Frequency Response”,
141
IEEE Transactions on Power Delivery, v. 20, n. 02, pp. 1134–1142, April
2005.
[91] NODA, T. “Application of Frequency-Partitioning Fitting to the Phase-Domain
Frequency-Dependent Modeling of Overhead Transmission Lines”, IEEE
Transactions on Power Delivery, v. 30, n. 01, pp. 174–183, February 2015.
[92] NODA, T. “Application of Frequency-Partitioning Fitting to the Phase-Domain
Frequency-Dependent Modeling of Underground Cables”, IEEE Transac-
tions on Power Delivery, v. 31, n. 4, pp. 1776–1777, August 2016.
[93] GOMES, S., MARTINS, N., PORTELA, C. “Sequential Computation of Trans-
fer Function Dominant Poles of s-Domain System Models”, IEEE Trans-
actions on Power Systems, v. 24, n. 2, pp. 776–784, May 2009.
[94] VARRICCHIO, S. L., FREITAS, F. D., MARTINS, N., et al. “Computation
of Dominant Poles and Residue Matrices for Multivariable Transfer Func-
tions of Infinite Power System Models”, IEEE Transactions on Power
Systems, v. 30, n. 3, pp. 1131–1142, May 2015.
[95] ALMEIDA, C. F. M., KAGAN, N. “Determining Frequency Dependent Equiv-
alents Through Evolutionary Algorithms”, International Conference on
Harmonics and Quality of Power (ICHQP), pp. 403–408, June 2012.
[96] LEVENBERG, K. “A method for the solution of certain non-linear problems
in least squares”, Quarterly Journal of Applied Mathematics, v. 2, n. 2,
pp. 164—168, July 1944.
[97] MARQUARDT, D. “An algorithm for least-squares estimation of nonlinear pa-
rameters”, Journal of the Society for Industrial and Applied Mathematics,
v. 11, n. 2, pp. 431–441, June 1963.
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where V (s) and I(s) are the complex voltage and current, r, d and a are real. In
the time-domain, it is possible to rewrite (A.1) as
ẋ(t) = a x(t) + v(t)
i(t) = r x(t) + d v(t)
(A.2)
Using either the trapezoidal rule of integration or recursive convolution leads to the
following discrete time equivalent
x(n) = αx(n− 1) + (αλ+ µ) v(n− 1)
i(n) = x(n) + (λ+ d) v(n)
(A.3)
The equation in (A.3) represents a companion network where x(n) is the history
current source and g = λ + d. If the trapezoidal integration rule is applied, the








and in the case recursive convolutions are considered



















The Vector Fitting (VF) routine [64, 65, 67, 68] is a fast and robust method
for the fitting of measured or calculated frequency-domain responses with rational
function approximations. The objective is to estimate all coefficients in (B.1) over
a given frequency interval. The difficulty in fitting f(s) is due to the (unknown)
poles pm which appear in the denominator, thus causing (B.1) to become a nonlinear
problem in the unknowns. However, if the poles had been known, then (B.1) would
have been linear in the unknowns rm and d, which could then have easily been
calculated by solving a linear least-squares problem [192].
The methodology consists in relocate a set of initial poles in order to match a
given frequency response f(s) with a pole-residue model as an optimization problem
in the least-squares sense. Vector Fitting is essentially a robust reformulation of
the Sanathanan–Koerner iteration [65] and can be interpreted as a pole relocation
process, that is, as an iterative refinement of a set of poles that quickly converge to
the dominant poles of the system under modeling [102].







where set of poles pm and residues rm are either real quantities or come in com-
plex conjugate pairs while d is real. The summation limit N is the order of the
approximation, assumed to be known.
VF solves the problem (B.1) sequentially as a linear problem in two stages, both
times with known poles.
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B.1 Pole Identification
Instead of fitting f(s) directly, VF multiplies f(s) with an unknown rational







and is postulated that the starting poles p̄m of σ(s) are the same as the approxima-
tion for σ(s)f(s)





































It can be seen from (B.5) that the initial poles p̄m cancel in the division process and
that the zeros ẑm of σ(s) become equal to the poles of f(s). Thus, calculating the
zeros of σ(s) gives an improved set of poles for fitting the original function f(s).
The zeros are calculated by solving the eigenvalue problem
{pm} = eig(A− b · cT ) (B.6)
where A is a diagonal matrix holding the poles {pm}, b is a column of ones and c
holds the residues {r̂m}.
B.2 Residue Identification
With the poles pm of f(s) known from the pole identification step, (B.1) is
solved with respect to the unknown residues rm and constant term d by solving
the corresponding least-square problem with known poles. Details regarding the
implementation are given in [64].
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B.3 Passivity Enforcement
The inclusion of rational models in EMTP-like programs may result in unsta-
ble simulations if passivity is not enforced. The passivity requirement means that
the model cannot generate energy when connected to an external network at any
frequency [193], i.e., the eigenvalues of Yn are positive for all frequencies
eig(Re{Y(s)}) > 0 ∀s, s = jω (B.7)
Even when only all poles are stable, i.e, lie in the left half plane, this stable poles
requirement can usually be enforced without difficulty, e.g., by flipping unstable
poles into the left half plane, followed by a refitting of the residues and constant
term.
A much more challenging problem is the enforcement of passivity of the model,
which is an additional requirement for guaranteeing a stable simulation [88, 194].
In general, the fitting is performed within a certain frequency range but there is no
guarantee that Yn is positive definite also outside this frequency range. In some
cases, instability problems have been encountered due to large out-of-band passivity
violations [160]. A robust enhancement provided in the VF package for passivity
enforcement is able to cope out-of-band violations without corrupting the in-band
behavior. The model is enforced to be passive by perturbing the eigenvalues of each
residue matrix such that all eigenvalues become positive [183].
B.4 Mode-Revealing Transformation
Admittance-based models describing terminal conditions in the frequency do-
main are usually adopted in the modeling of frequency dependent components since
the interface with EMTP-like programs can be done in a straightforward way. The
representation using rational functions or on pole-residue form presents a challenge
by the fact that a large ratio between the large and small eigenvalues can result in
error magnification when the model is to be applied in time-domain simulations.
It occurs as a consequence of inaccurate representation of small eigenvalues of the
admittance matrix Yn.
The introduction of a similarity transformation matrix called Mode-Revealing
Transformation (MRT) [76] addressed this issue improving the observability of this
small eigenvalues by choosing a suitable transformation matrix Q that preserves
the physical properties of symmetry, realness, stability, causality and passivity. It
can be understood as an alternative to the modal VF presented in [165, 179]. The
procedure aims to find a proper choice of Q so that it is possible to achieve that the
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small eigenvalues become more observable in the elements of Ỹn than in Yn by the
similarity transformation
Ỹn = Q
T ·Yn ·Q (B.8)
Subjecting Ỹn to rational modeling (B.9) using VF and subsequent passivity en-
forcement, the model must be transformed back to the physical domain by applying










During the development of the present research work, it was necessary to validate
the time-domain results obtained using the fitting of the line parameters and either
trapezoidal integration or recursive convolutions.
Therefore, a different modeling approach such as to solve all the equations in the
frequency-domain, can be safely used to compare the results of the model tested. To
convert the answer to the time-domain, a transformation routine such as the Fast
Fourier Transform or the Numerical Laplace Transform is generally used, with the
latter being preferred for its improved numerical stability and easiness of implemen-
tation.
For a causal function f(t) and F (s) its image in the Laplace domain, the ana-
lytical inverse of F (s) is given by:
F (s) = L{f(t)} =
∞∫
0






F (s) est ds (C.2)
Considering a finite integration range, we have:
F (c+ jω) =
T∫
0






f(c+ jω) ejωt dω
 (C.4)
where ω is the angular frequency, c is the stability constant, σ(jω) is a window
function to reduce truncation errors, T is the observation time and Ω is the maximum
frequency.
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The discretization of equations (C.3) and (C.4) that allows for the use of the








































being N the number of frequency samples.
To reduce the effect of Gibbs oscillations, there are different options for the
window function, being the most common the Hanning and Blackman windows,
which are respectively given by
σ(ω) = 0.5− 0.5 cos(πω/Ω)
σ(ω) = 0.42− 0.5 cos(πω/Ω) + 0.08 cos(2πω/Ω)
(C.8)
For the factor c, the most used approaches are the ones given by Wilcox and








Alternatively, another value of c most frequently used is
c = − ln(0.001)/T (C.10)
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