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序論
1 導入
現代の物理学研究者にとって量子力学は常識である．日々目にする日常的な出来事から極限的な
環境での出来事まで，量子力学で説明されることはあまりに多い．そのため量子力学の妥当性を根
本から疑う研究者や学生はいないと言ってよいだろう．著者もそうである．とはいっても，量子力
学の諸概念の中には日常感覚からすると奇異に感じられるものが少なからずある．とりわけ量子状
態の不確定性は，量子論建設の黎明期から注目を集め，測定論の言葉で度々言及されてきた．そし
て今では不確定性に関する研究が，量子測定理論における主要な研究の系譜の一つをなすに至って
いる．本研究も大きく見ればこの系譜に属するものと思う．不確定性とは何か．これが本研究の背
後にある問題意識である．そして本論文の最後にはこの疑問に対する一つのささやかな解答が与え
られることになる．
⇤
量子状態の不確定性と聞いて，多くの研究者が想起するのはW. K. Heisenberg にはじまる不
等式の議論であろう．そこでまずこの議論を概観することからはじめる．そのあとでこの種の議論
と比較しつつ本研究の立場を明らかにしてゆく．
ある種の不等式によって不確定性を捉えようとする議論は，Heisenberg の 1927 年の論文『量
子論的な運動学および力学の直観的内容について』[Hei27] に起源を有する．1927 年がどのよう
な年であったかを確認しておくことは無意味ではない．量子力学の端緒はM. K. E. L. Planck が
エネルギー量子を用いて黒体輻射のスペクトルを説明したことに帰される．1900 年のことであ
る．その後，古典力学に量子化条件を接ぎ木して諸現象を説明する前期量子論の時代が四半世紀ほ
ど続く．前期量子論を経て，1925 年にはHeisenberg が中心となり行列力学として量子力学の基
本的枠組を整備し，1926 年には E. R. J. A. Schrödinger が波動力学を発見して行列力学との同
等性を示している．ここで取り上げる Heisenberg の 1927 年の論文は，したがって量子力学の
基本的枠組の整備が一段落した時点で書かれたものである．題名が示唆する通り，この論文は量子
力学が孕んでいる奇妙な性質について反省的に考察したものである．ここで彼は不確定性に関する
二つの重要な議論を行っている．
一つ目は，ガンマ線顕微鏡についての思考実験である．ガンマ線を電子に衝突させ，反射された
ガンマ線を顕微鏡のレンズで受けて電子の位置を測定する．その過程を Compton 効果に基づい
て考察することで次が得られる．
"(Q)⌘(P) ⇠ h. (0.1.1)
ここで "(Q)は測定により得られる座標の精度，⌘(P)はガンマ線の衝突を受けた電子の運動量の擾
乱の程度であり，hは Planck 定数である．この議論によれば，電子の座標だけならこれを幾らで
も正確に測定することができる．しかしその場合には，上記の近似等式が示すとおり，測定の効果
によって電子の運動量は激しく擾乱され不定となる．このようにして，測定に基づく選別を通じて
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座標と運動量がともに確定した電子を準備できないことが結論される．この考察の一般化を不確定
性原理と呼んでいる．結論は妥当であっても，この議論には問題点もある．Compton 効果を援用
する以上，この思考実験が古典力学的な粒子描像に立脚している点である．近似等式 (0.1.1) は当
時既に整備されていた量子力学の一般論によるものではない．Heisenberg はこの問題点を克服す
るため，古典的な粒子描像を援用せず量子力学だけに立脚して上式を証明しようとした．それが二
つ目の議論である．
量子力学の一般論によれば，純粋状態と呼ばれる種類の量子状態は波動函数により記述される．
二つ目の議論の出発点は，次の形の波動函数  である．
 (q) = exp

-
(q- q 0)2
2q21
-
2⇡i
h
p 0(q- q 0)
 
. (0.1.2)
ただし，座標変数 q に依存しない規格化定数は略した．この波動函数の座標についての密度函数
| (q)|2 の標準偏差は  (Q) = q1/
p
2 である．q1 が水素の原子半径のような小さな値であれば，
上記波動函数は座標の値がおおよそ定まっている系を表す．彼はこの波動函数を Fourier 変換し
運動量の密度函数を求め，その標準偏差  (P)が次式で与えられることを示した．
 (Q) (P) =
h
4⇡
. (0.1.3)
彼は不等式を書き下していない．しかし，今日から見ればこの等式はGauß 函数型の波束 (0.1.2)
がいわゆるHeisenberg の不等式の等号を成立させることを示している．
Heisenberg 自身，第二の議論が第一の議論を正当化すると述べているし，今日でもそのように
理解されることが少なからずある．しかし，これら二つの議論は峻別されるべきものである．第一
の議論は，電子の座標を測定するための物理的な過程を明らかにし，そのような測定過程の不可避
な帰結として電子の運動量が擾乱を受けることを示そうとしている．測定過程が系に擾乱を与える
ことが問題なのである．これに対して第二の議論は測定とは関係ない．単にある瞬間の座標密度函
数と運動量密度函数の標準偏差の間に一定の関係があることを述べているに過ぎない．第一の測定
論的な議論はすぐには一般化されなかったが，第二の数学的な議論は直ちに一般化された．次にこ
れらの議論をごく簡単に説明する．
第二の数学的議論については，任意の状態 ⇢と物理量 A,Bに関して不等式
 ⇢(A) ⇢(B)  
| hAB- BAi⇢ |
2
(0.1.4)
が成り立つことが証明された [Rob29, Sch30, Rob34]．ここで hXi⇢ は状態 ⇢における物理量 X
の期待値を表し， ⇢(X)は標準偏差を表す．この不等式が非自明な結論をもたらすのは右辺の交換
子 AB - BAが 0でない場合，つまり Aと Bが非可換な場合である．こうして不確定性が作用素
の非可換性の帰結であることが認識されるようになった．
一方，第一の測定論的な議論が十分な一般性をもって数理的になされるまでには時間を要した．
量子測定理論に基づいてこの種の不等式が導出されたのは，先に引いた Heisenberg の論文から
70年以上も経ったあとである．*1 小澤の不等式 [Oza03, Oza04] や渡辺・沙川・上田 [WSU11]
*1 それ以前にも波束の収縮といった現象の解釈について議論や，座標と運動量の同時測定に関して具体
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の不等式がその例である．今日ではこれらの他にも誤差や擾乱にまつわる不等式が膨大に提案され
ている．
結局，Heisenberg の議論は測定論的な議論と（必ずしも測定論との関係は明らかでない）数学
的な議論からなる．Heisenberg 自身は不等式を書き下してはいないが，不確定性を不等式によっ
て捉える議論としてこれら二つの議論は発展した．数学的な議論は直ちに一般化され，不確定性が
物理量の非可換性に根ざすことが明らかにされた．また，測定論的な議論も量子測定理論に基づい
て今日では十分な一般性をもって研究されるに至っている．
⇤
上に見た不等式の議論は量子状態の不確定性を論じる議論としてよく知られている．この議論で
は Heisenberg 型の不等式の右辺に Planck 定数などの不確定性を特徴づける量が現れる．しか
し，不確定性は不等式の右辺ばかりに現れるものでもない．不等式の議論と対照しえるものに識別
性の議論がある．各々の状態が不確定性を帯びた曖昧なものであれば，これらを互いに識別しよう
としても上手くいかなくなる．つまり，不確定性は状態の識別にも影響する．本研究はこのような
識別性の観点から不確定性を捉えようとするものである．
不等式の議論と識別性の議論は，どちらも不確定性の理解に資する点では共通しているが，アプ
ローチの仕方には違いがある．不等式の議論では，単一の量子状態の性質をどれだけ詳しく知り得
るかを問う．これに対して識別性の議論では複数の量子状態を想定し，これらの相互関係に不確定
性がどう影響するかを問う．不等式の議論では単一の量子状態に内在した形で不確定性を理解しよ
うとするが，識別性の議論では複数の量子状態間の相互関係の内に不確定性を見出す．これが不等
式の議論と，これから行う識別性の議論の立場の違いである．
状態識別の枠組についてもう少し踏み込んで説明する．物理系の状態の候補が幾つかに絞られて
いる場合に，測定により真の状態を決定するのが状態識別の問題である．与えられた候補状態たち
がいつでも確実に識別できるならば何も問題はない．しかし，こと量子状態に関しては，それらが
非直交であるかぎり必ず識別に誤りが伴う．そしてこの誤りをどのように取り扱うかに応じて，状
態識別の手法は自然二つに分かれる．さしあたりこれらを第一種識別，第二種識別と呼んで区別す
る．状態識別を論じる上に述べたが，この二つの手法がどのようなもので，本研究で取り扱われる
のはどちらであるのかを明らかにするすべきであろう．そこで次に第一種識別と第二種を対照しつ
つ説明する．追って明らかになるが本研究の主題は後者である．
第一種識別は，minimum error discrimination や error-prone discrimination と呼ばれ
る．識別問題を考察するにあたり，ここでは真の状態にある標本が膨大に用意されているものと想
定する．実際には，一つ一つの標本に対して順次測定を行ってゆくことになる．第一種識別では，
一つの標本に対して測定を行う度，必ず真の状態がどれであるか決定を下さなければならない．つ
まり，決定の放棄は許されない．既に述べたとおり，このような条件下では誤りが避けられない．
すなわち，真の状態とは異なる状態を真の状態と名指してしまう取り違えが必ず生じる．もっと
的に論じた研究はあった．例えば [AK65, AG88] は非可換物理量の同時測定についての草分け的研究
として無視できない．
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も，識別されるべき候補状態が互いに直交している場合はこの限りではない．しかし，そのような
場合は極めて例外的であるので以降度外視する．第一種識別では取り違えを避けられない．そこで
取り違えを完全に無くすことは諦め，その確率をどれだけ小さくできるかを問題にする．これは定
量的な問題である．
第一種識別についてのよく知られた結果はC. W. Helstrom によって見出されたHelstrom 限
界である [Hel76, p. 113, p. 161]．量子状態を送付することで情報通信を行う場合，受信者は
送られてきた量子状態が何であるかを識別する必要に迫られる．このような場合を念頭に置いて
Helstrom は量子状態識別問題を論じた．彼は，識別されるべき候補状態に事前確率を割り振った
上で，識別に伴う平均誤り確率の最小値を求めた．この最小値がHelstrom限界である．これで第
一種識別についての説明は終えることにする．
第二種識別は，unambiguous discrimination と呼ばれたり，または初期研究者の名前をとっ
て Ivanovic-Dieks-Peres measurement と呼ばれることもある．第一種識別と異なり，この識
別では決定の放棄が許される．すなわち，測定後の判断に「真の状態はこれである」というものの
他に「真の状態は分からなかった」という判断が付け加えられる．このように決定の放棄が許され
る代わりに，第二種識別では取り違えは許されない．また，いつまでも「真の状態は分からなかっ
た」と決定を放棄し続けることも禁じられる．残念なことに，決定の放棄を許しても取り違えが避
けられなかったり，「真の状態は分からなかった」と言い続けざるを得ない事態に陥ることがある．
つまり，候補状態の性質によっては，第二種識別は不可能な場合がある．そこでこの種の識別にお
いては，まず与えられた候補状態が識別できるか否かが問われる．これは定性的な問題である．そ
のうえで識別できるとわかった場合にのみ，決定を放棄する確率の最小化といった定量的問題に移
行する．
第二種識別の初期研究としては [Iva87, Die88, Prs88] および [JS95] を挙げることができ
る．*2 彼らが議論したのは二状態の識別である．そののち有限個の状態に議論を一般化したのは
A. Cheﬂes である [Che98]．彼は，有限個の純粋状態が識別可能であるための条件が一次独立性
であることを見出した．また近年，Y. Feng ら [FDY04] が純粋とは限らない有限個の状態（混合
状態）が識別可能であるための条件を明らかにした．先に，第二種識別では問題が定性的なものと
定量的なものの二段構えになっていると述べた．Cheﬂes や Feng らの結果は，定性的な問題，す
なわち識別可能性の問題を候補状態が有限個の場合に解決している．
ここまで量子状態識別について述べてきたことを要約する．量子力学では状態の不確定性のため
に状態識別において誤りが生じる．この誤りの取り扱いに応じて識別手法は二つに分かれる．第一
種識別では，決定の放棄を許さない．この識別では真の状態とは異なる状態を真の状態であると名
指してしまう取り違えが避けられない．そこで取り違え自体をなくすことは諦めて，その確率の最
*2 かなり早い段階で第二種識別を利用した量子鍵配送が提案されていたことも付言すべきであろう．よ
く知られているのは，C. H. Bennett が 1992 年に提案した量子鍵配送手法である [Ben92]．この量
子鍵配送では，非直交な二つの量子状態に “0” と “1” を対応させ，これを送ることで通信を秘匿するた
めの情報（鍵）を共有する．この際，送られてきた非直交な二状態を識別するために受信者が第二種識
別を利用する．光子の偏向やコヒーレント光の第二種識別の実験についても報告がある．コヒーレント
状態の第二種識別については巻末の付録Aで述べる．
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小化という定量的問題に取り組む．他方，第二種識別では決定の放棄が許される代わりに取り違え
は許されない．換言すれば，決定の放棄に誤りを皺寄せして取り違えを排除したのが第二種識別で
ある．この識別においては，そもそもそのような識別が可能かどうかという定性的問題がまず問わ
れる．そして識別が可能な場合にのみ，決定の放棄を行う確率の最小化が問題となる．第二種識別
では，問題が定性的なものと定量的なものの二段構えになっている．
先に予告したとおり，本研究では第二種識別（unambiguous discrimination）に着目し，こ
れを用いて状態の組の識別性を定義する．すなわち，与えられた状態の組に対する第二種識別が少
なくとも一つ存在するとき，この状態の組は識別可能であると定義する．第二種識別に基づく識別
性の定義は定性的なもので，恣意性の少なさが長所である．もちろん，第一種識別に基づいて識別
性を定義することも出来なくはない．例えば，ある事前確率を前提して平均誤り確率を 3％以下と
する第一種識別が存在すれば識別可能とする，といった定義である．しかし，このような定義では
事前確率の選択や 3％といった値の選択に恣意性が残る．第二種識別を用いた定義にはこのような
恣意性はない．
既に触れたとおり Cheﬂes や Feng らの研究 [Che98, FDY04] は，いずれも候補状態の個数
が有限個の場合しか取り扱っておらず，無限個の場合は議論されていない．そこで本研究では彼ら
の議論を一歩進めて，新たに無限個の候補状態を考える．ところで，無限個の候補状態の第二種識
別を論じる意義はどこにあるのだろうか．無限個への議論の一般化はひどく抽象的で，有限個につ
いての議論が既にあることを思えば，一般化のための一般化に感じられるかもしれない．一体何の
ためにこのようなことを考えるのか．この疑問は本論文冒頭に述べたことと関係している．本研究
の目的は，量子状態の不確定性をより良く理解することである．そしてこの理解に資する無限個の
候補状態の第二種識別問題がある．それが次に述べるコヒーレント状態の識別問題である．
⇤
ここまで量子状態の具体例について殆ど何も述べてこなかった．量子状態にもいろいろあるが，
なかでもコヒーレント状態は古典状態と緊密な関係を有する量子状態であり，本研究でもこのコ
ヒーレント状態の集まりである von Neumann 格子の識別問題を主題的に取り上げる．そこで次
にコヒーレント状態と von Neumann 格子について概観する．
古典力学では，状態は相空間の一点で代表された．以下，単に古典状態と言えばこのような状態
を指すものとする．古典状態は座標と運動量の確定した状態である．コヒーレント状態はこの古典
状態に対応する量子状態である．コヒーレント状態は座標と運動量のおおよそ定まった状態である
といって差し支えない．そればかりでなく，この状態は運動においても，エネルギー期待値におい
ても古典状態に類似した性質を示す．
相空間の一点 (q, p) 2 R2 で指定されるコヒーレント状態は，次の波動函数で定義される．
 q,p(x) =
1
⇡1/4
exp

-
(x- q)2
2
+ ixp-
i
2
qp
 
. (0.1.5)
この函数の座標および運動量の密度函数は，qまたは pを中心とする Gauß 函数である．さらに
この波動函数は Heisenberg の考察した波動函数 (0.1.2) の一種であって，数学的な意味におけ
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る Heisenberg の不等式の等号を達成する．換言すれば，座標と運動量についての分散の積が最
も小さい．これはコヒーレント状態が相空間の一点 (q, p)に局在しているという直感的理解を支持
する根拠の一つである．
コヒーレント状態が古典状態に対応することを指摘したのは，Schrödinger の 1926 年の論文
『微視的力学から巨視的力学への連続的移行』である [Sch26]．*3 彼は本質的にコヒーレント状態
と同じ状態を導入し，調和振動子のHamiltonian の下でこの運動を論じた．その結果，この状態
の座標についての密度函数が分散を一定に保ったまま左右に振動することを見出した．つまり，コ
ヒーレント状態の運動は古典粒子のそれに対応する．彼はさらに，この振動子の振幅から古典論的
に計算されるエネルギーの値と，量子論的に計算されるエネルギーがおおよそ一致することを示
し，その上で「この点においても〈対応〉は完璧である」と述べている．
Schrödinger の後にコヒーレント状態の重要な性質を発見したのは J. K. Klauder である
[Kla60]．その発見とはコヒーレント状態による単位の分解である．すなわち
1 =
Z
R2
| q,pih q,p| dqdp
2⇡
. (0.1.6)
ここで左辺の 1は恒等作用素を表す．この性質を足がかりに，R. J. Glauber や E. C. G. Sudar-
shan が電磁波の記述にコヒーレント状態を用いた [Gla63b, Gla63a, Sud63]．彼らの成果は量
子光学分野で広く知られるようになり，今日では理論と実験の両分野においてコヒーレント状態は
日常的に用いられている．*4
次に，von Neumann 格子について述べる．古典力学の相空間の一点に局在する量子状態がコ
ヒーレント状態であった．von Neumann 格子とは，相空間中の格子の格子点全体に対応するコ
ヒーレント状態の組である．もとをたどると，von Neumann 格子は座標と運動量の同時測定に
関連して，J. von Neumann が彼の教科書 [vN32] で導入したものである．彼はこの格子を利用
した座標と運動量の同時測定手法を議論している．しかし，この議論は極めて粗く，彼の提案した
測定に基づいてどのように座標と運動量を推定したら良いかすら明らかにされなかった．
ところで，von Neumann格子の出自に関して一点興味深いことがある．格子の基本領域の面積
がおおよそ Planck 定数 hとなるところを境にして，この格子の性質が変わると von Neumann
自身が •証 •明 •な •し •に指摘している点である．この性質は決して自明ではなく，彼の教科書の公刊
からおよそ 40 年経ってはじめて証明が与えられた [Plm71, BBG71]．これらの研究が von
Neumann 格子の興味深い数学的性質を明らかにしたことは確かである．しかし，その性質の測
定論的な意義は著者の知る限り未だ明らかにされていない．
結局，von Neumann 格子を取り巻く状況はおよそ次のように要約できる．すなわち，von
Neumann 格子は測定論の文脈で導入されたにも関わらず，十分な議論を経ぬまま元の文脈から
切断され，測定論とは無関係に研究されてきた．
⇤
*3 この論文は先のHeisenberg の論文に先行する．
*4 コヒーレント状態の性質やその膨大な応用については論文集 [KS85] を参照されたい．
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ここまでに大きく分けて三つの話題を概観してきた．Heisenberg に始まる不等式の議論と，識
別性についての議論と，コヒーレント状態である．はじめの二つは，量子状態の不確定性に関係す
る研究の系譜である．そして三つ目は古典状態に対応する量子状態である．本研究の主題は，後の
二つの話題，すなわち識別性の議論とコヒーレント状態の交わるところにある．この論文の題目は
『無限個のコヒーレント状態の識別について』であった．
これから論じるコヒーレント状態の識別問題は，古典力学における状態識別問題を量子力学に移
植したものとみられる．この問題に取り組むことで量子状態の不確定性について知見が得られるの
は，このような古典論との関係のためでもある．最後にこうした問題の位置づけについて述べる．
まずは古典力学を想起する必要がある．古典力学においては，状態は相空間の一点で代表され
る．そしてこのような古典状態は互いに誤りなく確実に識別され得ると前提されている．実際この
前提がなければ，座標と運動量の組を初期値として与えて正準方程式を解くという古典力学の問題
構制自体が不可能であろう．もとより古典状態は座標と運動量が確定した状態であり，不確定性と
は無縁である．それゆえ識別が完璧にできる，と考えても良い．いずれにしても，古典力学では相
空間の一点で代表される古典状態たちは互いに識別可能である．この意味で古典力学における状態
識別問題は自明である．
今述べた古典状態の識別問題を量子力学に移植するにはどうすればよいか．相空間の一点で表さ
れる古典状態をコヒーレント状態で置き換え，また識別性を先に述べたように第二種識別を用いて
定義すればよい．こうして得られた状態識別問題が本研究の主題であるコヒーレント状態の識別問
題である．このような問題の立て方から，コヒーレント状態の識別問題は古典状態の識別問題の量
子力学的対応物とみなされる．
古典力学ではどのような状態も互いに識別可能であった．それでは量子力学でもコヒーレント状
態は常に識別可能か．識別可能なものとそうでないものがあるならどこに識別性の限界があるか．
これらが本研究で取り扱う問題である．古典力学で前提されていた完璧な識別性が，量子力学でど
のような綻びを見せるかを仔細に検討する．そしてこの綻びから古典力学と量子力学の差異として
量子状態の不確定性を理解する．これが本研究の狙いである．
この狙いは無限個のコヒーレント状態からなる von Neumann 格子によりもっともよく達せら
れる．上に述べたとおり，この格子は相空間の格子点の対応する無限個のコヒーレント状態からな
る．本論文の終盤で示す結果によれば，この格子は疎なときには識別可能であるが，密にしてゆく
と識別不能となる．そして，ちょうど格子の基本領域の面積が Planck 定数であるところを境にし
て識別可能であったものが識別不能に転じる．古典力学の場合には，相空間の一点で代表される古
典状態はどんなに密に分布していても互いに識別可能であった．これに対して，コヒーレント状態
という量子状態は Planck 定数より密に分布しているときには識別不能となる．この結果は次のよ
うな解釈を許すものである．すなわち，量子状態，特にコヒーレントの不確定性は識別性を不完全
にするものであり，その程度はちょうど Planck 定数により特徴づけられる．
本論文では古典論を主題化して研究することはしない．しかし今述べたように議論の背景には古
典論が意識されている．そして不確定性や量子論の性質を，古典論との偏差として理解しようと考
えている．
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2 主題と構成
これまでに述べてきたことを総括しつつ主題と構成を確認する．本研究は量子状態の不確定性の
理解に資することを目的としている．そのような研究としては，Heisenberg に起源を有する不等
式の議論がある．本研究ではこれとは異なり，識別性の観点から量子状態の不確定性に接近する．
不等式の議論は，単一の量子状態に内在する不確定性の程度を不等式で捉えようとするものであっ
た．これに対して識別性の議論では，複数の量子状態の相互関係の内に不確定性がどのように反映
されるかを考察する．
さて，相空間の一点で代表される古典状態はどれも互いに確実に識別可能であると仮定されてい
た．古典状態をコヒーレント状態で置き換え，識別性を先述の通り第二種識別によって定性的に定
義する．こうしてコヒーレント状態の識別問題に達する．コヒーレント状態は古典状態と同じく常
に識別可能か．識別可能な場合と不能な場合があるとすれば，その境界はどこにあるのか．これが
本研究で主題となる問題である．
本研究では， •無 •限 •個のコヒーレント状態の識別問題を論じる．そのために，まず無限個の量子状
態の識別に関する一般論を構築し，次に一般論をコヒーレント状態に適用するという手続きを取
る．その結果，古典状態とは異なり無限個のコヒーレント状態には識別不能なものがあると分か
る．特に無限個のコヒーレント状態の例として von Neumann 格子を取り上げ，その識別性の境
界がちょうど Planck 定数上にあることを示す．以上が議論のおおまかな流れである．
⇤
次に，本論文の構成を章立てにそって説明する．本論文は 5つの章からなる．これらは一般から
特殊へと直線的に配列されている．
第 1章は，本研究の依って立つところである量子測定理論の説明に充てられる．この章は既存研
究の概説であるが，量子測定の導入や理論構成にはいくらか特色があるかもしれない．
第 2 章と第 3 章では状態識別の一般論を展開する．第二種識別では，まずそれが可能であるか
という定性的な問題が問われ，次に識別が可能である場合に限って最適性といった定量的な問題が
問われると述べた．第 2章と第 3章はこのような問題の二段構えの構造に対応していいる．
第 2章では，まず第二種識別を量子測定の一種として定義する．特に識別されるべき候補状態が
無限個ある場合を想定して，単なる識別と一様識別を区別して定義する．その上で状態の組に対し
てこのような識別が少なくとも一つ存在するという条件で状態の組の識別性および一様識別性を定
義する．次に，可算個のベクトル状態に対して識別性の基準を示す．一方には識別性というベクト
ル状態の組の測定論的な性質があり，他方にはベクトルの組の一次独立性に類似した数学的な性質
がある．識別性の基準はこれらの間に対応を与えるものである．さらに，非可算無限個の状態の識
別や混合状態の識別についても触れる．状態が有限個しかない場合に限れば，この章で得られる結
果は既に [Che98] や [FDY04] で得られている．本研究の新規性は，これらの議論を無限個の状
態にまで一般化したところにある．
第 3章では，最適な識別について議論する．まず，候補状態が一様識別可能である場合の識別確
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率の最大値を与える公式と，それを達成する測定を求める．そしてその次に，最適性の定義を一般
化した上で，そのような測定が被測定系に与える擾乱について議論する．
第 4 章では，これまでに得られた一般論を利用してコヒーレント状態の識別問題を論じる．少
数のコヒーレント状態は識別しやすく，多数のコヒーレント状態は識別しにくいと予想される．実
際，有限個のコヒーレント状態が必ず識別可能であることは先行研究により直ぐ分かる．また，非
可算無限個なら必ず識別不能であることも第 2 章の結果から直ちに分かる．それゆえ可算無限個
の場合こそが詳しく論じられるべきである．そこで例を挙げて可算無限個のコヒーレント状態の識
別性を調べる．その際，基礎となるのは第 2章で得られた識別性の基準である．単なる識別性と一
様識別性の差異を明らかにする簡単な例に加えて，とりわけ興味深い例として von Neumann 格
子を取り上げる．この格子の数学的性質は測定論とは離れたところで既によく調べられていたので
あった．それら既知の性質と第 2章で得られた識別性の基準を総合することにより，Planck 定数
を識別性の観点から特徴づける．この議論はまた，測定論の文脈とは切断され研究されてきた von
Neumann 格子を測定論の文脈に再度導入する試みでもある．
以上が本論文の構成である．まず量子測定理論を概説し，その枠組の中で識別性を定義する．そ
ののち識別性の基準や識別の最適性を一般的に論じる．そして最後に識別性の基準を用いてコヒー
レント状態の識別を論じる．特に，このような観点から von Neumann格子を再検討し，Planck
定数を識別性により特徴づける．von Neumann 格子の識別性を含め，無限個の状態識別につい
ての知見は本研究で新たに得られたものである．
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3 補論：量子力学の確率的性格について
量子力学，特にこれから取り扱う量子測定理論の予言は，確率的な性格を有する．量子測定理論
を取り扱うにあたっては，量子状態は統計集団に対して定義されていると理解するのが自然だと
思われる．この理解についての簡単な説明と注意を与えることがこの節の目的である．これはいわ
ゆる解釈の問題に踏み込んでいる．しかし，解釈について述べると云っても，解釈の形成を論じた
り，複数の立場を対比しつつ哲学的議論を展開することはしない．そもそも著者にはそのような議
論を十分に行う能力がない．今から述べるのは量子力学の解釈についての一つの注意または確認と
言った程度のことである．そしてそれを述べるのは後で測定理論を説明するにあたり生じ得る無用
の混乱を避けるためである．
⇤
先ず統計集団を説明し，次に量子状態について述べる．
確率的な言明ないし予測は，その対象となる標本が膨大に用意できる場合にのみ意味を持つもの
と考える．膨大とは極限的には無限という意味である．膨大な標本は，それを生成する一連の実験
手続きのことと理解したほうが良いかもしれない．また，これらの標本は後に述べるような収束性
に関する望ましい性質を持つものと仮定する．このような膨大な標本の集まりを統計集団と呼ぶこ
とにする．確率的な言明は統計集団に対してのみなされる．これが確認したい第一のことである．
統計集団が膨大な標本からなると仮定するのは，確率の頻度解釈を取ろうとするからである．統
計集団を構成するそれぞれの標本に対して，一定の手続きで指定される測定を行う．すると個々の
標本はそれぞればらばらの測定値を返す．それでも，測定された全標本数をNとし，これに占める
特定の測定値 aを返した標本の数を Na とすると，Nを大きくしてゆくに連れて頻度 Na/Nは一
定値に収束してゆく．理論の予測する確率とは，この収束値のことと理解する．統計集団に対して
はどのような実験ないし測定を行っても，こうした頻度が収束すると仮定する．この仮定はもちろ
ん無根拠である．むしろこの仮定を満たす標本の集まりがあるとして，それを統計集団を定義する
と言うほうが適切かもしれない．*5 いま頻度解釈という用語を持ち出したが，ここでは頻度によっ
て確率が定義されると主張したいのではない．それはコンパスで作図された図形として円を定義す
るのではないことと同じである．円があくまで「一点から等距離にある点の集合」として定義され
るのと同様に，確率も数学的・測度論的に定義される概念であるとする．
*5 頻度が収束するかどうかは統計集団の性質ばかりでなく，標本をどの順番で測定してゆ
くかにも依存する．この問題は統計集団の確率的混合に際して問題になる．例えば，あ
る物理量に対して二つの統計集団 X, Y の標本がそれぞれ異なった振る舞いをする場合，
X; YY;XXXXXX; YYYYYYYYYYYYYYYYYYYYYYYY; (これまでの測定総数の倍のX); . . . の順番で測定す
ると測定値のヒストグラムも平均値も収束しない．しかし，通常はこのような順番による測定は例外
的で追試等により回避できると考える．そして統計集団の混合もまた一つの統計集団をなすと仮定す
る．もっとも，混合された標本集団の各標本が X, Y のどちら由来であるかを事前に知っているなら，標
本を混合せずに分けておくほうが良い．というのは，そうすることにより例えば層化抽出（stratiﬁed
sampling）を用いてより速やかに物理量の期待値を推定できるからである．
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次に状態について考えたい．ここで状態と言っているのは物理系の状態であって，量子状態を念
頭においている．状態とは，任意の実験ないし測定に対する物理系の振る舞いの一切を指定するも
のである．この点については定義上疑いないものと思われる．ところで，物理学，特に量子力学に
おいては，いかなる手続きに従って物理系を準備しても，この系はある実験ないし測定に対して確
率的な振る舞いを示すのが普通である．つまり物理学の研究対象の記述には確率的な言明が必要で
ある．そして確率的言明の対象となるのは統計集団である．したがって，ある状態が物理系を記述
するものであるなら，これはある統計集団を記述しなくてはならない．逆にある統計集団の性質が
知られているなら，その集団の実験ないし測定に対する確率的振る舞いは定まる．したがって，状
態の定義により，統計集団を指定すると物理系の状態が指定される．このようにして，統計集団と
状態を同一視できることが分かる．これが確認したかった第二の点である．
以上を要約する．確率的言明は頻度解釈によって理解されるものであり，このような言明の対象
を統計集団と呼ぶ．そして量子状態とは統計集団のことに他ならない．注意したかったことは，量
子状態は統計集団，すなわち膨大な標本であるという点である．換言すれば，単一の標本に対して
は量子状態は定義されない．量子状態を考えるときには，常に膨大な標本が準備され得るものと想
定する．
⇤
ここに述べたことは量子状態や確率についての一つの素朴な見方にすぎない．*6 このような解
釈を過度に強調したり，これと相容れない解釈を排除するような意図は著者にはない．量子状態や
確率については多様な解釈があり得る．いわゆる宇宙の波動函数を構想するときには，単一の標本
（宇宙）に対しても量子状態が定義されると考える必要がある．これは量子状態に対する上で述べ
た解釈とは整合しないかもしれない．また確率についても素朴な頻度解釈とは異なる理解もありえ
るだろう．例えば，Bose 統計や Fermi 統計では同種粒子を区別せずに，それらのとり得る配位に
等しい確率を割り振る．この等しく割り振られた確率は，頻度解釈に馴染むものであろうか．ここ
ではむしろ論理学的な命題に等確率を割り振る確率の論理説に近い解釈が取られているのではない
かと思う．これは確率が頻度的に解釈されていないと思われる例である．
いずれにしても量子状態や確率についての理解は一通りではない．ここでそのなかの一つを述べ
たのは，それが以下で展開される測定論の理解に役立つと思ったからにすぎない．*7
*6 上述の説明は統計的解釈と呼ばれる立場に近いように見える．量子力学の解釈についての成書は多数
あるが，統計的解釈の記述がある古典的成書としては [Jam74] が著名である．また，量子力学とは一
応別個の議論として確率それ自体の定義や解釈についての議論にも目を向けるべきであるように思われ
る．確率の “発生学的” 理解については [IH13] が役立つ．確率の解釈の諸説を整理して論じたものと
しては [DG04] が，さらに，科学的実践を念頭に置いて頻度主義やベイズ主義を比較検討したものと
しては [ES12] が挙げられる．なお，以上はいずれも著者のささやかな読書範囲に基づくことを断って
おく．
*7 ここで述べた解釈は，例えば測定事後状態の理解に役立つのではないかと思っている．
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第 1章
量子測定理論
序
量子測定理論が物理学分野で広く知られているとはいえない状況に鑑みて，本章ではこの理論を
概説する．本章は既存研究の紹介である．量子力学の発展とともに，その性質を調べ活用するため
の手段としての量子測定の理論が整備されてきた．量子測定をはじめて数理的に取り扱ったのは
J. von Neumann である [vN32]．そののち E. B. Davis および J. T. Louis [DL70, Dav76]
によって量子測定理論の枠組のかなりの部分が整備され，小澤正直 [Oza84] によって完成された
というのが教科書的説明になると思う．*8 量子物理学の諸分野に比べると基礎が確立されたのが比
較的最近であること，数学者の貢献の大きいことが量子測定理論の特色である．近年では，量子技
術分野の勃興を背景として，基礎理論である量子測定理論も物理学や量子工学の分野に急速に浸透
しつつある．
ところで，量子測定理論の特徴はどこにあるのだろうか．まず明らかなことは，扱う対象が量子
系だということである．量子測定は量子系の性質を調べあるいは活用するために行うものである．
この意味で量子測定理論の関心は量子系に向いている．しかし，量子力学が常識化し，あらゆるも
のが本来的には量子的であると考えがちな我々にとって，量子測定理論の特徴はむしろその古典系
の取り扱いにこそあるというべきである．量子測定理論は，古典系の存在を前提として量子系と古
典系との交渉を記述する．なぜなら，測定対象が量子系であっても測定値として得られるのは単な
る数，つまり古典量だからである．これは現代の人間や古典計算機が直接十分自由に取り扱える対
象が古典量であることに原因する制約である．このため，今日の人間や古典計算機にとっての量子
測定理論は，量子系ばかりでなく古典系も記述するものでなければならない．
古典系と量子系は，それぞれ独立した理論的枠組として別個に取り扱われることが多い．しか
し，今述べたとおり量子測定理論は本性上これら二つにまたがって定式化されるものである．それ
ゆえ，古典系と量子系という二つの立脚点に記述上の統一がないまま量子測定を定式化しようとす
ると，その定式化が不格好で煩瑣にならざるをえない．幸いなことに古典系と量子系を統一的に理
解するための観点がある．いわゆる代数的観点である．古典系でも量子系でも，系の物理量の総体
を適切な代数に対応付けることができる．このような代数に着目して物理系ないし力学を定式化す
る立場が代数的観点である．このときには古典と量子の違いは代数が可換か非可換かというだけ
の違いになる．こうして古典系と量子系を同じ枠組の中で統一的に取り扱う準備さえ整えておけ
ば，量子測定の基本的概念を導入するのは容易である．実際，代数によって物理系を記述するとき
には，量子測定を一般的な物理過程の一種として理解できる．こうして，量子測定理論に固有の概
*8 完全正写像の測定理論への導入については K. Kraus らの寄与 [HK69, Kra71, Kra83] も無視でき
ないものがある．また，測定理論は情報理論や非可換確率論との接触のもとで発展してきた．前者につ
いては例えば例えば [Hel67, Kho82] を，後者については今引いた [DL70] の導入を参照されたい．
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念が実はそれほど多くはなく，その基本的概念の殆どが既に物理系の記述に現れていたことが分か
る．また逆に，量子測定理論をこのように定式化することにより測定理論に固有の性質を明らかに
できる．
今述べたような観点から量子測定理論の骨子をできるだけ簡明に説明しようという企てが本章で
実行される．既に述べたとおり，本章の議論は基本的には先行研究の要約であるが，種々の基本的
概念の導入の仕方や順序などに特色があるかもしれない．本章は三つの節からなる．まず，1節で
このあと使うことになる数学的な用語や記号を整理する．次に，2節では von Neumann 代数と
完全正写像を用いた力学の定式化の要点を述べ，その枠組の中で測定を定義する．最後に 3節では
測度論的な測定の定式化について説明し，このような定式化と前節における測定の定式化の関係に
ついて述べる．
議論のよって立つところを不明瞭にしないため，本章では骨子だけではあるが測定理論の枠組を
包括的に記述する．しかし，このような記述は以後の議論を理解するために必要とまでは云えない
項目も含んでいる．識別性の議論だけに関心を寄せる場合には，前半の議論の多くの部分を飛ばし
て読むことも可能である．その場合には正作用素値測度（positive-operator valued measure,
POVM）の定義だけを確認して次章に進んでもらえれば良い．逆に，量子測定のさらに詳細な記
述法については付録C節を参照されたい．
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1 記号と用語
ここで von Neumann 代数と完全正写像にまつわる記号と用語を整理しておく．あとの物理的
議論が数学的な定義によって中断されることを防ぐためである．物理的な議論は次節から始まる．
したがって，差し当たり本節は読み飛ばし次節に進み，必要に応じて記号や用語の意味を確認する
ために本節に戻ってくることも可能である．その場合は必要に応じてこの節の定義を確認するか，
巻末の記号表を活用していただければ幸いである．以下で導入される概念のより詳しい説明につい
ては教科書 [UHO03, Dix11, Ped12, KR97a, KR97b, Sak12] 等を参照されたい．
⇤
■ von Neumann 代数 von Neumann 代数の定義には抽象的なものと具体的なものがある．
抽象的な定義の仕方では，単位的な C*代数であって，かつ何らかの Banach 空間の（Banach
空間としての）双対空間に一致するものを von Neumann 代数と云う．*9 ある von Neumann
代数に対して，このような Banach 空間は同型を除いてただ一つだけしか存在しない．そこで，
この Banach 空間を問題の von Neumann 代数 A の前双対と呼んで A⇤ と記す．定義により
(A⇤)⇤ = Aが成り立ち，またHahn-Banach の定理により A⇤ ⇢ A⇤ とみなすことができる．ここ
で (· · · )⇤ はBanach空間 (· · · )の（位相的）双対空間を表す．A⇤ ⇢ A⇤ と Aの対を角括弧 h , i
で表す．以上が抽象的 von Neumann 代数の定義である．
具体的な定義では，Hilbert 空間 H 上の有界作用素の全体がなす代数 B(H) の部分代数 A
であって A 00 = A を満たすものを von Neumann 代数と呼ぶ．ここで S ⇢ B(H) に対して
S 0 = {X 2 B(H) | 8Y 2 S, XY - YX = 0}，また S 00 = (S 0) 0 と記している．S 0 は S の交換団，
S 00 は S の二重交換団と呼ばれる．特に H を明示する必要のあるときは，このような具体的 von
Neumann 代数 Aを H上の von Neumann 代数と呼ぶ．
一般に，抽象的 von Neumann 代数は具体的 von Neumann 代数に同型であり，*10 具体的
von Neumann 代数は前双対を有する．すなわち，von Neumann 代数の抽象的定義と具体的
定義は一致する．以降，この節では A,Bは von Neumann 代数を表し，これらの間の写像は全
て線形であるとする．
*9 名称についての補足．von Neumann（1903-1957）自身は今日 von Neumann代数と呼ばれてい
る代数をRings of operators と呼んでいる．von Neumann代数という用語は，Jean Dieudonné
(1906-1992) の提案に従って，Jacques Dixmier（1924-）が彼のテキストで用いたことに端を発す
るようである．インタビュー記事 [Rau09] において，“Is it true that you coined the notion von
Neumann algebra?” という質問に対してDixmier は次のように答えている．“No, that was an
idea of Dieudonné; he proposed this name during a discussion at Bourbaki. I thought
that this was self-evident; I should have thought of it myself!” C*代数という用語に調子を
合わせて von Neumann 代数をW*代数と呼ぶこともある．C*代数の Cは，Closed の頭文字であ
り，W*代数の W は Weakly closed の頭文字だそうである [Kad90]．抽象的 von Neumann 代
数をW*代数，具体的 von Neumann 代数を von Neumann 代数と呼び分ける場合もある．
*10 同型の定義は後出．
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■ 位相 von Neumann 代数は二つの内在的位相を有する．一つ目はノルム位相である．von
Neumann 代数はC*代数であるからノルムを有する．このノルムが定める位相がノルム位相であ
る．von Neumann 代数間の写像のノルム位相に関する連続性を有界性と呼ぶ．二つ目は超弱作
用素位相（ultraweak topology,  -weak topology）である．これは A⇤ ⇢ A⇤ の元が全て A
上の汎函数として連続となる Aの最も粗い位相である．
■ 準同型 von Neumann 代数間の準同型は，それらの構造を保つものとして定義される．ま
ず，von Neumann 代数間の準同型はC*代数の準同型でなければならない．すなわち，代数構造
と対合 “⇤” を保つ必要がある．これらの条件を満たす写像は自動的に有界となるから有界性をあか
らさまに課す必要はない．von Neumann 代数間の準同型は，C*代数の準同型であって，さらに
von Neumann 代数に特徴的な構造，すなわち単位元と超弱位相を保つものとして定義される．
同型の定義も同様である．
■ テンソル積 有限個の von Neumann 代数に対してそれらのテンソル積が一意的に定義され
る．具体的定義に基づいて説明すれば次の通りである．A, B をそれぞれ Hilbert 空間 H, K上の
von Neumann 代数とする．a 2 A, b 2 Bは自然な仕方でHilbert 空間のテンソル積 H⌦ K上
の有界作用素 a⌦ b 2 B(H⌦K)を定義する．そこで，代数的テンソル積 A⌦algBを B(H⌦K)の
部分 ⇤-代数とみなすことができる．これが B(H⌦ K)内に生成する von Neumann 代数を A,B
のテンソル積と定義する．
■ 正・完全正 次に正作用素並びに正写像及び完全正写像について述べる．A+ = {b⇤b | b 2 A} ⇢
Aと記し，この集合の元を正作用素であると呼ぶ．a- b 2 A+ であるとき a   bと書くことにす
ると，“ ” は A上の半順序となる．この半順序から A⇤ およびその部分集合 A⇤ にも半順序が導入
される．
写像   : A ! B は  A+ ⇢ B+ を満たすとき正写像であると云われ，その自明な拡張
 ⌦ 1 : A⌦Cn⇥n ! B⌦Cn⇥n が全ての n 2 N = {1, 2, . . . } に対して正写像であるとき完全正写
像であると呼ばれる（ここでは 1 : Cn⇥n ! Cn⇥n は恒等写像を表す）．完全正写像は正写像であ
るが，逆は一般には正しくない．*11 ただし，AまたはBが可換な場合には，  : A! Bが完全正
写像であるためには正写像であれば足る．
■ 正規な単位的完全正写像 次の記号を導入する．
nCP(A,B) =
8<:  : A! B
      
 は完全正写像であり，
 はノルム位相を保ち，
 は超弱作用素位相を保つ．
9=; (1.1.1)
nCP(A,B;b) =
 
  : A! B        2 nCP(A,B) 1 = b．
 
(1.1.2)
nCP(A,B) の元を正規な完全正写像，nCP(A,B; 1) を正規な単位的正写像と呼ぶ．特に
nCP(A,C; 1) の元を A 上の正規状態と呼ぶ．これは A⇤ の元であって，正かつ単位的であるもの
*11 反例については [Cho72] を，ここに述べた完全正写像の性質全般については [Pau02] を見よ．
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に他ならない（C は可換 von Neumann 代数であることに注意）．本来であれば有界かつ超弱連
続と呼ぶべきところを正規と呼ぶことで済ましているのは以下の理由による．まず，完全正写像は
正写像であり，正写像は自動的に有界となることが知られている．したがって有界の語は不要であ
る．超弱連続を正規と呼ぶのは習慣上の理由による．正規性は超弱連続性とはまた別に定義される
ものであるが，正写像に関しては正規性と超弱連続性は同値になるからこう言い換えても良いので
ある．
⇤
最後に，von Neumann 代数の例を二つ挙げる．
■ B(H) 一つ目の例は，Hilbert 空間 H上の有界作用素の成す代数 B(H)である．どんな部分集
合 S ⇢ B(H)に対しても S ⇢ S 00 が成り立つことに注意すれば，B(H)がvon Neumann代数であ
ることは具体的定義から分かる．抽象的定義から B(H)が von Neumann 代数であることを検証
するには，H上の跡類作用素の全体 B1(H) ⇢ B(H)が B(H)の前双対であることを示せば良い．こ
のとき前双対 B1(H)とvon Neumann代数 B(H)の対は h⇢, Xi = tr(⇢X), ⇢ 2 B1(H), X 2 B(H)
で与えられる．ただし，tr : B1(H) ! C は跡を表す．なお，一般に具体的 von Neumann 代数
A ⇢ B(H)の前双対は B1(H)の商空間として実現できる．B(H)は Hilbert 空間 H の次元が 2以
上であれば非可換である．
■ L1(⌦), `1(⌦) 次に可換な von Neumann 代数の例を与える．(⌦,⌃, µ)を局所化可能測度
空間とする．ただし，局所化可能測度空間とは（一つの定義では）有限測度空間の直和空間である．
したがって特に  -有限測度や任意の集合上の数え上げ測度は局所化可能測度である．以降，単に測
度空間と云えば常に局所化可能測度空間を指すものと了解する．さて，測度空間 (⌦,⌃, µ)上の本質
的に有界な（C値）可測函数の全体 L1(⌦,⌃, µ)は可換なvon Neumann代数をなす．ただし，殆
ど至る所で一致する函数たちは同一視する．それゆえ von Neumann代数 L1(⌦,⌃, µ)の元は函
数の同値類であるが，以下では慣習にならい同値類とその代表元をしばしば混同する．具体的な定
義に基づいて L1(⌦,⌃, µ)がvon Neumann代数であることを示すには，まず L1(⌦,⌃, µ)の各
元が自乗可積分函数（の同値類）のなすHilbert 空間 L2(⌦,⌃, µ)に乗算として作用することに注
意する．この作用により L1(⌦,⌃, µ) ⇢ B(L2(⌦,⌃, µ))とみなし，(L1(⌦,⌃, µ)) 0 = L1(⌦,⌃, µ)
を示せば良い．このようにして具体的定義に基づいて L1(⌦,⌃, µ) が von Neumann 代数であ
ることが示される．抽象的な定義に基づいて同じことを示すには，可積分函数（の同値類）のな
す Banach 空間 L1(⌦,⌃, µ) が L1(⌦,⌃, µ) の前双対になることに注意すれば良い．このとき対
h , i は，それぞれの函数の積の積分で与えられる．このようにして L1(⌦,⌃, µ) が可換 von
Neumann 代数であることを検証できる．実は，この逆も成り立つ．すなわち，勝手な可換 von
Neumann 代数は，適当な測度空間 (⌦,⌃, µ)上の本質的に有界な函数のなす von Neumann 代
数 L1(⌦,⌃, µ)に同型である．
以降，混乱のおそれのないときには L1(⌦,⌃, µ)を L1(⌦, µ),L1(⌦), L1(µ), L1 などと略記
する．L1,L2 についても同様である．また特に `1(⌦) = L1(⌦, 2⌦,数え上げ測度)と略記する．
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2 物理系，操作，測定
本節では物理系，操作，測定といった諸概念をA1からA3 の公理（及びその細目）に整理して
述べる．結論を先取りして述べると，物理系は von Neumann 代数として定義され，全ての物理
過程は適切な完全正写像として定義される．この意味の物理過程を操作と呼ぶことになる．その上
で，測定を特別な形の操作，つまり単一の線形写像として定義する．このような定義には，抽象的
で諸概念の関係を理解しやすいという利点がある．後で測定の端点性を議論するときにも，このよ
うな測定の定義が議論を見通し良くする．なお，よくある測度論的な測定の定義については 3節で
取り扱う．
量子測定論の標準的な参考文献として [DL70, Dav76] を，特に完全正写像を用いた量子測定
の定式化について [Oza84] を挙げる．
a 物理系
物理系の定義からはじめることにする．ここではHilbert 空間より，むしろその上の作用素のな
す von Neumann 代数に着目して物理系を定義する [Ara93, BR87]．
A1 物理系とは，von Neumann 代数のことである．特に，可換 von Neumann 代
数を古典系と呼び，そうでないものを量子系と呼ぶ．物理量は物理系 A の自己共
役な元，正規状態は前双対 A⇤ の正かつ単位的な元とする．また，有限個の物理系
の合成系は，それら von Neumann 代数のテンソル積とする．
量子系を Hilbert 空間 H で代表する量子力学の定式化は，A = B(H) と定めることにより上述
の定式化に包摂される．*12 H 上の有界作用素のなす代数 B(H)は確かに von Neumann 代数で
あり，その前双対 A⇤ は跡類作用素のなす Banach 空間 B1(H)に同型である．そしてこれらの対
は跡 tr : B1(H)! Cを用いて h· · · , · · ·i = tr(· · · · · ·)と与えられる．このとき物理量は有界な自己
共役作用素に，正規状態は非負かつ跡が 1となる跡類作用素，つまり密度作用素に対応する．
上記の定式化では非有界作用素，特に座標や運動量といった非有界な物理量は度外視している．
しかし，非有界な物理量それ自体が有界でなかったとしても，その測定によって確率を記述する作
用素のスペクトル射影は全て有界である．したがって，対象とする作用素を有界に限ることは測定
論においては本質的な制約ではない．この事情は，確率変数の期待値が発散する場合でも確率測度
が有限であることと同じことである．
上述の定式化の利点の一つは，古典系と量子系をどちらも代数として統一的に扱えるところにあ
る．このように代数に着目して物理系を取り扱う立場は代数的観点と呼ばれることもある．この代
数的観点に立たなければ古典系と量子系の合成系を自然に定義できないことに注意しておきたい．
*12 もっとも簡単な例はスピン 1/2粒子のスピンを記述する物理系である．この場合，対応する Hilbert
空間は K = C2 であり，B(K) = C2⇥2 はこの Hilbert 空間に作用する行列の全体である．この代数
C2⇥2 は Pauli 作用素  µ, µ = 0, 1, 2, 3で生成される．
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実際，量子系はHilbert 空間，古典系は測度空間と別々に定義されるときには，これらの合成系が
何であるかはっきりしない．
ところで，von Neumann 代数は定義上 C*代数であり，C*代数を物理系と定義する立場もあ
る．von Neumann 代数を用いた定式化を本論文で採用する理由は，古典系の取り扱いにある．
いずれの代数を用いるにしても，古典系は可換代数として定式化するのが自然である．そこで可換
C*代数と可換 von Neumann 代数の一般形が何であるかが問題になる．結果だけ述べれば，前者
は適当な位相空間上の連続函数のなす代数に同型であり，後者は適当な測度空間上の本質的有界函
数のなす代数に同型である．これらのどちらが測定論を展開するにあたって相応しいであろうか．
すぐ後で見るように，測定論においては測定値が確率的に得られ，それを記録する物理系として古
典系が登場する．そこで古典系は確率や測度論になじむことが望ましい．可換 von Neumann 代
数はこの要望を満たす．このような事情で本論文では von Neumann 代数を用いた物理系の定式
化を採用している．
b 古典系
前節で述べた通り，本論文では古典系といえば可換 von Neumann 代数を指す．可換 von
Neumann 代数についての一般論が教えるところによれば，測度空間 (⌦,⌃, µ)上の本質的有界函
数の全体 L1(⌦,⌃, µ)は可換 von Neumann 代数を成し，また逆に勝手な可換 von Neumann
代数はこの形に書くことができる．*13 ここでは今述べた事実に注意しつつ，前節で定義された古
典系の物理量，正規状態といった概念をもう少し詳しく見ておくことにしたい．
はじめに古典系の例として一次元空間中の一粒子について少し考えておく．この系の相空間はR2
であり，これが⌦にあたる．この相空間の測度としては Liouville の定理を考慮して Lebesgue
測度 µを取る．そして，その測度の定義域である  -代数を ⌃ ⇢ 2⌦ と記す．結局，一次元空間中
の一粒子には測度空間 (C,⌃, µ = Lebesgue 測度)を対応させれば良い．*14 この先，今述べた場
合を念頭において測度空間の要素⌦を相空間と呼ぶことがある．
一般論に戻る．von Neumann 代数 C = L1(⌦,⌃, µ) の前双対 C⇤ は可積分函数の全体
L1(⌦,⌃, µ)である．前者に物理量が属し，後者に正規状態が属する．そして，これらの対は次の
ように与えられるのであった．
hp, fi =
Z
⌦
p f dµ, p 2 L1(⌦,⌃, µ), f 2 L1(⌦,⌃, µ). (1.2.1)
第一に，この古典系の正規状態 p 2 L1(⌦,⌃, µ) は確率密度函数である．これは正規状態の定義
から直ちに分かる．第二に，古典系における射影は可測集合の指示函数である．一般に射影とは
E⇤ = E = E2 を満たす von Neumann 代数の元であって，物理量である．この定義から，古
典系における射影が何らかの可測集合   2 ⌃ の指示函数 1  でなければならないことが確かめ
られる．第三に，古典系の射影は確率を与えるものと見られる．実際，正規状態 p 2 C⇤ と射影
*13 測度空間は常に局所化可能であると仮定する．
*14 これは  -有限測度空間であって確かに局所化可能である．
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E = 1  2 C,   2 ⌃の対を計算すると
hp, Ei = hp, 1 i =
Z
 
pdµ. (1.2.2)
を得る．pは確率密度， は可測集合であったから，上式は事象  の生じる確率を表している．こ
の場合， の生じない確率は  の⌦における補集合  c によって与えられ，これに対応する射影
は 1- E = 1 c である．
以上見てきたとおり，古典系の正規状態とは確率密度函数であり，古典系の射影とは指示函数で
あって確率を与える物理量である．古典系においてはこのような解釈を阻むような制約は一切ない
ものと仮定する．
A1.1 古典系 Cの射影 E 2 Cを確率的な事象と解す．そして任意の正規状態 ⇢ 2 C⇤ の下
で任意の確率的な事象 Eが生じる確率 h⇢, Eiを知ることができる．
このような古典系での正規状態と射影の解釈は，量子系におけるそれらの理解を助ける．すなわ
ち，一般の物理系の正規状態 ⇢ 2 A⇤ は確率密度の一般化であり，射影 E 2 A は確率的事象の一
般化であると考えることができる．そして対 h⇢, Eiは正規状態 ⇢の元で事象 Eが生じる確率を与
える．
c 操作
ここまでで物理系の定式化は済んだので，次に系の力学，つまり物理系の時間発展や変化の記述
に移る．物理系の変化には自然な時間発展や実験者の意図的な介入によるものなど色々あるが，本
論文ではこれらを一括して操作と呼ぶことにする．*15
A2 Heisenberg 描像における物理系 A,B 間の操作とは，正規な単位的完全正写像
  : B ! A である．この操作は条件 h ⇤⇢, bi = h⇢, bi , ⇢ 2 A⇤, b 2 B により
写像  ⇤ : A⇤ ! B⇤ を一義的に定義する． ⇤ を  に対応する Schrödinger 描像
における操作と呼ぶ．特に断らない限り操作と言えば Heisenberg 描像における
それを意味するものとし，その全体を nCP(A,B; 1)と記す．特に，Bが古典系の
とき nCP(A,B; 1)の元を古典化操作と呼ぶ．
このような完全正写像による操作の定式化は量子測定理論や量子情報の数理的な取り扱いでは標
準的である．*16 正規性，単位性，完全正性はそれぞれに物理的な意味がある．
まず，単位性と正性は ⇤ が正規状態の規格化と正性を保ち，状態を状態に移すために必要な条件
である．正性以上に完全正性を要請しているのは次のような考えに依る．いま，操作   : A! Bが
物理的に実現可能であったとする．そして，操作の対象となっている系と十分に隔たったところにあ
る勝手な有限次元系B(Cn) = Cn⇥n を想像し，これを記述上AとBに合成して考える．このとき，
*15 術語の使い分けとしては，必ずしも単位的ではないものまで含めて操作（operation）と呼び，単位
的であるものを channel と呼ぶのが普通であるかも知れない．
*16 例えば，[Dav76, Section 9.1] や [NC10, Section 8.2.4] を参照されたい．
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もとの操作が実行可能であるとすれば，合成系に対する自明な拡張 ⌦1 : A⌦Cn⇥n ! B⌦Cn⇥n
もやはり操作として実行可能であると考えるのが自然である．そうであるとすると， が操作であ
れば  ⌦ 1も操作である必要がある，つまり， ⌦ 1も単位的かつ正でなければならない．数学的
には  が単位的なら  ⌦ 1も自動的に単位的となる．しかし， が正だからといって  ⌦ 1が正
になるとは限らない．そこで   ⌦ 1も確かに操作となるための条件として  に完全正性を課して
おいたのである．
正規性は位相的条件な条件であって，物理的には Heisenberg 描像から Schrödinger への移
行可能性を保証するものである．実際， に正規性がなければ正規状態を正規状態に移す写像  ⇤
の存在は保証されない．もっとも，本論文では物理系の定式化に von Neumann 代数を用いてい
るからその位相を尊重して状態にも操作にも正規性を要求するのであって，物理系を C*代数とし
て定式化する場合には正規性を課すべき理由はない．
ここで操作を定義するにあたって要請した性質は，本質的にたった二つしかない．一つは状態を
状態に移すことである．そしてもう一つは，ある操作が可能であれば，その自明な拡張もやはり可
能であることである．これらに加えて正規性を要求することでHeisenberg 描像と Schrödinger
描像の同等性を担保したのである．これらの自然な要請だけで操作が定義されていることを強調し
ておきたい．
以上の説明から実現可能な物理過程が操作でなければならないことは理解されたと思う．本論文
は，逆に任意の操作は物理的に実現可能であると仮定する．もちろんこれは理論を円滑にすすめる
ための仮定であって，ある種の操作が原理的に実行不可能であるという現実的な制約を退けるもの
ではない．なお，任意の操作が実現可能であるという仮定と，任意のユニタリ操作が可能であると
いう仮定の間にはそれほどの開きはない．この点については次章で説明する．
操作の結合とテンソル積について述べ，さらに操作の例を挙げてこの節を閉じることにする．
A2.1 二つの操作   2 nCP(B,A; 1),  2 nCP(B,C; 1) を立て続けに実行することによ
り得られる一連の過程は二つの操作の写像としての結合   2   2 nCP(B,C; 1)
で記述される．この操作を二つの操作の結合と呼ぶ．
A B C
   
A2.2 二つの操作  1 2 nCP(B1,A1; 1),  2 2 nCP(A2,A2; 1) を並行して行うことに得
られる全過程は二つの操作のテンソル積  1 ⌦  2 2 nCP(B1 ⌦B2,A1 ⌦ A2; 1)
で記述される．これは次の性質を満たすという条件で定義される．
A1 ⌦ A2 B1 ⌦B2
( 1X1)⌦ ( 2X2) X1 ⌦ X2
 1⌦ 2
すなわち，写像  1 ⌦  2 : B1 ⌦ B2 ! A1 ⌦ A2 は ( 1 ⌦  2)(X1 ⌦ X2) =
( 1X1)⌦ ( 2X2), X1 2 B1, X2 2 B2 を満たすという条件で一意に定義される．
完全正写像の結合がやはり完全正写像になることは完全正写像の定義から直ぐに分かる．これに対
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してテンソル積が存在して完全正写像になることの証明はそれほど自明ではない．しかし，このこ
とは次章で述べる Stinespring の定理から証明できるのでここでは証明を略す．*17
最後に操作の例を三つ挙げる．これらはどれも見慣れたものであると思う．以下，K,HはHilbert
空間，A,Bは物理系を表す．
ユニタリ操作 ユニタリ作用素 U 2 H が定める操作は Heisenberg 描像と Schrödinger
描像でそれぞれ次のように記述される．
B(K) B(K) (B(K))⇤ (B(K))⇤
U⇤XU X ⇢ U⇢U⇤
部分系への着目 全体系 A ⌦ B から部分系 A への着目を表す操作は Heisenberg 描像と
Schrödinger 描像でそれぞれ次のように記述される．
A⌦B A (A⌦B)⇤ A⇤
X⌦ 1 X ⇢⌦   ⇢ h , 1i
trB
この操作は Heisenberg 描像では増幅と呼ばれ，Schrödinger 描像では部
分跡と呼ばれ trB と書かれる．特に B = B(K) の場合には，trB = trK と
記す．
系の合成 物理系Bの状態   2 B⇤を一つ固定する．このとき，物理系Aを合成系A⌦B
の部分系とみなすことを表す操作を Heisenberg 描像と Schrödinger 描像
でそれぞれ次のように書く．
A A⌦B A⇤ (A⌦B)⇤
E Z Z ⇢　 ⇢⌦  
E 
E 
ここで Heisenberg 描像における操作 E  は，Schrödinger 描像における
それの双対として定義される．ただし，合成系の状態が一意に定まるために
は， がベクトル状態であることを要する [vN32, VI.2]．
d 測定
測定を定義する段階にきた．まず測定を構成要素と性質について考察し，それらを踏まえて測定
を定義する．
第一に，測定を定義するためには測定される系，すなわち被測定系がなければならない．量子測
定では被測定系は量子系であるのが，必ずしもそうでなければならないという訳ではない．被測定
系は一般の物理系でよい．
*17 Stinespring の定理により，問題を正規な準同型のテンソル積の一意的存在に帰着させればよい．
22
第二に，測定を定義するためには，測定値が記録される測定器系がなければならない．そして測
定値は古典量，測定器系は古典系でなければならない．例えば測定値は電圧計の針の位置でも良
いし液晶画面に表示された数字でも良いが，1Å の箱に閉じ込められた電子の状態のようなもので
あってはならない．そういったものは普通測定結果とは見做されないからである．電子の状態は人
が直接に読み出せない．古典系であればそういった困難はなく系の状態の読み出しが自明化する
（公理A1.1）．したがって被測定系には古典系が相応しい．
第三に，測定においては被測定系と測定器系が相互作用する．実際，もしこれら二つの物理系が
全く独立に存在するときには，被測定系の状態に測定値が依存しようがない．このような状況ばか
りを考えても無意味である．そこで被測定系と測定器系の両者にまたがる非自明な物理過程，すな
わち操作が主たる考察の対象となる．
第四に，測定器系の相互作用前の状態は考察しなくて良い．これは測定理論に特有の理想化であ
る．古典系は原理的には任意の精度で制御可能と考え得るものである．したがって測定の開始時に
はそれを勝手な，しかし都合の良い状態に初期化できると仮定してもよい．具体的には，実験開始
時に電圧計の針を左端に合わせておくとか，液晶画面の表示を 0にしておくとか，そういった類の
ことを想像してもらえれば良い．
以上を踏まえて測定を次のように定義する．
A3 物理系Bを被測定系，古典系 Aを測定器系とする測定とは，操作   2 nCP(B⌦
C,B; 1) のことである．測定ののち測定器系へ着目することにより得られる操作
C ! Bを，この測定に付随す古典化操作と呼ぶ．測定ののち被測定系へ着目する
ことにより得られる操作 B ! B を測定に付随する遷移写像（transition map）
と呼ぶ．
この定義は，上に述べた測定に関する考察の言い換えである．
⇤
私たちは通常，測定という言葉によって測定値を何らかの確率で得，それと同時に系に擾乱を与
える過程を意味している．上述のように定義された測定が，どのようにしてこのような確率や擾乱
を定めるかを次に説明する．そのために古典系の射影についての解釈 A1.1 を想起しておく．古
典系は一般性を失うことなく適当な測度空間 (⌦,⌃, µ)上の有界函数のなす von Neumann 代数
L1(⌦,⌃, µ)であると仮定して良い．その射影 Eは何らかの可測集合   2 ⌃ ⇢ 2⌦ の指示函数 1 
であり，これを  を混同して，射影を確率的な事象と解釈していた．測定の文脈では，射影 E = 1 
は「測定値が   ⇢ ⌦に得られる」という事象を表す．A1.1 ではこのような事象の確率を原理的
に知り得ると仮定したのであった．以上を踏まえて A3 で定義された測定  が測定値の得られる
確率と測定のもたらす擾乱を次のように理解することとする．記号はA3 に倣う．
A3.1 正規状態 ⇢ 2 B⇤ にある被測定系に対して測定   2 nCP(B⌦ C,B)を実行したと
する．
A3.11 測定器系の射影 E 2 C の表す確率的な事象が生起する確率は次の
23
非負作用素で与えられる．
 (1⌦ E) (1.2.3)
すなわち，正規状態 ⇢ 2 B⇤ において測定を行い，確率的な事象
E 2 Cを得る確率は
h⇢, (1⌦ E)i . (1.2.4)
これらは測定に付随する古典化操作だけで記述される．
A3.12 測定により物理量 X 2 Bは次に変化するものとする．
 (X⌦ 1) (1.2.5)
この変化 X 7!  (X ⌦ 1) を非選択的変化と呼ぶ．これは測定に付
随する遷移写像の別名である．
A3.13 正規状態 ⇢ 2 B⇤ で代表される膨大な試料に対して測定を行い，そ
のあとで確率的な事象 E 2 Cをもたらした試料ばかりに着目する．
このとき測定前の系の物理量 X 2 Bは，今述べたような測定と選
別により次に変化する．
 (X⌦ E)
h⇢, (X⌦ E)i . (1.2.6)
この変化 X 7!  (X⌦ E)/ h⇢, (X⌦ E)iを選択的変化と呼ぶ．
なお，非選択的変化は次に述べる意味で選択的変化の平均である．
すなわち，(Ej)j2J が超弱作用素位相の意味で
P
Ej = 1を満たす
確率的な事象の族であるとき
 (X⌦ 1) =
X
j2J
h⇢, (X⌦ Ej)i  (X⌦ Ej)h⇢, (X⌦ Ej)i . (1.2.7)
右辺は事象 Ej に対応する選択的変化を，それが生じる確率で平均
したものである．
A3.11 で確率を知り得るとしているところで，古典系に対する確率の読み出し可能性を保証し
た公理 A1.1 を使っている．このことを理解するには  (1 ⌦ E) を次のように分解して考えると
良い．*18
 (1⌦ E) 1⌦ E E
測定   の実行 測定器系への着目
したがって，確率 h⇢, (1⌦ E)iを得る過程は次の三つの段階からなっている．
1. 測定  の実行．
*18 Heisenberg 描像で考えている点に注意．時間順序に従うなら写像の向きに逆らって図を左から右に
読まなければならない．
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2. 測定器系への着目．
3. 測定器系における確率の読み出し．
最後の読み出しが公理A1.1 に負っている．また，この第一段階と第二段階をまとめて測定に付随
する古典化操作と呼んでいたのであった．なお，古典化操作と非選択的変化はいずれも操作である
が選択的変化は操作ではない．選択的変化は事後的な選別を伴い，線形性を失っているからであ
る．標語的にいえば，試料の選別は操作ではない．
⇤
次に Schrödinger 描像における測定の記述について述べる．一般に  nCP(A,B)に対して条件
h , Xi = h ⇤ , Xi ,   2 B⇤, X 2 A により写像  ⇤ : B ! A が定義される．この対応   7!  ⇤
によりHeisenberg 描像から Schrödinger 描像に移行できる．公理A3.1 をこのように書き換え
て次を得る．
A3.2 正規状態 ⇢ 2 B⇤ にある被測定系に対して測定   2 nCP(B⌦ C,B)を実行したと
する．そして射影 E 2 Cに対して  E = ( ((-)⌦ E))⇤ : B⇤ ! B⇤ と定める，
A3.21 正規状態 ⇢ 2 B⇤ において測定を行い，確率的な事象 E 2 C を得
る確率は
h E⇢, 1i . (1.2.8)
A3.22 測定により正規状態 ⇢ 2 B⇤ は次に変化するものとする．
 1⇢. (1.2.9)
この変化 ⇢ 7!  1⇢ を（Schrödinger 描像における）非選択的変
化と呼ぶ．
A3.23 正規状態 ⇢ 2 B⇤ で代表される膨大な試料に対して測定を行い，そ
のあとで確率的な事象 E 2 Cをもたらした試料ばかりに着目する．
このとき測定前の系の状態 ⇢ 2 B⇤ は，今述べたような測定と選別
により次に変化する．
 E⇢
h E⇢, 1i (1.2.10)
この変化 ⇢ 7!  E⇢/ h E⇢, 1iを（Schrödinger 描像における）選
択的変化と呼ぶ．
e 簡単な例
ここで一つだけ非常に簡単な測定の例を与える．スピン 1/2 粒子のスピンの測定である．こ
の系は Hilbert 空間 K = C2 で記述される．代数的観点では代数 B = B(K) ' C2⇥2 に着目
する．これは四次正方行列の全体と同一視される．周知のように，この代数 B は Pauli 作用素
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 µ, µ = 0, 1, 2, 3 で生成される． 3 の固有値 +1,-1 に属する固有ベクトルを e+1, e-1 2 K，こ
れらの定める射影を E+1 = |e+1ihe+1| , E-1 = |e-1ihe-1| 2 Aと記す．すると
 3 = E+ - E-1.
これから定義する測定は次の性質を有するものを考える．すなわち，スピンの状態が ⇢ =
E!, ! 2 {+1,-1} なら測定値!が確実に得られ，その測定後の系の状態は E! のままとなる．こ
のような測定が完全正写像によりどのように記述されるかを以下で見る．
測定値の集合を ⌦ = {+1,-1} とすれば，測定器系は C = `1(⌦) ' C2 である．これは測定値
の集合 ⌦ = {+1,-1} 上の函数，すなわち ⌦で添字付けられた二数の組 f = (f!)!2⌦ からなる．
次の条件で測定   2 nCP(B⌦ C,B; 1)を定めることができる．
B⌦ C B
X⌦ f P! f!E!XE!
 
物理系 Bの初期状態を密度作用素 ⇢ 2 B⇤ とする．この下で測定  を行う．測定値 ! 2 ⌦が得
られる確率は，A3.11 により⌦
⇢, (1⌦ 1{!})
↵
= h⇢, E!i = he!, ⇢e!i . (1.2.11)
ただし，1{!} は一点集合 {!} ⇢ ⌦の指示函数である．左辺と中辺の h , iはBとB⇤ の対（す
なわち跡 tr）を表し，右辺のそれは K = C2 における標準的内積を表す．上式からスピンの状態が
⇢ = E! なら測定値 !が得られ得る確率は 1である．すなわち ⇢ = E! なら確実に測定値 !が得
られる．なお，測定値の期待値はX
!2{+1,-1}
!
⌦
⇢, (1⌦ 1{!})
↵
= h⇢, 3i . (1.2.12)
すなわち，物理量  3 から構成されたこの測定の期待値は，h⇢, 3iを与える．
Schrödinger 描像に移行するにはA3.2 に述べた写像 E を求めればよい．射影 F = 1{!}, ! 2
⌦ に対して  F =  ! と略記する．すると  F の定義から
B⇤ B⇤
⇢ E!⇢E! = E! he!, ⇢e!i
 !
したがって，測定値!に対する選択的変化は A3.23 により
⇢ 7! E! (1.2.13)
このよう初期状態 ⇢は測定値!が得られた後には E! の指定する固有空間に射影される．
ここで定義した測定は物理量の射影測定と呼ばれる測定の最も簡単な場合である [vN32,
Lüd51]．今の場合には，射影測定は物理量  3 から構成され，その測定値の期待値が h⇢, 3iを与
える．そして，測定後には測定値!に対応する固有空間に状態が射影される．
以上で測定の定義については一通り述べた．次節では測定のまた別の記述法について補足するこ
とにする．
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3 測度論的な記述
von Neumann代数を基調としない議論では，古典系を可換von Neumann代数 L1(⌦,⌃, µ)
と定義することはできない．この場合には L1(⌦,⌃, µ)の代わりに可測空間 (⌦,⌃)を古典系と考
える．この立場では，測定や古典化操作は作用素代数や操作に値を取る測度として定義されること
になる．
a 古典化操作
古典化操作の方が測定よりも事情が簡単であるから，こちらを先に論じることにする．始域（定
義域，domain）が古典系である操作を古典化操作と呼ぶのであった．*19 それを次のように書く．
  2 nCP(L1(⌦,⌃, µ),A; 1). (1.3.1)
 の引数に可測集合   2 ⌃の指示函数 1  2 L1(⌦,⌃, µ)を代入することで，可測集合   2 ⌃に
正作用素   1  2 A+ を割り当てることができる．このようにして得られる写像を ⇧と書くことに
する．
⌃ A+
  ⇧( ) =  1 
⇧
この写像は次の定義を満たす．
定義 1.3.1 (正作用素値測度). (⌦,⌃) を可測空間，A を von Neumann 代数とする．写像
⇧ : ⌃! Aであって，下記の条件を満たすものを正作用素値測度（positive-operator valued
measure, POVM）と呼ぶ．
(i) ⇧は正値である．すなわち ⇧    0が全ての   2 ⌃に対して成り立つ．
(ii) ⇧は規格化されている．すなわち ⇧⌦ = 1．
(iii) ⇧ は可算加法的である．すなわち互いに交わらない可算個の可測集合の組
( j)j2J 2 ⌃J に対して，超弱作用素位相（あるいは弱作用素位相）の意味で
⇧
S
j j =
P
j⇧ j が成り立つ．
⇧( )がいずれも射影（E2 = E = E⇤ を満たす E 2 A）であるとき，正作用素値測度は射影作用
素値測度（projection-valued measure, PVM）と呼ばれる．
この正作用素値測度が古典化操作の測度論における対応物である．正作用素値測度という名称は
長いので，現在では POVMと呼ばれることが多い．一昔前には POM（probability-operator
measure）と呼ばれることが多かったようである．POMの方が規格化を含意している点において
*19 操作をHeisenberg 描像で定義していることに注意せよ．
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優れているように思われるが，どういうわけか今日では POVMが標準的である．なお，測定論で
は正作用素値測度を準観測量（semi-observables），射影作用素値測度を観測量（observables）
と呼ぶこともある．
さて，初めに述べたとおり古典化操作は正作用素値測度を定める．次の命題はこの逆に相当する．
命題 1.3.2. (⌦,⌃)を可測空間，Aを物理系とする．さらに次を所与とする．
• 正作用素値測度 ⇧ : ⌃! A．
• (⌦,⌃)上の測度 µで次の二条件を満たすもの．
‒ µは  -有限．すなわち⌦は有限測度の可測集合の可算和で書かれる．
‒ 可測集合   2 ⌃に対して µ  = 0ならば ⇧  = 0．
このとき古典化操作   2 nCP(L1(⌦,⌃, µ),A; 1)であって
⇧  =  1  (1.3.2)
を満たすものがただ一つ存在する．ただし，1  は可測集合   2 ⌃の指示函数である．
例えば物理系 A が忠実な正規状態 ⇢ 2 A⇤ を受容する場合には，⌫  = h⇢,⇧ i と定めること
により命題にいう µ が得られる．ただし，状態が忠実であるとは X 2 A に対して h⇢, X⇤Xi なら
X⇤X = 0となることを指す．なお，一般に忠実な正規状態を受容する von Neumann 代数を  -
有限と呼ぶことがある（[UHO03, 定理 4.46,p. 113]）．上の命題は，このような条件下で正作用
素値測度と古典化操作を対応付けられることを示している．この命題自身は良く知られているもの
と思うが記述の一貫性のため以下に証明を与える．
命題 1.3.2 の証明. 正規状態 ⇢ 2 A⇤ ごとに確率測度 ⌫⇢ : ⌃! Rを次のように定義する．
⌫⇢( ) = h⇢,⇧ i . (1.3.3)
µの満たすべき第二の条件により，⌫⇢ は µに対して絶対連続である（すなわち   2 ⌃に対して
µ  = 0なら ⌫⇢  = 0）．
第一に，f 2 L1(⌦,⌃, µ)に対して次の条件で  f 2 Aを定義できることを示す．
8⇢ 2 A⇤, h⇢, fi =
Z
f d⌫⇢. (1.3.4)
勝手な A⇤ の元は四つの正規状態の線形結合で書かれるから，この定義式における ⇢としては正
規状態 ⇢ 2 A⇤ だけを考えれば十分である．またこのような ⇢に対して ⌫⇢ は µに対して絶対連
続であったから上式右辺は f 2 L1(⌦,⌃, µ) の代表元の取り方に依存せずに一意に定まる． f
は条件式 (1.3.4) により存在すれば一意に定まる．以下で  fの存在を何段かに分けて示す．
1. f 2 L1(⌦,⌃, µ)が非負の単函数の場合．
単函数 f とは交わらない可測集合の有限列  j 2 ⌃と，正数 fj を用いて次のように書く
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ことができるものである．
f =
X
j
fj 1 j . (1.3.5)
このように書かれる fに対して  fを次のように定義する．
 f =
X
j
fj⇧ j (1.3.6)
この定義は (1.3.4) を満たし，それゆえ単函数 fの指示函数を用いた表示の多意性にもか
かわらず  fは一意に定まる．
上述の単函数 fと正規状態 ⇢ 2 A⇤ に対して次が成り立つ．
h⇢, fi =
X
fj h⇢,⇧ ji
 (max fj)
X
h⇢,⇧ ji  kfk
D
⇢,⇧
[
 j
E
 kfk h⇢, 1i  kfk. (1.3.7)
したがって，非負の単函数 fに対して
k fk  kfk. (1.3.8)
次の段階でこの不等式を用いる．
2. f 2 L1(⌦,⌃, µ)が非負の場合．
非負函数 f 2 L1(⌦,⌃, µ)を任意に一つとり固定する．このとき単調に増大する非負単函
数列 sm, m 2 Nであって，いたるところで fに収束するものがある．sm の増大性ゆえ
m  nなら 0  sn - sm．したがって先の不等式 (1.3.8) から
k sn -  smk  ksn - smk. (1.3.9)
sm は f に収束するゆえ Cauchy 列．それゆえ上式から列  sm も Cauchy 列である．
したがって Aの完備性から  sm は収束列である．その収束先を  fと定義する．この収
束はノルム位相に関するものである．一般にノルム位相は作用素超弱位相よりも密である
から，この収束  sm !  fは作用素超弱位相の意味での収束でもある．したがって，任
意の状態 ⇢ 2 A⇤ に対して，
h⇢, fi = h⇢, lim smi
= lim h⇢, smi　　 超弱作用素位相の定義
= lim
Z
sm d⌫⇢　 単函数に対する  sの定義
=
Z
f d⌫⇢　 Lebesgue の単調収束定理
つまり，ここで定義された  fは所望の性質 (1.3.4) を満たす．これからまた  fの定義
は fを近似する単函数列 sm の取り方に依らずに一意に定まることも分かる．
3. f 2 L1(⌦,⌃,⌫)が任意の場合．fをまず実部と虚部に分け，さらにそれを正部分と負部
分に分ける：f = Pk=0,1,2,3 ikfk, fk   0．これに対して， f = Pk ik fk と定めれば
良い．
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第二に，  : f 7!  fが単位的完全正写像であることを示す．単位性は  fの定義と ⇧⌦ = 1
から分かる（1 = 1⌦ は単函数であることに注意）．そして  が正写像であることも定義より明
白である．一般に，始域が可換な場合，正写像は完全正写像である [Sti55, Theorem 4]（[?,
Theorem 3.11] も参照）．したがって  は完全正写像である．
最後に超弱連続性（正規性）を示す． は正写像であったから，完全加法性を検証すれば良
い [KR97b, Theorem 7.1.12]．すなわち，L1(⌦,⌃, µ)の互いに交わらない射影の族 (Ej)j2J
に対して，*
⇢, 
X
j2J
Ej
+
=
X
j2J
h⇢, Eji (⇤)
を検証すれば良い．再び段階を踏んでこれ検証する．
1. 互いに交わらない  j 2 ⌃があって Ej = 1 j = ( j の指示函数)と書くことができる．そ
れゆえまた示すべき等式も次のように書かれる．*
⇢,⇧
[
j2J
 j
+
=
X
j2J
h⇢,⇧ ji (⇤⇤)
これは (L1)⇤ の射影が可測集合の指示函数であることから従う．
2. Jは可算に限って良い．実際，µは有限測度であるから L1(⌦,⌃, µ)の交わらない射影は
高々可算個しかない．
 -有限の定義により µが確率測度の場合に主張を示せば良い．まず，µ j = 0ならば L1
において 1 j = 0であるから，このような j 2 Jは初めから取り除いて考える．この前提
の下では，どの j 2 Jに対しても µ j > 0．各 n 2 Nに対して In = { j 2 J | µ j > 1/n }
と定めると Sn2N In = J．いま，勝手に n 2 N を一つ取り，仮に In が n より多く
の元からなるとしてみる．そして In を In = {1, 2, . . . , n, n + 1, . . . } と書く．すると
⌦    1 [ · · · [  n．µが確率測度で可算加法性（特に有限加法性）を持つから
1   (µ 1) + · · ·+ (µ n) > 1
n
+ · · · 1
n
= 1. (1.3.10)
これは矛盾である．よって，In はそれぞれ n以下の要素からなり，
S
n2N In = Iも高々
可算である．
3. 前項により (⇤⇤) は Jが可算の場合に示せば十分である．この場合，(⇤⇤) は正作用素値測
度の可算加法性と同値であり，これは確かに満たされる．
これで  の超弱連続性も示された． の構成から  1  = ⇧ が成り立つ． q.e.d.
測定値の集合⌦が可算である場合には，しばしば測度空間 (⌦, 2⌦,数え上げ測度)が考察の対象
となり，多くの測度論的な考察が自明化する．
30
命題 1.3.3 (測定値が可算の場合の正作用素値測度). ⌦を可算集合とし，可測空間 (⌦, 2⌦)を
考える．さらに Aを（ -有限とは限らない）物理系とする．そして下記の三項を考える．
(a) 古典化操作   2 nCP(`1(⌦),A; 1)．
(b) 正作用素値測度 ⇧ : 2⌦ ! A．
(c) 次の二条件を満たす作用素の組 (A!)!2⌦ 2 A⌦．
正値性 A! が全ての! 2 ⌦に対して成り立つ．
規格化 P!2⌦A! = 1が超弱作用素位相（または弱作用素位相）にお
ける収束の意味で成り立つ．
これらは次の条件で一対一に対応する．任意の! 2 ⌦に対して
 1{!} = ⇧{!} = A!. (1.3.11)
このような対応に基づいて，以降 (b) の正作用素値測度と (c) に述べた作用素の組を同一視
する．
証明. (a) =) (b) =) (c) は明白である．⌦上の数え上げ測度を µとし命題 1.3.2 を適用して
(a)(= (b) を得る．そこで (b)(= (c) を示せば良い．(A!)!2⌦ の満たすべき二条件により，
  ⇢ ⌦に対して，和P!2 A! は超弱作用素位相において収束する（例えば [UHO03, 定理
4.3]）．そこで ⇧  = P! A! により ⇧を定義する．⇧が正作用素値測度になることを示す．
正値性と規格化は (A!)!2⌦ の満たすべき二条件から直ちに従う．そこで可算加法性を示せば
良い．正規状態 ⇢ 2 A⇤，正数 " > 0，交わらない ⌦ の部分集合の可算列  j, j 2 N を取る．
  =
S
j2N j と書く．⇧ を定める和は収束するから，ある有限集合   ⇢  があって，これを
含む任意の有限集合   0 ⇢  に対して     
*
⇢,⇧ -
X
!2  0
A!
+       "/3. (1.3.12)
  \  j が空でない jは有限個しかない．一般性を失うことなくそれらを j = 1, 2, . . . , nとする．
⇧ j を定める和は収束するから，  \  j ⇢  j ⇢  j を満たす有限集合  j であって      
*
⇢,⇧ j -
X
!2 j
A!
+        2-j"/3. (1.3.13)
これら二式から      
*
⇢,⇧ -
X
jn
⇧ j
+        "2/3. (1.3.14)
もとより 0  ⇧ -P⇧ j であったことと，上式から完全加法性が従う． q.e.d.
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b 測定
古典化操作と同様，測定にもその測度論的対応物がある．これについては要点だけ述べる．次の
ように書かれる測定を考える．
  2 nCP(L1(⌦,⌃, µ)⌦ A,A; 1). (1.3.15)
 の一方の引数に可測集合   2 ⌃の指示函数 1  2 L1(⌦,⌃, µ) を代入することで，  2 ⌃に完
全正写像  (1  ⌦ (-)) 2 nCP(A,A) を対応させることができる．このようにして得られる写像を
差し当たり  と書くことにする．
⌃ nCP(A,A)
     =  (1  ⌦ (-))
 
この写像  は次を満たす．
定義 1.3.4 (CPインスツルメント). (⌦,⌃)を可測空間，Aをvon Neumann代数とする．写像
  : ⌃! nCP(A,A)であって，下記の条件を満たすものをCPインスツルメント（completely
positive instrument）と呼ぶ．
(i)  は完全正写像に値を取る．これは写像の終域が nCP(A,A)であることに含ま
れている．
(ii)  は規格化されている．すなわち  ⌦ = 1．
(iii)   は可算加法的である．すなわち互いに交わらない可算個の可測集合の組
( j)j2J 2 ⌃J と X 2 Aに対して，超弱作用素位相（あるいは弱作用素位相）の
意味で
⇣
 
S
j j
⌘
X =
P
j(  j)X が成り立つ．
本論文における測定は単一の線形写像であり，CP インスツルメントは測度の一種である．今し
がた述べた通り線形写像としての測定は測度としての測定を定義する．それでは逆に，測度として
の測定を勝手に一つ与えたとき，これは線形写像としての測定を定義するだろうか．この問題は
[OO16] によって議論された．彼らの用語法では本論文の測定は正規拡張性を有する CP インス
ツルメント（CP instrument with normal extension property）と呼ばれている．彼らの議
論によれば，Aが B(H)の形をとる場合には本論文にいう測定とCPインスツルメントを同一視で
きる．*20
一般には線形写像としての測定は測度としての測定よりも小さい類をなしている．これはしか
し，本論文にいう線形写像としての測定が不当に小さな類をなしているということではない．むし
ろ，線形写像としての測定の方が物理的に実現可能な測定を記述しており，測度としての測定は一
般には物理的意義が必ずしも明確ではないものまで含んでしまっていることを意味している．詳し
い内容は [OO16] を参照されたい．
*20 [OO16, Theorem 3.1, Theorem 3.4Theorem 4.1] 参照．
32
結
本章では，von Neumann 代数や完全正写像といった用語を導入し，それらを用いて物理系，
操作，測定といった概念を定義した．そして最後に測定の測度論的な記述法について見た．
1節は，数学的な用語と記号の導入に充てた．
2節では，物理系，操作，測定といった概念を定義した．物理系は von Neumann 代数，古典
系は可換 von Neumann 代数と定義した．古典系においては系の状態の読み出しが自由にできる
ことを仮定したが，これが量子測定理論における古典系の役割を表している．次に，物理系の時間
発展や変化を正規な単位的完全正写像として定式化し，これらを操作と呼ぶこととした．操作は
（Schrödinger 描像で）状態を状態に移さなければならないから単位的かつ正でなければならな
い．さらに，ある操作が可能であればその自明な拡張も可能であるべきであるというもっともな要
請から完全正性も従う．正規な単位的完全正写像は，これらの物理的に妥当な要請に基づいて導入
されたものである．特に（Schrödinger 描像で）古典系に値をとる操作を古典化操作と呼ぶこと
にした．最後に，特別な形の操作として測定を定義した．測定は被測定系と測定器系の合成系上の
操作であって，測定器系の初期状態を考慮しなくて済むものとして定義された．ここで測定器系は
測定値の書き込まれる系であって，古典系であると仮定されている．
3 節では，測定や古典化操作の測度論的な記述について述べた．古典系を可換 von Neumann
代数ではなく可測空間と定義するときには，測定や古典化操作も測度論的に定義せざるをえない．
被測定系が可分 Hilbert 空間 K 上の有界作用素すべてのなす von Neumann 代数 B(K) の場合
には，古典化操作や測定を一つの完全正写像と定義しても，測度論的に定義しても同じである．し
かし一般の von Neumann 代数を取り扱う場合には，これらに微妙な違いが生じる可能性のある
ことに注意した．
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第 2章
識別性
序
よく分からないことや不確実なことに遭遇することがある．というよりも，ほとんどの物事はよ
く分からない不確実なものである．こういった物事や状況に対して，どのような態度をとるべき
か．大きく別けて二つの選択肢がある．ひとつは，分からぬままに何か発言してみたり，憶測に
もとづいて行動してみるという態度である．そしてもうひとつは，分からないことを白状したり，
黙って事態を静観するという態度である．前者は積極的だが当てずっぽう，後者は不熱心の嫌いが
あるが慎み深いとも言える．どちらか一方の態度が他方に優越することはなく，どちらにも利点と
欠点がある．本論文では後者の慎重な態度に感心を寄せる．本章以下で論じられるのは，このよう
な慎重な態度をとる人が行うであろう状態識別である．
状態識別とは，物理系の状態の候補が幾つかに絞られているという前提の下，測定に基づいて真
の状態を同定するための手続である．もうすこしこの意味を噛み砕いて理解するためには，候補状
態のうちのどれか一つの状態が実現されている膨大な試料を想像してみるのがよい．これらの試料
に対して順次測定を行ってゆき，これらの膨大な試料に共通の真の状態を同定しようとする．ただ
し，どの試料に対しても同一の手続きを実行するものとする．この場合，一つの試料に対して測定
を行い，その試料の状態を判断するという一連の手続きが状態識別である．最終的に下し得る判断
を測定値とみなせば，状態識別は一種の測定であると理解できる．本章でも量子測定の一種として
状態識別を定義する．
さて，任意の状態が互いに誤りなく識別できるなら，状態識別は主題化するに値しない．しか
し，量子力学では状態が互いに直交する場合を例外として，誤りなく識別することは出来ない．こ
の誤りをどのように取り扱うかに応じて量子状態識別の手法は二つに分かれる．その一方である第
一種識別はminimum error discrimination と呼ばれ積極的な態度に対応する．もう一方の第二
種識別は unambiguous discrimination や Ivanovic-Dieks-Peres measurement と呼ばれ，
慎重な態度に対応する．本論文で取り上げるのは後者である．
これらの二種の識別の区別については既に序論で述べたので，ここでは手短にこれらの違いを述
べるに留める（図 1 参照）．第一種識別では一つの試料に対する測定を行う度に真の状態がどれで
あるか決定を下す．非直交な量子状態の第一種識別では，真の状態とは異なる状態を真の状態と名
指してしまう取り違えが避けられない．そこで第一種識別ではこの取り違え確率の最小化が問題に
なる．これは定量的な問題である．一方，第二種識別では決定の放棄を許す代わりに取り違えを回
避しようとする．この場合には，決定の放棄により取り違えを回避できるかどうか，すなわち第二
種識別が可能かどうかがまず問われる．これは定性的な問題である．そして識別が可能であるとき
に限って，次に最適性にまつわる定量的な問題を俎上に載せる．このように問題が定性的な段階と
定量的な段階の二段構えになるのが第二種識別の特徴である．
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⇢1
⇢2
⇢3
1
2
3
完璧識別
⇢1
⇢2
⇢3
1
2
3
第一種識別
⇢1
⇢2
⇢3
1
2
3
?
第二種識別
図 1 識別の種類．三状態 (⇢1, ⇢2, ⇢3)の識別を模式的に図示してある．左図：完璧な識別．各
状態が直交しているという極めて特殊な場合にのみ可能である．この図は，例えば真の状態が
⇢1 であれば必ず測定値 1が得られることを示している．⇢2, ⇢2 についても同様．中図：第一種
識別．真の状態が ⇢1 であれるときには，測定値 1と 2が出る可能性がある．真の状態が ⇢2 で
あれば全ての測定値が出る可能性があり，⇢3 であれば測定値 3が確実に得られる．右図：第二
種識別．真の状態がどれであっても，対応する測定値または “?” が得られる．測定値 1, 2, 3が
得られた場合には真の状態を正しく同定できる．
第二種識別についてもう少し詳しく述べる．正確な定義は次節で述べるが，直感的には次の三つ
の規則に従う状態識別が第二種識別である．
• 各試料に対して特定を行った結果，「真の状態はこれである」という種類の判断を下し得る
ことはもちろんのこと，「確かなことは云えない」と述べることも許される．そして，下し
得る判断はこれらの外にはない．
• 誤った判断を下してはならない．すなわち，「真の状態はこれである」と云って真の状態と
異なる候補状態を名指してはいけない．ただし，「確かなことは云えない」と述べることは
誤りには含めない．
• 真の状態がどれであったとしても，いずれはその状態を正しく同定しなくてはならない．す
なわち，どの候補状態が実現していたとしても，正しく「真の状態はこれである」と答える
確率が > 0でなくてはならない．
「確かなことは云えない」という判断が第一種識別にはなかった第二種識別の特徴である．このよ
うな判断を許す代わりに，二つ目の規則にあるように第二種識別では取り違えは禁じられている．
最後の条件はいつまでも「確かなことは云えない」と言い続け，決定的な判断を一度も下さないと
いう逃げ道を封じるためにある．
本章では第二種識別の定性的問題，すなわち識別可能性についての一般論を展開する．
A. Cheﬂes [Che98] や Y. Feng ら [FDY04] の研究の一歩先に進んで候補状態が無限個あ
る場合を取り扱う．なお第二種識別の定量的な側面ないし最適性については第 3 章で，また無限
個の状態識別の例については第 4 章で取り扱う．以下，本論文では第二種識別（unambiguous
discrimination）しか取り扱わない．そこで特に断らない限り，単に識別と言えばこの種の識別
を指すものとする．
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1 定義
本節では識別（unambiguous discrimination）を一般的に定義する．定義から直ぐ分かる性
質について注意を行ったのち，古典系における識別について簡単に議論する．古典系についての議
論は後で必要になるものではないから，先を急ぐ場合には読み飛ばしても差し支えない．
a 一般的定義
識別の定義を述べる．差し当たり測定値の個数は可算と限ってよく，測定が系にもたらす擾乱に
ついては関心がない．このような場合には正作用素値測度を用いた測定の記述が便利である．そこ
で識別の定義する前に正作用素値測度（positive-operator valued measure, POVM）につい
て要点を想起しておくことにする．*21
被測定系は von Neumann 代数 Aで記述されているものとする．被測定系 Aとしては，差し
当たりHilbert 空間 K上の全ての有界作用素がなす代数 B(K)を念頭においてもらえれば良い．そ
して測定値の集合 ⌦は可算であるとする．この場合，正作用素値測度とは次の二条件を満たす作
用素の組 (⇧!)!2⌦ 2 A⌦ を指す．
• 正値性：⇧!   0が全ての! 2 ⌦に対して成り立つ．
• 規格化：P!2⌦⇧! = 1が超弱作用素位相（または弱作用素位相）における収束の意味で成
り立つ．
この正作用素値測度 (⇧!)!2⌦ は次のような測定を記述している．すなわち，正規状態 ⇢ 2 A⇤ に
おいて測定値! 2 ⌦を得る確率が
h⇢,⇧!i (2.1.1)
で与えられる測定である．上式が確かに確率を定めることは正作用素値測度の正値性と規格化の帰
結である．
定義 2.1.1 (識別). 可算集合 J で添字付けられた物理系 A 上の正規状態 ⇢j 2 A⇤ の組 (⇢j)j2J
を所与とする．さらに，集合 J は，記号 “?” を含まないと仮定して，正作用素値測度 ⇧ =
(⇧!)!2J[{?}, ⇧! 2 Aを考える．
(I) 任意の j, k 2 J, j 6= kに対して条件
h⇢j,⇧ki = 0, h⇢j,⇧ji > 0 (2.1.2)
*21 大雑把にいって，測定は測定値の得られる確率と被測定系に対する擾乱の二つを記述する．前者は測
定に付随する古典化操作により記述され，この古典化操作の測度論的対応物が正作用素値測度であっ
た．測定がどのように測定値の確率を与えるかについての一般論は公理A3（23頁）およびA3.1（23
頁）を参照されたい．またここに述べる二条件を満たす作用素の組として定義された正作用素値測度に
ついては命題 1.3.3（31 頁）を，正作用素値測度ないし古典化操作と測定の関係については付録の命
題 5.3.2（115 頁）を参照されたい．
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が成り立つとき，正作用素値測度 ⇧は状態の組 (⇢j)j2J を識別するという．こ
の場合，⇧を (⇢j)j2J の識別と呼ぶ．さらに，qj = h⇢j,⇧ji , j 2 Jを識別確率，
q = inf{qj | j 2 J } を最低識別確率と呼ぶ．
(II) (I) にいう識別が一様であるとは，最低識別確率が正（> 0）であることを意味
する．
(III) (I) にいう識別が完璧であるとは，最低識別確率が 1であることを意味する．全
ての識別確率が 1であると言っても同じことである．
状態の組 (⇢j)j2J が識別可能であるとは，この状態の組を識別する正作用素値測度が少なく
とも一つ存在することを意味する．一様識別可能と完璧識別可能についても同様である．
また，ある測定が識別であるとは，この測定に付随する正作用素値測度が識別であることを
意味する．一様識別と完璧識別についても同様である．
はじめに，識別の定義条件が先に序で述べた識別の満たすべき三つの規則にどう対応しているの
かを確認する．正作用素値測度の添字は測定の測定値を表し，今の場合これは j 2 Jと “?” からな
る．測定値 j 2 Jは「真の状態は ⇢j である」という判断に対応し，測定値 “?” は「確かなことは云
えない」という判断に対応する．測定値がこれらからなるということが識別の満たすべき一つ目の
規則に対応している．そして h⇢j,⇧kiは，真の状態が jであるときに「真の状態は kである」と判
断する確率である．j 6= kのときこの確率が 0であれというのは，真の状態とは異なる状態を真の
状態と名指してしまう取り違えを禁ずる二つ目の規則に対応する．最後に h⇢j,⇧ji > 0は，いずれ
は真の状態を同定できなくてはならないという三つ目の規則に対応する．
ところで，真の状態を同定するためには，何回測定を行う必要があるだろうか．この必要測定回
数は一般には真の状態が何であるかに依存する．⇢j, j 2 Jが真の状態であれば，必要測定回数はお
よそ 1/qj = 1/ h⇢j,⇧ji回である．そして (I) に述べた識別性だけを仮定するときには，この回数
が j 2 Jに応じて幾らでも大きくなることを禁止できない．状態識別を実行するまで真の状態が何
であるかは不明である．したがって，単なる識別性しか保証されていない場合，前もって真の状態
の同定に何回程度の測定が必要であるかは一般には分からない．この困った状況を取り除くのが
(II) の一様識別性である．一様識別可能な状態の組に対しては，最低識別確率の逆数程度の測定回
数で足ることが前もって知れている．
識別可能性は，いつかは真の状態を同定できることを保証する．これに対して一様識別可能性
は，事前に何回程度測定を繰り返せば系の状態を同定できるかまで教えてくれる．以上が単なる識
別可能性と一様識別可能性の違いである．
次の註で定義から容易に分かる識別性の性質を幾つか挙げる．
註 2.1.2. 可算個の正規状態の組について下記が成り立つ．
• 完璧識別可能なら一様識別可能であり，一様識別可能なら識別可能である：
38
これは定義から明白である．
(I) (II) (III)
有限の場合
• 状態族の識別性はユニタリ操作によって変わらない：
物理系 A = B(K) を考えときには，前双対は跡類作用素の全体 A⇤ = B1(K) と同一視さ
れる．そして正規状態の組 (⇢j)j2J が識別可能であれば，(U⇢jU⇤)j2J もまた識別可能で
ある．ただし U 2 B(K) は任意のユニタリ作用素である．一様識別性，完璧識別性につ
いても同じである．
b 古典系における識別
量子状態の識別を論じるに先立って，古典状態の識別を議論しておく．*22 簡単のため，まずは
古典系として L1(R)を取り，二つの正規状態の識別性を論じる．*23 はじめに識別可能な例と識別
不能な例を上げ，そのあとで古典状態たちが識別可能であるための基準を一般的に示す．
⇤
図 2に示されるような二つの正規状態 p+ および p- の識別を考える．
x
-1 +1
p- p+
図 2 二つの状態 p± のグラフ．p- は (-1,+1)でのみ 0と異なり，[1,+1)では 0であると
仮定する．p+ は p+(x) = p-(-x)で定義する．
一回一回の測定では，特定の測定値 xが得られる．そのたびに「真の状態は p+ と p- のどちら
ですか」と訊かれる．測定値 xにもとづいてこの質問いに対して何らかの態度表明をしなくてはな
らない．どのように対応するのが良いだろうか．測定値がどの区間に得られたかに応じて場合を別
*22 本論文では，主に相空間の一点で与えられる状態を古典状態と呼んでいる．この小節では例外的に，確
率分布で与えられる古典状態を考察する．
*23 ここで古典系 A = L1(R) は R 上の（Lebesgue 測度に対する）本質的有界函数のなす von
Neumann 代数であり，その前双対 (L1(R))⇤ = L1(R)は可積分函数からなる．この場合，正規状態
は R上の確率密度函数に他ならない．そして L1(R)と (L1(R))⇤ = L1(R)の対は積分で与えられる
のであった．
hp, fi =
Z
R
p(x) f(x)dx, p 2 L1(R), f 2 L1(R). (2.1.3)
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けて考えることにする．
(a) 測定値が区間 (-1,-1)に得られた場合．このときには真の状態は p- であると返答す
れば良い．なぜなら真の状態が p+ であれば，このようなことは生じ得ないからである．
(b) 測定値が区間 (+1,+1)に得られた場合．このときには真の状態は p- であると返答す
れば良い．理由は (a) と同様である．
(c) 測定値が区間 [-1,+1]に得られた場合．この場合にははっきりしたことはいえない．
(a)(b) については何の問題もない．(c) の場合についてのみ，考え方によって判断が分かれる余地
がある．本論文で取り上げている（第二種）識別では，この場合には単に「確かなことは云えない」
と述べれば良い．黙秘するとか棄権すると云ってもよい．いずれにしても，確実なことが言えない
場合には何も決定しないのがこの識別の特徴である．上の例の場合には，そのようは非決定的な判
断を下すにしても (a)(b) のような区間があるために，いつまでも非決定的な判断しか下さないこ
とにはならない．真の状態がどちらにせよ (a)(b) に相当する場合がいつかは生じて正しく真の状
態を同定できる．
以上のような判断の下し方は次の正作用素値測度 (⇧+,⇧-,⇧?) 2 (L1(R)){+,-,?} で記述さ
れる．
⇧- = 1(-1,-1), ⇧+ = 1(+1,+1), ⇧? = 1[-1,-1]. (2.1.4)
実際にこの正作用素値測度 (⇧+,⇧-,⇧?) 2 (L1(R)){+,-,?} が正規状態の組 (p-, p+) に対する識
別になっていることは定義に照らして確認できる．
⇤
上の例は識別可能な例であった．識別不能な古典状態の例としては次の図 3で与えられる二つの
状態 p± が典型的である．
x
-1 +1
p- p+
図 3 二つの状態 p 0± のグラフ．p- は平均が x = -1の正規分布．p+ は p+(x) = p-(-x)で定義する．
これらの確率密度はどちらも R上で常に > 0である．したがって，どの測定値 x 2 Rが得られ
ても，真の状態が p± のどちらであるかについて確かなことは云えない．先の例の (a) および (b)
に相当する場合がそもそも無いのである．したがって，誤った判断を避けようとすると常に「確か
なことは云えない」と述べざるを得ない．しかし，そうするといずれは正しく真の状態を同定しな
くてはならないという識別の規則に反してしまう．このようにして二状態 p± に対する識別が不可
能であることが分かる．
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⇤上の二つの例から分かる通り，古典状態の識別が可能か否かを決めるのは「ある一つの密度函数
だけが 0でない区間」の有無である．このことにさえ注意すれば次を示すことは難しくない．
命題 2.1.3. (⌦,⌃, µ)を局所化可能測度空間とし，古典系 A = L1(⌦,⌃, µ)を考える．そして
A⇤ = L1(⌦,⌃, µ)とみなし，正規状態もこの元とみる．可算個の正規状態の組を (⇢j)j2J とし，
 j = p
-1
j (0,1)と書くとき，次の二条件は同値である．
• (⇢j)j2J は識別可能．
• 任意の j 2 Jに対して
µ
0@ j \ [
k2J\{j}
 k
1A > 0. (2.1.5)
ただし，“\” は差集合を表す．二つの集合 A,B ⇢ Xに対して A \ B = { x 2 X | x 2 A, x /2 B }
証明. 必要性．(⇢j)j2J が (⇧⌫)⌫2J[{?} によって識別可能とする．すると h⇢j,⇧ji > 0．そこで
⇧j, j 2 Jを単函数で下から近似して，ノルム距離が h⇢j,⇧ji /2以下となるようにする．こうし
て次のような  j 2 ⌃, cj 2 Rを見出すことができる．
0  cj1 j  ⇧j, cj, µ( j \  j) > 0. (2.1.6)
再び識別可能であるとの仮定から，k 6= j に対しては cj
⌦
pk, 1 j
↵  hpk,⇧ji = 0．よって
µ( j \  k) = 0．これと次式から所望の結論を得る．
 j \
[
k2J\{j}
 k   ( j \  j) \
[
k2J\{j}
 k = ( j \  j) \
[
k2J\{j}
( j \  k). (2.1.7)
十分性．  0j =  j \
S
k k の測度が > 0であるとする．このとき   0j たちと⌦ \ (
S
j  
0)は⌦の
分割を与える．そこでこれらの指示函数を ⇧j,⇧? と定めることにより所望の正作用素値測度を
得る． q.e.d.
以上をまとめると次の通りである．古典状態は密度函数で与えられる．そしてそれらが識別可能
かどうかは，「ある一つの密度函数だけが 0でない区間がある」かどうかに依って決まる．次節以
降では量子状態，特にベクトル状態の識別性を論じる．今度は「一つの密度函数だけが 0でない区
間がある」という性質の代わりに「一つのベクトルだけが向いている方向がある」という性質が重
要になる，と直感的には理解することができる．そして，この性質を記述するのが一次独立性とそ
の一般化である．
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2 ベクトル族の諸性質
次節ではベクトル状態の組が識別可能であるための条件を明らかにする．この節ではそれに先
立って後で必要になるベクトルの組の性質をいくつか紹介しておく．これらは一次独立性に類する
性質である．特に無限個のベクトルのたちに対しては，多くの場合一次独立性という性質だけでは
何も言えない．以下に紹介する性質は，そのような一次独立性の瑕瑾を補修した拡張である．
定義 2.2.1 ( [You80, p. 28] および [Chr03, Deﬁnition 3.1.2, p. 135] 参照). KをHilbert
空間とし，(⇠j)j2J をこのHilbert 空間のベクトルの組とする．
(0) ベクトルの組 (⇠j)j2J が一次独立（linearly independent）であるとは，任意
の j 2 Jに対して
⇠j /2 span{ ⇠k | k 2 J \ {j} } (2.2.1)
が成り立つことを指す．ただし，span Sは S ⇢ Kを含む最小の線型部分空間を
表す．
(i) ベクトルの組 (⇠j)j2J が極小（minimal）であるとは，任意の j 2 Jに対して
⇠j /2 span{ ⇠k | k 2 J \ {j} } (2.2.2)
が成り立つことを指す．ただし，span Sは S ⇢ Kを含む最小の（ノルム位相に
対する）閉線型部分空間を表す．
(ii) ベクトルの組 (⇠j)j2J が Riesz-Fischer であるとは，ある正数 A 2 (0,1) が
あって，有限個のみが 0 と異なる勝手な複素数の組 (↵j)j2J に対して次が成り
立つことである．
A
X
j2J
|↵j|
2 
      
X
j2J
↵j⇠j
      
2
. (2.2.3)
この Aを Riesz-Fischer 下界と呼ぶ．
(iii) ベクトルの組 (⇠j)j2J が正規直交であるとは，任意の j, k 2 Jに対して次が成り
立つことである．
h⇠j,⇠ki =  j,k. (2.2.4)
ただし， j,k は j = kのときだけ 1，それ以外の場合は 0を表す記号である．
なお，span S は S の有限個の元たちの線形結合の全体であり，そのノルム位相についての閉包
が span Sである．*24 一次独立性と正規直交性についての説明は不要であろう．また，一次独立性
*24 一般に，任意の線型部分空間たちの交わりはやはり線型部分空間であり，任意の閉線形部分空間
たちの交わりも閉線形部分空間である．S ⇢ K に対して，これを含む任意の線型部分空間の交わり
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に位相的条件を加味したものが極小性であることも納得されると思う．Riesz-Fischer 性は見な
れない性質であるかもしれない．この条件は線形結合のノルムが係数で評価できることを述べてい
る．この性質の更なる特徴づけについては後でまた触れる（補題 2.4.4）．ここではまず，これら四
性質の関係を整理する．次の補題は註 2.1.2 の第一項と対比されるべきものである．
補題 2.2.2. KをHilbert 空間とし，(⇠j)j2J をこのHilbert 空間のベクトルの組とする．
• (⇠j)j2J は正規直交ならRiesz-Fischer であり，Riesz-Fischer なら極小であり，極小な
ら線形独立である．
• 添字集合 Jが有限であれば，(⇠j)j2J について Riesz-Fischer 性，極小性，線形独立性の
三性質は同値である．
(0) (i) (ii) (iii)
有限の場合
証明. 主張を順に示してゆく．
(ii)(= (iii) (⇠j)j2J が正規直交であれば，有限個のみが 0と異なる勝手な複素数の組 (↵j)j2J
に対して   X↵j⇠j   2 =X |↵j|2. (2.2.5)
よって Riesz-Fischer 下界を 1として，(⇠j)j2J は Riesz-Fischer である．
(i)(= (ii) 対偶を示す．(⇠j)j2J が極小でないと仮定する．すると，ある j 2 Jがあって，任
意の " > 0に対して有限個のみが 0と異なる複素数の組 (ck)k2J\{j} があり次が
成り立つ．
      ⇠j -
X
k2J\{j}
ck⇠k
      
2
 ". したがって
      ⇠j -
X
k2J\{j}
ck⇠k
      
2
|1|2 +
X
k2J\{j}
|ck|
2
 ".
(2.2.6)
あとの式は (⇠j)j2J に対して Riesz-Fischer 下界 A > 0が存在しないことを示
している．
(0)(= (i) 任意の S ⇢ Kに対して span S ⇢ span Sだからである．
有限の場合 Jは有限として一次独立性からRiesz-Fischer 性を導く．そのために (⇠j)j2J は
一次独立であると仮定する．Jは有限だから CJ の単位球面 SJ-1 はコンパクト
が span S である．span S も同様．したがって特に span S, span S は任意の S ⇢ K に対して存在し，
span S ⇢ span Sが成り立つ．
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である．したがって，(↵j)j2J 2 SJ-1 の連続函数      
X
j2J
↵j⇠j
      
2
(2.2.7)
は最小値 A   0を有し，これを達する点が SJ-1 内にある．もしも A = 0なら
(⇠j)j2J は一次独立ではありえない．よってA > 0．このAを下界として (⇠j)j2J
は Riesz-Fischer である． q.e.d.
これらの性質は無限個のベクトルを考える際には確かに異なる．それを示す例は付録に与えた
（B節）．例は必要であれば参照してもらうことにして，いまは次節の定理に急ぐことにする．
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3 定理
前節までの議論を踏まえ，この節では論文後半の核になる定理を述べる．前々節では，状態の組
の識別性を測定論的に定義した．そして前節ではベクトルの一次独立性に類する数学的性質を幾つ
か見た．これらの測定論的な性質と数学的な性質の間に対応を与えるのが次の定理である．
定理 2.3.1 (識別性の基準). Hilbert 空間 K上の物理系 B(K)と，その上の可算個のベクトル状
態の組 (|⇠jih⇠j|)j2J 2 (B1(K))J を考える．この状態の組について次が成り立つ．
(1) 状態の組 (|⇠jih⇠j|)j2J が識別可能であるための必要十分条件は，
ベクトルの組 (⇠j)j2J が極小であることである．
(2) 状態の組 (|⇠jih⇠j|)j2J が一様識別可能であるための必要十分条件は，
ベクトルの組 (⇠j)j2J が Riesz-Fischer であることである．
(3) 状態の組 (|⇠jih⇠j|)j2J が完璧識別可能であるための必要十分条件は，
ベクトルの組 (⇠j)j2J が正規直交であることである．
さらに (2) の一様識別可能性について次が成り立つ．状態の組が最低識別確率 qで一様に識別可
能であるなら qは (⇠j)j2J の Riesz-Fischer 下界であり，逆に qが (⇠j)j2J の Riesz-Fischer
下界であれば，この状態の組は最低識別確率 qで一様に識別可能である．
この定理の証明は次節で行う．
状態が有限個の場合には，上記定理が次の古典的な結果を再現することに注意しておく．このと
きには単なる識別性と一様識別性を区別する必要はない．
系 2.3.2 ([Che98]). 任意の Hilbert 空間 K上の物理系 B(K)と，その上の有限個のベクトル
状態の組 (|⇠jih⇠j|)j2J 2 (B1(K))J を考える．この状態の組について下記は同値である．
• 状態の組 (|⇠jih⇠j|)j2J は識別可能である．
• 状態の組 (|⇠jih⇠j|)j2J は一様に識別可能である．
• ベクトルの組 (⇠j)j2J は一次独立である．
証明. 定理 2.3.1 および補題 2.2.2 による． q.e.d.
有限個の状態については識別性の概念は一つで足るが，無限個の状態に議論が移ると識別性は二
つに分かれる．単なる識別性と一様識別性である．識別性の定義の直後に述べたことであるが，識
別可能性がいつかは真の状態を同定できることを保証するものであるのに対し，一様識別可能性は
何回程度測定を繰り返せば良いかまで事前に教えてくれる．そして，一様識別可能性が保証する必
要測定回数は最低識別確率で評価される．この文脈において Riesz-Fischer 下界は一様識別確率
と理解される．上記定理は Riesz-Fischer 下界にこのような測定論的な意味を付与しているとも
言える．
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4 証明
定理 2.3.1 の証明に移ることにする．以下ではまず極小性と Riesz-Fischer 性を双直交系によ
り特徴づける既知の結果を紹介する．叙述の自己完結性を保つためにこれらの結果については証明
も付す．そののちこれらの特徴付けを用いて定理の証明を行う．
双直交系を考える理由は，おおよそ次のように理解できる．以下では，与えられた状態の組に対
して適切な正作用素値測度を構成したり，条件を満たす正作用素値測度が存在するとき状態の組
について何が言えるかを検討する．ここで正規状態と正作用素値測度（ないし物理量）はそれぞれ
A⇤ と A の元であり互いに双対的な関係にある．特に A = B(K) でベクトル状態を考える場合に
は，この双対性は K と K⇤ ' K の間の双対性に帰着される．そしてこの K における双対性が双直
交系によって捉えられるのである．
a 極小性の特徴づけ
まず，極小性は双直交系の存在で特徴付けられることを示す．
定義 2.4.1 (双直交系). Hilbert 空間 Kの二つのベクトルの組 (⇠j)j2J, (⌘j)j2J は次を満たすと
き一方を他方の双直交系であると云う．すなわち，任意の j, k 2 Jに対して
h⌘k,⇠ji =  k,j. (2.4.1)
あるベクトルの組 (⇠j)j2J に対してその双直交系が存在するとき，(⇠j)j2J は双直交系を受容す
ると言う．
補題 2.4.2 (例えば [Chr03, Lemma 3.3.1 (i)] 参照). Hilbert 空間 Kのベクトルの組 (⇠j)j2J
に関する下記の二条件は同値である．
(a) (⇠j)j2J は極小である．
(b) (⇠j)j2J は双直交系を受容する．
また，これらの条件が満たされるとき，(b) における双直交系でその全ての要素が span{ ⇠j | j 2
J } に属するものが唯一つ存在する，
証明. 記号の簡単のため H = span{ ⇠k | k 2 J }, Hj = span{ ⇠k | k 2 J, k 6= j }, j 2 J と書く．
(a) =) (b) (⇠j)j2J は極小であると仮定する．任意に j 2 Jをとり固定する．直和分解
K = Hj + H
?
j (2.4.2)
に従って，⇠j を次のように分解する．
⇠j = ⇠j,k + ⇠j,?. (2.4.3)
次の三点に注意する．
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• ⇠j,? 6= 0．
もしも ⇠j,? = 0なら ⇠j = ⇠j,k 2 Kj となり (⇠j)j2J の極小性に反するから
である．
• h⇠k,⇠j,?i = 0が k 6= jに対して成り立つ．
⇠k 2 Hj, ⇠j,? 2 H?j だからである．
• h⇠j,⇠j,?i = k⇠j,?k2．
これも ⇠j,? の定義から出る．
以上から次のように定義される (⌘j)j2J が (⇠j)j2J の双直交系であることが分
かる．
⌘j =
⇠j,?
k⇠j,?k2 . (2.4.4)
(b) =) (a) (⌘j)j2J の双直交系 (⇠j)j2J が存在すると仮定する．背理法を用いるため，ある
k 2 Jに対して次が成り立つと仮定する．
⇠k 2 Kk (2.4.5)
ところで，双直交系の定義と内積の（ノルム）連続性から
h⌘k,Kki = 0. (2.4.6)
上記二式から h⇠k,⌘ki = 0．これは双直交系の定義に矛盾する．
命題の最後に述べた主張を示す．まず，(⇠j)j2J が双直交系 (⌘j)j2J を受容すると仮定する．Hへ
の射影を P 2 B(K)とすれば，(P⌘j)j2J も (⇠j)j2J の双直交系である．よって，Hに属する双直
交系は確かに存在する．次に，(⌘j)j2J, (⌘ 0j)j2J を Hに属する二つの双直交系とする．すると双
直交系の定義から任意の j, k 2 Jに対して⌦
⌘j - ⌘
0
j,⇠k
↵
=  j,k -  j,k = 0. (2.4.7)
よって内積の連続性から ⌦⌘j - ⌘ 0j,H↵ = 0．つまり ⌘j - ⌘ 0j 2 H?. もともと ⌘j - ⌘ 0j 2 Hであっ
たことを考え合わせれば ⌘j - ⌘ 0j = 0．したがって Hにおける双直交系は一意である． q.e.d.
b Riesz-Fischer 性の特徴づけ
次にRiesz-Fischer 性をその双対的な概念である Bessel 性により特徴付ける．
定義 2.4.3 ( Bessel 性．例えば [You80, Chapter 4, Section 2, Theorem 3]参照). Hilbert
空間 Kのベクトルの組 (⌘j)j2J に対して次の二条件は同値である．
• ある正数 B 2 (0,1) があって，有限個だけが 0 と異なる勝手な数の組 ( j)j2J 2 CJ に
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対して次が成り立つ．      
X
j2J
 j⌘j
      
2
 B
X
j2J
| j|
2. (2.4.8)
• ある正数 B 0 2 (0,1) があって，任意の ⇠ 2 K に対して，Bessel の不等式が成り立つ．
すなわちX
j2J
   h⇠,⌘ji   2  Bk⇠k2. (2.4.9)
特に，任意の ⇠ 2 Kに対して左辺の和は収束する．
なお，一方が成り立てば他方が B = B 0 に対して成り立つ．これらの同値な条件のいずれか（し
たがって両方）を満たす (⌘j)j2J を Bessel であると云う．そして Bまたは B 0 を Bessel 上界
と呼ぶ．
証明. 条件の同値性を確認する．
( =) ) 第一の条件を仮定する．このとき，任意の ⌘ 2 Kと有限個だけが 0と異なる勝
手な数の組 ( j)j2J 2 CJ に対して次が成り立つ．   X h⇠,⌘ji j   2 =    D⇠,X j⌘jE   2
 k⌘k2 ·
   X j⌘j   2 Schwartz の不等式
 k⌘k2 · B
X
| j|
2 第一の条件. (2.4.10)
任意に有限集合 K ⇢ Jをとり， j として特に次のように定義される数の組を考
える．
 j =
 
h⌘j,⇠i j 2 K
0 j /2 K. (2.4.11)
すると      
X
j2K
| h⇠,⌘ji |2
      
2
 k⌘k2 · B
X
j2K
| h⇠,⌘ji |2. (2.4.12)
両辺に共通の因子を約して次を得る．X
j2K
| h⇠,⌘ji |2  Bk⌘k2. (2.4.13)
したがって，{Pj2K | h⇠,⌘ji |2 | K ⇢ J は有限} は R の有界集合であり上限を R
に有する．和はこの上限に収束し，所望の不等式を満たす．
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((= ) 第二の条件を仮定する．そして，有限個だけが 0と異なる勝手な数の組 ( j)j2J 2
CJ をとる．このとき      
X
j
 j⌘j
      
4
=
      
*X
j
 j⌘j,
X
k
 k⌘k
+      
2
=
      
X
k
*X
j
 j⌘j,⌘k
+
 k
      
2

X
k
      
*X
j
 j⌘j,⌘k
+      
2
·
X
k
| k|
2 Schwartz の不等式
 B
      
X
j
 j⌘j
      
2
·
X
k
| k|
2 第二の条件.
(2.4.14)
両辺に共通の因子を約して第一の条件を得る． q.e.d.
補題 2.4.4 ( [You80, Chapter 4] ). Hilbert 空間 Kのベクトルの組 (⇠j)j2J に関する下記の
三条件は同値である．
(a) (⇠j)j2J は Riesz-Fischer である．
(b) (⇠j)j2J は Bessel な双直交系を受容する．
(c) (⇠j)j2J に関する `2 積率問題は span{⇠j | j 2 J} に一意的な解を有する．
すなわち，ある正数 C 2 (0,1) があって，任意の   = ( j)j2J 2 `2(J) に対し
て h⌘, ⇠ji =  j および k⌘k2  Ck k2 を満たす ⌘ 2 span{⇠j | j 2 J} が唯一つ存
在する．
(a)(b)(c) はそれぞれ三つの定数の存在を保証するものである．すなわち (a) には
Riesz-Fischer 下界 A，(b) には双直交系の Bessel 上界 B，(c) には条件中の C が付随す
る．これらの定数について次のことが言える．(a)(b)(c) の何れか一つが成り立つとき他の条
件も成り立ち，このとき他の条件における定数を A-1 = B = C を満たすように取ることがで
きる．
証明. 循環的に三つの含意を示す．
(c) =) (b) 記号の簡単のため H = span{ ⇠j | j 2 J } と記し，(c) を仮定する．すると   2 `2
に対して，hS ,⇠ji =  ⇤j を満たす S  2 Hが唯一つ存在する．この規則により
写像 Sを定義することができる．
`2 H
S
この写像を考察することで (b) を導く．Sが有界な線形写像であることは次のよ
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うにして確認される．
• 線形性：Sが線形写像であることはその定義による．
• 有界性：Sの定義と (c) に述べてある `2 積率問題の解の性質から kS k2 
Ck k2．したがって，kSk2  C．
各 i 2 Jに対して ⌘i = S( i,j)j2J 2 Hと定義する．すると Sの定義により
h⌘i,⇠ji =  ⇤i,j. (2.4.15)
したがって (⌘j)j2J は (⇠j)j2J の双直交系をなす．(b) を示すために有限個だけ
が 0と異なる勝手な数の組   = ( j)j2J 2 CJ をとる．これはもちろん `2 に属
する．それゆえ (c) に述べてある `2 積率問題の解の性質から      
X
j
 j⌘j
      
2
=
      
X
j
 jS( j,i)i2J
      
2
= kS k2  kSk2k k2
 Ck k2 = C
X
j
| j|
2.
(2.4.16)
こうして (⌘j)j2J は (⇠j)j2J の双直交系であるばかりでなく，C 2 (0,1)を上界
として Bessel でもあることが分かった．
(b) =) (a) (⇠j)j2J の双直交系 (⌘j)j2J があって，(⌘j)j2J は Bを上界として Bessel である
と仮定する．このとき有限個のみが 0 と異なる勝手な複素数の組 (↵j)j2J に対
して       
X
j
|↵j|
2
      
2
=
      
*X
k
↵k⌘k,
X
j
↵j⇠j
+      
2
h⌘k,⇠ji =  j,k

     X
k
↵k⌘k
     
2
·
      
X
j
↵j⇠j
      
2
Schwartz の不等式
 B
X
k
|↵k|
2 ·
      
X
j
↵j⇠j
      
2
(⌘j)j2J は Bessel (2.4.17)
両辺に共通の因子を約して次を得る．
B-1
X
j
|↵j|
2 
      
X
j
↵j⇠j
      
2
. (2.4.18)
すなわち，(⇠j)j2J は B-1 を下界として Riesz-Fischer である．
(a) =) (c) (⇠j)j2J は A を下界として Riesz-Fischer であるとする．そして証明のため
に   = ( j)j2J 2 `2 を勝手に一つとり固定する．(c) に述べた性質を持つ
⌘ 2 span{ ⇠j | j 2 J } は存在するならば一意である．そこで存在だけを証明すれ
ば良い．
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まず，(⇠j)j2J はRiesz-Fischer だから特に線形独立である（補題 2.2.2）．よっ
て次の線形汎函数 T0 が無矛盾に定義される．
span{ ⇠j | j 2 J } C
P
j ↵j⇠j
P
j ↵j j
T0
ここでは和は有限和を表すものと了解する（spanの定義に注意せよ）．
次に，T0 が span{ ⇠j | j 2 J } 上で有界であることを確認する．任意の
P
j ↵j⇠j 2
span{ ⇠j | j 2 J } に対して      T0
X
j
↵j⇠j
      
2
=
      
X
j
↵j j
      
2
T0 の定義

X
j
|↵j|
2 ·
X
k
| k|
2 Schwartz の不等式
 A-1
      
X
j
↵j⇠j
       · k k2 (⇠j)j2J は Riesz-Fischer.
(2.4.19)
したがって
kT0k2  A-1k k2. (2.4.20)
T0 はこのとおり span{ ⇠j | j 2 J } 上で有界であるから，Hahn-Banach の定理
により同じノルムを保ったまま K 上にまで拡張される．そのような拡張の一つ
を T と記す．定義により T |span{⇠j|j2J} = T0．
K C.
T
さて，KはHilbert 空間である．したがって Riesz の定理により K上の任意の
連続汎函数は，同じノルムを有するベクトル ⌘ 2 K によって h⌘, (-)i の形に書
かれる．上で構成した連続汎函数 T に対応するベクトルを ⌘ 0 2 Kと書くことに
する．
T = h⌘ 0, (-)i , k⌘ 0k2 = kTk2  A-1k k2. (2.4.21)
P 2 B(K)を閉部分空間 span{⇠j | j 2 J} への射影とし，⌘ = P⌘ 0 と定める．この
⌘が所望を有することを示す．
第一に，⌘の定義から
⌘ 2 PK = span{ ⇠j | j 2 J }. (2.4.22)
第二に，⌘,⌘ 0, T, T0 の定義から
h⌘, ⇠ji = hP⌘ 0,⇠ji = h⌘ 0, P⇠ji = h⌘ 0,⇠ji = T0⇠j =  j. (2.4.23)
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第三に，射影に関して kPk  1が成り立つから
k⌘k2 = kP⌘ 0k2  k⌘ 0k2  A-1k k2. (2.4.24)
したがって ⌘は確かに所望のベクトルである．また，最後の不等式より条件 (c)
における正数として C = A-1 を取られることが分かる． q.e.d.
c 定理の証明
次に証明すべき定理 2.3.1（及びその系 2.3.2）を若干補充して再度述べる．
定理 2.4.5 (識別性の基準． [KK16, Theorem 1]). Hilbert 空間 K上の物理系 B(K)と，そ
の上の可算個のベクトル状態の組 (|⇠jih⇠j|)j2J 2 (B1(K))J を考える．この組と正数 q > 0つい
ての下記の条件を考察する．
(I) 状態の組 (|⇠jih⇠j|)j2J は識別可能である．
(II) 状態の組 (|⇠jih⇠j|)j2J は最低識別確率 qで一様識別可能である．
(III) 状態の組 (|⇠jih⇠j|)j2J は完璧識別可能である．
これらの条件はそれぞれ下記に同値である．
(i) ベクトルの組 (⇠j)j2J が極小であることである．
(ii) ベクトルの組 (⇠j)j2JはRiesz-Fischerである．しかも qはこのRiesz-Fischer
下界である．
(iii) ベクトルの組 (⇠j)j2J が正規直交である．
これらの条件はさらにそれぞれ下記の条件に同値である．
(i)’ ベクトルの組 (⇠j)j2J は双直交系を受容する．
(ii)’ ベクトルの組 (⇠j)j2J は Bessel な双直交系を受容する．しかも q-1 はこの
Bessel 上界である．
(iii)’ ベクトルの組 (⇠j)j2J は正規直交な双直交系を受容する．
さらに，Jが有限の場合には，(I),(II),(i),(ii),(i)’,(ii)’ は全て同値となる．
先の定理 2.3.1 は (I),(II),(III) と (i),(ii),(iii) の同値性のみ述べた．ここでは双直交系について
の条件 (i)’,(ii)’,(iii)’ を加えた．
■ (i)() (i)’ これは既存の初等的補題 2.4.2 の内容に他ならない．
■ (ii)() (ii)’ これは既存の結果 2.4.4 の内容に他ならない．
■ (iii) () (iii)’ これは容易にわかる．もしも (⇠j)j2J が正規直交であるなら，(⇠j)j2J 自身が
(⇠j)j2J の正規直交な双直交系である．逆に，(⇠j)j2J が正規直交な双直交系 (⌘j)j2J を受容した
仮定する．このとき正規直交系 (⌘j)j2J を含む正規直交基底 (⌘k)k2K, J ⇢ K が存在する．すると
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i, j 2 Jに対して
h⇠i,⇠ji =
X
k2K
h⇠i,⌘ki h⌘k,⇠ji =
X
k2K
 i,k k,j =  i,j. (2.4.25)
よって (⇠j)j2J は正規直交である．
以下で，識別性に関する条件とベクトルについての条件の同値性を示す．まず，識別性からベク
トルについての条件が出ることを示す．
■ (I) =) (i)’ 正作用素値測度 ⇧ = (⇧!)!2J[{?} がベクトル状態の組 (|⇠jih⇠j|)j2J を識別すると
仮定する．このとき次が成り立つ．
主張. 次が成り立つ，
h⇠j,⇧k⇠`i =  j,kqk k,`, (2.4.26)
qj = 1 =) ⇧?⇠k = 0. (2.4.27)
ただし
qj = h|⇠jih⇠j| ,⇧ji = h⇠j,⇧j⇠ji (2.4.28)
は ⇧の識別確率を表す（以下，記号 qj をこの意味で用いる）．
主張の証明. 正作用素値測度要素 ⇧j は非負であり，⇧は (|⇠jih⇠j|)j2J をに識別する．これら二
点から j 6= k に対して 0 = h⇠k,⇧j⇠ki = k⇧1/2j ⇠kk2．ゆえに ⇧1/2j ⇠k = 0．これから第一式が
従う．
次に，識別の定義から 1 = h⇠j,⇧j⇠ji + h⇠j⇧?⇠ji = qj + h⇠j⇧?⇠ji であることに注意す
る．よって qj = 1 なら h⇠j⇧?⇠ji = 0．これから第一式の証明と同じようにして第二式も得ら
れる． q.e.d.
次の条件でベクトルの組 (⌘j)j2J を定義する．
⌘j =
⇧j⇠j
h⇠j,⇧j⇠ji . (2.4.29)
識別の定義により識別確率 qj = h⇠j,⇧j⇠jiは 0ではない．これが ⌘j の定義の無矛盾性を保証して
いる．さらに上記主張の (2.4.26) より (⌘j)j2J は (⇠j)j2J の双直交系である．
■ (II) =) (ii) 正作用素値測度 ⇧ = (⇧!)!2J[{?} がベクトル状態の組 (|⇠jih⇠j|)j2J を最低識別
確率 q > 0で一様に識別すると仮定する．一様識別は識別であるから，いまの場合にも上記主張の
(2.4.26) が成り立つことに注意しておく．証明のため，有限個のみが 0と異なる勝手な複素数の
組 (↵j)j2J をとる．↵j は有限集合 K ⇢ J上でのみ 0と異なるとする．そして，計算を見やすくす
るために
⌅ =
X
j2J
↵j⇠j =
X
k2K
↵k⇠k (2.4.30)
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と書く．すると
k⌅k2 = h⌅,⌅i
 
X
k2K
h⌅,⇧k⌅i 正作用素値測度の性質：1 =
X
!2J[{?}
⇧!  
X
k2K
⇧k
=
X
j,k,`2K
↵j h⇠j,⇧k⇠`i↵`
 
X
j,k,`2K
↵⇤j  j,k qk  k,` ↵` (2.4.26) による
  q
X
j2J
|↵j|
2. (2.4.31)
あるいは      
X
j2J
↵j⇠j
      
2
  q
X
j2J
|↵j|
2. (2.4.32)
すなわち，(⇠j)j2J は最低識別確率 qを下界として Riesz-Fischer である．
■ (III) =) (iii) 正作用素値測度 ⇧ = (⇧!)!2J[{?} がベクトル状態の組 (|⇠jih⇠j|)j2J を完璧に識
別すると仮定する．今度も (2.4.26) が成り立つ．さらに完璧識別性により全ての j 2 J に対して
qj = 1だから (2.4.27) も成り立つ．これから任意の j, ` 2 Jに対して
h⇠j,⇠`i =
X
k2J
h⇠j,⇧k⇠`i+ h⇠j,⇧?⇠`i 正作用素値測度の性質
X
⇧! = 1
=
X
k2J
h⇠j,⇧k⇠`i+ 0 (2.4.27) による
=
X
k2J
 j,k qk  k,` (2.4.26) による
=
X
k2J
 j,k 1  k,` =  j,` 完璧識別性 q = 1 (2.4.33)
よって (⇠j)j2J は確かに直交系である．
今度は逆にベクトルについての条件から識別性が出ることを示す．
■ (I) (= (i)’ ベクトルの組 (⇠j)j2J が双直交系 (⌘j)j2J を受容するとする．このとき Jは可算と
の定理の仮定により，次を満たす数の組 (pj)j2J が存在する．
pj > 0,
X
j2J
pj = 1. (2.4.34)
このような (pj)j2J を一つ選んで固定する．そして，双直交系 (⌘j)j2J と数の組 (pj)j2J を使って各
j 2 Jに対して
⇧j = pj
|⌘jih⌘j|
k |⌘jih⌘j| k (2.4.35)
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と定める．まず次を示す．*25
主張. 作用素の和Pj2J⇧j はノルムについて収束し，1以下の作用素を定める．
証明. Jは可算であったから，有限集合の増大列 Jn ⇢ J, n 2 NであってSn2N Jn = Jを満たす
ものがある．Sn を
Sn =
X
j2Jn
⇧j =
X
j2Jn
pj
|⌘jih⌘j|
k |⌘jih⌘j| k . (2.4.36)
と定めると，n  mに対して
kSm - Snk 
X
j2Jm\Jn
pj. (2.4.37)
これと Pj2J pj = 1 を考え合わせれば，Sn が作用素ノルムの定める距離についての Cauchy
列であることが分かる．よって，Sn は作用素ノルムの意味で収束する．その収束先を Sと記す．
どの nに対しても
kSnk 
X
j2Jn
pj  1 (2.4.38)
だから kSk  1．また Sは非負であるから 0  S  kSk  1を得る． q.e.d.
この主張により
⇧? = 1-
X
j2J
⇧j (2.4.39)
も無矛盾に定義され，さらに ⇧?   0が満たされることが分かる．このとき
P
j2J⇧j +⇧? = 1．し
たがって以上のようにして構成された ⇧ = (⇧!)!2J[{?} は正作用素値測度を成す．
さらに，(⌘j)j2J が (⇠j)j2J の双直交系であることと pj > 0 より，j 6= k なら h⇠j,⇧k⇠ji = 0，
j = kなら h⇠j,⇧k⇠ji > 0が成り立つ．ただし，j, k 2 J．よって，正作用素値測度 ⇧はベクトル状
態 (|⇠jih⇠j|)j2J を識別する．
■ (II) (= (ii)’ (⇠j)j2J の双直交系 (⌘j)j2J であって Bessel であるものが存在すると仮定する．
またその Bessel 上界は q-1 とする．このとき次が成り立つ．
主張. 作用素の和Pj2J |⌘jih⌘j| は強作用素位相について収束し，q-1 以下の作用素を定める．
証明. 和の収束先を定義する必要がある．任意に ⇠ 2 Kを一つとり，暫くの間これを固定して考
える．次の和が収束することを示す．X
j2J
⌘j h⌘j,⇠i (⇤)
*25 以下の二つの主張は収束性を超弱作用素位相（したがって弱作用素位相）の意味に変えれば [UHO03,
定理 4.3] を用いて示す事もできる．ここではより直接的な証明を行った．
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(⌘j)j2J は Bessel であるから Bessel の不等式を満たす（定義 2.4.3 の第二条件）．X
j2J
| h⌘j,⇠i |2  q-1k⇠k2. (2.4.40)
特に左辺の和は収束する．したがって
K = { j 2 J | | h⌘j,⇠i |2 > 0 } (2.4.41)
は高々可算である．ゆえに有限集合の増大列 Kn ⇢ K, n 2 Nで
S
n2N Kn = Kを満たすものが
存在する．
このとき，n  mに対して，(⌘j)j2J の Bessel 性（定義 2.4.3 の第一条件）より      
X
j2Km
⌘j h⌘j,⇠i-
X
j2Kn
⌘j h⌘j,⇠i
      
2
=
      
X
j2Km\Kn
⌘j h⌘j,⇠i
      
2
 q-1
X
j2Km\Kn
| h⌘j,⇠i |2. (2.4.42)
これと先に述べた Bessel の不等式により n 2 N で添字付けられたベクトルの列P
j2Kn ⌘j h⌘j,⇠i は Cauchy 列であることが分かる．それは収束するから，収束先を ⇠ 0 と
記す．和 (⇤) もこの ⇠ 0 に収束することはすぐに分かる．さらに，上と同様に評価して
k⇠ 0k2  q-1
X
| h⌘j,⇠i |2  q-2k⇠k2. (2.4.43)
上記の構成に基づいて S : K ! K を S⇠ = ⇠ 0 と定める．これが線形写像であることは明白，
さらに ⇠ 0 のノルム評価式 (2.4.43) から kSk  q-1．また，構成から強作用素位相に関してP
j2J |⌘jih⌘j| = Sが成り立つ． q.e.d.
この主張により
⇧j =
|⌘jih⌘j|
k Pj2J |⌘jih⌘j| k , ⇧? = 1-
X
j2J
⇧j = 1-
P
j2J |⌘jih⌘j|
k Pj2J |⌘jih⌘j| k , (2.4.44)
はいずれも無矛盾に正作用素として定義される．ただし j 2 Jである．強作用素位相における収束
は弱作用素位相における収束を含意する．それゆえ ⇧ = (⇧!)!2J[{?} は確かに正作用素値測度を
成す．
さらに，(⌘j)j2J が (⇠j)j2J の双直交系であることから j, k 2 J, j 6= k なら h⇠j,⇧k⇠ji = 0．ま
た，j = kに対しては
h⇠j,⇧j⇠ji = 1k Pj2J |⌘jih⌘j| k   1q-1 = q. (2.4.45)
この値は j 2 Jによらないことに注意せよ．よって，正作用素値測度 ⇧はベクトル状態 (|⇠jih⇠j|)j2J
を最低識別確率   qで識別する．
■ (III)(= (iii) ベクトルの組 (⇠j)j2J が正規直交であるとする．この場合には
⇧j = |⇠jih⇠j| , ⇧? = 0 (2.4.46)
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と定めると (⇧!)!2J[{?} は正作用素値測度を成し，この正作用素値測度が状態の組 (|⇠jih⇠j|)j2J を
完璧に識別することが分かる．
以上で定理に含まれる全ての内容の証明が終わった．
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5 補論：定理の前提について
前節で証明された定理は，識別性という測定論的性質を対応するベクトルの数学的性質に言い換
えるものであった．ところで，定理では状態について二つの前提を設けていた．一つは状態の組の
可算性，もう一つは状態の純粋性（ベクトル状態を考えているということ）である．これら二つの
前提について検討を加えるのがこの節の目的である．
a 純粋性
有限個の純粋状態（ベクトル状態）が識別可能であるための条件は [Che98] によって明らかに
された．これは古典的な結果であって，本論文では定理 2.3.2 の系として示した．有限個の正規状
態（密度行列）が識別可能であるための条件はY. Feng らの論文 [FDY04] で求められた．一般の
正規状態についての結果はベクトル状態についての議論を少し変形するだけで示すことができる．
次に，Feng らの結果を可算無限個の状態の組にまで拡張して述べる．*26
系 2.5.1 ([KK16, Proposition 3]). Hilbert 空間 K 上の可算個の密度作用素の組 (⇢j)j2J 2
(B1(K))J について，下記の条件は同値である．
(a) (⇢j)j2J は識別可能である．
(b) どの j 2 Jに対しても次が成り立つ．0@ \
k2J\{j}
ker ⇢k
1A \ ker ⇢j 6= ?. (2.5.1)
(c) どの j 2 Jに対しても次が成り立つ．\
k2J
ker ⇢k (
\
k2J\{j}
ker ⇢k. (2.5.2)
(d) どの j 2 Jに対しても次が成り立つ．
span
0@ [
k2J\{j}
im ⇢k
1A ( span [
k2J
im ⇢k
!
. (2.5.3)
ただし，S ⇢ Kのノルム位相についての閉包を Sと記した．
証明. 順次条件が同値であることを示す．以下，特に断らない限り j, k 2 Jと仮定する．
(a) =) (b) 状態の組 (⇢j)j2J を識別する正作用素値測度 (⇧!)!2J[{?} が存在すると仮定す
*26 次の述べるのは単なる識別性についての結果である．一様識別性に関する類似の結果を見やすい形で
述べることができるかどうかについては分かっていない．
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る．はじめに
h⇧k, ⇢ji = tr
h
⇧
1/2
k ⇢j⇧
1/2
l
i
. (2.5.4)
が成り立つこと，そして非負な跡類作用素はその跡の値が 0 なら作用素として
0 であることに注意する．いま述べた注意と識別性の定義から，j 6= k のとき
⇢j⇧
1/2
k = 0であり，j = kのとき ⇢j⇧1/2j 6= 0であることが分かる．したがって
k 2 Jごとに次を満たす ⇠ 2 Kが存在する．j 6= kに対して
⇢k⇧
1/2
k ⇠ 6= 0, ⇢j⇧1/2k ⇠ = 0⇠ = 0. (2.5.5)
これは ⇧1/2k ⇠が
⇣T
k2J\{j} ker ⇢k
⌘
\ ker ⇢j の元であることを示している．
(a)(= (b) (b) の条件が成立していると仮定する．j 2 Jごとに (b) の等式の左辺に属する
ベクトル ⌘j 2 Kを取ることができる．特に，0 2 ker ⇢j より ⌘j 6= 0．こうして
得られるベクトルの組 (⌘j)j2J から可算性の仮定に基づいて，定理 2.3.1 の証明
［(I) (= (i)’］と同じようにして状態の組 (⇢j)j2J を識別する正作用素値測度を
構成することができる．
(b)() (c) これは集合論における等式 A \ B = A \ (A \ B)より従う．
(c)() (d) K は C 上の Hilbert 空間であり，⇢k はこの空間上の正作用素だから自己共
役．さらに，⇢k は定義により有界作用素ゆえ ker ⇢k は閉線型部分空間である．
(c)() (d) の証明は，これらの注意と次の初等的な主張から直ちに従う．
主張. 任意の閉線型部分空間 H↵, L1,L2 ⇢ Kと作用素 S 2 B(K)について次
が成り立つ．
(1) L1 ( L2 () L?2 ( L?1．
(2)
⇣T
↵H↵
⌘?
= span
S
↵H
?
↵．
(3) (kerS)? = imS．
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証明. (1) は閉部分空間 L に対して L?? = L が成り立つことと L1 (
L2 =) L?2 ( L?1 から従う．(2) の等式の含む二つの包含関係の証明は次の
通り．
“ ” 次のように形式的に計算する．D\
H↵, span
[
H?↵
E
=
X
 有限和
D\
H↵,H
?
 
E
⇢
X
 有限和
⌦
H ,H
?
 
↵
= 0. (2.5.6)
ゆえに⇣\
H↵
⌘?
  span
[
H?↵ . (2.5.7)
左辺はもとより閉であるから，この等式で閉包をとって所望の包含関
係を得る．
“⇢” 次は明白である．
H?↵ ⇢
[
↵
H?↵ ⇢ span
[
↵
H?↵ (2.5.8)
Kは閉線型部分空間であることを用いて直交補空間に移り次を得る．
H↵  
 
span
[
↵
H?↵
!?
. (2.5.9)
右辺は ↵に依らないことに注意せよ．これから
\
↵
H↵  
 
span
[
↵
H?↵
!?
. (2.5.10)
もう一度直交補空間に移って所望の包含関係を得る．
最後に (3) は次のように示される：⇠ 2 (imS⇤)? () 0 = himS⇤,⇠i =
hS⇤K,⇠i = hK, S⇠i () S⇠ = 0 () ⇠ 2 kerS． q.e.d.
以上で全ての証明が終わった． q.e.d.
b 可算性
次に可算について考える．通常，量子力学で考察対象となるHilbert 空間は可分と前提されてい
る [vN32, II-1]．*27 この前提の下では定理における可算性の仮定は一般性を失うものでない．以
*27 前にも述べたが，Hilbert 空間が可分であるための必要十分条件は，その次元が可算であることであ
る．一般に稠密な可算部分集合を有する位相空間を可分であるという．Hilbert 空間においてはノルム
位相によって可分性が定義される．
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下でこのことを説明する．
初めに測定値が可算でない場合を考慮して，識別の定義をいくらか一般化しておく．
定義 2.5.2 (候補状態を可算に限らない場合の識別). 次を所与とする．
• 物理系 A上の正規状態 ⇢j 2 A⇤ の組 (⇢j)j2J．
• 測度空間 (⌦ = J [ {?},⌃, µ)．ただし，⌦の任意の一点からなる部分集合は可測（すなわ
ち { {!} | ! 2 ⌦ } ⇢ ⌃）と仮定する．
• 古典化操作   2 nCP(L1(⌦,⌃, µ),A; 1)．
そして ⇧! =  1{!}, ! 2 ⌦と記す．このとき識別を次のように定義する．すなわち
(I) 任意の j, k 2 J, j 6= kに対して条件
h⇢j,⇧ki = 0, h⇢j,⇧ji > 0 (2.5.11)
が成り立つとき，古典化操作  は状態の組 (⇢j)j2J を識別するという．この場
合， を (⇢j)j2J の識別と呼び，h⇢j,⇧jiを識別確率と呼ぶ．
一様識別と完璧識別の定義は略した．また，この定義は ⌦ が可算である場合には以前の定義
を再現する．測定値の個数が非可算になることを考慮して，古典系を `1(⌦) にかぎらずやや一
般化し，正作用素値測度を使っていたところを古典化操作に代えたが，これらはいわば定義の
前提条件についての軽微な修正である．それよりも重要なのは (I) の中にある変更されていない
定義条件の方である．(⇢j)j2J が識別可能であるときには，任意の j, k 2 J, j 6= k に対して条件
h⇢j,⇧ki = 0, h⇢j,⇧ji > 0 を満たす作用素の組 (⇧!)!2⌦ が存在しさえすれば，上記定義をいく
らか別の形にするにしても以下の議論はそのまま妥当する．
さて，この小節の目的は次を示すことである．
命題 2.5.3. 識別可能な状態の個数はHilbert 空間の次元を越えない．すなわち，AをHilbert
空間 H上の物理系とし，(⇢j)j2J をこの物理系上の正規状態の組とする．このとき定義 2.5.2 の
意味で (⇢j)j2J が識別可能であるなら
|J|  dimH. (2.5.12)
ただし，dimHはHilbert 空間 Hの次元，|J| は集合 Jの濃度を表す．
通常の量子力学ではHilbert 空間は可分，すなわち可算次元と前提されると先に述べた．この前
提と上記命題を勘案して，先の識別の定義ではベクトル状態の個数を可算に限ったのである．
証明. 系 2.5.1 の証明 [(a) =) (b)] では可算性の仮定を用いていない．これを今の場合にも繰
り返して次を得る．どの j 2 Jに対しても0@ \
k2J\{j}
ker ⇢k
1A \ ker ⇢j 6= ?. (2.5.13)
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そこで ⌘j を上の集合から一つづつ選びベクトルの組 (⌘j)j2J を得る．ベクトル ⌘j の取り方から
(⌘j)j2J は極小である．それゆえ命題の証明は次の主張に帰される．この主張はGram-Schmidt
の直交化法の単純な一般化であるが念のため証明を与える．
主張. 一般に，Hilbert 空間の極小なベクトルの組 (⇠j)j2J に対して，同じ添字集合 Jで添字
づけられた正規直交系 (ej)j2J が存在する．
主張の証明. Jに整列順序 “” を入れ，（超限）帰納的に正規直交系を構成する．任意の k 2 J
に対して次の二条件を満たすベクトルの組 (ej)j<k があったと仮定する．
• (ej)j<k は正規直交．
• span{ ej | j < k } = span{ ⇠j | j < k }
このとき直交直和分解
span{ ej | j  k } = span{ ej | j < k }+ (span{ ej | j < k })? \ span{ ej | j  k }
(2.5.14)
に従って ⇠k を次のように分解する．
⇠k = ⇠
0
k + ⇠
00
k . (2.5.15)
もしも ⇠ 00k = 0であれば，⇠k = ⇠ 0 2 span{ ej | j < k } となり (⇠j)j2J の極小性に反する．ゆ
えに ⇠ 00k 6= 0．そこで ek 2 Kを次のように定めることができる．
ek =
⇠ 00k
k⇠ 00kk
. (2.5.16)
新たにここで定義した ek を (ej)j<k 加えてできる組 (ej)jk は次を満たす．
• (ej)jk は正規直交．
• span{ ej | j  k } = span{ ⇠j | j  k }
以上のようにして帰納的に正規直交系 (ej)j2J が構成される． q.e.d.
証明のはじめに述べたことと今示した主張を合わせて結論を得る． q.e.d.
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結
本章では，識別の定義（定義 2.1.1）を述べ，可算無限個のベクトル状態の組がいつ識別可能に
なるかを明らかにする識別性の基準（定理 2.3.1 または定理 2.4.5）を示した．
本論文で考察する（第二種）識別とは状態識別の一種であり，unambiguous discrimination
とも呼ばれる．この識別では各試料に対する測定の結果「確かなことは云えない」と述べること許
す．その代わりに真の状態ではない候補状態を真の状態と取り違えることは許さない．本章では，
単なる識別性と一様識別性を区別して定義した．単なる識別可性は，いつかは真の状態を同定でき
ることを保証する．これに対して一様識別性は，事前に何回程度測定を繰り返せば系の状態を同定
できるかまで教えてくれる．この二つの識別性の違いは，無限個の候補状態を取り扱うにあたって
はじめて現れる．
以上のように識別を定義したのち，量子系 B(K)上の可算個のベクトル状態の組に対して識別性
の基準を示した．一方には，識別性というベクトル状態の組の測定論的性質があり，他方には，ベ
クトルの組の一次独立性に類似した数学的性質がある．この定理は，これらの間の対応関係を確立
するものである．識別性には一次独立性，一様識別性には Riesz-Fischer 性，完璧識別性には正
規直交性が対応する．特に，Riesz-Fischer 性の定義に現れる Riesz-Fischer 下界には，一様識
別の最低識別確率という測定論的な意味があることが分かった．
最後に定理の二つの前提条件，すなわち純粋性と可算性について考察した．まず，定理はベクト
ル状態（純粋状態）を取り扱っているが，この場合の議論の単純な一般化として正規状態（混合状
態を含む）の識別性についての結果が導出できることを述べた．次に，通常の量子力学の定式化で
は可分Hilbert 空間が用いられること，そしてそのときには識別されるベクトル状態の個数は高々
可算であることを示した．
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第 3章
最適性
前章の定義によれば，状態の組が識別可能であるとは，その組が少なくともひとつの識別を許容
することを指すのであった．したがって，識別可能な状態の組は一般には複数の識別を許容する．
そのような複数の識別の中で最も優れた識別はどのようなもので，どのような性質を持つだろう
か．本章ではこの種の最適な識別にまつわる議論を行う．
1節では，最低識別確率の大小によって識別の優劣ないし最適性が定義されると考える．このと
きには最低識別確率の最大値を求めることが課題となる．そこでこの節では問題の最大値を与え，
それを達成する識別を構成する．
最低識別確率による最適性の定義は有用ではあるが，常にそのような定義を採用しなければなら
ないわけでもない．目的や状況，或いは人の趣向によっても最適性の定義も多種多様になり得る．
このような事情に鑑みて，2節では最適性の定義を一般化する．その上でどのような定義を採用し
たとしても言えることは何かを論じる．特に次が成り立つことが示される．すなわち，最適な識別
を行い測定値 “?” を得たとすると，そのあとに残される事後状態はもはや識別可能ではなくなる．
これは最適な識別が被測定系に大きな擾乱をもたらすことを意味している．
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1 識別確率の最大値
状態の組 (⇢j)j2J が正作用素値測度 ⇧ = (⇧!)!2J[{?} で識別可能であるとは次が成り立つこと
であった．
h⇢j,⇧ki =  j,k qj, qj > 0. (3.1.1)
qj は識別確率と呼ばれ，真の状態が ⇢j であった場合にこれを正しく同定できる確率を表すので
あった．⇧が (⇢j)j2J の識別なら qj > 0，一様識別なら最低識別確率 q = inf{qj | j 2 J } が > 0を
満たす．次の定理は最低識別確率の最大値を与える．特に，この定理により最大値の存在も示され
ている点に注意されたい．
定理 3.1.1 ([KK16, Theorem 2]). 可算個のベクトル状態の組 (|⇠jih⇠j|)j2J 2 (B1(K))J が一
様に識別できるとする．この組の最低識別確率の最大値は次で与えられる．
q =
1      
X
j2J
|⌘jih⌘j|
      
. (3.1.2)
ただし，(⌘j)j2J は span{ ⇠j | j 2 J} に属する (⇠j)j2J の双直交系である．この最低識別確率の最
大値は次の正作用素値測度 ⇧ = (⇧!)!2J[{?} により達せられる．
⇧j = q |⌘jih⌘j| , ⇧? = 1-
X
j2J
⇧j. (3.1.3)
ただし，j 2 J．
証明. 一様識別可能であるという仮定により，定理に云うように双直交系 (⌘j)j2J が一意に定ま
る（補題 2.4.2）．また，これが定理に述べた正作用素値測度 ⇧を定めることも定理 2.3.1 の証
明（(II)() (ii)）で述べたから繰り返さない．ここでは定理に与えた qが最大の最低識別確率
であることのみを示す．
証明のため ⇧ とは別に正作用素値測度 ⇧ 0 = (⇧ 0!)!2J[{?} も状態の組 (|⇠jih⇠j|)j2J を一
様に識別すると仮定する．そしてこの識別の識別確率を q 0j =
⌦
|⇠jih⇠j| ,⇧ 0j
↵，最低識別確率を
q 0 = infj2J q 0j と記す．さらに閉線型部分空間 span{ ⇠j | j 2 J } への射影を P 2 B(K)とする．定
理は次の主張から導くことができる．この主張は，Hilbert 空間を PKに限定すると識別の正作
用素値測度が一意に定まることを述べている．
主張. P⇧ 0kP = q 0k |⌘kih⌘k| , k 2 J．
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証明. ⇧ 0 は (|⇠jih⇠j|)j2J を識別するから，53 頁に述べた主張により次が成り立つ．任意の
j, ` 2 Jに対して
h⇠j, P⇧ 0kP⇠`i = h⇠j,⇧ 0k⇠`i ⇠j,⇠k 2 PK
=  j,kq
0
k k,`. 53 頁の主張 (2.4.26) (3.1.4)
他方，(⌘j)j2J は (⇠j)j2J の双直交系であるから
h⇠j, P |⌘kih⌘k|P⇠`i = h⇠j,⌘ki h⌘k,⇠`i ⇠j,⇠k 2 PK
=  j,k k,`. (3.1.5)
(3.1.4) と (3.1.5) を見比べて次を得る．
0 =
D
⇠j, P
⇣
⇧ 0k - q
0
k |⌘kih⌘k|
⌘
P⇠`
E
. (3.1.6)
j, ` 2 Jは任意であり，PK = span{ ⇠j | j 2 J} であったから
0 = P
⇣
⇧ 0k - q
0 |⌘kih⌘k|
⌘
P. (3.1.7)
⌘kは PKに属するように取ったのだから，P |⌘kih⌘k|P = |⌘kih⌘k|．よって結論を得る． q.e.d.
⇧ 0 は正作用素値測度であるから 0  ⇧ 0? = 1-
P
j2J⇧
0
j．よって 1  
P
j2J⇧
0
j．これを射影
P ではさみ，いま示した主張を用いて次を得る．
P  
X
j2J
P⇧ 0jP =
X
j2J
q 0j |⌘jih⌘j| = q 0
X
j2J
|⌘jih⌘j| . (3.1.8)
上式各辺は何れも   0．そこでノルムに移って
1   q 0
      
X
j2J
|⌘jih⌘j|
         q 0 1q . (3.1.9)
すなわち q   q 0．これが証明すべきことであった． q.e.d.
有限個のベクトル状態 (⇠j)j2J の最大最低識別確率をどのように求めればよいかを説明する．原
理的には，まず (⇠j)j2J の双直交系 (⌘j)j2J を求め，次に正作用素
Y =
X
j
|⌘jih⌘j| (3.1.10)
のノルムを計算することで最大の最低識別確率 qを求めることができる．しかし，実際に双直交系
を求めるのは面倒である．幸いにも候補状態が有限個であれば，双直交系 (⌘j)j2J を求めるという
手続きは省略できる．それを見るには，双直交系の定義により
X =
X
j
|⇠jih⇠j| (3.1.11)
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が span{ ⇠j | j 2 J } 上で Y の逆行列になることに注意すれば良い．このことから
q =
1
kYk =
1
(Y の最大固有値)
=
1
(Xの 0と異なる固有値の最小値)-1 = (Xの 0と異なる固有値の最小値).
(3.1.12)
この計算は X, Y が互いに逆な正作用素であることに依っている．X は (⇠j)j2J だけを用いてP
j |⇠jih⇠j| で与えられ，この固有値を計算することで最大の最低識別確率が求められるのである．
特に簡単な場合として，二つのベクトル状態の識別を検討しておく．
例 3.1.2. 二つのベクトル状態の組 (⇠j)j={1,2} 2 K2 は一次独立とする．これらの状態の最低識
別確率の最大値は次で与えられる．
q = 1- | h⇠1,⇠2i | (3.1.13)
この値は ⇠1,⇠2 が直交するときに限り 1となる．
証明. K = C2 として，作用素 X = |⇠1ih⇠1| + |⇠2ih⇠2| 2 C4⇥4 の固有値を求めれば良い．
h⇠1,⇠1i = 1 = h⇠2,⇠2iに注意すれば，Xの固有値が 1± | h⇠1,⇠2i | であることが分かる．した
がって，上の議論から q = 1- | h⇠1,⇠2i | である． q.e.d.
この例の結果は [Die88] に帰されるべきものである．ただし，彼は二つの候補状態に対して一
様な事前確率を仮定して議論を行った．なお，無限個の状態に対しては上述の議論は妥当でない．
(⇠j)j2J が Riesz-Fischer という条件は X =Pj |⇠jih⇠j| の収束を保証しない．
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2 最適識別の擾乱
一般には識別の事後状態については何も言えないが，最適な識別については事後状態について
はっきりとしたことが言える．すなわち，最適な識別で「確かなことは云えない」という測定値
“?” を得た場合，そのあとに残される状態の組はもはや識別不能となる．本節では，最適性の定義
の仕方によらずこのことが成り立つことを示す．すなわち，
定理 3.2.1 ([KK18, Theorem]). Aを物理系とし，さらに下記を所与とする．
• 可算個の正規状態の組 (⇢j)j2J 2 (A⇤)J．
• 評価函数 f：
次の条件を満たす f : (0, 1]J ! R を一つとり，これを評価函数と呼ぶ．すなわち，
(qj)j2J, (q 0j)j2J 2 (0, 1]J に対して⇥ 8j 2 J, qj < q 0j ⇤ =) f(qj) < f(q 0j). (3.2.1)
• 評価函数 fが定める識別の集合上の半順序  ：
 ,  0 2 nCP(`1(J [ {?})⌦A,A; 1) を (⇢j)j2J の識別とし，それぞれの識別確率を qj, q 0j
と記す．そして f(qj) < f(q 0j) が成り立つとき       0 と記し，      0 または   =   0
が成り立つとき       0 と記すことにする．
以上の設定の下で次が成立する．すなわち，(⇢j)j2J の識別  が上に定めた半順序 の意味で極
大であったとする．このとき測定  を行い測定値 “?” を得たあとに残される状態の組 (⇢j,?)j2J
はもはや識別可能ではない．ただし，“?” が得られる確率
h( j( ? ⌦ (-)))⇤⇢j, 1i = h⇢j, ( ? ⌦ 1)i (3.2.2)
はどの j 2 Jに対しても 0とは異なると仮定する．このために測定後状態
⇢j,? =
( ( j ⌦ (-)))⇤⇢j
h( ( j ⌦ (-)))⇤⇢j, 1i . (3.2.3)
はどれも一義的に定義される．
ここで定義した半順序 “ ” は評価函数 fで測った識別の良さを表す．したがって，“ ” の意味
で極大な識別はこの意味で最適であるといえる．また，定理における最適性は条件 (3.2.1) を満た
すようなどんな評価函数 fを用いて定義しても良い．この条件は極めて緩慢である．それゆえ定理
の結論は多様な最適性の定義に対して妥当する．
定理の証明に入る前に，定理で用いた記号や用語の意味を確認する．まず，測定   2 nCP(`1(J[
{?})⌦ A,A; 1)が (⇢j)j2J の識別であるとは，その正作用素値測度 ( ( ! ⌦ 1))!2J[{?} が識別であ
ることを指す．Schrödinger 描像における測定後状態が (3.2.11) で与えられることについては，
公理A3.23（25 頁）を見られたい．これらが一義的に定義されるという定理における仮定は，“?”
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が得られる確率
h( j( ? ⌦ (-)))⇤⇢j, 1i = h⇢j, ( ? ⌦ 1)i (3.2.4)
がどの j 2 Jに対しても 0でないということを意味する．
証明. 対偶を示す．そのために，事後状態 (⇢j,?)j2J がなおも識別可能であったと仮定し，これを
識別する測定を   0 2 nCP(`1(J [ {?}) ⌦ A,A; 1) とする．この   0 を用いて  よりも優れた識
別  を構成する．
はじめに  をどのように定義すればよいのか直感的に説明しておく．二つの測定  ,  0 立
て続けに行うことを考える．一回目の測定  で測定値 j 2 Jが得られたら真の状態は ⇢j である
と直ちに判断する．この場合，二回目の測定の結果は無視する．一回目の測定  で測定値 “?”
が得られた場合には二回目の測定結果を考慮する．二回目が kであれば真の状態は ⇢k であった
と判断し，二回目も “?” であれば諦めて “?” と応える．以上の一連の過程によって説明される
測定を  とするのである．
次の条件で  2 nCP(`1(J [ {?})⌦ A,A; 1)を定義する．
 ( ! ⌦ X) =
8>><>>:
 
✓
 ! ⌦
⇣
  0(1⌦ X)
⌘◆
+  
✓
 ? ⌦
⇣
  0( ! ⌦ X)
⌘◆
, ! 2 J
 
✓
 ? ⌦
⇣
  0( ? ⌦ X)
⌘◆
, ! = ?.
(3.2.5)
この条件を満たす  は唯一つだけ存在する．この定義と定理の最後に述べた仮定から
h⇢k, ( j ⌦ 1)i
=
⌧
⇢k, 
✓
 j ⌦
⇣
  0(1⌦ 1)
⌘◆ 
+
⌧
⇢k, 
✓
 ? ⌦
⇣
  0( j ⌦ 1)
⌘◆ 
= h⇢k,  ( j ⌦ 1)i+
D⇣
 ( ? ⌦ (-))
⌘
⇤
⇢k,  
0( j ⌦ 1)
E
= h⇢k, ( j ⌦ 1)i+
D⇣
 ( ? ⌦ (-))
⌘
⇤
⇢k, 1
E* ⇣ ( ? ⌦ (-))⌘⇤⇢kD⇣
 ( ? ⌦ (-))
⌘
⇤
⇢k, 1
E
| {z }
⇢k,?
,  0( j ⌦ 1)
+
(3.2.6)
ここで (⇢k)k2J ははじめに与えられた状態の組，(⇢k,?)k2J は測定  を行い “?” を得たあとの状
態の組である．二つの測定  ,  0 はそれぞれこれらの組の識別であったから，上式は次のように
書き換えられる．
h⇢k, ( j ⌦ 1)i =  k,j
⇣
qj + (1- qj)q
0
j
⌘
(3.2.7)
ただし，qj, q 0j は  ,  0 の識別確率である．これから  もまた (⇢j)j2J の識別であることが分
かる．
識別確率 q 0j は > 0 を満たす．また，定理の最後の仮定により 1 - q 0j =D⇣
 ( ? ⌦ (-))
⌘
⇤
⇢k, 1
E
> 0 であることに再度注意しておく．それゆえ， の識別確率を
rj = h⇢j, ( j ⌦ 1)iと書けば，上式から任意の j 2 Jに対して
rj - qj = (1- qj)q
0
j > 0. (3.2.8)
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そこで評価函数 fを任意に一つとると，その性質から f(rj) - f(qj) > 0．ゆえに     ．これ
は  の極大性に反する． q.e.d.
上記定理は単なる識別性についての定理である．一様識別性についても同様に次の結果を導くこ
とができる．
定理 3.2.2 ([KK18, Theorem’]). Aを物理系とし，さらに下記を所与とする．
• 可算個の正規状態の組 (⇢j)j2J：
(⇢j)j2J 2 (A⇤)J を可算集合 Jで添字付けられた正規状態の組とする．
• 一様評価函数 f：
次の条件を満たす f : (0, 1]J ! R を一つとり，これを一様評価函数と呼ぶ．
(qj)j2J, (q 0j)j2J 2 (0, 1]J に対して
inf{q 0j - qj | j 2 J} > 0 =) inf{ f(q 0j)- f(qj) | j 2 J} > 0. (3.2.9)
• 一様評価函数 fが定める一様識別の集合上の半順序  u：
 ,  0 2 nCP(`1(J [ {?}) ⌦ A,A; 1) を (⇢j)j2J の一様識別とし，それぞれの識別確率を
qj, q
0
j と記す．そして f(qj) < f(q 0j) が成り立つとき    u   0 と記し，   u   0 または
  =   0 が成り立つとき    u   0 と記すことにする．
以上の設定の下で次が成立する．すなわち，(⇢j)j2J の一様識別   が上に定めた半順序  u の
意味で極大であったとする．このとき測定  を行い測定値 “?” を得たあとに残される状態の組
(⇢j,?)j2J はもはや一様識別可能ではない．ただし，“?” が得られる確率について
inf
j2J
h⇢j, ( ? ⌦ 1)i > 0 (3.2.10)
を仮定する．このために測定後状態
⇢j,? =
( ( j ⌦ (-)))⇤⇢j
h( ( j ⌦ (-)))⇤⇢j, 1i . (3.2.11)
はどれも一義的に定義される．
一様識別性においては定理を示すのに，定理の最後に述べたような技術的な条件が必要になる点
に注意が必要である．この条件についての自然な物理的解釈が在るかどうかは分からない．なお，
この条件 supj2J h(⇢j, ( j ⌦ 1)i < 1は ⇢j,? = ( ( j ⌦ (-)))⇤⇢j/ h( ( j ⌦ (-)))⇤⇢j, 1i がどれも一
義的に定義されるていることを保証する．証明は殆ど先の定理と同様であるから，相違点だけ述べ
ることにする．
証明の素描. 定理の最後の仮定を用いる部分だけ述べる．先と同様に (⇢j)j2J, (⇢?,j)j2J の一様識
別を  ,  0 とし，これらから作られる (⇢j)j2J の識別を  と書く．rj, qj, q 0j を  , ,  0 の識別
確率とする． は一様識別であったから，その最低識別確率 q 0 = inf q 0j は > 0を満たす．また，
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定理の最後の仮定により 1- q > 0 である．したがって
rj - qj = (1- qj)q
0
j   (1- q)q 0 > 0. (3.2.12)
ゆえに inf{ rj - qj | j 2 J } > 0．あとは先の証明と同じである． q.e.d.
次に評価函数と一様評価函数の例を挙げる．はじめに一般に評価函数は一様評価函数であるとい
う点に注意したい．換言すれば，一様評価函数の方が大きな類を成している．
例 3.2.3. Jは可算無限集合とし，1 2 Jを仮定する．
• fav：
事前分布 (pj)j2J から定義される平均識別確率を fav : (0, 1]J ! Rと書く．すなわち
fav(qj) =
X
j2J
pjqj. (3.2.13)
ただしPj pj = 1, pj   0．これは確かに評価函数である．
• f1：
前項に述べた fav の特殊な場合として，1 2 Jだけを評価する評価函数 f1 を定義するこ
とができる．すなわち
f1(qj) = q1. (3.2.14)
これは一つ目の候補状態の識別だけに着目する評価函数である．このようなだいぶ特殊
な函数に対しても定理は妥当する．
• finf：
最低識別確率を読み出す評価函数 finf は一様評価函数だが評価函数でない例である．
finf(qj) = inf{qj | j 2 J }. (3.2.15)
以上は (qj)j2J について線形な評価函数であるが，線形でない評価函数もいくらでもある．
最後に先行研究について述べておくことにする．識別の先行研究は少なくないが，それがもたら
す擾乱についての研究となると殆ど見当たらない．例外は [Che98] である．この節で述べたのは
彼の結果を著しく一般化したものである．一般化されている点は大きく別けて二つある．
第一に，彼の議論では候補状態はベクトル状態に限られている．また，測定値 “?” を得た後の事
後状態もベクトル状態になると仮定している．これに対して本論文の議論では，候補状態も事後状
態も一般の正規状態で良い．第二に，彼は識別を平均識別確率 fav でのみ定義している．これに対
して本研究では評価函数の類を拡大した．
彼は，今述べた条件の下で，最適な識別を行って “?” を得た後の状態は一次従属になることを示
している．その証明は，最適な識別に対しては適当な行列が 0 固有値を有することになり云々と
いった調子である．彼の証明は長くはないが拡張性に乏しい．これに対して本論文の証明は極めて
一般化されている上に，最適性の定義に基づく直感的なものである．
定理の証明は単純な論法に基づくものであった．すなわち，測定後状態がなお識別可能なら，識
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別を実行して初めの識別より優れた識別を作ることができる．したがって元の識別は最適ではな
い．この論法は極めて自然でなかば自明といっても良い．しかし，このような論法がどのような議
論にて適用でき有意味な結果を導くのかという問題はそれほど自明ではない．本節では識別に対し
てこの論法が上手く機能することを見た．他にどのような文脈でこの論法が有効かを検討するのは
興味深い課題かもしれない．
章を閉じるにあたり，本章に関連する二つの付録について触れておきたい．これらの付録は，い
ずれも識別ないし測定の最適性や擾乱に関係する．本節では評価関数の値の大小により識別の優劣
を定義した．この他にも，例えば測定のなす凸集合に着目し，その端点に位置する測定を優れた測
定とみなすという立場もありえる．この種の議論については付録 D 節を参照されたい．また，識
別の擾乱に関連する話題として，付録 Eで識別再構成測定を取り扱った．識別再構成測定は，識別
の擾乱に反復性と呼ばれる条件を課して定義される測定である．これはよく知られた射影測定の一
つの一般化である上に，端点性とも絡めて論じることが出来る点が興味深い．
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結
本章では最適な識別を論じた．1節では，一様識別の最低識別確率の最大値と，それを達成する
識別を与えた．次に，2節では最適性の定義を吟味し，評価函数による最適性の定義に基づいてど
のようなことが言えるかを論じた．これは最適性の定義を一般化する議論である．結局，どのよう
な評価函数を取るにしても，最適な識別を行って測定値 “?” を得た後に残された状態は識別不能と
なることが示された．もちろん評価函数には適切な条件を課すが，その条件は極めて緩慢である．
また，その証明は識別の定義と最適性の定義に依拠する直感的なものであった．
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第 4章
コヒーレント状態の識別性
序
技術の向上や理論の成熟をもってすれば，物事を幾らでも細かく区別識別してゆけると期待する
のは自然なことである．物理学においても永くそう信じられていたのであって，そうであるからこ
そ古典力学では状態を連続的な相空間の一点に代表させてきたのだと言えるかもしれない．古典力
学では，確率論とは無関係に系の状態が相空間のどの点で表されるかを知ることができるとしてい
る．換言すれば，相空間上の全ての点の中から任意の一点を識別できることを前提している．つま
り，古典力学では状態の識別能力に限界はないと考えてきたのである．しかしこの前提は量子力学
では正しくない．識別能力には限界がある．
本章の主題もこの種の識別性の限界である．特に，これまでの議論を踏まえてコヒーレント状態
の識別を論じる．相空間の一点で表される古典状態の量子力学的対応物がコヒーレント状態であ
る．コヒーレント状態の識別を議論することにより，古典力学で前提されていた完璧な識別性が，
量子力学でどのように破綻するのかを仔細に検討することができる．そうすることで量子力学の特
性を古典力学と対照しながら理解したい．
以下では，幾つかの簡単な例を見たのち，von Neumann 格子と呼ばれるコヒーレント状態の
組を取り上げる．von Neumann 格子は相空間の格子点全体に対応するコヒーレント状態の組で
ある．この格子の性質は，これまでに議論してきた識別によって明快に捉えられる．議論の構造は
簡単である．第 2章で得られた識別性の基準を用いて，この格子に関する既知の性質を測定論の言
葉に翻訳すれば良い．この部分だけを述べるならば短く済むのであって，第 2章の最後に例として
組み込むことも可能ではあったと思う．しかし，本論文ではこの例の物理的重要性に鑑みて，ここ
に章を別けて論じることにした．本論文の序論で，量子状態の不確定性とは何であるか，どのよう
に理解できるのかと疑問を呈した．本章で得られる結論は，この疑問に対する一つの解答である．
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1 正準コヒーレント状態
本章では，このあとその識別を議論するコヒーレント状態について説明する．古典力学において
は系の状態は相空間の一点で表される．この状態は座標も運動量も決まった値を持っている．正準
コヒーレント状態はこの古典状態の量子力学における対応物である．正準コヒーレント状態は古
典力学の相空間の点で指定され，座標と運動量がその点の周りに局在している状態である．正準コ
ヒーレント状態は E. R. J. A. Schrödinger が既に 1926 年に発見している [Sch26]．そののち
R. J. Glauber や E. C. G. Sudarshan が電磁波の記述に用い，今日では量子光学分野でも広く
知られるようになった [Gla63a, Gla63b, Sud63]．
a 質点の量子力学
これから考察するコヒーレント状態は，一次元空間中の粒子の座標 Qと運動量 P の値がおおよ
そ定まった状態であると言える．ところで Qや P はどのような作用素であったか．作用素である
以上なんらかの空間に作用しているのであろうが，それはどのような空間だろうか．もちろんこれ
らの作用している空間は実軸上の自乗可積分函数のつくる Hilbert 空間 K = L2(R)である．そし
てこれらの作用素は函数の引数 qの乗算あるいは微分（掛ける i-1）と定義される．しかし，どう
してこういうことになったのか．以下の議論を展開するにあたっては，これら周知の結果から一歩
後退して，表現論の立場から話をはじめ，この周知の結果に再び戻ってくるという手続きを踏んで
おく方が都合が良い．そこで，この小節では群の表現という立場から作用素 Q,P や Hilbert 空間
K = L2(R)の間の関係を整理しておく．
以降，一次元空間中の一質点の記述を考察する．この物理系の記述は，古典力学では Poisson
括弧，量子力学では正準交換関係が基本になる．
{q, p} = 1, [Q,P] = i. (4.1.1)
ここでは記号の説明は省略する．これらの代数的性質を抽象してHeisenberg 代数を定義する．
定義 4.1.1 (Heisenberg 代数). 三つの記号 X, Y, Z を基底とする Lie 代数であって，関係式
[X, Y] = Z, [Y, Z] = 0, [Z,X] = 0を満たすものをHeisenberg 代数と呼ぶ．以下，Heisenberg
代数を hと記す．Heisenberg 代数は C3⇥3 の部分 Lie 代数として実現できる．
古典力学はこの Lie 代数の相空間 R2 上の多項式函数環なり Schwartz 函数環への作用，量子
力学はHilbert 空間への作用と理解できる．ここでは量子力学に関心がある．そこで，この Lie 代
数のHilbert 空間上への表現を考える．ただ，直接にこの Lie 代数の表現を考察すると，取り扱い
が難しい非有界作用素が現れてしまう．そこで h を指数の肩に乗せて Heisenberg 群 Hを作り，
このユニタリ表現を考察すれば非有界作用素を直接に取り扱わずに済む，というのが Weyl の着
想であった [Wey27]．ここでもそのようにして群の表現に話を移す．
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定義 4.1.2 (Heisenberg 群). Heisenberg 代数のつくる群を Heisenberg 群 H と書く．す
なわち
H = {gq,p,t = exp[pX- qY + tZ] |q, p, t 2 R } (4.1.2)
gq,p,t の形の元は積法則 gq,p,t gq 0,p 0,t 0 = gq+q 0,p+p 0,t+t 0+(qp 0-pq 0)/2. に従う．
実座標 (q, p) 2 R2 の代わりに複素座標 z 2 Cを次のように導入してHeisenberg 群の元
を記述することもできる．
z =
q+ ipp
2
, A =
X+ iYp
2
, B =
X- iYp
2
. (4.1.3)
この対応のもと gz,t = gq,p,t と定義すれば
gz,t = exp[(zB- z
⇤A)/i+ Zt]. (4.1.4)
この表示では積法則は gz,t gz 0,t 0 = gz+z 0,t+t 0+Im(z⇤z 0) となる．
今しばらくHeisenberg 群 Hのユニタリ既約表現 T : H! B(K)の存在を仮定して話を進めて
みる．g0,0,t = exp[tZ]の形の元は Hの勝手な元と交換することに注目する．このことと T の既約
性から Schur の補題により T exp[tZ]は恒等作用素に比例しなくてはならない．それを exp[t(i~)]
と記す．ユニタリ性により ~は実数である．このようにして Heisenberg 群のユニタリ既約表現
ごとに定数 ~ 2 Rが定まる．逆に，Heisenberg 群のユニタリ既約表現はこの定数 ~ 2 Rによっ
て漏れなく一意に指定できる．このことを述べたのが Stone-von Neuman の定理である．以降，
適当に単位を取り直して ~ = 1の場合にだけ着目することにする．
定理 4.1.3 (Stone-von Neuman の定理). Heisenberg 群 Hの（強連続）ユニタリ既約表現
T : H! B(K)であって
T exp[tZ] = exp[t(i1)], t 2 R (4.1.5)
を満たすものが存在し，それはユニタリ同値を除いて唯一つしかない．
この定理により表現空間を具体的に指定することなく座標作用素や運動量作用素を定義すること
ができる．
定義 4.1.4 (座標作用素，運動量作用素，消滅作用素，生成作用素). T を上記定理に云う
Heisenberg 群のユニタリ既約表現，Kをその表現空間とする．次の等式により Kに作用する
自己共役な非有界作用素 Q,P と（自己共役でないが可閉ではある）非有界作用素 a を定義す
る．これらの定義域は Kに稠密にとれる．
Tgq,p,t T exp[pX- qY + tZ] exp[i(pQ- qP + t)]
Tgz,t T exp[(zB+ z⇤A)/i+ Zt] exp[za⇤ - z⇤a+ it]
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上式の作用素を Uq,p,t もしくは Uz,t と記す．また，Q,P, a, a⇤ を座標作用素，運動量作用素，
消滅作用素，生成作用素と呼ぶ．定義によりこれらは交換関係
QP - PQ = i, aa⇤ - a⇤a = 1. (4.1.6)
を満足する．
ここまでに述べてきたことを要約しておく．まず，古典力学と量子力学に共通し，これらの背後
にある構造としてHeisenberg 群 Hを導入した．そして，この群の表現として質点の量子力学を
再構成しようとした．Heisenberg 群には非同値なユニタリ既約表現があるかもしれない．もし非
同値な表現があれば，（例えばスピンが角運動量 Jごとに異なる対象を表すように）質点の量子力
学も複数に分岐し，それぞれを異なる対象として取り扱わざる得なくなったはずである．しかし，
実際には Stone-von Neuman の定理が保証するように，Heisenberg 群の既約ユニタリ表現は
本質的に一つしかないことが分かった．
歴史的に見ると，一次元空間中の一質点の量子力学としては，Heisenberg の行列力学と
Schrödinger による波動力学の二つが別個に提案された．これらはHeisenberg 群の見かけ上異
なった二つの表現である．そして両者の理論が等価であるのは，これら二つの表現がユニタリ同値
であるということにほかならない．
b 定義
前節で質点の量子力学が Heisenberg 群の既約ユニタリ表現として得られることを確認した．
この小節ではこの事実を踏まえた上でコヒーレント状態を定義する．
定義 4.1.5 (真空状態，コヒーレント状態，数状態). 真空状態，コヒーレント状態，数状態を次
のように定義する．
• Kの規格化されたベクトル  0 であって，
a 0 = 0 (4.1.7)
を満たすものが { z 2 C | |z| = 1 } の乗算を除いて唯一つだけ存在する．これを真空ベク
トルまたは真空状態と呼ぶ．
• 各 z 2 Cに対してコヒーレント状態  z 2 Kを次のように定義する．
 z = Dz 0, Dz = Uz,0 = exp[za
⇤ - z⇤a]. (4.1.8)
ただし， 0 は真空状態，Uz,0 は定義 4.1.4 に述べたユニタリ作用素である．
• 各 n 2 {0, 1, 2, . . . } に対して数状態  n を次のように定義する．
 n =
a⇤np
n!
 0. (4.1.9)
数状態  n は数作用素 a⇤aの固有値 nに属する固有ベクトルである．そこでこれを数状
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態と呼ぶ．( n)n2{0,1,2,... } は Kの正規直交完全系である．数状態は Fock 状態とも呼ば
れる．
D0 = 1より真空ベクトル  0 は z = 0に対するコヒーレント状態  0 に等しい．それゆえ記号
 0 の二つの定義は無矛盾である．また，以降混乱の恐れのない場合には  z, n を |zi , |niと
略記する．なお，定義から  0 =  0 である．
真空状態の定義から a 0 = 0および a⇤a 0 = 0が成り立つ．これから真空状態における Q,P
の（理想測定による）期待値および分散が存在して次が成立する．
h 0,Q 0i = 0 = h 0, P 0i ,
⌦
 0,Q
2 0
↵
=
1
2
=
⌦
 0, P
2 0
↵
. (4.1.10)
すなわち真空状態 | 0ih 0| は，相空間 Cの原点 0 2 Cに局在した状態である．
コヒーレント状態はこの真空状態を変位作用素 Dz で zだけ並進させた状態である．実際，並進
作用素 Dz の定義から次が成り立つことが検証される．
D⇤zaDz = a+ z. (4.1.11)
したがって確かに Dz は相空間 C の点に対応する作用素 aをちょうど zだけ並進させる．これと
真空状態の定義により
(a- z) z = (DzaD
⇤
z)(Dz 0) = Dz(a 0) = 0. (4.1.12)
すなわち  z は a の固有値 z に属する固有ベクトルである．これから直ちに次を得る．z =
(q+ ip)/
p
2により導入される実変数 q, pについて
hz|Q|zi = q, hz|P|zi = p, hz|(Q- q)2|zi = 1
2
, hz|(P - p)2|zi = 1
2
(4.1.13)
特に後の二式からベクトル状態 | zih z| が（数学的な）Heisenberg の不等式の等号を達するこ
とが示される．*28q
hz|(Q- q)2|zi
q
hz|(P - p)2|zi = 1
2
(4.1.14)
これはコヒーレント状態  z が相空間上の一点 z = (q+ ip)/
p
2に局在していることを示す一つの
根拠である（図 4）．以上で，コヒーレント状態についての基本的性質については述べ終えた．次
にここまでで導入された記号を便宜のために列挙する．次節以降ではコヒーレント状態の組の識別
性について見てゆくことにする．
K Heisenberg 群の ~ = 1に対応する（強連続）既約ユニタリ表現の表現空間．
一次元空間中の一粒子を記述する．
a 消滅作用素．aa⇤ - a⇤a = 1を満たす非有界作用素．a = (Q+ iP)/p2によ
り座標作用素 Qと運動量作用素 P と関係する．
*28 Heisenberg の不等式については本論文の序論を参照されたい．
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(q,p)
q
p
古典状態
|zi
q
p
コヒーレント状態
図 4 相空間の一点で表される古典状態とコヒーレント状態の比較．コヒーレント状態は
z = (q + ip)/
p
2 で表される相空間の一点周りに局在している．コヒーレント状態についての
図は，例えば伏見函数 [Hus40, Leo97] を用いて正当化される．
|0i =  0 真空状態．a 0 = 0を満たす Kの規格化されたベクトル．誤解の恐れのない
ときには |0iと略記される．
Dz 変位作用素．これは z 2 Cで添字付けられた Kに作用するユニタリ作用素で
ある．
Dz = exp[za⇤ - z⇤a] = exp[za⇤] exp
⇥
-|z|2/2
⇤
exp[-z⇤a]で定義される．
|zi =  z コヒーレント状態．相空間 Cの点 zごとに  z = Dz 0 で定義される．誤解
の恐れのないときには |ziと略記される．
|ni =  n 数状態． n = (a⇤n/
p
n!) 0 で定義される．数作用素 a⇤aの固有値 nに属
する固有ベクトル．( n)n2{0,1,... } は K の正規直交完全系を成す．誤解の恐
れのないときには |niと略記される．
80
2 候補状態の個数と識別性
コヒーレント状態の識別性を議論する．識別すべき候補状態の個数が少なければ識別しやすく，
多ければ識別しにくくなることが期待される．ここでは候補状態の個数を三種に分けて考える．す
なわち，有限，可算無限，非可算無限である．有限個を少ない場合，非可算無限個が極端に多い場
合と考える．これらの場合には，候補状態の個数だけから識別性が分かる．本節ではまずこのこと
を示す．
有限個の場合からはじめる．有限個のコヒーレント状態の組は常に識別可能である．この証明
は初等的である．なお，次の命題の証明は有限個のベクトル状態の識別性についての基準に基づ
く．*29 この基準は既に A. Cheﬂes が得ていた結果である．したがって，次の命題も本質的には
Cheﬂes に帰されるべきものである．
命題 4.2.1. z1, . . . , zn 2 Cを相異なる有限個の複素数とする．このときコヒーレント状態の組
(|zji)j2{1,...,n} は一様識別可能である．
q
p
図 5 有限個のコヒーレント状態の模式図．図では相空間中の五つのコヒーレント状態を示した．
命題 4.2.1 の証明. 系 2.3.2（45 頁）で示した通り，有限個のベクトル状態の一様識別可能性
は一次独立性に等しい．よって命題の初めに述べた有限個のコヒーレント状態の一次独立性を示
せば十分である．
背理法により命題に云うコヒーレント状態の組 (|zji)j2{1,...,n} が一次独立でなかったと仮
定する．このときある j 2 {1, . . . , n} があって，|zji 2 span{ |zki | k 6= j }．一般性を失うことな
く j = 1と仮定する．すると，複素数 ↵2, . . . ,↵n 2 Cがあって次が成り立つ．
|z1i =
X
k=2,...,n
↵j |zji . (4.2.1)
*29 本論文の系 2.3.2（45 頁）．
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ここで次の作用素を考える．Y
k=2,...,n
(a- zk). (4.2.2)
(a - zk) たちは互いに可換だから上の作用素は積の順序に依らずに無矛盾に定義される．この
作用素を上の式の両辺に作用させることができる．すると a |zi = z |ziよりY
k=2,...,n
(z1 - zk) |z1i =
X
k=2,...,n
↵j
Y
k=2,...,n
(zj - zk) |zji
= 0. (4.2.3)
右辺が 0になるのはQ(zj - zk) = 0だからである．他方，左辺の数因子Q(z1 - zk)は z1 が
z2, . . . , zn と異なるという仮定により 0でない．ゆえに
|z1i = 0. (4.2.4)
これは不合理である．なぜなら，真空ベクトル |0iは 0でなく，それにユニタリ作用素を作用さ
せて作られた |z1i = Dz1 |0i も 0 にはなりえないからである．よって背理法の仮定は正しくな
い．つまり (|zji)j2{1,...,n} は一次独立である． q.e.d.
このように有限個のコヒーレント状態の組は識別可能である．換言すれば，有限個である限りコ
ヒーレント状態の識別性に定性的な変化は生じない．しかし，もちろん定量的にはいろいろな変化
があり得る．組の中にあまりに接近した二状態があったり，コヒーレント状態の数が増えていけ
ば，識別確率は低下してゆくのが普通である．例えば二つのコヒーレント状態 (|z1i , |z2i) の間の
最低識別確率の最大値 qは次で与えられる．*30
q = 1- | hz1|z2i | = 1- e-|z2-z1|2/2. (4.2.5)
この最低識別確率は，確かに z1 と z2 が近ければ 0に近づく．
一般に多数の状態の最低識別確率は，その中の二状態の最低識別確率よりも小さい．これは多数
の状態を識別するよりも，そのなかの二つだけを識別することのほうがたやすいことから直感的に
理解できる．そのため，コヒーレント状態の組 (|zji)j2J の最低識別確率は次の値で上から抑えら
れる．
inf
⌦
1- e-|zj-zk|
2/2
    j, k 2 J, j 6= k↵ (4.2.6)
これはコヒーレント状態の組が有限でなくても成り立つことである．
⇤
次に，非可算無限個のコヒーレント状態は識別不能であることを示す．
命題 4.2.2. 非可算無限個のコヒーレント状態からなる組は，識別不能である．
*30 例 3.1.2（68 頁）参照．
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証明. 命題 2.5.3 で示したとおり，識別可能な状態の個数はHilbert 空間の次元を越えない．し
たがって，コヒーレント状態の属するHilbert 空間 Kの次元 dimKが可算であるとを示せば十
分である．この Hilbert 空間 K は Heisenberg 群の（強連続）既約ユニタリ表現の表現空間
であり，確かに可算次元である（例えば数状態  n, n = 0, 1, 2, . . . は可算な正規直交完全系を
なす）． q.e.d.
以上見てきたとおり，有限個のコヒーレント状態は一様識別可能であり，非可算無限個のコヒー
レント状態は識別不能である．したがって，これらの中間に位置する可算無限個のコヒーレント状
態の識別性だけが真に非自明である．そのような可算無限個のコヒーレント状態の組の中でもとり
わけ興味深い例は von Neumann 格子である．次にこれを導入し，その識別性を論じる．
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3 von Neumann 格子
本節では可算無限個のコヒーレント状態の例である von Neumann 格子にまつわる議論を概観
し，既知の結果を整理する．この識別性は次節で議論される．
古典力学の相空間は C ' R2 であった．この平面に等間隔に横線を引き，また等間隔に縦線を
引いてゆく．こうして描かれた図形が格子であり，この格子によって平面は無数の長方形に分割さ
れる．これらの合同な長方形のうちの勝手な一つを格子の基本領域と呼び，縦線と横線の交わる点
を格子点と呼ぶ．このような格子点に対応するコヒーレント状態の組を von Neumann 格子と呼
ぶ．斜方格子まで含めた一般的な定義を次に述べる．
定義 4.3.1. !1,!2 2 C は Im(!⇤1!2) > 0 を満たす二つの数とする．これらに対して von
Neumann 格子 vNL(!1,!2)を次のように定義する．
vNL(!1,!2) = (|n1!1 + n2!2i)n1,n22Z (4.3.1)
ここで |ziは相空間上の一点 z 2 Cに局在するコヒーレント状態を表す．Cの部分集合 { t1!1+
t2!2 | t1, t2 2 [0, 1) } を vNL(!1,!2) の基本領域と呼び，この領域の面積を S(!1,!2) =
Im(!⇤1!2)と記す．そして Sの大小に応じて格子は粗または密であると形容する．混乱の生じ
る恐れのない場合には vNL(!1,!2), S(!1,!2)を vNL, Sと略記する．
q
p
S
図 6 von Neumann 格子の模式図．図は正方格子に対応する von Neumann 格子．Sは格
子の基本領域の面積を表す．
von Neumann 格子は幾らか異なった複数の文脈で議論されてきた．この格子の識別性の議論
に入る前に，その文脈を三つほど簡単に紹介する．
一つ目は測定論である．もともとこの格子は，von Neumann が彼の有名な教科書 [vN32] で
座標と運動量の同時測定に利用する目的で導入したものである．彼はいわゆるGram-Schmidt の
直交化法により von Neumann 格子から正規直交完全系をつくり，これを用いて射影測定を行う
ことを想定していた．このような測定により精度良く座標と運動量を同時に推定できると考えた
のである．しかし，彼の議論はあまりに素描的で，例えばこの射影測定からどのように座標と運
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動量を推定すればよいのかすら明らかにされていない．ところで，このようにして直交化により
正規直交完全系を得るためには，もとの von Neumann 格子自身が完全系を成している必要が
ある．この点について von Neumann は興味深いことを •証 •明 •な •し •に述べている．すなわち，格
子が Planck 定数の逆数程度に密になればこの格子は完全になると宣言しているのである [vN32,
p. 217, 日本語版では p. 323]．この点については後でまた触れることにする．いずれにしても，
von Neumann 格子は von Neumann が測定論の文脈で導入したものであるが，その測定論的
な役割について十分な議論は行われなかった．
二つ目は通信理論である．通信理論では，主として情報を運ぶ主体として電磁波を想定する．特
定の周波数に属する電磁波の古典力学的相空間は，一次元空間中の一粒子のそれに等しい．粒子の
座標と運動量は，電磁波の正弦成分と余弦成分に読み替えられる．こういうわけで相空間を離散化
して格子点に対する電磁波だけ信号として用いること考えると，von Neumann 格子が現れる．
このような文脈で von Neumann 格子をはじめて取り扱ったのは D. Gabor である [Gab46]．
彼の研究は時間周波数解析と呼ばれてる研究分野の源流と見做されている *31．
三つ目は補間式である．これは数学分野に属する．今考えている Heisenberg 群の既約ユニタ
リ表現の表現空間 K は，適切な整函数（C の全域で解析的な函数）のなす Hilbert 空間と見るこ
とができる [Bar61]．このとき，Cの格子点で前もって与えられた値を取るような整函数で，かつ
Kに属するものがあるかどうかを問うことができる．一般に与えられた点で与えられた値を取る函
数を補間式と呼ぶ．したがって，この問題は整函数に関する補間式問題と呼ぶことができる．この
文脈でも von Neumann 格子が現れる．
このように von Neumann 格子は様々な文脈で顔を出してきた．本論文ではもちろん測定論の
文脈でこれを扱う．しかし von Neumann の想定した議論の道筋とは違い，状態識別の観点から
von Neumann 格子を見直してみたい．
⇤
さて，次に von Neumann 格子の既知の性質についてまとめておく．先に述べた通り，十分
密な von Neumann 格子は完全であると予想されていた．これは von Neumann が証明なし
に宣言していたところである．しかし，このことを示すのはそれほど容易ではなく，厳密な証
明が与えられたのは von Neumann の教科書の公刊からおよそ 40 年も経ったあとであった．
A. M. Perelomov [Plm71] と V. Bargmann ら [BBG71] が独立に厳密な証明が与えたのであ
る．これらの結果に加えて，近年K. Seip が整函数の補間問題に関連してこの格子を一般化し，そ
の性質を更に詳しく調べた [Sei92]．これらの研究で得られた von Neumann 格子の性質を次に
定理として引用する．*32
*31 例えば [Hei07] を見よ
*32 V. Bargmann ら [BBG71] や K. Seip[Sei92] の議論によれば，これらの性質の成立不成立を証明
するにあたり，格子の対称性はさほど重要ではない．重要なのは次の二点だけである．第一に，格子は
無限個の点からなるが，無限に接近する二点を含まない．第二に，格子に対しては，格子点の平均密度
が定義される．すなわち，格子点の全平面における平均数密度は 1/Sであると考えられる．
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定理 4.3.2 ([Plm71, BBG71, Sei92]). von Neumann格子の性質のうち，完全性，極小性，
Riesz-Fischer 性は，格子の基本領域の面積 Sのみ依存して決まる．この依存関係は次の表で
与えられる．
状態の組 完全性 極小性 Riesz-Fischer 性
S < ⇡ vNL   ⇥ ⇥
S = ⇡ vNL   ⇥ ⇥
vNL(1)     ⇥†
vNL(n), 2  n <1 ⇥   ⇥†
S > ⇡ vNL ⇥    
上記の表において，記号 “ ” は性質があることを意味し，“⇥” は性質がないことを意味する．
また，vNL(n) は vNLから任意の n個の要素を取り除いてできるコヒーレント状態の組を表す．
なお，上記表において記号 “†” を付した事実は [Plm71, (38)] から導くことができるが，著者の
知る限り既存の文献で明言されていない．
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4 von Neumann 格子の識別
本章では von Neumann 格子の識別性を議論する．前章で述べた von Neumann 格子の既知
の性質（定理 4.3.2）と，本論文で示された可算無限個の状態識別についての識別性の基準（定理
2.3.1）を総合し，この章における主結果を得る．
定理 4.4.1 ([KK16, Theorem 3]). von Neumann 格子の基本領域を Sと書く．このときこ
の格子の識別性について下記が成り立つ．
• S > ⇡であれば，von Neumann 格子は一様に識別可能である．
• S = ⇡であれば，von Neumann格子は識別不能である．しかし，このvon Neumann
格子から任意に一つ以上，有限個の状態を取り除くと識別可能になる．ただし一様識別可
能にはならない．
• S < ⇡であれば，von Neumann 格子は識別不能である．
なお，ここで識別性と言っているのは定義 2.1.1 に述べた識別性を指す．
一様識別可能 識別不能
Planck 定数
h
図 7 von Neumann 格子の識別性．von Neumann 格子は基本領域が Planck 定数 h で
あるところを境に識別性を変える．
基本領域の面積 S = ⇡を分岐点として von Neumann 格子は性質を変える．この値は物理的
にはちょうど Planck 定数 hに対応する．*33 したがって，この定理は Planck 定数 hの測定論的
なひとつの特徴づけを与えているものと見られる．
この結果に関連して思い出されるのは Bohr-Sommerfeld の量子化条件である．これは初期量
子論において提案されたもので，古典力学的な定常軌道のなかから量子力学的に許されるものを選
*33 z = (q + ip)/p2, 1 = ~ = h/(2⇡)より次が成り立つことに注意せよ．
d2z = (dRe z)(d Im z) =
dqp
2
dpp
2
=
dqdp
2
=
dqdp
2~ =
⇡
h
dqdp. (4.4.1)
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び出すのに利用された．式で書けばI
pdq = h
✓
n+
1
2
◆
n = 0, 1, 2, . . . .
左辺の周回積分は運動の一周期に渡り，定常軌道が囲む相空間の面積を表す．それが Planck 定数
hを単位として離散化される，というのが量子化条件の内容である．現代的には Schrödinger 方
程式に WKB 近似を適用することで Bohr-Sommerfeld の量子化条件を導出するのが普通であ
る．*34 これを根拠に古典力学的相空間は量子力学では Planck 定数 hの細胞に分割されると考え
ることがある．統計力学の準古典的な取り扱いで，相空間に渡る積分を測度 dqdp/h に対して行
うのが良い例である．
本章の定理 4.4.1 は Bohr-Sommerfeld の量子化条件と直接には関係ない．Bohr-
Sommerfeld の量子化条件は近似であるが，本章の定理は近似ではないという違いもある．しか
し，Bohr-Sommerfeld の量子化条件も上の定理も，どちらも相空間の面積の最小単位は Planck
定数 h であると述べているように思われる．定理 4.4.1 では，そのことを識別という測定論的な
観点から捉えている．
⇤
いま示した通り，von Neumann 格子が識別可能であるのはその格子の基本領域 Sが ⇡ < Sの
場合であり，そのときに限る．しかも，このときには格子は単に識別可能であるばかりでなく，一
様に識別可能である．相空間の原点からどんなに遠いところにあるコヒーレント状態が実現されて
いたとしても，一定の確率以上で検出しえるということは決して自明なことではない．これは注目
に値する事実である．
何れにしても ⇡ < S で von Neumann 格子は一様に識別可能である．そしてこのときには最
低識別確率の最大値がある．その値はいくらか．評価は可能だろうか．⇡ < Sで識別可能であるこ
とを思うと，S! ⇡と S!1における最低識別確率の最大値に関心を持つのが自然であろう．こ
こでは後者に関する初等的な評価を与える．
命題 4.4.2 ([KK16, Theorem 4]). von Neumann 格子 vNL(!1,!2)は ⇡ < Sで一様に識
別可能であったが，その場合の最低識別確率の最大値 qは次のように評価することができる．
q   2-
✓
1+
2
p
⇡
sin arg(!⇤1!2)mini{ |!1|, |!2| }
◆2
. (4.4.2)
この評価式から格子を適当な仕方で十分疎にすれば最大の最低識別確率 q を 1 にいくらでも近
づけられることが知られる．これは，十分粗な von Neumann 格子は正規直交系に近づくという
直感的な理解と整合する．
上式右辺は!1,!2 両方の函数であって Sだけの函数ではない．これは必然である．Sだけで最
大の最低識別確率を下から非自明に評価することは出来ない．なぜなら，格子の識別確率はその中
*34 例えば [LL77, (48.2)] を見よ
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の任意の二状態の最低識別確率で上から抑えられるからである．原点とそれに隣接する格子点 !j
に対応する状態の識別を考えることにより qを上から評価できる．すなわち
q  1- exp⇥-|!j|2⇤. (4.4.3)
したがって，細長い基本領域を考えれば，与えられた Sに対して qがいくらでも小さくなり得る
ことが分かる．このようにして Sだけで最低識別確率の最大値を下から非自明に評価することは出
来ないことが分かる．
命題 4.4.2 の証明. 定理 4.4.1 で示した通り，与えられたベクトル状態の組に対して，その最低
識別確率の全体と Riesz-Fischer 下界の全体は一致する．ここでは Riesz-Fischer 下界を直接
評価する．
記号の簡単のため，この証明の中でだけ⌦n,m = n!1 +m!2, n,m 2 Nと記す．そして
有限個のみが 0と異なる数の組 (↵n,m)(n,m)2Z2 を勝手に取る．次が評価すべき量である．   X↵m,n |⌦m,ni   2
=
X
m,n
X
k,`
↵k,`
⇤↵k+m,`+n h⌦k,`|⌦k+m,`+ni
=
X
k,`
|↵k,`|
2 +
X
(m,n)6=(0,0)
X
k,`
↵k,`
⇤↵k+m,`+n h⌦k,`|⌦k+m,`+ni . (4.4.4)
Riesz-Fischer 性が成り立つときには，上式第二項の絶対値が十分小さく第一項を相殺するこ
とはないと考えられる．そこで第二項を次のように上から評価する．      
X
(m,n)6=(0,0)
X
k,`
↵⇤k,`↵k+m,`+n h⌦k,`|⌦k+m,`+ni
      

X
(m,n)6=(0,0)
e-|⌦m,n|
2/2
X
k,`
|↵k,`| |↵k+m,`+n| | hz|wi |2 = e-|z-w|2

X
(m,n)6=(0,0)
e-|⌦m,n|
2/2
X
k,`
|↵k,`|
2. Schwartz の不等式 (4.4.5)
この結果を先の式に戻して次を得る．   X↵m,n |⌦m,ni   2   AX
k,`
|↵k,`|
2, A = 1-
X
(m,n)6=(0,0)
e-|⌦m,n|
2/2. (4.4.6)
ここで定義された Aを命題に述べたとおり評価すればよい．
一般に複素数  ,⌫ 2 C に対して | ⇤ +  ⇤⌫|   |Im ( ⇤ +  ⇤⌫)| = |Im ( ⇤⌫)| が成り立つ
から，m 6= 0に対して
|⌦m,n| =
1
|!1m|
|(!1m)
⇤!1m+ (!1m)⇤!2n|
  1
|!1m|
   Im⇣(!1m)⇤!2n⌘    = 1
|!1m|
|mn|S   S
maxi |!i|
|n|. (4.4.7)
したがって任意の n,m 2 Zに対して
|⌦m,n|
2   S
2
maxi |!i|2
n2. (4.4.8)
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全く同様に右辺の n を m に置換した不等式も示すことができる．そこで n に対する評価式と
mに対する評価式を平均して，任意の n,m 2 Nに対して成り立つ次の評価式を得る．
|⌦m,n|
2   S
2
2maxi |!i|2
(n2 +m2). (4.4.9)
よって Aの定義から
1-A =
X
(m,n)6=(0,0)
exp

-
|⌦m,n|
2
 

X
(m,n)6=(0,0)
exp

-
S2
4maxi |!i|2
(m2 + n2)
 
= -1+
 X
k2Z
exp

-
S2
4maxi |!i|2
k2
 !2
 -1+
✓
1+
Z1
-1 exp

-
S2
4maxi |!i|2
x2
 
dx
◆2
= -1+
✓
1+
2
p
⇡maxi |!i|
S
◆2
. (4.4.10)
もともと S = Im(!⇤1!2) = |!1| |!2| sin arg (!⇤1!2) であったから求める評価式を得る．
q.e.d.
前節で von Neumann 格子が ⇡ < Sで Riesz-Fischer になることを述べたが，この命題もま
た十分疎な格子が Riesz-Fischer であることを直接に証明している．
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5 補論：幾つかの例
前章では可算個のコヒーレント状態の例として，von Neumann 格子を取り上げた．本節では
さらに幾つかの例を取り上げる．例を補うのには主に次の二つの目的がある．
von Neumann 格子は最も興味深い例であるに違いないが，この例に基づいて単なる識別性と
一様識別性の違いを von Neumann 格子から理解するのは難しい．本設では比較的簡単な例を挙
げることでこの違いを直感的に理解したい．これが第一の目的である．
ここまでの議論では von Neumann 格子の性質については既存研究を引用しただけで，その証
明には一切立ち入らなかった．実際には，その証明にはFock-Bargmann空間と呼ばれるHilbert
空間が活用される．この空間を用いることにより，コヒーレント状態の識別性はある種の整函数
（C 上の正則函数）の存在問題に帰着される．本節では簡単な例の証明を通じてこのような論理的
な道筋を示したい．これが第二の目的である．
以下ではまず三つの例を提示し，その後で Fock-Bargmann 空間と整函数の性質を記述する
術語を幾つか導入する．その後で，これらの結果を用いて三つの例の性質を証明する．Fock-
Bargmann 空間や整函数の性質についてはよく知られている既存の研究成果であるが，それらを
識別性の観点から活用するところには本論文の独自性がある．
a 命題
本章で取り上げる三つの例を次に示す．それぞれの命題の証明は本章の最後に行う．
命題 4.5.1. 勝手に! 2 C \ {0}, ⌧ 2 Cを取り次の複素数列を考える．
. . . , -2!+ ⌧, -!+ ⌧, ⌧, +!+ ⌧, +2!+ ⌧, . . . (4.5.1)
これらの点列に対応するコヒーレント状態の組は一様に識別可能である．
q
p
図 8 命題 4.5.1 に述べたコヒーレント状態の組の例．
相空間に直線を引いて，この上に等間隔に点を打っていく（図 8）．そうして出来た無限個の点
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に対応するコヒーレント状態の組は一様に識別可能である，というのが上の系の内容である．想像
しやすいのは Re z軸ないし q軸上に等間隔に並んだ点集合である．これらは現実の物理的な一次
元空間に等間隔に並んで殆ど静止している粒子たちに対応する．上記の系によればこのような状態
の組は一様に識別可能である．もちろん，間隔が狭まれば識別確率は低下する．しかし，識別確率
が小さいとはいえ識別可能ではある．
命題 4.5.2. 符号 s = ±と自然数 n 2 Nで添字付けられた次の複素数列を考える．
c±,n = n± i 1
n
. (4.5.2)
これらの点列に対応するコヒーレント状態の組は識別可能だが一様識別可能ではない．
q
p
図 9 命題 4.5.2 に述べたコヒーレント状態．
これは識別可能であるが一様識別不能である例である．この例は幾らでも近づく二状態を含む
にもかかわらず識別可能である（図 9）．しかし，このような状態は一様識別可能であることを妨
げる．
命題 4.5.3. 集積点を有する可算集合 S ⇢ C に対応するコヒーレント状態の組は識別不能で
ある．
先の命題 4.5.2 とこの命題 4.5.3 の際に注意したい．どちらも幾らでも接近する二状態を有する
が，その程度に違いが在る．集積点を有する可算集合（図 8）の場合には単なる識別性すら満たし
得ない．
b Fock-Bargmann 空間
質点の記述は Heisenberg 群の既約ユニタリ表現で与えられ，それは本質的に一意である．し
たがってその表現空間も本質的に一意である．Schrödinger 表現では表現空間を実軸 R 上の自
乗可積分函数のなす Hilbert 空間 L2(R) に取る．これは座標作用素 Q の形式的な固有ベクトル
により任意のベクトルを展開して計算することに相当する．Heisenberg 表現では，表現空間を
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qp
図 10 命題 4.5.3 に述べたコヒーレント状態の例．図では 0を集積点とする点列に対応する
コヒーレント状態の組を示した．
{0, 1, 2, . . . } 上の自乗可積分数列の空間 `2 = `2({0, 1, 2, . . . })にとる．これは数作用素 a⇤aの固有
ベクトルである数状態  n = |niによる展開に相当する．次に紹介する Fock-Bargmann 空間も
Heisenberg 群の既約ユニタリ表現の表現空間であり，上述の空間と同型である．これはコヒーレ
ント状態による展開に相当する．
定義 4.5.4. Fock-Bargmann 空間 Fは次のように定義される函数空間である．
F =
 
⇠ : C! C      ⇠は整函数（C上の正則関数）, Z
C
|⇠(z)|2 exp
⇥
-|z|2/2
⇤ d2z
⇡
<1 
(4.5.3)
⇠,⌘ 2 Fに対して次のように内積を定義することができて，この内積についてFock-Bargmann
空間 FはHilbert 空間をなす．
h⇠,⌘i =
Z
C
(⇠(z))⇤(⌘(z)) exp
⇥
-|z|2/2
⇤ d2z
⇡
(4.5.4)
ただし，d2zは Cの Lebesgue 測度を表す．
消滅作用素 aを函数の引数についての微分，生成作用素 a⇤ を函数の引数の乗算と定義する
ことにより Fock-Bargmann 空間 FにHeisenberg 群の（強連続）既約ユニタリ表現を定め
ることができる．整函数の引数を z⇤ とする場合には，これらの作用素は次のように書かれる．
a = @ =
@
@z
, a⇤ = z. (4.5.5)
これらは確かに互いに随伴である．同じことであるが，函数の引数を z⇤ とする場合には
a = @¯ =
@
@z⇤
, a⇤ = z⇤ (4.5.6)
とする．
上のように定義した a, a⇤ は確かに交換関係 aa⇤ - a⇤a = 1を満たす．a = @, a⇤ = z⇤ が互いに
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随伴であることは内積の定義に注意すれば検証できる．
次に真空状態，コヒーレント状態，数作用素の固有ベクトルが Fock-Bargmann 空間の元とし
てどのように与えられるかを見る．
■ 真空状態 真空状態は 0 = a 0 で特徴づけられる．定数函数  0(z⇤) = 1はこの方程式を満た
し，規格化もされている．
■ 数状態 数状態  n は
 n(z
⇤) =
a⇤np
n!
 0 =
z⇤np
n!
(4.5.7)
で与えられる．a, a⇤ は変数の微分と乗算に対応し，多項式の次数を上げ下げする．数作用素 a⇤a
の固有ベクトルである数状態は n 次単項式に他ならない．これらの直交性は奇函数の積分が消え
ることから出る．また，( n)n2{0,1,... } が Fで完全であることは，整函数が z = 0周りで収束半径
r =1のTaylor 級数に展開されることに対応する．
■ コヒーレント状態 変位作用素は，その定義で a = @¯, a⇤ = zと置き換えて
Dw = exp
⇥
wz⇤ -w⇤@¯
⇤
= exp[wz⇤] exp
⇥
-|z|2/2
⇤
exp
⇥
-w⇤@¯
⇤
. (4.5.8)
したがって
 w(z
⇤) = Dw1 = exp
⇥
wz⇤ - |z|2/2
⇤
. (4.5.9)
すなわちコヒーレント状態は Fock-Bargmann 空間では指数函数で与えられる．そして，コヒー
レント状態が消滅作用素 aの固有ベクトルであることは，指数函数が微分作用素 @¯の固有函数で
あることに対応する．
■ 不等式 Fock-Bargmann 空間の元はノルムが有限の正函数である．ノルムが有限であること
から正函数の z!1における発散の程度について条件がつく．それを見るために ⇠ 2 Fを数状態
で展開して次のように書く．
⇠(z) =
X
cn
znp
n!
=
X
cn n. (4.5.10)
⇠ 2 Fのベクトルとしてのノルムは
k⇠k2 =
X
|cn|
2. (4.5.11)
従って Schwartz の不等式から
|⇠(z)|2 
✓X
|cn|
|z|np
n!
◆2

⇣X
|cn|
2
⌘✓X |z|2n
n!
◆
= k⇠k2 exp⇥|z|2⇤ (4.5.12)
あるいは
e-|z|
2/2⇠(z⇤)  k⇠k. (4.5.13)
すなわち，⇠ 2 F は z ! 1において高々 e|z|2/2 程度に発散するにすぎない．これは F における
ノルムの定義式から予想された関係式であった．
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■ コヒーレント状態との内積 Fock-Bargmann 空間においてはコヒーレント状態を上とは幾
らか異なった仕方で導入することもできる．前項の不等式 (4.5.13) から w 2 Cごとに定まる次の
線型汎函数がどれも有界であることがわかる．
F C
⇠ ⇠(w⇤)e-|z|
2/2.
この線型汎函数を与えるベクトルを今しばらく  0w 2 Fと記す．すなわち
h 0w,⇠i = exp
⇥
-|w|2/2
⇤
⇠(w⇤), ⇠ 2 F. (4.5.14)
この定義と数状態  n(z) = zn/
p
n!が正規直交完全系であることから次を得る．
 0w(z
⇤) = e+|z|
2/2 h 0z, 0wi
= e+|z|
2/2
X
n
h 0z, ni h n, 0wi
= e+|z|
2/2
X
n
✓
e-|z|
2/2 z
⇤n
n!
◆✓
e-|w|
2/2w
⇤n
n!
◆⇤
= ewz
⇤-|w|2/2 (4.5.15)
すなわち， 0z はコヒーレント状態  z にほかならない．こうして Fock-Bargmann 空間における
コヒーレント状態の重要な機能が明らかになった．すなわち，コヒーレント状態  w との内積を取
る操作は函数の w⇤ における値を与える．これから特に次を得る．
補題 4.5.5. ⌘を Fock-Bargmann 空間 Fのベクトルとする．このベクトルがコヒーレント状
態の組 ( zj)j2J に直交するための必要十分条件は，整函数 ⌘が z⇤j , j 2 J に零点を持つことで
ある．
c 整函数の増大度
Fock-Bargmann 空間の元は ⇠は整函数であって，そのノルムZ
|⇠(z)|2 exp
⇥
-|z|2/2
⇤ d2z
⇡
(4.5.16)
が有限なものである．⇠が z =1であまりに強く発散するようでは，ノルムは有限になりえない．
一般に整函数であって exp[ r⇢]程度に発散するものをオーダー ⇢，タイプ  と呼ぶ．正確な定義
は次の通り．
定義 4.5.6. f : C! Cを整函数とする．
Mf(r) = sup{ |f(z)| | |z|  r } (4.5.17)
と定めると，最大値の原理によりMf は rの単調増加函数である．さらに
⇢f = lim sup
log logMf(r)
log r
,  f = lim sup
logMf(r)
r⇢
. (4.5.18)
⇢f を fのオーダー， f をタイプと呼ぶ．混乱の恐れのない場合には ⇢f,  f を ⇢,  と記す．
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函数の増大度はオーダー ⇢でまず分類され，次に等しいオーダーを有する函数はさらにタイプ  
で分類される．(4.5.13) から分かる通り，Fock-Bargmann 空間の元のオーダーは ⇢ = 2を越え
ない．また，オーダーが ⇢ = 2の場合にはタイプは   = 1/2を越えない．逆に，これらの条件を満
たす整函数は Fock-Bargmann 空間に属する．
与えられたコヒーレント状態に対する双直交系を作るには，その点に零点を有する正函数を構成
すれば良い．多項式を考えれば分かる通り，より多くの零点を有する函数ほど z = 1でより強く
発散することが期待される．したがって，より多くのコヒーレント状態に対する双直交系はノルム
が強く発散しやすく Fに属しにくい．
さて，与えられた点 (cn)n2N で零となる整函数は，Weierstrass の基本因子の掛け合わせと
して
f(z) =
Y
n2N
✓
1-
z
cn
◆
exp
✓
z
cn
◆
+ · · ·+ 1
p
✓
z
cn
◆pn 
(4.5.19)
の如く構成すれば良い．ここで現れた指数は積の各項の値を 1に近づけるための因子で，このよう
な因子を適当に選ぶことにより無限乗積を収束させることができる．この積を評価することにより
次の結果が得られる．
命題 4.5.7 ([Lev64, Theorem7]). (cn)n2N は C \ {0} 内の点列で，|c1|  |c2|  · · · を満た
し z =1以外に収束点を持たないものとする．そして
⇢1 = inf
 
⇢ 0 > 0
    X 1|cn|⇢ 0 <1
 
(4.5.20)
と定める．このとき (cn)n2N に一位の零点を有するオーダー ⇢1 の整函数が存在する．
d 証明
本設の初めに述べた三つの命題の証明を述べる．
まず一直線に等間隔に並んだコヒーレント状態は一様識別可能であった（命題 4.5.1）．これは
von Neumann 格子についての結果から示すことも，直接に示すこともできる．それぞれを以下
に述べる．
命題 4.5.1 の第一証明. ⇡よりも十分大きな数の例としてここでは 6.022⇥ 1023 を取る．さて，
与えられた ! 2 Cに対して ! 0 = 6.022⇥ 1023⇡i!と定めれば，vNL(!,! 0)は定理 4.4.1 に
より一様に識別可能．よってその部分組である問題のコヒーレント状態の組も一様に識別可能で
ある． q.e.d.
命題 4.5.1 の第二証明. ベクトル状態の識別性はユニタリ操作で変わらない．そこで必要であれ
ば変位作用素 Dz や回転作用素 e✓a⇤a の定める操作を施すものとすれば，L > 0を用いて
. . . ,-2L, -L, 0, +L, 2L, . . . (4.5.21)
と書かれる点に対応するコヒーレント状態たちの一様識別性を示せば十分である．識別性の基準
（定理 2.4.5）により一様識別性を示すには Bessel な双直交系 (⌘n)n2N を受容すること示せば
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良い．そのような双直交系を Fock-Bargmann 空間において構成する．
第一に，双直交系を構成する．整函数 ⌘0 を次のように定める，
⌘0(z
⇤) =
sin(⇡z⇤/L)
⇡z⇤/L
. (4.5.22)
すると補題 4.5.5 により
h nL,⌘0i = ⌘0(nL) = sin(⇡z
⇤/L)
⇡z⇤/L
    
z=nL
=  n,0. (4.5.23)
また，⌘0 のオーダー ⇢は明らかに
⇢ = 1. (4.5.24)
したがって，⌘0 2 F．この ⌘0 から ⌘n = DnL⌘0 と定義すれば (⌘n)m2Z は ( nL)n2Z の双直交
系をなす．
第二に今構成した双直交系 (⌘n)n2Z が Bessel であることを示す．まず，   e-|z|2/2⌘n(z⇤)    =    e-|z|2/2e-|nL|2/2+(nL)z⇤⌘0(z⇤ - nL)   
= e-|z
⇤-nL|2/2 · |⌘0(z⇤ - nL)|
 e-|z⇤-nL|2/2 · Ce-|z⇤-nL|1.001 ⇢ = 1による
 C 0e-|z⇤-nL|2/100 (4.5.25)
最後の二行における C,C 0 > 0は適当な正数である．したがって，
|h⌘m,⌘ni| = |h⌘0,⌘n-mi|
 C 02
Z
exp

|z|2 + |z- (n-m)L|2
100
 
d2z
⇡
= C 00 exp

-
(n-m)2L2
200
 
(4.5.26)
ただし，C 00 = 100C 02．有限個だけが 0と異なる数列 ( n)n2Z に対して
   X n⌘n   2 X
n
 X
m
| m| | m+n|
!
C 00 exp

-
n2L2
200
 

X
n
 X
m
| m|
2
!
C 00 exp

-
n2L2
200
 
Schwartz の不等式
 B
 X
m
| m|
2
!
. (4.5.27)
ただし，B = C 00P exp⇥-n2L2/200⇤ と書いた．B は任意の L に対して収束して > 0 である．
よって上式は (⌘n)n2Z が Bessel であることを示している． q.e.d.
この命題を示すには，一直線上に等間隔に並んだ点で零になる整函数として正弦函数を取った．
von Neumann 格子が S > ⇡で Riesz-Fischer であることを示すには，格子点に零点を持つ函
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数である  函数が利用される．*35
次に，識別可能だが一様識別不能な例（命題 4.5.1）の証明に移る．
命題 4.5.2 の証明. まず，一様識別可能ではないことを示す．c+,n, c-,n は n!1で幾らでも
接近し，この二点の識別確率が幾らでも小さくなることから出る．実際，もしも一様識別であ
れば，識別性の基準（定理 2.3.1 または定理 2.4.5）より，( cs,n)(s,n) はRiesz-Fischer であ
る．よって，ある A > 0があって，有限個だけが 0と異なる数列 (↵s,n)(s,n) に対して
A
X
|↵s,n|
2 
   X↵s,n cs,n   2 . (4.5.28)
したがって特に
A(12 + (-1)2)  k c+,n - c-,nk2 . (4.5.29)
整理して
A  1- e-2/n2 . (4.5.30)
nは任意ゆえ，これから A = 0を得るが，これは A > 0に反する．
次に，識別可能であることを示す．任意の " > 0に対してX 1
|cs,n|1+"
 2
X
n2N
1
n1+"
<1. (4.5.31)
すなわち
⇢1 = inf
 
⇢ 0 > 0
    X 1|cs,n|⇢ 0
 
 1. (4.5.32)
したがって命題 4.5.7 により，cs,n に一位の零点を持つ整函数 ⌘でオーダー ⇢  1を満たすも
のが存在する．⇢  1より ⌘ 2 F．この整函数から
⌘s,n(z
⇤) =
⌘(z⇤)
z⇤ - cs,n
(4.5.33)
と定める．すると補題 4.5.5 により⌦
 cs 0,n 0 ,⌘s,n
↵
= ⌘s,n(c
⇤
s 0,n 0) =  (s,n),(s 0,n 0). (4.5.34)
さらに，⌘ 2 F より ⌘n,s 2 F．したがって，(⌘s,n)(s,n) は ( cs,n)(s,n) の双直交系であ
る． q.e.d.
最後に，集積点を有する点列に対応するコヒーレント状態の組が識別不能であることを示す．
命題 4.5.2 の証明. S の集積点を c とし，t 2 S \ {c} を任意にとり固定する．背理法により
( s)s2S が識別可能であったと仮定する．すると，識別性の基準（定理 2.4.5）より，( s)s2S
*35  函数を若干変更することでオーダー ⇢ = 2，タイプ   = ⇡/Sの整函数で，格子点に零点を有する整
函数がえられる．詳しくは [Plm71] を見られてたい．
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の双直交系 (⌘s)s2S が存在する．このとき二つの両立しない結論が導かれる．
• 整函数として ⌘t 6= 0：
双直交系の定義と補題 4.5.5 により 1 = h t,⌘ti = ⌘t(t⇤)だからである．
• 整函数として ⌘t = 0：
双直交系の定義と補題 4.5.5 により ⌘t は集積点を有する集合 S \ {c, t} 上で 0である．し
たがって，一変数正則函数についての一致の定理により整函数 ⌘は恒等的に 0である．
このような矛盾のため背理法の仮定は正しくない．すなわち ( s)s2Sが識別不能である． q.e.d.
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結
本章では，第 2 章で展開した識別の一般論を踏まえてコヒーレント状態の組の識別性を議論し
た．古典力学では相空間の一点で系の状態が代表される．この状態の量子力学的類似物がコヒーレ
ント状態である．古典力学では相空間の任意の部分集合が与えられたとき，この各点を互いに確実
に識別できると暗に仮定している．量子力学においても任意のコヒーレント状態の組が識別可能で
あろうか．これが本章で取り扱った問題である．
この問題は，本論文で示された識別性の基準（定理2.3.1または定理2.4.5）とFock-Bargmann
空間によりある種の整函数の存在問題に帰着された．
コヒーレント状態の識別性
双直交系の存在
適当な整函数の存在
識別性の基準
Fock-Bargmann 空間
本章では 1節でコヒーレント状態の基本的性質を概説した．そののちコヒーレント状態の個数と
識別性の関係について 2節で論じた．既存研究から有限個のコヒーレント状態は一様識別可能であ
ると分かる．また，第 2章で得られた結果から非可算無限個のコヒーレント状態が識別不能である
ことも分かる．これらの場合にはコヒーレント状態の個数だけから識別性が判定できる．逆に言え
ば，個数だけから識別性が判定できないのは可算無限個の場合だけである．
そこで，可算無限個のコヒーレント状態の例として von Neumann 格子を取り上げた．von
Neumann 格子は古典力学の相空間の格子に対応するコヒーレント状態の組である．3 節で von
Neumann 格子についての既知の結果を紹介し，次いで 4 節でこの格子の識別性を議論した．既
知の結果に本論文で示した識別性の基準を総合することにより von Neumann 格子の識別性が明
らかにされた．von Neumann 格子は，基本領域が大きく疎なときには一様識別可能となり，密
なときには識別不能となる．そしてその境目はちょうど基本領域の面積が Planck 定数となると
ころにある．これは Planck 定数を状態識別の観点から特徴づける結果である．なお，疎な von
Neumann 格子が単に識別可能であるばかりでなく一様識別可能であることは非自明な結果であ
る．特にこの場合について最低識別確率を初等的に評価し，基本領域を適切な仕方で大きくすれ
ば，最低識別確率を幾らでも 1に近づけられることも示した．この結果は，疎な格子が正規直交系
に漸近するという直感的理解と符合する．
最後に 5節ではコヒーレント状態の組の例を幾つか補った．これらは単なる識別性と一様識別性
の違いを直感的に説明する例である．また，この節では Fock-Bargmann 空間を導入し，上に説
明したようにコヒーレント状態の識別性の議論がある種の整函数の存在問題に帰着されるという議
論の道筋を明らかにした．
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結論
まず本論文全体を要約し，次に残された課題，最後に総括を述べる．
第 1章では，代数的観点に基づいて測定の定義を与えた．物理系は von Neumann 代数，操作
（物理過程）は物理系間の完全正写像として定式化された．特に古典系は可換 von Neumann代数
として定義され，測定は一般の物理系と古典系の合成系に対する一種の操作であると定義された．
第 2章と第 3章では，識別の一般論を展開した．本論文で言う識別は unambiguous discrim-
ination とも呼ばれる．この識別の特徴は「真の状態は分からなかった」という決定の放棄を許す
ところにある．代わりに真の状態ではない状態を誤って真の状態と名指してしまう取り違えは禁じ
る．この識別については，まず候補状態がこの意味で識別可能か否かという定性的問題が主題化さ
れる．そして識別が可能な場合に限り，次に最適性にまつわる定量的問題が主題化される．本論文
では第 2章で定性的問題，第 3章で定量的問題を論じた．
第 2章では，はじめに量子測定の一種として状態識別を定義した．本論文では程度に応じて識別
を二通りに定義した．単なる識別と一様識別である．これらは識別される状態が無限個あるときに
はじめて違いを示す．この章の主結果は識別性の基準である．一方には，識別可能性という状態の
組の測定論的な性質があり，他方には，ベクトルの一次独立に類する数学的な性質がある．識別性
の基準はこれらの性質の間に対応を与えるものである．識別性の基準は可算個のベクトル状態につ
いて述べたが，ベクトル状態とは限らない正規状態の識別性や，非可算無限個の状態識別について
も論じた．
第 3章では，最適な識別について議論した．第一に，一様識別における最低識別確率の最大値を
与える公式を示した．ここでは最低識別確率によって最適性を測っている．第二に，最適性の定義
を一般化したときに何が言えるかについて議論した．そして次の結果を得た．すなわち，どのよう
に最適性を定義したとしても，最適な識別は真の状態の識別に失敗したあとの事後状態を識別不能
にする．ただし，識別の最適性は緩慢な条件を満たす評価函数によって定義した．どのように最適
性を定義したとしてもと云ったのは，この評価函数の類が十分大きいことを意味している．
第 4 章ではここまでに得られた結果を用いてコヒーレント状態の組の識別性を論じた．古典力
学では状態は相空間の一点で代表され，これらの状態は確実に識別されると仮定されている．量子
力学でも同様のことが言えるだろうか．言えないとしたらどこに識別性の限界があるのだろうか．
このような疑問に答えるのが本章の議論である．はじめに有限個のコヒーレント状態は一様識別可
能であり，非可算無限個のコヒーレント状態は識別不能であることを指摘した．その上で残った可
算無限個の場合の議論に移った．可算無限個のコヒーレント状態には識別可能なものと識別不能な
ものがある．なかでも von Neumann 格子は興味深い例である．von Neumann 格子は古典的
相空間に描かれた格子の格子点全体に対応するコヒーレント状態の組である．この格子についての
既知の数学的性質と本論文で示された識別性の基準を総合することにより次の結果を得た．すなわ
ち，この格子は十分疎であれば一様識別可能であり，十分密であれば識別不能である．そしてその
境界は格子の基本領域がちょうど Planck 定数 hとなるところにある．この結果は，Planck 定数
hを識別性の観点から特徴づけている．さらにこの章の最後では，コヒーレント状態の識別問題が
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適当な整函数の存在問題に帰着されることも述べた．以上がこれまでに行ってきた議論の内容で
ある．
ここで本研究と既存研究の関係を整理しておく．本研究では，特に無限個のコヒーレント状態の
識別（unambiguous discrimination）を論じた．というのは，有限個の量子状態の識別につい
ては一般論が既にあり，それから有限個のコヒーレント状態が識別可能であることも直ちに分かる
からである．無限個の状態識別についての議論はなかったので，本研究ではまずその一般論を新た
に整備した．次いで一般論をコヒーレント状態に適用するという手続を踏んだ．有限個のコヒーレ
ント状態は必ず識別可能だったが，無限個の場合には事情はそれほど単純ではなく，いろいろな例
があることが分かった．識別不能な例や，識別可能だが一様識別不能な例は本研究で発見されたも
のである．なお，単なる識別性と一様識別性を区別して定義したのも本研究がはじめてである．そ
もそもこれらの区別は候補状態が無限個ある場合にしか生じない．いろいろなコヒーレント状態の
組のなかでも，とりわけ興味深い例が von Neumann 格子である．この格子はもともと測定論に
おける活用を見込んで導入されたが，長らく測定論の文脈から切断されたままその性質の理解が深
められてきた．本研究では，この格子の数学的性質を識別性の観点から見直すことにより Planck
定数の測定論的な特徴づけを得た．この結果は，識別性という観点の基礎論的研究における有用性
を示すとともに，von Neumann 格子という興味深い研究対象を再び測定論の文脈に接続するも
のでもある．
次に，本論文で論じることのできなかった問題を三つ挙げる．一つ目は，識別性の一般論に関係
する．本論文では，可算無限個のベクトル状態が識別可能であるための条件が極小性であり，一様
識別可能であるための条件が Riesz-Fischer 性であることを示した．さらに可算無限個の正規状
態が識別可能であるための条件も述べた．ただ，正規状態が一様識別可能であるための条件は述べ
なかった．ベクトル状態の結果を用いてこのための条件を形式的に述べることは可能であるが，工
夫無くこれを実行した場合にはかなり煩瑣になる．この条件を洗練された形式において提示するこ
とが積み残した第一の問題である．
二つ目は，von Neumann 格子の最低識別確率の S = ⇡（物理的な単位では Planck 定数に相
当する）付近における評価である．von Neumann 格子の最低識別確率の最大値 qは S > ⇡なら
q > 0，S  ⇡なら定義上 q = 0となる．本論文では S!1における qの評価を与えたが，S = ⇡
付近における評価は与えていない．この付近において qは格子の基本周期!1,!2 2 Cについて連
続だろうか．こうした問題にすら答えられていない．これが積み残した第二の問題である．
三つ目は，一般化コヒーレント状態の識別性である．本論文で考察したコヒーレント状態は，
Heisenberg 群の既約ユニタリ表現から生じている．他の群の既約ユニタリ表現を議論の起点に取
ることにより，一般化コヒーレント状態が得られる [Plm12]．このような一般化コヒーレント状態
にまで本論文の議論が敷衍できるか検討することが積み残した第三の問題である．この方向で研究
を進めるにあたりまず考察すべき群は SU(1, 1)であるように思われる．この群は適切な解析函数の
なす無限次元Hilbert 空間上に既約にユニタリ表現を有する．解析函数が表れる点がHeisenberg
群の表現に類似しており，本研究で用いた識別性の証明手法を再び利用できる可能性が高い．以上
が本論文で解決できなかった問題群であり，今後の課題である．
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最後に，いくらか大局的な見地から総括を述べる．本論文の序論において不確定性とは何である
かという問を立てた．そしてこの問が本論文の背後にある問題意識であるとも言った．ところで，
もしも我々が古典力学を知らず，量子力学だけを解するような存在であるなら，状態の不確定性は
自明の事実に過ぎない．したがって不確定性とは何であるかと問うこと自体無かったであろう．不
確定性は量子力学の重要な特徴であるが，我々が不確定性に関心を持つのは，全てが原理的には確
定しえるとする古典力学を知っているからである．それゆえ不確定性を理解しようとするなら，古
典力学と量子力学の偏差に注目するのが自然であるように思われる．古典状態の識別問題を量子力
学に移植して得られたコヒーレント状態の識別問題は，まさしくそのような偏差を見るのに適した
問題であった．
古典状態はどんなに密に分布していても識別可能であったが，量子状態は Planck 定数より密に
分布すると識別できない．von Neumann 格子についての結果は，このような直感的理解を厳密
な仕方で正当化したものといえるであろう．この結果を踏まえて，著者は次のようにはじめに立て
た問に答えたいと思う．すなわち，不確定性とは識別性を阻害する一因であり，それは Planck 定
数により特徴づけられる．本研究は，このようにして識別性という観点から量子状態の不確定性の
一側面を明らかにするものである．
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付録
以下に本論文を補う内容を付録として付け加える．ここでは各付録の概要と本論の各章との関係
について手短に述べる（図 11）．
第 1 章
第 2 章
第 3 章
第 4 章
付録 C
付録 D
付録 E
付録 B
付録 A
図 11 各章と付録の関係．実線矢印は論理的な関係を表す．第 3章と付録 Eの間に引かれた破
線の矢印は，論理的な関係を意味するものではない．どちらもが識別が被測定系に与える擾乱に
ついての議論である点を強調するために引かれたものである．
付録Aは実験についての補足である．本論で取り上げた識別（unambiguous discrimination）
の理論は実験的にも検証されている．この付録では特に第 4章で説明したコヒーレント状態の識別
実験について述べる．
付録 B では，ベクトルの一次独立に類似した性質である極小性，Riesz-Fischer 性，正規直交
性の違いを説明する簡単な例を与える．これらはベクトル状態の識別性，一様識別性，完璧識別性
に対応する性質であった．この付録で与える例は，コヒーレント状態にくらべると物理的な意味付
けは明確ではないが，そのぶん簡単ではある．
付録 Cでは Stinespring の定理とその簡単な応用について述べる．Stinespring の定理は完全
正写像についての最も基本的な定理である．本論では測定を操作として，また操作を完全正写像と
して抽象的に定義した．このような操作の完全正写像による記述と，ユニタリ操作や系の合成さ
らには部分系への着目といった操作による記述との関係が Stinespring の定理により明らかにさ
れる．
付録Dでは測定の端点性について述べる．本論では第 3 章で識別の最適性を論じた．この付録
に述べる端点性は，凸函数を評価函数として測定を評価する場合の最適性に密接に関係するもので
ある．この付録は第 3章とは論理的には独立であるが，最適な測定についての興味ある議論として
付録で紹介することにした．
付録 Eでは識別再構成測定について述べた．本論では識別について議論した．識別再構成測定は
本論文で取り上げた識別の条件に加えて，反復性と呼ばれる条件を課すことで定義される測定であ
る．これは射影測定の自然な一般化であり，本論の延長線上にある議論のように思われるのでここ
で紹介した．
以上の付録は付録 E を例外として，基本的に先行研究の要約であることを先に断っておく．ま
た，この付録では形式的に付録を 5章とみなして式番号を付す．
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A コヒーレント光の識別実験
本論文ではコヒーレント状態の識別（unambiguous discrimination）を論じた．本論では主
として候補状態が無限個ある場合を考察したが，これはもちろん有限個の場合の極限である．本節
では有限個のコヒーレント状態の識別実験について手短に述べる．*36 コヒーレント状態は一次元
空間中の一粒子の状態であるが，これはある周波数に属する光の状態ともみなせる．この場合には
座標と運動量を電磁波の正弦成分と余弦成分に読み替える．以下でもコヒーレント状態を光の状態
とみなす．
二つのコヒーレント状態の識別を行う実験装置の提案は，B. Huttner らや K. Banaszek に
よってなされた [HIG95, Ban99]．実際の実験報告もある．二つのコヒーレント状態の識別実験
については [BCS08]，四つのコヒーレント状態の識別実験については [BFM13] を見られたい．
Banaszek が提案した二つのコヒーレント状態の識別のための実験装置は，理論的に単純で，上に
挙げた実験に用いられた装置の機構も説明する．そこで本節ではこの実験装置を説明する．
コヒーレント状態の識別を行うための実験装置の主要部分は，ビームスプリッターと光子数計測
器（光子数 0と   1を区別できれば良い）からなる．後者は正作用素値測度 (⇧0 |0i , 1- |0i)で表
される測定を記述する．ビームスプリッターについてはこれほど簡単には説明できない．そこで，
まずビームスプリッターの機能について必要な範囲で述べてから，次に Banaszek によって提案
された実験装置を紹介する．
A.1 ビームスプリッター
ビームスプリッターについて述べる．より包括的な議論については，例えば [Leo97, Section
4.1] を参照されたい．ビームスプリッターの模式図を次に示す（図 12）．
入力 1 a1
入力 2
a2
b1 出力 1
b2
出力 2
図 12 ビームスプリッターの模式図．特定の周波数に属する光を考察する．入力される光の消
滅作用素を a1, a2，ビームスプリッターを通過したあとのそれらを b1, b2 と書く．
b1, b2 が a1, a2 にユニタリ操作を施すことで得られるとすれば，これらは次のような線形関係
*36 コヒーレント状態の他にこの種の識別の対象になるのは，例えば偏光状態である．この種の実験につ
いては [HMG96, CCB01] を見られたい．
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にある．✓
b1
b2
◆
=
✓
u1,1 u1,2
u2,1 u2,2
◆✓
a1
a2
◆
消滅作用素 a1, a2 および b1, b2 がいずれも [a, a⇤] = 1 の如き交換関係に従うためには，上式の
係数行列はユニタリ行列でなければならない．そして，このユニタリ行列によってビームスプリッ
ターは特徴づけられる．
上式はHeisenberg 描像おいて a1, a2 と b1, b2 関係を与えている．次に，やはりHeisenberg
描像において，コヒーレント光がビームスプリッターでどのように変換されるかを次に考える．一
般に，消滅作用素 cに対するコヒーレント状態を | ic または | ich | と記す．そして次の公式に注
意する．*37
: exp[-(c-  )⇤(c-  )] := | ich |
これと初等的な等式
exp
" ✓
a1
a2
◆
-
✓
↵1
↵2
◆ ⇤ ✓
a1
a2
◆
-
✓
↵1
↵2
◆ #
= exp
" ✓
b1
b2
◆
-
✓
u1,1 u1,2
u2,1 u2,2
◆✓
↵1
↵2
◆ ⇤ ✓
b1
b2
◆
-
✓
u1,1 u1,2
u2,1 u2,2
◆✓
↵1
↵2
◆ #
(5.A.1)
を用いると，ビームスプリッターはコヒーレント光をコヒーレント光に移すことが分かる．すな
わち
|↵1ia1 |↵2ia2 = |u1,1↵1 + u1,2↵2ib1 |u2,1↵1 + u2,2↵2ib2 . (5.A.2)
二つのコヒーレント光を a1, a2 に入力すると，このコヒーレント光のパラメータ ↵1,↵2 がビーム
スプリッターを特徴づけるのユニタリ行列による変換を受けて b1, b2 に出力される．次の二つの
形の特殊なビームスプリッターは特に重要である．
■ ハーフミラー ここでは，次のユニタリ行列で特徴づけられるビームスプリッターをハーフミ
ラーと呼ぶ．✓
b1
b2
◆
=
1p
2
✓
1 -1
1 1
◆✓
a1
a2
◆
(5.A.3)
a1 に信号を入力し，a2 には真空 |0iを入力すると
|↵ia1 |0ia2 =
     ↵p2
 
b1
     ↵p2
 
b2
. (5.A.4)
すなわち，入力信号の振幅が 1/p2倍されて出力 b1, b2 に等しく分かたれることを示している．
*37 左辺は級数Pn  n(n!)-1a⇤nan =Pn(  + 1)n |nihn| の  ! -1における極限と理解する．
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■ 変位作用素 次に透過率の高いビームスプリッターと強度の強いコヒーレント光を用いて変位
作用素を実現できることを示す．次の形のビームスプリッターを考える．✓
b1
b2
◆
=
✓ p
t
p
1- t
-
p
1- t
p
t
◆✓
a1
a2
◆
ただし t 2 [0, 1]．入射光は t = 1の場合には全透過し，t = 0のとき全反射される．a1 には測定対
象になる状態（信号）|↵iを入力し，a2 には強いコヒーレント光 |szi , s  1を参照光として入力
する．このとき
|↵ia1 |szia2 =
   pt↵1 + sp1- t zE
b1
   p1- t↵+ spt zE
b2
. (5.A.5)
したがって，a2 に入力する光の強度を表すパラメータ sを s = 1/
p
1- tとしながら，t! 1とす
れば
|↵ia1 |1zia2 = |↵1 + zib1 |1zib2 . (5.A.6)
ここで1zは形式的な量である．さて，上式で a1 から b1 に抜ける透過光に着目すると，そのパ
ラメータは +zだけ変位されている．結局，透過率の高いビームスプリッターに脇から強いコヒー
レント光を入力すると，このような変位を生じさせるとができる．
A.2 二つのコヒーレント状態の識別
次に，Banaszek が提案された実験装置 [CCB01] を概説する．その模式図を図 13 に示す．
ここで光学素子 BS，D1，D2 はいずれもコヒーレント状態をコヒーレント状態に移す．今の場
合，入射信号は図 14 のように変化しながら実験装置を進む．
さて，光子検出器D1の測定値が n1 2 {0, 1}，D2の測定値が n2 2 {0, 1} であることを (n1, n2)
で表すことにする．すると生じ得る結果は (0, 0), (0, 1), (1, 0), (1, 1)の 4 通りである．いま，仮に
真の状態，すなわち信号が |↵1iであったとすると，D1，D2 にはそれぞれ次の状態が入射する．
|0i ,
    ↵1 - ↵2p2
 
. (5.A.7)
このとき D1 は測定値 n1 = 0を確実に返す．したがってこの場合に生じ得る結果は (0, 1), (0, 0)
のいずれかである．信号が |↵2iであった場合も同様である．そこで，(0, 1)のとき ! = 1，(1, 0)
のとき! = 2，他の場合! = ?と定義することにより，{1, 2, ?} に測定値!を取る測定を定義でき
る．構成からこの測定は識別である（図 15 参照）．
特に真の状態が |↵1iであるとき測定値! = 1が得られる確率は
q1 =
✓
h0|⌦
⌧
↵1 - ↵2p
2
     ◆✓ |0ih0|⌦ ⇣1- |0ih0|⌘◆✓ |0i ⌦     ↵1 - ↵2p2
 ◆
= 1-
    ⌧0      ↵1 - ↵2p2
     2
= 1- | h↵1|↵2i |. (5.A.8)
108
|↵1i or |↵2i
a1
|0i
a2
b1
b2
c1
c2   -s1↵2/p2E
   -s2↵1/p2E
BS U1
U2
D1
D2
図 13 二つのコヒーレント状態を識別する光学装置の概要．aj, bj, cj はそれぞれの路の（特
定の周波数に属する）光子の消滅作用素．a1 から入射した信号 |↵jiと a2 から入射した真空が
ハーフミラー (BS) で合成され，右方 b1 と上方 b2 に等強度に分かれる．右方に出た信号は透
過率の高いビームスプリッター (U1) に入射する．U1には適当な強いコヒーレント光を脇から
入射し b1 から入射したコヒーレント光を -↵1/
p
2だけ変位させる．U2についても同様．U1,
U2 を通過した光はそれぞれ光子検出器 D1 または D2 に入る．光子検出器は光子数が 0の真
空と，光子数が   1の状態を区別し，測定値 0または 1を出力する．
|↵ji
|0i
   ↵j/p2E
   ↵j/p2E    (↵j - ↵1)/p2E
   (↵j - ↵2)/p2E
D1
D2
図 14 図 13 に示された実験装置内の各段階を通過した信号の状態．
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|↵1i
|↵2i
(0, 1)
(0, 0)
(1, 0)
(1, 1)
! = 1
! = 2
! = ?
図 15 測定の定める遷移図．信号 |↵jiごとにどの測定値! 2 {1, 2, ?} が得られるかを図示している．
真の状態が |↵2iであるとき測定値! = 2が得られる確率 q2 も q1 に等しい．したがって，この識
別の最低識別確率は
q = inf{q1, q2 } = 1- | h↵1|↵2i |. (5.A.9)
これは二つのコヒーレント状態の最低識別確率の最大値である（68 頁の例 3.1.2 参照）．したがっ
て，上に述べたコヒーレント状態の識別は最低識別確率を最大化するという意味で最適である．
以上が Banaszek[CCB01] により提案された実験装置の概要である．これは二つのコヒーレン
ト状態を最大の最低識別確率で識別する．なお，この実験装置から容易に有限個のコヒーレント状
態を（最適ではないにせよ）識別する実験装置が得られる．信号 |↵ji , j 2 {1, . . . , n} をビームスプ
リッターにより n個の信号 | j↵ji , | | < 1に分け，それぞれを - j↵j だけ変位させれば良い．そ
のあとの n+ 1値測定の定義は上と同様に行えば良い．
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B 一次独立性，極小性，Riesz-Fischer 性，正規直交性
一次独立性，極小性，Riesz-Fischer 性，正規直交性が一般には異なることを示す例を以下に与
える．
例 5.2.1 (一次独立だが極小でない例). (ej)j2Z を正規直交完全系とするHilbert 空間 Hを考え
る．このとき，次のように定義されるベクトルたちのなす組 (⇠j)j2{0}[N は一次独立だが極小で
はない．
⇠0 =
1
⇡2/6
X
k 1
1
k
ek, ⇠1 = e1, ⇠2 = e2, . . . (5.B.1)
この組のどのベクトルも他のベクトルの有限個の線形結合で書くことはできないから，この組
は一次独立である．ところが ⇠0 は ⇠1,⇠2, . . . でいくらでも近似できるため極小ではない．
例 5.2.2 (極小だが Riesz-Fischer でない例). (ej)j2Z を正規直交完全系とする Hilbert 空
間 H を考える．このとき，次のように定義されるベクトルたちのなす組 (⇠j)j2N は極小だが
Riesz-Fischer ではない．8>>><>>>:
⇠2k = e3k +
1
3k+ 1
e3k+1
⇠2k+1 = e3k +
1
3k+ 2
e3k+2
k = 1, 2, . . . (5.B.2)
この組 (⇠j)j2N の代わりに規格化した組 (⇠j/k⇠jk)j2N を考えても以下の議論は本質的に変更を
受けないことに注意しておく．
まず，この組は極小である．それを示すには双直交系を構成すれば良い．次のように定義さ
れる (⌘j)j2N が (⇠j)j2N の双直交系になる．したがって (⇠j)j2N は極小である．8<:
⌘2k = (3k+ 1)e3k+1
⌘2k+1 = (3k+ 2)e3k+2
k = 1, 2, . . . (5.B.3)
次にこの組 (⇠j)j2N が Riesz-Fischer でないことを背理法で示す．(⇠j)j2N が
Riesz-Fischer であるとすれば，ある定数 0 < A < 1 があって，勝手な k に対して次が
成り立たねばならない．    (+1)⇠2k + (-1)⇠2k+1    2   A✓(+1)2 + (-1)2◆. (5.B.4)
少し計算すれば左辺が k ! 1で 0に収束することが分かる．ゆえに A = 0でなければならな
いが，これは不合理である．したがって (⇠j)j2N は Riesz-Fischer ではない．なお，ここでは
検証を略すが，この組は例えば B = 3を上界として Bessel である．
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例 5.2.3 (Riesz-Fischer だが正規直交でない例). (ej)j2Z を正規直交完全系とするHilbert 空
間 Hを考える．このとき，次のベクトルたちのなす組 (⇠j)j2N は Riesz-Fischer だが正規直交
でない．
⇠1 = e1 +
1
1
e0, . . . ⇠k = ek +
1
k
e0, . . . (5.B.5)
この組 (⇠j)j2N の代わりに規格化した組 (⇠j/k⇠jk)j2N を考えても以下の議論は本質的に変更を
受けないことに注意しておく．Riesz-Fischer 性を示すために有限個だけが 0とことなる数列
(↵k)をとる．すると     X
k
↵k⌘k
     
2
=
     X
k
↵k
1
k
     
2
+
X
k
|↵k|
2   0+
X
k
|↵k|
2. (5.B.6)
すなわち A = 1 を下界として (⇠j)j2N は Riesz-Fischer である．おな，この組は例えば
B = (⇡2/6) + 1を上界として Bessel である．
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C Stinespring 拡張
測定は操作であり，操作は完全正写像であった．本節で紹介する Stinespring の定理は完全正写
像を取り扱うための基本的な技巧である．完全正写像を用いた操作や測定の記述はこの定理とその
系によって実質が与えられるといっても過言ではない．
Stinespring の定理は完全正写像   2 nCP(A,B(K)) の標準形を与えるものである．この定理
によれば完全正写像  は  X = V⇤(⇡X)V, X 2 A と書くことができる．ここで ⇡ : A ! B(L) は
von Neumann 代数の準同型，V : K! B(L)は有界写像である．ここに現れた三組 (L,⇡, V)を
Stinespring 拡張と呼ぶ．完全正写像よりも拡張の方が取り扱いやすい．このことは本章の議論を
通じて理解されると思う．いずれにせよ，Stinespring の定理は完全正写像  に拡張 (L,⇡, V)を
対応付ける．しかも，この対応は本質的に一対一である．したがって，完全正写像の性質は全てそ
の拡張を用いて記述できる．この点に Stinespring 定理の基本的な重要性がある．C.1 節ではこ
の Stinespring の定理の素描を行い，簡単な応用を二つほど述べる．
C.2 節では，Stinespring の定理の系として完全正写像の表示をさらに三つ与える．三つの表示
とは，標準化された拡張による表示，開放環境表示，作用素和表示である．これらはそれぞれ次の
ように書かれる．特に開放環境表示では，外部系との合成，ユニタリ操作，部分系への着目の合成
の結合の形に完全正写像が書かれる．この表示は，これら三つの操作が実現可能であるなら完全正
写像で記述される操作も実現可能であることを保証する．この意味で開放環境表示表示はユニタリ
操作等を用いた通常の操作の記述と完全正写像による記述の等価性を示すものである．他の表示に
ついては後で述べる．
C.1 Stinespring の定理
この節では，まず Stinespring の定理を述べ，その証明を素描する．その後で定理の簡単な応用
を二つほど述べる．
C.1.1 定理
Stinespring の定理は W. F. Stinespring が C*代数に対して証明した [Sti55]．この定理を
von Neumann 代数用に少し変形したものを次に引用する．
定理 5.3.1 (Stinespring の定理 [Sti55]．正規性については例えば [Dav76, Section 9.2
Theorem 2.1 p. 137] を参照). von Neumann 代数間の線形写像   : A ! B(K)に関して
次の二条件は同値である．
•   2 nCP(A,B(K))： は正規な完全正写像．
•  の Stinespring 拡張（または単に拡張）とよばれる三組 (L,⇡, V)があって，
  = V⇤⇡V (5.C.1)
が成り立つ（V⇤⇡V は写像 a 7! V⇤(⇡a)V の略記である）．ただし，三組はつぎの要素か
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らなる．
‒ Hilbert 空間 L．
‒ von Neumann 代数の準同型（正規な単位的 ⇤-準同型または表現）⇡ : A! B(K)．
‒ 有界写像 V : K! L.
特に span((⇡A)VK) = L を満たす拡張 (L,⇡, V) を極小拡張と呼ぶ．任意の   2
nCP(A,B(K)) に対して，極小拡張が存在し，それはユニタリ同値を除いてただ一つに決
まる．
ユニタリ同値を除いてただ一つにといったのは正確には次を意味する．すなわち，
(L,⇡, V), (L0,⇡0, V0) がいずれも   2 nCP(A,B(K)) の極小拡張であれば，ユニタリ
U : L ! L0 であって (L0,⇡0, V0) = (UL, U⇡U⇤, UV) を満たすものがただ一つのだけ存
在する．
正規な完全正写像  は，von Neumann 代数の積や単位元を保つとは限らない．それを積や単
位元を保つ準同型 ⇡に標準化できる，というのが定理の内容と見ても良い． の準同型からの偏差
が V で表される．また，定理に述べた通り完全正写像とその極小拡張はユニタリ同値を除いて一
対一に対応する．したがって，完全正写像についての条件は，どんなものであっても原理的にはそ
の極小拡張に対する条件に翻訳できる．この意味で極小拡張は基本的である．
次にこの定理の証明を素描する．いくらか形式的ではあるものの，この証明は拡張の一つの構成
法を与えている．
Stinespring の拡張定理の証明の素描. 十分性．定理に述べた性質を有する拡張 (L,⇡, V) を用
いて  が   = V⇤⇡V と与えられているとする．以下， VX = V⇤XV と記す．正規な完全正写
像同士の結合はやはり正規な完全正写像であるから，  =  V⇡が正規な完全正写像であること
を示すには，⇡, V がそれぞれ正規な完全正写像であることを示せば良い．これらは次のように
して示される．
• 一般に von Neumann 代数の準同型 ⇡ は正写像である．それは ⇡(X⇤X) =
(⇡X)⇤(⇡X), X 2 A より分かる．さらに準同型の自明な拡張もやはり準同型である．
したがって，⇡は完全正写像である．さらに準同型 ⇡は仮定により正規でもある．
•  V は正写像である．それは  V(X⇤X) = (XV)⇤(XV), X 2 Aより分かる．さらに  V の
自明な拡張は  V ⌦ 1 =  V⌦1 のように，やはり  V の形に書かれる．したがって， V
は完全正写像である．さらに， V の転置写像は前双対の要素を前双対に移すことが確か
められる．それゆえ  V は超弱作用素位相に関して連続（正規）でもある．
以上から拡張により定義される  が正規な完全正写像であることが分かった．
必要性．  2 nCP(A,B(K)) が与えられたとし，極小拡張を構成する．極小拡張 (K,⇡, V)
がどのようなものであるか見当をつけるために，今しばらくこれが存在したと仮定して，その性
質を調べてみる．まず，極小性から L は (⇡X)V⇠の形の元で生成される．そしてこの形の元は
X 2 Aと ⇠ 2 Kについて双線型である．したがって，Lは代数的テンソル積 A⌦alg Kの商空間
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として実現できるはずである．さらに，L の元の内積は  だけから計算されることに注意した
い．実際，
h(⇡X)V⇠, (⇡U)V⌘i = h⇠, V⇤(⇡(X⇤Y))V⌘i = h⇠, ( (X⇤Y))⌘i (5.C.2)
が成り立つ．ただし，⇠,⌘ 2 K, X, Y 2 A．以上を踏まえて Lを構成する．
まず，代数的テンソル積 A⌦alg Kを考え，この上に次の条件で二次形式を定義する．
hX⌦ ⇠, Y ⌦ ⌘i = h⇠, ( (X⇤Y))⌘i , X, Y 2 A, ⇠,⌘ 2 K. (5.C.3)
  の完全正性からこの二次形式の非負性を示すことができる．証明のために代数的テンソル積
の元 Z 2 A ⌦alg K を取る．代数的テンソル積の性質により Z は適当な有限列 Y1, . . . , Yn 2
A, ⌘1, . . . ,⌘n 2 Kを用いて Z =
P
Yj ⌦ ⌘j と書くことができる．このとき  の n正値性から
hZ,Zi =
*X
j
⌘j ⌦ ej, 
  X
k
Yk ⌦ e1,k
!⇤ X
k
Yk ⌦ e1,k
!✏X
j
⌘j ⌦ ej
+
  0.
(5.C.4)
ここで (ej)j および (ei,j)i,j はそれぞれ Cn,Cn⇥n の標準的基底である．上式から A⌦algK上に
定義された二次形式は非負である．これが退化する空間をNとする．そして商空間 (A⌦algK)/N
をこの二次形式により完備化して得られる Hilbert 空間を Lと定義する．以降，自然な商写像
を Q : A⌦alg K! Lと書く．
⇡, V はそれぞれ次の条件で定義すれば良い．すなわち，X, Y 2 A, ⇠,⌘ 2 Kに対して
⇡(Y)Q(X⌦ ⇠) = Q
⇣
(YX)⌦ ⇠
⌘
, (5.C.5)
V⌘ = Q(1⌦ ⌘), (5.C.6)
このようにして確かに（正規性を有するかどうかは必ずしもわからない）準同型 ⇡と有界作用
素 V が定義される．以上のようにして構成した (L,⇡, V)が極小拡張となっていることの確認は
難しくない．なお，⇡の正規性は  の正規性から導くことができる． q.e.d.
次に，Stinespring の定理の簡単な応用を二つほど述べることにする．
C.1.2 古典化操作と測定
第一の応用は，測定と古典化操作の関係についてである．測定は古典化操作を定める．逆に，勝
手に与えられた古典化操作に対してそれをもたらす測定が存在するだろうか．この問に対する答え
は肯定的である．そのことを Stinespring の定理を用いて次に示す．*38
命題 5.3.2. C,B を Hilbert 空間 H,K 上の物理系とする．このとき任意の操作 ⇧ 2
nCP(C,B; 1) に対して，操作   2 nCP(B ⌦ C,B; 1) であって ⇧ =  (1 ⌦ (-)) を満たすも
*38 この命題に相当する事実は [DL70, Theorem 1][Oza84, Proposition 4.1] で示されている．しか
し，これらは本論文におけるのとは若干違った（測度論的な）測定の定義に基づいて示されている．
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のが存在する．特に，任意の古典化操作に対して，それをもたらす測定が存在する．
証明. 操作 ⇧の拡張を (L0,⇡0, V0)とする．⇧は操作ゆえ単位的．よって V0 は等長（V⇤0V0 = 1）
である．再び Stinespring の定理を考慮し，以下では拡張 (L,⇡, V)を通じて  を構成する．ま
ず，H = K⌦L0 と定め，次に，⇡ = 1⌦ ⇡0 : B⌦ C! B(K)⌦B(L0) = B(K⌦L0) と置く．最
後に V を次のように定義する．
K L = K⌦ L0
⇠ ⇠0 ⌦ V0⇠
V
ただし，⇠0 2 K は勝手に取った規格化されたベクトルである．V0 は等長であり ⇠0 は規格
化されているから V もまた等長である．ここまでで拡張 dilL,⇡, V と，それの定める操作
  : B⌦ C! B(K)が構成された．
次に，任意の ⇠ 2 K, B 2 B, C 2 Cに対して
h⇠, ( (B⌦ C))⇠i = hV⇠, (1⌦ ⇡0)(B⌦ C)V⇠i (5.C.7)
= h⇠0 ⌦ V0⇠, (B⌦ ⇡0C)(⇠0 ⌦ V0⇠)i (5.C.8)
= h⇠0, B⇠0i hV0⇠, (⇡0C)V0⇠i = h⇠, h⇠0, B⇠0i (⇧C)⇠i . (5.C.9)
したがって
 (B⌦ C) = h⇠0, B⇠0i⇧C. (5.C.10)
これから  の像がBに含まれることが分かる．そこで  の終域をBに制限したものを改めて
 と定義することにより   : B⌦C! Bを得る．上式から  (1⌦C) = ⇧Cも分かる． q.e.d.
C.1.3 可逆操作
第二の Stinespring 定理の応用は，操作の可逆性に関係する．Hilbert 空間を基調にした量子力
学の枠組では，ユニタリ操作に特権的な地位が与えられるのが普通である．ただし，ユニタリ操作
とはHilbert 空間間のユニタリ作用素 U : H! Kによって次のように与えられる操作を指す．
B(H) B(K)
X U⇤XU
 U
この操作を Hまたは K上の von Neumann 代数に制限して得られる操作もユニタリ操作と呼ぶ
ことにする．
ユニタリ操作は可逆である．逆に，可逆な操作はユニタリに限られるのだろうか．この問題につ
いて考察する．次の命題により，可逆な操作についての問題を von Neumann 代数間の同型につ
いての問題に帰着させることができる．*39
*39 著者にはこの命題が記載されている文献は見つけられなかった．なお，完全正写像であって片側逆元
を有するものの性質に関係した議論が [NS06] でなされている．
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命題 5.3.3. 二つの操作   2 nCP(A,B; 1),  2 nCP(B,A; 1) が互いに逆，すなわち    =
1,   = 1を満たすとする．このとき， , はいずれも von Neumann 代数の同型である．
証明.  , が作用素の積を保つことを示せば良い．
A,Bを H,K上の von Neumann とし， の極小な拡張を (L,⇡, V)とする． は単位的
であるから V は等長．したがって，VV⇤ は B(L)の射影であり VV⇤  1を満たす．ゆえに，任
意の X 2 Aに対して
 (X⇤X) = V⇤(⇡(X⇤X))V
= V⇤(⇡X)⇤(⇡X)V
  V⇤(⇡X)⇤(VV⇤)(⇡X)V
= ( X)⇤( X). (5.C.11)
同様の公式が  に対しても成り立つ．よって
  (X⇤X)    
⇣
( X)⇤( X)
⌘
  (  X)⇤(  X)
= X⇤X
=   (X⇤X). (5.C.12)
すなわち   (X⇤X) =  
⇣
( X)⇤( X)
⌘
．ところで  は逆を有し単射であったから，
 (X⇤X) = ( X)⇤( X). (5.C.13)
これから任意の X, Y 2 Aに対して  (XY) = ( X)( Y) となることが従う． q.e.d.
こうして本小節冒頭に述べた問題は，具体的 von Neumann 代数の同型は全てユニタリ操作だ
ろうか，という問題に還元される．*40 具体的 von Neumann 代数の間の同型でなければ，それ
がユニタリ操作による同型であるかどうかを問うことが出来ないことに注意したい．
この問題に対する答えは否定的である．たとえば増幅 B(H) 3 a! a⌦1 2 B(H)⌦1 ⇢ B(H⌦K)
は von Neumann 代数の同型であるが，dimH 6= (dimH)(dimK)であれば空間的ではあり得な
い．*41 しかし，特定の条件下では von Neumann 代数間の同型が空間的なものに限られる場合
がある．次に，そのような場合を二つ挙げる．
• 有限次元Hilbert 空間上の B(K)の形の von Neumann 代数間の同型は空間的なものに限
る．
これは直接証明もできるし，後に述べる補題 5.3.4 から導くこともできる．*42
*40 ユニタリ操作による同型は，数学だと空間的同型と呼ばれることが多い．
*41 同型の一般的な形については例えば [Tak01, Theorem 5.5, p. 222; Exercise 1, p. 308 ] や
[Dix11, Part I, Chpter 4, Section 1.4, Corollary, p. 62] を見られたい．
*42 直接証明は次のように行う．H,K を有限次元 Hilbert 空間，(ej)j=1,...,n を K の正規直交完全系，
⇡ : B(H) ! B(K) を表現とする．すると射影 ⇡(|ejihej|) たちが K を同型な Hilbert 空間の直和への
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• 標準的 von Neumann 代数間の同型は空間的なものに限る．*43
なお，H 上の von Neumann 代数 A が標準的（standard）であるとは，分離的（a 2
A, a⇠ = 0 =) ⇠ = 0）かつ巡回的（span{ ⇠ | a 2 A } = H）なベクトル ⇠ 2 Hを受容する
ことを指す．このようなvon Neumann代数は， -有限と呼ばれることがある（[UHO03,
定義 4.6, 定理 4.46] 参照）．
上記第一項によれば，物理系が有限次元で H という形をしていれば，可逆な操作としてユニタリ
操作を特徴づけることができる．
C.2 完全正写像の表示
Stinespring 拡張は完全正写像の一つの書き表し方を与えている．本節ではこれに加えてさらに
三つの完全正写像の表示を与える．以下でそれぞれの表示について見てゆくことにする．
補題 5.3.4 ([Dix11, 1.4.4, p. 61]). A,BをそれぞれHilbert 空間H,K上のvon Neumann
代数，⇡ : A ! B をこれらの間の準同型とする．このとき，⇡は増幅と誘導の積にユニタリ同
値である．すなわち ⇡はつぎの形に書くことができる．
⇡(X) = U⇤
⇣
E(X⌦ 1)E
⌘
U, X 2 A. (5.C.14)
ただし，
• RはHilbert 空間，
• Eは射影 E 2 (A⌦ 1) 0 ⇢ B(H⌦R)，
• U : H! E(H⌦R)はユニタリである．
なお Uの終域は適宜 H⌦Rに拡張するものと了解する．
特に，A = B(H)の場合には，誘導を省略することができる．すなわちこの場合，準同型は
増幅にユニタリ同値である．
なお，「特に」以下の主張はそれより前の主張の系として証明できる．*44 Stinespring の定理と
今述べた補題から完全正写像の三つの表示が得られる．
分解を与える．このことに注意して次のようにユニタリ作用素 U : L ! L = (⇡(|e1ihe1|)K) ⌦ H を
U⌘ =
P
j(⇡(|e1ihej|)⇠)⌦ ej, ⌘ 2 Lと定めれば ⇡X = U⇤(1⌦ 1)U, X 2 B(H)を得る．*43 このことの証明については [Dix11, Part III, Chpter 1, Section 1.4, Corollary, p. 250] や
[SZ79, 10.15 Corollary, p. 278] を参照されたい．
*44 ⇡ : B(H)! B(K)を準同型とする．これを補題 5.3.4 に従って ⇡X = U⇤(E(X⌦ 1)E)Uと書く．テン
ソル積についての交換定理 [Tak01, Theorem 5.9, p. 226] によれば，交換団を取る操作はテンソル
積に分配する．すなわち E 2 (B(H)⌦ 1) 0 = B(H) 0 ⌦ C 0 = C⌦ B(R)．したがって E = 1⌦ Fと書く
ことができる．ここで F 2 B(R)は Rの射影である．これにより E(K⌦R) = K⌦ (FR)．そこで FR
を改めて Rと定義することにより，⇡が増幅にユニタリ同値であることが分かる．
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系 5.3.5. Aを H上の von Neumann とする．このとき   2 nCP(A,B(K))に対して次が成
り立つ．
1. 標準化された拡張 Hilbert 空間 Rと有界写像 V : K! K⌦Rがあって次が成り立つ．
 X = V⇤(X⌦ 1)V, X 2 A. (5.C.15)
2. 開放環境表示 あるHilbert 空間Rとベクトル状態   2 (B(H⌦R))⇤ とユニタリ作
用素 U 2 B(H⌦ K⌦R) があって次が成り立つ．
 X = E  [U⇤(X⌦ 1)U] , X 2 A. (5.C.16)
あるいは Schrödinger 描像で書けば
 ⇤⇢ = trH⌦R [U(⇢⌦  )U⇤(X⌦ 1)] , ⇢ 2 (B(K))⇤.
(5.C.17)
ただしテンソル積の並び順は適当に入れ替えて理解するものとする．
3. 作用素和表示 集合 J で添字づけられた有界写像 Kj : K ! H があって，次が成り
立つ．
h⇢, Xi =
X
j2J
⌦
⇢, K⇤jXKj
↵
, ⇢ 2 (B(K))⇤, X 2 A. (5.C.18)
証明. それぞれの主張を順番に示す．
1.  の拡張を (L,⇡, V)とする．この ⇡を補題 5.3.4 にしたがって書き換える．その上で
EUV を新ためて V と定義すれば良い．
2. 1. で示した標準化された拡張 (5.C.15) を証明の起点に取る．H,K,R の単位ベクトル
⇠0,⌘0, ⇣0 を一つづつ任意にとり，  = |⇠0 ⌦ ⇣0ih⇠0 ⌦ ⇣0| とおく．さらに次を満たすユ
ニタリ Uを一つとる（K,Hの並び順に注意せよ）．
K⌦ H⌦R K⌦ H⌦R
⌘⌦ ⇠0 ⌦ ⇣0 ⌘0 ⌦ V⌘
U
 は単位的ゆえ V は等長である．よってこのような Uは確かに存在する．このように
定義された  , Uに対して (5.C.16) が成り立つ．これからまた (5.C.17) も出る．
3. 再び 1. で示した標準化された拡張 (5.C.15) を証明の起点に取る．Rの正規直交完全系
を (ej)j2J とし，有界写像 Lj を次のように定める．
H K
⇠ Lj⇠ = V⇤(⇠⌦ ej)
Lj
そして，Kj = L⇤j と定義する．すると，この Kj に対して作用素和表示 (5.C.18) が成り
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立つ． q.e.d.
以下で開放環境表示と作用素和表示についての説明を与える．
まず開放環境表示について述べる．本論では任意の操作は正規な単位的完全正写像であるとし
た．ところで，通常，孤立系の操作はユニタリ操作によって記述されるとされている．さらに，開
放系上の操作を記述する場合には，必要に応じて系の合成や部分系への着目を適宜導入して，それ
らによって操作を記述しようとする．開放環境表示によれば，任意の操作はこれら三つの操作の結
合で実現できる．したがってこれら三種類の操作がいずれも実現可能であると認める場合には，任
意の操作の実現可能であると考えて良いことになる．
さて，測定は操作の一種であるから，測定も開放環境表示を有する．この測定に対する開放環
境表示は，測定を射影作用素値測度に帰着させるという意義がある．この点についても説明する．
  2 nCP(B(K)⌦ L1(⌦,⌃, µ),B(K); 1)を測定とする．これを開放環境表示して次のように書く．
 X = E  [U⇤(X⌦ 1)U] , X 2 B(K)⌦ L1(⌦). (5.C.19)
特に単項式 X = Y ⌦ fを  に代入すると，
 (Y ⌦ f) = E  [U⇤(Y ⌦ f⌦ 1)U] = E  [U⇤(Y ⌦ (⇡1f)U] (5.C.20)
ただし ⇡1f = f ⌦ 1と定めた．⇡1 は増幅であり，したがって特に von Neumann 代数の表現で
ある．上式の Uに挟まれた作用素がどの空間に作用しているかを明示すれば次の通り．
Y ⌦ (⇡11 ) 2 B(K)⌦
✓⇣
B(L2(⌦))⌦ B(K)
⌘
⌦ B(R)
◆
| {z }
B(L2(⌦)⌦K⌦R)
(5.C.21)
· · · · · ·| {z }で指示された部分をあらたに環境系と考える．状態  はこの新たな環境系上のベクトル状態
であることに注意する．以上の議論を踏まえると，等式  (Y ⌦ f) = E  [U⇤(Y ⌦ ⇡1f)U] は測定  
を次の四段階に分解するものと理解できる．
1. 被測定系 Kをベクトル状態  にある環境系と合成する．
2. 合成系にユニタリ操作を施す．
3. 環境系に古典化操作 ⇡1（をもたらす測定）を実行して測定値を得る．
4. 再び被測定系に着目する．
⇡1 は準同型である．これは測度論的にみれば射影作用素値測度であるとも言える．このようにし
て，一般の測定は射影作用素値測度に帰着させられる．本論文でははじめから測定を単一の完全正
写像として導入したので，その開放環境表示も Stinespring の定理の系として得られた．測定を
測度論的に定義する場合には，Stinespring の定理の証明に倣って測定に対する開放環境表示を
別途証明する必要が生じる．このような仕方で測定の開放環境表示を一般に示したのは [Oza04,
Theorem 5.1] である．*45
*45 物理的に実現可能な測定を完全正写像により記述するという着想は [Kra71, Kra83] や [Dav76]
に既に見られる．前者では二値測定を完全正写像で記述し，その開放環境表示を導いている．後
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次に測定の作用素和表示について述べる．作用素和表示は，考察対象の物理系間の作用素だけし
か含まない．この点で作用素和表示は完全正写像の具体的な計算に適している．特に測定の作用素
和表示は計算や測定の具体的定義において有用である．測定は操作であるから，これの作用素和表
示が上に述べた意味で存在する．しかし，普通はこれとは違い，測定値で添字付けられた作用素和
表示を測定の作用素和表示という．これを説明する．
簡単のため測定値が離散的である場合から議論をはじめる．離散的といったのは測定器系が可算
集合⌦を用いて `1(⌦)と書かれる場合を指す．そして，測定   2 nCP(`1(⌦)⌦ B(K),B(K); 1)
を考える．測定  の第一引数を  ! 2 `1(⌦)に固定することで次の完全正写像を得る．
 ( ! ⌦ (-)) 2 nCP(B(K),B(K); 1). (5.C.22)
この完全正写像の作用素和表示を次のように書くことにしてみる．
 ( ! ⌦ X) =
X
j
K⇤!,jXK!,j. (5.C.23)
各測定値! 2 ⌦ごとにこのような作用素和表示があるから，それらを加えて次の表示を得る．
 (f⌦ X) =
X
j
X
!
f!K
⇤
!,jXK!,j,
X
j
X
!
K⇤!,jK!,j = 1. (5.C.24)
このような  の表示を測定の作用素和表示と呼ぶ．それは測定値 !ごとの作用素和表示の和であ
る．なお，jが走る範囲は!に依存するがここでは明示していない．また，上記第二式は測定が単
位的であることの言い変えにすぎない．
古典系が離散的な場合には，上述のように測定の作用素和表示を容易に導くことができた．一般
の測定が作用素和表示を有することもA. S. Holevo によって示されている．その結果を次に引用
する．
命題 5.3.6 ([Hol98, Theorem 1]). K を可分 Hilbert 空間とするとき，測定   2
nCP(L1(⌦) ⌦ B(K),B(K); 1) に対して，稠密な定義域 D ⇢ K 上で定義された線形作用素
たち A!,j があって次が成り立つ．
h⇠, (f⌦ X)⇠i =
ZX
j
f(!) hA!,j⇠, XA!,j⇠i d⌫(!), ⇠ 2 D. (5.C.25)
ここで ⌫は  -有限測度であり，対応 ! 7! A!,j はこの測度に関して殆ど至るところで定義さ
れている．また，A! たちは任意の ⇠ 2 Dに対して次を満たす．ZX
j
kA!,j⇠k2 d⌫(!), = k⇠k2. (5.C.26)
者では測定をあからさまに完全正写像にからめて論じてはいないが，次のような記述が 9.2 節に
ある．“We remark that the condition of complete positivity could have been imposed on
operations, instruments and all subsequent results in this volume.”
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測定の Stinespring 拡張に比べて，一般の測定の作用素和表示は一意性を欠いていたり非有界
作用素を含むといった欠点を有する．しかしながら，既に述べたとおり作用素和表示は物理系 K上
の作用素だけで測定を記述できる点が優れている．Stinespring 拡張における拡張空間 Kや表現 ⇡
は必ずしも物理的な意味合いが明確でない．作用素和表示はこのような要素を含まない．
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D 端点性
この付録では操作や測定が端点に位置するための条件について述べる．本節も基本的に先行研究
の概説である．同じ物理系に対する二つの操作が与えられたとき，これらを確率的に実行したもの
もやはり一つの操作となる．このようにして操作の集合 nCP(A,B(K); 1) に凸構造が入る．*46 操
作や測定の端点と言っているのはこの凸集合の端点である．端点に位置しない操作は，別の二種以
上の操作の確率的実行で再現することができる．逆に，端点に位置する操作はこのような確率的実
行で再現できないという意味で基本的である．nCP(A,B(K); 1)の端点は，その拡張を用いて特徴
づけることができる．その特徴づけを与えるのがArveson の定理である．そこでこの節ではまず
この定理を紹介する．その次に，測定の端点について考察する．この結果により測定の具体例が端
点にあるかどうかを容易に判定できるようになる．
操作の優劣をこれらのなす凸空間上の函数で測ることがしばしばある．この場合，端点に属する
操作がこの函数の値を最大化する．換言すれば，最適な操作は測定の端点に見いだされる．第 3章
では必ずしも凸とは限らない評価函数を用いて最適な識別を定義したが，これから述べるのは評価
函数を凸函数に限った場合の議論であるとも考えられる．
以下では，まず完全正写像の端点を特徴づけるW. B. Arveson の定理を説明する．その次に，
適当な作用素和表示で定義された測定が端点に位置するための条件を書き下す．
D.1 操作の端点条件
まず，操作が端点に位置するための条件について述べる．既に述べたとおり，完全正写像の性質
は全て原理的には極小拡張の性質に翻訳する事ができる．端点性についてこの翻訳を行ったのが次
に述べるArveson の端点定理である．以降，凸集合 Cの端点の全体を extCで表す．
定理 5.4.1 (Arveson の端点定理 [Arv69, Corollary1.4.3, Theorem1.4.6, Deﬁni-
tion1.4.5 直下の注意]). 零でない正規な完全正写像   2 nCP(A,B(K);B) の（極小とは限
らない）拡張を (L,⇡, V)とする．このとき下記の含意が成り立つ．
(⇡A) 0 = C   2 ext nCP(A,B(K))
(⇡A) 0 \ {Z 2 B(L) | V⇤ZV = 0} = {0}   2 ext nCP(A,B(K);B)
(⇡A) 0 \ {Z 2 B(L) | ZV = 0} = {0} (L,⇡, V) は極小
1
2
特に，(L,⇡, V)が極小であるという前提のもとでは，二つの含意 1 と 2 の逆
*46（R上の）線形空間 Hの部分集合 Sは，勝手な ⇠, ⇠ 0 2 Sと p, p 0   0, p+ p 0 = 1から作られる凸結合
p⇠ + p 0⇠ 0 が再び Sに属するとき凸であると呼ばれる．二つの von Neumann 代数 A,B間の有開写
像のなす線形空間の部分集合 nCP(A,B(K); 1)は，この意味で凸集合である．
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も成り立つ．
Stinespring 同様，Arveson も C*代数を対象として上記定理を示している．しかし，彼の証明
は von Neumann 代数に適用すれば自動的に正規性（超弱作用素位相）を尊重する．そこで，上
では von Neumann 代数用に少し変形して定理を引用した．次に定理の簡単な適用例を挙げる．
例 5.4.2. 有界写像 V : K! Hから次のように  V 2 nCP(B(H),B(K))を定める．
B(H) B(K)
X V⇤XV
 V
この  V は nCP(B(H),B(K))および nCP(B(H),B(K);V⇤V)の端点に位置する．
特にユニタリ操作は nCP(B(H),B(K); 1) の端点に位置する．また，B(H) 上のベクトル状
態も正規状態のなす凸集合 nCP(B(H),C; 1)の端点に属する．
証明. (H,⇡ = 恒等写像, V) は  V の拡張である．この拡張に対して (⇡B(H)) 0 = (B(H)) 0 = C
が成り立つこととArveson の定理から結論が得られる．ベクトル ⇠ 2 Hの定めるベクトル状態
X 7! h⇠, X⇠i , X 2 B(H)に対しては，V : C 3   7!  ⇠ 2 Hを対応付けて考えればよい． q.e.d.
D.2 測定の端点条件
先にも少し触れたように，具体的な測定の定義は作用素和表示を用いて与えられることが多い．
そのようにして定義された測定が端点に位置するための条件を調べたい．
一般に，測定   2 nCP(L1(⌦)⌦ B(K),B(K); 1)は次のように作用素和表示できるのであった．
 (f⌦ X) =
ZX
j
f(!)A⇤!,jXA!,j d⌫(!). (5.D.1)
以下では逆に A!,j たちから  を定義することを考える．特に，上式における和
P
j がなく，A!,j
たちが取り扱いやすい条件を満たすという場合を考える．次の定理は，そのような条件下で作用素
A! たちが確かに測定を定義することを確認した上で，その測定が端点に属するための条件を与え
るものである．
ここで先行研究について補足しておきたい．次に述べる定理に類似の定理が [Pel13, Theorem
2 (4)] に与えられている．この定理自身は正しく端点に位置する測定を特徴づけている．しかし，
具体的に作用素和表示で定義された測定が端点に位置するかどうかを判定するといった用途に彼の
定理を使うのは難しいのではないかと著者は考えている．次の定理は比較的簡単な場合についてで
はあるが，このような問題を適当に処理している．*47
*47 J-P, Pellonpaää による類似の先行研究 [Pel13, Theorem 2] は次のような論理的形式を持つもの
である．すなわち「任意の測定  に対して，ある〈良い作用素和表示〉があって，その測定が端点に
位置するための条件はこの〈良い作用素和表示〉を用いて（…端点条件…）と書き下すことができる」．
この特徴付けは正しいが，作用素和表示は測定  から一意に定まるものではない（少なくとも彼の定
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定理 5.4.3. 次を所与とする．
• (⌦,⌃, µ)：測度空間．⌦は位相空間，⌃はこの位相を含む  -代数，µは  -有限測度と仮
定する．
• K：可分Hilbert 空間．
• (A!)!2⌦：B(K)の元の組．次の二条件を仮定する．
‒ 写像 (! 7! A!)は B(H)の超弱作用素位相に関して連続．
‒ 任意の ⇢ 2 (B(K))⇤ に対してZ
⌦
h⇢, A⇤!A!i dµ(!) = h⇢, 1i . (5.D.2)
このとき次が成り立つ．
(I) 次の条件を満たす測定   2 nCP(L1(⌦) ⌦ B(K),B(K); 1) が唯一つだけ存在
する．
h⇢, (f⌦ X)i =
Z
f(!) h⇢, A⇤!XA!i dµ(!). (5.D.3)
ただし，⇢ 2 (B(K))⇤, f⌦ X 2 L1(⌦)⌦ B(K)．
(II) (I) に述べた測定が凸集合 nCP(L1(⌦)⌦B(K),B(K); 1) の端点に属するための
十分条件は，この測定の古典化操作  ((-)⌦ 1)が単射であることである．すな
わち，(I) に述べた測定  についてh
 (f⌦ 1) = 0 () f = 0 i (5.D.4)
=) h  2 ext nCP(L1(⌦)⌦ B(K),B(K); 1) i. (5.D.5)
(II)’ 作用素の組 (A!)!2⌦ がさらに次の条件を満たすと仮定する．すなわち f 2
L1(⌦)に対して
8⇠,⌘ 2 K,  2 L2(⌦),
Z
f! ! h⌘, A!⇠i dµ(!) = 0 =) f = 0.
(5.D.6)
このときには (II) の主張において “ =) ” を “ () ” で置き換えられる．すな
わちこの場合には，古典化操作  ((-)⌦ 1)が単射であることであることは，測
定  が端点に位置するための十分条件であるだけでなく必要条件でもある．
理における言明からは一意性は明白でない）．この点が彼の定理を具体例に適用することを困難にして
いるように思われる．もう少しこの問題を詳しく述べれば次のようになる．いま〈ある作用素和表示〉
により測定  を定義したとする．しかし，作用素和表示は一意ではないから，この定義に用いた〈あ
る作用素和表示〉が〈良い作用素和表示〉であるかどうかは分からない．したがって，この〈ある作用
素和表示〉に彼のいう（…端点条件…）を適用したところで端点性は判定できない．
これから述べる定理は，具体例に適用してその端点性を判定することが難しくない．定理の (II)’ が
〈良い作用素和表示〉であることを保証する条件に相当する．[Pel13, Theorem 2] は A! についての
このような条件への言及が著しく不鮮明である．
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この定理は Stinespring の定理とArveson の定理から出る．証明は次の小節で与える．
(I) の主張は [OO16] から導くこともできるが，(II) を示す過程で副産物として得られるのでこ
こでも定理に含めて述べておいた．この (I) が証明を要する事項であるということは少し説明を要
するかもしれない．問題は  の始域が von Neumann 代数のテンソル積全域であるにも関わら
ず，(I) の等式は  の単項式における値しか定めていないということにある．
問題をよく理解するために von Neumann 代数のテンソル積がどのように定義されていたか
を想起しておく．A, B を H, K 上の von Neumann 代数とする．X 2 A と Y 2 B は自然に
X⌦ Y 2 B(H⌦ K)を定義する．一般に X⌦ Y のような元を単項式と呼ぶ．単項式の線形結合の全
体は B(H⌦ K)の単位的 ⇤-部分代数をなす．これが A, Bの代数的テンソル積 A⌦alg Bに他なら
ない．しかし，A ⌦alg B は超弱作用素位相に関して閉じているとは限らない．そこでこの位相に
ついての閉包をとって von Neumann 代数のテンソル積 A⌦Bを定義する．結局これらは次の
ような関係にある．
A⌦alg B ⇢ A⌦B ⇢ B(H⌦ K). (5.D.7)
これらの包含関係は一般には等号関係には置き換えられない．なお，上の定理においては A =
L1(⌦,⌃, µ), B = B(K)である．
定理の (I) にある等式は  の単項式における値を確定する．それゆえ線形性（代数的テンソル積
の普遍性）により  は代数的テンソル積にまで拡張できる．しかし，これが von Neumann 代
数のテンソル積 A⌦Bにまで超弱連続性（正規性）を保ったまま拡張できるかどうかは証明を要
するのである．
D.3 証明
この小節は定理 5.4.3 の証明に充てられる．A! たちから Stinespring 拡張を構成すること
で   の存在を証明し，次いで構成された拡張に Arveson の端点定理を適用することで端点条件
(II)(II)’ を導出する．
D.3.1 Hilbert 空間 L2(⌦,⌃, µ; K) = L2(⌦,⌃, µ)⌦ K
この後の証明ではHilbert 空間に値を取る自乗可積分函数の空間 L2(⌦,⌃, µ; K)を用いる．そこ
で具体的な証明に入る前に，この空間について基本的なことを述べておく．まず定義は次の通りで
ある [RS81, Example 6, p. 40, p. 64, p. 115]．
L2(⌦,⌃, µ; K) =
 
 : ⌦! K      は弱可測かつ Z k !k2 dµ(!) <1 .⇠ (5.D.8)
ここで  : ⌦! Kが弱可測であるとは，任意の ⌘ 2 Kに対して⌦ 3 ! 7! h⌘, !i 2 Cが可測函
数であることを意味する．*48 この可測性のために函数! 7! k !k2 =Pj | hej, !i |2 も可測であ
*48 K が一般の Banach の場合にはこの種の可測性として弱可測性の他に Borel 可測性や強可測性が定
義され，これらを区別する必要が生じる．しかし，いまのように K が可分 Hilbert 空間である場合に
はこれらを区別する必要はない [RS81, p. 115]．
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り，二つ目の条件に現れる積分が定義される．ただし，(ej)j2J は可分Hilbert 空間 Kの正規直交
完全系である．また，上記定義式の “/⇠” は「µに関して殆ど至る所一致する函数を同視する」と
読むこととする．このように定義された L2(⌦,⌃, µ; K)は内積
h , i =
Z
h !, !i dµ(!) (5.D.9)
に関してHilbert 空間となる．
いま定義した Hilbert 空間 L2(⌦,⌃, µ; K) は Hilbert 空間のテンソル積 L2(⌦,⌃, µ) ⌦ K に同
型である．実際，次の条件で特徴づけられるユニタリ作用素が唯一つ存在する [RS81, Theorem
II.10(b), p. 52]．
L2(⌦,⌃, µ)⌦ K L2(⌦,⌃, µ; K)
 ⌦ ⇠ (U( ⌦ ⇠))! =  !⇠.
U
(5.D.10)
以上がHilbert 空間 L2(⌦,⌃, µ; K)についてこの後使うことになる性質の全部である．以降しばし
ば L2(⌦,⌃, µ; K)を L2(⌦; K)と略記する．
D.3.2 W : K! L2(⌦; K)の構成
第一に，作用素の組 (A!)!2⌦ を使って作用素 W : K ! L2(⌦; K) を次の条件で定義できるこ
とを示す．
K L2(⌦; K)
⇠ (W⇠)! = A!⇠.
W
作用素W が無矛盾に定義されていることを検証すると次の通りである．
• 可測性．任意に ⇠,⌘ 2 Kを取る．すると (A!)!2⌦ についての第一の仮定により，写像
! 7! h⌘, (W⇠)!i = h⌘, A!⇠i = D |⇠ih⌘| , A!E (5.D.11)
は連続である．したがって，特に写像! 7! (W⇠)! は可測．
• 有界性．前項で示した可測性と組 (A!)!2⌦ についての第二の仮定から
kW⇠k2
=
Z
h(W⇠)!, (W⇠)!i dµ(!)
=
Z
h⇠, A⇤!A!⇠i dµ(!)
=
Z D
|⇠ih⇠| , A⇤!A!
E
dµ(!)
=
D
|⇠ih⇠| , 1
E
= k⇠k2. (5.D.12)
したがって，W⇠は確かに L2(⌦; K)に属する．さらに上式からW は等長で特に有界．
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D.3.3 Stinespring 拡張 (L,⇡, V)と  の構成
第二に，Stinespring 拡張を用いて  を定義する．そのためにまず，L2(⌦)⌦Kと L2(⌦; K)は
同型であること，そしてこの同型が (5.D.10) で特徴づけられるユニタリによって与えられること
を想起しておく．そのうえで，Stinespring 拡張 (L,⇡, V)を次のように定義する．
• L = L2(⌦)⌦ K．
• ⇡ : L1(⌦)⌦ B(K) ! B(L2(⌦))⌦ B(K) = B(L)は自然な入射とする．これは確かに von
Neumann 代数の準同型である．ここでは乗算により L1(⌦) ⇢ B(L2(⌦)) と見做して
いる．
• V = U⇤W : K! L．U⇤, V はどちらも等長であるから V も等長である．
これらを用いて  を  Z = V⇤(⇡Z)V, Z 2 L1(⌦)⌦B(K)と定義する．すると Stinespring の定
理により   2 nCP(L1(⌦)⌦ B(K),B(K); 1).
D.3.4 (I) の検証
第三に，このようにして定義された  が定理 (I) の条件式を満たすことを示す．
1. ⇢ 2 (B(K))⇤ がベクトル状態の場合：
まず次の等式に注意しておく．⇣
U(⇡(f⌦ X))U⇤ 
⌘
!
= f!X ! (5.D.13)
ただし，f 2 L1(⌦), X 2 B(K),  2 L2(⌦; K)．この等式は (f ⌦ X)( ⌦ ⇠) = (f ) ⌦
(X⇠),  2 L2(⌦), ⇠ 2 K の言い換えである．
さて，⇢ = |⇠ih⇠| , k⇠k2 = 1, ⇠ 2 Kと書かれる場合を考える．このときD
|⇠ih⇠| , (f⌦ X)
E
= hW⇠, U(⇡(f⌦ X))U⇤W⇠i  の定義
=
Z D
(W⇠)!,
⇣
U(⇡(f⌦ X))U⇤W⇠
⌘
!
E
dµ(!) L2(⌦; K)の内積の定義
=
Z
f! h(W⇠)!, X(W⇠)!)i dµ(!) (5.D.13)
=
Z
f! hA!⇠, XA!⇠i dµ(!) W の定義
=
Z
f!
D
|⇠ih⇠| , A⇤!A!
E
dµ(!). (5.D.14)
したがって，この場合確かに所望の公式が成り立つ．
2. ⇢ 2 (B(K))⇤ = B1(K)が任意の場合：
⇢ は四つの密度作用素の和に書かれるから，初めから ⇢ は密度作用素であると仮定して良
い．このときには密度作用素のスペクトル分解から，
h⇢, Yi =
X
j2J
h⇠j, Y⇠ji , ⇠j 2 K,
X
j2J
k⇠jk2 = 1. (5.D.15)
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以下，⇢はこの形に与えられているものとする．このとき，f 2 L1(⌦), X 2 B(K)に対して
h⇢, (f⌦ X)i
=
X
j2J
h⇠j, (f⌦ X)⇠ji ⇢の定義
=
X
j2J
D
|⇠jih⇠j| ,  (f⌦ X)
E
=
X
j2J
Z
f!
D
|⇠jih⇠j| , A⇤!XA!
E
dµ(!) 前項の結果
=
ZX
j2J
f!
D
|⇠jih⇠j| , A⇤!XA!
E
dµ(!) Fubini の定理
=
Z
f! h⇢, A⇤!XA!i dµ(!) ⇢の定義 (5.D.16)
積分と総和の交換に Fubini の定理を使った．この定理の使用は µが  -有限という仮定と，
次の評価により正当化される．X
j2J
Z    f! D |⇠jih⇠j| , A⇤!XA!E     dµ(!)
 kfk kXk
X
j2J
Z D
|⇠jih⇠j| , A⇤!A!
E
dµ(!)
 kfk kXk
X
j2J
D
|⇠jih⇠j| , 1
E
 kfk kXk
X
j2J
k⇠jk2 <1. (5.D.17)
ただし，二つ目の不等号を示す際に (A!)!2⌦ についての第二の仮定を用いた．
ここまでで (I) の証明が終わった．
D.3.5 (II) の検証
次に，(II) を示す．Arveson の定理（123 頁）により問題の測定が端点に位置するための十分
条件は⇣
⇡(L1(⌦)⌦ B(K))⌘ 0 \ {Z 2 B(L) | V⇤ZV = 0} = {0}. (5.D.18)
これを変形してゆき，(II) に述べた条件を導く．
まず，上記条件に現れた交換団 (⇡ · · · ) 0 を計算する．一般に交換団を取る操作はvon Neumann
代数のテンソル積に分配される（テンソル積についての交換定理 [Tak01, Theorem 5.9, p.
226]）．したがって⇣
⇡(L1(⌦)⌦ B(K))⌘ 0 = ⇣L1(⌦)⌦ B(K)⌘ 0 ⇡の定義
= (L1(⌦)) 0 ⌦ (B(K)) 0 テンソル積についての交換定理
= L1(⌦)⌦ C
= L1(⌦)⌦ 1. (5.D.19)
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ゆえに ⇣
⇡(L1(⌦)⌦ B(K))⌘ 0 \ {Z 2 B(L) | V⇤ZV = 0} = {0}
() ⇣L1(⌦)⌦ 1⌘ \ {Z 2 B(L) | V⇤ZV = 0} = {0}
() 8f 2 L1(⌦) h V⇤(f⌦ 1)V = 0 =) f⌦ 1 = 0 i
() 8f 2 L1(⌦) h  (f⌦ 1) = 0 =) f = 0 i. (5.D.20)
したがって確かに端点条件は (II) に述べた条件に同値である．
D.3.6 (II)’ の検証
最後に，(II)’ を示す．Arveson の定理（123 頁）に述べてあるように，(II) の条件が必要十分
条件となるためには，拡張が極小であることを示せば良い．拡張が極小となるための必要十分条
件は，⇣
⇡(L1(⌦)⌦ B(K))⌘ 0 \ {Z 2 B(L) | ZV = 0} = 0. (5.D.21)
先と同様に，この条件を変形してゆき（II)’ の仮定が得られれば良い．⇣
⇡(L1(⌦)⌦ B(K))⌘ 0 \ {Z 2 B(L) | ZV = 0} = 0
() 8f 2 L1(⌦) h (f⌦ 1)V = 0 =) f = 0 i. (5.D.22)
ここで
(f⌦ 1)V = 0() U(f⌦ 1)U⇤W = 0() 8⇠,⌘ 2 K,  2 L2(⌦), h ⌦ ⌘, U(f⌦ 1)U⇤W⇠i = 0
() 8⇠,⌘ 2 K,  2 L2(⌦), Z f! ⇤! h⌘, A!⇠i dµ(!) = 0. (5.D.23)
したがって，(II)’ の主張を得る．
以上で定理 5.4.3 の証明が終わった．
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E 識別再構成測定
測定には，測定値を得るという側面と，被測定系を乱すという側面の二つがある．本論では測定
値に対する条件を課して識別を定義した．そして識別の擾乱については，第 3章の議論を別にして
触れなかった．ここで取り上げる識別再構成測定は，擾乱についての反復性と呼ばれる条件を課す
ことで定義される識別である．
E.1 定義
識別再構成測定の定義を行う前に，反復性による射影測定の特徴づけについて想起しておく．
Hilbert 空間 K の正規直交完全系を (ej)j2J とする．このとき，射影の族 (Ej = |ejihej|)j2J に
ついての射影測定   2 nCP(B(K) ⌦ `1(J),B(K); 1) は次の条件で定義される [vN32, Lüd51]．
X 2 B(K)と f 2 `1(J)に対して
 (X⌦ f) =
X
j2J
fj EjXEj. (5.E.1)
この射影測定  は次の二条件を満たす．
hEj, (1⌦  k)i =  j,k, (5.E.2)
 ( (1⌦  k)⌦  j) =  j,k (1⌦  j). (5.E.3)
第一の条件は，射影測定  が物理量 A =Pj ↵jEj の正確な測定であると解釈されるのが普通であ
る．本論文の文脈では，むしろこの条件は次のように理解するのが自然である．すなわち，測定  
は互いに直交する正規状態の組 (Ej)j2J の完璧識別である．第二の条件は反復性と呼ばれる条件で
ある，この条件は，二度立て続けに測定  を行うとき，二度目の測定値が必ず一度目の測定値に一
致することを述べている，立て続け行う測定の測定値の確率密度分布が J⇥ Jの対角線上に集中す
るといっても良い．
逆に，射影の族 (Ej = |ejihej|)j2J についての射影測定は上述の完璧識別性 (5.E.2) と反復性
(5.E.3) で一義的に特徴づけられる．ここまでの議論は正規直交系 (ej)j2J を議論の起点にしてい
る．正規直交の代わりに非直交系 (⇠j)j2J から議論をはじめたらどうだろうか．本論で見たとおり
非直交系は完璧に識別することは出来ない．そこでこの条件を単なる識別性に弱めて識別再構成測
定を定義する．
定義 5.5.1 (識別再構成測定). 物理系 B の正規状態の組 (⇢j)j2J 2 BJ⇤ に関する識別再構成測
定とは，  2 nCP(B⌦ `1(J [ {?}),B; 1) であって次を満たすものである．ある正数 qj > 0の
組 (qj)j2J があって，任意の j, k 2 Jに対して
h⇢j, (1⌦  k)i = qj j,k, (5.E.4)
 ( (1⌦  k)⌦  j) = qj j,k (1⌦  j). (5.E.5)
このような測定  は識別確率 (qj)j2J で (⇢j)j2J を識別再構成するとも言う．
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一つ目の条件 (5.E.4) は，測定   がベクトル状態の組 (|⇠jih⇠j|)j2J を定義 2.1.1 の意味で識別
することを述べている．(qj)j2J を識別確率と呼ぶのは定義 2.1.1 とも整合する．二つ目の条件
(5.E.5) は，先に述べた反復性に他ならない．
E.2 具体的表示
次の命題は識別再構成測定のより具体的な表示を与える．その結果によれば，射影測定の場合と
同様に，測定値 j 2 Jが出た場合の事後状態は全て識別再構成測定の定義条件により確定する．し
かし，“?” が出た後の挙動は確定しない．そしてこの挙動は単一の完全正写像で記述される．
命題 5.5.2. (⇠j)j2J をHilbert 空間 Kの規格化された完全系（span{ ⇠j | j 2 J } = K）とする．
測定   2 nCP(B(K)⌦ `1(J [ {?}),B(K); 1)が識別確率 (qj)j2J で (|⇠jih⇠j|)j2J を識別再構
成するなら，(⇠j)j2J の双直交系 (⌘j)j2J が唯一つ存在し，任意の X 2 B(K) と f 2 `1(J [ {?})
に対して次が成り立つ．
 (X⌦ f) =  (X⌦  ?)f? +
X
j2J
qj |⌘jih⇠j, X⇠jih⌘j| fj (5.E.6)
さらにこのとき (⌘j)j2J と (qj)j2J は次を満たす．X
j2J
qj |⌘jih⌘j|  1 (5.E.7)
逆に，(⇠j)j2J の双直交系 (⌘j)j2J があり，これと正数の組 (qj)j2J が (5.E.7) を満たすとす
る．このとき
nCP
0@B(K)⌦ `1(J [ {?}),B(K); 1-X
j2J
qj |⌘jih⌘j|
1A (5.E.8)
は空でない．そしてこの集合の任意の元  ? ごとに測定   2 nCP(B(K)⌦`1(J[ {?}),B(K); 1)を
 (X⌦ f) = ( ?X)f? +
X
j2J
qj |⌘jih⇠j, X⇠jih⌘j| fj (5.E.9)
と定めることが出来て，この  は識別確率 (qj)j2J で (|⇠jih⇠j|)j2J を識別再構成する
証明. 命題の後半［(5.E.8) と (5.E.9)］の検証は容易であるから，命題の前半［(5.E.6) と
(5.E.7)］だけを以下で証明する．条件を満たす  が存在しなければ示すべきことはない． が
存在する場合にはベクトル状態 (|⇠jih⇠j|)j2J は識別可能．したがって，定理2.4.5 により (⇠j)j2J
の双直交系 (⌘j)j2J が存在する．しかも (⇠j)j2J は完全であるから，(⌘j)j2J は唯一つに定まる
（補題 2.4.2）(⇠j)j2J の完全性から (⌘j)j2J も完全である事がわかる．
次に命題の公式 5.E.6 を示す．(⌘j)j2J は完全であるから X = |⌘mih⌘n| , m, n 2 Jに対して
証明すれば十分である．更に，公式の形から fも f =  j, j 2 Jに限って良い．結局示すべき式は
 (|⌘mih⌘n|⌦  j) = qj |⌘jih⌘j|  j,m n,j. (5.E.10)
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以降，特に断らない限りm,n, j, k, ` 2 Jとする．まず次を示す．
主張. 次が成り立つ．
 (1⌦  j) = qj |⌘jih⌘j| . (5.E.11)
主張の証明. 1 ⌦  j   0 より  (1 ⌦  j)   0 に注意せよ．さて，  は (⇠j)j2J の識
別だから［(5.E.4) 参照］qj j,k = h|⇠kih⇠k| , (1⌦  j)i =
   p (1⌦  j)⇠k   2．ゆえに
h⇠k, (1⌦  j)⇠`i =  k,jqj j,` = h⇠k, qj |⌘jih⌘j| ⇠`i．これと (⇠j)j2J は完全性から主張の
公式を得る． q.e.d.
今示した主張 (5.E.11) と  の反復性［(5.E.5) 参照］から次を得る．
 (|⌘mih⌘m|⌦  j) = q-1j  ( (1⌦  m)⌦  j) = q-1j qj j,m (1⌦  j) = qj j,m |⌘jih⌘j| .
(5.E.12)
これはm = nの場合に (5.E.10) を示す．
主張. ( X)⇤( X)   (X⇤X), X 2 B(K)⌦ `1(J [ {?})．
主張の証明.   は完全正写像だから拡張 (L, V,⇡) を有する．さらに   は単位的だから
1 =  1 = V⇤V．よって VV⇤ は射影であり  1 を満たす．したがって ( X)⇤( X) =
{(⇡X)V}⇤(VV⇤){(⇡X)V}  {(⇡X)V}⇤{(⇡X)V} =  (X⇤X)． q.e.d.
m 6= nを仮定する．このとき j 6= mまたは j 6= nが成り立つ．ここでは j 6= mと仮定す
る．すると既に示したm = nの場合における (5.E.10) と今示した主張により
( (|⌘nih⌘m|⌦  j))⇤ ( (|⌘nih⌘m|⌦  j))  k⌘nk2 (|⌘mih⌘m|)⌦  j) = 0. (5.E.13)
よって， (|⌘nih⌘m|⌦  j) = 0．すなわちm 6= mの場合にも確かに (5.E.10) が成り立つ．
最後に(5.E.7)を示す． は完全正写像であり，特に正写像である．したがって 1⌦(1- ?)   0
より  (1⌦ (1-  ?))   0．これは (5.E.7) に等しい． q.e.d.
E.3 凸性
最後に識別再構成測定が凸集合を成していることを指摘し，その端点について調べる．識別再構
成測定は識別性 (5.E.2) と反復性 (5.E.3) で定義されている．(5.E.2) は  について線形であるが，
(5.E.3) はそうではない．したがって識別再構成測定が凸集合をなしていることは定義からは必ず
しも明らかではない．これが凸集合を成していることを示すには，今示した命題 5.5.3 を用いる．
先にある測定が測定全体（今しばらくMと記す）の端点に属する条件を紹介した．ここで問題
となっているのは識別再構成測定の成す凸集合（今しばらく DRと記す）の端点である．明らかに
M   DRであり，一般にはM 6= DRである．それゆえ DRの端点の中にはMの端点に属さない
ものがありえる．このように，ある凸集合の端点をすべて知っていたとしても，その部分凸集合の
端点についてすべてが分かるわけではない．この意味で次の命題はDの議論に回収されない．
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命題 5.5.3. Hilbert 空間 Kの規格化された極小な完全系 (⇠j)j2J を任意にとり固定し，このただ
一つのの双直交系を (⌘j)j2Jと書く．さらに，DR(qj)j2J, DR ⇢ nCP(B(K)⌦`1(J[{?}),B(K); 1)
および Q ⇢ RJ を次のように定める．
DR(qj)j2J =
 
 
    は識別確率 (qj)j2J で (|⇠jih⇠j|)j2J を識別再構成する , (5.E.14)
DR =
[
(qj)j2J2RJ
DR(qj)j2J, (5.E.15)
Q =
⌦
(qj)j2J 2 RJ
   qj > 0, Xqj |⌘jih⌘j|  1↵ . (5.E.16)
Qは定義により凸集合である．これらについて次が成り立つ．
1. DR(qj)j2J 6= ? () (qj)j2J 2 Q．また，(qj)j2J, (q 0j)j2J 2 Q に対して (qj)j2J 6=
(q 0j)j2J なら DR(qj)j2J 6= DR(q 0j)j2J．
2. DR(qj)j2J, DRは凸集合である．
3.   2 DR(qj)j2J が DR(qj)j2J の端点であるための必要十分条件は
 ((-)⌦  ?) 2 ext nCP
0@B(K)⌦ `1(J [ {?}),B(K); 1-X
j2J
qj |⌘jih⌘j|
1A .
(5.E.17)
4. 次が成り立つ．
extDR =
[
(qj)j2J2extQ
extDR(qj)j2J. (5.E.18)
略証. どの主張も命題 5.5.3 の簡単な応用である．そこでここでは 2. に述べた DRの凸性だけ
を示すに留める． ,  0 2 DRと p, p 0   0, p+ p 0 = 1を満たす数 p, p 0 を勝手に取る．そして，
  00 = p  + p 0  0, q 00j = pqj + p
0q 0j と定める．  2 DR(qj)j2J,   2 DR(q 0j)j2J とし，命題
5.5.3 の前半により  ,  0 を次のように書く．
 (X⌦ f) =  (X⌦  ?)f? +
X
j2J
qj |⌘jih⇠j, X⇠jih⌘j| fj, 0  1-
X
qj |⌘jih⌘j| ,
(5.E.19)
  0(X⌦ f) =   0(X⌦  ?)f? +
X
j2J
q 0j |⌘jih⇠j, X⇠jih⌘j| fj, 0  1-
X
q 0j |⌘jih⌘j| .
(5.E.20)
これら二式を加えて
  00(X⌦ f) = (p + p 0  0)(X⌦  ?)f? +
X
j2J
q 00j |⌘jih⇠j, X⇠jih⌘j| fj, (5.E.21)
0  1-
X
q 00j |⌘jih⌘j| . (5.E.22)
命題 5.5.3 の後半の主張により，  00 2 DR(q 00j)j2J ⇢ DR．よって DRは凸である． q.e.d.
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上記命題は識別再構成測定のなす凸集合 DRの形状を記述している．すなわち，Q ⇢ RJ の各点
(qj)j2J に繊維（ﬁber, ﬁbre）DR(qj)j2J = nCP(· · · )を立てる．これらの繊維は互いに交わらな
い．この繊維の総体が DR である．そしてこの凸集合 DR の端点は，Qの端点に対応する繊維の
端点である．
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記号表
本文中でしばしば説明せずに用いた記号を掲げる．
? 空集合．
A ⇢ B Aは Bの部分集合．A = Bも許す．
A \ B 差集合．A \ B = { x 2 A | x /2 B }.
f : A! B fは集合 Aから集合 Bへの写像．Aを fの始域（定義域），Bを fの終域と呼
ぶ．また，図式
A B
a b
f
で f : A! Bであることと a 2 Aは fで b 2 Bに移されることを表す．この
ことを f(a) = bまたは fa = bと記す．
(-) 函数の引数を (-)で表す．
N,Z,R,C 自然数の全体（0は含めない），整数の全体，実数の全体，複素数の全体．
i 虚数単位．i = p-1 2 C．
Re z, Im z, |z|, z⇤ 複素数 z 2 Cの実部，虚部，絶対値，複素共役．
H,K, . . . Hilbert 空間．
span S, span S ノルム空間の部分集合 Sを含む最小の線形部分空間．ノルム空間の部分集合
Sを含む最小の（ノルム位相に関する）閉線形部分空間．
A,A⇤ von Neumann 代数とその前双対．
B(H),B1(H) Hilbert 空間 H上の有界作用素の全体と跡類作用素の全体．B(H)⇤ = B1(H)
tr B1(H)上の跡．tr : B1(H)! C．
h , i Hilbert 空間の内積．または，von Neumann 代数とその前双対の対．
(⌦,⌃, µ) （非負な局所化可能）可測空間．⌦は集合，⌃はその上の  -代数，µは ⌃上
の測度．
1  指示函数．  ⇢ ⌦に対して 1  : ⌦! {0, 1} は  上で 1，その外で 0．
Lp(⌦,⌃, µ) 測度空間 (⌦,⌃, µ)上の Lp 空間．
`p(⌦) 測度空間 (⌦, 2⌦,数え上げ測度)上の Lp 空間．
 !,  !,! 0  ! = 1{!} 2 `1(⌦)． !,! 0 =  !(! 0)．
nCP(A,B) von Neumann 代数 AからBへの正規な完全正写像の全体．
nCP(A,B;b) b 2 B に対して nCP(A,B;b) = {  2 nCP(A,B) |  1 = b }．特に
nCP(A,B; 1)は AからBへの操作の全体を表す．
(L,⇡, V) 完全正写像の Stinespring 拡張．
extC 凸集合 Cの端点全体．
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