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Abstract
The dimension two gauge invariant non-local operator A2min, obtained through the min-
imization of
∫
d4xA2 along the gauge orbit, allows to introduce a non-local gauge invariant
configuration Ahµ which can be employed to built up a class of Euclidean massive Yang-Mills
models useful to investigate non-perturbative infrared effects of confining theories. A fully
local setup for both A2min and A
h
µ can be achieved, resulting in a local and BRST invariant
action which shares similarities with the Stueckelberg formalism. Though, unlike the case
of the Stueckelberg action, the use of A2min gives rise to an all orders renormalizable action,
a feature which will be illustrated by means of a class of covariant gauge fixings which, as
much as ’t Hooft’s Rζ-gauge of spontaneously broken gauge theories, provide a mass for the
Stueckelberg field.
1 Introduction
In this work we pursue the investigation [1] of the dimension two gauge invariant operator
A2min, obtained by minimizing the functional Tr
∫
d4xAuµA
u
µ along the gauge orbit of Aµ
[2, 3, 4, 5], namely
A2min ≡ min
{u}
Tr
∫
d4xAuµA
u
µ ,
Auµ = u
†Aµu+
i
g
u†∂µu . (1)
As highlighted in [1], the functional A2min enables us to introduce a non-local gauge invariant
field configuration Ahµ [6] which turns out to be helpful to construct renormalizable BRST
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1
invariant Yang-Mills theories which can be employed as effective massive theories to study
non-perturbative infrared aspects of confining Yang-Mills theories in Euclidean space. An ex-
ample of such theories is provided by the so-called Refined Gribov-Zwanziger theory [7, 8, 9],
recently formulated in a BRST invariant fashion [10, 11, 12, 13, 14]. We may also quote the
massive model discussed in [15, 16], where the mass term can be seen as to be deeply related
to A2min, thanks to the use of the Landau gauge, see eq.(5) below. It is worth mentioning
that a massive like behavior for the gluon propagator, known as the decoupling solution, has
emerged within other approaches, as the study of the Schwinger-Dyson equations, the Renor-
nalization Group and other techniques, see for instance [17, 18, 19, 20, 21, 22, 23, 24, 25] and
references therein. The analytic decoupling solution for the two-point gluon correlation func-
tion turns out to be in very good agreement with the recent numerical simulations obtained
on large lattices, both in Landau and linear covariant gauges [26, 27, 28, 29, 30, 31, 32, 33].
In the present paper we extend the analysis of the operator A2min to a general class of
covariant gauges which share great similarity with ’t Hooft’s Rζ-gauge commonly used in
the analysis of Yang-Mills theory with spontaneous symmetry breaking through the Higgs
mechanism. In fact, as shown in [1], the localization procedure for both A2min and A
h
µ re-
quires the introduction of a dimensionless auxiliary Stueckelberg field ξ which, as much as
the Higgs field of ’t Hooft’s Rζ-gauge, will now enter explicitly the gauge condition through
the appearance of a gauge massive paramater µ2. This property will enable us to provide a
fully BRST invariant mass for the auxiliary field ξ, a feature which might have helpful conse-
quences in explicit loop calculations involving ξ in order to keep control of potential infrared
divergences associated to its dimensionless nature. Moreover, as in the case of Rζ-gauge, also
the Faddeev-Popov ghosts will acquire a mass through the gauge-fixing. Of course, setting
µ2 = 0, the linear covariant gauges discussed in [1] will be recovered.
The work is organized as follows. In Sect.2 we give a short presentation of the main properties
of A2min and of the gauge invariant configuration A
h
µ, reminding to Appendix (A) for more
specific details. Sections 3,4,5,6 are devoted to the presentation of the local BRST invariant
action for A2min and A
h
µ as well as of the main properties of the aforementioned gauge-fixing.
In Sect.7 we establish the set of Ward identities fulfilled by the resulting action. These
identities will be employed to characterize the most general allowed invariant counterterm
through the procedure of the algebraic renormalization [34]. In Sect.8 a detailed analysis
of the counterterm will be presented together with the renormalization factors needed to
establish the all order renormalizability of the model. Section 9 contains our conclusion.
Finally, in Appendix (B), a second, equivalent, proof of the renormalizability of the model
will be outlined by making use of a generalised gauge fixing and ensuing Ward identities.
2 Brief review of the operator A2min and construction of
a non-local gauge invariant and transverse gauge field Ahµ
For the benefit of the reader, let us give here a short overview of the operator A2min, eq.(1),
reminding to the more complete Appendix A for details.
In particular, looking at the the stationary condition for the functional (1), one gets a
non-local transverse field configuration Ahµ, ∂µA
h
µ = 0, which can be expressed as an infinite
series in the gauge field Aµ, see Appendix A, i.e.
Ahµ =
(
δµν −
∂µ∂ν
∂2
)
φν , ∂µA
h
µ = 0 ,
φν = Aν − ig
[
1
∂2
∂A,Aν
]
+
ig
2
[
1
∂2
∂A, ∂ν
1
∂2
∂A
]
+O(A3) . (2)
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Remarkably, as shown in Appendix A, the configuration Ahµ turns out to be left invariant by
infinitesimal gauge transformations order by order in the gauge coupling g [6]:
δAhµ = 0 ,
δAµ = −∂µω + ig [Aµ, ω] . (3)
Making use of (2), the gauge invariant nature of expression (1) can be made manifest by
rewriting it in terms of the field strength Fµν . In fact, as proven in [2], it turns out that
A2min =
∫
d4xAhµA
h
µ = −
1
2
Tr
∫
d4x
(
Fµν
1
D2
Fµν + 2i
1
D2
Fλµ
[
1
D2
DκFκλ,
1
D2
DνFνµ
]
−2i
1
D2
Fλµ
[
1
D2
DκFκν ,
1
D2
DνFλµ
])
+O(F 4) , (4)
from which the gauge invariance becomes apparent. The operator (D2)−1 in expression (4)
denotes the inverse of the Laplacian D2 = DµDµ with Dµ being the covariant derivative [2].
Let us also underline that, in the Landau gauge ∂µAµ = 0, the operator (A
h
µA
h
µ) reduces to
the operator A2
(Ah,aµ A
h,a
µ )
∣∣∣
Landau
= AaµA
a
µ . (5)
This feature, combined with the gauge invariant nature of (Ah,aµ A
h,a
µ ), implies that the
anomalous dimension of (Ah,aµ A
h,a
µ ) equals [1], to all orders, that of the operator A
a
µA
a
µ
of the Landau gauge, i.e.
γ(Ah)2 = γA2
∣∣∣
Landau
. (6)
Moreover, as proven in [35], γA2
∣∣∣
Landau
is not an independent parameter, being given by
γA2
∣∣∣
Landau
=
(
β(a)
a
+ γLandauA (a)
)
, a =
g2
16pi2
, (7)
where (β(a), γLandauA (a)) denote, respectively, the β-function and the anomalous dimension
of the gauge field Aµ in the Landau gauge. This relation was conjectured and explicitly
verified up to three-loop order in [36].
3 A local action for Ahµ
Following [1], a fully local framework for the gauge invariant operator Ahµ can be achieved.
To that end, we consider the local, BRST invariant, action
Sinv =
∫
d4x
1
4
F aµνF
a
µν +
∫
d4x
(
τa ∂µA
h,a
µ +
m2
2
Ah,aµ A
h,a
µ + η¯
a∂µD
ab
µ (A
h)ηb
)
, (8)
where
Ahµ ≡ A
h,a
µ T
a = h†Aµh+
i
g
h†∂µh. (9)
with
h = eigξ = eigξ
aTa . (10)
The matrices {T a} are the generators of the gauge group SU(N) and ξa is an auxiliary
localizing Stueckelberg field.
By expanding (9), one finds an infinite series whose first terms are
(Ah)aµ = A
a
µ − ∂µξ
a − gfabcAbµξ
c −
g
2
fabcξb∂µξ
c + higher orders . (11)
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That the action Sinv gives a local setup for the nonlocal operator A
h
µ of eq.(2) follows by
noticing that the Lagrange multiplier τ implements precisely the transversality condition
∂µA
h
µ = 0 , (12)
which, when solved iteratively for the Stueckelberg field ξa, gives back the expression (2),
see Appendix A. In addition, the extra ghosts (η¯, η) account for the Jacobian arising from
the functional integration over τ which gives a delta-function of the type δ(∂Ah). Finally,
the term m
2
2 A
h,a
µ A
h,a
µ accounts for the inclusion of the gauge invariant operator A
h,a
µ A
h,a
µ
through the mass parameter m2 which, as mentioned before, can be used as an effective in-
frared parameter whose value can be estimated through comparison with the available lattice
simulations on the two-point gluon correlation function, see [7, 8, 9, 15, 16, 17, 18, 19, 20,
21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33]
The local action Sinv, eq.(8), enjoys an exact BRST symmetry:
sSinv = 0 , (13)
where the nilpotent BRST transformations are given by
sAaµ = −D
ab
µ c
b ,
sca =
g
2
fabccbcc ,
sc¯a = iba ,
sba = 0 ,
sτa = 0 ,
sη¯a = sηa = 0 ,
s2 = 0 . (14)
For the Stueckelberg field one has [37], with i, j indices associated with a generic represen-
tation,
shij = −igca(T a)ikhkj , s(Ah)aµ = 0 , (15)
from which the BRST transformation of the field ξa can be evaluated iteratively, yielding
sξa = gab(ξ)cb = −ca +
g
2
fabccbξc −
g2
12
famrfmpqcpξqξr +O(ξ3) . (16)
4 Introducing the gauge fixing term Sgf
As it stands, the action (8) needs to be equipped with the gauge fixing term, Sgf , which we
choose as
Sgf =
∫
d4x s
(
c¯a(∂µA
a
µ − µ
2ξa)− i
α
2
c¯aba
)
=
∫
d4x
(
iba∂µA
a
µ +
α
2
baba − iµ2baξa + c¯a∂µD
ab
µ (A)c
b + µ2c¯agab(ξ)cb
)
. (17)
Besides the traditional gauge parameter α, we have now introduced a second gauge massive
parameter µ2. As it will be clear in the next section, this massive parameter will provide
a fully BRST invariant regularizing mass for the Stueckelberg field ξa, a feature which has
helpful consequences when performing explicit loop calculations involving ξa. Setting µ2 = 0,
the gauge fixing (17) reduces to that of the usual linear covariant gauge [1]. Moreover, when
µ2 = α = 0, the Landau gauge, ∂µA
a
µ = 0, is recovered. Nevertheless, it is worth underlining
that both µ2 and α appear only in the gauge fixing term, which is an exact BRST variation.
As such, µ2 and α are pure gauge parameters which will not affect the correlation functions
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of local BRST invariant operators.
Though, before going any further, let us provide a few remarks related to the explicit presence
of the Stueckelberg field ξa in eq.(17). As it is easily realized, the field ξa is a dimensionless
field, a feature encoded in the fact that the invariant action Sinv itself is an infinite series in
powers of ξa. As in any local quantum field theory involving dimensionless fields, one has
the freedom of performing arbitrary reparametrization of these fields as, for instance, in the
case of the two-dimensional non-linear sigma model [38, 39] and of N = 1 super Yang-Mills
in superspace [40, 41]. In the present case, this means that we have the freedom of replacing
ξa by an arbitrary dimensionless function of ξa, namely
ξa → ωa(ξ) = ξa + aabc1 ξ
bξc + aabcd2 ξ
bξcξd + aabcde3 ξ
bξcξdξe + ........ (18)
This freedom, inherent to the dimensionless nature of ξa, is clearly evidentiated at the quan-
tum level by the fact that the Stueckelberg field renormalizes in a non-linear way [1], i.e. like
eq.(18), expressing precisely the freedom one has in the choice of a reparametrization for ξa.
In our context, in eq.(17), we could have been equally started with a term like
s (c¯aξa)→ s (c¯aωa(ξ)) = s
(
c¯a(ξa + aabc1 ξ
bξc + aabcd2 ξ
bξcξd + ...)
)
. (19)
Of course, as much as µ2 and α, all coefficients (aabc1 , a
abcd
2 , a
abcde
3 , ...) are gauge parame-
ters, not affecting the correlation functions of the gauge invariant quantities. Equation (19)
expresses the freedom which one always has when dealing with a gauge fixing term which
depends explicitly from a dimensionless field, as the term (17). In particular, this freedom
will persist through the renormalization analysis, meaning that the renormalization of the
gauge fixing itself has to be determined modulo an exact BRST terms of the kind s (c¯aωa(ξ)).
Alternatively, one could start directly with the generalized gauge-fixing
S
gen
gf =
∫
d4x s
(
c¯a(∂µA
a
µ)− µ
2ωa(ξ))− i
α
2
c¯aba
)
=
∫
d4x
(
iba∂µA
a
µ +
α
2
baba − iµ2baωa(ξ) + c¯a∂µD
ab
µ (A)c
b + µ2c¯a
∂ωa(ξ)
∂ξc
gcd(ξ)cd
)
,
(20)
and take into account the renormalization of the quantity ωa(ξ), encoded in the infinte
set of gauge parameters (aabc1 , a
abcd
2 , a
abcde
3 , ...). In the following, we shall make use of the
gauge-fixing (17) and identify in the final counterterm the term which corresponds to the
reparametrization (19). Moreover, in the Appendix B, we shall provide a second proof of
the renormalizability of the model by deriving the generalized Slavnov-Taylor identities cor-
responding to the gauge fixing term (20).
In summary, as starting point, we shall take the local, BRST invariant action
S = Sinv + Sgf , (21)
with
sS = 0 , (22)
where the BRST transformations are given by eqs.(14),(15),(16).
Let us proceed now by giving a look at the propagators of the elementary fields.
5 A look at the propagators of the elementary fields
The propagators of the elementary fields are easily evaluated from the quadratic part of the
action, eq.(21), i.e.
5
Squad. =
∫
d4x
(
1
4
(∂µA
a
ν − ∂νA
a
µ)
2
+ iba∂µA
a
µ +
α
2
baba + c¯a∂2ca − µ2c¯aca
+
m2
2
AaµA
a
µ −m
2Aaµ∂µξ
a +
m2
2
(∂µξ
a) (∂µξ
a)
+τa∂µA
a
µ − τ
a∂2ξa + η¯a∂2ηa − iµ2baξa
)
=
∫
d4x
1
2
[
Aaµ b
a ξa τa
]
×
×


(
−δµν∂
2 + ∂µ∂ν +m
2
)
−i∂µ −m
2∂µ −∂µ
i∂ν α −iµ
2 0
m2∂ν −iµ
2 −m2∂2 −∂2
∂ν 0 −∂
2 0




Aaµ
ba
ξa
τa


+
∫
d4x
(
c¯a∂2ca + η¯a∂2ηa − µ2c¯aca
)
. (23)
Thus, for the propagators we get
〈
Aaµ (p)A
b
ν (−p)
〉
= δab
(
Pµν
p2 +m2
+
αp2Lµν
(p2 + µ2)
2
)
〈
Aaµ (p) b
b (−p)
〉
= δab
(
pµ
p2 + µ2
)
〈
Aaµ (p) ξ
b (−p)
〉
= δab
(
−iαpµ
(p2 + µ2)
2
)
〈
Aaµ (p) τ
b (−p)
〉
= δab
(
iµ2pµ
p2 (p2 + µ2)
)
〈
ba (p) bb (−p)
〉
= 0〈
ba (p) ξb (−p)
〉
=
δabi
p2 + µ2〈
ba (p) τb (−p)
〉
= 0〈
ξa (p) ξb (−p)
〉
=
δabα
(p2 + µ2)
2
〈
ξa (p) τb (−p)
〉
=
δab
p2 + µ2〈
τa (p) τb (−p)
〉
= −
δabm2
p2〈
c¯a (p) cb (−p)
〉
=
δab
p2 + µ2〈
η¯a (p) ηb (−p)
〉
=
δab
p2
(24)
where, Pµν =
(
δµν −
pµpν
p2
)
and Lµν =
pµpν
p2 are the transverse and longitudinal projectors.
We see that all propagators have a nice ultraviolet behavior, fully compatible with the power-
counting. Moreover, the role of the massive gauge parameter µ2 becomes now apparent: it
gives a BRST invariant regularizing mass for the Stueckelberg field ξa. Observe in fact that,
when µ2 = 0, the propagator of the Stueckelberg field is given by 〈ξ(p)ξ(−p)〉µ2=0 =
α
p4
which might give rise to potential infrared divergences in some class of Feynman diagrams.
Notice also that, as expected, the mass parameter m2 appears in the transverse part of the
gluon propagator, a feature which exhibits its physical meaning. In fact, being coupled to the
6
gauge invariant operator (Ah,aµ A
h,a
µ ), the parameter m
2 will enter the correlation functions
of physical operators, i.e. gauge invariant operators, allowing thus to parametrize in an
effective way their infrared behavior.
6 A2min versus the conventional Stueckelberg mass term
As done in [1], before facing the analysis of the renormalizability of the action S, eq.(21), let
us make a short comparison with the standard Stueckelberg mass term [42], corresponding
to the action
SStueck =
∫
d4x
(
1
4
F aµνF
a
µν +
m2
2
Ah,aµ A
h,a
µ
)
+ Sgf , (25)
where Sgf is given by eq.(17). One sees that the conventional Stueckelberg action corresponds
to the addition of the gauge invariant operator (Ah,aµ A
h,a
µ ) without taking into account the
transversality constraint ∂µA
h,a
µ = 0, implemented in the action (21) through the Lagrange
multiplier τa and the corresponding ghosts (η¯a, ηa). The removal of the constraint ∂µA
h,a
µ = 0
gives rise to the conventional Stueckelberg propagator, namely
〈ξa (p) ξb (−p)〉Stueck =
δabp2
m2(p2 + µ2)2
+
δabα
(p2 + µ2)
2 . (26)
From this expression one easily understand the cause of the bad ultraviolet behavior of the
Stueckelberg mass term, giving rise to its nonrenormalizability [43]. We see in fact that
the mass parameter m2 enters the denominator of expression (26). As one easily figures
out, this property jepardizes the renormalizability of the standard Stueckelberg formulation
[43]. Due to the presence of the parameter m2 in the denominator of expressions (26), non-
renormalizable divergences in the inverse of the mass m2 will show up, invalidating thus the
perturbative loop expansion based on expression (25).
The role of the term
∫
d4x τa ∂µA
h,a
µ , implementing the constraint ∂µA
h,a
µ = 0, becomes
now clear. It gives rise to a deep modification of the Stueckelberg propagator, removing pre-
cisely the first problematic term, δ
abp2
m2(p2+µ2)2 , from expression (26). We are left therefore only
with the second piece, i.e. δ
abα
(p2+µ2)2
, which does not pause any problem with the ultraviolet
power-counting. It is this nice feature which will ensure the all order renormalizability of the
action S, eq.(21), as we shall discuss in details in the next sections.
7 Algebraic characterization of the counterterm
We are now ready to start the analysis of the renormalizability of the action S, eq.(21).
Following the setup of the algebraic renormalization [34], we proceed by establishing the set
of Ward identities which will be employed for the study of the quantum corrections. To that
end, we need to introduce a set of external BRST invariant sources (Ωaµ, L
a,Ka) coupled to
the non-linear BRST variations of the fields (Aaµ, c
a, ξa) as well as sources (J aµ ,Ξ
a
µ) coupled
to the BRST invariant composite operators (Ahaµ , D
ab
µ (A
h)),
sΩaµ = sL
a = sKa = sJ aµ = sΞ
a
µ = 0 . (27)
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We shall thus start with the BRST invariant complete action Σ defined by
Σ =
∫
d4x
(
1
4
(
F aµν
)2
+ iba∂µA
a
µ + c¯
a∂µD
ab
µ c
b +
α
2
(ba)2 − iMabbaξb
−Nabc¯aξb +Mabc¯agbc (ξ) cc + η¯a∂µD
ab
µ
(
Ah
)
ηb +
m2
2
Ahaµ A
ha
µ
+τa∂µA
ha
µ − Ω
a
µD
ab
µ c
b +
g
2
fabcLacbcc +Kag (ξ)
ab
cb + J aµA
ha
µ
+ ΞaµD
ab
µ
(
Ah
)
ηb
)
, (28)
where, for later convenience, we have also introduced the BRST doublet of external sources
(Mab, Nab)
sMab = Nab , sNab = 0 , (29)
so that
sΣ = 0 . (30)
Notice that the invariant action S of eq.(21) is immediately recovered from the complete
action Σ upon setting the external sources (Ωaµ = L
a = Ka = J aµ = Ξ
a
µ = 0) and
(Mab = δabµ2, Nab = 0).
It turns out that the complete action Σ obeys the following Ward identities:
• the Slavnov-Taylor identity
S (Σ) =
∫
d4x
(
δΣ
δΩaµ
δΣ
δAaµ
+
δΣ
δLa
δΣ
δca
+ iba
δΣ
δc¯a
+
δΣ
δKa
δΣ
δξa
+Nab
δΣ
δMab
)
= 0 ,
(31)
• the equation of motion of the Lagrange multiplier ba and of the antighost c¯a
δΣ
δba
= i∂µA
a
µ + αb
a − iMabξb , (32)
δΣ
δc¯a
+ ∂µ
δΣ
δΩaµ
−Mab
δΣ
δKb
= Nabξb , (33)
• the ghost-number Ward identity∫
d4x
(
ca
δΣ
δca
− c¯a
δΣ
δc¯a
− Ωaµ
δΣ
δΩaµ
− 2La
δΣ
δLa
−Ka
δΣ
δKa
+Nab
δΣ
δNab
)
= 0 (34)
• the equation of the Lagrange multiplier τa
δΣ
δτa
− ∂µ
δΣ
δJ aµ
= 0 , (35)
• the ηa Ward identity∫
d4x
(
δΣ
δηa
+ gfabcη¯b
δΣ
δτc
+ gfabcΞb
δΣ
δJ cµ
)
= 0 , (36)
• the η¯a antighost equation
δΣ
δη¯a
− ∂µ
δΣ
δΞaµ
= 0 , (37)
• the (ηa, η¯a) ghost number∫
d4x
(
ηa
δΣ
δηa
− η¯a
δΣ
δη¯a
− Ξa
δΣ
δΞa
)
= 0 . (38)
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Aaµ b
a ca c¯a τa ηa η¯a ξa
dim. 1 2 0 2 2 0 2 0
c gh. number 0 0 1 -1 0 0 0 0
η gh. number 0 0 0 0 0 1 -1 0
Table 1: The quantum numbers of the fields
Ωaµ L
a Ka J aµ Ξ
a
µ M
ab Nab
dim. 3 4 4 3 2 2 2
c gh. number -1 -2 -1 0 0 0 1
η gh. number 0 0 0 0 -1 0 0
Table 2: The quantum numbers of the sources
All quantum numbers and dimensions of all fields and sources are displayed in Tables (1)
and (2).
In order to characterize the most general invariant counterterm which can be freely added to
all order in perturbation theory, we follow the setup of the algebraic renormalization [34] and
perturb the classical action Σ, eq.(28), by adding an integrated local quantity in the fields
and sources, Σct, with dimension bounded by four and vanishing ghost number. We demand
thus that the perturbed action, (Σ + εΣct), where ε is an expansion parameter, fulfills, to
the first order in ε, the same Ward identities obeyed by the classical action Σ, i.e. equations
(31), (32), (34), (35), (36) and (37). This amounts to impose the following constraints on Σ:
BΣΣ
ct = 0 , (39)
δΣct
δba
= 0 , (40)
δΣct
δc¯a
+ ∂µ
δΣct
δΩaµ
−Mab
δΣct
δKb
= 0 , (41)
δΣct
δτa
− ∂µ
δΣct
δJ aµ
= 0 , (42)
∫
d4x
(
δΣct
δηa
+ gfabcη¯b
δΣct
δτc
+ gfabcΞb
δΣct
δJ cµ
)
= 0 , (43)
δΣct
δη¯a
− ∂µ
δΣct
δΞaµ
= 0 , (44)
where BΣ is the so-called nilpotent linearized Slavnov-Taylor operator [34], defined as
BΣ =
∫
d4x
(
δΣ
δΩaµ
δ
δAaµ
+
δΣ
δAaµ
δ
δΩaµ
+
δΣ
δLa
δ
δca
+
δΣ
δca
δ
δLa
+
δΣ
δKa
δ
δξa
)
+
∫
d4x
(
δΣ
δξa
δ
δKa
+ iba
δ
δc¯a
+Nab
δ
δMab
)
, (45)
with
BΣBΣ = 0 . (46)
The first condition, eq.(39), tells us that the counterterm Σct belongs to the cohomology of
the operator BΣ in the space of the integrated local polynomials in the fields, sources and
parameters, of dimension four and ghost number zero. Owing to the general results on the
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BRST cohomolgy of Yang-Mills theories [34] and taking advantage of the analysis already
done in [1], the most general form for Σct can be written as
Σct = ∆cohom + BΣ∆
(−1) ,
where ∆cohom identifies the cohomolgy of BΣ, i.e. the non-trivial solution of eq.(39), and
∆(−1) stands for the exact part, i.e. for the trivial solution of (39). Notice that, according
to the quantum numbers of the fields, ∆(−1) is an integrated polynomial of dimension four,
c-ghost number -1 and η-number equal to zero.
For ∆cohom, we have
∆cohom =
∫
d4x
(a0
4
(
F aµν
)2
+ a1
(
∂µA
ha
µ
) (
∂νA
ha
ν
)
+ a2
(
∂µA
ha
ν
) (
∂µA
ha
ν
)
+aabcd3 A
ha
µ A
hb
µ A
hc
ν A
hd
ν +
(
∂µτ
a + J aµ
)
F aµ (A, ξ) + a5
(
∂µη¯
a + Ξaµ
)
(∂µη
a)
+fabc
(
∂µη¯
a + Ξaµ
)
ηbGcµ (A, ξ) +m
2I (A, ξ)
)
, (47)
where F aµ (A, ξ), G
c
µ (A, ξ) and I (A, ξ) are local functional of A
a
µ and ξ
a, with dimension 1,
1 and 2, respectively. To write expression (47) we have taken into account the constraints
(41)–(44). Moreover, from condition (39) one immediately gets
BΣF
a
µ (A, ξ) = BΣG
c
µ (A, ξ) = BΣI (A, ξ) = 0 . (48)
Proceeding as in [1], equations (48) are solved by
F aµ (A, ξ) = a4A
ha
µ , G
c
µ (A, ξ) = a6A
ha
µ , I (A, ξ) = a7A
ha
µ A
ha
µ , (49)
where (a4, a6, a7) are free coefficients. Therefore,
∆cohom =
∫
d4x
(a0
4
(
F aµν
)2
+ a1
(
∂µA
ha
µ
) (
∂νA
ha
ν
)
+ a2
(
∂µA
ha
ν
) (
∂µA
ha
ν
)
+aabcd3 A
ha
µ A
hb
µ A
hc
ν A
hd
ν + a4
(
∂µτ
a + J aµ
)
Ahaµ + a5
(
∂µη¯
a + Ξaµ
)
(∂µη
a)
+a6f
abc
(
∂µη¯
a + Ξaµ
)
ηbAhcµ + a7m
2Ahaµ A
ha
µ
)
.
Let us discuss now the exact part of the cohomology of BΣ which, taking into account the
quantum numbers of the fields and sources, can be parametrized as
∆(−1) =
∫
d4x
(
fab1 (ξ, α) ξ
aKb + fab2 (ξ, α)L
acb + fab3 (ξ, α) ξ
a
(
∂µΩ
b
µ
)
+ fab4 (ξ, α) (∂µξ
a)Ωbµ.
+fab5 (ξ, α)A
a
µΩ
b
µ + f
ab
6 (ξ, α)A
a
µ
(
∂µc¯
b
)
+ fab7 (ξ, α)
(
∂µA
a
µ
)
c¯b
+fab8 (ξ, α) (∂µξ
a)
(
∂µc¯
b
)
+ fab9 (ξ, α) ξ
a
(
∂2c¯b
)
+ fab10 (ξ, α) c¯
abb
+fab11 (ξ, α) c¯
aτb + fabc12 (ξ, α) η¯
aηbc¯c + fabc13 (ξ, α) c¯
ac¯bcc
+fabcd14 (ξ, α)M
abξcc¯d
)
,
where (f1, ..., f14) are arbitrary coefficients. Imposing the constraint (40), i.e.
δ
δbk
BΣ∆
(−1) = 0 , (50)
and making use of the commutation relation
δ
δbk
BΣ = BΣ
δ
δbk
+ i
(
δ
δc¯k
+ ∂µ
δ
δΩkµ
−Mkl
δ
δK l
)
, (51)
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one finds
δ∆(−1)
δbk
= fak10 (ξ, α) c¯
a ⇒ BΣ
δ∆(−1)
δbk
=
δΣ
δKm
∂fak10 (ξ, α)
∂ξm
c¯a + ifak10 (ξ, α) b
a .
Moreover, from
i
(
δ∆(−1)
δc¯k
+ ∂µ
δ∆(−1)
δΩkµ
−Mkl
δ∆(−1)
δK l
)
= −i∂µ
(
fak6 (ξ, α)A
a
µ
)
+ ifak7 (ξ, α)
(
∂µA
a
µ
)
−i∂µ
(
fak8 (ξ, α) (∂µξ
a)
)
+ i∂2
(
fak9 (ξ, α) ξ
a
)
+ifkb10 (ξ, α) b
b + ifkb11 (ξ, α) τ
b
+ifabk12 (ξ, α) η¯
aηb + 2ifkbc13 (ξ, α) c¯
bcc
+ifabck14 (ξ, α)M
abξc
−i∂2
(
fak3 (ξ, α) ξ
a
)
+ i∂µ
(
fak4 (ξ, α) (∂µξ
a)
)
+i∂µ
(
fak5 (ξ, α)A
a
µ
)
− iMklfal1 (ξ, α) ξ
a ,
it follows that
δ
δbk
BΣ∆
(−1) = 0 =
[
∂f bk10 (ξ, α)
∂ξm
gmc (ξ)− 2ifkbc13 (ξ, α)
]
ccc¯b
+i
[
fak10 (ξ, α) + f
ka
10 (ξ, α)
]
ba
+i
[
−fak6 (ξ, α) + f
ak
5 (ξ, α) + f
ak
7 (ξ, α)
] (
∂µA
a
µ
)
−i
[(
∂µf
ak
6 (ξ, α)
)
−
(
∂µf
ak
5 (ξ, α)
)]
Aaµ
+i
[
−
(
∂µf
ak
8 (ξ, α)
)
−
(
∂µf
ak
3 (ξ, α)
)
+
(
∂µf
ak
4 (ξ, α)
)
+
(
∂µf
ak
9 (ξ, α)
)]
(∂µξ
a)
+i
[
−fak8 (ξ, α)− f
ak
3 (ξ, α) + f
ak
4 (ξ, α) + f
ak
9 (ξ, α)
] (
∂2ξa
)
+i
[
−
(
∂2fak3 (ξ, α)
)
+
(
∂2fak9 (ξ, α)
)]
ξa
+ifkb11 (ξ, α) τ
b + ifabk12 (ξ, α) η¯
aηb + i
[
fabck14 (ξ, α)− δ
kaf cb1 (ξ, α)
]
Mabξc ,
form which we can derive relations among the coefficients (f1, ..., f14). Let us start with(
∂µf
ak
6 (ξ, α)
)
−
(
∂µf
ak
5 (ξ, α)
)
= 0 ⇒ fab6 = f
ab
5 + δ
aba , (52)
where a is a constant. Further
− fak6 (ξ, α) + f
ak
5 (ξ, α) + f
ak
7 (ξ, α) = 0 ⇒ f
ak
7 (ξ, α) = δ
aba . (53)
Analogously
−
(
∂2fak3 (ξ, α)
)
+
(
∂2fak9 (ξ, α)
)
= 0 ⇒ fak9 (ξ, α) = f
ak
3 (ξ, α) + bδ
ak , (54)
with b a free constant. Next, from[
−
(
∂µf
ak
8 (ξ, α)
)
−
(
∂µf
ak
3 (ξ, α)
)
+
(
∂µf
ak
4 (ξ, α)
)
+
(
∂µf
ak
9 (ξ, α)
)]
, (55)
we get
fak8 (ξ, α) = f
ak
4 (ξ, α) + cδ
ak , (56)
with c constant. Finally
− fak8 (ξ, α) − f
ak
3 (ξ, α) + f
ak
4 (ξ, α) + f
ak
9 (ξ, α) = 0 ⇒ b = c . (57)
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Therefore, ∆(−1) becomes
∆(−1) =
∫
d4x
(
fab1 (ξ, α)
(
ξaKb +M cbξac¯c
)
+fab2 (ξ, α)L
acb + fab3 (ξ, α) ξ
a
((
∂µΩ
b
µ
)
+
(
∂2c¯b
))
+fab4 (ξ, α) (∂µξ
a)
(
Ωbµ +
(
∂µc¯
b
))
+fab5 (ξ, α)A
a
µ
(
Ωbµ +
(
∂µc¯
b
))
+fab10 (ξ, α) c¯
abb +
1
2i
∂f ba10 (ξ, α)
∂ξm
gmc (ξ) c¯ac¯bcc
)
.
We can now impose the constraint (43)∫
d4x
(
δΣct
δηm
+ gfmnpη¯n
δΣct
δτp
+ gfmnpΞn
δΣct
δJ pµ
)
= 0 ,
⇒
∫
d4x (a6 + a4g) f
mnp (∂µη¯
n + fmnpΞn)Ahpµ = 0 ,
from which we obtain a6 = −a4g.
As done in [1], we can further reduce the number of parameters entering Σct by observ-
ing that, setting Ka = Mab = Nab = J aµ = Ξ
a
µ = m = 0, the complete action Σ, eq.(28),
reduces to that or ordinary Yang-Mills theory in the linear covarinat gauges, as integra-
tion over τa, ηa and ηa gives a unity. As a consequence, making use of the well known
renormalization of standard Yang-Mills theory in the linear covariant gauges [34], we get
a1 = a2 = a
abcd
3 = 0, a5 = a4, as well as
fab2 (ξ, α) = δ
abd1 (α) , f
ab
5 (ξ, α) = δ
abd2 (α) , (58)
with (d1, d2) free parameters. In addition, we also have
fab3 (ξ, α) = f
ab
4 (ξ, α) = f
ab
10 (ξ, α) = 0 .
Hence
∆cohom =
∫
d4x
(a0
4
(
F aµν
)2
+ a4
((
∂µτ
a + J aµ
)
Ahaµ +
(
∂µη¯
a + Ξaµ
)
Dab
(
Ah
)
ηb
)
+a7m
2Ahaµ A
ha
µ
)
,
and
∆(−1) =
∫
d4x
(
fab1 (ξ, α)
(
ξaKb +M cbξac¯c
)
+ d1 (α)L
aca + d2 (α)A
a
µ
(
Ωaµ + (∂µc¯
a)
))
.
Let us end this section by rewriting the final expression of the most general invariant coun-
terterm Σct in its parametric form [34], a task that will simplify the analysis of the renor-
malziation factors, namely
12
Σct = −a0g
∂Σ
∂g
+ d2 (α) 2α
∂Σ
∂α
+ a7m
2 ∂Σ
∂m2
+
∫
d4x
(
a4
(
−τa
δΣ
δτa
+ J aµ
δΣ
δJ aµ
− η¯a
δΣ
δη¯a
+ Ξaµ
δΣ
δΞaµ
)
−
(
fab1 (ξ, α) +
∂fkb1 (ξ, α)
∂ξa
ξk
)
Kb
δΣ
δKa
+ fab1 (ξ, α) ξ
a δΣ
δξb
+d2 (α)A
a
µ
δΣ
δAaµ
− d2 (α) b
a δΣ
δba
− d2 (α)Ω
a
µ
δΣ
δΩaµ
− d2 (α) c¯
a δΣ
δca
−d1 (α) c
a δΣ
δca
+ d1 (α)L
a δΣ
δLa
+
(
−f cb1 (ξ, α) + d2 (α) δ
cb
)
Nab
δΣ
δNac
+
(
d2 (α) δ
ab − fab1 (ξ, α)
)
M cb
δΣ
δM ca
+
∂fab1 (ξ, α)
∂ξk
M cbξag (ξ)
kd
cdc¯c
)
. (59)
8 Analysis of the counterterm and renormalization fac-
tors
Having determined the most general form of the local invariant counterterm, eq.(59), let
us turn to its physical meaning. As already mentioned before, in order to determine the
renormalization of the fields, sources and parameters, we have to pay attention to the fact
that, due to the explicit dependence of the gauge fixing from the Stueckelberg field ξa, the
renormalization of the gauge fixing itself is determined up to an ambiguity of the type of
eq.(19), which would correspond to the renormalization of the quantity ωa(ξ), i.e. of the
gauge parameters (aabc1 , a
abcd
2 , a
abcde
3 , ...). To that end, it will be sufficient to analyse the last
two terms of the expression for Σct, eq.(59), which, upon setting the sources (Mab, Nab) to
their physical values, namely (Mab = δabµ2, Nab = 0), becomes
(d2(α)− f1(0, α))µ
2 ∂Σ
∂µ2
+µ2
∫
d4x
(
f˜ab1 (ξ, α)(ib
bξa − c¯bgak(ξ)ck) +
∂f˜ab1 (ξ, α)
∂ξk
c¯bξagkd(ξ)cd
)
(60)
where we have set
fab1 (ξ, α) = f
ab
1 (0, α) + f˜
ab
1 (ξ, α) , (61)
with fab1 (0, α) = δ
abf1(0, α) being the first, ξ
a-independent, term of the Taylor expansion of
fab1 (ξ, α) in powers of ξ
a and f˜ab1 (ξ, α) denoting the ξ-dependent remaining terms. Of course,
fab1 (0, α) = δ
abf1(0, α) is just a constant.
Furthermore, we observe that expression (60) can be rewritten as
(d2(α)− f1(0, α))µ
2 ∂Σ
∂µ2
+ µ2
∫
d4x s
(
f˜ab1 (ξ, α)c¯
bξa
)
, (62)
or, equivalently
(d2(α)− f1(0, α))µ
2 ∂Σ
∂µ2
+ µ2
∫
d4x s
(
c¯bω˜b(ξ, α)
)
, (63)
with ω˜b(ξ, α) = f˜ab1 (ξ, α)ξ
a.
We are now able to unravel the meaning of this term. First, the term (d2(α)− f
aa
1 (0, α)) cor-
responds to a multiplicative renormalization of the gauge massive parameter µ2. This follows
by observing that, being µ2 a space-time independent parameter, its renormalization must be
given by a field independent space-time constant factor, i.e. precisely by (d2(α) − f
aa
1 (0, α)).
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On the other hand, the term
∫
d4x s
(
c¯bω˜b(ξ, α)
)
is of the type of eq.(19), thus correspond-
ing to the ambiguity inherent to the gauge fixing discussed before. As already mentioned,
this term can be handled by starting with the generalised gauge fixing (20), whose algebraic
renormalization can be faced by employing the Ward identities displayed in Appendix (B).
Doing so, the term
∫
d4x s
(
c¯bω˜b(ξ, α)
)
will correspond to a renormalization of the gauge
fixing function ωa(ξ), i.e. of the gauge parameters (aabc1 , a
abcd
2 , a
abcde
3 , ...).
We can now read off the renormalization factors, i.e.
Σ(Φ) + εΣct(Φ) = Σ(Φ0) +O(ε
2) , (64)
with
Φ0 = ZΦΦ+O(ε
2) , (65)
where Φ stands for a short-hand notation for all fields, sources and parameters. Specifically,
for the renormalization factors one finds:
A0 = Z
1/2
A Aµ , b0 = Z
1/2
b b , c0 = Z
1/2
c c , c¯0 = Z
1/2
c¯ c¯ , (66)
ξa0 = Z
ab
ξ (ξ)ξ
b τ0 = Z
1/2
τ τ ,Ω0 = ZΩΩ , L0 = ZLL (67)
Ka0 = Z
ab
K (ξ)K
b , m20 = Zm2m
2 , J0 = ZJJ , (68)
g0 = Zgg , α0 = Zαα , η¯0 = Z
1/2
η¯ η¯ , η0 = Z
1/2
η η , (69)
Ξ0 = ZΞΞ , µ
2
0 = Zµ2µ
2 , (70)
where
Zg = 1− ε
a0
2
Z
1/2
A = Z
−1
Ω = Z
−1/2
c¯ = Z
−1/2
b = Z
1/2
α = 1 + εd2(α)
Zabξ = δ
ab + εfab1 (ξ, α)
ZL = Z
−1/2
c = 1 + εd1(α)
Zη¯ = Zη = Z
2
Ξ = Z
1/2
τ = ZJ = 1 + εa4
Zm2 = 1 + εa7
Zµ2 = 1 + ε(d2 − f2(0, α))
ZabK = δ
ab − ε
(
fab1 (ξ, α) +
∂fkb1 (ξ, α)
∂ξa
ξk
)
. (71)
Notice that, as expected, the dimensionless field ξa renormalizes in a non-linear way through
the quantity fab1 (ξ, α) which is a power series in ξ
a. Equations (64) and (71) establish the
renormalizability of the complete action Σ, eq.(28), and thus of the invariant action S of
expression (21), up to a BRST exact unphysical ambiguity of the type of eq.(19). As already
mentioned, the explicit inclusion of such an ambiguity will be provided in Appendix (B).
9 Conclusion
In this work the gauge invariant operator A2min, eq.(1), and corresponding gauge invariant
transverse field configuration Aahµ , eq.(2), have been investigated in a general class of gauge
fixings, eq.(17) and eq.(20), which share similarities with ’t Hooft’s Rζ-gauge used in the
analysis of Yang-Mills theory with spontaneous symmetry breaking. As shown in [1], a local
setup can be constructed for both A2min and A
ah
µ , being summarised by the local and BRST
invariant action (8). The localization procedure makes use of an auxiliary dimensionless
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Stueckelberg field ξa. However, despite the presence of the field ξa and unlike the conven-
tional non-renormalizable Stueckelberg mass term, the present construction gives rise to a
perfectly well behaved model in the ultraviolet which turns out to be renormalizable to all or-
ders, as discussed in details in Sections (7) and (8) as well as in Appendix (B). In particular,
the pivotal role of the transversality constraint ∂µA
ah
µ = 0 has been underlined throughout
the paper. It is precisely the direct implementation of this constraint in the local action (8)
which makes a substantial difference with respect to the conventional Stueckelberg theory.
In fact, as pointed out in Section (6), it removes exactly the component of the Stueckelberg
propagator which gives rise to non-renormalizable ultraviolet divergences, see eq.(26) versus
eqs.(24). In particular, form eqs.(24), one sees that, similar to what happens in the case
of ’t Hooft’s Rζ -gauge, the use of the general class of gauge fixings (17) and (20) provide
a mass µ2 for the dimensionless Stueckelberg field ξa. This a welcome feature which can
be effectively employed as a fully BRST invariant infrared regularization for ξa in explicit
higher loop calculations.
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A Properties of the functional fA[u].
In this Appendix we recall some useful properties of the functional fA[u]
fA[u] ≡ Tr
∫
d4xAuµA
u
µ = Tr
∫
d4x
(
u†Aµu+
i
g
u†∂µu
)(
u†Aµu+
i
g
u†∂µu
)
. (72)
For a given gauge field configuration Aµ, fA[u] is a functional defined on the gauge orbit of
Aµ. Let A be the space of connections A
a
µ with finite Hilbert norm ||A||, i.e.
||A||2 = Tr
∫
d4xAµAµ =
1
2
∫
d4xAaµA
a
µ < +∞ , (73)
and let U be the space of local gauge transformations u such that the Hilbert norm ||u†∂u||
is finite too, namely
||u†∂u||2 = Tr
∫
d4x
(
u†∂µu
) (
u†∂µu
)
< +∞ . (74)
The following proposition holds [2, 3, 4, 5]
• Proposition
The functional fA[u] achieves its absolute minimum on the gauge orbit of Aµ.
This proposition means that there exists a h ∈ U such that
δfA[h] = 0 , (75)
δ2fA[h] ≥ 0 , (76)
fA[h] ≤ fA[u] , ∀u ∈ U . (77)
The operator A2min is thus given by
A2min = min
{u}
Tr
∫
d4xAuµA
u
µ = fA[h] . (78)
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Let us give a look at the two conditions (75) and (76). To evaluate δfA[h] and δ
2fA[h] we
set∗
v = heigω = heigω
aTa , (79)[
T a, T b
]
= ifabc T c , Tr
(
T aT b
)
=
1
2
δab , (80)
where ω is an infinitesimal hermitian matrix and we compute the linear and quadratic terms
of the expansion of the functional fA[v] in power series of ω. Let us first obtain an expression
for Avµ
Avµ = v
†Aµv +
i
g
v†∂µv
= e−igωh†Aµhe
igω +
i
g
e−igω
(
h†∂µh
)
eigω +
i
g
e−igω∂µe
igω
= e−igωAhµe
igω +
i
g
e−igω∂µe
igω . (81)
Expanding up to the order ω2, we get
Avµ =
(
1− igω − g2
ω2
2
)
Ahµ
(
1 + igω − g2
ω2
2
)
+
i
g
(
1− igω − g2
ω2
2
)
∂µ
(
1 + igω − g2
ω2
2
)
=
(
1− igω − g2
ω2
2
)(
Ahµ + igA
h
µω − g
2Ahµ
ω2
2
)
+
+
i
g
(
1− igω − g2
ω2
2
)(
ig∂µω −
g2
2
(∂µω)ω −
g2
2
ω (∂µω)
)
= Ahµ + igA
h
µω −
g2
2
Ahµω
2 − igωAhµ + g
2ωAhµω −
g2
2
ω2Ahµ
+
i
g
(
ig∂µω −
g2
2
(∂µω)ω −
g2
2
ω∂µω + g
2ω∂µω
)
+O(ω3) , (82)
from which it follows
Avµ = A
h
µ + ig[A
h
µ, ω] +
g2
2
[[ω,Ahµ], ω]− ∂µω + i
g
2
[ω, ∂µω] +O(ω
3) , (83)
We now evaluate
fA[v] = Tr
∫
d4xAuµA
u
µ
= Tr
∫
d4x
[(
Ahµ + ig[A
h
µ, ω] +
g2
2
[[ω,Ahµ], ω]− ∂µω + i
g
2
[ω, ∂µω] +O(ω
3)
)
×(
Ahµ + ig[A
h
µ, ω] +
g2
2
[[ω,Ahµ], ω]− ∂µω + i
g
2
[ω, ∂µω] +O(ω
3)
)]
= Tr
∫
d4x
{
AhµA
h
µ + igA
h
µ[A
h
µ, ω] + g
2AhµωA
h
µω −
g2
2
AhµA
h
µω
2 −
g2
2
Ahµω
2Ahµ −A
h
µ∂µω
+ i
g
2
Ahµ[ω, ∂µω] + ig[A
h
µ, ω]A
h
µ − g
2[Ahµ, ω][A
h
µ, ω]− ig[A
h
µ, ω]∂µω + g
2ωAhµωA
h
µ
−
g2
2
Ahµω
2Ahµ −
g2
2
ω2AhµA
h
µ − ∂µωA
h
µ − ig∂µω[A
h
µ, ω] + ∂µω∂µω + i
g
2
[ω, ∂µω]A
h
µ
}
+O(ω3)
= fA[h]− Tr
∫
d4x
{
Ahµ, ∂µω
}
+Tr
∫
d4x
(
g2AhµωA
h
µω −
g2
2
AhµA
h
µω
2 −
g2
2
Ahµω
2Ahµ
− g2[Ahµ, ω][A
h
µ, ω] + g
2ωAhµωA
h
µ −
g2
2
Ahµω
2Ahµ −
g2
2
ω2AhµA
h
µ
)
+Tr
∫
d4x (∂µω∂µω
+ i
g
2
[ω, ∂µω]A
h
µ − ig∂µω[A
h
µ, ω]− ig[A
h
µ, ω]∂µω + i
g
2
Ahµ[ω, ∂µω]
)
+O(ω3)
∗The case of the gauge group SU(N) is considered here.
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= fA[h] + 2
∫
d4x tr
(
ω∂µA
h
µ
)
+
∫
d4x tr
{
2g2ωAhµωA
h
µ − 2g
2AhµA
h
µω
2
− g2
(
Ahµω − ωA
h
µ
) (
Ahµω − ωA
h
µ
)}
+
∫
d4x tr
(
∂µω∂µω + i
g
2
ω∂µωA
h
µ − i
g
2
∂µωωA
h
µ
− ig∂µωA
h
µω + ig∂µωωA
h
µ − igA
h
µω∂µω + igωA
h
µ∂µω + i
g
2
Ahµω∂µω − i
g
2
Ahµ∂µωω
)
+O(ω3)
= fA[h] + 2Tr
∫
d4x
(
ω∂µA
h
µ
)
+Tr
∫
d4x
(
∂µω∂µω + igω∂µωA
h
µ − ig∂µωωA
h
µ
− 2ig∂µωA
h
µω + 2ig∂µωωA
h
µ
)
+O(ω3) . (84)
Thus
fA[v] = fA[h] + 2Tr
∫
d4x
(
ω∂µA
h
µ
)
+Tr
∫
d4x
(
∂µω∂µω + igω∂µωA
h
µ − ig∂µωωA
h
µ
− ig (∂µω)A
h
µω + ig (∂µω)ωA
h
µ
)
+O(ω3)
= fA[h] + 2Tr
∫
d4x
(
ω∂µA
h
µ
)
+Tr
∫
d4x
{
∂µω
(
∂µω − ig
[
Ahµ, ω
])}
+O(ω3) .
(85)
Finally
fA[v] = fA[h] + 2Tr
∫
d4x
(
ω∂µA
h
µ
)
− Tr
∫
d4xω∂µDµ(A
h)ω +O(ω3) , (86)
so that
δfA[h] = 0 ⇒ ∂µA
h
µ = 0 ,
δ2fA[h] > 0 ⇒ −∂µDµ(A
h) > 0 . (87)
We see therefore that the set of field configurations fulfilling conditions (87), i.e. defining
relative minima of the functional fA[u], belong to the so called Gribov region Ω, which is
defined as
Ω = {Aµ| ∂µAµ = 0 and − ∂µDµ(A) > 0} . (88)
Let us proceed now by showing that the transversality condition, ∂µA
h
µ = 0, can be solved
for h = h(A) as a power series in Aµ. We start from
Ahµ = h
†Aµh+
i
g
h†∂µh , (89)
with
h = eigφ = eigφ
aTa . (90)
Let us expand h in powers of φ
h = 1 + igφ−
g2
2
φ2 +O(φ3) . (91)
From equation (89) we have
Ahµ = Aµ + ig[Aµ, φ] + g
2φAµφ−
g2
2
Aµφ
2 −
g2
2
φ2Aµ − ∂µφ+ i
g
2
[φ, ∂µ] +O(φ
3) . (92)
Thus, condition ∂µA
h
µ = 0, gives
∂2φ = ∂µA+ ig[∂µAµ, φ] + ig[Aµ, ∂µφ] + g
2∂µφAµφ+ g
2φ∂µAµφ+ g
2φAµ∂µφ
−
g2
2
∂µAµφ
2 −
g2
2
Aµ∂µφφ−
g2
2
Aµφ∂µφ−
g2
2
∂µφφAµ −
g2
2
φ∂µφAµ −
g2
2
φ2∂µAµ
+ i
g
2
[φ, ∂2φ] +O(φ3) . (93)
17
This equation can be solved iteratively for φ as a power series in Aµ, namely
φ =
1
∂2
∂µAµ + i
g
∂2
[
∂A,
∂A
∂2
]
+ i
g
∂2
[
Aµ, ∂µ
∂A
∂2
]
+
i
2
g
∂2
[
∂A
∂2
, ∂A
]
+O(A3) , (94)
so that
Ahµ = Aµ −
1
∂2
∂µ∂A− ig
∂µ
∂2
[
Aν , ∂ν
∂A
∂2
]
− i
g
2
∂µ
∂2
[
∂A,
1
∂2
∂A
]
+ ig
[
Aµ,
1
∂2
∂A
]
+ i
g
2
[
1
∂2
∂A,
∂µ
∂2
∂A
]
+O(A3) . (95)
Expression (95) can be written in a more useful way, given in eq.(2). In fact
Ahµ =
(
δµν −
∂µ∂ν
∂2
)(
Aν − ig
[
1
∂2
∂A,Aν
]
+
ig
2
[
1
∂2
∂A, ∂ν
1
∂2
∂A
])
+O(A3)
= Aµ − ig
[
1
∂2
∂A,Aµ
]
+
ig
2
[
1
∂2
∂A, ∂µ
1
∂2
∂A
]
−
∂µ
∂2
∂A+ ig
∂µ
∂2
∂ν
[
1
∂2
∂A,Aν
]
− i
g
2
∂µ
∂2
∂ν
[
∂A
∂2
,
∂ν
∂2
∂A
]
+O(A3)
= Aµ −
∂µ
∂2
∂A+ ig
[
Aµ,
1
∂2
∂A
]
+
ig
2
[
1
∂2
∂A, ∂µ
1
∂2
∂A
]
+ ig
∂µ
∂2
[
∂ν
∂2
∂A,Aν
]
+ i
g
2
∂µ
∂2
[
∂A
∂2
, ∂A
]
+O(A3) (96)
which is precisely expression (95). The transverse field given in eq.(2) enjoys the property
of being gauge invariant order by order in the coupling constant g. Let us work out the
transformation properties of φν under a gauge transformation
δAµ = −∂µω + ig[Aµ, ω] . (97)
We have, up to the order O(g2),
δφν = −∂νω + ig
[
1
∂2
∂A, ∂νω
]
− i
g
2
[
ω, ∂ν
1
∂2
∂A
]
− i
g
2
[
∂A
∂2
, ∂νω
]
+O(g2)
= −∂νω + i
g
2
[
1
∂2
∂A, ∂νω
]
+ i
g
2
[
∂ν
1
∂2
∂A, ω
]
+O(g2) . (98)
Therefore
δφν = −∂ν
(
ω − i
g
2
[
∂A
∂2
, ω
])
+O(g2) , (99)
from which the gauge invariance of Ahµ is established.
Finally, let us work out the expression of A2min as a power series in Aµ.
A2min = Tr
∫
d4xAhµA
h
µ
= Tr
∫
d4x
[
φµ
(
δµν −
∂µ∂ν
∂2
)
φν
]
= Tr
∫
d4x
[(
Aµ − ig
[
1
∂2
∂A,Aµ
]
+
ig
2
[
1
∂2
∂A, ∂µ
1
∂2
∂A
])
×(
δµν −
∂µ∂ν
∂2
)(
Aν − ig
[
1
∂2
∂A,Aν
]
+
ig
2
[
1
∂2
∂A, ∂ν
1
∂2
∂A
])]
=
1
2
∫
d4x
[
Aaµ
(
δµν −
∂µ∂ν
∂2
)
Aaν − 2gf
abc∂ν∂A
a
∂2
∂Ab
∂2
Acν − gf
abcAaν
∂Ab
∂2
∂ν∂A
c
∂2
]
+O(A4) .
(100)
18
We conclude this Appendix by noting that, due to gauge invariance, A2min can be rewritten
in a manifestly invariant way in terms of Fµν and the covariant derivative Dµ [2].
B A generalised Slavnov-Taylor identity
In this Appendix we derive the Ward identities for the generalised gauge fixing of eq.(20).
Since the quantity ωa(ξ) is now a composite operator, i.e. a product of fields at the same
space-time point, we need to define ωa(ξ) by introducing it into the starting action though
a suitable external source. In order to maintain BRST invariance, we make use of a BRST
doublet of external sources (Qa, Ra), of dimension four and ghost number (−1, 0),
sQa = Ra , sRa = 0 , (101)
and introduce the term∫
d4x s (Qaωa(ξ)) =
∫
d4x
(
Raωa(ξ)−Qa
∂ωa
∂ξc
gcd(ξ)cd
)
. (102)
We start thus with the complete classical action Σ given now by
Σ = Sinv +
∫
d4x
(
J aµA
ah
µ + Ξ
a
µD
ab
µ (A
h)ηb
)
+
∫
d4x
(
iba∂µA
a
µ +
α
2
baba − iMabbaωb(ξ)−Nabc¯aωb(ξ) + c¯a∂µD
ab
µ c
b +Mabc¯a
∂ωb(ξ)
∂ξc
gcd(ξ)cd
)
+
∫
d4x
(
−ΩaµD
ab
µ c
b + La
gfabc
2
cbcc +Kagab(ξ)cd +Raωa(ξ)−Qa
∂ωa
∂ξc
gcd(ξ)cd
)
, (103)
with Sinv given by expression (8).
The action Σ, eq.(103), obeys the following Ward identities:
• the Slavnov-Taylor identity∫
d4x
(
δΣ
δAaµ
δΣ
δΩaµ
+
δΣ
δca
δΣ
δLa
+
δΣ
δξa
δΣ
δKa
+ iba
δΣ
δc¯a
+Nab
δΣ
δMab
+Ra
δΣ
δQa
)
= 0 ,
(104)
• the equation of motion of the Lagrange multiplier ba
δΣ
δba
= i∂µA
a
µ + αb
a − iMab
δΣ
δRb
, (105)
• the anti-ghost equation
δΣ
δc¯a
+ ∂µ
δΣ
δΩaµ
+Mab
δΣ
δQb
−Nab
δΣ
δRb
= 0 , (106)
• the equation of τa
δΣ
δτa
− ∂µ
δΣ
δJ aµ
= 0 , (107)
• the equation of the ghost ηa∫
d4x
(
δΣ
δηa
+ gfabcη¯b
δΣ
δτc
+ gfabcΞb
δΣ
δJ cµ
)
= 0 , (108)
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• the equation of the antighost η¯a
δΣ
δη¯a
− ∂µ
δΣ
δΞaµ
= 0 . (109)
These Ward identities can be employed for the analysis of the algebraic renormalization
when the generalised function ωa(ξ) is explicitly present in the gauge-fixing. In this case, the
general counterterm will be reabsorbed through a renormalization of ωa(ξ), corresponding
to a renormalization of the infinite set of unphysical gauge parameters (aabc1 , a
abcd
2 , a
abcde
3 , ..)
of expression (18).
Repeating the lengthy discussion of the previous sections, for the most general local invariant
counterterm we find now
Σct =
∫
d4x
{
− a0g
2 ∂Σ
∂g2
+ d2 (α) 2α
∂Σ
∂α
+ a7m
2 ∂Σ
∂m2
+a4
(
τa
δΣ
δτa
+ J aµ
δΣ
δJ aµ
+
1
2
η¯a
δΣ
δη¯a
+
1
2
ηa
δΣ
δηa
+
1
2
Ξaµ
δΣ
δΞaµ
)
+d2 (α)A
a
µ
δΣ
δAaµ
− d2 (α) Ω
a
µ
δΣ
δΩaµ
− d1 (α) c
a δΣ
δca
+ d1 (α)L
a δΣ
δLa
+fab1 (ξ, α)ξ
a δΣ
δξb
−
(
fab1 (ξ, α) +
∂fkb1 (ξ, α)
∂ξa
ξk
)
Kb
δΣ
δKa
−d2(α)c¯
δΣ
δc¯
+ (d2(α)− f2(0, α))M
ab δΣ
δMab
+ (d2(α)− f2(0, α))N
ab δΣ
δNab
−d2(α)b
a δΣ
δba
− f2(0, α)Q
a δΣ
δQa
− f2(0, α)R
a δΣ
δRa
+
[ (
f2(0, α)a
abc
1 + a˜
abc
1
) δΣ
δaabc1
+
(
f2(0, α)a
abcd
2 + a˜
abcd
2
) δΣ
δaabcd2
+
(
f2(0, α)a
abcde
3 + a˜
abcde
3
) δΣ
δaabcde3
+ ...
]}
, (110)
where the dots ... denote the reamaining, infinite set, of terms of the kind
∑
j
(
f2(0, α)a
abcde...
j + a˜
abcde...
j
) δΣ
δaabcde...j
, j = 4, ...,∞ , (111)
The counterterm Σct in eq.(110) can be rewritten as
Σct = RΣ , (112)
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with
R = −a0g
2 ∂
∂g2
+ d2 (α) 2α
∂
∂α
+ a7m
2 ∂
∂m2
+
∫
d4x
{
a4
(
τa
δ
δτa
+ J aµ
δ
δJ aµ
+
1
2
η¯a
δ
δη¯a
+
1
2
ηa
δ
δηa
+
1
2
Ξaµ
δ
δΞaµ
)
+d2 (α)A
a
µ
δ
δAaµ
− d2 (α) Ω
a
µ
δ
δΩaµ
− d1 (α) c
a δ
δca
+ d1 (α)L
a δ
δLa
+fab1 (ξ, α)ξ
a δ
δξb
−
(
fab1 (ξ, α) +
∂fkb1 (ξ, α)
∂ξa
ξk
)
Kb
δ
δKa
−d2(α)c¯
δ
δc¯
+ (d2(α)− f2(0, α))M
ab δ
δMab
+ (d2(α)− f2(0, α))N
ab δ
δNab
−d2(α)b
a δ
δba
− f2(0, α)Q
a δ
δQa
− f2(0, α)R
a δ
δRa
+
[ (
f2(0, α)a
abc
1 + a˜
abc
1
) δ
δaabc1
+
(
f2(0, α)a
abcd
2 + a˜
abcd
2
) δ
δaabcd2
+
(
f2(0, α)a
abcde
3 + a˜
abcde
3
) δ
δaabcde3
+ ...
]}
. (113)
For the renormalization factors, we have now
Σ(Φ) + εΣct(Φ) = Σ(Φ) + εRΣ(Φ) = Σ(Φ0) +O(ε
2) , (114)
with
Φ0 = ZΦΦ = (1 + εR)Φ +O(ε
2) . (115)
where
A0 = Z
1/2
A Aµ , b0 = Z
1/2
b , c0 = Z
1/2
c c , c¯0 = Z
1/2
c¯ c¯ ,
ξa0 = Z
ab
ξ (ξ)ξ
b, τ0 = Z
1/2
τ τ ,Ω0 = ZΩΩ , L0 = ZLL ,
Ka0 = Z
ab
K (ξ)K
b , m20 = Zm2m
2 , J0 = ZJJ ,
g0 = Zg , α0 = Zαα , η¯0 = Z
1/2
η¯ η¯ , η0 = Z
1/2
η η ,
Ξ0 = ZΞΞ , M0 = ZMM ,
N0 = ZNN, Q0 = ZQQ, R0 = ZRR , (116)
and
Zg = 1− ε
a0
2
Z
1/2
A = Z
−1
Ω = Z
−1/2
c¯ = Z
−1/2
b = Z
1/2
α = 1 + εd2(α)
Zabξ = δ
ab + εfab1 (ξ, α)
ZL = Z
−1/2
c = 1 + εd1(α)
Zη¯ = Zη = Z
2
Ξ = Z
1/2
τ = ZJ = 1 + εa4
Zm2 = 1 + εa7
ZM = ZN = 1 + ε(d2 − f2(0, α))
ZQ = ZR = 1− ε(f2(0, α))
ZabK = δ
ab − ε
(
fab1 (ξ, α) +
∂fkb1 (ξ, α)
∂ξa
ξk
)
, (117)
with the addition of a multiplicative renormalization of the infinite set of gauge parameters
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(aabc1 , a
abcd
2 , a
abcde
3 , ..) of expression (18), namely
(aabc1 )0 = (1 + εf2(0, α))a
abc
1 + εa˜
abc
1
(aabcd2 )0 = (1 + εf2(0, α))a
abcd
2 + εa˜
abcd
2
(aabcde3 )0 = (1 + εf2(0, α))a
abcde
3 + εa˜
abcde
3
... . (118)
Equations (117) and (118) show that the inclusion of the ambiguity ωa(ξ) in the generalised
gauge fixing of eq.(20) gives rise to a standard renormalization of the fields, parameters
and sources. Clearly, from eq.(118) one sees that the renormalization of ωa(ξ) itself is now
encoded into a multiplicative renormalization of the infinite set of the unphysical gauge
parameters (aabc1 , a
abcd
2 , a
abcde
3 , ..).
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