Experimental design is a classical area in statistics [21] and has also found new applications in machine learning [2] . In the combinatorial experimental design problem, the aim is to estimate an unknown m-dimensional vector x from linear measurements where a Gaussian noise is introduced in each measurement. The goal is to pick k out of the given n experiments so as to make the most accurate estimate of the unknown parameter x. Given a set S of chosen experiments, the most likelihood estimate x ′ can be obtained by a least squares computation. One of the robust measures of error estimation is the D-optimality criterion [27] which aims to minimize the generalized variance of the estimator. This corresponds to minimizing the volume of the standard confidence ellipsoid for the estimation error x − x ′ . The problem gives rise to two natural variants depending on whether repetitions of experiments is allowed or not. The latter variant, while being more general, has also found applications in geographical location of sensors [19] .
Introduction
Experimental design is a classical problem in statistics [5, 16, 17, 21, 27] and recently has also been applied to machine learning [2, 32] . In the combinatorial experimental design problem, our aim is to estimate an m−dimensional vector x ∈ R m from n linear measurements of the form y i = a T i x+η i for each i ∈ [n] := {1, 2, . . . , n} where vector a i ∈ R m characterizes the i th experiment and {η i } i∈ [n] are i.i.d. independent Gaussian random variables with zero mean and variance σ 2 (i.e., η i ∼ N (0, σ 2 ) for all i ∈ [n]). Given an integer k ≥ m, the goal is to pick k out of the n experiments so as to make the most accurate estimate of the parameter x. Suppose that a size k subset of experiments S ⊆ [n] is chosen, then the most likelihood estimation of x is given by There are many criteria on how to choose the best estimation among all the possible size k subsets of n experiments (see [5] for a review). One of the most robust measures of error estimation is known as D-optimality criterion, where the goal is to choose the best size k subset to maximize det i∈S a i a ⊤ i 1 m , i.e., the following combinatorial optimization problem:
which corresponds to minimizing the volume of standard confidence ellipsoid for the estimation error x − x. Equivalently, the objective function of (1) can be chosen as determinant itself (i.e., det i∈S a i a ⊤ i ), or log-determinant log det i∈S a i a ⊤ i ) [19] . However, both objective functions are problematic with the following reasons: (1) the determinant function is nonconvex and has numerical issue especially when k, m, n are large; (2) albeit log-determinant function is concave, it can be also numerically unstable when k = m and the determinant is close to zero. Therefore, in this paper, we follow the work in [28] and consider mth root of determinant function, which is concave and numerically stable.
In the problem description, the same experiment may or may not be allowed to chosen multiple times. We refer the problem as D-optimal design with repetitions if we are allowed to pick an experiment more than once and D-optimal design without repetitions otherwise. Correspondingly, for D-optimal design with repetitions and without repetitions, in (1), the subset S denotes a multiset, where elements of S can be duplicated, and a conventional set, where elements of S must be different from each other, respectively.
Our Results and Contributions
Formally, in the D-optimal design problem, we are given a collection of vectors a 1 , . . . , a n ∈ R m and integer k ≥ m and the goal is to pick a subset S ⊆ {1, . . . , n} of size k to maximize In the D-optimal design problem with replacement, the solution S can be a multi-set. The Doptimal design problem is known to be NP-hard [33] and our aim is to design approximation algorithms for the problem.
Our first contribution is to reduce the design of approximation algorithms for the D-optimal design problem to finding distributions that are approximately positively correlated. To make this connection formal, we give the following definition. Also, we let [N ] = {1, . . . , N } for any positive integer N . Definition 1. Given x ∈ [0, 1] n such that 1 T x = k for integer k ≥ 1, let µ be a probability distribution on subsets of [n] of size k. Let X 1 , . . . , X n denote the indicator random variables of 1, . . . , n respectively, thus X i = 1 if i ∈ S and 0 otherwise for each 1 ≤ i ≤ n where random set S is sampled from µ. Then X 1 , . . . , X n are m-wise α-positively correlated for some 0 ≤ α ≤ 1 if for each T ⊆ [n] such that |T | ≤ m, we have
With a slight abuse of notation, we call the distribution µ to be m-wise α-positively correlated if the above condition is satisfied. Observe that if α = 1, then the above definition implies that the random variables X 1 , . . . , X n are m-wise positively correlated. We insist on an approximate version where we relax the positive correlation condition by a multiplicative factor. The following lemma shows the crucial role played by m-wise approximate positively correlated distributions in design of algorithms for D-optimal design. Lemma 1. For any α ≤ 1, the D-optimal design problem has a randomized α-approximation algorithm if for every x ∈ [0, 1] n and integers m ≤ k ≤ n, such that i∈[n] x i = k there exists an efficiently computable distribution that is m-wise α-positively correlated.
The proof of Lemma 1 relies on the polynomial formulation of a natural convex relaxation of the D-optimal design problem. We show that a m-wise α-positively correlated distribution leads to an randomized algorithm for the D-optimal design problem that approximates each of the coefficients in the polynomial formulation. The convex relaxation and the proof of the Lemma is given in Section 2.
We then utilize the connection in Lemma 1 to design an 1 e -approximation algorithm giving the first constant factor approximation for D-optimal design problem. Previously, constant factor approximations were known only for restricted range of parameters [2, 6, 32] (see related work for details). The distribution µ in Theorem 1 is the product distribution where µ(S) ∝ i∈S x i for each S of size k. We show that it is approximately positively correlated with the claimed parameters. The technical ingredient in the proof are various inequalities on symmetric polynomials [34] . We also show how to derandomize the above algorithm and obtain a deterministic algorithm achieving the same guarantee. We also remark that the bound 1 e is best possible for the parameter α in m-wise α-positively correlated distributions. The proof of Theorem 1 appears in Section 3.
While in general, the bounds are tight, we show that they can be improved when k is larger than m, a case that has been considered in previous work as well [2, 32] . Indeed, in this case we obtain substantial improvements. To obtain the claimed distribution in Theorem 2, we start with an independent randomized rounding with marginals given by vector x. If the random set thus obtained has size more than k, we apply a simple contention resolution method by selecting a random set of size k of the selected elements. The proof of Theorem 2 appears in Section 4.
As remarked earlier, the D-optimal design with repetition is a special case of the D-optimal design problem. Therefore, all the above results apply to this case as well. But, for the case when k is larger than m, we can obtain improved bounds. The randomized algorithm for Theorem 3 relies on a simple randomized algorithm similar to that in Nikolov [24] . The proof differs significantly from Nikolov [24] and relies on relationships between conditional Poisson sampling and multinomial distributions as well as Poisson limit theorems. The proof of Theorem 3 appears in Section 5.
Related Work
As remarked earlier, experimental design is a classical area in Statistics; we refer the reader to Pukelsheim [27] , Chapter 9 on details about D-optimality criterion as well as other related (A, E, T )-criteria. The combinatorial version, where each experiment needs to chosen integrally as in this work, is also called exact experimental design and the D-optimality criterion is NP-hard [33] . In contrast, if the experiments are allowed to be picked fractionally, then D-optimality criterion reduces to a convex program(see for example [10] ) and [28] give methods to solve the convex program fast. There has also been work on heuristic methods, such as local search and its variants, to obtain good solutions [17] .
From an approximation algorithm viewpoint, the problem has received attention lately. Bouhou et al. [9] give a n k 1 m -approximation algorithm. Wang et al. [32] building on [6] give a
ǫ . Recently, Allen-Zhu et al [2] use the connection of the problem to sparsification [7, 29] and use regret minimization methods [3] and gave O(1)-approximation algorithm if k ≥ 2m and (1 + ǫ)-approximation when k ≥ O m ǫ 2 . We also remark that their results also apply to other optimality criteria.
A closely related problem is the largest j-simplex problem. This problem is equivalent to the following: Given a set of n vectors a 1 , . . . , a n ∈ R m and integer k ≤ m, pick a set of S of k vectors to maximize the k th -root of the pseudo-determinant of X = i∈S a i a ⊤ i , i.e., the geometric mean of the non-zero eigenvalues of X. The problem has received much attention recently [20, 24, 31] and Nikolov [24] gave a -approximation for the D-optimal design problem. Recently, matroid constrained versions of the largest j-simplex problem have also been studied [4, 25, 30] .
The D-optimality criteria is also closely related to constrained submodular maximization, a classical problem [23] , for which there has been much progress recently [14] . Indeed the set function f (S) := log det i∈S a i a ⊤ i is known to be submodular. Unfortunately, the submodular function f is not necessarily non-negative, a prerequisite for all the results on constrained submodular maximization and thus these results are not applicable. Moreover, for a multiplicative guarantee for the det objective, we would aim for an additive guarantee for log det objective.
Sampling k objects out of n with given marginals has been studied intensely and many different schemes have been proposed [12] . Indeed most of them exhibit negative correlation of various degrees [11] . Here we are interested in schemes which exhibit approximate positive correlation and thus allow the marginals to be satisfied approximately. We expect that the concept of approximate positive correlation as well the rounding methods proposed in the paper will be of independent interest.
Notations: we let R + , Q + , Z + denote the sets of positive real numbers, rational numbers and integers, respectively. Given a positive integer N and a set Q, we let [N ] := {1, . . . , N }, N ! = i∈[N ] i, |Q| denote its cardinality and Q N denote all the possible subsets of Q whose cardinality equals to N . Given a matrix A and two sets R, T , we let det(A) denote its determinant if A is a square matrix, let A R,T denote a submatrix of A with rows and columns from sets R, T , let A i denote ith column of matrix A and let A R denote submatrix of A with columns from set R. And we use S to denote a random set.
Convex Relaxation and Positively Correlated Distributions
In this section, we introduce a convex relaxation for the problem that has been extensively studied [19, 28] and prove Lemma 1.
Convex Relaxation
We first note that the D-optimal design problem can be formulated as a mixed integer convex program below:
where
. A straightforward convex relaxation of (2) is to relax the binary vector x as continuous one, i.e., x ∈ [0, 1] n , which is formulated as below
(3) is a convex program, which can be solved efficiently. Recently, in [28] , the authors proposed a second order conic program (SOCP) formulation for (3) for which a more effective interior point method can be used to solve it. We also remark that in Lemma 1, we can replace x by the optimal solution to the continuous relaxation of D-optimal design problem (3). This allows us to establish approximation bounds.
Proof of Lemma 1
Before proving Lemma 1, we would like to introduce some useful results below. The following lemmas follows from Cauchy-Binet formula [13] and use properties of determinants as a polynomial in entries of the matrix. The proofs appear in the appendix. For any set X and integer k, we let X k = {Y ⊆ X : |Y | = k} denote the set of subsets of X of cardinality k.
Now we are ready to prove the main Lemma 1.
Proof. (Proof of Lemma 1) Suppose that x is the optimal solution to (3). We consider the distribution µ given by Lemma 1 for this x which satisfies the conditions of Definition 1. We now consider the randomized algorithm that samples a random set S from this distribution µ and returns this as the solution. We show this randomized algorithm satisfies the guarantee claimed in the Lemma. All expectation and probabilities of events are under the probability measure µ and for ease of notation we drop it from the notation.
m is at least as large as the optimal value to D-optimal design problem (3), we only need to show that
This indeed holds since
where the first equality is because of definition of probability measure µ, the second equality is due to Lemma 3, the third equality is due to the interchange of summation, the first inequality is due to Definition 1 and the fourth equality is because of Lemma 3.
Analysis of Sampling Scheme
In this subsection, we will develop and analyze a sampling procedure. In this sampling procedure, we are given x ∈ [0, 1] n with i∈[n] x i = k. Then we randomly choose a size-k subset S such that
for every S ∈
[n]
k . We are going to derive approximation bounds on positive correlation for the measure induced by this sampling procedure. The key idea is to derive lower bound for P [T ⊆ S] for any T ∈
[n] m in comparison to i∈T x i . Observe that we have
Observe that the denominator is a degree k polynomial that is invariant under any permutation of [n]. Moreover, the numerator is also invariant under any permutation of T as well as any permutation of [n] \ T . This observation will allow us to use inequalities on symmetric polynomials and reduce the worst case ratio of P[T ⊆ S] with i∈T x i to a single variable optimization problem as shown in the following proposition. We then analyze the single variable optimization problem to prove the desired bound.
Before proving the main proposition, we first introduce two well-known results for sum of homogeneous and symmetric polynomials. [22] ) Given a set S, an integer s ∈ {0, 1, · · · , |S|} and nonnegative vector x ∈ R |S| + , we must have [34] ) Given a set S, two nonnegative positive integers s, τ ∈ Z + such that s, τ ≤ |S| and nonnegative vector x ∈ R |S| + , then we have
Lemma 4. (Maclaurin's inequality
1 |S| i∈S x i ≥ s 1 |S| s    Q∈( S s ) i∈Q x i   .
And

Lemma 5. (Generalized Newton's inequality
Now we are ready to prove the main proposition.
Proposition 1. Suppose S is the random variable as defined in (7). Then for any
Proof. According to Lemma 1 and sampling procedure in (7), we have
where the second equality uses the following identity
We now let
According to Definition 1, it is sufficient to find a lower bound to
:
Or equivalently, we would like to find an upper bound of A T (x) for any x which satisfies
In the following steps, we first observe that in (9a), the components of {x i } i∈T and {x i } i∈[n]\T are both symmetric in the expression of A T (x). We will show that for the worst case, {x i } i∈T are all equal and {x i } i∈[n]\T are also equal. We also show that x j ≤ x i for each i ∈ T and j ∈ [n] \ T . This allows us to reduce the optimization problem in R.H.S. of (9b) to a single variable optimization problem, i.e., (8) . The proof is now separated into following three claims.
(i) First, we claim that Claim 1. The optimal solution to (9b) must satisfy the following condition -for each i ∈ T and
Proof. We prove it by contradiction. Suppose that there exists i ′ ∈ T and j ′ ∈ [n] \ T , where x i ′ < x j ′ . By collecting the coefficients of 1,
where b 1 , b 2 , b 3 , c 1 , c 2 are all non-negative numbers with
) i∈S
Note that
Therefore, A T (x) has a larger value if we replace x i ′ , x j ′ by their average, i.e.
(ii) Next, we claim that Claim 2. for any feasible x to (9b), and for each S ⊆ [n] and s ∈ {0, 1, · · · , |S|}, we must have
Proof. This directly follows from Lemma 4.
And also
Proof. This can be shown by Claim 2 and Lemma 5
where the first inequality is due to Claim 2, and the last inequality is because of Lemma 5.
(iii) Thus, by Claim 3, for any feasible x to (9b), A T (x) in (9a) can be upper bounded as
where the second inequality is due to Claim 2, and the last inequality is because we let y = i∈T x i which is no larger than m, maximize over it and Claim 1 yields that y/m ≥ (k − y)/(n − m), i.e. mk n ≤ y ≤ m. This completes the proof.
Next, we derive the upper bound of g(m, n, k) in (8), which is a single-variable optimization problem. In the proof below, we first observe that for any given (m, k) with m ≤ k, g(m, n, k) is monotone non-decreasing in n. This motivates us to find an upper bound on lim n→∞ g(m, n, k), which leads to the proposition below.
Proposition 2. For any
Proof. (i) First of all, we prove the following claim.
Claim 4.
For any m ≤ k ≤ n, we have
Proof. Let y * be the maximizer to (8) for any given m ≤ k ≤ n, i.e.,
Clearly, y * is feasible to (8) with pair (m, n + 1, k). We only need to show that
In other words, it is sufficient to show for any 0 ≤ τ ≤ m,
which is equivalent to prove
The above inequality holds since for any positive integers p, q with p < q, we must have
(ii) By Claim 4, it is sufficient to investigate the bound lim n ′ →∞ g(m, n ′ , k), which provides an upper bound to g(m, n, k) for any integers n ≥ k ≥ m. Therefore, from now on, we only consider the case when n → ∞ for any fixed k ≥ m.
Note that for any given y,
y τ is the coefficient of t k in the following polynomial:
which is upper bounded by because of the inequality e r = 1 + r + 1 2 r 2 + . . . for any r and t ≥ 0. Therefore, we also have
where the first inequality is due to the non-negativity of the second term of
, the second and third equalities are because of two equivalent definitions of R 2 (t), the last inequality is due to y ≤ m and the fourth equality holds because of n → ∞.
Note that R 3 (m, k) is nondecreasing over k ∈ [m, ∞). Indeed, for any given m,
whose first derivative over k is equal to
Thus, R 3 (m, k) is upper bounded when k → ∞, i.e.,
where the last equality is due to the fact that
m , which can be smaller than e when k is large. By Claim 4, we have
Note that 0 ≤ y ≤ m, thus k − y ≤ k. Therefore, we have
where the last inequality is due to
Theorem 1 directly follows from Proposition 2 when n ≥ k ≥ m. We also note that when k is large enough, the sampling algorithm is a near 0.5-approximation. Proof. As 0 < ǫ < 1, from Proposition 2, let
Then the conclusion follows.
Efficient Implementation
In this subsection, we propose an efficient implementation (i.e., Algorithm 1) for the sampling procedure proposed in the previous subsection. We first observe a useful way to computing the probabilities in Algorithm 1 efficiently.
Observation 1. Suppose x ∈ R t and integer 0 ≤ r ≤ t, then S∈(
[t] r ) i∈S x i is the coefficient of t r of the polynomial i∈ [t] (1 + x i t).
The main idea of the efficient implementation is to sample elements one by one and update the conditional probability distribution. We show how to sample from these updated distributions efficiently. For any given x ∈ [0, 1] n with i∈[n] x i = k and a size-k subset S = S such that |S| = k, we need to compute the probability P[S = S] in (7) efficiently. Indeed, this probability can be computed sequentially: given that a subset of chosen elements S with |S| < k and a subset of unchosen elements T with |T | < n − k, then probability that j / ∈ (S ∪ T ) will be chosen is equal to
The denominator and numerator can be computed efficiently based on Observation 1. If j is chosen, then update S := S ∪ {j}; otherwise, update T := T ∪ {j}. Then go to next iteration until |S| = k. By applying sequential conditional probability, we have
The detailed implementation is shown in Algorithm 1.
Deterministic Implementation
In this subsection, we will present a deterministic Algorithm 2, which is a derandomization of Algorithm 1 using the method of conditional expectation. The main challenge is to show that we can compute the conditional expectation efficiently. We show how to do this by evaluating a determinant of a n × n matrix whose entries are linear polynomials in three indeterminates. In this deterministic Algorithm 2, suppose we have two disjoint subsets S, T , where S is a chosen subset and T is a unchosen set such that |S| = s ≤ k, |T | = t ≤ n − k, S ∩ T = ∅. Then the expectation of mth power of objective function given these two subsets is
Algorithm 1 Sampling Algorithm with Constant Factor Approximation
Initialize chosen set S = ∅ and unchosen set T = ∅ 3: Two factors:
k ) i∈S x i , A 2 = 0 4: for j = 1, . . . , n do 5: if |S| == k then 6: break 7: else if |T | = n − k then 8:
break 10: end if 11 :
Sample a (0, 1) uniform random variable U
13:
if x j A 2 /A 1 ≤ U then 14: Add j to set S 15:
else 17: Add j to set T
18:
end if 20 : end for 21 
where the first equality is a direct computing of the conditional probability, the second equality is due to Lemma 2 and the third one is because of interchange of summation. Note that denominator term in (12) can be computed efficiently according to Observation 1. Next, we show that the numerator in (12) can be also computed efficiently below.
with m ≤ n and A = [a 1 , . . . , a n ]. Consider the following function
where t 1 , t 2 , t 3 ∈ R, y ∈ R n are indeterminate and
R∈(
[n]\T m ),|R\S|=r≤k−s j∈R\S
Proof. First of all, we can rewrite F (t 1 , t 2 , t 3 ) as
where the ith column of matrix B is
Note that the coefficient of t m 1 in det I n + t 1 B ⊤ B is equal to the one of i∈[n] (1 + t 1 λ i ), where {λ i } i∈ [n] are the eigenvalues of B ⊤ B. Thus, the coefficient of t m 1 is
where P R,T denotes a submatrix of P with rows and columns from sets R, T , the first equality is due to the property of the eigenvalues (Theorem 1.2.12 in [18] ), and the second inequality is because the length of each column of B is m, and the third equality is because the determinant of singular matrix is 0. Therefore, the coefficient of
By Lemma 3 with n = m and the definition of matrix B, the coefficient of
which is equal to (14) by collecting coefficients of t m 1 t
The Algorithm 2 proceeds as follows. Given a subset of chosen elements S with |S| < k and a subset of unchosen elements T with |T | < n − k is not chosen, and j / ∈ (S ∪ T ), we compute the expected mth power of objective function that j will be chosen or not H(S ∪ j, T ), H(S, T ∪ j). If H(S ∪ j, T ) ≥ H(S, T ∪ j), then j is chosen, then update S := S ∪ {j}; otherwise, update T := T ∪ {j}. Then go to next iteration.
The approximation result for Algorithm 2 is identical to Theorem 1 and Corollary 1.
Initialize chosen set S = ∅ and unchosen set T = ∅ 3: for j = 1, . . . , n do 4: if |S| == k then 5: break 6: else if |T | = n − k then 7:
if H(S ∪ j, T ) ≥ H(S, T ∪ j) then 10: Add j to set S
11:
else 12: Add j to set T
13:
end if 14: end for 15: Output S
Improving Approximation Bound in Asymptotic Regime
In this section, we propose another sampling Algorithm 3 achieves asymptotic optimality, i.e. the output of Algorithm 3 is close to optimal when k/m → ∞. In Algorithm 3, we are given x ∈ [0, 1] n with i∈[n] x i = k, a positive threshold ǫ > 0 and a random permutation N of [n]. Then for each j ∈ N , we select j with probability x j 1+ǫ , and let S be the set of selected elements. If |S| < k, then we can add k − |S| more elements from [n] \ S. On the other hand, if |S| > k, then we apply a simple contention resolution method, i.e., choose k elements uniformly from set S.
To analyze sampling Algorithm 3, we first show the following probability bound. The key idea is to prove the lower bound 
where α is in Definition 1. In addition, when k ≥
Proof. We note that S ⊆ [n] is a random set, where each i ∈ [n] is independently sampled according to Bernoulli random variable X i with the probability of success
1+ǫ . According to Definition 1, it is sufficient to lower bound 1 i∈T x i P {T ⊆ S}. Then from Algorithm 3,
where the first inequality is because we are ignoring the greedy step in Algorithm 3 when |S| < k, and the second inequality is due to P i∈[n]\T X i = j − m ≥ 0. Therefore, we would like tobound the following probability
whereǭ is a positive constant. Therefore, by choosingǭ =
ǫ m, then the left-hand side of (17) can be further lower bounded as
.
To prove(16), we only need to show
or equivalently,
which holds if
We note that − log 1 − 1 − ǫ 2 m is non-increasing over m ≥ 1, therefore is upper bounded by 2 log( Select a subset T uniformly from set S
12:
Let S := T 13: end if 14: while |S| < k do ⊲ Greedy step to enforce |S| = k 15:
Add j * to set S 17: end while 18: Output S
Approximation Algorithm for D-optimal Design Problem with Repetition
For the D-optimal design problem with repetition, it can be reformulated as
where the decision variable x is general integer rather than binary. Hence, similar to (3) except that x ≥ 0, its convex relaxation is
In [24] , the author suggested to obtain k-sample set S with replacement, i.e. S can be a multiset. The sampling procedure can be separated into k steps. At each step, a sample s is selected with probability P{s = i} = x i k , given that x ∈ R n + with i∈[n] x i = k. The detailed description is in Algorithm 4. This sampling procedure can be interpreted as follows: let {X i } i∈[n] be independent Poisson random variables where X i has arrival rate x i . We note that conditioning on total number of arrivals equal to k (i.e., i∈[n] X i = k), the distribution of {X i } i∈[n] is multinomial [1] , where there are k trials and the probability of ith entry to be chosen is To analyze Algorithm 4, we propose another Algorithm 5 which will be arbitrarily close to it. In Algorithms 5, we first assume that without loss of generality, x is a nonnegative rational vector Algorithm 4 Sampling Algorithm for D-optimal Design with Repetition
Initialize chosen multi-set S = ∅ and vectorx = 0 ∈ R n 3: for j = 1, . . . , k do 4: Sample s from [n] with probability distribution P{s = i} =
Let S = S ∪ {s} andx s =x s + 1 6: end for
Output (x,w) (i.e., x ∈ Q n + ) since set of all nonnegative rational vectors is dense in the set of all nonnegative real vectors. Then we let q be a common multiple of the denominators of rational numbers x 1 , . . . , x n , i.e. qx 1 , . . . , qx n ∈ Z + . Next, we create a multi-set A, which contains qx i copies of vector a i for each i ∈ [n], i.e. |A| = qk. Finally, we sample a subset A S of k items from set A uniformly, i.e. with probability qk k −1 . The detailed description is in Algorithm 5. In this case, the sampling procedure can be interpreted as below. As sum of i.i.d. Bernoulli random variables is Binomial, hence we let {X i } i∈[n] be independent binomial random variables where X i has number of trials qx i and probability of success 1 q for each i ∈ [n]. We terminate the sampling procedure if the total number of succeeded trials equals to k. 
Proof. Consider independent random variables
, where X i is Poisson random variable with arrival rate x i for each i ∈ [n] and X ′ i is binomial random variable with number of trials qx i and probability of success
Given an integer vector s ∈ Z n + , clearly, and 5, we have
where the first equality is from the description of Algorithm 4, the second equality is by the definition of conditional probability, the third equality is because {X i } i∈ [n] are independent from each other and I(·) denotes indicator function. Similarly, we also have
Followed by the well-known Poisson limit theorem (c.f. [26] ), X i and X ′ i have the same distribution as q → ∞ for any i ∈ [n]. Therefore, 
Proof. We will first show the approximation ratio of Algorithm 5 and then apply it to Algorithm 4 by Lemma 7 when q → ∞. x i a i a
where the first and second equalities are due to Algorithm 5, the third equality is because of Lemma 2 and k ≥ m, the fourth equality is due to interchange of summation and the last equality is because of the identity i∈[n] x i a i a ⊤ i = i∈[qk]
1 q a i a ⊤ i .
(ii) From Lemma 7, we know that the output of Algorithm 5 has the same distribution of the output of Algorithm 4 when q →. Thus, we have From Proposition 4, we note that when k is large enough, the solution of Algorithm 4 is almost optimal. This proves Theorem 3. 
