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We study the modulations of the superconducting order parameter in the vicinity of edges, mag-
netic and non-magnetic impurities by self-consistently solving the gap equations of a system with
competing interactions in the Cooper channel. It is shown that the presence or absence of Friedel-
like oscillations of the superconducting order parameter crucially depends on its symmetry and can,
hence, be used to obtain information about the symmetry properties of the condensate. Further-
more, the appearance of competing order parameters at inhomogeneities is discussed. We show that
this can lead to the presence of a topologically trivial region close to the boundary of a system that
is topologically nontrivial in its bulk. The resulting shift in position of the Majorana bound states
is demonstrated to significantly affect its signatures in Josephson-junction experiments. We discuss
Josephson scanning tunneling microscopy as a probe to resolve the Friedel-like oscillations as well
as the spatial texture of competing s-wave superconductivity and Majorana bound states in the
vicinity of the edge of the system.
I. INTRODUCTION
While the assumption of perfect lattice-translation
symmetry facilitates the theoretical treatment of solid
state systems, it is inevitably broken in reality due to
the presence of impurities or defects in the crystal and
the fact that samples are of finite size. In the con-
text of superconductivity, the study of impurities has a
long history1. The classic result2–6 that the impact of
non-magnetic disorder on the superconducting transition
temperature Tc crucially depends on the symmetry of the
order parameter already shows that disorder can be seen
as a blessing in disguise: It allows to obtain information
about the symmetries of the order parameter, although
this approach requires care as has become clear in recent
years7–10. While these studies assume a homogeneous
superconducting order parameter, the self-consistent so-
lution of the gap equation of an s-wave superconductor
shows Friedel-like oscillations, with wavevector set by the
Fermi momentum kF , in the vicinity of a non-magnetic
impurity as was first shown in Ref. 11. The associated
correction to the reduction of the transition tempera-
ture, suppressed by a factor ∝ Tc/EF (EF denotes the
Fermi energy), was analyzed in Refs. 12–15 for s-wave
superconductors in the presence of magnetic impurities.
While formally of the order Tc/EF , these Friedel oscil-
lations of the superconducting gap can be numerically
sizable in low-dimensional systems16,17. Unconventional
even-parity, spin-singlet states were analyzed in Refs. 18
and 19. Similarly to impurities, s-wave superconductors
are also known to exhibit Friedel-like oscillations at the
surfaces of the system16,20,21.
The physics of inhomogeneities due to sample
edges has received enormous attention in recent years
due to the emergence of topological insulators and
superconductors22–24: The celebrated “bulk-boundary
correspondence” relates topological invariants, which are
discrete functions of the Hamiltonian describing the bulk
of the system, to the presence of zero-energy modes lo-
calized at the edge of the system. In the case of topo-
logical superconductors, the charge-conjugation symme-
try, that naturally emerges in the Bogoliubov-de Gennes
(BdG) formalism, leads to a reality constraint on the
wave function of the associated zero-energy modes, which
are thus referred to as Majorana bound states (MBSs).
While the bulk-boundary correspondence has been ex-
haustively analyzed for noninteracting, quadratic, Hamil-
tonians, it requires further theoretical investigation in the
presence of interactions25. On the experimental side, the
unambiguous detection and controlled manipulation of
MBSs is the current central open question which is not
only interesting in its own right but also constitutes the
first step towards topological quantum computation23,24
and provides information about the underlying pairing
mechanism26,27 of superconductivity. One of the most
promising routes towards clear identification of MBSs
and, potentially, qubit readout23 is based on the MBS-
mediated Josephson effect28,29.
In this paper, we show that the Friedel-like oscillations
of the superconducting order parameter at the edge of
one-dimensional (1D) and two-dimensional (2D) systems
and in the vicinity of both magnetic and non-magnetic
inhomogeneities in 1D are only present in the even-parity
channel but not for an odd-parity order parameter. Con-
sequently, the observation (the absence) of oscillations
of the order parameter on the length scale 1/kF indi-
cates that the order parameter is even parity (odd par-
ity). This also allows to gain information about the
topology of superconductivity as a gapped system with
odd-parity pairing realizes a time-reversal invariant topo-
logical superconductor given its Fermi surfaces enclose
an odd number of time-reversal invariant momenta and
a trivial phase in the case of even-parity pairing30,31.
Thus, we present another approach to utilize inhomo-
geneities in order to access both the symmetry and topol-
ogy of the superconducting order parameter. Potential
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FIG. 1. Schematic of Josephson junction between an s-wave
superconductor (blue) and an interaction-induced topological
superconductor (red) for the detection of MBSs28,29. In addi-
tion, we show a JSTM38–43 tip that allows to probe the spatial
texture of the order parameter and of the MBS wave function
as we discuss in this paper.
candidate systems for time-reversal invariant topological
superconductivity include the doped topological insula-
tor CuxBe2Se330, (quasi-)1D wires32–35, bilayer Rashba
systems36, and oxide heterostructures26. The superfluid
analogue5,37 of this phase is believed to be realized in the
B phase of 3He.
In addition, we provide an example of a modification
of the conventional bulk-boundary correspondence due
to competing interactions that can significantly influence
Josephson tunneling experiments aimed at identifying
MBSs. To this end, we focus on “intrinsic” topological
superconductors, i.e., systems where the nontrivial topol-
ogy arises spontaneously from the internal interactions
(applies to Refs. 5, 26, 30, 32, and 36). For concrete-
ness, we assume the interaction to be dominated by the
p-wave channel, but closely followed by the competing
s-wave instability. By construction, this yields purely p-
wave, time-reversal invariant topological superconductiv-
ity in the bulk; however, the broken inversion symmetry
at the edge allows the competing s-wave order parame-
ter to emerge locally and leads to a topologically trivial
region with width of the order of the coherence length ξ
between the topological superconductor and the vacuum.
Consequently, the MBSs are not localized at the edge of
the system, as expected from the bulk-boundary corre-
spondence, but are “pushed away” from it by a length of
the order of ξ. While this seems like a minor modification
at first sight, it can change the signal in the MBS-induced
Josephson effect29 between the system and an s-wave su-
perconductor, see Fig. 1, dramatically: Depending on
parameters, the current-phase relation can more closely
resemble that of a conventional Josephson junction based
on two topologically trivial s-wave superconductors de-
spite the presence of MBSs and a topologically nontrivial
bulk phase.
We finally discuss Josephson scanning tunneling
microscopy38–43 (JSTM) as an experimental tool to im-
age the spatial variations of the superconducting order
parameter in the vicinity of defects and at the edge, see
Fig. 1. We generalize the analysis of Ref. 43 to finite
voltage drops across the junction and also take into ac-
count the contribution arising from MBSs. Note that the
latter is not captured by the Green’s function formalism
used in Ref. 43 due to the MBS-induced ground state
degeneracy. We also analyze the expected JSTM signa-
ture of the MBSs that are pushed further into the bulk
of the system due to the presence of the competing topo-
logically trivial instability at the edge of the system. We
demonstrate that JSTM is a very powerful tool not only
to identify the presence of MBSs but also to reveal the
spatial profile of the MBS wave function – even in the
presence of competing interactions.
II. MODEL AND FORMALISM
In this section, we introduce the model we use in this
paper to analyze the behavior of superconductivity in the
vicinity of inhomogeneities and describe our procedure
for solving the corresponding gap equations.
A. Hamiltonian for inhomogeneous
superconductors
In this work, we focus on a single-band lattice Hamil-
tonian of the form
Hˆ = Hˆ0 + Hˆimp + Hˆpairing. (2.1)
The kinetic contributions are represented by
Hˆ0 = −t
∑
〈ij〉
∑
σ
c†iσcjσ − µ
∑
i
∑
σ
c†iσciσ, (2.2)
where c(†)iσ annihilates (creates) an electron of spin
σ = {↑, ↓} at site i. Here, we only consider hopping be-
tween nearest-neighbours 〈ij〉 with hopping amplitude t.
The boundary conditions of the system will be chosen as
open (OBC) or periodic (PBC), depending on the specific
questions at hand. The chemical potential is given by µ.
The second term of the Hamiltonian (2.1),
Hˆimp =
∑
i
∑
σσ′
c†iσU
σσ′
i ciσ′ , (2.3)
allows for magnetic and non-magnetic defects. We take
the defects to be localized at a single site i = i0,
Uσσ
′
i = u0(σˆ
m)σσ′δi,i0 using u0 to denote the strength
of the defect. The appropriate spin-structure of the im-
purities is chosen as σˆm = σˆz and σˆm = σˆ0 for magnetic
and non-magnetic impurities, respectively. The pairing
Hamiltonian
Hˆpairing =
∑
η=s,t
V η
∑
i
(∑
δσσ′
c†i+δ,σ χ
η∗
σ′σ(δ)c
†
i,σ′
)
×
(∑
δ˜σ˜σ˜′
ci,σ˜′ χ
η
σ˜′σ˜(δ˜)ci+δ˜,σ˜
)
(2.4)
allows for superconducting pairing in the appropriate
spin channels corresponding to singlet s-wave (η = s)
3and triplet p-wave (η = t) with coupling constants V η.
The spin- and spatial-structure leading to on-site s-wave
(δ = 0) and nearest-neighbour p-wave (δ = ±1) pairing
are encoded in the spin matrices χησσ′(δ). The s-wave
pairing interaction shall be taken to be momentum inde-
pendent, i.e. of the form χsσσ′ = ∆
s(iσˆy)σσ′ and, unless
otherwise stated, the p-wave pairing interaction in mo-
mentum space is chosen as χt ∝ d(k) ·σiσˆy, with triplet
vector d(k) ∝ (− sin ky, sin kx, 0)T .
We treat the interacting problem in the mean-field ap-
proximation focusing on the Cooper channel and intro-
duce
∆ηi = V
η
∑
δσσ′
〈ci,σ′ci+δ,σ〉χησ′σ(δ) (2.5)
as the gap function. We bring the resulting mean-field
Hamiltonian into the standard BdG form44
HˆMF = 1
2
∑
ij
∑
σσ′
Ψˆ†iσ
 hˆσσ′ij ∆ˆσσ′ij(
∆ˆσσ
′
ij
)† −(hˆσσ′ij )T

︸ ︷︷ ︸
≡HˆBdG
Ψˆjσ′ ,
(2.6)
with BdG Hamiltonian HˆBdG and Nambu spinor
Ψˆiσ =
(
ciσ, c
†
iσ
)T . All single-particle contributions, Hˆ0
and Hˆimp, are incorporated into the single-particle
Hamiltonian hˆ, while ∆ˆ results from Hˆpairing.
B. Gap equation
The problem is now reduced to solving the BdG equa-
tions
HˆBdG φE = E φE , (2.7)
with eigenmodes φE . The particle- (φ(e)) and hole-
amplitudes (φ(h)) are the Nambu-components of the
eigenvectors φE = (φ
(e)
E , φ
(h)
E )
T . The intrinsic re-
dundancy of the BdG Hamiltonian, having effectively
doubled the degrees of freedom, leads to the charge-
conjugation symmetry
Ξˆ HˆBdG Ξˆ† = −HˆBdG, (2.8)
where Ξˆ = τˆxC is the charge conjugation operator with
the first Pauli matrix τˆx in particle-hole space and the
operator C for complex conjugation. Due to the charge-
conjugation symmetry of the BdG equations, a solution
φE with energy E is related to a solution φ−E with energy
−E by
φ−E = ΞˆφE . (2.9)
By performing a mode expansion of the spinor
Ψˆα =
(
cα
c†α
)
=
∑
E
(φE)αaE
=
∑
E>0
(
(φE)αaE + (φ−E)αa−E︸ ︷︷ ︸
=(ΞˆφE)
α
a†E
)
, (2.10)
where α = {i, σ} is a shorthand for site- and spin-indices,
we diagonalize the BdG Hamiltonian. The equivalence of
creating a hole and annihilating a particle, i.e. aE = a
†
−E ,
has been used in Eq. (2.10) to reduce the expansion to
a sum over positive eigenenergies. Using the mode ex-
pansion to evaluate the average 〈cα′cα〉 in Eq. (2.5) and
introducing an energy cut-off c leads to the inhomoge-
neous gap equation
∆ηi = V
η
∑
δσσ′
∑
0<E<c
(φE)
(e)
iσ′(φ
∗
E)
(h)
i+δ,σ χ
η
σ′σ(δ)[1−2f(E)].
(2.11)
At T = 0, which we shall be considering for the re-
mainder of this paper, the Fermi-distribution function
f(E) = [eβE + 1]−1 vanishes, due to the lack of thermal
excitations at zero temperature. The results shown below
are obtained by solving Eq. (2.11) via iteration, i.e., iter-
atively inserting an approximation of ∆ηi into the right-
hand side of the equation and recalculating its value from
Eq. (2.11) until convergence is achieved. The convergence
criterion we use is demanding that the relative change in
∆ηi from one iteration to the next one be smaller than
10−4.
III. ONE SPATIAL DIMENSION
We start our discussion of the numerical solution of
the superconducting self-consistency equations (2.11) by
focusing on 1D systems since the oscillatory features in
the order parameter are most pronounced and the re-
sults can be more conveniently illustrated in one spatial
dimension.
A. Competition of singlet and triplet order
parameters at edges
In the presence of inversion symmetry in the normal
state, the superconducting order parameter that assumes
finite values below the superconducting transition tem-
perature must be either pure singlet or pure triplet45
However, once inversion is broken in the normal state,
even-parity (singlet) and odd-parity (triplet) pairing can
and, in general, will mix.
Inversion symmetry can be broken globally by the
crystal structure itself or by the environment of a low-
dimensional system (e.g., the substrate of a 2D thin film).
Alternatively, it can be broken locally at edges and inho-
mogeneities of the sample. In this work, we will entirely
focus on the local breaking of inversion symmetry. As
a first example, let us consider a system with dominant
triplet pairing in the bulk and allow for a non-vanishing
singlet component (V t > V s 6= 0). The spatial texture of
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FIG. 2. Spatial structure of competing s-wave (blue) and
p-wave (red) order parameters at a boundary (x = 0) for a
system of L = 3000 sites at half-filling (µ = 0) for coupling
constants V s = 0.36, V t = 0.38. The order parameters are
normalized to the bulk value ∆t0 of the p-wave pairing. The
order parameters at the other edge at x = L behave in the
same fashion.
the superconducting order parameter at one of the edges
of the system, as found from solving the superconduct-
ing gap equations numerically, is shown in Fig. 2. The
local structure of the p-wave order parameter ∆t exhibits
the expected behavior: a constant bulk value and a de-
crease towards the boundary on the scale of its coherence
length ξt. Furthermore, a non-vanishing singlet compo-
nent is present in the vicinity of the boundary, due to
the locally broken inversion symmetry explained above.
Note, we do not consider the possibility of odd-frequency
pairing near the edge46. For the model considered here,
with two almost degenerate even frequency order param-
eters, this seems to be a natural assumption.
The most prominent feature of the local structure of
the s-wave order parameter are the pronounced Friedel
oscillations18 that are entirely absent in the p-wave com-
ponent. These oscillations are not accessible to the quasi-
classical approaches, such as the Eilenberger equations47,
due to the averaging over energies, leaving the coherence
length as the only relevant length scale. The additional
shorter oscillation period resolved by our microscopic for-
malism is set by kF and is of the order of the lattice spac-
ing a. The larger oscillation period, intermediate between
kF and the coherence length ξs of the s-wave state, is due
to the finite energy cut-off c and disappears for larger c
or as we move away from half-filling.
B. Consequences for MBSs
For the simple band structure assumed, with only
two Fermi points, see Eq. (2.2), the system is a
topological class-DIII superconductor for triplet pair-
(a) (b)
(c) (d)
FIG. 3. MBS wave function at the left edge (x = 0) of a
spinful superconductor with (a) pure p-wave pairing and (b)
p-wave pairing that dominates in the bulk but competes with
a subleading s-wave instability at the boundary. The wave
functions of the MBS of the spinless Kitaev chain with homo-
geneous p-wave order parameter and spatially varying p-wave
order parameter are shown and compared to const. × e−x/ξt
in (c) and (d), respectively.
ing and in a topologically trivial phase for singlet
superconductivity30,31,48. In the case without compet-
ing singlet pairing (Vs = 0), we thus obtain (Kramers
pairs of) MBSs localized at the edges of the system, see
Fig. 3(a).
Despite being irrelevant for the topological properties
of the bulk phase, the presence of a competing singlet in-
stability has a prominent influence on the location of the
MBS wave function φmaj. For competing order parame-
ters, V t > V s 6= 0, its position is shifted from the bound-
ary towards the bulk on a scale of the coherence length
ξt = 1/∆
t as can be seen in Fig. 3(b). This shift can be
explained by the local structure of the multi-component
order parameters (see Fig. 2): Due to the emergence of
an additional, topologically trivial, region of predomi-
nantly singlet pairing close to the boundary, the transi-
tion point from the topologically non-trivial to the topo-
logically trivial region now constitutes the new boundary
at which the MBSs arise. Thus, the wave function is
shifted into the bulk on a scale set by the two respective
coherence lengths, ξs and ξt.
We note that the phase competition between singlet
(trivial) and triplet (topological) superconductivity and
the associated shift of the MBSs cannot occur in spinless
models, such as the Kitaev chain, as the lack of spin de-
grees of freedom only allows for p-wave pairing. The sole
modification as compared to just taking spatially con-
stant p-wave pairing is a slight deformation of the MBS
wave function as can be seen in Fig. 3(c) and (d): For
constant p-wave pairing, Fig. 3(c), the wave function of
a MBS decays exponentially from the boundary towards
the bulk. The local suppression of the p-wave order pa-
5rameter in the self-consistent treatement of a spinless sys-
tem with p-wave pairing interaction, Fig. 3(d), modifies
the exponential functional form of the wave function close
to the boundary. The maximum, however, is still at the
boundary. A similar effect can be seen in the spatial form
of the MBS wave function in the spinful case, Fig. 3(a),
without competing s-wave pairing.
C. Behavior at impurities
In addition to the suppression of triplet pairing and
the emergence of a local singlet phase in a spinful su-
perconductor, we have also identified significant Friedel
oscillations in the singlet channel in the vicinity of the
edge (see Fig. 2), which are absent in the triplet compo-
nent. As one might expect, very similar behavior can be
found in the vicinity of impurities as we will discuss next.
To analyze impurities, we impose PBC on our system
and separately consider s-wave and p-wave pairing in
presence of either a single non-magnetic (Uˆ ∝ σˆ0) and
magnetic (Uˆ ∝ σˆz) defect. Note that Friedel oscillations
in the s-wave singlet order parameter in the presence of a
single non-magnetic defect have already been studied by
Zhitomirsky and Walker 18 . We will extend their analy-
sis by including p-wave triplet pairing and by studying
magnetic impurities.
For a non-magnetic impurity the local structure of
the s-wave order parameter (see Fig. 4(a)) exhibits pro-
nounced order-parameter-enhancing Friedel oscillations
close to the impurity site, similar to the oscillations
present close to a boundary, as considered above. The
oscillations arise in the vicinity of the defect and decay to-
wards the bulk value on the scale of the coherence length
ξs, while the oscillation period is determined by kF .
As in the case near the sample edge, the p-wave order
parameter does not possess pronounced Friedel oscilla-
tions near defects, but exhibits a suppression of the su-
perconducting gap close to the defect site (see Fig. 4(b)).
The order parameter recovers to its bulk value over the
coherence length ξt.
Very similar behavior is found for s-wave pairing in
the presence of a magnetic impurity. As can be seen in
Fig. 4(c), the overall behavior is governed by a domi-
nant suppression close to the impurity site, recovering
the bulk value over the coherence length ξs. Within the
region of suppression, ∆s exhibits minor oscillatory fea-
tures, which are qualitatively distinct from the Friedel
oscillations for the non-magnetic defect; the oscillations
in the vicinity of a magnetic defect do not lead to a local
enhancement of the s-wave gap as compared to its bulk
value.
From the local structure of the p-wave order param-
eter in Fig. 4(d) it is evident that no oscillations are
present. Similar to the non-magnetic defect a magnetic
defect leads to a suppression of the gap in the vicinity
of the impurity, which recovers on the scale of ξt. Com-
paring the magnitude of the suppression for a magnetic
(a) (b)
(c) (d)
FIG. 4. Spatial structure of the (a) pure s-wave singlet (V s =
0.36) and (b) pure p-wave triplet (V t = 0.38) order parameter
normalized to the respective bulk value ∆η0 , in the region close
to a non-magnetic impurity at site i0 = 1500a for a system
with L = 3000 sites, chemical potential µ = 0, coherence
length ξη = 1/∆0, impurity strength u0 = 0.5t, and periodic
boundary conditions. Part (c) and (d) show the analogous
plots for a magnetic impurity.
defect for the two respective pairing symmetries we find
a stronger suppression of the s-wave gap, in accordance
with the greater vulnerability of the singlet s-wave su-
perconductor to magnetic impurities.
IV. ANALYTICAL UNDERSTANDING OF
FRIEDEL OSCILLATIONS
In this section, we will derive an analytical expression
for the impact of an isolated impurity on the supercon-
ducting order parameter in leading order in the impurity
strength. From the structure and symmetry properties
of this expression, the numerical observation of Friedel
oscillations in the spatial structure of the singlet s-wave
order parameter and the lack thereof in the p-wave triplet
component are readily seen.
A. Perturbative expression for spatial variations of
order parameter
We start by transforming the Hamiltonian (2.1) with a
single impurity localized at the origin, Uσ,σ
′
i = δi,0Uσ,σ′
6in Eq. (2.3), to momentum space,
Hˆ0 =
∑
k,σ
kc
†
kσckσ,
Hˆimp =
∑
k,k′
∑
σ,σ′
c†kσUσσ′ck′σ′ ,
Hˆpairing = V
∑
k,k′,q
∑
σ,σ′,σ˜,σ˜′
c†
k+ q2 σ
χ†σσ′(k)c
†
−k+ q2 σ′
× c−k′+ q2 σ˜χσ˜σ˜′(k
′)ck′+ q2 σ˜′
(4.1)
with ckσ (c
†
kσ) denoting the fermionic annihilation (cre-
ation) operators in momentum space and single-particle
dispersion k. The pairing symmetries for singlet and
triplet superconductivity are encoded in the momentum-
and spin-dependent matrix χ(k), with relative and
center-of-mass momenta denoted by k and q, respec-
tively.
A mean-field decomposition in the Cooper-channel
yields
HˆMF =
∑
k,k′
∑
σ,σ′
c†kσhkσ,k′σ′ck′σ′
+
∑
k,q
(
∆(q)c†
k+ q2 σ
χ†σσ′(k)c
†
−k+ q2 σ′ + H.c.
)
, (4.2)
where we have defined hkσ,k′σ′ = δk,k′δσ,σ′k +Uσσ′ and
the gap function
∆(q) = V
∑
k
χσσ′(k)〈c−k+ q2 σ ck+ q2 σ′〉. (4.3)
Introducing the spinor Ψˆkσ =
(
ckσ, c
†
−kσ
)T
, we rewrite
the Hamiltonian in Eq. (4.2) in the standard BdG form:
HˆMF =
∑
k,k′
Ψˆ†kσHˆBdGkσ,k′σ′Ψˆk′σ′ , HˆBdGkσ,k′σ′ =
(
hkσ,k′σ′ ∆(k − k′)χ†σσ′(k+k
′
2 )
∆∗(k′ − k)χσσ′(k+k′2 ) −h−k′σ′,−kσ
)
. (4.4)
Denoting the Nambu Green’s function by Gσσ′(ωn;k,k′) =
(
iωn − HˆBdG
)−1
kσ,k′σ′
with ωn representing fermionic
Matsubara frequencies, Eq. (4.3) is rewritten as
∆(q) = V T
∑
ωn
∑
k
χσσ′(k) (Gσσ′(ωn;k − q/2,k + q/2))1,2 . (4.5)
Assuming the impurity to be weak, we only keep terms linear in Uˆ and neglect the spatial variations18 of the gap on
the right-hand side of Eq. (4.5), ∆(q) → ∆0 with ∆0 denoting the solution of the homogeneous gap equation in the
absence of the impurity. Furthermore, we linearize Eq. (4.5) in the superconducting order parameter which is valid
in the vicinity of Tc. With these approximations, Eq. (4.5) can be written as
F (q) = V∆0T
∑
ωn
∑
k
k+ q2
(ω2n + 
2
k+ q2
)(ω2n + 
2
k− q2 )
tr
[
χ(k) Uˆ χ∗(k − q/2)
]
, (4.6)
with F (q) ≡ ∆(q) − δq,0∆0 describing the impurity-
induced alteration of the superconducting gap and tr de-
noting the trace in spin-space. As we will see below, the
crucial qualitative differences in the behavior of the su-
perconducting phases in the presence isolated impurities
are captured by Eq. (4.6). We thus conclude that the
Born approximation applied above suffices to describe
the relevant physics.
B. Non-magnetic impurities in 1D
First, we study the general expression in Eq. (4.6) for
a non-magnetic impurity of the form Uˆ = u0σˆ0 and con-
sider the cases of pure s-wave and pure p-wave pairing
separately.
We take the singlet pairing interaction to be
χs(k) = iσˆ
y, i.e. momentum independent. With these
approximations, the expression in Eq. (4.6) reduces to
F (q) = −V∆0u0LdT
∑
ωn
F(q, ωn), (4.7)
with system length L, d = 1, and
F(q, ωn) = 2
∞∫
−∞
dk
2pi
k+ q2
(ω2n + 
2
k+ q2
)(ω2n + 
2
k− q2 )
. (4.8)
The graph in Fig. 5(a) shows plots of F for different
ωn, taking k = k2m − µ for concreteness. Due to the
7FIG. 5. Momentum dependence of F at two different fre-
quencies, ωn/µ = 0.1 (blue solid line) and ωn/µ = 0.2 (red
solid line), for the four different cases of s-wave in 1D (a), p-
wave in 1D (b), s-wave in 2D (c), and p-wave in 2D (d). The
dashed black line in (a) refers to the approximate expression
in Eq. (4.9).
symmetry of F , i.e. F(q, ωn) = F(−q, ωn), only the
region q > 0 is shown. A distinct peak around q =
2kF is visible in the graph, which becomes sharper as
ωn decreases. We expand Eq. (4.8) around q = 2kF +
δq, with |δq|  kF , and furthermore linearize k±q/2 ∼
±vF (k± δq/2) (expecting the main contribution to arise
from the Fermi surface). This leads to
F(q, ωn) ∼
∞∫
−∞
dk
2pi
vF δq
(ω2n + v
2
F (k +
δq
2 )
2)(ω2n + v
2
F (k − δq2 )2)
=
1
|ωn|
δq
(2ωn)2 + (vF δq)2
(4.9)
and the pole-structure of F(q, ωn) at q = ±2kF±i2ωn/vF
reproduces the oscillation period equaling 2kF in the nu-
merical results in Sec. III.
For the case of p-wave pairing, the interaction is chosen
to be χt(k) = iσˆyσˆyk/kF = iσˆ0k/kF . Substituting this
into Eq. (4.6) yields
F (q) = V∆0u0L
dT
∑
ωn
F(q, ωn), with (4.10)
F(q, ωn) = 2
∞∫
−∞
dk
2pi
k+ q2 k(k −
q
2 )/k
2
F
(ω2n + 
2
k+ q2
)(ω2n + 
2
k− q2 )
. (4.11)
In contrast to s-wave pairing, F(q, ωn) does not exhibit
a peak around q = 2kF , as can be seen in Fig. 5(b). No
oscillations are, thus, expected in accordance with our
numerical results for the local structure of the p-wave
superconducting order parameter. This can be qualita-
tively understood as follows. As in the case of s-wave
pairing, for q ' 2kF , the weight of the poles of the de-
nominator of the integrand in Eq. (4.11) is greatest for
k ' 0. However, the p-wave nature of the pairing interac-
tion, represented by the factor k in the numerator, leads
to a cancellation by a simultaneously vanishing numera-
tor. This can be more explicitly seen by performing an
approximation analogous to the s-wave case. Linearising
the dispersion relation, i.e. k±q/2 = ±vF (k± δq/2), and
expanding about q = 2kF + δq, the expression given in
Eq. (4.11) becomes independent of δq, and, hence, does
not exhibit the pole structure as in Eq. (4.9). This ex-
plains why no Friedel-like oscillations are found for p-
wave pairing.
C. Non-magnetic impurities in 2D
So far, we have been focusing on the 1D case. As the
analytical result in Eq. (4.6) can be readily applied to
higher dimensions as well, let us next discuss its predic-
tions for Friedel-like oscillations around defects in two
spatial dimensions. In Sec. V below, the numerical so-
lutions of the 2D inhomogeneous gap equations in the
presence of impurities will be presented.
For a 2D system with s-wave pairing interaction
(choosing χs(k) = iσˆy as before), we obtain
F(q, ωn) = 2
∫
d2k
(2pi)2
k+ q2
(ω2n + 
2
k+ q2
)(ω2n + 
2
k− q2 )
(4.12)
in Eq. (4.7) with d = 2. Due to the rotational symme-
try of the dispersion k = k
2
2m − µ, the expression only
depends on |q|, F(q, ωn) = F(|q|ex, ωn). Based on the
presence of a peak around |q| ' 2kF , see Fig. 5(c), we
expect Friedel-like oscillations in the s-wave order param-
eter, similar to the 1D case.
For a general triplet vector, χt(k) = d(k) · σiσˆy, we
find
F = 2
∫
d2k
(2pi)2
k+ q2 d(k) · d
∗(k − q2 )
(ω2n + 
2
k+ q2
)(ω2n + 
2
k− q2 )
(4.13)
in Eq. (4.10) with d = 2. For concreteness, let us further
assume a d-vector of the form d(k) = (ky,−kx, 0)T /kF ,
leading to
F = 2
∫
d2k
(2pi)2
k+ q2 k(k −
q
2 )/k
2
F
(ω2n + 
2
k+ q2
)(ω2n + 
2
k− q2 )
. (4.14)
Again, F(q, ωn) is rotationally symmetric, such that
F(q, ωn) = F(|q|ex, ωn). The numerical evaluation of
Eq. (4.14), as shown in Fig. 5(d), does not exhibit a pro-
nounced peak around |q| ' 2kF , but does show an en-
hancement of F for |q| < 2kF . This is due to the contin-
uum of q-vectors connecting parts of the Fermi surface.
Consequently, we expect the difference in the behavior
of s- and p-wave order parameters around non-magnetic
impurities to be smaller in higher dimensions than in
81D; in accordance with our numerical results presented
in Sec. V below, Friedel-like oscillations are expected in
both s- and p-wave components in higher dimensions,
whereas, in 1D, only the s-wave channel shows oscillatory
behavior.
D. Magnetic impurities
Let us next analyze the predictions of our analytical
expression in Eq. (4.6) for the case of a magnetic impu-
rity, i.e., for Uˆ = S · σ with some real vector S.
Inserting a general singlet-pairing function, χ(k) =
iσˆyf(k) with f(k) = f(−k), the spin-trace in Eq. (4.6)
vanishes, leading to F = 0. Consequently, there is no im-
pact on the local superconducting order parameter within
the leading-order perturbative treatment presented in
this section. The suppression of the superconducting or-
der parameter, including the minor oscillatory features,
present in the local structure of the singlet s-wave (see
Fig. 4(c)) are not captured by the analytical calculation
presented here as a result of the approximations made to
derive the expression in Eq. (4.6).
Taking a general triplet term, χ(k) = (d(k) · σ)iσˆy
with triplet vector satisfying d(k) = −d(−k), Eq. (4.6)
assumes the form
F (q) = 2iV∆0T
×
∑
ωn
∑
k
S · (d(k)× d∗(k − q2 )) k+ q2
(ω2n + 
2
k+ q2
)(ω2n + 
2
k− q2 )
.
(4.15)
Interestingly, the resulting leading order correction is
purely imaginary for real-valued triplet vectors. This
means that the phase of the order parameter changes
in the vicinity of the impurity and, thus, induces a time-
reversal-symmetry-breaking component in the supercon-
ducting order parameter. In the 1D case we have stud-
ied numerically in Sec. III C, we did not obtain this
phase as the triplet vector d(k) was colinear leading to
d(k) × d∗(k − q2 ) = 0 in Eq. (4.15). When investigat-
ing the 2D case numerically in the next section, we will
indeed recover the emergence of a local imaginary part.
We finally note that there are crucial differences to the
local phase shift by pi in s-wave superconductors in the
vicinity of magnetic impurities studied, e.g., in Refs. 49–
51. First, the local phase shift in the p-wave supercon-
ductor is continuous and incommensurate with pi, thus
breaking time-reversal-symmetry in the superconducting
order parameter itself. Secondly, it occurs already at
linear order in the impurity strength and as such does
not require the impurity potential to exceed a certain
strength.
FIG. 6. (a) Surface plot of ∆s for a system of 41×41 sites with
OBC, coupling constant V s = 0.5, energy cut-off c = 0.7t
and chemical potential µ = 0t. (b) ∆s at y = L/2 along x.
FIG. 7. (a) ∆tx and (b) ∆ty for a system of 41× 41 sites with
OBC in x and y, coupling constant V t = 1.2, energy cut-off
c = 1.1t and chemical potential µ = 0.
V. NUMERICAL RESULTS FOR HIGHER
DIMENSIONS
In addition to the numerical treatment of 1D systems
and the analytic approach in both dimensions, we follow
up with a numerical examination of 2D square lattices
with L×L sites and the influence of inversion symmetry
breaking at impurities and boundaries on the different
superconducting order parameters.
The result of the self-consistent calculation for a 2D
square lattice with OBC and pure s-wave pairing is de-
picted in Fig. 6. Similar to the one dimensional case,
the order parameter exhibits oscillations along with an
enhancement in the vicinity of the edges and at the cor-
ners, though the effect is weaker than in 1D.
We have also studied the behavior of 2D p-wave pairing
in the vicinity of edges taking a bulk triplet vector of the
form d = (sin(ky),− sin(kx), 0)T . In contrast to the s-
wave case, the two components ∆tx and ∆ty of the triplet
order parameter transforming as ky and kx, respectively,
do not exhibit a spatial oscillation, but a smooth decrease
towards one boundary and a smooth increase towards the
other, see Fig. 7.
The influence of non-magnetic and magnetic defects
on the spatial structure of the 2D s-wave order parame-
ter closely resembles that of the 1D case (see Fig. 8). A
non-magnetic defect leads to enhanced oscillations close
to the defect site, while a magnetic inhomogeneity leads
to a dominant suppression. This behavior is in good ac-
cordance with our analytic treatment in Sec. IV.
A comparison of these results with the effect of non-
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(a)
FIG. 8. Cross sections of ∆s for a system of 31× 31 sites and
PBC, coupling constant V s = 0.5, energy cut-off c = 0.7t
and chemical potential µ = −0.3t with (a) non-magnetic and
(b) magnetic impurities of strength u0 = 0.25t located at
(L/2, L/2).
magnetic and magnetic defects on the p-wave order pa-
rameter only yields minor differences (see Fig. 9). While
a magnetic defect leads to a suppression of the order pa-
rameter and a local phase, in agreement with our results
in Sec. IV, a non-magnetic defect leads to an oscillatory
enhancement of the two order parameter components
close to the impurity. This limits the discernibility of
s-wave and p-wave by defect-induced spatial variations.
The only sharp qualitative difference in the behavior of s-
and p-wave pairing in the vicinity of defects is that only
the latter exhibits a local change of phase in the case of
a magnetic impurity.
VI. DETECTION BY JSTM
As a promising experimental tool to detect the spatial
textures of competing superconducting order parameters
and of MBS wave functions, we discuss JSTM38–43 and
(b)
(a)
FIG. 9. Same as Fig. 8, for triplet pairing using V t = 0.7
and energy cut-off c = 1.1t. In the case of the magnetic
impurity in part (b), the order parameter becomes complex
in the vicinity of the defect as anticipated by our analytical
analysis in Sec. IVD. For this reason, we show the absolute
value |∆tx| and Im[∆tx] (inset) in part (b).
compute the expected signatures in the Jospheson cur-
rent. We extend previous theoretical work (see, in partic-
ular, Ref. 43) to non-vanishing voltage drops across the
interface and to topological superconductors with MBSs.
To this end, we assume a Hamiltonian
Hˆ = Hˆsc + HˆT + Hˆtip, (6.1)
with the subsystem Hamiltonians Hˆsc and Hˆtip for the
inhomogeneous superconductor of interest and the su-
perconducting tip, respectively. Tunneling between the
two subsystems is mediated by the tunneling Hamilto-
nian HˆT. The Hamiltonian of the inhomogeneous su-
perconductor is obtained from our self-consistent calcu-
lations, while the tip Hamiltonian Hˆtip = Hˆntip + Hˆsctip,
consisting of normal state and superconducting terms,
is assumed to model an atomically sharp homogeneous
superconducting tip. The superconducting part reads as
Hˆsctip =
∑
σσ′
∆σσ
′
tip d
†
σd
†
σ′ + H.c., (6.2)
10
with operators d(†)σ that annihilate (create) an electron
of spin σ in the tip, and Hˆntip is taken to describe a non-
interacting, spin-diagonal, spectrum in the tip with den-
sity of state ρ0 at the Fermi level. The Hamiltonian
HˆT = T0
∑
σ
(
c†i0σdσ + d
†
σci0σ
)
, (6.3)
describing tunneling (with amplitude T0) between the
site i0 of the superconductor and the tip, is taken to
preserve spin.
Throughout this work, we take a tunneling amplitude
of T0 = 0.01t which corresponds to the weak-tunneling
limit, T0/t 1. This allows to neglect any back action of
the presence of the superconducting tip on the order pa-
rameter in the inhomogeneous superconductor and vice
versa.
The Josephson current crucially depends on the differ-
ence ∆φ = φs − φt of the superconducting phases of the
tip (φt) and of the inhomogeneous superconductor (φs).
These phases can be gauged away from the superconduct-
ing terms by an operator transformation ciσ → ciσ ·eiφs/2
and dσ → dσ · eiφt/2 such that they only appear via ∆φ
in the tunneling Hamiltonian
HˆT = T0
∑
σ
(
ei∆φ/2 c†i0σdσ + e
−i∆φ/2d†σci0σ
)
. (6.4)
This gauge transformation allows us to take the order
parameters ∆s and ∆t as real parameters below. Closely
following the derivation given in Ref. 52 we find the
Josephson tunneling current between the inhomogeneous
superconductor and the superconducting tip to take the
general form
IJ(t, V ) = −2eT 20 IJ,1(V ) sin(∆φ− 2eV t)− 2eT 20 IJ,2(V ) cos(∆φ− 2eV t), (6.5a)
where IJ,1(V ) and IJ,2(V ) represent the integrals
IJ,1 =
∫
d
pi
[
f(− eV )ReF†s,σσ′(+ i0+)ImFt,σ′σ(− eV + i0+) + f()ImF†s,σσ′(+ i0+)ReFt,σ′σ(− eV + i0+)
]
(6.5b)
IJ,2 =
∫
d
pi
[f(− eV )− f()]ImF†s,σσ′(+ i0+)ImFt,σ′σ(+ i0+ − eV ). (6.5c)
Here, f() is the Fermi-distribution function, eV the volt-
age drop across the interface, and Fs and Ft denote the
anomalous retarded Green’s functions of the inhomoge-
neous superconductor and the superconducting tip, re-
spectively. Summation over spin-indices is implied. The
superconducting tip is assumed to be in an isotropic s-
wave state, such that
Ft,σ′σ(+ i0+) = ρ0pi∆tip√
∆2tip − (+ i0+)2
(iσˆy)σ′σ. (6.6)
The sine-term in Eq. (6.5a) produces a dc current of elec-
tron pairs at zero voltage, while at finite voltages it leads
to the oscillating currents known as Josephson effect.
The cosine contribution53 in Eq. (6.5a) is often neglected
and vanishes for eV = 0, due to the term [f(−eV )−f()]
in the integral in Eq. (6.5c). We shall later see, that this
contribution leads to pronounced beat signatures in the
Josephson current.
A. Vanishing voltage drop eV = 0
For a vanishing voltage drop across the interface, eV =
0, the expression for the Josephson current in Eq. (6.5)
reduces to
IJ(V = 0) = −2eT 20 sin(∆φ)
×
∫
d
pi
f()Im
[
F†s,σσ′(+ i0+)Ft,σ′σ(+ i0+)
]
,
(6.7)
as the integral associated with the cosine contribution
vanishes. The critical Josephson current is given by Ic =
2eT 20
∫
d
pi f()Im
[
F†s,σσ′(+ i0+)Ft,σ′σ(+ i0+)
]
.
The numerical results for the spatial variation of the
critical Josephson current are presented in Fig. 10 for
both a non-magnetic and a magnetic defect in a super-
conductor with s-wave pairing symmetry and OBC. For
better optical discernibility in the graphs, the coupling
constants have been chosen to lead to short coherence
lengths ξs and large oscillations periods of the Friedel
oscillations (governed by kF ). Both the local structure
of the order parameter ∆s (blue line) and the critical
Josephson current Ic (red line) have been normalized to
their respective bulk values, ∆0 and I0, in the absence of
defects. As is evident from Fig. 10 the Josephson current
reproduces the spatial behavior of the order parameter
for both magnetic and non-magnetic defects, and espe-
cially carries a signature of the Friedel oscillations for the
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(b)(a)
FIG. 10. Spatial form of the critical Josephson current Ic
(red), normalized to the critical current of the clean case I0,
and of the order parameter (blue) for (a) non-magnetic im-
purity at site i0 = 100a, for µs = −t, V s = 0.5, Uimp = 1t,
ξs = 14a, ∆tip = 5∆s0 and (b) magnetic impurity at site
i0 = 100a, for µs = 0, V s = 0.5, Uimp = 0.5t, ξs = 54a,
∆tip = 3∆
s
0.
(a) (b)
FIG. 11. Spatial form of the AC-Josephson-current amplitude
AJ , normalized to its value I0 for the clean case and of the
order parameter (blue) for an s-wave superconductor with
(a) a non-magnetic impurity at site i0 = 100a, for µs = −t,
coupling constant V s = 0.5, Uimp = 1t, ξs ∼ 14a, ∆tip = 3∆s0,
eV = 0.005t and (b) a magnetic impurity at site i0 = 100a,
for µs = 0, V s = 0.5, Uimp = 0.5t, ξs ∼ 54a, ∆tip = 3∆s0,
eV = 0.005t.
non-magnetic defect.
Furthermore, the minor oscillatory features present
within the suppression of the order parameter close to
the magnetic defect are mapped by the Josephson cur-
rent. Our numerical results affirm the work presented in
Ref. 43. Next, we will extend this technique to a non-
vanishing potential drop eV 6= 0 across the junction in-
terface.
B. Finite voltage eV 6= 0
The result of the numerical evaluation of the general
time- and voltage-dependent expression for the Joseph-
son current given in Eq. (6.5) for magnetic and non-
magnetic defects is illustrated in Fig. 11 and compared
to the respective local structures of the s-wave order pa-
rameter. Here, we show the amplitude AJ of the cur-
rent oscillations, IJ(t) = AJ · sin(2eV t − const.). Both
quantities, the local structure of the order parameter ∆s
and the Josephson current amplitude AJ , have been nor-
malized to their respective values in the absence of de-
(a) (b)
(d)(c)
FIG. 12. (a) Prefactor of the sine-term (IJ,1) and (b) of the
cosine-term (IJ,2) contribution to the tunneling Josephson
current in Eq. (6.5a) for an s-wave superconducting system
with a single non-magnetic defect at i0 = 100a. Part (c)
and (d) show the analogous plots for a magnetic defect at
i0 = 100a. System parameters as in Fig. 11.
fects (∆0 and I0, respectively). The Friedel oscillations
induced in the local structure of the s-wave order pa-
rameter by a non-magnetic defect are well mapped by
the Josephson current, similar to the zero voltage case
considered above. We find distinct beat features in the
Josephson current for the magnetic defect case, which are
strongly enhanced compared to zero voltage. The sepa-
rate contributions IJ,1 and IJ,2 to the Josephson current
at eV 6= 0 are depicted in Fig. 12. We see that the beat
features arise predominantly from the cosine contribution
IJ,2 while being much less pronounced in IJ,1.
C. Josephson current for degenerate ground states
As the Green’s function formalism used above is not
able to capture the JSTM signature of the MBSs, due
to the induced ground state degeneracy, we calculate the
current-phase relation directly from54
IJ(∆φ) =
∑
n
∂En(∆φ)/∂∆φ, (6.8)
i.e., by partial derivation of the negative quasi-particle
energy spectrum En of the JSTM setup with respect to
the relative phase ∆φ (we set e = 1 for the electron
charge). As before, we assume a homogeneous s-wave
superconductor for the tip and take a weak tunneling
element of T0 = 0.01t.
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FIG. 13. Phase ∆φ and site i0 dependence of Josephson current for homogeneous p-wave superconductor (∆t = 0.1t) with (a)
L = 150, (b) L = 90, and (c) L = 91 sites with ∆tip = 0.1t. The energy of MBSs as a function of system size L is shown in (d).
1. Homogeneous p-wave
The current-phase relation IJ(i0,∆φ) (with eV = 0)
close to the boundary for a spinfull homogeneous p-wave
chain, i.e. spatially constant order parameter, is depicted
in Fig. 13(a). Here i0 is the position measured from the
sample edge. As a consequence of the distinct parity
of the superconductivity in the tip (s-wave) and in the
superconductor of interest (p-wave), there is no Joseph-
son current in the bulk (for |i0|  ξt). However, due
to the presence of MBSs at the edge of the topological
p-wave state there is a non-zero MBS-induced contribu-
tion to Josephson tunneling for |i0|  ξt, which shows
the characteristic29 pi-periodic behavior with discontinu-
ity at ∆φ = pi.
We find that the phase relation is sensitive to the de-
gree to which the MBSs at the two ends of the system are
separated, i.e., it depends on the ratio of coherence length
ξt and system size L. In Fig. 13(b) and (c) we show the
phase relation for two systems with overlapping MBSs
with even and odd number of sites, respectively. For an
even number of sites (see Fig. 13(b)) the Josephson cur-
rent retains its pi-periodicity, but the maxima are reduced
and shifted and the discontinuity is removed. For an odd
number of sites (see Fig. 13(c)) we regain the current-
phase relation of the system with well separated MBSs.
This even-odd-effect mirrors the oscillation of the MBS
energies for small system sizes L, which is illustrated in
Fig. 13(d).
In Fig. 13, we observe a second even-odd effect not as
a function of system size but as a function of i0, which
persists in the thermodynamic limit L → ∞. The oscil-
lation of the Josephson current amplitude with i0 follows
the spatial profile of the MBS wavefunction which has
large (small) weight at odd (even) sites i.
2. Self-consistent p-wave
As was discussed in Sec. III B, for a spinfull system
with inhomogeneous p-wave, i.e. spatially varying order
parameter, the MBSs are slightly distorted at the system
boundaries compared to the homogeneous case. Compar-
ing the critical Josephson current Ic(i0) = IJ(i0,∆φ = 0)
for these two cases, we find this distortion to be clearly
reflected in the Josephson current (see Fig. 14(a)), where
some of the weight of the Josephson current is shifted
towards the bulk.
In Fig. 14(b), we can further see that the spatial pro-
file of the critical Josephson current Ic very closely fol-
lows the absolute square of the MBS wave function. This
clearly illustrates the capability of JSTM not only to de-
tect MBSs but also to map the spatial profile of their
wave function.
3. Competing order parameters
Finally, the current-phase relation for a superconduc-
tor with competing order parameters with dominant p-
wave in the bulk and an s-wave state emerging at the
boundary is shown in Fig. 15. It exhibits a non-zero
current contribution for ∆φ = 0, 2pi and a discontinu-
ity at ∆φ = pi. The parameters have been set to yield
a bulk p-wave gap similar to that of the homogeneous
p-wave state analyzed above (∆t0 ' 0.1t). The overall
behavior resembles a superposition of the pure p-wave
contribution, as depicted above, and the well established
sin(∆φ) dependence of a conventional Josephson junction
FIG. 14. Comparison of (a) the critical Josephson current
Ic(i0) = IJ(i0,∆φ = 0) for spinfull, spatially homogeneous
(red) and inhomogeneous (blue) p-wave order parameters and
of (b) Ic and the modulus squared |φmaj|2 of the MBS wave
function for the inhomogeneous p-wave state (normalized to
their respective maximum values Imaxc and |φmaxmaj |2).
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FIG. 15. (a) Current-phase relation close to the boundary
for a superconductor of L = 350 sites with competing order
parameters (V t = 0.6, V s = 0.5, c = 0.3t) and bulk domi-
nant p-wave (∆t0 ' 0.045) assuming ∆tip = 0.05t. (b) Spatial
profile of Josephson current |IJ(i0,∆φ = 0)| and of critical
Josephson current Ic = Ij(i0,∆φ ' 34pi) and (c) the modulus
squared of the MBS wave function |φmaj|2
of s-wave superconductors. Furthermore, the current de-
creases towards the bulk, where the s-wave component
vanishes and the extension of the MBSs ends.
In Fig. 15(b) we show the local Josephson current for
∆φ = 0, which arises solely due to the MBSs, and the
critical current Ic. The overall form of both quantities is
in good agreement with the modulus squared of the MBS
wave function in Fig. 15(c). Note that, in contrast to
the system examined in Sec. III B, the shift of the MBSs
away from the edge of the system is not as clear, due to
the shorter coherence length (only ξt = 24a instead of
ξt = 210a in Fig. 3).
A closer examination of the site- and phase-dependent
Josephson current in Fig. 15 reveals an alternating pat-
tern between an s-wave-dominated profile (∝ sin(∆φ))
of the Josephson current and an admixture of a MBS-
induced and of an s-wave-like current-phase relation (see
Fig. 16(a)). This alternation is in accordance with the
weights of the MBS wave functions (see Fig. 15(c)) be-
ing greatest on odd sites and minimal on even sites. For
even i0 with weak weights of the MBSs, primarily an s-
wave signature is seen as the MBS contribution is very
small. For odd i0, the admixture of ∝ sin(∆φ) and of
MBS-mediated tunneling leads to a current-phase rela-
tion with discontinuous jumps, due to the MBSs, but 2pi
periodicity, instead of the expected period of pi, resulting
(b)
(a)
FIG. 16. Current-phase relation for sites i0 = a, 2a, 3a, 4a for
(a) the same parameters as in Fig. 15 and (b) for L = 1000,
V s = 0.35, V t = 0.38 and c = 0.2t leading to a much larger
coherence length of ξt ' 165a. The alternating value of the
amplitude of the sin(∆φ) dependence as a function of i0 in
(b) is due to the Friedel-like oscillations of the s-wave order
parameter.
from the additional s-wave component.
Note that the contribution of the MBSs to the Joseph-
son current very close to the boundary, i0  ξt, is much
smaller for systems with larger coherence lengths ξt. As
can be seen in Fig. 16(b), where ξt = 165a, the Josephson
current only shows the conventional sin(∆φ) form close
to the edge. This is due to shift of the MBS wave function
away from the edge of the system (see Fig. 3(a) and (b))
leading to a strong suppression of the MBS contribution
to the Josephson current for i0  ξt. While the MBSs
can still be resolved in a JSTM setup, a regular Joseph-
son junction between the edge of the topological super-
conductor and a conventional s-wave state, see Fig. 1,
can hardly detect any signatures of the MBSs.
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VII. CONCLUSIONS
In this paper, we have studied the modulations of
the superconducting order parameter in the vicinity of
edges, magnetic and non-magnetic impurities by self-
consistently solving the gap equations for multiple pair-
ing interactions. We have shown that the presence or
absence of Friedel oscillations of the superconducting or-
der parameter crucially depends on the pairing symmetry
and the nature of the inhomogeneity. Hence, they can be
used to discern, on the one hand, between different defect
types and, on the other hand, between even parity singlet
and odd parity triplet pairing. This distinction is espe-
cially prominent in low-dimensional systems. The s-wave
order parameter exhibits pronounced Friedel oscillations
in the vicinity of non-magnetic inhomogeneities, while
the p-wave order parameter lacks such distinct features.
We note that a different alternative route to access the
character of the order parameter in noncentrosymmet-
ric superconductors, which is based on Shiba states, has
been recently proposed in Ref. 55.
Furthermore, we have discussed the competition of or-
der parameters with different pairing symmetries in the
presence of inhomogeneities. We have shown that this
competition can lead to the emergence of a topologically
trivial region close to the boundary of a system that is
topologically nontrivial in its bulk. Due to this competi-
tion, the MBSs are shifted towards the transition point
separating these two regions, as opposed to the clear lo-
calization at the system edge for a topologically nontriv-
ial system with homogeneous order parameter.
As a means to probe and resolve the Friedel oscilla-
tions induced by inhomogeneities, as well as the spatial
structure of competing s-wave superconductivity and the
MBSs, we have discussed JSTM. The spatially resolved
Josephson current provides a precise tool for the mapping
of the spatial structure of the s-wave order parameter as
well as of the MBS signatures in systems with competing
order parameters. MBSs contribute significantly to the
current-phase relation of the Josephson current, modify-
ing it beyond the well established sinusoidal dependence
of pure s-wave superconductivity, thus revealing the pres-
ence of MBSs and their spatial profile.
Taken together, the spatially resolved Josephson cur-
rent can be utilized to distinguish between different or-
der parameter symmetries by means of their response
to inhomogeneities, discern between magnetic and non-
magnetic defects, identify the competition of order pa-
rameters, and carry clear signatures of MBSs.
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