Extrapolation from a source to a target, e.g., from adults to children, is a promising approach to utilizing external information when data are sparse. In the context of meta-analysis, one is commonly faced with a small number of studies, while potentially relevant additional information may also be available. Here we describe a simple extrapolation strategy using heavy-tailed mixture priors for effect estimation in meta-analysis, which effectively results in a model-averaging technique. The described method is robust in the sense that a potential prior-data conflict, i.e., a discrepancy between source and target data, is explicitly anticipated. The aim of this paper to develop a solution for this particular application, to showcase the ease of implementation by providing R code, and to demonstrate the robustness of the general approach in simulations.
INTRODUCTION
When empirical evidence is sparse, it may be useful to be able to utilize related source data to extrapolate to the targeted population. This is especially relevant in the context of rare diseases or small populations, but the problem is common in many applications. Several regulatory guidelines touch upon the problem from different angles, either explicitly concerning extrapolation 1 and the use of external data 2 , or, for example, in the contexts of small populations research 3 , paediatric studies 4 , or bridging studies 5 . The potential benefits of extrapolation approaches are generally recognized 6, 7 , especially in the context of rare diseases 8, 9 . Concerning the methodological aspect, the use of Bayesian methods has frequently been suggested 3, 10, 11, 4, 12 and also in practice appears to be the predominant approach 13 .
In a Bayesian model, external evidence may be considered e.g. via the formulation of informative priors or the use of hierarchical models 4, 13, 14, 15 . As the term extrapolation suggests, 0 Abbreviations: AR, acute rejection; CI, credible interval; MAC, metaanalytic-combined; MAP, meta-analytic-predictive; NNHM, normal-normal hierarchical model; OR, odds ratio there is usually some doubt whether or to what extent the external data can or should be taken at face value and is directly applicable to the given context. Consequently, the implementation of (potential) downweighting of the external evidence is a common requirement 13, 16 .
So far, the literature very much focussed on the setting of a single target study, but extrapolation may also be useful in evidence synthesis. Meta-analyses are commonly based on only few studies, especially when they are concerned with rare diseases 17, 18 , but also quite generally 19, 20, 21 . Additional external data may here easily be utilized by the formulation of an informative prior distribution 10, 12, 11 . In the following we introduce the implementation of some degree of scepticism and robustness by using a heavy-tailed mixture prior 22, 23, 24 . Computationally, a mixture prior then results in a modelaveraging technique 25 . Encouraged e.g. by the International Rare Diseases Research Consortium (IRDiRC) 7 , the aim of this paper is to showcase the potential of robust extrapolation in Bayesian meta-analysis via prior specification as suggested by Schmidli et al. 24 , and to exemplify the relative ease of implementation and computation. The general idea is actually more widely applicable, beyond the context of meta-analysis. We first decribe the general methodology in Sec. 2, and then apply the approach in two case studies of meta-analyses extrapolating from external source data (adolescents or adults) to children in applications in asthma and liver transplantation in Sec. 3 and 4. In Sec. 5, the method's long-run behaviour is investigated in a small simulation study. Sec. 6 closes with some concluding remarks. Computations are performed using R and the bayesmeta and rjags packages 26, 27, 28 . Example R code is available in the Appendix.
BAYESIAN RANDOM-EFFECTS META-ANALYSIS

The model
Meta-analyses are commonly performed using the normalnormal hierarchical model (NNHM) ; the model may be specified as follows. A number of studies or measurements ( = 1, … , ) are given; these measurements only come with limited accuracy, as expressed by the associated standard errors . We assume that a measurement comes about as a draw from a normal distribution centered around the (study-specific) mean :
The standard errors are commonly assumed known. The studyspecific means are not necessarily identical across studies, rather one allows for a certain amount of heterogeneity between studies, implemented in terms of an additional variance component ≥ 0:
29, 30, 31, 32 . Since often primary interest lies in the overall effect (and not in the shrinkage estimates of ), the model may be simplified to the marginal form
There are two unknowns that one may want to infer from the data; the heterogeneity , which commonly constitutes a nuisance parameter, and the effect , which is usually of primary interest. In order to infer the parameters within a Bayesian framework, one needs to specify prior distributions for and .
Informative priors and robustness
In the random-effects meta-analysis model we may facilitate extrapolation by propagating information through the analysis via the prior probability distribution 10, 12, 13 . We may have information from external sources available that can be used to inform the analysis. However, it is often uncertain whether this information is directly applicable to the present context or whether the possibility of an alternative model should also be considered 16, 24 . Both the utilization of additional information as well as the explicit consideration of uncertainty may also be particularly desirable in regulatory decision-making 2, 33 .
A simple way to implement a certain amount of scepticism is via two prior components, which are combined to form the prior distribution as a mixture 13, 16, 34 . To that end we may formulate two parameter models, and , representing the cases of equal effects for source and target data (where direct extrapolation would be valid), and of a different, unrelated effect for the new data. The two models simply differ by their assumed prior for the parameters, ( , | ) and ( , | ), respectively; the associated data model and likelihood ( ( | , )) are identical under both models. Both parameter models have prior probabilities ( ) ∈ [0, 1] and ( ) = 1 − ( ) associated. The marginal prior density then results as
where the two components now are chosen such that ( , | ) is informative (with probability concentrated according to the external information), while ( , | ) is vague. The probability ( ) then reflects the certainty (or scepticism) associated with the external information. The same approach is readily generalized to more than two components; in the following, we will be concerned with the case of four parameter models ( 1 , … , 4 ) that are associated with prior probabilities ( 1 ), … , ( 4 ) with ∑ ( ) = 1.
A setup like this results in a heavy-tailed prior compared to ( , | ) alone; such priors have favourable properties when the data in fact do turn out to be in conflict with the prior information as supplied by ( , | ) and so it will provide more robust inference in case of a prior/data conflict 23, 24 .
Mixture priors and inference
A simple mixture setup has the advantage that it simplifies computations; the (conditional) posteriors under the two models and may be computed separately, and the partial results then may be re-combined via their associated Bayes factors 35, 24 . With that, the mixture prior effectively results in a model-averaging approach. The simplicity may be seen from the derivation via Bayes' theorem. Consider the generic case of inferring parameters from data , where the prior ( ) is given as a two-component mixture distribution analogous to (4); the parameters' posterior distribution is given by
(the detailed derivation is shown in the appendix). So, from (5) one can see that with the prior set up as a two-component mixture, the posterior ( | ) again is a mixture of the two (conditional) posteriors ( ( | , ) and ( | , )). The weighting results from the posterior probabilities for the two model components ( ( | ) and ( | )) which again depend on the marginal likelihoods ( ( | ) and ( | )) and the prior probabilities ( ):
where the marginal likelihoods are given by
(where ∈ { , }). The approach is analogously generalized to the case of more than two mixture components.
It is important to note that, due to the dependence on marginal likelihoods above, the exact specification of the "vague" prior component is crucial. The problem is related to Lindley's paradox 36 : Although different vague priors may differ little in the posterior distributions they imply for the parameter vector , they may still have a substantial effect on the corresponding marginal likelihoods ( ( | )), and with that, the eventual relative weighting of the two conditional posteriors via ( | , ). The effect may lead to somewhat counterintuitive behaviour here. While a larger variance for the vague model component may at first seem more conservative, it may in fact amplify the informative component's posterior probability by reducing the marginal likelihood under the vague component.
Meta-analysis using mixture priors
Meta-analysis of log-ORs
In the following we will conduct meta-analyses using the random-effects model described in Sec. 2.1 with a mixture prior as described in Sec. 2.2 and 2.3. The endpoint of interest in the following is a logarithmic odds ratio (log-OR). Odds ratios and their standard errors on the logarithmic scale are computed using standard formulas 30, 31 . The mixture prior then is defined using components that imply different amounts or pathways of borrowing of information.
The target data set of primary interest consists of T effect estimates ,1 , … , , T and standard errors ,1 , … , , T . Another set of S additional source estimates and standard errors ( , , , ) is available, which constitutes the potentially relevant external information.
Prior information and data pooling
Schmidli et al. 24 pointed out that in the meta-analysis context consideration of external information may implemented in two obvious ways. Firstly, in the meta-analytic-combined (MAC) approach, both source and target data sets are analyzed jointly. Alternatively, one may perform an analysis of the source data to derive an informative meta-analytic-predictive (MAP) prior distribution for the target data.
Both MAC and MAP approaches can be shown to be equivalent 24 . This has the advantage of making the flow of information through the analysis transparent, and it also may be utilized to simplify computations. Use of an informative prior (based on source data) may then technically also be viewed as a "pooling" of source and target data.
Vague prior
The vague prior ( ( , | 4 ) in the following) is specified as uninformative, covering a range of a priori plausible values. In the following, we represent an uninformative prior by a zeromean normal distribution with standard deviation 2 for the effect , and a half-normal distribution with scale 0.5 for the heterogeneity . For the effect this implies a probability distribution symmetric around zero (corresponding to an odds ratio of 1) with a 95% prior probability for the log-odds ratio to lie within ±3.92, which translates to odds ratios roughly within a range from 1 50 to 50. This prior may be interpreted as equivalent to the information given by a contingency table of an effective sample size of 4 patients 37 . For the heterogeneity, the half-normal prior also constitutes a conservative choice in the context of log-OR endpoints 32, 17, 18 .
Mixture prior components
The informative prior components ( ( , | ), < 4) are specified based on the posterior of a previous, separate meta-analysis, reflecting the corresponding information. This previous meta-analysis is again conducted using the vague prior ( , | 4 ).
Considering the relationship between source and target data sets, a range of scenarios is conceivable; here we concentrate on a few simple possibilities. Firstly, the two data sets may be completely unrelated, so that we have two pairs of parameters ( S / S and T / T ), and by analyzing one data set we cannot learn anything about the other set's parameters. On the other hand, effect and heterogeneity may be identical in both populations ( T = S and T = S ), so that we can pool the data (MAC approach), or equivalently, use the posterior from one analysis as the prior for the other (MAP approach). It may also be possible that only the effect or only the heterogeneity parameter are shared between the two populations. For the analysis of target data, this results in four possible models:
• 1 : T = S , T = S (informative prior for T and T ; "complete pooling")
• 2 : T = S , T ≠ S (informative prior for T only; "effect pooling") • 4 : T ≠ S , T ≠ S (vague prior; "standalone analyses") These four (conditional) parameter models are associated with prior probabilities ( ).
The eventual model setup then includes the specification of the vague prior component ( ( , | 4 )), and of the prior probabilities for the four model components
. Some of the model probabilities ( ) may be set to zero, especially for components 2 or 3.
While the parameter models 1 and 4 may be very obvious, reflecting the commonly faced choice between data pooling and separate analyses, the other two models deserve some more consideration. Model 3 supports the analysis of target data by only informing the heterogeneity prior based on the source data, an approach that is familiar from previous proposals 38, 39 . Model 2 is technically similar, but the scenario may be harder to motivate: a case in which the main effect is identical, but the heterogeneity is different may not be very realistic. Also, the relative similarity of models 1 and 2 as well as 3 and 4 especially in the context of relatively few observations (small S and T ) may be an argument in favour of a sparser model not necessarily considering all four components.
Computation
Inference within the NNHM may technically be approached in different ways, for example using stochastic integration via MCMC methods. In the following we will utilize the rjags 28 and bayesmeta R packages 27,37 . Use of the bayesmeta package simplifies computations, but it is only applicable for a subset of models (namely those with ( 2 ) = 0). 
PAEDIATRIC MIGRAINE CASE STUDY
Background
The data considered in the following are due to the systematic review by Richer et al. 40 , reporting on the evidence on the effect of pharmacological medications for the treatment of acute migraine attacks in children and adolescents. Among the analyses performed is a comparison of the effect of triptans (vs. placebo) on the proportion of patients reporting headache relief. While 20 studies were found quoting odds ratios for the effect in adolescents (12-17 years of age), only 3 studies reported on headache relief in children (< 12 years of age). The relevant data (numbers of cases and events, and the derived ORs) are reproduced in Tab. B1 in the appendix, the effect sizes are also illustrated in Fig. 1 . Now suppose we are interested in estimating the effect in children. Three studies constitute only a small data basis on which to judge efficacy 17 , and indeed, a meta-analysis of the three studies fails to yield a conclusive result; while the odds ratio is estimated at 1.77 (a beneficial effect), the credible interval ([0.79, 4.77]) is very wide and still includes a neutral effect of 1.0. It would be desirable if the additional adolescent studies could possibly be used to clarify whether a clinically relevant effect is present or not. In order to summarize the evidence from the adolescent studies, we can perform a meta-analysis using the prior from Sec. 2.4.3, which yields an estimate and 95% CI for the OR in adolescents of of 1.35 [1.07, 1.71].
Analysis setup
In the present example there is a small number of target studies that are of primary interest (3 paediatric studies), and in addition there is another set of potentially relevant additional source studies available (20 studies performed in adolescent patients). The additional data provide external information, but it is not evident a priori to what extent these are directly comparable and whether extrapolation is valid. It may be plausible that the distinction between age groups is somewhat arbitrary, and that the effect ( ) is indeed the same (or at least very similar) in both age groups. This uncertainty is reflected in the analysis model setup via the specification of prior probabilities ( ) for the different model components. The data are in the following analyzed using a mixture of two components, considering the cases of "complete pooling" ( 1 ), and of two "standalone" analyses ( 4 ). A priori, we assume a probability of ( 1 ) = 0.5 for the joint model, and ( 4 ) = 0.5 for unrelated effects in adolescents and adults. With a substantial amount of scepticism associated with the prior information, we consider this a conservative choice 41 . We will also consider alternative prior setups later on. The two components as well as the resulting mixture prior for the effect ( ) are also shown in Fig. 2 
Analysis results
Analysis of the children's data under the two prior components yields a Bayes factor of 5.1 in favour of the "pooling" model ( 1 ). Given our prior specifications, this implies a posterior probability of ( 1 | ) = 0.837 for the joint model. Technically, the effect's posterior distribution then results as a correspondingly weighted mixture of the two conditional posteriors ( | , ); these are also shown in Fig. 2 (right panel) , where one can see how the posterior mixture here turns out to be dominated by the "informative" conditional ( | , 1 ). The estimated effect then is at an OR of 1.402, with a 95% credible interval of [1.003, 2.399]. The estimate is also shown along with the data in Fig. 1 . The R code to reproduce these results is available in the Appendix.
Sensitivity analyses
Varying model probabilities
We may now also investigate the effect of changing the prior probability ( 1 ) expressing the a priori expectations of whether and how the the two data sources may be aggregated. Fig. 3 (left panel) illustrates the resulting effect estimates (log-OR) and credible intervals when varying the prior probability ( 1 ). In the extreme cases of ( 1 ) = 1 and ( 1 ) = 0, we are left with the simple models of "complete pooling" ( 1 ) and two separate "standalone analyses" ( 4 ), respectively. In between, we can see how the estimate is more or less "shrunk" towards the pooled estimate, and as long as ( 1 ) ≥ 0.5, the credible interval indicates a positive treatment effect.
Varying the vague prior specification
Besides varying the models' prior weight via ( 1 ), we can also investigate the effect of different specifications of the effect's prior standard deviation (as defined in Sec. 2.4.3) by varying it from its initial value of 2. The current setting of a standard deviation of 2 corresponds to a priori 95% probability roughly within a range of odds ratios between 1 50 and 50. Varying the range of ORs by a factor of two (25 or 100 instead of 50) would correspond to prior standard deviations of 1.64 or 2.35, respectively. Doubling the standard deviation to a value of 2 would correspond to an increase of the prior range up to values of 50 2 = 2500 already, so the range of plausible values is probably not too far from 2.
Considering more than two components
One may consider more than two components in the model, in order to account for the possibility of of different association between adolescents' and children's data. Fig. 4 presents the resulting estimates for a range of models with only a single or up to four components. The first columns show the prior and resulting posterior probabilities ( ( ) and ( | )) for the different model components. Row VI shows the results discussed in Sec 3.3, while rows I, IV, V and VII are among the estimates also shown in Fig. 3 (left panel) . 
FIGURE 4
Analyses of the migraine data using different prior weights ( ) (in percent) for the model components ( 1 = "complete pooling", 2 = "effect-only pooling", 3 = "heterogeneity-only pooling", 4 = "standalone analyses"). The resulting posterior model probabilities ( | ) as well as corresponding estimate and CI of the OR are shown.
One can see that the results based on parameter models 1 and 2 as well as those for 3 and 4 (first four rows) are very similar. Based on the given data, it seems hard to distinguish between these pairs of models; when given equal prior probabilities, the posterior probabilities tend to be similar as well, as one can see e.g. in row XI; using only components
PAEDIATRIC TRANSPLANTATION CASE STUDY
Background
The data considered in the following example are from Goralczyk et al. 42 and Crins et al. 43 , and these illustrate a case of an apparent prior/data conflict. Both studies were meta-analyses investigating the effect of Interleukin-2 receptor antagonists (IL-2RA) on the reported frequencies of acute rejection (AR) reactions after liver transplantation. Both reviews included controlled studies; here we focus on the subset of randomized controlled trials. The earlier publication 42 was concerned with adults, while the more recent publication 43 was on paediatric patients. Tab. B2 in the Appendix shows the relevant data (numbers of cases and events, and derived ORs) of 16 randomized studies; the effect sizes are also illustrated in Fig. 5 . Considering the case of paediatric liver transplantation, there are only two studies available. Given the present body of evidence based on adult patients (14 studies), where the immune reaction may be similar, it is of interest to allow for this additional data to possibly inform the meta-analysis of the two paediatric studies.
Analysis setup and results
We use an analogous setup as in the previous analysis and consider the two models 1 and 4 . The prior used to analyze the paediatric data again is a heavy-tailed mixture of a vague component (as described in Sec. 3.2) and the posterior derived from the adult data. The weight of the informative prior component again is taken to be ( 1 ) = 0.5. From the adults' data alone we get posterior mean and standard deviation for of -0.266 and 0.109, respectively; the estimate and 95% CI for the OR is 0.768 [0.617, 0.949]. The resulting prior as well as conditional and marginal posteriors are illustrated in Fig. 6 . The circumstances here differ from the previous example, as the paediatric data now look rather different from the external source data: we observe a larger effect (greater reduction of rejection reactions) in children than in adults (see Fig. 5 ).
Although a priori we would tend to assume that we might also analyse the data jointly ( ( 1 ) = 0.5), the data lead us to revise our view ( ( 1 | ) = 0.031); the Bayes factor here is at 30.9 in favour of the "standalone analysis" model ( 4 ). Fig. 7 illustrates the effect of varying the prior certainty ( 1 ): one can see that the "pooling" model ( 1 ) is heavily discounted 
Simulation setup
In order to gain more insight into the behaviour of the extrapolation model, we run simulations reflecting the four parameter models considered. We use three or ten ( S ∈ {3, 10}) source studies with S = 0.25 and S = 0.2. Of primary interest are three ( T = 3) target studies with equal or different parameters T and T as shown in Tab. 1 . Estimates are generated (according to the model, see Sec. 2.1) on a continuous scale, and standard errors ( ) are drawn uniformly between 0.2 and 1.0; for binary (log-OR) outcomes, this roughly corresponds to sample sizes between 16 and 400. We then investigate resulting coverages and mean widths of 95% CIs based on 10 000 replications each for each scenario, yielding a simulation error of 0.22 percentage points for the coverages.
In order to check validity of our computations, we also generated data sets with parameters drawn from the prior distribution and checked for proper coverage of the resulting credible intervals, which should be exact by construction 44, 45 . Data were generated based on parameters drawn from the vague prior distribution, either independently or identically for target and source data with probability 0.5, corresponding to the setting used e.g. in Sec. 3.2.
Simulation results
CI coverages and widths for S = 10 source studies are shown in Tab. 2 . As expected, "naïve" extrapolation based only on model 1 fails especially in scenarios 3 and 4 (row I), while a standalone analysis of the target data only yields proper coverage, but at the cost of much wider CIs (model 4 , row IV). Combining several prior components to a mixture then allows to gain in CI width, while coverage probability is slightly reduced in case of a prior/data (source/target) conflict. Again, we know that on average over the corresponding prior distribution, the coverage will be at exactly 95% by construction. Coverage is above the nominal 95% in scenario 1 as well as the very similar 2 , and it is lower in scenarios 3 and 4 . As already apparent in the example application in Sec. 3, due to the limited amount of data considered, models 1 and 2 as well as models 3 and 4 are barely distinguishable. Tab. C3 (see Appendix) shows that (e.g. in row XI), when the pairs of models have equal prior probabilities, the resulting posterior probabilities tend to be very similar as well, i.e., the corresponding Bayes factors are close to unity. The model similarity is also evident in the resulting estimates when comparing e.g. rows VI, IX and XI in Tab. 2 or Fig. 4 .
In addition to the simulations with S = 10 "source" studies, we also investigated the performance for a smaller external evidence base of only S = 3 studies. The behaviour with respect to CI coverage and length is qualitatively similar, but not quite as pronounced. Regarding the posterior probabilities ( | ) (Tab. C3 in the Appendix) it is apparent that these are mostly determined by the prior probabilities and less affected by the data. Based on the little data only, the models apparently are hardly distinguishable, and consequently extra care should be taken to specify priors reasonably.
In the 10 000 simulations with parameter values drawn from the 2-component mixture prior, 94.96% of credible intervals covered the true parameter values in the setting of S + T = 10 + 3 studies, and coverage was at 95.08% for S + T = 3 + 3 TABLE 2 Coverage (%), and CI width in the four simulation scenarios ( 1 -4 ) and using a number of analysis settings (differing numbers of studies as well as differing prior settings; similar to Fig. 4 ).
# studies prior ( ) (%) studies, which in both cases is within the range expected for a nominal 95% coverage. This was expected by construction of the CI, as mentioned above.
DISCUSSION
Mixture priors provide a means to support an analysis using external information in a robust manner 24 . We have showcased in two examples how the approach may easily be implemented in evidence synthesis by utilizing the simplicity of the mixture model, which implies that the posterior again constitutes a model average, a weighted mixture of the conditional posteriors based on the prior components. In the meta-analysis context, this means that off-the-shelf software may be used to perform the main computations, which then only need to be re-combined. MCMC methods only become necessary when a 4-component model is desired. The resulting procedure provides a transparent and robust data-driven approach to analysis that has the potential to either boost or discount relevant prior information, depending on its apparent compatibility.
The examples discussed here were intentionally restricted to simple random-effects meta-analysis with log-odds ratio endpoints. The same approach is readily extended to other types of endpoints that are conventionally analyzed using a randomeffects model. The main point here was primarily to demonstrate the approach of using heavy-tailed 23 or mixture priors 24 , its simplicity and its potential. More generally, the approach demonstrated here shows a way of overcoming the bayesmeta package's restriction to normal effect priors, which is due to the semi-analytic implementation 37, 46 . Robust priors for the heterogeneity parameter may already be implemented by simply using e.g. heavy-tailed half-Student-, half-Cauchy, or Lomax distributions.
When looking for example at the meta-analyses published in the Cochrane library, a large number of investigations include additional analyses of pre-defined subgroups of studies in addition to an overall estimate 38 . Such cases are examples in which there may be a benefit from borrowing of information on effect or heterogeneity. The obvious danger here is that, being presented with subgroup as well as overall estimates, the practitioner may effectively perform the extrapolation in a rather intransparent manner based on eyeballing data and estimates.
While the use of two prior components may often be reasonable and sufficient, the setup has the disadvantage that prior/data conflict is confounded for effect and heterogeneity. Extending to more general formulations including more components may provide some more flexibility, if desired. However, the simulations showed that slight model variations may not be distinguishable or may not make a noticeable difference if data are sparse. Based on the principle of parsimony (Occam's razor), one may then want to give preference to simpler, sparser model formulations.
In a Bayesian analysis, proper coverage of credible intervals is, by construction, guaranteed conditional on the prior distribution; this implies that the long-run coverage will be exact if the data-generating parameter values are repeatedly drawn from the prior distribution 45 . However, coverage probability is not necessarily at the nominal level when data are generated repeatedly based on single constant parameter values (which is the common frequentist requirement 47 ). By constructing the prior as informative, and complementing the informative prior with a "robustifying" vague component, we expect the coverage to exceed the nominal credible level when conditioning on the informative component only, and to be lower conditional on the vague component. As usual, inferences will be reasonable and consistent when model and prior are specified sensibly; in the present case it is especially crucial to also specify the vague prior component realistically. In contrast to immediate intuition, a larger prior variance is not necessarily a more conservative choice, due to Lindley's paradox. In order to enhance robustness, the prior probability of the vague component should be increased instead.
Many other variations of the approach are conceivable. The external information does not necessarily need to come from a second meta-analysis, but could also be based on other types of data. Likewise, the "main" analysis does not need to be a metaanalysis, but could also be a single study with a meta-analysis informing the prior, which would lead to an approach very similar to the original setup discussed by Schmidli et al. 24 .
The presented approach however is no substitute for a careful check of appropriateness of possible data pooling. Note that in the transplantation example a joint analysis may already be highly questionable on theoretical grounds. While in the preceding migraine example, it is conceivable that with adjusted dosing a comparable effect may be achieved in adolescents and children, in the transplantation context, indications and surgical practice differ between adults and children in a range of aspects, so that a similarity of effect may already be doubtful a priori. Even if the different data themselves may not be obviously contradicting, pooling always also requires a theoretical justification, and plausubility should be reflected in the model setup (here especially in the weighting of prior components).
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APPENDIX A MIXTURE POSTERIOR DERIVATION
Consider a setup where the prior distribution is a twocomponent mixture
and interest lies in determining the posterior ( | ) based on data and some likelihood function ( | ). The parameters' posterior distribution then is given by
which again is a mixture of the two conditional posterior distributions ( | , ) and ( | , ).
B EXAMPLE DATA
Tab. B1 shows the paediatric migraine example data due to Richer et al. 40 , which are discussed in Sec. 3. The paediatric transplantation example data due to Crins et al. 43 , which are used in Sec. 4, are shown in Tab. B2 .
C ADDITIONAL SIMULATION RESULTS: MODEL PROABILITIES
Tab. C3 below shows the average model probabilities corresponding to the simulation results shown in Tab. 2 (Sec. 5).
D EXAMPLE R CODE
D.1 Two-component mixture
The following R code allows to reproduce the analysis from Sec. 3. In addition to R 26 , the metafor 48 and bayesmeta 27,37 packages are required. The other analyses are done completely analogously.
# read data: RicherEtAl2016 <-read.csv("RicherEtAl2016.csv", colClasses=c("study"="character")) # compute effect sizes (log-ORs): require("metafor") effsize <-escalc(measure="OR", ai=triptan.events, n1i=triptan.total, ci=placebo.events, n2i=placebo.total, slab=study, data=RicherEtAl2016) # specify subset indices: aidx <-(effsize[,"patients"]=="adolescents") cidx <-(effsize[,"patients"]=="children") 40 ; the numbers of events and total numbers of patients in treatment and control groups are shown along with the corresponding derived logarithmic odds ratios (log-ORs) and confidence intervals. 42 and Crins et al. 43 . The numbers of events and total numbers of patients in treatment and control groups are shown along with the corresponding derived odds ratios (ORs) and confidence intervals. 
D.2 Three-component mixture
The following R code allows to reproduce the analysis shown in row IX. of Fig. 4 , using a 3-component mixture for the prior.
# read data: RicherEtAl2016 <-read.csv("RicherEtAl2016.csv", colClasses=c("study"="character")) # compute effect sizes (log-ORs):
