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SCALING EXPONENTS OF CURVATURE MEASURES
DUŠAN POKORNÝ AND STEFFEN WINTER
Abstract. Fractal curvatures of a compact set F ⊂ Rd are roughly defined
as suitably rescaled limits of the total curvatures of its parallel sets Fε as ε
tends to 0 and have been studied in the last years in particular for self-similar
and self-conformal sets. This previous work was focussed on establishing the
existence of (averaged) fractal curvatures and related fractal curvature mea-
sures in the generic case when the k-th curvature measure Ck(Fε, ·) scales like
εk−D, where D ist the Minkowski dimension of F . In the present paper we
study the nongeneric situation when the scaling exponents are not determined
by the dimension of F . We demonstrate that the possibilities for nongeneric
behaviour are rather limited and introduce the notion of local flatness, which
allows a geometric characterization of nongenericy in R and R2. We expect lo-
cal flatness to be characteristic also in higher dimensions. The results enlighten
the geometric meaning of the scaling exponents.
1. Introduction
Curvature measures are important geometric tools in fields such as convex geom-
etry, differential geometry, integral geometry and geometric measure theory. They
have been defined and studied for various different set classes such as convex sets
and their unions, differentiable manifolds, sets with positive reach [5], subanalytic
sets [8] etc. In [29], a certain extension to fractal sets F ⊂ Rd has been suggested
by means of the approximation of F by its parallel sets: For a bounded set F ⊂ Rd
and ε ≥ 0, denote by
Fε = {y ∈ Rd : dist (y, F ) ≤ ε}
the ε-parallel set of F . Suppose the curvature measures C0(Fε, ·), . . . , Cd(Fε, ·) of
Fε are well defined for almost all ε > 0 in the sense of Rataj and Zähle [26], see more
details below in Section 2. In this list of (in general signed) measures, the surface
area Cd−1(Fε, ·) = 12Hd−1(∂Fε ∩ ·) and the volume measure Cd(Fε, ·) = λd(Fε ∩ ·)
are included. Denote the total masses of these measures by Ck(Fε) := Ck(Fε,Rd),
k = 0, . . . , d. Then, for s ≥ 0, the (s-dimensional) k-th fractal curvature of F is
defined by
(1.1) Csk(F ) := esslim
ε→0
εs−kCk(Fε),
or, more generally, by
(1.2) Csk(F ) := lim
δ→0
1
| ln δ|
∫ 1
δ
εs−k−1Ck(Fε)dε,
provided these limits exist (possibly being +∞ or −∞). It is clear that, if the
essential limit in (1.1) exists, then the limit in (1.2) exists as well and both values
coincide, justifying to speak of (1.2) as a generalization of (1.1). In the literature,
also the term average fractal curvatures is used for the limits in (1.2). The exponent
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2 DUŠAN POKORNÝ AND STEFFEN WINTER
s has to be chosen appropriately. Typically s = D := dimM F is the right choice
for all k and therefore, up to now, fractal curvatures have mainly been studied with
this choice for the scaling exponents.
Indeed, the fractal curvatures CDk (K) have first been considered in [29] for self-
similar sets K ⊂ Rd satisfying the open set condition (OSC) under the additional
assumption that the parallel sets Kε are polyconvex. For nonlattice self-similar
sets, the existence of the limit (1.1) (in fact not only as an essential limit but as an
ordinary limit) was shown, while for lattice self-similar sets only the existence of
the average limit (1.2) has been established. This fundamental difference between
lattice and nonlattice self-similar sets had been observed before, in particular for
Minkowski contents in [15, 3] (for d = 1) and [10] (for general d). The assumption of
polyconvexity has been replaced by different weaker (but more technical) curvature
bounds in [34, 27, 2]. It is not needed for the cases k = d, cf. [10], and k = d − 1,
see [24]. A rather general assumption for k ≤ d− 2 – used in [27] – is the following
integrability condition: There are constants a, ε0 > 0 such that
sup
δ≤ε0
1
| ln δ|
∫ ε0
δ
ε−k sup
x∈F
Cvark (Fε, B(x, aε))
dε
ε
<∞ .(1.3)
This assumption does only ensure existence of average limits, but not of the limits
in (1.1), for which slightly stronger assumptions are required, e.g. the curvature
bounds used in [34] and [32], which are equivalent to the following condition, see
[27, Remark 3.1.3]: There are constants a > 1 and ε0 > 0 such that
esssup
ε∈(0,ε0],y∈F
ε−kCvark (Fε, B(y, aε)) <∞ .(1.4)
The existence of associated fractal curvature measures is discussed in [29, 32, 27] and
corresponding results for curvature-direction measures are obtained in [2], where an
integrability assumption (on the curvature direction measures) is used that is even
weaker than (1.3). Generalizations to self-conformal sets are studied in [14, 12, 1].
As we have just outlined, previous work on fractal curvatures has concentrated
on the case s = D, leaving to the side the fact that D is not always the right choice
for the scaling exponents. Indeed, a simple class of examples are fulldimensional
cubes Q in Rd, cf. [29, Ex. 2.3.5], which can be generated as self-similar sets and
for which the choice s = k is optimal for the k-th fractal curvature for all k, in
that Ckk (Q) is positive and finite, while dimM Q = d for these cubes. Some further,
less trivial examples of self-similar sets for which some scaling exponent is different
from the dimension are presented in Section 3. They motivate the investigations in
this paper. It is one of our main objectives, to understand when such a nongeneric
behaviour occurs for self-similar sets.
For this purpose, we need a satisfactory definition of the k-th scaling exponent
of a set F ⊂ Rd, which is not easy to give in general. Roughly, it is the number t
for which Ctk(F ) is nonzero and finite. There is not always such a t, but if there is,
then Csk(F ) = 0 for all s > t and Csk(F ) = ±∞ for all s < t. Additional difficulties
are that the curvature measures Ck(Fε, ·) are signed and that therefore Ck(Fε) may
change its sign infinitely many times as ε tends to 0 or even vanish for all ε > 0,
and that the measures may not be defined for each ε > 0. This is partially resolved
by working with the total variation measure Cvark (Fε, ·) of Ck(Fε, ·). Denote by
Cvark (Fε) its total mass. Two possible definitions arise more or less naturally from
the limits in (1.1) and (1.2). As will become clear later, each has its advantages and
disadvantages and it is not clear which one is the best notion of scaling exponent.
Let F ⊂ Rd be a bounded set for which the k-th curvature measure of Fε is defined
for almost all ε > 0. The first possibility is to define the k-th scaling exponent of
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F by
sk(F ) := inf{s ≥ 0 : esslim
ε→0
εs−kCvark (Fε) = 0}(1.5)
= sup{s ≥ 0 : esslimsup
ε→0
εs−kCvark (Fε) =∞}
which generalizes the definition suggested in [29, 31]. The second possibility is to
use again some averaging and consider the number
ak(F ) := inf{s ≥ 0 : lim
δ→0
1
| ln δ|
∫ 1
δ
εs−k−1Cvark (Fε)dε = 0}(1.6)
= sup{s ≥ 0 : lim sup
δ→0
1
| ln δ|
∫ 1
δ
εs−k−1Cvark (Fε)dε =∞}.
as the k-th scaling exponent. We will use the term average scaling exponent for
ak(F ) in order to be able to distinguish both exponents. Regarding their relation,
we point out that in general one has the inequality ak(F ) ≤ sk(F ), but both
exponents need not coincide, as the example of the Cantor dust C×C ⊂ R2 (where
C ⊂ R is the middle third Cantor set) illustrates, for which s0(C × C) = ∞ while
a0(C × C) equals the dimension of this set, see [27, Example 4.2].
Note that both exponents sk(F ) and ak(F ) are upper exponents. Corresponding
lower exponents can be defined by replacing the (upper) limits in the definitions by
lower limits. However, at present we see no application of these lower exponents.
Below our results will be formulated for the exponents sk(F ), although most of them
hold equally for the exponents ak(F ). This is due to the fact that most results are
derived from estimates for the curvature measures which hold for (almost) all ε > 0
allowing to draw conclusions for both exponents. Only in cases, where the curvature
conditions (1.3) or (1.4) are involved, the results for ak(K) and sk(K) may differ.
For instance, for self-similar sets K the integrability condition (1.3) ensures the
inequality ak(K) ≤ D, while only the stronger condition (1.4) ensures sk(K) ≤ D.
Condition (1.3) is not sufficient for this conclusion as the above example of the
Cantor dust demonstrates. By definition, we also have 0 ≤ ak(F ) ≤ sk(F ) in
general.
We point out that, for k = d and k = d− 1, the essential limits in (1.5) are or-
dinary limits and thus, for k = d, we recover the upper Minkowski dimension:
sd(F ) = dimMF . The exponent sd−1(F ) = dimSF is also known as the up-
per S-dimension of F , cf. [24, 25]. Since for self-similar sets K satisfying OSC,
Minkowski and S-dimension are known to exist, one even has sd(K) = dimM (K)
and sd−1(K) = dimS K in this case. Moreover, it is not difficult to see that
ak(K) = sk(K) for k = d and k = d− 1.
In this paper we study the situation when some of the scaling exponents do not
coincide with the dimension. In Section 4, we introduce the notion of local flatness
(see Definition 4.1) in order to characterize such nongeneric behaviour of the scaling
exponents. We conjecture that a self-similar set is locally flat if and only if some
of its scaling exponents differ from its dimension, see Conjecture 4.2. As a main
result of this paper, we resolve this conjecture for self-similar sets in R and R2, see
Corollary 4.9 and Theorem 6.1, respectively. Corollary 4.9 is essentially a special
case of Theorem 4.8, which resolves the conjecture for fulldimensional self-similar
sets in Rd. One of the questions that arise on the way (and which is of independent
interest) is, whether scaling exponents are independent of the dimension of the
ambient space (in which the parallel sets are taken). Proposition 4.10 shows the
independence in the case required for the derivation of the main results.
In Section 5, we study the 0-th scaling exponent for sets in Rd and obtain some
sufficient conditions for this exponent to be equal to the dimension of the set. In
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particular, the disconnectedness of the complement or the total disconnectedness
of the set itself are sufficient, cf. Theorem 5.3 and Corollary 5.5, respectively. More
precisely, we obtain these results for the directional variant s˜0(F ) of s0(F ), which
is introduced as follows. Let C˜k(Fε, ·), k = 0, 1, . . . , d − 1, be the k-th curvature-
direction measure of Fε (on the normal bundle nor (Fε) ⊂ Rd × Sd−1 of Fε); for
completeness let C˜d(Fε, ·) := λd(Fε ∩ pi1(·)), where pi1 is the projection onto the
space component. Recall that Ck(Fε, A) = C˜k(Fε, A × Sd−1), for any Borel set
A ⊂ Rd. Let C˜vark (Fε, ·) denote the total variation measure and C˜vark (Fε) its total
mass. Then s˜k(F ) and a˜k(F ) are introduced by replacing in (1.5) and (1.6) Cvark (Fε)
by C˜vark (Fε), i.e.,
s˜k(F ) := inf{s ≥ 0 : esslim
ε→0
εs−kC˜vark (Fε) = 0}.(1.7)
From the relation Cvark (Fε) ≤ C˜vark (Fε) it is easily seen that the inequalities sk(F ) ≤
s˜k(F ) and ak(F ) ≤ a˜k(F ) are true, whenever one of these scaling exponents (and
thus the others) are defined. It is believed that one has in fact equality in these
relations in general, which is up to now only clear for the cases k = d and k =
d − 1. For sets in R2, we show equality of the scaling exponents in Corollary 6.3
below. The main reason for switching to the directional exponents is that one can
take advantage of the integral representations derived by Zähle [33] for curvature-
direction measures, see e.g. Lemma 5.1.
Section 6 is devoted to the resolution of Conjecture 4.2 in dimension 2, for which
many of the results of Sections 4 and 5 are employed. Originally we have started
this investigation of the variability of the scaling exponents from a slightly different
point of view, which can be summarized in the following question: Given a vector
(t0, . . . , td) ∈ Rd+1, does there exist a self-similar set K ⊂ Rd such that sk(K) = tk
for k = 0, . . . , d? That is, is it possible to prescribe the scaling exponents and
construct a set with exactly those exponents? Our results indicate that the family
of vectors, for which such self-similar sets exist is very sparse. We have added
some discussion of this in Section 7. However, we are still far from a complete
answer. The same question may be asked for arbitrary sets in Rd. We demonstrate
in Example 7.1 that there is more freedom for the choice of the scaling exponents
when the self-similarity assumption is dropped. Furthermore, as a byproduct of the
proof of Theorem 5.3, we obtain in Theorem 7.2 that a self-similar sets possesses a
compatible self-similar tiling (in the sense of [22]) if and only if its complement is
disconnected, resolving thus an open question in [22].
2. Preliminaries
Curvature measures of parallel sets. Denote the closure of the complement of
a compact set F by F˜ . A distance ε ≥ 0 is called regular for the set F if (˜Fε)
has positive reach in the sense of Federer [5] and the boundary ∂Fε is a Lipschitz
manifold. A sufficient condition for regularity in this sense is that ε is a regular
value of the distance function of F in the sense of Morse theory, cf. Fu [7]. It is well
known from the latter paper that, for F ⊂ Rd with d ≤ 3, this property satisfied
for Lebesgue almost all ε. For regular ε, the curvature measures of the sets (˜Fε)
(which have positive reach) are well defined in the sense of Federer [5] and therefore
the curvature measures of Fε are determined via normal reflection:
(2.1) Ck(Fε, · ) := (−1)d−1−kCk(F˜ε, · ) , k = 0, . . . , d− 1 .
For k = d − 1, the surface area is included which coincides for Fε and (˜Fε). For
completeness, the volume measure Cd(Fε, · ) := λd(Fε∩ · ) is added to this list. Let
Ck(Fε) := Ck(Fε,Rd) be the total mass of Ck(Fε, ·).
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We recall some of the basic properties of curvature measures. Let X,Y ⊂ Rd be
sets with positive reach. Then
(1) Ck(X,A) = Ck(g(X), g(A)) for every Euclidean motion g (motion covari-
ance),
(2) Ck(X∪Y, ·) = Ck(X, ·)+Ck(Y, ·)−Ck(X∩Y, ·), provided X∪Y has positive
reach (implying that also X ∩ Y has positive reach, see [5, Theorem 5.16])
(additivity),
(3) Ck(λX, λ·) = λkCk(X, ·) for every λ > 0 (k-homogeneity),
(4) If X ∩ U = Y ∩ U for some open set U , then Ck(X, ·)|U = Ck(Y, ·)|U (local
determinacy),
(5) C0(X) = χ(X), provided X is compact and χ denotes the Euler character-
istic (Gauss-Bonnet theorem).
Beside curvature measures Ck(X, .), we will also consider their directional vari-
ants C˜k(X, .). The curvature-direction measures (or generalized curvature measures)
C˜k(X, .), k = 1, . . . , d − 1 do not live on the boundary of X, but on the normal
bundle of X, defined by
norX := {(x, n) ∈ ∂X × Sd−1 : n ∈ Nor (X,x)},
where Nor (X,x) := {n ∈ Rd : 〈n, y〉 ≤ 0 for all y ∈ Tan (X,x)} is the normal cone
and Tan (X,x) the tangent cone of X at a point x ∈ X, see e.g. [5, §4.3] for more
details. Let pi1 : Rd×Sd−1 → Rd, (x, n) 7→ x and pi2 : Rd×Sd−1 → Sd−1, (x, n) 7→ n
be the projections onto the first and the second component, respectively. If X ⊂ Rd
is a full-dimensional set, then Ck(X, .) can be interpreted as the projection of the
measure C˜k(X, .) with respect to pi1, that is Ck(X, ·) = C˜(X, ·×Sd−1) = One of the
advantages of the measures C˜k is the validity of the following integral formula due
to Zähle (see [33, Theorem 3]): If X ⊂ Rd has positive reach and k ∈ {0, . . . , d−1},
then for any Borel set B ⊂ Rd × Sd−1
C˜k(X,B) = c
−1
k
∫
norX
1B(x, n)
∑
1≤i1<···<id−1−k≤d−1
d−1−k∏
j=1
κij (x, n)
∏d−1
j=1
√
1 + κ2j (x, n)
Hd−1(d(x, n)).
Here, κi(x, n) are the (generalized) principal curvatures corresponding to (x, n) ∈
norX, 1B is the characteristic function of B, and ck = (d− k)α(d− k), with α(j)
being the volume of the j-dimensional unit ball. Curvature-direction measures C˜k
have similar properties as the ones listed above for Ck. For more details and back-
ground on curvature measures, we refer to [33, 34] and the references given therein.
Self-similar sets. The main object of study are self-similar sets satisfying the open
set condition which we recall now briefly, introducing also some notation this way,
which will be used throughout.
Suppose that N ∈ N, N ≥ 2. For i = 1, . . . , N , let Si : Rd → Rd be a contracting
similarity with contraction ratio 0 < ri < 1. Then there is a unique nonempty
compact set K ⊂ Rd invariant under the set mapping S( · ) := ⋃i Si( · ). This set
is known as the self-similar set generated by the function system (shortly IFS)
{S1, . . . , SN}, cf. [11]. The set K (or, more precisely, the system {S1, . . . , SN}) is
said to satisfy the open set condition (OSC) if there exists a nonempty open set
O ⊂ Rd such that⋃
i
SiO ⊆ O and SiO ∩ SjO = ∅ for i 6= j .
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Figure 1. (Left): The set F 4,3 = K4,3 × [0, 1] from Example 3.1.
(Right): The set Fˆ 4,3 = Kˆ4,3 + ({0} × [0, 1]) from Example 4.5
with t1 = 0, t2 = 1/6 and t3 = −1/6.
Such a set O is sometimes called a feasible open set of the IFS {S1, . . . , SN}, or of
K. The strong open set condition (SOSC) holds for K (or {S1, . . . , SN}), if there
exists a feasible open set O which additionally satisfies O ∩K 6= ∅. It was shown
by Schief [28, Theorem 2.2], that in Rd OSC and SOSC are equivalent, i.e., for K
satisfying OSC, there exists always a feasible open set O with O ∩K 6= ∅.
The unique solution s = D of the equation
∑N
i=1 r
s
i = 1 is called the similarity
dimension of K. It is well known that for any self-similar set K satisfying OSC, D
coincides with both the Minkowski dimension dimM K and the Hausdorff dimension
dimH K ofK, which in particular means that in this case dimM K = dimH K holds,
cf. e.g. [4, Theorem 9.2].
Let ΣmN := {1, . . . , N}m be set of all words of length m over the alphabet
{1, . . . , N} and denote Σ∗N :=
⋃∞
j=0 Σ
j
N . For ω = ω1 . . . ωn ∈ Σ∗N we denote by
|ω| the length of ω (i.e., |ω| = n) and by ω|k := ω1 . . . ωk the subword of the first
k ≤ n letters. We often abbreviate rω := rω1 . . . rωn or Sω := Sω1 ◦ . . . ◦ Sωn and
similarly for other notions concerning self similar sets. Furthermore, let rmin :=
min{ri : i = 1, . . . , N}.
Further notation. Throughout we use the following more or less standard nota-
tion without further mention. For x ∈ Rd and ε > 0 we denote B(x, ε) the closed
ball with centre x and radius ε. For the topological boundary of a set A ⊂ Rd we
write ∂A. A◦ and Ac are used for the interior and the complement of A, respec-
tively. The s-dimensional Hausdorff measure is denoted by Hs and Sd−1 is the unit
sphere in Rd.
3. Basic examples
We start with a simple example of a class of self-similar sets for which the 0-th
scaling exponents are not equal to the dimension.
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Example 3.1. There is a set N ⊂ [0, 1], dense in [0, 1], such that for each a ∈ N
there exists a self-similar set F = F (a) ⊂ R2 such that s0(F ) = a and s1(F ) =
s2(F ) = a+ 1.
Proof. Let n,m ∈ N with m < n. For k, l = 1, ..., n, define ϕk,l : R2 → R2 by
ϕk,l(x, y) =
1
n
(
x+ k − 1, y + l − 1).
Let Kn,m and Fn,m be the self-similar sets generated by the mappings ϕk,l, k =
1, ...,m, l = 1 and ϕk,l, k = 1, ...,m, l = 1, ..., n, respectively; see Figure 1 (left)
for an illustration. (If Kn,m is viewed as a subset of R, then we have Fn,m =
Kn,m × [0, 1], however, in the sequel, Kn,m is studied as a subset embedded in
R2.) Since both Kn,m and Fn,m satisfy OSC, we have dimM Kn,m = logmlogn and
dimM F
n,m = 1 + logmlogn . Let
N :=
{
logm
log n
: n,m ∈ N,m < n
}
.
Using the inequality ∣∣∣∣ logm+ 1log n − logmlog n
∣∣∣∣ = log m+1mlog n ≤ 2log n
and observing that m−1m ↗ 1 and log n→∞ as n→∞, it is easily seen that N is
dense in [0, 1].
Choose a = logmlogn ∈ N and consider the set F = F (a) := Fn,m. First observe
that Cvar0 ((Kn,m)ε) = Cvar0 ((Fn,m)ε) for every ε > 0 and therefore s0(Kn,m) =
s0(F
n,m). Let U := (− 1n , 1 − 1n ) × R. Then U is a feasible open set for Kn,m.
Put ε0 = 13n and B = B(0, ε0) ⊂ U−ε0 . Then, for every r ∈ (0, ε0] we have the
arc S(r) := ∂B(0, r) ∩ (−∞, 0] × (−∞, 0] contained in B ∩ ∂(Kn,m)r. Note that
C0((K
n,m)r, Sr) =
1
4 . Now it is sufficient to use Proposition 5.2 (or Theorem 2.3.8
in [29]) for B, ε0 as above and β = 14 . We obtain
s0(F
n,m) = s0(K
n,m) = dimM (K
n,m) =
logm
log n
.
Finally, since Fn,m has empty interior, we use [24, Corollary 3.4] to obtain s1(Fn,m) =
s2(F
n,m) = dimM (F
n,m).
Summing up, we proved that for a = logmlogn ∈ N the vector of scaling exponents
of the set F (a) is equal to (a, 1 + a, 1 + a). 
The next class of examples in the plane deals with the difference between the
Minkowski dimension of a self-similar set and the Minkowski dimension of its bound-
ary (resulting in a difference between s2(K) and s1(K)). Obviously, such a differ-
ence can only occur if the set has interior points, that is, if the set has the dimension
of the ambient space.
Example 3.2. There is a dense subset M of [1, 2] such that for each a ∈M there
exists a self-similar set F = F (a) ⊂ R2 with dimM F = 2 and dimM ∂F = a.
Proof. The basic idea is to subdivide the square W := [0, 1]2 into 22k sub-squares
each of side length 2−k. Some of them are kept in their position and the others are
rotated to the outside ofW in such a way that the OSC is not violated; see Figure 2
for an illustration. This procedure can be described by an IFS consisting of 4k
similarities each with ratio 2k and such that each square is the image ofW under one
of these mappings. While the dimension of the generated self-similar set is always
2, the number of rotated squares will determine the dimension of its boundary.
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Figure 2. Two realizations of the self-similar sets Kk,m discussed
in Example 3.2 for k = 4, m = 7 (left) and for k = 3, m = 1
(right).
Let f1(x, y) = 12 (x− 12 , y− 12 ), f2(x, y) = 12 (x+ 12 , y− 12 ), f3(x, y) = 12 (x− 12 , y+ 12 ),
f4(x, y) =
1
2 (x +
1
2 , y +
1
2 ) and let gi, i = 0, . . . 3 be the rotation around the point
Si( 12 , 0) by pi, where S is the rotation around the point (0, 0) by
pi
2 .
For k ≥ 2, we define an equivalence relation ≈k on the set {1, . . . , 4}k as follows:
ω ≈k σ if and only if fω(W ) = Si ◦ fσ(W ) for some i ∈ N
Note that each equivalence class of ≈k consists of 4 words each corresponding to a
square (of side length 2−k) in a different image fi(W ) of W, i = 1, . . . , 4.
LetQ′k denote the system of equivalence classes of ≈k. For a word ω ∈ {1, . . . , 4},
we write Q(ω) for the class in Q′k containing ω. Let the subsystem Q′′k of Q′k be
defined by
(3.1) Q′′k := {Q ∈ Q′k|fω(W ) ∩
4⋃
i=1
∂fi(W ) = ∅ for some ω ∈ Q}.
That is, inQ′′k we exclude all squares touching the boundary of one of the sets fi(W ).
For reasons of symmetry this is consistent with the equivalence relation in the sense
that Q ∈ Q′′k implies that for each ω ∈ Q, the square fω(W ) does not intersect the
set
⋃4
i=1 ∂fi(W ). We will also need to avoid diagonals and so we consider the
system Q′′′ which is equal to Q′′ without the squares that have the centre on both
diagonals {x = y} and {x = −y}. The cardinality of Q′′′k is |Q′′′k | = 4k−1−2k+1 +2.
Finally, we place a chessboard pattern over the remaining squares and exclude all
the black squares. This can be done in a ≈k-consistent way as follows: Let Qk
the subsystem of all Q ∈ Q′′′k such that for each ω = ω1ω1 . . . ωk ∈ Q the number
ω1 + ωk is even. Note that |Qk| = 12 |Q′′′k | = 2 · 4k−2 − 2k + 1. Moreover, Qk has
the following ‘chessboard’ property: For any P,Q ∈ Qk, ω ∈ P , σ ∈ Q the white
squares fω(W ) and fσ(W ) have no common side.
Fix some integers k ≥ 2 and 0 ≤ m ≤ |Qk|. Choose an arbitrary subsystem
Qmk of Qk with |Qmk | = m. This can be interpreted as a coloring the corresponding
amount of white chess-tiles with a third color. First define
H := {(x, y) ∈ (0,∞)× R : x ≤ |y|}
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and put Hi := Si(H), i = 0, ..., 3. Then define a mapping Ψ : {1, ..., 4}k → {0, ..., 3}
such that Ψ(ω) = i if and only in fω((0, 0)) ∈ Hi. Define a mapping hk,mω : R2 → R2
for ω ∈ {1, . . . , 4}k by
hk,mω =
{
gΨ(ω) ◦ fω, if Q(ω) ∈ Qmk ,
fω, otherwise.
Let Kk,m be the self-similar set generated by the IFS {hk,mω | ω ∈ {1, . . . , 4}k}.
First, it is easy to see that Kk,m satisfies the open set condition (using e.g. the
finite clustering property in [28, Theorem 2.2(v)]), and, since Kk,m is generated by
4k mappings each with similarity ratio 2−k, we obtain dimM Kk,m = 2.
Moreover, one can see that ∂Kk,m is a union of four mutually isometric self-
similar sets (each of them naturally corresponding to one side of W ). Each of
them, say B1 is a similar copy on a self similar set generated by the similarities
Fl(x, y) = (2
−kx+ l − 1
2
, 2−ky), l = 0, . . . , 2k − 1,
Giω = Tω ◦ 2−kSi ◦ T(0,− 12 ), Q(ω) ∈ Q
m
k ,Ψ(ω) = 3, i = 0, . . . , 3,
Hiω = g3 ◦ Tω ◦ 2−kSi ◦ T(0,− 12 ), Q(ω) ∈ Q
m
k ,Ψ(ω) = 3, i = 0, . . . , 3,
where T(0,− 12 ) is a translation by the vector (0,−
1
2 ) and Tω is a translation by vector
hk,mω ((0, 0))− (0,− 12 ). In this IFS there are 2k mappings Fl, 4m mappings Giω and
4m mappings Hiω all of them with similarity ratio 2−k. Note that the IFS satisfies
OSC with O := co{±( 12 , 0),±(0, 12 )}◦ being a feasible open set, which implies that
dimM ∂K
k,m =
log(2k + 8m)
log(2k)
.
Finally observe that, similarly as in the previous example, the set
M :=
{
log(2k + 8m)
log(2k)
: k ≥ 2, 0 ≤ m ≤ 2 · 4k−2 − 2k + 1
}
is dense in the interval [1, 2]. 
Note that the possible values of scaling exponents in the examples above are
fairly restricted by the OSC and it is not clear whether there exist self-similar sets
(satisfying OSC) for each value in the intervals [0, 1] or [1, 2] instead of just the
dense sets N and M , respectively.
4. Local flatness
The above examples motivate the following definition and conjecture.
Definition 4.1. Let K ⊂ Rd and m ∈ {1, . . . , d}. We say that K is locally m-flat
if for every x ∈ K and ε > 0 there is a closed cube C ⊂ B(x, ε) such that C◦∩K is
nonempty (where C◦ denotes the interior of C) and C ∩K is similar to [0, 1]m×P
for some set P ⊂ Rd−m. (For m = d this should be interpreted as C ∩ K being
similar to [0, 1]d.) We say that K is locally flat, if it is locally m-flat for some
1 ≤ m ≤ d.
In contrast to this local notion, we call the set K (globally) m-flat if there exists
a set Q ⊂ Rd−m such that K itself is similar to [0, 1]m×Q. That is, a set is globally
flat if it is a product set with one factor being a cube (of some dimension).
Note that all sets in Example 3.1 are locally 1-flat, while all sets in Example 3.2
are locally 2-flat. It is clear that global k-flatness implies local k-flatness, but
the converse is not necessarily true (see Example 4.5 below). Note that we do
not require the cube C in the definition of local flatness to contain the point x.
Moreover, for any m ≥ 1, local m+ 1-flatness implies local m-flatness. We consider
10 DUŠAN POKORNÝ AND STEFFEN WINTER
this notion important for self-similar sets, because we conjecture local flatness to
be characteristic for the occurrence of scaling exponents that are strictly smaller
than the dimension. More precisely, we believe the following is true:
Conjecture 4.2. Let K be a self-similar set in Rd satisfying OSC. Then sk(K) ≥
dimM K for every k ∈ {0, 1, . . . , d} if and only if K is not locally flat. If K satisfies
additionally the integrability conditions (1.3), then the assertion holds with ‘=’-signs
instead of ‘≥’
In the sequel we will confirm this conjecture for sets in R and R2 and we will
give some support of this conjecture in higher dimensions.
Our first goal is to get a better understanding of the notion of local flatness in
connection with self-similarity. The first statement shows that to decide the local
flatness of a self-similar set it is enough to look at a single point x of the set (and
at a fixed ball B(x, ε)). Local flatness ‘at one point’ (and at a fixed scale) implies
local flatness everywhere in the set (and at all scales).
Proposition 4.3. Assuming OSC the following assertions are equivalent for a self-
similar set K ⊂ Rd :
(i) K is locally k-flat.
(ii) There are x ∈ K, ε > 0 and a cube C ⊂ B(x, ε) such that C◦ ∩ K is
nonempty and C ∩K is similar to [0, 1]k × P for some P ⊂ Rd−k.
Proof. The implication (i) ⇒ (ii) is trivial. To prove the reverse implication,
let {ϕ1, . . . , ϕN} be similarities generating K, let O be a strong feasible open set
for K (i.e., a feasible open set such that K ∩ O 6= ∅) and let z be a point in
K ∩ O. Since the iterates ϕσ(z), σ ∈ Σ∗N of z are dense in K and since they are
all contained in K ∩ O, we can find some iterate z′ of z contained in C ∩ O and
thus some cube C ′ ⊂ C ∩O (containing z′) such that (C ′)◦ ∩K is again nonempty
and C ′ ∩ K is similar to [0, 1]k × P ′ for some set P ′ ⊂ Rd−k. Now let y ∈ K
and δ > 0 be arbitrary. Then there is some iterate ϕω(C ′) with ω ∈ Σ∗N of C ′
contained in B(y, δ). Clearly, ϕω(C ′) is a closed cube. Moreover, C ′ ⊂ O implies
ϕω(C
′)∩K = ϕω(C ′)∩ϕω(K) = ϕω(C ′∩K). But the latter set is obviously similar
to C ′ ∩K and thus to [0, 1]d−k × P ′. This shows the local k-flatness of K. 
The following simple observation indicates that a locally flat self-similar set sat-
isfying OSC is almost globally flat in the sense that it is contained in a nontrivial
product set.
Proposition 4.4. Let K ⊂ Rd be a self-similar set satisfying OSC which is locally
k-flat. Let C be any cube as guaranteed by the local k-flatness of K. Then there is
a similarity ψ such that K ⊂ ψ(C ∩K), that is, K is contained in a k-flat set.
Proof. We fix a strong feasible open set O for K and assume without loss of gen-
erality that C ⊂ O. (If this is not satisfied, one can work with a subcube C ′ ⊂ C
such that C ′ ⊂ O, as in the proof of Proposition 4.3. If there is a ψ such that
K ⊂ ψ(C ′ ∩K), then obviously the same ψ also works for C.)
Choose x ∈ C◦ ∩ K and put D := dist (x,Cc). Let ϕ1, ..., ϕN be similarities
generating K with ratios r1, ..., rN . If we put rmax = maxi=1,...,N ri < 1 we can
find m ∈ N such that rmmaxdiamK < D. Let ω ∈ ΣmN such that x ∈ ϕω(K),
then ϕω(K) ⊂ C◦. Hence for the similarity ψ := ϕ−1ω the desired implication is
satisfied. 
Note that the Proposition above only shows that a locally k-flat self-similar set
is contained in a (globally) k-flat set. It is not necessarily (globally) k-flat itself, as
the following example illustrates:
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Example 4.5. We start with the same mappings ϕk,l : R2 → R2 as in Example 3.1.
Let t1, ..., tn ∈ R and define for k, l = 1, ..., n
ϕˆk,l(x, y) = ϕk,l(x, y + tk).
Fix 0 < m < n and let Kˆn,m and Fˆn,m be the self-similar sets generated by the
mappings ϕˆk,l, k = 1, ...,m, l = 1 and ϕˆk,l, k = 1, ...,m, l = 1, ..., n, respectively;
see Figure 1 (right) for an illustration. Then, similarly as in Example 3.1, one has
the relation Fˆn,m = Kˆn,m⊕ ({0}× [0, 1]) (where ⊕ means Minkowski addition) and
therefore Fˆn,m is globally 1-flat if and only if t1 = t2 = · · · = tm. Since Kˆn,m lies on
the graph of some continuous function f : [0, 1]→ R with variable x, Fˆn,m is locally
1-flat. (This is seen as follows: Fix some point x ∈ Kˆn,m. By the continuity of f at
x there is some δ > 0 such that |f(x)−f(y)| ≤ 1/3 for every y ∈ [x−δ, x+δ]. Then
the set Kˆn,m⊕({0}×[0, 1])∩([x−δ, x+δ]×[f(x)+1/3, f(x)+2/3]) is (globally) 1-flat.
Therefore we can choose a subsquare C of [x−δ, x+δ]×[f(x)+1/3, f(x)+2/3] such
that condition (ii) of Proposition 4.3 holds for the set Kˆn,m⊕ ({0}× [0, 1]) = Fˆn,m.
Since Fˆn,m is self-similar, its local flatness follows from Proposition 4.3.)
The property of locally k-flat sets of being contained in a (globally) k-flat set
implies that the flat cubes C in the definition of local flatness are all aligned. We
make this observation precise only in the case d = 2, since we need it only for this
case later on and since in higher dimensions the corresponding statement would be
more technical.
Corollary 4.6. Let K ⊂ R2 be a self-similar set satisfying OSC which is locally
1-flat but not locally 2-flat. Let C1 and C2 be two different cubes obtained from the
local flatness and let L1 and L2 be non-degenerate line segments in C1 ∩ K and
C2 ∩K, respectively. Then L1 and L2 are parallel.
Proof. The local 1-flatness means that Ci ∩ K is a union of translates of Li, for
i = 1, 2. Now, by Proposition 4.4, there is a similarity ψ such that K ⊂ ψ(C1 ∩K).
This means that C1∩K,C2∩K ⊂ ψ(C1∩K) and so in particular L1, L2 ⊂ ψ(C1∩K).
Hence L1 and L2 must be parallel, because otherwise K would be 2-flat. 
We add another simple observation concerning the relation between local flatness
of different orders:
Lemma 4.7. Let K ⊂ Rd be a locally k-flat self-similar set and suppose that C is
a cube as in the definition of the local k-flatness with corresponding set P . If P is
locally 1-flat, then K is locally (k + 1)-flat.
Proof. Suppose that P is 1-flat. Choose x ∈ C∩K∩O where O is some feasible open
set for K. By Proposition 4.3, it is sufficient to find ε > 0 and a cube C ′ ⊂ B(x, ε)
such that (C ′)◦ ∩ K is nonempty and C ′ ∩ K is similar to [0, 1]k+1 × Q for some
Q ⊂ Rd−k−1.
Without loss of generality, we can assume that C ∩K = [0, 1]k × P . Let pi be
the orthogonal projection onto the last d − k coordinates. Then x0 := pi(x) ∈ P
and, since P is locally 1-flat, we can find ε > 0 and a cube D ⊂ B(x0, ε) ⊂ Rd−k
such that x0 ∈ D◦ and D ∩ P is similar to [0, 1] ×Q for some Q ⊂ Rd−k−1. Now,
the desired cube C ′ can be found around any point in Rk ×D ∩B(x, ε) ∩K. 
The following statement resolves the situation for full-dimensional sets.
Theorem 4.8. Let K be a self-similar set in Rd satisfying OSC. Then the following
assertions are equivalent:
(i) dimM K = d,
(ii) sd−1(K) < dimM K,
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(iii) K is locally d-flat.
Proof. Since a self-similar set K ⊂ Rd of dimension d has interior points (see [28,
Cor. 2.3]) and since the interior points are dense in K, it is locally d-flat. On
the other hand, any locally d-flat set contains an open set and has thus obviously
dimension d. This proves (i)⇔(iii). The implication (ii)⇒(i) follows by contraposi-
tion from the fact that dimM K < d implies sd−1(K) = dimSK = dimMK for any
bounded set K ⊂ Rd, cf. [24, Corollary 3.6] or [25, Theorem 1.1].
It remains to prove the implication (i)⇒(ii), which will follow at once if we show
that dimM∂K < d. Indeed, if this strict inequality holds, then, by [24, Corollary
3.6], we have
d > dimM∂K = dimS∂K ≥ dimSK = sd−1(K),
where the second inequality is due to the set inclusion ∂(Kr) = ∂((∂K)r) ∩Kc ⊆
∂((∂K)r), which holds for each r > 0.
For a proof of the inequality dimM∂K < d, observe that dimM K = d, implies
the interior of K is nonempty and we can choose x ∈ K◦. Set D = dist (x, ∂K) > 0.
Let ϕ1, ..., ϕN be similarities generating K with ratios ρ1, ..., ρN . Putting ρ :=
maxi=1,...,N ρi < 1, we can find m ∈ N such that ρmdiamK < D. Let ψ1, ..., ψk
be all mappings of the form ϕω with ω ∈ {1, ..., N}m ordered in such a way that
x ∈ ψk(K). Then the IFS {ψ1, ..., ψk} also generatesK, satisfies OSC and moreover,
ψk(K) ⊂ K◦.
Suppose that ri is the contraction ratio of ψi. Since dimM K = d, we have∑k
i=1 r
d
i = 1. Let L be the self-similar set generated by the mappings ψ1, ..., ψk−1.
Since U := K◦ is a feasible open set for K (with U = K, see e.g. [22, Proposi-
tion 5.4], and thus ∂U = ∂K) and by the choice of ψk we have
∂U ⊂
k−1⋃
i=1
ψi(∂U).
Similarly, for any n ∈ N
∂U ⊂
⋃
|ω|=n
ψω(∂U) ⊂
⋃
|ω|=n
ψω(U) =: Ln,
where the unions are over all words I ∈ {1, 2, . . . , k−1}n. Therefore, using the fact
that Ln → L in the Hausdorff metric as n → ∞, we obtain that ∂K = ∂U ⊂ L.
Since
∑k−1
i=1 r
d
i < 1 we have dimM L < d and therefore dimM ∂K < d as claimed. 
Theorem 4.8 is sufficient to resolve Conjecture 4.2 for sets in R.
Corollary 4.9. Let K ⊂ R be a self-similar set satisfying OSC. Then s0(K) <
dimM K if and only if K is locally flat. In this case, dimM K = 1.
We conjecture that Theorem 4.8 can be generalized to sets in Rd that are full-
dimensional with respect to their affine hull. That is, for any set K ⊂ Rd whose
affine hull has dimension n ∈ {1, . . . , d}, the assertions (i)–(iii) in Theorem 4.8 are
equivalent if d is replaced with n. In fact, it is rather obvious that (i) and (iii) are
equivalent, as the concept of local k-flatness is independent of the dimension of the
ambient space as is the notion of Minkowski dimension (see (4.1) below). To show
the equivalence of (ii) with (i) (and (iii)), it seems however necessary to prove that
scaling exponents of a set are independent of the dimension of the ambient space.
We discuss this independence now for the case n = 1, which is the only case we
need to resolve Conjecture 4.2 in the plane. The case of a general n seems more
difficult.
In order to formulate the problem precisely, it is necessary to extend the notation
to be able to distinguish different ambient space dimensions. Recall from (1.5) that
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the definition of scaling exponents of a set F is based on parallel sets which depend
on the choice of the ambient space. For instance, for a subset F of R, the parallel
set in R is a finite union of segments, while the parallel set of F in R2 is a two-
dimensional set. Up to now, we have not emphasized this dependence. For a subset
F ⊂ Rd, we always considered the full parallel set in Rd.
We will now use an extra upper index to indicate the dimension of the parallel
set. For a set F ⊂ Rd with dim aff F = n ≥ 1 and l ∈ {n, . . . , d}, we write F lε
for the ε-parallel set of F in Rl. (Note that F lε is independent of the choice of the
embedding space. Any l-dimensional subspace of Rd containing F (and thus aff F )
provides the same parallel set up to isometry.) We write slk(F ) for the k-th scaling
exponent of F based on the l-dimensional parallel sets of F . Note that this notation
makes only sense for n ≤ l ≤ d and k ≤ l. Similarly, we use dimlM F and dimlS F
to indicate the dimension dependence. In this notation, we have, by definition, the
relations
sll(F ) = dim
l
MF and s
l
l−1(F ) = dim
l
SF
for any l ∈ {n, . . . , d}, whenever the scaling exponents are defined. The well-known
independence of the (upper) Minkowski dimension on the dimension of the ambient
space is then described by the relation
snn(F ) = s
n+1
n+1(F ) = . . . = s
d
d(F ).(4.1)
By application of [24, Corollary 3.6] to different ambient space dimensions, it follows
immediately that
sll−1(F ) = s
l
l(F )(4.2)
for l ∈ {n + 1, . . . , d}. Equation (4.2) also holds for l = n, provided Hn(F ) = 0
(or provided the upper Minkowski dimension snn(F ) is replaced by the upper outer
Minkowski dimension, see [24, paragraph before Cor. 3.4]).
In general (that is, for any bounded set F ⊂ Rd with dim aff F = n ≥ 1), we
conjecture that the relation
slk(F ) = s
l+1
k (F )(4.3)
holds for any k ∈ {0, . . . , d} and any l ∈ {n, . . . , d − 1} such that l ≥ k, provided
the exponents are well defined. The first interesting case is d = 2 and n = 1 (for
d = 1 there are no such relations), for which the two relations s10(F ) = s20(F ) and
s11(F ) = s
2
1(F ) are conjectured. This case is resolved in Proposition 4.10 below,
which is another important step towards the resolution of Conjecture 4.2 in R2. In
general, we note that, by combining the relations (4.1) and (4.2) above, one gets
immediately for each k ∈ {n, . . . , d− 1},
skk(F ) = s
k+1
k+1(F ) = s
k+1
k (F )(4.4)
(and these exponents are always well defined) – resolving the case k = l of (4.3).
Proposition 4.10. Let F ⊂ Rd be a bounded set with dim aff F = 1. Then
s10(F ) = s
2
0(F ) = . . . = s
d
0(F ).
Proof. Since it makes no difference whether the parallel set F kε is studied in Rk or
in Rm with m > k, it suffices to prove that s10(F ) = sd0(F ) in Rd for any d ≥ 2.
First we will show the inequality s10(F ) ≤ sd0(F ), for which we employ the fractal
string L = (lj)j∈N associated to F , that is, the sequence of the lengths lj of the
complementary intervals Ij of F ordered in a non-increasing way. Note that s10(F ) =
dim
1
SF and that the corresponding curvature measure is the counting measure on
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Figure 3. The set F 2ε ∩ (Ij ×R) in the case lj > 2ε (left) and in
the case lj ≤ 2ε (right).
∂(F 1ε ) (recall, F 1ε is the ε-parallel set in R), i.e., Cvar0 (F 1ε ) = C0(F 1ε ) = 12H0(∂(F 1ε )).
The latter is given in terms of L by
H0(∂(F 1ε )) = 2 + 2#{j : lj > 2ε}.
Observe that to each point x ∈ ∂(F 1ε ) there is a unique nearest point y ∈ F (with
d(x, y) = ε) either to the left or to the right of x, i.e. y = x + ε or y = x − ε.
Moreover, to each such x there corresponds a unique (d−1)-dimensional half-sphere
Ax in ∂(F dε ) with radius ε and centre y. (In the case d = 2, Ax is a half-circle,
cf. Figure 3 (left).) Obviously, Cvar0 (F dε , Ax) =
1
2 for each x ∈ ∂(F 1ε ) and in any
dimension d ≥ 2. Therefore,
Cvar0 (F
1
ε ) =
1
2
H0(∂(F 1ε )) =
∑
x∈∂(F 1ε )
1
2
=
∑
x∈∂(F 1ε )
Cvar0 (F
d
ε , Ax) ≤ Cvar0 (F dε ),
from which the inequality s10(F ) ≤ sd0(F ) follows immediately. (For each t > sd0(F ),
one has limε→0 εtCvar0 (F dε ) = 0 and thus limε→0 εtCvar0 (F 1ε ) = 0 by the above
inequality, implying s10(F ) ≤ t.)
The reverse inequality is now first proved for the case d = 2, for which we split
the parallel set F 2ε as follows. Denoting by I the smallest closed interval containing
F , we have the disjoint composition
R2 = (F × R) ∪ (Ic × R) ∪
∞⋃
j=1
(Ij × R)
and thus
Cvar0 (F
2
ε ) ≤ Cvar0 (F 2ε , F × R) + Cvar0 (F 2ε , Ic × R) +
∞∑
j=1
Cvar0 (F
2
ε , Ij × R).(4.5)
It is not difficult to see that the first term in this sum is zero and the second term is
1 (curvature of two half circles). For the terms in the remaining sum, we distinguish
between those j for which lj > 2ε and those for which lj ≤ 2ε holds. In the first
case, ∂(F 2ε ) ∩ (Ij ×R) consists of two disjoint half-circles of radius ε (see Figure 3
(left)) such that Cvar0 (F 2ε , Ij × R) = 1. In the second case, one has
Cvar0 (F
2
ε , Ij × R) =
4
pi
arcsin(
lj
2ε
),
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which is easily seen from Figure 3 (right). Indeed, we have positive curvature α/(2pi)
on each of the 4 arcs Bi and negative curvature β/(2pi) at the points x′ and x′′ where
the arcs meet. Since β = 2α, we thus obtain Cvar0 (F 2ε , Ij×R) = 4 · α2pi +2 · β2pi = 4piα.
Now the claim follows by noting that the angle α is determined by the relation
sinα =
lj
2ε . Using that arcsin(t) ≤ pi2 t for t ∈ [0, 1], we infer that
Cvar0 (F
2
ε , Ij × R) ≤
lj
ε
,
for each j such that lj ≤ 2ε. Plugging all this into equation (4.5), we get
Cvar0 (F
2
ε ) ≤ 1 +
∑
j:lj>2ε
1 + ε−1
∑
j:lj≤2ε
lj
≤ ε−1
2ε+ ∑
j:lj>2ε
2ε+
∑
j:lj≤2ε
lj
 .
Now observe that the expression in parentheses is exactly the length of the parallel
set F 1ε . Therefore,
Cvar0 (F
2
ε ) ≤ ε−1λ1(F 1ε \ F ).
Now let t > s10(F ). Since s10(F ) = dim
1
SF coincides with the upper outer Minkowski
dimension, see equation (4.2), we have limε→0 εt−1λ1(F 1ε \ F ) = 0, which implies
limε→0 εt Cvar0 (F
2
ε ) = 0 and thus s20(F ) ≥ t. This shows s10(F ) ≥ s20(F ) and the
proof for the case d = 2 is complete. If d is arbitrary, for the proof of s10(F ) ≥ sd0(F ),
one can decompose Rd similarly as R2 above and obtain an estimate for Cvar0 (F dε )
similar to equation (4.5):
Cvar0 (F
d
ε ) ≤ Cvar0 (F 2ε , F × Rd−1) + Cvar0 (F 2ε , Ic × Rd−1) +
∞∑
j=1
Cvar0 (F
2
ε , Ij × Rd−1).
It is easy to see that also in this general situation the first term vanishes while
the second term is equal to 1. In the remaining sum, for all indices j such that
2ε < lj , we still have Cvar0 (F dε , Ij × Rd−1) = 1 since this set has the curvature of a
d-dimensional ball. For all j such that 2ε ≥ lj , we claim that
Cvar0 (F
d
ε , Ij × Rd−1) ≤ cd
lj
ε
,(4.6)
for some constant cd independent of j and ε. Then all the remaining arguments
carry over from the case d = 2 discussed above.
For a proof of (4.6), let y and z denote the endpoints of Ij . Note that Cvar0 (F dε , Ij×
Rd−1) = Cvar0 (Bd(y, ε) ∪ Bd(z, ε), Ij × Rd−1), i.e., we have to compute the curva-
ture of two intersecting ε-balls. Recalling that a ball as well as the union of two
intersecting balls have total curvature 1, the additivity and symmetry yield that
Cvar0 (F
d
ε , Ij×Rd−1) = 4·C0(Bd(y, ε), [y,
y + z
2
)×Rd−1) = 4·C0(Bd(0, ε), [0, lj
2
)×Rd−1)
Now observe that, by symmetry, the curvature of any subset S of the boundary of
Bd(0, ε) is given by the normalized volume of the associated cone K(S) :=
⋃{[0, s] :
s ∈ S}, that is,
C0(B
d(0, ε), S) =
Vd(B
d(0, ε) ∩K(S))
Vd(Bd(0, ε))
=
Vd(B
d(0, ε) ∩K(S))
αdεd
.
Here αn denotes the volume of the n-dimensional unit ball. Since for S = ∂Bd(0, ε)∩
([0, lj/2)×Rd−1) the cone K(S) is contained in the cylinder Z = [0, lj2 ]×Bd−1(0, ε),
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whose volume is given by lj2 αd−1ε
d−1, we get
Cvar0 (F
d
ε , Ij × Rd−1) = 4
Vd(B
d(0, ε) ∩K(S))
Vd(Bd(0, ε))
≤ 4Vd(Z)
αdεd
=
4
lj
2 αd−1ε
d−1
αdεd
=
2αd−1
αd
lj
ε
,
This proves the estimate in (4.6) for the constant cd := 2αd−1/αd and completes
the proof of the inequality sd0(F ) ≤ s10(F ). 
The following statement is a generalization of Theorem 4.8 to sets in Rd with a
1-dimensional affine hull. We will apply it later in particular in the case d = 2.
Proposition 4.11. Let K be a self-similar set in Rd satisfying OSC and assume
that the affine hull of K has dimension 1. Then the following assertions are equiv-
alent:
(i) dimM K = 1,
(ii) s0(K) < dimM K,
(iii) K is locally 1-flat.
Proof. It is easy to see that K viewed as a set in R is locally 1-flat if and only if
K is locally 1-flat as a set in Rd. (Indeed, if C ⊂ Rd is a flat cube for K in Rd for
some x ∈ K and ε > 0, then its projection C ′ onto R × {0}d−1 is a flat cube for
K and vice versa.) Therefore the equivalence of (i) and (iii) follows immediately
from Theorem 4.8 and the fact that die Minkowski dimension is independent of the
dimension of the ambient space (see (4.1)). The equivalence of (ii) and (iii) is also
direct consequence of Theorem 4.8 taking into account the relation sd0(K) = s10(K)
derived in Proposition 4.10. 
5. Results for self-similar sets in Rd
Now we discuss some simple geometric conditions for self-similar sets in Rd which
ensure that their 0-th scaling exponents are equal to their dimension. More pre-
cisely, we will show that this is true for all self-similar sets whose complement is
disconnected (see Theorem 5.3) and for all sets that are totally disconnected (see
Corollary 5.5). Throughout we assume that K ⊂ Rd is a regular self-similar set, by
which we mean that almost all ε > 0 are regular for K, cf. Section 2.
The following observation is essential for the results in this section. For a set A ⊂
Rd with positive reach, we denote by norA its normal bundle and for (x, n) ∈ norA,
Tan (norA, (x, n)) is the tangent cone of norA at (x, n). Let ωd := Hd−1(Sd−1)
be the surface area of the unit sphere Sd−1 in Rd, and let pi2 : Rd × Sd−1 →
Sd−1, (x, n) 7→ n be the projection onto the second component.
Lemma 5.1. Let A be a set with positive reach, B ⊂ ∂A and S ⊂ Sd−1. Define
B∗ = {(x, n) ∈ norA : x ∈ B} and assume that pi2(B∗) ⊃ S. Then
C˜var0 (A,B
∗) ≥ ω−1d Hd−1(S).(5.1)
In particular, if A is compact, then C˜var0 (A) ≥ 1. Similarly, if the closed complement
A˜ of A is bounded (and still, A has positive reach), then C˜var0 (A) ≥ 1.
Proof. Due to [33], for Hd−1-almost all (x, n) ∈ norA, Tan (norA, (x, n)) is a
(d− 1)-dimensional linear space and orthonormal principal directions a1(x, n), . . . ,
ad−1(x, n) ∈ Rd as well as the corresponding (generalized) principal curvatures
κ1(x, n), ..., κd−1(x, n) ∈ (−∞,∞] are well defined. The vectors(
ai(x, n)√
1 + κ2i (x, n)
,
κi(x, n)ai(x, n)√
1 + κ2i (x, n)
)
, i = 1, ..., d− 1,
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form an orthonormal basis of Tan (nor (A), (x, n)). Therefore
(5.2)
√
det (Dpi2(x, n) · (Dpi2(x, n))∗) =
∣∣∣∣∣
∏d−1
i=1 κi(x, n)∏d−1
i=1
√
1 + κ2i (x, n)
∣∣∣∣∣
for Hd−1-almost every (x, n) ∈ norA. On the one hand, using Federer’s coarea
formula [6, § 3.2.22], we get
(5.3)
∫
B∗
√
det (Dpi2(x, n) · (Dpi2(x, n))∗) dHd−1(x, n)
=
∫
Sd−1
H0(B∗ ∩ pi−12 (y)) dHd−1(y) ≥
∫
S
1 dHd−1(y) = Hd−1(S).
On the other hand, by [33, Theorem 3], we have
C˜var0 (A,B
∗) = ω−1d
∫
B∗
∣∣∣∣∣
∏d−1
i=1 κi(x, n)∏d−1
i=1
√
1 + κ2i (x, n)
∣∣∣∣∣ dHd−1(x, n).
Now it suffices to combine this with (5.2) and (5.3) to obtain (5.1).
If A is compact, choose B = ∂A and observe that pi2(B∗) = Sd−1 (since for every
direction n ∈ Sd−1 there is a hyperplane with normal vector n supporting A in at
least one point x and (x, n) ∈ norA). Hence one can choose S = Sd−1 and the
second assertion follows from (5.1). If A˜ is bounded, we can argue similarly. For
n ∈ Sd−1, there is a hyperplane Hn with normal direction n touching A˜ in (at least)
one point x ∈ ∂A˜ = ∂A. Since A has positive reach and x ∈ ∂A, there is at least one
direction n′ ∈ Sd−1 such that (x, n′) ∈ norA. Because of the touching hyperplane
Hn which belongs to the tangent cone of A at x, this normal direction n′ is unique
and equal to −n. Since n ∈ Sd−1 was arbitrary, we infer that pi2((∂A)∗) = Sd−1.
Hence we can again apply (5.1) with S = Sd−1 and conclude that C˜var0 (A) ≥ 1.
This completes the proof. 
The following statement is a general scheme to show that the (similarity) dimen-
sion of a self-similar set is a lower bound for its scaling exponents. It is a modi-
fication and generalization of [29, Theorem 2.3.8]. We have formulated a version
for curvature direction measures; a corresponding statement holds for the curvature
measures i.e., if in the hypothesis as well as in the conclusion C˜vark (Kε, ·) is replaced
by Cvark (Kε, ·). Compared to Theorem 2.3.8 in [29], the polyconvexity assumption
is weakened to regularity. Moreover, alternative to the assumption B ⊂ O−ε0 (with
O−ε := ((Oc)ε)c being the inner ε-parallel set of O), also the assumption ∂B ⊂ K
allows the same conclusion. We point out that no integrability assumptions for the
curvature measures are required for this statement.
Proposition 5.2. Let K ⊂ Rd be a regular self-similar set satisfying OSC, O
some feasible open set of K, D := dimM K and k ∈ {0, . . . , d}. Suppose there exist
some constants ε0, β > 0 and some open set B ⊂ O, satisfying at least one of the
conditions ∂B ⊂ K or B ⊂ O−ε0 , such that, for almost all ε ∈ (rminε0, ε0],
C˜vark (Kε, B × Sd−1) ≥ β.
Then, for almost all ε < ε0,
εD−kC˜vark (Kε) ≥ c,
where c := βεD−k0 r
D
min > 0 . In particular, it follows s˜k(K) ≥ dimM K.
Proof. Due to the new hypothesis, the proof of Theorem 2.38 in [29] needs some
adaptations, although the essential argument carries over. Let S1, . . . , SN be sim-
ilarities generating K. Since for each r > 0 the sets SωO, ω ∈ Σ(r) := {σ ∈ Σ∗N :
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rσ < r ≤ rσr−1min}, are pairwise disjoint, the same holds for their subsets SωB and
so, for regular ε > 0,
C˜vark (Kε) ≥
∑
ω∈Σ(r)
C˜vark (Kε, SωB × Sd−1).
Fix some regular ε < ε0 and set r := r−1minε
−1
0 ε. First, we claim that for each
ω ∈ Σ(r),
Kε ∩ SωB = (SωK)ε ∩ SωB.(5.4)
For a proof in the case when ∂B ⊂ K, let x ∈ Kε ∩ SωB. Then there exists a
point y ∈ K such that d(x, y) = d(x,K) ≤ ε. Since ∂B ⊂ K, one has either
y ∈ Sω∂B ⊂ SwK or y ∈ SωB∩K. The latter also implies y ∈ SωK, since otherwise
one would have y ∈ SσK for some σ ∈ Σ(r), σ 6= ω and so SσK ∩ SωO 6= ∅, which
violates OSC. Thus in both cases y ∈ SωK, which implies x ∈ (SωK)ε, proving
one inclusion in (5.4) in the case when ∂B ⊂ K. The reverse inclusion is obvious,
since SωK ⊂ K. In case B ⊂ O−ε0 , equation (5.4) follows from the relation
Kε ∩ (SωO)−ε = (SωK)ε ∩ (SωO)−ε for each ε ≤ ε0. Equation (5.4) allows to use
the locality property, which together with the scaling property of C˜vark yields
C˜vark (Kε, SωB×Sd−1) = C˜vark (Sω(Kεr−1ω ), SωB×Sd−1) = rkωC˜vark (Kεr−1ω , B×Sd−1).
Since, by the choice of r, we have εr−1ω ∈ (rminε0, ε0], the hypothesis implies that
C˜vark (Kεr−1ω , B × Sd−1) ≥ β and therefore,
C˜vark (Kε) ≥
∑
ω∈Σ(r)
rkωC˜
var
k (Kεr−1ω , B × Sd−1) ≥
∑
ω∈Σ(r)
(ε−10 ε)
kβ = βε−k0 ε
k card Σ(r).
Recalling that card Σ(r) ≥ r−D = rDminεD0 ε−D, see e.g. [29, eq. (5.1.5)], we obtain
C˜vark (Kε) ≥ βrDminεD−k0 ε−D+k = cεk−D
as claimed, completing the proof of Proposition 5.2. 
As an application of Proposition 5.2, we will now formulate two simple geometric
conditions each of which ensures generic behaviour of the 0-th scaling exponent.
Theorem 5.3. Let K ⊂ Rd be a regular self-similar set satisfying OSC with
dimM K < d. Suppose that the complement Kc of K has a bounded connected
component. Then s˜0(K) ≥ dimM K.
Proof of Theorem 5.3. Let ϕ1, . . . , ϕN be similarities generating K. Fix a feasible
open set O for the SOSC. First we claim that the existence of a bounded connected
component B of Kc implies the existence of such a component B′ with B′ ⊂ O.
To see this, let x ∈ K ∩ O. Choose ω ∈ Σ∗N such that conv(ϕω(K)) ⊂ O. Since
B ⊂ conv(K), we have ϕω(B) ⊂ O and ∂ϕω(B) = ϕω(∂B) ⊂ ϕω(K) ⊂ K. Hence
ϕω(B) is open and has its boundary contained in K, but it is not necessarily a
connected component of Kc. However, since K cannot fill the whole open set B,
there must be at least one connected component B′ of Kc contained in ϕω(B) and
thus in O proving the claim.
By the above claim it is justified to assume that B ⊂ O in the sequel. The OSC
implies that ϕi(B)∩ϕj(B) = ∅ for i 6= j. Let ρ = ρ(B) be the inradius of the set B
and let ε ∈ (0, ρ) be a regular value for K. Then the closed complement K˜ε of Kε
has positive reach. It is easy to see that the set A := B \Kε = K˜ε∩B is a subset of
K˜ε that is well separated from the rest of K˜ε (with distance at least 2ε). Hence A
has positive reach. Since B∩K = ∅ and ∂B ⊂ K, we have Kε∩B = (∂B)ε∩B and
thus, by the locality property, C˜var0 (Kε, B × Sd−1) = C˜var0 ((∂B)ε, B × Sd−1). By
the reflection principle, the latter expression equals C˜var0 (A,B × Sd−1) = C˜var0 (A).
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Since A is a compact set with positive reach, we can apply the second part of
Lemma 5.1 to infer C˜var0 (A) ≥ 1. Fixing some ε0 < ρ, we have therefore
C˜var0 (Kε, B × Sd−1) ≥ 1
for all regular values ε ∈ (0, ε0]. Hence, the hypotheses of Proposition 5.2 are
satisfied and we conclude s˜0(K) ≥ dimM K, which completes the proof of Theo-
rem 5.3. 
Lemma 5.4. Let K be a regular self-similar set in Rd satisfying OSC such that
s˜0(K) < dimM K. Then there is an open set U ⊂ Rd and δ > 0 such that U∩K 6= ∅
and every connected component of K that intersects U has diameter at least δ.
Moreover, U can be chosen as a subset of some feasible open set for K.
Proof. Let K be generated by ϕ1, ..., ϕN . For every n ∈ N, we define an equivalence
relation ≈n on ΣnN as follows: For ω, σ ∈ ΣnN , ω ≈n σ if and only if there are
p ∈ N and words ω = ω1, ω2, ..., ωp = σ ∈ ΣnN such that ϕωl(K) ∩ ϕωl+1(K) 6= ∅ for
l = 1, .., p− 1.
Let Γni , i = 1, ..., tn be the equivalence classes of ≈n . We will refer to the union
sets Cni =
⋃
ω∈Γni ϕω(K) as the clusters of level n. Set εn =
1
3 minj 6=i dist (C
n
i , C
n
j ) >
0. Then, by Lemma 5.1, we have, for each regular 0 < ε < εn and each i,
C˜var0 (Kε, (C
n
i )ε × Sd−1) ≥ 1.(5.5)
Now, by SOSC, there is a feasible open set O, x ∈ K and δ > 0 such that
B(x, 3δ) ⊂ O. Define U = B(x, δ). Suppose for contradiction that there is a
connected component C of K such that diamC < δ and C ∩ U 6= ∅. Then
C ⊂ B(x, 3δ) ⊂ O. Let Cn(C) denote the cluster of level n containing the set
C. (It is clear that any connected subset of K must be entirely contained in one
cluster.) The clusters Cn(C), n ∈ N form a monotone decreasing sequence of sets.
Let L :=
⋂
n C
n(C) be the limit set. Since C ⊆ Cn(C) for every n, we have C ⊆ L.
We claim that L is connected, which implies at once that L = C, since C is a
connected component of K. For a proof of the claim, let y, z ∈ L and ε > 0. Then
we can find a level n = n(ε) such that the cylinder sets ϕω(K) of level n contained
in the cluster Cn(C) have diameters less than ε. By definition of the cluster,
there are points y = x0, x1, . . . , xp(n) = z ∈ Cn(C) such that d(xi, xi+1) < ε for
i = 0, . . . , p(n)− 1. Since ε > 0 and y, z ∈ L were arbitrary, L is connected.
We conclude that, as n → ∞, the sets Cn(C) converge to C in the Haus-
dorff metric. Hence there exists some level m such that Cm(C) ⊂ B(x, 3δ).
Put ε0 := min{εm, 13dist (Cm(C), ∂O)}. Then, applying Proposition 5.2 to B :=
(Cm(C))2ε0 ⊂ U , β = 1 and ε0 as above, we obtain that s˜0(K) ≥ dimM K, which
contradicts the assumptions. 
Corollary 5.5. Let K be a regular self-similar set in Rd satisfying OSC. If K is
totally disconnected, then s˜0(K) ≥ dimM K.
Remark 5.6. Under additional assumptions on the self-similar set K such as
polyconvexity of the parallel sets or the curvature bound condition (1.4) one has
sk(K) ≤ dimM K and s˜k(K) ≤ dimM K. Thus, under any of those assumptions,
one gets the equality s˜0(K) = dimM K in Corollary 5.5 as well as in Theorem 5.3.
Note further that both of these results hold equally with s˜0(K) replaced by a˜0(K),
and assuming additionally the integrability condition (1.3) to hold, one has a˜k(K) ≤
dimM ,K which implies again equality in the corresponding statements for a˜k(K).
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6. Self-similar sets in the plane
In this section we will prove the following result which characterizes completely
degenerate behaviour of the scaling exponents of self-similar sets in R2 in terms of
local flatness, resolving thus Conjecture 4.2 in dimension 2.
Theorem 6.1. Let K ⊂ R2 be a self-similar set satisfying OSC. Then si(K) <
dimM K for some i ∈ {0, 1} if and only if K is locally flat. More precisely,
(i) s1(K) < dimM K if and only if K is locally 2-flat (and this happens if and
only if dimM K = 2).
(ii) If dimM K < 2, then (s1(K) = dimM K and) s0(K) < dimM K if and only
if K is locally 1-flat.
The statement (i) is a special case of Theorem 4.8. Moreover, (i) and (ii) together
imply the first assertion in Theorem 6.1. Therefore, it remains to provide a proof
of (ii), which is the primary aim of the remainder of this section. For this purpose
we focus our attention to self-similar sets K with dimM K < 2. The assertion in
parentheses is the special case d = l = 2 of (4.2) and holds more generally than
just for self-similar sets, cf. also [24, Corollary 3.6]. The structure of the remaining
section (and hence of the proof of the remaining assertion in (ii)) is as follows:
First we show that for sets in R2, the scaling exponents coincide with their directed
versions, see Corollary 6.3. This will enable us in particular to use the results of the
previous section. Then we concentrate on the if part and show in Proposition 6.6
(employing Lemma 6.4 and Lemma 6.5) that local 1-flatness implies s0(K) to be
strictly smaller than the dimension of K. The reverse implication is established
in a sequence of statements starting from Lemma 6.7. Then assertion (ii) follows
by combining Propositions 6.6 and 6.12. We emphasize that for the results in this
section, and in particular for Theorem 6.1, no integrability or curvature bound
condition is required. However, for sets not satisfying an assumption of this type,
a different ‘degenerate’ behaviour is possible, namely s0(K) can be strictly larger
than the dimensions, cf. the Cantor dust example discussed in the introduction.
Our first step is to prove that the scaling exponents coincide with their directed
versions. For the cases k = 1 and k = 2, this is immediate from the definitions,
since the involved measures essentially coincide with their directed versions. For
the 0-th curvature measure and its directed version, we use the following statement.
Recall that Nor (A, x) denotes the normal cone of a set A ⊂ R2 at a point x ∈ ∂A.
Lemma 6.2. Let A ⊂ R2 be a set with positive reach such that ∂A is bounded and
such that, for any x ∈ A, n ∈ Nor (A, x) \ {0} implies −n /∈ Nor (A, x). Then, the
variation measures of the curvature measures and the curvature-direction measures
coincide, i.e., for • ∈ {+,−, var} and any Borel set B ⊂ R2,
C˜•0 (A,B × S1) = C•0 (A,B).
Note that for the curvature measures with index k = 1 and k = 2 the corre-
sponding statement is trivial.
Proof. Recall that for a set A ⊂ R2 with positive reach, the generalized principal
curvature κ(x, n) (in the plane there is only one) is well defined for almost all
(x, n) ∈ norA. We claim that for all (x, n) ∈ norA such that κ(x, n) is defined and
negative, n is the unique unit normal of A at x. Indeed, assuming that n is not the
unique unit normal of A at x, there is another normal direction n′ ∈ Nor (A, x)∩S1
with n′ 6= −n, and, since Nor (A, x) is a convex cone, any convex combination
of n and n′ is also a normal direction. Hence, we have a two-dimensional cone
of normal directions. Now note that for inner normal directions in this cone, the
generalized principal curvature is +∞, while in the two extremal normal directions,
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either κ(x, n) is not defined or +∞ as well by continuity. Hence, if κ(x, n) exists
and is negative then n is the unique unit normal of A at x as claimed.
Let
B− :=
{
x ∈ R2|Nor (A, x) ∩ S1 = {n} for some n and κ(x, n) < 0} ,
B+ := R2 \ B−, β− := B− × S1 and β+ := B+ × S1. Then obviously β+ ∪ β− =
R2 × S1 and β+ ∩ β− = ∅. Moreover, from the integral representation of C˜0(A, ·)
(cf. [33, Theorem 3]) one gets for each Borel set β ⊂ β−,
C˜0(A, β) = (2pi)
−1
∫
norA
1β(x, n)
κ(x, n)√
1 + κ2(x, n)
H1(d(x, n)) ≤ 0,
since the integrand is negative for each (x, n) ∈ β ∩ norA and vanishes otherwise.
Similarly, for each Borel set β ⊂ β+, we have
C˜0(A, β) = (2pi)
−1
∫
norA
1β(x, n)
κ(x, n)√
1 + κ2(x, n)
H1(d(x, n)) ≥ 0
since the integrand is nonnegative for each (x, n) ∈ β+ ∩ norA except for a set of
measure zero. Therefore, the pair (β+, β−) is a Hahn decomposition of the signed
measure C˜0(A, ·). Now recall that β± = B± × S1, which implies immediately that
(B+, B−) is a Hahn decomposition of the measure C0(A, ·), since B+ ∪ B− = R2,
B+ ∩ B− = ∅, C0(A,B) ≤ 0 for each Borel set B ⊂ B− and C0(A,B) ≥ 0 for
each Borel set B ⊂ B+. Since C˜±0 (A, β) = ±C˜0(A, β ∩ β±) and C±0 (A,B) =
±C0(A,B ∩B±), we conclude
C˜±0 (A,B × S1) = ±C˜0(A, (B × S1) ∩ β+) = ±C˜0(A, (B ∩B+)× S1)
= ±C0(A,B ∩B+) = C±0 (A,B)
for each Borel set B ⊂ R2, as asserted in the lemma. The corresponding claim for
the total variation measures follows now immediately by adding the positive and
the negative variations in the above equation, completing the proof. 
Corollary 6.3. Suppose that F ⊂ R2 is bounded. Then for each k ∈ {0, 1, 2}
the scaling exponents s˜k(F ) and sk(F ) are well defined and coincide. Similarly,
a˜k(F ) = ak(F ).
Proof. We just prove the case k = 0. For F ⊂ R2, almost all ε > 0 are regular
values of the distance function of F implying that Fε has a Lipschitz boundary and
that (˜Fε) has positive reach. Hence the curvature direction measures C˜0((˜Fε), ·)
and, – via the reflection principle – also C˜0(Fε, ·) are well defined for those ε. This
is enough to ensure that the scaling exponents s0(F ) and s˜0(F ) (given by (1.5) and
(1.7), respectively) are well defined (possibly ∞).
Note that in a Lipschitz boundary no two vectors n and −n can be normals at the
same boundary point. Hence Lemma 6.2 can be applied and we have in particular
Cvar0 (Fε) = C˜
var
0 (Fε) for each regular ε > 0 from which the equality s˜0(F ) = s0(F )
is easily seen. The relation a˜0(F ) = a0(F ) follows similarly from Lemma 6.2. 
Now we will establish that for self-similar sets K local 1-flatness implies that
s0(K) is strictly smaller than dimM K. For this, we require the following two
lemmas. The first one is a rather simple geometric observation. We will use the
following notation: For x ∈ R2 and a, b > 0 put
R(x, a, b) = x+ [−a, a]× [−b, b] and Q(x, a, b) = x+ [−a, a]× {−b, b}.
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Lemma 6.4. Let 0 < α < 1, xi, i = 1, ..., N be points in R2 and ri, i = 1, ..., n be
positive real numbers. Put
P =
n⋃
i=1
R(xi, 10ri, ri)
◦, Q =
n⋃
i=1
Q(xi, 10ri, ri),
R =
n⋃
i=1
R(xi, αri, αri) and S = Q \R.
Then for every x ∈ P c we have
dist (x,R) > dist (x, S).
Proof. Let x ∈ P c, since R is compact there is some z ∈ R such that |x − z| =
dist (x,R). Therefore there is some xi such that
dist (x,R) = dist (x,R(xi, αri, αri)).
Since we know that x 6∈ R(xi, 10ri, ri)◦ there is some w ∈ Q(xi, 10ri, ri) such
that |x − w| < |x − z|. Now, we have either w ∈ S which would would lead to
dist (x, S) ≤ |x − w| < |x − z| = dist (x,R) which is what we want to prove, or
w 6∈ S which means that w ∈ R and |x−w| < |x− z| which is a contradiction with
the choice of z. 
Lemma 6.5. Let K be a self-similar set in R2 satisfying OSC that is not contained
in a line segment. Suppose K is locally 1-flat. Then there is a system of contracting
similarities ϕ1, ..., ϕl generating K such that for the self-similar set L, generated by
the mappings ϕ1, ..., ϕl−1, there is a number 0 < α < 1 and sequences {xi}∞i=1 ⊂ R2
and {ri}∞i=1 ⊂ R+ such that in some coordinate system in R2 the following properties
are satisfied:
(1) Q(xi, 10ri, ri) ⊂ K, for every i ∈ N,
(2) K \ L ⊂ ⋃∞i=1R(xi, αri, αri),
(3) for every i ∈ N, there is a nonempty set Ai ⊂ R such that K∩R(xi, 10ri, ri)
is a translated and scaled copy of [−1, 1]×Ai.
Proof. We argue similarly as in the proof of Theorem 4.8. First we fix some feasible
open set O for the SOSC and find a cube C ⊂ O as guaranteed by the assumption of
local 1-flatness. Then we choose a coordinate system such that C∩K = s[0, 1]×A for
some s > 0 and some compact set A ⊂ R. SinceK is not contained in a line segment,
Amust be infinite. Therefore, there is some set of the form T = Q(x, 10r, r) ⊂ C∩K
for some x ∈ R2 and r > 0. Choose α ∈]0, 1[ such that R(x, αr, αr)◦ ∩K 6= ∅ and
choose y ∈ R(x, αr, αr)◦ ∩ K. Put D := dist (y,R(x, αr, αr)c). Let ψ1, ..., ψN be
similarities generating K with ratios ρ1, ..., ρN . If we put ρ = maxi=1,...,N ρi > 0,
we can find n ∈ N such that ρndiamK < D.
Let ϕ1, ..., ϕk be all mappings of the form ψω for ω ∈ Σnk ordered in such a
way that y ∈ ϕk(K). Let ti denote the contraction ratio of ϕi. Then the IFS
{ϕ1, ..., ϕk} also generates K, satisfies OSC (with the feasible open set O from
above) and, moreover, ϕk(K) ⊂ R(x, αr, αr)◦. Now let (xi)i∈N be the sequence of
all points of the form ϕσ(x) and (ri)i∈N the sequence of all numbers rtσ, where σ
runs through Σ∗k.
It remains to show that the conditions (1) to (3) hold. For a proof of (1) and
(3), fix some i ∈ N and let σ be the word such that ri = rtσ and xi = ϕσ(x). The
inclusion T ⊂ K implies Q(ϕσ(x), 10rtσ, rtσ) = ϕσ(T ) ⊂ ϕσ(K) ⊂ K from which
(1) is transparent. Furthermore, since, by construction, R(x, 10r, r) ⊂ C, we have
K ∩R(xi, 10ri, ri) = K ∩ ϕσ(R(x, 10r, r)) ⊂ K ∩ ϕσ(C) = ϕσ(C ∩K),
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where for the last equality we also used that C ⊂ O. Since, by assumption and the
choice of the coordinate system, C∩K is a product set, it is obvious that ϕσ(C∩K)
is similar to a product set. Observing now that the cube ϕσ(C) is a valid cube for
the condition of local flatness, we can apply Corollary 4.6 to infer that line segments
in K ∩ ϕσ(C) must be parallel to the first coordinate axis. Hence the same holds
for any restriction of this set to a rectangle with sides parallel to the coordinate
axes which implies (3). To prove condition (2), let x ∈ K \L. Since x ∈ K, there is
a sequence ω = ω1ω2ω3... ∈ {1, . . . , k}N such that limn→∞ ϕω|n(K) = x and, since
x ∈ Lc, there exists an index m ∈ N such that ωm = k. Hence, putting σ = ω|m−1
and letting i ∈ N be the index such that xi = ϕσ(x) and ri = rtσ, we have
x ∈ ϕσ(ϕk(K)) ⊂ ϕσ(R(x, αr, αr)) = R(xi, αri, αri).
This shows (2). 
Now we have all ingredients to prove one direction of part (ii) of Theorem 6.1.
Proposition 6.6. Let K be a self-similar set in R2 satisfying OSC with dimM K <
2. If K is locally 1-flat then s0(K) < dimM K.
Proof. If K is contained in a line segment, we are done due to Proposition 4.11.
In the other cases let L, {xi}∞i=1 ⊂ R2 and {ri}∞i=1 ⊂ R+ be as guaranteed by
Lemma 6.5. In the sequel, we also work in the coordinate system we get from
this statement. Note that dimM L < dimM K, since
∑k−1
i=1 r
dimM K
i < 1. Let
M := K \ L,
Pj :=
j⋃
i=1
R(xi, 8ri, ri) and Mj := M ∩
j⋃
i=1
R(xi, αri, αri).
Then we have
M =
∞⋃
i=1
Mj ,
and, by (2) of Lemma 6.5, K \Mj converges to L in the Hausdorff metric as j →∞.
Fix some regular ε > 0 such that C0(Kε, ·) and C0(Lε, ·) are well defined. Let
Ri := R(xi, 8ri, ri). First we claim that, for every i ∈ N,
suppCvar0 (Kε, ·) ∩R◦i = ∅,(6.1)
which implies in particular that Cvar0 (Kε, R◦i ) = 0. For a proof of (6.1), let y ∈
∂Kε ∩ R◦i . (Note that suppCvar0 (Kε, ·) ⊂ ∂Kε.) It suffices to show that y 6∈
suppCvar0 (Kε, ·). The assumption implies that ri > ε, since otherwise ∂Kε ∩ Ri =
∅. Taking into account property (3) of Lemma 6.5, we infer that y = (y1, y2)
has a unique nearest point x in K. Moreover, x lies in Ri and has coordinates
x = (y1, y2 + ε) or x = (y1, y2 − ε). Moreover, dist (y,K \ Ri) > ε and so there
is some r > 0 such that X := ∂Kε ∩ B(y, r) is a line segment (parallel to the
x1-axis) which obviously does not carry any curvature (formally, by locality, we
have Cvar0 (Kε, B◦(y, r)) = Cvar0 (X + [0, x − y], B◦(y, r)) = 0). This implies y /∈
suppCvar0 (Kε, ·) proving the claim.
Put T := ∂Kε ∩ (
⋃∞
i=1R
◦
i )
c. Note that T is compact. Moreover, from (6.1), we
observe that
Cvar0 (Kε,
∞⋃
i=1
R◦i ) ≤
∞∑
i=1
Cvar0 (Kε, R
◦
i ) = 0
and thus Cvar0 (Kε) = Cvar0 (Kε, T ). From Lemma 6.4 and property (3) of Lemma 6.5
we infer that, for every y ∈ T and every j ∈ N,
dist (y,Mj) > dist (y, Pj ∩K) ≥ dist (y,K) = ε,
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and using the fact that T is compact, we obtain dist (T,Mj) > ε. This means that
there is an open set U ⊃ T such that Kε ∩ U = (K \Mj)ε ∩ U. By the locality
property of the curvature measures, we conclude
Cvar0 (Kε) = C
var
0 (Kε, T ) = C
var
0 ((K \Mj)ε, T ).
Using [20, Theorem 5.2] and the fact that (K \Mj) converges to L in the Hausdorff
metric as j →∞, we obtain
Cvar0 (Kε) = C
var
0 (Lε, T ) ≤ Cvar0 (Lε).
Therefore
s0(K) ≤ s0(L) ≤ dimM L < dimM K.

To complete the proof of Theorem 6.1 (ii), it remains to show that the inequality
s0(K) < dimM K implies that K is locally 1-flat, provided that dimM K < 2. The
argument is split into several pieces.
Lemma 6.7. Let K ⊂ R2 be a self-similar set satisfying OSC such that s0(K) <
dimM K < 2. Suppose that O is a feasible open set and that C is a connected
component of O ∩K containing at least two points. Then C is a line segment.
Proof. First recall that every connected component of O∩K is also path connected
(see e.g. [13, Theorem 1.6.2]). Suppose for a contradiction that C is as in the
statement of Lemma 6.7 but not a line segment. Then there is a simple curve
γ ⊂ C ∩ O with endpoints x and y, and a third point z on γ with z /∈ [x, y] such
that B(z, δ)∩ γ is not a line segment for any δ > 0. Let E be the open set enclosed
by γ ∪ [x, y]. We can assume that there is some ε > 0 such that E ⊂ O−ε. (If this
is not satisfied, there is some ε′ > 0 such that B(z, 2ε′) ⊂ O. Since B(z, ε′) ∩ γ
is not a line segment, one can choose new points x′ and y′ on γ such that the
subcurve γ′ of γ from x′ to y′ contains z and is contained in B(z, ε′) ⊂ O−ε. One
can use γ′ as the new γ, which obviously satisfies the desired inclusion E ⊂ O−ε
for ε = ε′.) Let L denote the line through x and y and set D := 12dist (z, L) > 0.
Since dimM K < 2, the interior of K is empty and we can choose ε0 ∈ (0, ε) such
that for every 0 < α < ε0 there is some point uα ∈ ∂Kα ∩ Bo(z,D) ∩ E. (ε0 and
points uα can be found as follows: Let u be a point in Kc ∩ Bo(z,D) ∩ E, which
exists since Bo(z,D) ∩ E has positive area, while K ∩ Bo(z,D) ∩ E is a null set.
Let U be the connected component of Kc ∩ E containing u. U is obviously open.
Now ε0 can be chosen to be the inradius of U and for 0 < α < ε0 one can take any
point of ∂Uα ∩ U as uα.) Let Aα be the connected component of ∂Kα containing
uα. We want to estimate Cvar0 (Kα, Aα ∩O−ε) from below independently of α. It is
enough to consider α that are regular for K.
Note that, as part of the boundary of a parallel set, Aα is a (not necessarily
simple but closed) C1 Jordan curve. There are two cases to consider. Either
there is a simple curve Γα ⊂ Aα containing uα with endpoints aα, bα ∈ [x, y],
or there is a loop Lα ⊂ Aα ∩ E with uα ∈ Lα. In the second case, we have
Cvar0 (Kα, A
α ∩O−ε) ≥ Cvar0 (Kα, Lα) ≥ 1, by Lemma 5.1.
In the first case, the set enclosed by the loop Γα∪[aα, bα] has positive reach, since
α was assumed to be regular forK, and we have the following: For every unit vector
v between va and vb, the (outward) unit normals of the segments [aα, uα] and [uα, bα]
in the triangle aαuαbα, there must be a point p = p(v) in the relative interior of Γα
such that v ∈ Nor (Γα, p). Using again Lemma 5.1, we get Cvar0 (Kα,Γα∩O−ε) ≥ βα,
where βα is the angle between va and vb (or equally, the exterior angle at uα of the
triangle aαuαbα). Observe that βα is bounded from below by some positive constant
β independent of α: Since aα and bα are points on the segment [x, y], βα is certainly
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larger than the corresponding angle in the triangle xuαy. Since α < ε0 < D, this
angle cannot be smaller than the corresponding angle β of an equilateral triangle
with base [x, y] and height D (which minimizes this angle among the triangles with
base [x, y] with height D). We obtain
Cvar0 (Kα, A
α ∩O−ε) ≥ Cvar0 (Kα,Γα ∩O−ε) ≥ βα ≥ β :=
D√|x− y|2 + 4D2 > 0.
Applying Theorem 5.2 to K with B = E ⊂ O−ε and β and ε0 as above, we obtain
that s0(K) = dimM K which contradicts assumptions of the lemma. 
Corollary 6.8. Let K ⊂ R2 be a self-similar set satisfying OSC such that s0(K) <
dimM K < 2. Then any connected component of K is a (possibly degenerated) line
segment.
Proof. Let C be a connected component of K. We can suppose that C contains
at least two points since otherwise the assertion is obvious. Choose O to be some
feasible open set for the SOSC and let x ∈ K∩O. Let ε = dist (x, ∂O). Let ϕ1, ..., ϕk
be similarities generating K with ratios r1, ..., rk. If we put r := mini=1,...,k ri > 0,
we can find n ∈ N such that rndiamK < ε. Choose ω ∈ Σnk such that x ∈ ϕω(K)
and let C ′ = ϕω(C). By construction, we have C ′ ⊂ ϕω(K) ⊂ O ∩K. Let A be
the connected component of K ∩O such that C ′ ⊂ A. Then, by Lemma 6.7, A is a
line segment and therefore the same is true for C ′ and C. 
As a byproduct we obtain the following result which complements the results
in Theorem 5.3 and Corollary 5.5 in providing another simple geometric condition
which ensures the 0-th scaling exponent to coincide with the dimension. Again, un-
der the curvature bound condition (1.4) or polyconvexity, the inequality in Corol-
lary 6.9 becomes an equality, cf. Remark 5.6.
Corollary 6.9. Suppose that K is a connected self-similar set in R2 satisfying OSC
with 1 < dimM K < 2. Then s0(K) ≥ dimM K.
Proof. Suppose for a contradiction that s0(K) < dimM K. Then, by Corollary 6.8
and the connectedness of K, K must be a line segment. But this implies dimM K =
1 in contradiction with the assumption 1 < dimM K. 
In Corollary 6.8, it is stated that all connected components of K are line seg-
ments. The next step towards to proof of local 1-flatness is to show that all the
segments in K are parallel to each other. This follows immediately from the fol-
lowing statement.
Lemma 6.10. Let K ⊂ R2 be a self-similar set satisfying OSC such that s0(K) <
dimM K < 2. Let ϕ1, ..., ϕk be similarities generating K. Then no ϕi can include a
rotation by an angle different to pi.
Proof. Suppose for a contradiction that one of the mappings, say ϕb, includes a
rotation by angle α /∈ {0, pi}. Combining Corollary 6.8 and Lemma 5.4 there exists
some z ∈ K and δ > 0 such that every connected component of K that intersects
B(z, δ) is a line segment with length bigger than δ. Let Γ be the system of all
connected components of K intersecting B(z, δ). Then Γ is infinite since otherwise
K∩B(z, γ) = A∩B(z, γ), for some γ > 0, where A is the connected component ofK
containing z. But this would mean that K contains a line segment and is contained
in a line segment which is not possible due to the existence of ϕb. Moreover Γ
is closed in the Hausdorff metric. Therefore Γ has an accumulation point, which
means in particular that there are pairwise disjoint line segments Li = [xi, yi], L =
[x, y] ⊂ K, with |xi − yi| = |x − y| = δ and such that Li → L in the Hausdorff
metric.
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Put ci = xi+yi2 . Without loss of generality we can suppose that x = (− δ2 , 0) and
y = ( δ2 , 0). Then ci → (0, 0) as i → ∞. Choose p, q in a way that |cp|, |cq| < δ30 .
We can suppose that cq ∈ conv(L ∪ Lp). Define ρ := dist (cq, L ∪ Lp), let ri be
the similarity ratio of ϕi and r := maxi ri. Choose n ∈ N such that rndiamK < ρ
and find ω ∈ Σ∗k in a way that |ω| > n and such that cq ∈ ϕω(K). In particular,
this means that ϕω(L) ⊂ conv(L ∪ Lp). Now, on the one hand, for some k > 0,
the direction of the line segment ϕω ◦ ϕkb (L) is contained in [pi4 , 3pi4 ]. Let M be
the connected component of K containing ϕω(L) ◦ ϕkb (L). By Corollary 6.8, M
is a line segment (with direction in [pi4 ,
3pi
4 ]), and, by Lemma 5.4, the length of
M is bigger than δ (since ϕω(L) ◦ ϕkb (L) ∩ B(z, δ) 6= ∅). On the other hand,
ϕω ◦ ϕkb (L) ⊂ conv(L ∪ Lp). But this is not possible since in this case M would
intersect L or Lp. 
Corollary 6.11. Let K ⊂ R2 be a self-similar set satisfying OSC such that s0(K) <
dimM K < 2. Then all components of K are mutually parallel line segments or
singletons.
The following statement provides the last missing piece of the proof of Theo-
rem 6.1.
Proposition 6.12. Let K ⊂ R2 be a self-similar set satisfying OSC such that
s0(K) < dimM K < 2. Then K is locally 1-flat.
Proof. Fix some feasible open set O for K and find U ⊂ O and δ > 0 as in
Lemma 5.4. By Corollary 6.11, all components of K intersecting U are mutually
parallel line segments. Let v be a unit vector parallel to the direction of the com-
ponents of K and v⊥ be a unit vector orthogonal to v. Choose some x ∈ K ∩ U
and some 0 < ε < δ such that
C := [x, x+ εv⊥]× [x, x+ εv] ⊂ U−ε ⊂ O−ε.
Without loss of generality, we can suppose ε = 1, v = (0, 1) and x = (0, 0). Then
C = [0, 1] × [0, 1]. Define P0 := K ∩ ([0, 1] × {0}), P1 := K ∩ ([0, 1] × {1}) and
let P ⊂ R be the projection of P0 ∪ P1 onto the first coordinate. Note that P
is compact and totally disconnected since both P0 and P1 are (which is due to
Lemma 6.11). We are done if we prove that C ∩K = P × [0, 1], since in this case
the local 1-flatness of K follows from Proposition 4.3.
Suppose that this is not true. Then there is some p ∈ P such that the segment
Sp := {p}× [0, 1] is not completely contained in K. Since, by construction, Sp ∩K
is closed and nonempty, there are 0 ≤ a < b ≤ 1 such that
Sp ∩K ⊂ {p} × ([0, a] ∪ [b, 1]).
Fix some 0 < τ < b−a3 . Since K is closed, there is some γ > 0 (with γ < τ) such
that
Sq ∩K ⊂ {q} × ([0, a+ τ ] ∪ [b− τ, 1])
for every q ∈ [p− γ, p+ γ] ∩ [0, 1].
Since P is compact and totally disconnected, we can find c, d ∈ [p − γ, p + γ] ∩
[0, 1] ∩ P such that the open interval (c, d) is disjoint from P . Because c ∈ P and
by Lemma 5.4, the set ({c}× [0, 1])∩K is of the form {c}× ([0, ac]∪ [bc, 1]) (or with
possibly one of the intervals [0, ac] or [bc, 1] missing). Since c ∈ [p−γ, p+γ]∩ [0, 1],
we also have bc − ac > τ. Now, for every r ≤ ε0 := min{|c − d|/3, τ/3}, the set
∂Kr contains a quarter of a circle centered either at (c, ac) or (c, bc). To complete
the proof, observe that Proposition 5.2 (applied to B = C, β = 14 and ε0 as just
defined) together with Corollary 6.3 implies s0(K) ≥ dimM K, a contradiction to
the assumptions of Proposition 6.12. 
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Figure 4. Possible and impossible combinations of scaling expo-
nents s0, s1 for self-similar sets in R2 in the case s2 = 2 (Left) and
in the case s1 = s2 (Right). Grey shaded regions refer to combi-
nations confirmed to be impossible, white regions to combinations
that are still possible. The dotted lines refer to pairs of scaling
exponents for which sets are known.
7. Final Remarks
Summing up, we have shown that, although generically all the curvature scaling
exponents of a self-similar set coincide, there are nontrivial sets which do not show
such generic behaviour. We have demonstrated that nongeneric behaviour is closely
connected with the notion of local flatness – it is characteristic at least in dimensions
1 and 2.
Possible combinations of scaling exponents. In the introduction we have
raised the question, for which vectors (t0, . . . , td) ∈ Rd+1 there exists a self-similar
set K ⊂ Rd with sk(K) = tk for k = 0, . . . , d, which we will briefly address now.
First of all it should be noted that 0 ≤ dimMF ≤ d for any bounded set F ⊂ Rd,
implying that only for vectors with 0 ≤ td ≤ d such a set can exist. The same
constraints apply to td−1, as is transparent from the results in [24]. In fact, we
get a much stronger constraint from the fact (proved in [24]) that for any bounded
set F ⊂ Rd either sd−1(F ) = sd(F ) or λd(F ) > 0 (implying sd(F ) = d and
sd−1(F ) ≥ d− 1). Effectively, this reduces the problem by one dimension leaving
(subsets of) two hyperplanes of possible parameter vectors. Since, by definition,
sk ≥ 0 for all k, we have also the constraint tk ≥ 0. Imposing additionally the
curvature bound condition (1.4), leads to the constraint tk ≤ td for the parameter
vectors, cf. [32, Theorem 2.2]. In R2, for instance, all vectors of scaling exponents
must either be of the form (t0, D,D) with 0 ≤ t0 ≤ D and D ∈ [0, 2] or of the
form (t0, t1, 2) with 0 ≤ t0 ≤ 2 and t1 ∈ [1, 2]. Figure 4 illustrates, for self-similar
sets in R2, which combinations of scaling exponents may be possible and for which
combinations of scaling exponents some self-similar sets are known.
Note that for the sets in Example 3.1, the scaling vectors are of the form (t0, t0 +
1, t0 + 1) with t0 ∈ [0, 1] (that is they are all on one line in the above mentioned
triangle), while the sets in Example 3.2 are of the form (t0, t0, 2) with t0 ∈ [1, 2]
(that is, they are all on one line in the rectangle).
If the same questions are asked for the average scaling exponents ak(K), the
answers are exactly the same, if the (weaker) integrability condition (1.3) is imposed
instead of CBC (1.4).
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It is an open question, for which vectors within the spotted regions there exist
self-similar sets with those scaling exponents. It would in particular be good to
know, whether the relation s0 ≤ s1 ≤ . . . ≤ sd−1 holds in general. More specif-
ically, is it true that all locally 1-flat self-similar sets in R2 satisfy the equation
s1(K) = s0(K) + 1 that we found for the sets in Example 3.1? We hope that
further investigations will provide answers to these questions.
Scaling exponents of general sets. The following example shows that for general
sets in the plane we can expect a much wider behaviour than in the self-similar
setting. We prescribe the scaling exponents s0 and s1 (within a certain range) and
construct a set with exactly these exponents. This is much more than we were
able to do in the self-similar setting; in Example 3.1 we only constructed sets with
s1 − s0 = 1.
Example 7.1. Suppose that 2 > b ≥ a ≥ b − 1 > 0. Then there is a compact set
K = K(a, b) ⊂ R2 such that s0(K) = a and s1(K) = b(= s2(K)).
Proof. Fix a, b as above. Then there is a number q with 0 < q < 12 such that
2qb−1 = 1. For n ∈ N0 and each i ∈ N such that 2n ≤ i < 2n+1, define ri :=
qn(1 − 2q) and ti :=
⌊
q(b−a−1)n
1−2q
⌋
, where bxc denotes the integer part of a number
x ≥ 0. Then ri ≥ ri+1,
∑∞
i=1 ri = 1 and 1 ≤ ti ≤ 1ri . Set pi :=
∑i
k=1 rk and define
the set K = K(a, b) ⊂ R2 by
K =
⋃
i∈N
(
({pi−1} × [0, 1]) ∪
ti⋃
l=0
(
[pi−1, pi]×
{
l
ti
}))
∪ ({1} × [0, 1]) .
Geometrically, the set K is obtained by dividing the unit square into rectangles by
vertical line segments with distances ri (to control s1(K)) and then dividing each
of these rectangles into ti similar rectangles by adding horizontal line segments (to
control s0(K)).
Let εn = 12q
n(1− 2q) = ri2 . Then, for εn+1 ≤ ε < εn,
(7.1) Cvar0 (Kε) = 1 +
2n+1−1∑
k=1
tk
and, since Cvar1 (Kε) = C1(Kε) is half the boundary length of Kε,
(7.2) Cvar1 (Kε) = 2 + piε+
2n+1−1∑
k=1
(1 + tkrk)− 4ε
2n+1−1∑
k=1
tk.
Due to the definition of ti and by the summation formula for geometric series, there
are constants c1, c2 > 0 and c3, where c3 = 0 when a = b, such that
c1(2q
b−a−1)n ≥ 1 +
2n+1−1∑
k=1
ti ≥ c2(2qb−a−1)n − c32n.
Combining this with (7.1) and multiplying εa, we infer that there are constants
c′1, c
′
2 > 0 and c′3, where c′3 = 0 when a = b, such that
c′1q
an(2qb−a−1)n ≥ εaCvar0 (Kε) ≥ c′2qan(2qb−a−1)n − c′3(2qa)n.
Since 2qb−1 = 1 and either 0 < 2qa < 1 or c′3 = 0, we conclude that, for n sufficiently
large,
(7.3) c′1 ≥ εaCvar0 (Kε) ≥
c′2
2
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and therefore s0(K) = a. Similarly, using (7.1) and (7.2), there are constants
c4, c5 > 0 such that
c42
n ≥ Cvar1 (Kε) ≥ c52n − 4εCvar0 (Kε).
Using (7.3), we infer that there are c′4, c′5, c6 > 0 such that
c′4q
(b−1)n2n ≥ εb−1Cvar1 (Kε) ≥ c′5q(b−1)n2n − c6εb−a.
Since 2qb−1 = 1 and b− a > 0, we conclude that, for n sufficiently large,
c′4 ≥ εb−1Cvar1 (Kε) ≥
c′5
2
and therefore s1(K) = b. 
It is not difficult to see that in the example, the exponents sk can be replaced
by ak. It remains an interesting open question, whether there exist sets F ⊂ R2
such that a0(F ) > a1(F ). We believe this is not possible, however, up to now we
have not been able to prove this.
Compatible self-similar tilings. Given a self-similar IFS {ϕ1, . . . , ϕN} in Rd
satisfying the OSC and a feasible open set O, in [22] a tiling T = T (O) of the set
O is defined by setting G := O \Φ(O) (where Φ(A) := ⋃Nj=1 ϕj(A) for A ⊂ Rd) and
T := {ϕσ(G) : σ ∈ Σ∗N},
that is, the tiles of T are the iterates of the (open) set G, which is called the
generator of T . Whenever the set G is nonempty (which happens if and only if the
associated self-similar set F has no interior points, i.e., if dimM F = d), the family
T is a tiling of O in the sense that the tiles ϕσ(G) of T are pairwise disjoint and
the closure of their union equals the closure of O, i.e.
O =
⋃
R∈T
R,
see [22, Theorem 5.7]. Let F be the self-similar set associated to {ϕ1, . . . , ϕN}.
The self-similar tiling T is called compatible, if and only if ∂O ⊂ F . Compatibility
is equivalently characterized by the condition ∂G ⊂ F or by the equation
(Fε \ F ) = T−ε ∪ (Oε \O)(7.4)
for any (and thus all) ε > 0, see [22, Theorem 6.2]. Self-similar tilings have been
used as a tool to study the geometric properties of self-similar sets, in particular, to
obtain fractal tube formulas and to introduce complex dimensions for self-similar
sets in Rd, see e.g. [19, 16, 17]. These results have for instance been used in the
characterization of Minkowski measurability, see e.g. [18]. In view of equation (7.4),
compatibility allows to transfer results from tilings to the associated sets, and hence
to replace the study of self-similar sets by the study of self-similar tilings, which
turned out to be much easier in certain cases.
It is therefore an interesting question, to characterize those self-similar sets which
possess a compatible self-similar tiling. That is, given a self-similar set F (satisfying
OSC and dimM F < d), does there exist a feasible set O such that T (O) is a
compatible self-similar tiling? It is known from [22] that there exist self-similar
sets (e.g. the Koch curve) which do not possess a compatible tiling. In fact, it is
not difficult to see that a self-similar set F possesses no compatible tiling if the
complement of the set F is connected, see [22, Proposition 6.3]. Using an argument
from the proof of Theorem 5.3, we can strengthen this observation to an if-and-
only-if statement. A self-similar set F has a compatible tiling if and only if its
complement is not connected.
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Theorem 7.2. Let F be a self-similar set in Rd satisfying OSC and dimM F < d.
Then the set F possesses a compatible self-similar tiling T (of some suitable feasible
set O) if and only if F c is disconnected.
Proof. If F has a compatible tiling T (of some feasible set O), then its generator
G satisfies ∂G ⊂ F . Since F cannot cover the whole open set G, there must be
a connected component of F c contained in G which is bounded and thus not the
unbounded connected component of F c. Hence F c is disconnected, proving one
direction.
For the reverse implication, assume that F c is disconnected or, which is the
same, that F c has a bounded connected component B ⊂ F c. Let {ϕ1, . . . , ϕN} be
an IFS generating F and let O be an arbitrary strong feasible open set for F . By
the first part of the proof of Theorem 5.3, we can assume without loss of generality
that B ⊂ O. Using B we construct a new feasible open set U for F by setting
U :=
⋃
σ∈Σ∗N
ϕω(B).
Indeed, it is easily seen that ϕi(U) ⊂ U for i = 1, . . . , N . Moreover, since B ⊂ O
and thus ϕσ(B) ⊂ ϕσ(O) ⊂ O for any σ ∈ Σ∗N , we have U ⊂ O from which
ϕi(U) ∩ ϕj(U) = ∅ for i 6= j is transparent. Hence U is a feasible open set for F .
The generator of the associated tiling T (U) is U \ Φ(U) = B. Since ∂B ⊂ F , we
conclude that T (U) is compatible. Hence we have constructed a compatible tiling
for F , which completes the proof. 
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