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Abstract
Many statistical learning problems can be posed as minimization of a sum of two con-
vex functions, one typically a composition of non-smooth and linear functions. Examples
include regression under structured sparsity assumptions. Popular algorithms for solving
such problems, e.g., ADMM, often involve non-trivial optimization subproblems or smooth-
ing approximation. We consider two classes of primal-dual algorithms that do not incur
these difficulties, and unify them from a perspective of monotone operator theory. From this
unification we propose a continuum of preconditioned forward-backward operator splitting
algorithms amenable to parallel and distributed computing. For the entire region of conver-
gence of the whole continuum of algorithms, we establish its rates of convergence. For some
known instances of this continuum, our analysis closes the gap in theory. We further exploit
the unification to propose a continuum of accelerated algorithms. We show that the whole
continuum attains the theoretically optimal rate of convergence. The scalability of the pro-
posed algorithms, as well as their convergence behavior, is demonstrated up to 1.2 million
variables with a distributed implementation.
Keywords: monotone operator theory; non-smooth optimization; operator splitting; sparsity; dis-
tributed computing; GPU
∗To whom correspondences should be addressed. E-mail: wonj@stats.snu.ac.kr
1
ar
X
iv
:1
70
2.
06
23
4v
3 
 [s
tat
.M
L]
  1
9 J
un
 20
18
1 Introduction
Many statistical learning problems can be formulated as an optimization problem of the form
min
x∈Rp
f(x) + h(Kx), (1)
where K ∈ Rl×p, and both f and h are closed, proper, and convex. In this paper, we assume f is
differentiable and its gradient ∇f is Lipschitz continuous with modulus Lf ; h is not necessarily
smooth. Under this setting, we show how to solve (1) in a fashion that is easy to parallelize or
distribute on modern high-performance computing environment such as workstations equipped
with multiple graphics processing units (GPUs).
A pinnacle instance of (1) is high-dimensional penalized regression with structured sparsity:
min
x∈Rp
n∑
i=1
li(a
T
i x, bi) +H(Dx), (2)
with direct identification f(x) =
∑n
i=1 li(a
T
i x; bi), H(u) = h(u), and K = D, where the set
{(ai, bi) : ai ∈ Rp, bi ∈ R, i = 1, . . . , n} constitutes a training sample, li : R2 → R is the loss
function that may depend on the sample index, D ∈ Rl×p is the structure-inducing matrix, and H
is the penalty function, which is typically non-smooth. Loss functions with Lipschitz gradients
arise in many important problems: in linear regression we have f(x) = (1/2)‖Ax− b‖22 and the
gradient ∇f(x) = AT (Ax − b) is ‖ATA‖2-Lipschitz, where A = [a1, . . . , an]T denotes the data
matrix and ‖A‖2 is the standard operator norm with respect to the vector `2 norm ‖v‖2; in logistic
regression f(x) = −∑ni=1 (bi(aTi x) + log(1 + eaTi x)) has (1/4)‖ATA‖2-Lipschitz gradients.
Choosing the `1-penalty H(z) = λ‖z‖1 for some λ > 0 yields the generalized lasso (Tibshirani
and Taylor, 2011), which includes the fused lasso (Tibshirani et al., 2005) as a special case.
For the group lasso (Yuan and Lin, 2006) with G possibly overlapping groups, we can choose
H(y) = λ1‖y[1]‖q + · · ·+λG‖y[G]‖q for y = (yT[1], . . . , yT[G])T , where [g] ⊂ {1, 2, . . . , p} is a given
set of group indexes and y[g] ∈ R|[g]| for each g = 1, 2, . . . ,G; ‖ · ‖q denotes the `q norm with
q > 1. Now set D as a (|[1]|+ · · ·+ |[G]|)×p binary matrix with a single one (1) in each row; the
1 corresponds to the group membership. Then, H(Dx) = λ1‖x[1]‖q + · · ·+λG‖x[G]‖q as desired;
D has a column with more than a single nonzero entry if and only if there is an overlapping
group. Judicious choices of f , h, and K in (1) allow more flexibility in solving (2). In particular,
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non-smooth loss functions, such as the hinge loss, can also be handled. More complex penalty
functions such as the latent group lasso (Jacob, Obozinski, and Vert, 2009) are also allowed in (2)
(See Appendix A for details). Therefore ability to solve (1) efficiently provides a versatile tool
for many important statistical learning problems.
In spite of its importance, solving (1) is challenging because the non-separability of the non-
smooth part hampers use of efficient methods. If K = I and h is separable, e.g., h(y) = λ‖y‖1,
then the proximal gradient method (Combettes and Wajs, 2005) is arguably the method of choice,
which provides a simple gradient-descent-like iteration
xk+1 = arg min
x
f(xk) + 〈∇f(xk), x− xk〉+ 1
2t
‖x− xk‖22 + h(x) = proxth(xk − t∇f(xk))
for 0 < t < 2/Lf , where proxφ(z) := arg minz′∈Rn φ(z′) +
1
2
‖z′ − z‖22 is the proximity oper-
ator for a convex function φ; 〈u, v〉 denotes the standard inner product uTv. If h(y) = λ‖y‖1,
then proxth is an element-wise soft-thresholding operator (Beck and Teboulle, 2009). However,
for general K and other choices of h, e.g., group lasso, proximal gradient involves evaluating
proxth◦K(·), which is nontrivial even for tractable cases (Friedman et al., 2007; Liu, Yuan, and
Ye, 2010; Xin et al., 2014; Yu et al., 2015). While approximating h by a smooth function has been
considered (Nesterov, 2005; Chen et al., 2012), this approach introduces an additional smooth-
ing parameter that is difficult to choose in practice. The popular alternating directions method
of multipliers (ADMM; see, e.g., Boyd et al., 2010) can be applied to solve (1) as well, which
yields an iteration
xk+1 = arg min
x
f(x) + (t/2)‖Kx− x˜k + (1/t)yk‖22 (3a)
x˜k+1 = prox(1/t)h(Kx
k+1 + (1/t)yk) (3b)
yk+1 = yk + t(Kxk+1 − x˜k+1) (3c)
The x-update (3a) is an inner minimization subproblem and is potentially expensive to compute.
For example, if f is a loss function for a generalized linear model, then the corresponding update
involves solving a linear equation of the form (ATWA+ tKTK)x = r, W diagonal, iteratively.
While K is structured and known a priori, the data matrix A is hardly structured. A similar prob-
lem arises in medical imaging reconstruction problems, such as undersampled multi-coil MRI
reconstruction (Nien and Fessler, 2015) or sparse-view CT reconstruction (Sidky, Jørgensen, and
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Pan, 2012) using the total variation penalty (Rudin, Osher, and Fatemi, 1992; Goldstein and Os-
her, 2009). In this case the “measurement matrix” A is large and unstructured. Hence avoiding
inner minimization subproblem is crucial in both statistical learning and imaging problems where
the problem dimensions are ever increasing. Primal-dual hybrid gradient method (PDHG; Zhu
and Chan, 2008; Esser, Zhang, and Chan, 2010; Chambolle and Pock, 2011; He and Yuan, 2012;
Chambolle and Pock, 2016; Zhu, 2017) and linearized alternating directions method (LADM;
Lin, Liu, and Su, 2011) add an additional regularization term to (3a) in order to avoid the costly
inner minimization subproblem. However, these methods often involve evaluating proxf (·),
which may lead to another inner minimization subproblem in the presence of A.
The goal of this paper is to introduce to the statistical community a class of algorithms that
does require neither smoothing nor quadratic minimization. This class of algorithms only involve
evaluation of the gradient ∇f(x), matrix-vector multiplications and simple proximity operators.
Thus it is simple to implement and attractive for parallel and distributed computation. We begin
with introducing two known algorithms. One is due to Loris and Verhoeven (2011), later studied
by Chen, Huang, and Zhang (2013), and Drori, Sabach, and Teboulle (2015):
x˜k+1 = xk − τ (∇f(xk) +KTyk)
yk+1 = (1− ρk)yk + ρk proxσh∗(yk + σKx˜k+1)
xk+1 = (1− ρk)xk + ρk(x˜k+1 − τKT (yk+1 − yk)),
(Algorithm LV)
and the other is due to Condat (2013) and Vu˜ (2013):
x¯k+1 = xk − τ(∇f(xk) +KTyk)
x˜k+1 = 2xk+1 − x¯k+1
xk+1 = (1− ρk)xk + ρkx¯k+1
yk+1 = (1− ρk)yk + ρk proxσh∗(yk + σKx˜k+1),
(Algorithm CV)
where h∗(v) = supu∈Rl〈u, v〉 − h(u) is the convex conjugate of h. Choices of the sequence
{ρk} and the step size parameters (σ, τ) for convergence of these algorithms are discussed in
Section 2. As can be seen, the proximity operator employed by both algorithms depends only
on h∗ but not K. Moreover, proxσh∗(·) can be evaluated by using Moreau’s decomposition
proxσh∗(y) = y − σ proxσ−1h(σ−1y). Thus they are simple to implement and attractive for
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parallel and distributed computation as long as either proxh∗(·) or proxh(·) is simple (“prox-
imable”). Table 1 illustrates the proximity operators for popular choices of h. Once the condi-
tions for convergence is understood, the rate of convergence and acceleration of the algorithm are
the next interest.
In this regard, the contributions of this paper are as follows. First, we connect Algorithms LV
and CV from a perspective of monotone operator theory to show that they are essentially the same
preconditioned forward-backward splitting algorithm (see, e.g., Combettes and Wajs, 2005) shar-
ing a common preconditioner. Second, from this connection we propose a new, broader family
of preconditioners that generates an entire continuum of forward-backward algorithms. Third, by
a unified analysis, we show that this continuum of algorithms enjoys common ergodic and non-
ergodic rates of convergence over the entire region of convergence. Prior to our connection the
rates of the above two algorithms have been available under much more stringent conditions than
that for convergence; we close this gap. Fourth, we proceed further to accelerate the whole con-
tinuum of algorithms to achieve the theoretically optimal rate of convergence. Only an optimal
acceleration of Algorithm CV has been known (Chen, Lan, and Ouyang, 2014), and acceleration
of LV has remained an open problem. Finally, we demonstrate the scalability of the studied al-
gorithms by implementing them on a distributed computing environment in case that data do not
fit in the memory of a single device.
Organization. In Section 2, we examine the relation between Algorithms LV and CV and unify
them to propose a broader class of algorithms. The rates of convergence of this class of al-
gorithms is also analyzed. In Section 3, we develop an accelerated variant of the new class of
algorithms achieving the optimal rate. Its stochastic counterpart, also possessing the optimal rate,
is discussed in Section 4. Section 5 demonstrates the convergence behavior and scalability of the
new algorithms through their multi-GPU implementations. Discussion and conclusion follow
thereafter in Section 6. All the proofs of our results can be found in the supplementary material.
Notation. That a symmetric matrixM is positive (semi)definite is denoted byM  0 (M  0);
L M refers to L−M  0, etc. ForM  0, we define its associated inner product and norm by
〈x, x′〉M = 〈Mx, x′〉 and ‖x‖M =
√〈x, x〉M , respectively. For a symmetric matrixM , λmax(M)
and λmin(M) respectively denote the maximum and minimum eigenvalues.
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Table 1: Convex conjugates and proximity operators for selected choices of h. Function δS denotes the
indicator function for set S so that δS(u) = 0 if u ∈ S and δS(u) = +∞ otherwise; PS denotes the
projection onto set S, which is unique if S is closed and convex; σj(M) denotes the jth largest singular
value of matrix M . All min, max operations are elementwise. In `1,q-norm, 1/q + 1/s = 1.
Name h(y) h∗(z) proxh∗(z)
`1-norm λ‖y‖1 δB∞(z), B∞ = {z : ‖z‖∞ ≤ λ} min{max{z,−λ}, λ}
`2-norm λ‖y‖∞ δB2(z), B2 = {z : ‖z‖2 ≤ λ} PB2(z)
`∞-norm λ‖y‖∞ δB1(z), B1 = {z : ‖z‖1 ≤ λ} PB1(z)
`1,q-norm
∑G
g=1 λg‖y[g]‖q δB1s×···×BGs (z), Bgs = {z : ‖z[g]‖s ≤ λg}
(
PB1s (z[1]), . . . , PBGs (z[G])
)
nuclear norm λ
∑rank(Y )
i=1 σi(Y ) δB∗(Z), B∗ = {Z : ‖Z‖2 ≤ λ} U min{Σ, λI}V T , Z = UΣV T
hinge loss
∑l
i=1 max{1− yi, 0}
∑l
i=1
(
zi − δ[0,1](−zi)
)
min{z + 1,max{z, 1}}
2 Unification
In this section we provide a unified treatment to Algorithms LV and CV from the perspective of
monotone operator theory. For a brief summary of monotone operator theory, see Appendix C.
2.1 Relation between Algorithms LV and CV
It can be shown that both Algorithms LV and CV are instances of preconditioned forward-
backward splitting. To be specific, note the first-order optimality condition for (1) is given by
0 = ∇f(x?) +KTy?, (4a)
y? ∈ ∂h(Kx?). (4b)
where ∂h(y) = {g ∈ Rl : h(y′) ≥ h(y) + 〈g, y′ − y〉, ∀y′ ∈ Rl} is the subdifferential of the
convex function h at y, which is a set-valued operator. Since h is closed and proper, condition (4b)
is equivalent to Kx? ∈ (∂h)−1(y?) = ∂h∗(y?) (Bertsekas, 2009), thus (4) can be equivalently
written as an inclusion problem0
0
 ∈
∇f KT
−K ∂h∗
x?
y?
 =: T (z?), z? = (x?, y?). (5)
Under a mild condition (Bauschke and Combettes, 2011, Theorem 19.1 and Proposition 19.18);
see also Condat (2013), (5) has a solution. If (x?, y?) is solution, then it is a saddle point for the
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saddle point formulation of (1):
min
x∈Rp
max
y∈Rl
L(x, y) (6)
where L(x, y) = f(x) + 〈Kx, y〉 − h∗(y) is the saddle function. Also the strong duality holds:
x? is a primal solution to (1), and y? is a solution to the associated dual
max
y∈Y
(−f ∗(−KTy)− h∗(y))
(Bauschke and Combettes, 2011, Theorem 19.1 and Proposition 19.18); see also Condat (2013).
In the sequel, we assume that (5) has a solution.
The set-valued operator T is split into T = F +G, where
F =
 0 KT
−K ∂h∗
 and G =
∇f 0
0 0
 . (7)
The operator F is maximally monotone and G is 1/Lf -cocoercive (Bauschke and Combettes,
2011). A preconditioned forward-backward splitting for solving (5) is
z˜k = (I +M−1F )−1(I −M−1G)(zk)
zk+1 = (1− ρk)zk + ρkz˜k,
(8)
for zk = (xk, yk), z˜k = (x˜k, y˜k), and M  0. If the modulus of cocoercivity of M−1G denoted
by γ (cocoercivity of G is preserved; see Davis, 2015), then (8) converges if γ > 1/2 and for
a sequence {ρk} ⊂ [0, δ] such that
∑∞
k=0 ρk(δ − ρk) = ∞ with δ = 2 − 1/(2γ). Note ρk ≡ 1
is allowed which yields a simple iteration zk+1 = (I + M−1F )−1(I −M−1G)zk. The inverse
operator (I +M−1F )−1 is single-valued due to maximal monotonicity of M−1F (Bauschke and
Combettes, 2011, Theorems 25.8 and 24.5). (For instance, (I+∂φ)−1(z) = arg minz′∈Rn φ(z′)+
1
2
‖z′ − z‖22 = proxφ(z).) In particular, the preconditioners for Algorithms LV and CV are
respectively given by Combettes et al. (2014), Condat (2013), and Vu˜ (2013):
M = MLV :=
 1τ I
1
σ
I − τKKT
 and M = MCV :=
 1τ I −KT
−K 1
σ
I
 .
Now we are ready to see that Algorithms LV and CV are essentially the same algorithm. The
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“LDL” decomposition of MCV reveals that
MCV =
 I
−τK I
 1τ I
1
σ
I − τKKT
I −τKT
I
 = LMLVLT . (9)
It is clear both MLV and MCV are positive definite if and only if 1/(τσ) > ‖K‖22. Also it is easy
to see that Algorithm CV, i.e., (8) with M = MCV, is equivalent to
LT zk+1 = (1− ρk)LT zk + ρk(I +M−1LV F˜ )−1(I −M−1LV G˜)(LT zk), (10)
where F˜ = L−1FL−T and G˜ = L−1GL−T . Letting w = LT z, we see that Algorithm CV is
in fact Algorithm LV applied to the linearly transformed variable w by splitting the similarly
transformed operator L−1TL−T into F˜ and G˜. The cocoercivity constant of M−1LV G˜ is found by
the following proposition.
Proposition 1. M−1LV G˜ is (1/τ − σ‖K‖22)/Lf -cocoercive with respect to ‖ · ‖MLV .
Thus from the discussion below (8) we have γ = (1/τ − σ‖K‖22)/Lf and δ = 2 − Lf2 ·
1
1/τ−σ‖K‖22 . Then Algorithm CV converges if
1
τ
>
Lf
2
and
(
1
τ
− Lf
2
)
1
σ
> ‖K‖22 (11)
With respect to the untransformed sequence {zk}, observe thatM−1CVG is also (1/τ−σ‖K‖22)/Lf -
cocoercive (with respect to ‖ · ‖MCV). In light of (10), it is natural to measure convergence using
the metric ‖LT · ‖MLV , and this metric coincides with ‖ · ‖MCV . On the other hand, it is easy to see
M−1LV G is 1/(τLf )-cocoercive with respect to ‖ · ‖MLV , hence Algorithm LV has γ = 1/(τLf ) and
δ = 2− τLf/2. It converges if
1/τ > Lf/2 and 1/(τσ) > ‖K‖22. (12)
Both (11) and (12) recover the known convergence regions in the literature (Condat, 2013; Chen,
Huang, and Zhang, 2013).
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2.2 Unified algorithm class
The relation between the two algorithms suggests a more general family of preconditioners,
namely
M = L˜MLVL˜
T =
 1τ I CT
C 1
σ
I + τ(CCT −KKT )
 , (13)
where L˜ replaces (2, 1) block of L in (9) by τC. In particular, if CKT = KCT , then (8) yields
the following iteration (for simplicity we set ρk ≡ 1):
yk+1 = proxσh∗(σKx
k + στ(C −K)∇f(xk) + (I + στK(C −K)T )yk)
xk+1 = xk − τ(∇f(xk)− CTyk + (C +K)Tyk+1).
(14)
Condition CKT = KCT is satisfied if and only if C = USΣ−1V T + NV¯ T , where U , V , and Σ
are from the reduced singular value decomposition of K = UΣV T so that Σ is an r × r positive
diagonal matrix where r = rank(K); V¯ is such that V˜ = [V, V¯ ] is orthogonal; S is symmetric,
and N is arbitrary. A simple choice is S = κΣ2 for some κ ∈ R and N = 0, yielding C = κK.
Choosing κ = 0 and −1 respectively recovers Algorithms LV and CV; for κ = 1, we have
yk+1 = proxσh∗(σKx
k + yk)
xk+1 = xk − τ∇f(xk)− τKT (2yk+1 − yk),
which is the dual version of Algorithm CV (Condat, 2013, Algorithm 3.2). Another choice is to
set S = ±Σ2 and N so that NNT is diagonal. In this case CCT −KKT reduces to a diagonal
matrix, C = [K¯,N ]V˜ where K¯ is the first r columns of KV˜ . If the eigenspace of KTK is
well-known and multiplication with V¯ can be computed fast, e.g., the discrete cosine transform
matrix for the fused lasso on a regular grid (Lee et al., 2017), this choice can be useful.
2.3 Convergence analysis
Region of convergence
A condition for (8) with general M to converge is
M 
Lf2 I
0
 , (15)
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which follows from Theorem 2 and Proposition 3 later in this section. Thus with M in (13) the
following region of convergence is obtained.
Proposition 2. Algorithm (14) converges for (σ, τ) such that
1
τ
>
Lf
2
and
(
1
τ
− Lf
2
)(
1
σ
− τ‖K‖22
)
>
τLf
2
‖C‖22. (16)
Note that (16) reduces to (12) for Algorithm LV and to (11) for CV. In general for C = κK,
κ ∈ [−1, 1], the region of convergence shrinks gradually from |κ| = 0 (LV) to 1 (CV); see Figure
1. This extends the observation made in Section 2.1 regarding convergence conditions (12) and
(11) to a continuum of algorithms between LV and CV.
Figure 1: Region of convergence in (1/σ, 1/τ). Boundaries correspond to |κ| = 0, 0.25, 0.5, 0.75, 1.
Remark 1. Condat (2013) also considers an extension of (1), which minimizes the three-function
sum f(x)+g(x)+h(Kx), with g convex closed proper (not necessarily smooth). In this case, the
second term of the first line of Algorithm CV is replaced by proxτg(x
k − τ(∇f(xk) + KTyk)).
We call this extension Algorithm CV+. This algorithm is still a preconditioned forward-backward
splitting one with preconditionerMCV, where the zero in the (1,1) block of operator F is replaced
by ∂g, and converges under (11). For this extended F , (14) generates a feasible algorithm only
when C = ±K, i.e., Algorithm CV+ or its dual. Nevertheless, for Algorithm LV, there is a
three-function extension (Chen, Huang, and Zhang, 2016).
Rates of convergence
We now analyze the rates of convergence of the preconditioned forward-backward splitting al-
gorithm (8) for the preconditioner matrices M of (13). A pre-duality gap function G(z˜, z) :=
L(x˜, y) − L(x, y˜), where z = (x, y) and z˜ = (x˜, y˜), is used to measure the convergence of
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the objective value, because the duality gap G?(z˜) := supz∈Z G(z˜, z), Z ⊂ Rp × Rl, guar-
antees that the pair z˜ = (x˜, y˜) is a primal-dual solution to (6) if G?(z˜) ≤ 0. The rate of
convergence of a gap function is typically analyzed in terms of an averaged solution sequence
z¯N =
∑N
k=0 αkz
k/
∑N
k=0 αk for some positive sequence {αk}, yielding an ergodic rate. Ergodic
rates are widely studied in the literature (Loris and Verhoeven, 2011; Chen, Huang, and Zhang,
2013; Bot¸ and Csetnek, 2015; Chambolle and Pock, 2011; Chambolle and Pock, 2016), partly
due to ease of analysis. Sometimes the unaveraged (last) solution sequence {zk} or {z˜k} is pre-
ferred as it tends to preserve the desired structural properties better than the ergodic counterpart.
Analysis based on the unaveraged sequence yields the non-ergodic rate (Davis, 2015).
First we establish an O(1/N) ergodic convergence rate of the pre-duality gap evaluated for
an average of the first N terms of the sequence {(x˜k, y˜k)}:
Theorem 1. In iteration (8), let µ be a constant such that ‖(x, 0)‖2M−1 ≤ (1/µ)‖x‖22, for all
x ∈ Rp. Let α = (2µ)/(4µ−Lf ) and denote zk = (xk, yk), z˜k = (x˜k, y˜k). Define z¯N = (x¯N , y¯N)
with x¯N =
∑N
k=0 ρkx˜
k/
∑N
k=0 ρk and y¯
N =
∑N
k=0 ρky˜
k/
∑N
k=0 ρk. Also let ρ¯ = supk≥0 ρk. If
µ > Lf/2 and {ρk} is chosen so that 0 < ρk < 1/α for all k, then the following holds for all
z = (x, y) ∈ Rp × Rl:
G(z¯N , z) ≤ 1
2
∑N
k=0 ρk
(
‖z0 − z‖2M + αLf(1−αρ¯)λmin(M)‖z0 − z?‖2M
)
,
where z? = (x?, y?) is a solution to (6).
The key observation in proving Theorem 1 is the following lemma, also used in the proof of
Theorem 2.
Lemma 1. For ρ ∈ (0, 2), consider a relation z+ = (I + M−1F )−1(I − M−1G)z−, zρ =
(1− ρ)z− + ρz+. Write zρ = (xρ, yρ), z+ = (x+, y+), z− = (x−, y−), all in Rp × Rl. Then,
2ρ G(z+, z) ≤ ‖z−−z‖2M−‖zρ−z‖2M+(1−2/ρ)‖z−−zρ‖2M+(Lf/ρ)‖x−−xρ‖22, ∀z = (x, y).
Now let F(x) = f(x)+h(Kx) be the primal objective function andF? be the primal optimal
value. For an important class of penalty functions h including those for the generalized and group
lasso, the following rate for primal suboptimality holds.
11
Corollary 1. Assume the conditions for Theorem 1. If dom(h) = Rl, i.e., h does not take the
value +∞, then there exists a constant C1 independent of N such that for all N ,
0 ≤ F(x¯N)−F? ≤ C1/(
∑N
k=0 ρk).
Thus if {ρk} is chosen so that infk≥0 ρk > 0, we obtain O(1/N) convergence of the primal
suboptimality.
The following theorem establishes the non-ergodic counterpart of Theorem 1.
Theorem 2. For some ν > Lf/2 and  > 0, suppose M in iteration (8) satisfies
M 
νI
I
 (17)
Let α = 2ν/(4ν − Lf ) and write zk = (xk, yk), z˜k = (x˜k, y˜k). If {ρk} is chosen so that
0 < ρk < 1/α for all k and τ = infk≥0 ρk(1− αρk) > 0, then the following holds:
G(z˜k, z) ≤ ‖z0 − z?‖M(‖z0 − z?‖M + ‖z? − z‖M)/(
√
τ(k + 1)), ∀z = (x, y) ∈ Rp × Rl,
and additionally, G(z˜k, z) = o(1/√k + 1). Furthermore, if dom(h) = Rl, then there exists a
constant C2 independent of k such that 0 ≤ F(x˜k) − F? ≤ C2/
√
k + 1 for all k and F(x˜k) −
F? = o(1/√k + 1).
Remark 2. The little-o result suggests that the non-asymptotic upper bound of the gap function
may be conservative and the gap may diminish faster than the 1/
√
k + 1 rate. The outcomes of
the numerical experiments in Section 5 also suggest that the bound is not tight.
Closing the gap
Here we describe how our results close the gap in the literature between the conditions for conver-
gence and those for the rate. The following fact helps understanding the conditions for Theorems
1 and 2:
Proposition 3. For M  0 and a given Lf > 0, the following are equivalent.
1. For all x ∈ Rp, there exists µ > Lf/2 such that ‖(x, 0)‖2M−1 ≤ (1/µ)‖x‖22.
2. The condition (15) holds.
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3. There exist ν > Lf/2 and  > 0 such that M 
νI
I
 .
That is, the conditions for Theorems 1 and 2 are both equivalent to (15). This implies that
the rates of convergence results in this section hold for M in (13) satisfying (16). Thus, for the
entire range of (σ, τ) for which (14) converges, we have established an O(1/N) ergodic and an
o(1/
√
k + 1) non-ergodic convergence rates for the objective values.
For Algorithm LV (M = MLV), Loris and Verhoeven (2011) obtain an O(1/N) ergodic
convergence rate for f(x) = 1
2
‖Ax − b‖22. For general f , Chen, Huang, and Zhang (2013) show
that Algorithm LV converges under (12), but the rate is given only for strongly convex f and
full row rank K. This special case is not very interesting in statistical learning applications in
which f is almost always not strongly convex. To the best of our knowledge, our result for
the rates of convergence for Algorithm LV and its variants (including the optimal accelerated
one in the next subsection) without this impractical assumption is novel. For Algorithm CV
(M = MCV), our result extends the region of parameters for which ergodic converge rate is
known from (1/τ − σ‖K‖2)/Lf ≥ 1 (Chambolle and Pock, 2016, Theorems 1 and 2) to the full
range (1/τ − σ‖K‖2)/Lf ≥ 1/2 of (11). Therefore we close the gap between the conditions for
convergence and those for the rate.
Remark 3. An inspection of the proof of Lemma 1 asserts that the results of this section also
holds for the extended F (see Remark 1). Thus we close the gap for Algorithm CV+, the three-
function extension, as well.
Remark 4. Davis (2015, Proposition 5.3) analyzes both ergodic and non-ergodic rates for gen-
eral F and G, under the condition M  λI for some λ > 0. When applied to (8), this analysis
results in a convergence region smaller than that is allowed by (15). Here we exploit the special
structure of G in (7).
3 Optimal acceleration
It is well known that first-order methods can be accelerated by introducing some “inertia” (Nes-
terov, 2004; Beck and Teboulle, 2009; Chen et al., 2012). For the saddle-point problem of the
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form (6), the optimal rate of convergence is known to beO(Lf/N2+‖K‖2/N) in terms of the du-
ality gap G?, where N is the total number of iterations (Nesterov, 2005; Chen, Lan, and Ouyang,
2014). A natural question arises regarding whether the same optimal rate can be attained for the
entire continuum (14) of algorithms. In this section, we show that the answer is affirmative.
3.1 Algorithms
Chen, Lan, and Ouyang (2014) devise an accelerated variant of Algorithm CV that achieves the
theoretically optimal rate of convergence O(Lf/N2 + ‖K‖2/N), where N is the total number of
iterations:
x¯k = x˜k + θk(x˜
k − x˜k−1) (18a)
xkmd = (1− ρk)xk + ρkx˜k (18b)
y˜k+1 = proxσkh∗(y˜ + σkKx¯
k) (18c)
x˜k+1 = x˜k − τk(∇f(xkmd) +KT y˜k+1) (18d)
xk+1 = (1− ρk)xk + ρkx˜k+1 (18e)
yk+1 = (1− ρk)yk + ρky˜k+1. (18f)
Note an extrapolation step (18a) with a parameter θk, and a “middle” relaxation step (18b) are
introduced. For (14), we consider the following generalization:
u¯k = Kx˜k − θkA(x˜k − x˜k−1) (19a)
v¯k = KT y˜k + θk
(
τ−1k τk−1(K +B)
T −BT ) (y˜k − y˜k−1) (19b)
xkmd = (1− ρk)xk + ρkx˜k (19c)
u˜k+1 = u¯k − τk(K + A)(∇f(xkmd) + v¯k) (19d)
y˜k+1 = proxσkh∗(y˜
k + σku˜
k+1) (19e)
v˜k+1 = KT y˜k+1 +BT (y˜k+1 − y˜k)− θkBT (y˜k − y˜k−1) (19f)
x˜k+1 = x˜k − τk(∇f(xkmd) + v˜k+1) (19g)
xk+1 = (1− ρk)xk + ρkx˜k+1 (19h)
yk+1 = (1− ρk)yk + ρky˜k+1. (19i)
14
Step sizes (σk, τk) are allowed to depend on the iteration count k. This algorithm reduces to (14)
(hence to Algorithms LV, CV, and in between) if A = −C, B = C, ρk ≡ 1, θk ≡ 0, σk ≡ σ,
and τk ≡ τ , and to Chen, Lan, and Ouyang (2014) for A = −K and B = 0. The optimal rate
of convergence of (19) is established in Section 3.2. In particular, the optimal acceleration of
Algorithm LV is new.
3.2 Convergence analysis
We first consider the case in which the bounds for {xk}, {yk} is known a priori. In this case we
can assume that the search space is Z = X × Y , where X ⊂ Rp, Y ⊂ Rl are both closed and
bounded. Under this assumption, we have the following bound for the duality gap:
Theorem 3. Let {zk} = {(xk, yk)} be the sequence generated by (19). Assume for some ΩX ,
ΩY > 0,
supx,x′∈X ‖x− x′‖22 ≤ 2Ω2X , supy,y′∈Y ‖y − y′‖22 ≤ 2Ω2Y , (20)
and the parameter sequences {ρk}, {θk}, {τk}, and {σk} satisfy ρ1 = 1 and
ρ−1k+1 − 1 = ρ−1k θk+1, (21a)
1− q
τk
− Lfρk − 1
r
‖A‖22σk ≥ 0, (21b)
1− r
σk
− τk
(
2‖K + A‖2‖K +B‖2 + 1
q
‖B‖22
)
≥ 0 (21c)
for some q ∈ (0, 1), r ∈ (0, 1). Further suppose that
0 < θk ≤ min(τk−1/τk, σk−1/σk),max(τk−1/τk, σk−1/σk) ≤ 1. (22)
Then for all k ≥ 1,
G?(zk+1) ≤ ρk
τk
Ω2X +
ρk
σk
Ω2Y . (23)
For the following choice of the algorithm parameters, we obtain the claimed optimal conver-
gence rate.
Corollary 2. If ‖A‖2 ≤ a‖K‖2, ‖B‖2 ≤ b‖K‖2, ‖K+A‖2 ≤ c‖K‖2, and ‖K+B‖2 ≤ d‖K‖2
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for some a, b, c, and d > 0, and the parameters are set to
ρk =
2
k+1
, θk =
k−1
k
, τk =
k
2PLf+kQ‖K‖2ΩY /ΩX , σk =
ΩY
‖K‖2ΩX ,where (24)
P = 1
1−q and Q = max
{
1
(1−q)ra
2, 1
1−r (2cd+ b
2/q)
}
, (25)
then
G?(zk) ≤ 4PΩ2X
k(k−1)Lf +
2ΩXΩY (Q+1)
k
‖K‖2, ∀k ≥ 2. (26)
Remark 5. For A = −K, B = 0, (21) recovers the condition for Chen, Lan, and Ouyang
(2014, Theorem 2.1) by putting r → 1 and q → 0. For A = −κK = −B, we obtain (1 −
|κ|q)/τk ≥ Lfρk+ |κ|‖K‖22σk/r and (1−|κ|r)/σk ≥ ‖K‖22τk (2(1− κ2) + |κ|/q). In particular
for Algorithm LV (κ = 0), we have 1/τk ≥ Lfρk and 1/(τkσk) ≥ 2‖K‖22 regardless of q and r;
this condition resembles (12).
Now suppose the bounds for {xk}, {yk} are unavailable. In this case the duality gap supz∈Z G(z˜, z),
Z = Rp × Rl, may be unbounded above. Instead, we define a perturbed gap function:
G˜(z˜, v) := sup
z∈Z
G(z˜, z)− 〈v, z˜ − z〉. (27)
There always exists a perturbation vector v such that (27) is finite (Monteiro and Svaiter, 2011).
Thus we want to find a sequence of perturbation vectors {vk} that makes G˜(z˜k, vk) small.
Theorem 4. Suppose that {zk} = {(xk, yk)} are generated by Algorithm (19). If the parameter
sequences {ρk}, {θk}, {τk}, and {σk} satisfy (21) and
θk = τk−1/τk = σk−1/σk ≤ 1 (28)
for some 0 < q < 1, 0 < r < 1/2. Then there exists a vector vk+1 such that for any k ≥ 1,
G˜(zk+1, vk+1) ≤ ρk
τk
(
2 + q
1−q +
2r+1
1−2r
)
R2 =: k+1, and (29)
‖vk+1‖2 ≤
(
ρk
τk
‖xˆ− x˜1‖2 + ρkσk ‖yˆ − y˜1‖2
)
(30)
+
(
ρk
τk
(µ+ τ1
σ1
ν) + 2ρk(µ‖A‖2 + ν‖B‖2) + 2τkρkν‖K + A‖2‖K +B‖2
)
R,
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where (xˆ, yˆ) is a pair of solutions to problem (6), and
R =
√
‖xˆ− x˜1‖22 + τ1σ1‖yˆ − y˜1‖22, µ =
√
1
1−q , ν =
√
2σ1
τ1(1−2r) . (31)
For the following choice of the algorithm parameters, we obtain the claimed optimal conver-
gence rate.
Corollary 3. If ‖A‖2 ≤ a‖K‖2, ‖B‖2 ≤ b‖K‖2, ‖K+A‖2 ≤ c‖K‖2, and ‖K+B‖2 ≤ d‖K‖2
for some a, b, c, d > 0, N is given, and the parameters are set to
ρk =
2
k+1
, θk =
k−1
k
, τk =
k
2PLf+QN‖K‖2 , σk =
k
N‖K‖2 , where (32)
P = 1
1−q , Q = max
{
a2
(1−q)r ,
2cd+b2/q
1−r , 1
}
, (33)
then
N+1 ≤
(
4PLf
N2
+ 2Q‖K‖2
N
) [
2 + q
1−q +
r+1/2
1/2−r
]
R2, and (34)
‖vN+1‖2 ≤ 4PLfN2
[
(‖xˆ− x˜1‖2 + ‖yˆ − y˜1‖2) +R
(
µ+ τ1
σ1
ν
)]
(35)
+ ‖K‖2
N
[
2Q
(
(‖xˆ− x˜1‖2 + ‖yˆ − y˜1‖2) +R
(
µ+ τ1
σ1
ν
))
+ 4R(aµ+ bν) + 4Rcdν
Q
]
.
This result can be interpreted as follows. Theorem 4 and Corollary 3 state that for every pair
of positive scalars (ρ, ε), Algorithm (19) generates (vN , N) such that ‖vN‖ ≤ ρ and N ≤ ε
(see (29), (30), (34), and (35)) for a sufficiently large N . The associated pair (xN , yN) is called
a (ρ, ε)-saddle point of the unperturbed saddle point problem (6) (Monteiro and Svaiter, 2011,
Definition 3.10). With this notion, the following proposition can be stated.
Proposition 4. Under the assumptions of Theorem 4 and Corollary 3, there exists a vector wN =
(wNx , w
N
y ) such that w
N ∈ TN (xN , yN) and ‖wN‖ ≤ ρ+
√
4Lε for some constant L > 0, where
Tε =
∇f KT
−K ∂εh∗
 .
Here, ∂εh∗ is the ε-subgradient of h∗ defined as ∂εh∗(y) = {g : h∗(y′) ≥ h∗(y) + 〈y′ − y, g〉 −
ε,∀y′ ∈ Rl}, ∀y ∈ Rl.
The condition wN ∈ TN (xN , yN) in Proposition 4 can be written as the following two in-
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equalities
0 ≥ −〈∇f(xN) +KTyN , x− xN〉+ 〈wNx , x− xN〉 − N , ∀x, (36a)
h∗(y) ≥ h∗(yN) + 〈KxN , y − yN〉+ 〈wNy , y − yN〉 − N , ∀y. (36b)
Comparing with the optimality conditions (4) for the unperturbed saddle point problem (6):
0 ≥ −〈∇f(x?) +KTy?, x− x?〉, ∀x,
h∗(y) ≥ h∗(y?) + 〈Kx?, y − y?〉, ∀y,
we see that the sum of the last two terms in each right-hand side of (36a) and (36b) is the error
of the approximate solution (xN , yN). Indeed, in the unit ball centered at (xN , yN), each error is
bounded by ρ+
√
4Lε+ ε, which can be made arbitrarily small since the choice of (ρ, ε) is free.
In this sense, for large N , (xN , yN) is a “nearly optimal” primal-dual solution.
4 Stochastic optimal acceleration
4.1 Algorithm
In large-scale (“big data”) applications, it is often the case that even the first-order information on
the objective of (1) or (6) cannot be obtained exactly. Such settings can be modeled by a stochas-
tic oracle, which provides unbiased estimators of the first-order information. To be precise, at
the k-th iteration suppose the oracle returns the stochastic gradient (Fˆ(x˜k), Kˆx(x˜k), Kˆy(y˜k)) in-
dependently from the previous iteration, such that
E[Fˆ(x˜k)] = ∇f(x˜k), E
−Kˆx(x˜k)
Kˆy(y˜k)
 =
−Kx˜k
KT y˜k
 ,
E[Aˆ(x˜k)] = Ax˜k, and E[Bˆ(y˜k)] = BT y˜k.
(37)
We further assume that the variance of these estimators are uniformly bounded, i.e.,
E[‖Fˆ(x˜k)−∇f(x˜k)‖2] ≤ χ2x,f , E[‖Kˆx(x˜k)−Kx˜k‖2] ≤ χ2y, E[‖Kˆy(y˜k)−KT y˜k‖2] ≤ χ2x,K ,
E[‖Aˆ(x˜k)− Ax˜k‖2] ≤ χ2A and E[‖Bˆ(y˜k)−BT y˜k‖2] ≤ χ2B.
(38)
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For notational convenience, we define χx :=
√
χ2x,f + χ
2
x,K .
We consider the following stochastic variant of (19):
uk = Kˆx(x˜k)− θkAˆ(x˜k − x˜k−1)
vk = Kˆy(y˜k + θkτk−1
τk
) + Bˆ
((
τk−1
τk
− 1
)
(y˜k − y˜k−1)
)
x˜kmd = (1− ρk)xk + ρkx˜k
u˜k+1 = uk − τk(Kˆx + Aˆ)(Fˆ(x˜kmd) + vk)
y˜k+1 = proxσkh∗(y˜
k + σku˜
k+1)
v˜k+1 = Kˆy(y˜k+1) + Bˆ(y˜k+1 − y˜k − θk(y˜k − y˜k−1))
x˜k+1 = x˜k − τk(Fˆ(x˜kmd) + v˜k+1)
xk+1 = (1− ρk)xk + ρkx˜k+1
yk+1 = (1− ρk)yk + ρky˜k+1,
(39)
which can be considered a generalization of the stochastic variant of (18) by Chen, Lan, and
Ouyang (2014). The optimal rate of convergence of solving (6) stochastically is known to be
O
(
Lf
N2
+ ‖K‖2
N
+ χx+χy√
N
)
in terms of the expected duality gap E[G?] (Chen, Lan, and Ouyang,
2014). In the sequel, we show that Algorithm (39) achieves this rate.
4.2 Convergence analysis
We obtain the following results for Algorithm (39) when Z is bounded. Note part (ii) of Theorem
5 is strengthened under the tail assumption
E
[
exp(‖∇f(x)− Fˆ(x)‖2/χ2x,f )
]
≤ exp(1)
E
[
exp(‖Kx− Kˆx(x)‖2/χ2y)
]
≤ exp(1)
E
[
exp(‖KTy − Kˆy(y)‖2/χ2x,K)
]
≤ exp(1).
(40)
Observe that (40) implies (38) by Jensen’s inequality.
Theorem 5. Assume that (20) holds, for some ΩX , ΩY > 0. Also suppose that for all k ≥ 1, the
parameters ρk, θk, τk, and σk in (39) satisfy (21a), (22),
s− q
τk
− Lfρk − ‖A‖
2
2σk
r
≥ 0, (41a)
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t− r
σk
− τk
(
2‖K + A‖2‖K +B‖2 + ‖B‖
2
2
q
)
≥ 0 (41b)
for some q, r, s, t ∈ (0, 1). Then the following holds.
(i) Under (38), we have E[G?(zk+1)] ≤ Q0(k) for all k ≥ 1, where
Q0(k) := ρk
γk
(
2γk
τk
Ω2X +
2γk
σk
Ω2Y
)
+
ρk
2γk
k∑
i=1
(
(2− s)τiγi
1− s (χ
2
x + χ
2
B) +
(2− t)σiγi
1− t (χ
2
y + χ
2
A + τ
2
k‖K + A‖22(χ2x + χ2B))
)
(ii) Suppose A = −K and B = bK, then under the assumption (40), we have
Pr(G?(zk+1) > Q′0(k) + λQ1(k)) ≤ 3 exp(−λ2/3) + 3 exp(−λ),
for all λ > 0 and t ≥ 1, where
Q′0(k) :=
ρk
γk
(
2γk
τk
Ω2X +
2γk
σk
Ω2Y ) +
ρk
2γk
k∑
i=1
(
(2− s)τiγi
1− s χ
2
x +
(2− t)σiγi
1− t χ
2
y),
Q1(k) := ρk
γk
(
√
2χxΩX + χyΩY )
√√√√2 k∑
i=1
γ2i +
ρk
2γk
k∑
i=1
(
(2− s)τiγi
1− s χ
2
x +
(2− t)σiγi
1− t χ
2
y).
Corollary 4. Assume condition (20) holds. In Algorithm (39), if N ≥ 1 is given, A = −K,
‖B‖2 ≤ b‖K‖2, and the parameters are set to
ρk =
2
k + 1
, θk =
k − 1
k
, τk =
ΩXk
2PLfΩX +Q‖K‖2ΩY (N − 1) + χxN
√
N − 1 , (42)
σk =
ΩY k
‖K‖2ΩX(N − 1) + χyN
√
N − 1
where P and Q satisfies
P =
1
s− q , Q ≥ max
{
1
r(s− q) ,
b2/q
t− r
}
, (43)
the following holds.
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(i) Under assumption (38), we have E[G?(zN)] ≤ C0(N), where
C0(N) = 8PLfΩ
2
X
N(N − 1) +
4‖K‖2ΩXΩY (Q+ 1)
N
+
4χxΩX + 4χyΩY√
N − 1
+
(2− r)ΩXχx
3(1− r)√N − 1 +
(2− s)ΩY χy
3(1− s)√N − 1 .
(ii) Under assumption (40), then we have
P (G?(zN) > C0(N) + λC1(N)) ≤ 3 exp(−λ2/3) + 3 exp(−λ),
for all λ > 0, where
C1(N) =
(
4√
3
+
2− r
3(1− r)
)
ΩXχx√
N − 1 +
(
2
√
2√
3
+
2− s
3(1− s)
)
ΩY χy√
N − 1 .
When Z is unbounded, we have the following theorem.
Theorem 6. Assume that {zk} = {(xk, yk)} is the sequence generated by (39). Further assume
that the parameters βk, θk, τk, and σk in (39) satisfy (21a), (28), and (41). for all k ≥ 1 and some
q, r, s, t ∈ (0, 1). Then there is a perturbation vector vk+1 satisfying
E[G˜(zk+1, vk+1)] ≤ ρk
τk
[(
6 +
4q
1− q +
4(r + 1/2)
1/2− r
)
R2 +
(
5
2
+
2q
1− q +
2(r + 1/2)
1/2− r
)
S2
]
for all k ≥ 1. Furthermore,
E[‖vk+1‖] ≤ 2ρk‖xˆ− x
1‖
τk
+
2ρk‖yˆ − y1‖
σk
+
√
2R2 + S2[
ρk(1 + µ)
τk
+ (ν +
√
σ1
τ1
)
ρk
σk
+ 2ρk(‖A‖2µ+ ‖B‖2ν) + 2τkρk‖K + A‖2‖K +B‖2ν] =: k+1
where (xˆ, yˆ) is a pair of solutions for (6), R, µ, and ν are as defined in (31), and
S :=
√√√√ k∑
i=1
(2− s)τ 2i (χ2x + χ2B)
1− s +
k∑
i=1
(2− t)τiσi(χ2y + χ2A + τ 2k‖K + A‖22(χ2x + χ2B))
1− t .(44)
Corollary 5. In Algorithm (39), if N is given, A = −K, B = bK, and the parameters are set to
ρk =
2
k + 1
, θk =
k − 1
k
, τk =
k
τ
, σk =
k
‖K‖2(N − 1) +N
√
N − 1χ/R˜, (45)
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where
τ = 2PLf +Q‖K‖2(N − 1) +N
√
N − 1χ/R˜
for some R˜ > 0, where χ is defined by χ =
√
2−s
1−sχ
2
x +
2−t
1−tχ
2
y. Then for P and Q satisfying
P =
1
s− q , Q ≥ max
{
1
r(s− q) ,
b2
q(t− r) , 1
}
, (46)
we have
E[‖vN‖] ≤
(
4PLf
N(N − 1) +
2Q‖K‖2
N
+
2χ/R˜√
N − 1
)(
4R +
(√
2R +
R˜√
3
)
(2 + µ′ + ν ′)
)
+
2‖K‖2
N
(
√
2R + R˜/
√
3)(2µ′ + 2bν ′),
and
N ≤
(
4PLf
N(N − 1) +
2Q‖K‖2
N
+
2χ/R˜√
N − 1
)(
(6 +
4q
1− q +
4(r + 1/2)
1/2− r )R
2 +
(5
2
+ 2q
1−q +
2(r+1/2)
1/2−r )R˜
2
3
)
.
Therefore we obtain the desired order for both N and E[‖vN‖].
5 Numerical experiments
In this section, we illustrate the actual convergence behavior of the algorithms generated by (14)
and their accelerated variant (19). In addition, we demonstrate the scalability of these algorithms
by implementing a distributed version of (14). The experiment was conducted on a system with
two Intel Xeon CPUs (E5-2680 v2 @2.80GHz) with eight Nvidia GTX 1080 GPUs with 8 GB
of RAM each.
5.1 Model problems
Overlapping group lasso. We consider an overlapping group lasso problem with a quadratic
loss
min
x
1
2
‖b− Ax‖22 + λ
R∑
j=1
√
|gj|‖xgj‖2,
22
where A = [a1, · · · , an]T is the data matrix, and b = (b1, · · · , bn) is the response vector. We
generated a test dataset based on the methods in Chen et al. (2012). We defined R groups of S
adjacent variables, with 10 overlaps of adjacent groups. i.e., gj = {90(j− 1) + 1, . . . , 90j+ 10},
thus p = R(S − 10) + 10. We set xj = (−1)j exp(−(j − 1)/100) for j = 1, . . . , p. We sampled
each element of A from the standard normal distribution, and added Gaussian noise  ∼ N (0, 1)
to Ax to generate b = Ax+ . For the convergence experiments, we used R = 100 and S = 100,
so that the dimension is given by p = 9010. For the scalability experiment, we used S = 130 and
R = 1000, 5000, 8000, 10000 so that the dimensions are p = 120010, 600010, 960010, 1200010.
For all experiments, we set n = 5000 and λ = R/100.
Graph-guided fused lasso. The graph-guided fused lasso problem we consider is given by
min
x
1
2
‖b− Ax‖22 + λ‖Dx‖1,
where D is the difference matrix imposed by the network structure. The dataset for the graph-
guided fused lasso experiments was generated following the transcription factor (TF) model of
Zhu (2017). This is a simple gene network model with J fully connected subnetworks of size T ,
where each subgroup has one TF with T − 1 regulatory target genes. Variables corresponding to
TFs are sampled independently fromN (0, 1). Variables for target genes are sampled so that each
target gene and the corresponding TF has a bivariate normal distribution with correlation 0.7, and
these variables are conditionally independent given the TF. For j-th subnetwork, we chose
xi =
(−1)
j+1
⌊
j+1
2
⌋
if j = 1, . . . , Ja
0 otherwise
, i = (j − 1)r + 1, . . . , jr,
where Ja is the number of active groups. Response bi is sampled so that bi = Ax + i, with
i
i.i.d.∼ N (0, 1002). In addition to the edges comprised of fully-connected subnetworks, we added
random edges between the active variables and the inactive variables. For each active variable,
we added edges connecting this variable and J−1 distinct inactive variables. For the convergence
experiments, we used T = 10, Ja = 20, J = 1000 so that the dimension p is 10000. For the scal-
ability experiment, we set T = 12, and Ja = 20. We selected J = 10000, 50000, 80000, 100000
to generate the dataset with p = 120000, 600000, 960000, 1200000, respectively. For all experi-
ments, we set n = 5000 and λ = 1.
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5.2 Convergence behavior
We applied the algorithms to the overlapping group lasso and graph-guided fused lasso with a
quadratic loss, as described in Section 5.1. For the forward-backward (FB) splitting (14), we set
C = κK, |κ| ≤ 1. We set ρk = 0.9
(
2− τLf
2
1−(1−κ2)τσ‖K‖22
1−τσ‖K‖22
)
. Step sizes were chosen as τ =
0.9 2
Lf
and σ = 0.9 1
τ
1−τLf/2
1−(1−κ2)τLf/2 , so that (16) is satisfied. For the acceleration (19), we tested
four cases: Algorithm LV (A = B = 0), CV (A = −K, B = K), their “midpoint” (A = −0.5K,
B = 0.5K), and Chen, Lan, and Ouyang (2014) (A = −K, B = 0). Number of iterations N
is set to 10000. For bounded (Corollary 2) and unbounded (Corollary 3) cases, we found (q, r)
that minimizes 4PΩ
2
X
k(k−1)Lf +
2ΩXΩY (Q+1)
N
‖K‖2 in (26) and
(
4PLf
N2
+ 2Q‖K‖2
N
)(
2 + q
1−q +
r+1/2
1/2−r
)
in (34), respectively. Those minimizers were found using sequential least squares programming.
As a benchmark, we also applied an inertial version of the forward-backward-forward (FBF)
algorithm (Combettes and Pesquet, 2012) as described in Bot¸ and Csetnek (2016):
x˜k+1 = xk − τ (∇f(xk) +KTyk)+ α1(xk − xk−1)
y˜k+1 = proxτh∗(y
k + τKxk + α1(y
k − yk−1)
yk+1 = y˜k+1 + τK(x˜k+1 − xk) + α2(yk − yk−1)
xk+1 = x˜k+1 − τKT (y˜k+1 − yk) + α2(xk − xk−1).
(47)
With α1 = α2 = 0, (47) resembles Algorithm LV, but requires one more step per iteration; its
convergence rate has not been established.
Figures 2(a), 2(b), 2(d), and 2(e) show the convergence of the FB (14) with respect to the
averaged sequence {(x¯N , y¯N)}, and the convergence of the accelerated FB algorithms (19) with
respect to {(xN , yN)}. We plot the gap between the primal objective value at xk and the “optimal”
objective value versus iteration count k. Following Loris and Verhoeven (2011), the reference
“optimal” value was computed by running the accelerated LV algorithm with bounded parameters
for 100000 iterations; this obtained the minimal value up to the point that the machine precision
allows. Figures 2(a) and 2(d) used parameters given by (24), which assumes xk and yk are
bounded. This is true as long as ‖xk‖2 < ΩX/
√
2 and ‖yk‖2 < ΩY /
√
2; we chose ΩX = 12 and
ΩY = 15 for group lasso, and ΩX = 141.4 and ΩY = 305.9 for graph-guided fused lasso. The
resulting iterates respected these bounds. Figures 2(b) and 2(e) used parameters given by (32),
which does not require ΩX and ΩY . The oscillation in the later part of Figures 2(a) and 2(b) are
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due to the machine precision of the GPUs. Since the reference optimal value was an order of 104,
the values in the oscillating region correspond to the 7th or 8th significant decimal digit of the
objective value.
We observe that Theorems 1 and 4 faithfully describes the convergence behavior. The con-
vergence rates of the accelerated ones were close to O(1/N2), because in this experiment Lf 
‖K‖2. On the other hand, the base FB algorithms appear very close to the O(1/N) line. All of
the optimal acceleration settings exhibit a very similar convergence behavior, which suggests that
we have a good degree of freedom in choosing an optimal primal-dual algorithm.
Figures 2(c) and 2(f) compare the non-ergodic convergence with respect to {(x˜k, y˜k)} of the
FB and FBF. The FB algorithms behave like O(1/k) initially, and then converges faster than
O(1/k2). This behavior is much faster than what is predicted by Theorem 2. On the contrary, the
FBF algorithm stalls after a few hundred iterations.
5.3 Scalability
To test the scalability of the studied algorithms, we consider the scenario that the number of
features p is so large that, for each sample, the features do not fit into the memory. In other words,
the data matrix A = [A[1], . . . ,A[M ]], where A[i] ∈ Rn×pi , ∑mi=1 pi = p, is stored distributedly
in M devices. In this case, it is desirable to also split the vectors x ∈ Rp conformally and
store distributedly, i.e., x = [xT[1], . . . , x
T
[M ]]
T , x[i] ∈ Rpi . For many instances of (1) including
the generalized lasso and group lasso, l & p, so it is desirable to partition and store the dual
variable y ∈ Rl likewise. i.e., y = [yT[1], . . . , yT[M ]]T , y[i] ∈ Rli ,
∑m
i=1 li = l. To compute K
Ty
and Kx efficiently, it is desirable to also distribute rows and columns of K across the devices,
i.e., KT = [KT[1], . . . , K
T
[M ]] and K = [K
[1], . . . , K [M ]], where K[i] ∈ Rli×p, and K [i] ∈ Rl×pi .
Duplicating K does not incur too much cost, as K is typically sparse. Then, we can carry out
computation in a distributed fashion as follows.
Suppose that device i stores A[i], K[i], K [i], x[i], and y[i]. To compute Ax, we compute A[k]x[k]
within each device, and aggregate the result in a master device. The communication cost required
isO(n). ComputingKx is more complicated. Denote the submatrix made of the row 1+
∑i−1
i′=1 li′
through
∑i
i′=1 li′ and the column 1+
∑j−1
j′=1 pj′ through
∑j
j′=1 pj′ ofK byK
[j]
[i] . First, we compute
K
[j]
[i] x[j] =: [Kx]ij . Then we transfer nonzero values in each [Kx]ij to device i. Finally, within
device i, we aggregate [Kx]ij over j. When the number of nonzero elements in K is O(p), which
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Figure 2: Convergence of the forward-backward (FB) algorithms generated by (14) and their accelerated
variants (19) for a group lasso model (a-c) and a graph-guided fused lasso model (d-f). (a), (d), optimal
acceleration with bounded parameter setting (“optimal”) with ergodic convergence of the FB algorithm
(“base”). (b), (e), optimal acceleration with unbounded parameter setting (“optimal”) with ergodic con-
vergence of the FB algorithm (“base”). (c), (f), non-ergodic convergence of the FB (“base”) and inertial
FBF (“inertial fbf”) algorithms. Solid black lines represent O(1/k2) convergence, and dashed black lines
represent O(1/k) convergence.
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is the case for both overlapping group lasso and graph-guided fused lasso, the communication
cost is O(Mp) in the worst case. This type of distribution is especially suitable for multi-GPU
platforms. We solved the model problems using TensorFlow (Abadi et al., 2015) v1.2, which
deals with inter-GPU communications automatically.
Each experiment was conducted for 1100 iterations with time recorded every 100 iterations.
This is repeated three times. We discarded the result for the first 100 iterations, as this figure
includes the time elapsed to build computation graphs. We computed average time per 100 iter-
ations and their standard deviations. Table 2 shows that our distributed implementation is highly
scalable across multiple GPUs. The algorithm runs faster with more GPUs in general; for the
data that do not fit in the memory, it only requires more GPUs.
Table 2: Scalability of the distributed version of (14) for graph-guided fused lasso and group lasso models.
Time was measured in seconds per 100 iterations. Standard deviations are listed in parentheses. Any cell
with missing values indicates that the experiment failed to run due to lack of memory.
GRAPH-GUIDED FUSED LASSO
#GPUS 1 2 3 4 5 6 7 8
#GROUPS p
10000 120000 4.895 3.801 3.274 2.468 2.081 1.739 1.584 1.518
(0.019) (0.048) (0.027) (0.021) (0.029) (0.025) (0.023) (0.014)
50000 600000 20.631 13.779 11.962 10.124 8.568 7.699 6.520
(0.253) (0.309) (0.126) (0.031) (0.058) (0.053) (0.050)
80000 960000 22.695 16.957 13.712 11.559 10.343 10.828
(0.288) (0.302) (0.140) (0.124) (0.133) (0.056)
100000 1200000 20.517 16.190 15.590 11.704 12.498
(0.166) (0.227) (0.170) (0.148) (0.145)
OVERLAPPING GROUP LASSO
#GPUS 1 2 3 4 5 6 7 8
#GROUPS p
1000 120010 4.828 4.156 2.973 2.465 2.102 1.853 1.591 1.538
(0.015) (0.057) (0.034) (0.014) (0.015) (0.012) (0.014) (0.015)
5000 600010 19.312 13.670 10.164 8.374 7.369 6.727 5.960
(0.075) (0.059) (0.055) (0.029) (0.040) (0.029) (0.038)
8000 960010 22.792 17.044 14.722 12.671 10.866 10.103
(0.228) (0.101) (0.107) (0.157) (0.110) (0.080)
10000 1200010 22.210 16.658 15.386 14.088 11.689
(0.273) (0.049) (0.098) (0.104) (0.105)
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6 Conclusion
In this paper, we have provided a unified view to Algorithms CV and LV, two classes of primal-
dual algorithms for a convex composite minimization problem based on monotone operator the-
ory. This unification suggests a continuum of forward-backward operator splitting algorithms for
this important optimization problem having many applications in statistics. It is also this unified
understanding that enables us to establish the O(Lf/N2 + ‖K‖2/N) optimal accelerations of
Algorithms CV and LV (and those in between), as well as the O(1/N) and o(1/
√
k) convergence
rates for the full regions of convergence of their unaccelerated counterparts. A practical impli-
cation of this understanding is that we bring these algorithms to the same arena: as they share
the same convergence rate, other factors such as the ability of choosing wider step sizes can be
fairly compared in empirical settings. Thus practitioners now possess more degrees of freedom
in choosing from a suite of algorithms with theoretical guarantees.
The simplicity of the algorithms proposed and analyzed here also enables us to implement
their distributed multi-GPU version almost painlessly using existing packages. This contrasts to
our previous works (Yu et al., 2015; Lee et al., 2017), which resort to exploiting the structure of
the matrix K in (1).
Supplementary material
The supplementary material contains an exposition of flexibility of formulation (1) (Appendix
A), additional numerical experiments for stochastic optimal acceleration and the latent group
lasso (Appendix B), a brief summary of monotone operator theory (Appendix C), and the proofs
of the theorems, propositions, and lemmas (Appendix D).
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Supplementary Material
Easily parallelizable and distributable
class of algorithms for structured sparsity,
with optimal acceleration
by Seyoon Ko, Donghyeon Yu, and Joong-Ho Won
A Flexibility of formulation (1)
We discuss two cases in which the f and g in (1) does not directly match the two terms in (2).
More than one penalty. When (2) involves more than one penalty, the problem can be formulated as
(1) by augmenting the dual variable. Suppose we solve the following penalized regression problem
min
x∈Rp
n∑
i=1
li(a
T
i x, bi) +H1(D1x) +H2(D2x).
Then we can set
f(x) =
n∑
i=1
li(a
T
i x, bi), h(y1, y2) = H1(y1) +H2(y2), K =
[
D1
D2
]
, y =
[
y1
y2
]
.
It is easy to verify that proxh(v1, v2) = (proxH1(v1),proxH2(v2))
T due to separability of h. For
example, consider the latent group lasso problem (Jacob, Obozinski, and Vert, 2009). The latent group
lasso selects groups less conservatively than the original group lasso (Yuan and Lin, 2006), and allows
overlaps. The penalty is defined as
H(x) = inf
v[g]∈R|[g]|,DT v=x
G∑
g=1
λg‖v[g]‖q,
where [g] and D are the group index set and the membership matrix as discusses in Section 1 for the
original group lasso. Thus the latent group lasso problem can be written as
min
x,v
f(x) + h(v) + δ{0}(x−DT v),
where h(v) =
∑G
i=1 λg‖v[g]‖q and δS is the indicator function for set S so that δS(u) = 0 if u ∈ S and
δS(u) = +∞ otherwise. Let z = (xT , vT )T , f˜(z) = f([I 0] z), h˜(y1, y2) = h(y1) + δ{0}(y2), and
K =
[
0 I
I −DT
]
. We have an equivalent formulation
min
z
f˜(z) + h˜(Kz),
It has the form of (1). Note that both h and δ{0} are proximable.
Nonsmooth losses. When the loss function li in (2) does not have Lipschitz gradients yet is closed,
proper, and convex, a split-dual formulation (Nesterov, 2005) can be utilized. This includes the case where
S-1
the loss is not differentiable (e.g. hinge loss). To cope with this, we exploit the saddle-point representation
(6) of (1), and dualize the loss function in addition to the penalty. That is, express
∑n
i=1 li(a
T
i x; bi) =
supw∈Rn〈Ax,w〉 −
∑n
i=1 l
∗
i (wi; bi), yielding
min
x
max
y,w
〈Dx, y〉+ 〈Ax,w〉 −
(
n∑
i=1
l∗i (wi; bi) +H
∗(y)
)
. (A.1)
In terms of (6), f(x) ≡ 0,K = [DT ,AT ]T , h∗(y, w) = H∗(y)+∑ni=1 l∗i (wi; bi). Because h∗ is separable
in y and w, we have proxσh∗(u, v1, . . . , vn) = (proxσH∗(u),proxσl∗1(·;b1)(v1), . . . ,proxσl∗n(·;bn)(vn)).
The cost is that the number of dual variables increases by n. For example, in the linear support vector
machine, the proximity operator for the hinge loss li(·; bi) = max(0, 1 − bi·) is given by proxσl∗i (vi) =
max(min(vi−σbi, 0),−bi). Thus computation of proxσh∗ can be conducted in parallel for each element
of v = (v1, . . . , vn). Note that this formulation is not limited to the separable losses in (2). For example,
in the square-root lasso (Belloni, Chernozhukov, and Wang, 2011), we solve
min
x
‖Ax− b‖2 +H(Dx) = min
x
max
y,w:‖w‖2≤1
〈Dx, y〉+ 〈Ax,w〉 − (〈b, w〉+H∗(y)) ,
yielding f(x) ≡ 0, K = [DT ,AT ]T , proxσh∗(u, v) =
(
proxσH∗(u), PB2(v − 2σb)
)
, where PB2(·)
denotes the projection to the unit `2-ball. Note this split-dual technique can be also applied to the PDHG
(Zhu and Chan, 2008; Esser, Zhang, and Chan, 2010; Chambolle and Pock, 2011; He and Yuan, 2012;
Chambolle and Pock, 2016), whose iteration is given by
xk+1 = proxτf (x
k − τKT yk),
x˜k+1 = 2xk+1 − xk,
yk+1 = proxσh∗(y
k + σKx˜k+1).
For the same choices of f , K, and h∗, PDHG coincides with Algorithm CV. For losses with Lipschitz-
continuous gradients (e.g., f(x) = 12‖Ax − b‖22), however, Algorithms (14) and (19) can proceed more
efficiently (using ∇f ) without dualization. To efficiently apply PDHG, on the contrary, one may have
to dualize the loss terms as (A.1) unless the proximity operator of f(x) =
∑n
i=1 li(a
T
i x; bi) is simple to
evaluate.
B Additional numerical experiments
B.1 Stochastic optimal acceleration
We illustrate an actual convergence behavior of the optimal stochastic algorithm (39) for the group lasso
and graph-guided fused lasso model problems in the main text. The estimate Fˆ(xk) is computed by
∇f(Mxk), whereM is a diagonal matrix where each diagonal entry is independently chosen as 1/p with
probability pi, and 0 with probability 1− pi. This strategy meets the assumption (37).
The convergence behavior of the stochastic algorithm is illustrated in Figure B.1. Figures B.1a and
B.1c show the result of (39) with parameters (42) for the group lasso and graph-guided fused lasso prob-
lems, respectively. Figures B.1b and B.1d show those with parameters given by (45). Note that for the
assumption (38) to hold, both cases need estimates of ΩX and ΩY . We chose pi = 0.2. For the simplicity
of illustration, we used χ = 3 × 105 for the overlapping group lasso and χ = 107 for the graph-guided
fused lasso. In (45), R˜ was set to 10 for overlapping group lasso and 100 for graph-guided fused lasso.
The horizon N was set to 10000 for all cases. In (42) and (45), q, r, s, and t were chosen to minimize the
error bounds C0(N) in Corollary 4 and 4PLfN(N−1) + 2Q‖K‖2N + 2χ/R˜√N−1 in Corollary 5, respectively, in a similar
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fashion to the deterministic counterparts. For a comparison, we included cases with parameters chosen
for the deterministic setting (24) and (32) but with stochastic estimation of gradients. In Figure B.1, the
convergence of the stochastic algorithms is slow initially because the step sizes τk and σk are very small
for small k due to the presence of an N3/2 term in their denominators, but they eventually converge faster
than the O(1/k) rate for both bounded and unbounded parameter selections. (Also note the log-log scale
of the plots.) While Corollaries 4 and 5 guarantee the optimal rate for A = −K (corresponding to CV if
B = K and Chen, Lan, and Ouyang (2014) if B = 0), the choice A = −κK, B = κK with 0 ≤ κ < 1
(corresponding to LV and “in-between”) also exhibited a similar convergence behavior. On the contrary,
for the “deterministic” choice of the parameters the algorithm diverged.
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Figure B.1: Convergence of optimal rate stochastic algorithm for a group lasso model (a-b) and a graph-
guided fused lasso model (c-d). (a), (c), optimal rate stochastic algorithm assuming bounded domain (42)
(“optimal”) compared to ergodic convergence of the FB algorithm. (b), (d), optimal rate stochastic algo-
rithm with parameters in (45). The cases labeled “deterministic” in the legend denote the deterministic-
case parameters given by (24) for bounded case and (32) for unbounded case. Solid black lines, dashed
black lines, and dotted black lines represent O(1/k2), O(1/k), and O(1/
√
k) convergence, respectively.
B.2 Latent group lasso
Here we present the numerical experiment results for latent group lasso described in Appendix A in
deterministic settings. We used the same dataset as in the overlapping group lasso model in Section 5.1.
The convergence behavior is depicted in Figure B.2. Scalability is demonstrated in Table B.1. Both results
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exhibit behaviors similar to those in Section 5: convergence rates of the accelerated algorithm were close
to O(1/N2), beating their unaccelerated, base counterparts (forward-backward); the forward-backward-
forward (FBF) algorithm stalls after a few hundred iterations; there is no essential difference among the
continuum of the optimal algorithms, leaving a variety of possibilities for choosing a particular algorithm,
etc.
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Figure B.2: Convergence of the forward-backward (FB) algorithms generated by (14) and their accelerated
variants (19) for a latent group lasso model. (a) optimal acceleration with bounded parameter setting (“op-
timal”) with ergodic convergence of the FB algorithm (“base”). (b) optimal acceleration with unbounded
parameter setting (“optimal”) with ergodic convergence of the FB algorithm (“base”). (c) non-ergodic
convergence of the FB (“base”) and inertial FBF (“inertial fbf”) algorithms. Solid black lines represent
O(1/k2) convergence, and dashed black lines represent O(1/k) convergence.
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Table B.1: Scalability of the distributed version of (14) for latent group lasso. Time was measured in
seconds per 100 iterations. Standard deviations are listed in parentheses. Any cell with missing values
indicates that the experiment failed to run due to lack of memory.
#GPUS 1 2 3 4 5 6 7 8
#GROUPS p
1000 120010 4.754 3.359 2.524 2.166 1.894 1.649 1.598 1.602
(0.003) (0.024) (0.090) (0.068) (0.017) (0.020) (0.053) (0.050)
5000 600010 19.133 14.378 10.888 9.299 7.883 7.386 7.251
(0.142) (0.083) (0.344) (0.451) (0.042) (0.025) (0.074)
8000 960010 22.023 17.825 14.236 12.141 10.964 10.133
(0.132) (0.180) (0.150) (0.145) (0.077) (0.057)
10000 1200010 22.271 17.647 15.045 13.320 12.194
(0.439) (0.476) (0.165) (0.067) (0.070)
C Monotone operator theory
Here we briefly state necessary results from monotone operator theory for the proofs in the subsequent
section. For more details, see Bauschke and Combettes (2011).
Set-valued operators. A set-valued operator T : Rn → 2Rn maps a vector z ∈ Rn to a set T (z) ⊂ Rn.
The graph of T is denoted by graT = {(z, w) ∈ Rn × Rn : w ∈ T (z)}. When T (z) is single-valued,
i.e., T (z) = {w}, T is a function, and we write simply as T (z) = w. We use I to denote the identity
operator, i.e, I(z) = z. When no confusion incurs, we also use Tz to mean T (z). In particular, when
T is a single-valued linear operator, Tz is identified with a multiplication of the corresponding matrix
T ∈ Rn×n by a vector z. The set of zeros of T is defined as zerT = {z ∈ Rn : 0 ∈ Tz}. The inverse of
T is T−1 : Rn → 2Rn such that T−1(w) = {z ∈ Rn : w ∈ Tz}, hence graT−1 = {(w, z) ∈ Rn × Rn :
w ∈ Tz}. The resolvent of T is RT = (I + T )−1. Scaling of an operator T by t ∈ R is defined by
(tT )(z) = tT (z). Composition of two set-valued operators T1 : Rn → 2Rn and T2 : Rn → 2Rn is defined
by T2T1z =
⋃
w∈T1z T2w.
Fixed points. An operator T : Rn → 2Rn is called nonexpansive if ‖u − u′‖2 ≤ ‖z − z′‖2 for
all u ∈ T (z), u′ ∈ T (z′) ∈ Rn; it is called contractive if the inequality is strict. Any nonexpansive
operator is single-valued. The set of fixed points of a single-valued operator T is denoted by FixT , i.e.,
FixT = {z : z = Tz}. For a contractive operator T , the fixed point iteration zk+1 = Tzk converges to a
point in FixT , if FixT 6= ∅.
Averaged operators. An operator T is called α-averaged, 0 < α < 1, if T = (1 − α)I + αR for
some nonexpansive operator R. Usually R is defined implicitly. Note that T itself is nonexpansive, and
FixT = FixR. If T1 is α1-averaged and T2 is α2-averaged, then T1T2 is α-averaged where α = (α1 +
α2−2α1α2)/(1−α1α2). An α-averaged operator T is nonexpansive but not necessarily contractive, hence
the fixed point iteration zk+1 = Tzk above may not converge to a fixed point even if FixT 6= ∅. In this
case, the Krasnosel’skii˘-Mann (KM) iteration zk+1 = zk+ρk(Tzk−zk) with a sequence {ρk} ⊂ (0, 1/α]
such that
∑∞
k=0 ρk(1− αρk) =∞ ensures convergence.
Monotone operators. An operator T is called monotone if 〈z − z′, w − w′〉 ≥ 0 for all z, z′ ∈ Rn
and for all w ∈ Tz, w′ ∈ Tz′, and maximally monotone if it is monotone and there is no monotone
operator T ′ such that T 6= T ′ and graT ⊂ graT ′. The resolvent of a maximally monotone operator is
single-valued; it is 1/2-averaged.
Cocoercive operators. A single-valued operator T is called γ-cocoercive if for some γ > 0, 〈z −
z′, T z − Tz′〉 ≥ γ‖Tz − Tz′‖22. A cocoercive operator is maximally monotone. If an operator T is γ-
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cocoercive with γ > 1/2, then I − tT (t > 0) is t/(2γ)-averaged. A convex, closed, and proper function
φ has L-Lipschitz continous gradient ∇φ if and only if ∇φ is 1/L-cocoercive.
Subdifferential. An important example of a maximally monotone operator is the subdifferential of a
convex closed proper function. A vector g ∈ Rn is a subgradient of a convex function φ at z if φ(z′) ≥
φ(z) + 〈g, z′ − z〉, ∀z′ ∈ Rn. The subdifferential of φ at z is the set of subgradients at z: ∂φ(z) =
{g ∈ Rn : φ(z′) ≥ φ(z) + 〈g, z′ − z〉, ∀z′ ∈ Rn}. When φ is differentiable, ∂φ(z) = {∇φ(z)}.
If φ is in addition closed and proper, (∂φ)−1 = ∂φ∗ holds, where φ∗ is convex conjugate defined by
φ∗(w) = supz∈Rn{〈z, w〉−φ(z)}. The resolvent of a maximally monotone subdifferential operator is the
proximity operator: R∂φ = (I + ∂φ)−1(z) = proxφ(z) = arg minz′∈Rn φ(z′) +
1
2‖z′ − z‖22.
Skew-symmetric operators. Another example of a maximally monotone operator is a skew-symmetric
matrix. The sum of a maximally monotone operator and a skew-symmetric matrix is also maximally
monotone.
Change of metric. Note that the notion of nonexpansiveness, averagedness, cocoercivity, and mono-
tonicity of an operator requires the inner product 〈·, ·〉 and its associated norm ‖ ·‖2. We can appropriately
define these concepts with respect to another inner product and its associated norm as well, say 〈·, ·〉M
and ‖ · ‖M , for M a symmetric, positive definite matrix. In particular, averagedness of composition, con-
vergence of the KM iteration, and averagedness of I − tT for cocoercive T hold by substituting the inner
products and norms by 〈·, ·〉M and ‖ · ‖M , respectively.
Forward-backward splitting. Some optimization problems can be translated to finding an element of
zerT for an appropriate choice of maximally monotone operator T . Often T can be split into a sum of
two maximally monotone operators F and G. If G is γ-cocoercive (hence single-valued), then we see
0 ∈ T (z) ⇐⇒ (I + tF )(z) 3 (I − tG)(z)
⇐⇒ z = RtF (I − tG)(z), (C.1)
for t > 0. Equivalence (C.1) shows that zer (F +G) = Fix(RtF (I − tG)), thus we may solve the
problem of finding a zero of T by the following fixed-point iteration
zk+1 = (1− ρk)zk + ρkRtF (I − tG)(zk). (C.2)
This iteration is a KM iteration because RtF (I − tG) is a 1/δ-averaged operator, where δ = 2− t/(2γ).
Thus (C.2) converges for t ∈ (0, 2γ) if zer(F +G) 6= ∅ and under the aforementioned condition for {ρk}.
Furthermore, the following hold (Bauschke and Combettes, 2011, proof of Theorems 25.8):
‖zk+1 − z‖22 ≤ ‖zk − z‖22, ∀z ∈ zer(F +G); (C.3a)∑∞
k=0
δ−ρk
ρk
‖zk+1 − zk‖22 ≤ ‖z0 − z‖22, ∀z ∈ zer(F +G); (C.3b)
‖zk+1 − zk‖2 → 0. (C.3c)
Preconditioning. In the forward-backward splitting above, observe that the identity matrices in the
first line can be replaced by an invertible matrix M , yielding a preconditioned forward-backward splitting
algorithm
zk+1 = (1− ρk)zk + ρkRtM−1F (I − tM−1G)(zk). (C.4)
Preconditioning is useful when evaluating the resolvent RtM−1F is easier than RtF . It can be shown that
if M is symmetric positive definite, M−1F is maximally monotone with respect to 〈·, ·〉M (Combettes
and Vu˜, 2014), and M−1G is γλmin(M)-cocoercive with respect to ‖ · ‖M (Davis, 2015). Therefore we
can replace ‖ · ‖2 by ‖ · ‖M , and γ by γλmin(M) in (C.3).
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D Proofs
D.1 Preconditioned forward-backward splitting
Proof of Lemma 1. Observe that
‖z− − z‖2M = ‖z− − zρ + zρ − z‖2M
= ‖z− − zρ‖2M − 2〈z− − zρ, z − zρ〉M + ‖zρ − z‖2M , (D.1)
and, from (C.1),
z+ +M−1Fz+ 3 z− −M−1Gz−
⇐⇒ z+ +M−1
[
0 KT
−K ∂h∗
] [
x+
y+
]
3 z− −M−1
[∇f
0
] [
x−
y−
]
⇐⇒ (1/ρ)(z− − zρ) = z− − z+ ∈M−1
[∇f(x−) +KT y+
−Kx+ + ∂h∗(y+)
]
(D.2)
Then,
〈z− − zρ, z − zρ〉M = 〈ρ(z− − z+), z − zρ〉M = ρ
〈[∇f(x−) +KT y+
−Kx+ + ∂h∗(y+)
]
,
[
x− xρ
y − yρ
]〉
= ρ〈∇f(x−), x− xρ〉+ ρ〈KT y+, x− xρ〉
+ ρ〈−Kx+, y − yρ〉+ ρ〈∂h∗(y+), y − yρ〉
= ρ〈∇f(x−), x− − xρ〉+ ρ〈∇f(x−), x− x−〉+ ρ〈KT y+, x− xρ〉
+ ρ〈−Kx+, y − yρ〉+ ρ〈∂h∗(y+), y+ − yρ〉+ ρ〈∂h∗(y+), y − y+〉
≤ ρ〈∇f(x−), x− − xρ〉+ ρ(f(x)− f(x−)) + ρ〈KT y+, x− xρ〉
+ ρ〈−Kx+, y − yρ〉+ ρ〈∂h∗(y+), y+ − yρ〉+ ρ(h∗(y)− h∗(y+)), (D.3)
understanding that “∂h∗(·)” represents a subgradient in the corresponding subdifferential. The first and second
equalities follow from (D.2); the last inequality is due to the definition of subgradient. By plugging the inequality
(D.3) in (D.1) and rearranging terms, we obtain
2ρ(L(x+, y)− L(x, y+))− ‖z− − z‖2M + ‖zρ − z‖2M
≤ −‖z− − zρ‖2M + 2ρ〈∇f(x−), x− − xρ〉+ 2ρ〈∂h∗(y+), y+ − yρ〉
− 2ρ〈KT y+, xρ〉+ 2ρ〈Kx+, yρ〉+ 2ρ(f(x+)− f(x−)) (D.4)
Now it suffices to show that the right-hand side of (D.4) is less than or equal to (1−2/ρ)‖z−−zρ‖2M+(Lf/ρ)‖x−−
xρ‖22. To see this,
(RHS) = −‖z− − zρ‖2M + 2ρ〈∇f(x−), x− − xρ〉+ 2ρ〈∂h∗(y+), y+ − yρ〉
− 2ρ〈KT y+, xρ − x+〉 − 2ρ〈KT y+, x+〉+ 2ρ〈Kx+, yρ − y+〉+ 2ρ〈Kx+, y+〉
+ 2ρ(f(x+)− f(x−))
= −‖z− − zρ‖2M + 2ρ(f(x+)− f(x−)− 〈∇f(x−), x+ − x−〉)
+ 2ρ〈∇f(x−) +KT y+, x+ − xρ〉+ 2ρ〈−Kx+ + ∂h∗(y+), y+ − yρ〉
= −‖z− − zρ‖2M + 2ρ(f(x+)− f(x−)− 〈∇f(x−), x+ − x−〉)
+ 2ρ〈M(z− − z+), z+ − zρ〉
= −‖z− − zρ‖2M + 2ρ(f(x+)− f(x−)− 〈∇f(x−), x+ − x−〉)
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+ 2〈z− − zρ, z+ − zρ〉M
= −‖z− − zρ‖2M + 2ρ(f(x+)− f(x−)− 〈∇f(x−), x+ − x−〉)
+ 2(1− 1/ρ)〈z− − zρ, z− − zρ〉M
≤ (1− 2/ρ)‖z− − zρ‖2M + ρLf‖x− − x+‖22
= (1− 2/ρ)‖z− − zρ‖2M + (Lf/ρ)‖x− − xρ‖22
where the third equality follows from (D.2); the fourth and fifth equalities are from (C.1); the first inequality is due
to the Lipschitz continuity of∇f ; the final equality is again from (C.1).
We need the following fact to prove Theorem 1.
Proposition D.1. Let M be a symmetric, positive definite matrix in R(p+l)×(p+l) and G as given in (7). Then, for
µ > 0 such that
‖(x, 0)‖2M−1 ≤ (1/µ)‖x‖22, ∀x ∈ Rp, (D.5)
operator M−1G is µ/Lf -cocoercive in 〈·, ·〉M .
Proof.
‖M−1Gz −M−1Gz′‖2M = ‖Gz −Gz′‖2M−1 = ‖(∇f(x)−∇f(x′), 0)‖2M−1
≤ (1/µ)‖∇f(x)−∇f(x′)‖22
≤ (Lf/µ)〈∇f(x)−∇f(x′), x− x′〉
= (Lf/µ)〈Gz −Gz′, z − z′〉
= (Lf/µ)〈M−1Gz −M−1Gz′, z − z′〉M .
Note that we used 1/Lf -cocoercivity of∇f in the third line.
Proof of Proposition 1. Note that ‖LT · ‖2MLV = 〈MLVLT ·, LT ·〉 = ‖ · ‖2MCV and likewise 〈LT ·, LT ·〉MLV = 〈·, ·〉MCV .
Then,
〈M−1LV L−1GL−Tw −M−1LV L−1GL−Tw′, w − w′〉MLV
= 〈(LTM−1CV L)(L−1GL−T )(LT z)− (LTM−1CV L)(L−1GL−T )(LT z′), LT z − LT z′〉MLV
= 〈LT (M−1CVGz −M−1CVGz′), LT (z − z′)〉MLV
= 〈M−1CVGz −M−1CVGz′, z − z′〉MCV
≥ (µ/Lf )‖M−1CVGz −M−1CVGz′‖MCV
= (µ/Lf )‖LT (L−TM−1LV L−1GL−T (LT z)− L−TM−1LV L−1GL−T (LT z′)‖2MLV
= (µ/Lf )‖M−1LV L−1GL−Tw −M−1LV L−1GL−Tw′‖2MLV ,
where the inequality and µ come from Proposition D.1, as follows. From (9), we see that
M−1CV = L
−TM−1LV L
−1 =
[
I τK
I
] [
τI
( 1σ I − τKKT )−1
] [
I 0
τK I
]
=
[
τI + τ2KT ( 1σ I − τKKT )−1K τKT ( 1σ I − τKKT )−1
τ( 1σ I − τKKT )−1K ( 1σ I − τKKT )−1
]
and can choose µ = 1/τ−σ‖K‖22, because λmax(τI+τ2KT ( 1σ I−τKKT )−1K) = τ+τ2‖K‖22/(1/σ−τ‖K‖22) =
1
1/τ−σ‖K‖22 . Therefore M
−1
LV L
−1GL−T is (1/τ − σ‖K‖22)/Lf -cocoercive with respect to ‖ · ‖MLV .
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Proof of Proposition 2. For M given by (13), its inverse is given by
M−1 = L˜−TMLVL˜−1 =
[
I −τC
I
] [
τI
( 1σ I − τKKT )−1
] [
I
−τC I
]
=
[
τI + τ2CT ( 1σ I − τKKT )−1C −τCT ( 1σ I − τKKT )−1−τ( 1σ I − τKKT )−1C ( 1σ I − τKKT )−1
]
.
Since λmax(τI + τ2CT ( 1σ I − τKKT )−1C) = τ + τ2‖C‖22/(1/σ − τ‖K‖22), we see that (D.5) holds with µ =(
τ + τ2‖C‖22/(1/σ − τ‖K‖22)
)−1
=
1/τ−σ‖K‖22
1−στ(‖K‖22−‖C‖22) . This shows that the operatorM
−1G is 1/τ−σ‖K‖
2
2
Lf (1−στ(‖K‖22−‖C‖22)) -
cocoercive with respect to 〈·, ·〉M . Hence, Algorithm (14) meets the condition for (C.4) with t = 1 if with
γ =
1/τ−σ‖K‖22
Lf (1−στ(‖K‖22−‖C‖22)) > 1/2. Required positive definiteness of M implies
1
τσ > ‖K‖22. Thus the result
(16) follows.
Proof of Theorem 1. From the convexity-concavity of L(x, y), we have
L(x¯N , y)− L(x, y¯N ) ≤ 1∑N
k=0 ρk
N∑
k=0
ρk(L(x˜k, y)− L(x, y˜k))
≤ 1
2
∑N
k=0 ρk
(
‖z0 − z‖2M +
N∑
k=0
Lf
ρk
‖xk+1 − xk‖22
)
,
where the second inequality comes from Lemma 1 by putting z− = zk, z+ = z˜k, ρ = ρk, zρ = zk+1, and noting
that 1 < 1/α < 2 by the assumption µ > Lf/2. Now by Proposition D.1 we see that RM−1F (I −M−1G) is
α-averaged with respect to ‖ · ‖M , thus by (C.3b) we have
1− αρ¯
α
∞∑
k=0
1
ρk
‖xk+1 − xk‖22 ≤
∞∑
k=0
1− αρk
αρk
‖xk+1 − xk‖22
≤
∞∑
k=0
1− αρk
αρk
‖zk+1 − zk‖22 ≤
1
λmin(M)
‖z0 − z?‖2M .
Therefore
L(x¯N , y)− L(x, y¯N ) ≤ 1
2
∑N
k=0 ρk
(
‖z0 − z‖2M +
N∑
k=0
Lf
ρk
‖xk+1 − xk‖22
)
≤ 1
2
∑N
k=0 ρk
(
‖z0 − z‖2M +
αLf
(1− αρ¯)λmin(M)‖z
0 − z?‖2M
)
.
Proof of Corollary 1. The proof closely follows that of Loris and Verhoeven (2011, Theorem 1), given for f being
quadratic. Because zk = (xk, yk) → (x?, y?) = z? ∈ FixT where T = RM−1F (I −M−1G), we see z˜k =
Tzk → z? and thus z¯N = (x¯N , y¯N ) = (∑Nk=1 ρkz˜k)/(∑Nk=1 ρk)→ z?. Also because (x?, y?) is a saddle-point of
L(x, y), we have F? = F(x?) = L(x?, y?) ≥ L(x?, y) for all y ∈ Rl. Then
0 ≤ F(x¯N )−F? = F(x¯N )− L(x?, y?) ≤ F(x¯N )−F(x?, y¯N ) = sup
y∈Rl
L(x¯N , y)− L(x?, y¯N ).
The supy∈Rl L(x¯N , y) = f(x¯N ) + supy∈Rl〈Kx¯N , y〉 − h∗(y) is attained at a yˆN ∈ ∂h(Kx¯N ) because under the
assumption domh = Rl, h∗ is 1-coercive, thus −〈Kx¯N , ·〉 + h?(·) is coercive ((Hiriart-Urruty and Lemare´chal,
1993, Prop.X.1.3.9); (Bauschke and Combettes, 2011, Proposition 11.14)). As x¯N converges, Kx¯N is bounded
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independent of N . Now because h is real-valued, it follows that h is locally Lipschitz in the neighborhood of Kx¯N
(see, e.g., Bertsekas, 2009, Proposition 5.4.2). Let the local Lipschitz constant be Q. It also follows that ∂h(Kx¯N )
is bounded by Q, i.e. ‖yˆN‖2 ≤ Q. Therefore
0 ≤ F(x¯N )−F? = F(x¯N )− L(x?, y?) = sup
y∈Rl
L(x¯N , y)− L(x?, y¯N )
= max
‖y‖2≤Q
L(x¯N , y)− L(x?, y¯N )
≤ max
‖y‖2≤Q
1
2
∑N
k=0 ρk
(
‖(x0, y0)− (x?, y)‖2M +
αLf
(1− αρ¯)λmin(M)‖z
0 − z?‖2M
)
= C1/(
N∑
k=0
ρk).
We need the following lemma to prove Theorem 2.
Lemma D.1 (Davis (2015), Theorem 4.1). Suppose T : Rn → Rn is an α-averaged operator with respect to ‖ ·‖M ,
where 0 < α < 1 and M  0. Let z? ∈ Fix T and z0 ∈ Rn. For {ρk} ⊂ (1, 1/α), consider a sequence {zk}
generated by the KM iteration:
zk+1 = zk + ρk(T zk − zk).
If τ = supk≥0(1− αρk)ρk/α > 0, then we have
‖T zk − zk‖2M ≤
‖z0 − z?‖2M
τ(k + 1)
and ‖T zk − zk‖2M = o
(
1
k + 1
)
.
Proof of Theorem 2. By condition (17), ‖z′‖2M ≥ ν‖x′‖22 + ‖y′‖22 for all z′ = (x′, y′). Then, in the same manner
as the proof of Theorem 1, we put z− = zk, z+ = z˜k, ρ = ρk, zρ = zk+1 in Lemma 1 and note that 1 < 1/α < 2
by the assumption ν > Lf/2 to have
2ρk(L(x˜k, y)− L(x, y˜k)) ≤ ‖zk − z‖2M − ‖zk+1 − z‖2M + (1− 2/ρk)‖yk − yk+1‖22
+
(
ν − 2ν−Lfρk
)
‖xk − xk+1‖22. (D.6)
The rest of the proof closely follows that of Davis (2015, Theorem 4.2). Note ν satisfies (D.5) and hence by
Proposition D.1, RM−1F (I−M−1G) : zk 7→ z˜k is α-averaged with respect to ‖ · ‖M . Let zρ = (1−ρ)zk +ρz˜k =:
Tρz
k for any ρ ∈ (0, 1/α); for ρ = ρk, we have zρ = zk+1. Then the map Tρ : zk 7→ zρ is αρ-averaged with respect
to ‖ · ‖M and hence ‖zρ − z?‖M ≤ ‖zk − z?‖M . From (C.3a), we have ‖zρ − z?‖M ≤ ‖z0 − z?‖M , thus by the
triangle inequality ‖zρ − z‖M ≤ ‖z0 − z?‖M + ‖z? − z‖M for any z ∈ Rp+l. Then we have
(1/ρ)〈zk − zρ, zρ − z〉M = 〈z˜k − zk, zρ − z〉M
≤ ‖z˜k − zk‖M‖zρ − z‖M ≤ ‖z
0 − z?‖M√
τ(k + 1)
(‖z0 − z?‖M + ‖z? − z‖M )
(D.7)
for all ρ ∈ (0, 1/α), where the last inequality is from Lemma D.1.
Note that Lemma 1 (with the improvement (D.6) above) still holds if ρk is replaced by any ρ ∈ (0, 1/α) and
zk+1 is replaced by zρ. Therefore we have
L(x˜k, y)− L(x, y˜k)
≤ inf
0<ρ<1/α
1
2ρ
(
‖zk − z‖2M − ‖zρ − z‖2M − ( 2ρ − 1)‖yρ − yk‖22 + (ν − 2ν−Lfρ )‖xρ − xk‖22
)
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= inf
0<ρ<1/α
1
2ρ
(
2〈zk − zρ, zρ − z〉M + ‖zρ − zk‖2M − ( 2ρ − 1)‖yρ − yk‖22 + (ν − 2ν−Lfρ )‖xρ − xk‖22
)
≤ inf
0<ρ<1/α
1
2ρ
(
2〈zk − zρ, zρ − z〉M + (λ¯+ − 2ρ )‖yρ − yk‖22 + (λ¯+ ν − 2ν−Lfρ )‖xρ − xk‖22
)
= inf
0<ρ<1/α
1
ρ
〈zk − zρ, zρ − z〉M + 1
2ρ
(
(λ¯+ − 2ρ )‖y˜k − yk‖22 + (λ¯+ ν − 2ν−Lfρ )‖x˜k − xk‖22
)
≤ 1
ρ˜
〈zk − zρ˜, zρ˜ − z〉M
by choosing a small ρ˜ ∈ (0, 1/α) such that λ¯ +  ≤ 2/ρ˜ and λ¯ + ν ≤ (2ν − Lf )/ρ˜, where λ¯ = λmax(M). The
first equality uses the cosine rule
2〈a− b, c− b〉M = −‖a− c‖2M + ‖a− b‖2M + ‖c− b‖2M
for any a, b, c ∈ Rp+l. The desired result follows from (D.7).
The o(1/
√
k + 1) rate is also from (D.7) and Lemma D.1.
Proof of Proposition 3. We first show that Condition 2 is equivalent to
0 ≺M−1 ≺
[ 2
Lf
I
∞
]
, (D.8)
or zTM−1z < 2Lf ‖x‖22 + δ{0}(y) for all z = (x, y) 6= 0. To see this, let g1(z) = (1/2)zTMz and g2(z) =
1
2z
T
[
Lf
2 I
0
]
z =
Lf
4 ‖x‖22. Then Condition 2 ensures that g1(z) > g2(z) for all z 6= 0. Take the convex
conjugates of g1 and g2. Observe that for w = (w1, w2), g∗1(w) = supz〈w, z〉 − (1/2)zTMz = (1/2)wTM−1w
and
g∗2(w) = sup
z
〈w, z〉 − g2(z) = sup
x
〈w1, x〉 − Lf4 ‖x‖22 + supy〈w2, y〉 =
{
1
Lf
‖w1‖22, if w2 = 0,
∞, otherwise.
Conjugacy asserts that g∗1(w) ≤ g∗2(w), or equivalently
0 ≺M−1 
[ 2
Lf
I
∞
]
.
Now for w = (w1, 0) (w1 6= 0), f∗1 (w) = 〈w, zˆ〉 − (1/2)zˆTMzˆ = (1/2)w1M¯11w1, where
M−1 =
[
M¯11 M¯12
M¯T12 M¯22
]
, zˆ = M−1w =
[
M¯11w1
M¯T12w1
]
6= 0,
because M¯11  0. Then
1
2w
T
1 M¯11w1 = g
∗
1(w) = 〈w, zˆ〉 − g1(zˆ) < 〈w, zˆ〉 − g2(zˆ) ≤ supz〈w, z〉 − g2(z) = g∗2(w) = 1Lf ‖w1‖22,
or M¯11 ≺ 2Lf I . It follows (D.8). Because both g1 and g2 are convex, closed, and proper, the same logic applies to
g∗1 and g
∗
2 , meaning that the above matrix inequality implies Condition 2, establishing the equivalence.
Now Condition 1 implies (x, 0)TM−1(x, 0) < 2Lf ‖x‖22 for all x 6= 0 and zTM−1z <∞, implying (D.8), thus
Condition 2. That Condition 2 implies Condition 1 is straightforward, by choosing 1/µ ∈ [λmax(M¯11), 2/Lf ).
Condition 3 is equivalent to
0 ≺M−1 
[
1
ν I
1
 I
]
, (D.9)
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thus (x, 0)TM−1(x, 0) ≤ 1ν ‖x‖22 where ν > Lf/2. This implies Condition 1. Finally, note that
zTM−1z = xT M¯11x+ 2xT M¯T12y + y
T M¯22y ≤ λmax(M¯11)‖x‖22 + 2xT M¯T12y + λmax(M¯12)‖y‖22,
or
M−1 
[
λmax(M¯11)I M¯12
M¯T12 λmax(M¯22)I
]
.
Both λmax(M¯11) and λmax(M¯22) are positive because M¯11, M¯22  0. Then the second inequality in (D.9) holds
if and only if either 1ν = λmax(M¯11), M¯12 = 0,
1
 − λmax(M¯22) ≥ 0 or 1ν > λmax(M¯11), M¯12 = 0, 1 −
λmax ≥ ( 1ν − λmax(M¯11))−1‖M¯12‖22 (Boyd and Vandenberghe, 2004, Appendix A). Now because Condition 1
implies λmax(M¯11) ≤ 1µ < 2Lf , we can choose ν and  so that 1µ ≤ 1ν < 2Lf and 1 ≥ λmax(M¯22) + ( 1ν −
λmax(M¯11))
−1‖M¯12‖22. This implies (D.9) and thus Condition 3.
D.2 Optimal acceleration
The following proposition plays a central role in proving Theorems 3 and 4.
Proposition D.2. Assume that ρk ≤ 1 for any k. If z˜k+1 is generated by (19), then for any z = (x, y) ∈ Z,
ρ−1k G(z˜k+1, z)− (ρ−1k − 1)G(z˜k, z) ≤〈∇f(xkmd), x˜k+1 − x〉+
Lfρk
2
‖x˜k+1 − x˜k‖22
+ h∗(y˜k+1)− h∗(y) + 〈Kx˜k+1, y〉 − 〈Kx, y˜k+1〉.
Proof. The result follows from Chen, Lan, and Ouyang (2014, Proposition 4.1) as it involves only strong smoothness
of f , convexity of f and h∗, (19c), (19h), and (19i).
The following lemmas find an upper bound for G(z˜k+1, z).
Lemma D.2 (Loris and Verhoeven (2011), Lemma 1). If y+ = proxσh∗(y− + σ∆), then
〈y − y+,∆〉 − h∗(y) + h∗(y+) ≤ 1
2σ
(‖y − y−‖22 − ‖y − y+‖22 − ‖y− − y+‖22)
for any y.
Lemma D.3. If x+ = x− + τ∆, then
〈x− x+,∆〉 = 1
2τ
(‖x− x−‖22 − ‖x− x+‖22 − ‖x+ − x−‖22)
for any x.
Lemma D.4. If z˜k+1 = (x˜k+1, y˜k+1) is obtained by (19), we have the following under the condition (21):
ρ−1k γkG(z˜k+1, z) ≤ Dk(z, z˜[k])− γk〈x˜k+1 − x,BT (y˜k+1 − y˜k)〉+ γk〈A(x˜k+1 − x˜k), y˜k+1 − y〉
+ τkγk〈(K +B)T (y˜k+1 − y˜k), (K +A)T (y˜k+1 − y)〉 − γk
(
1− q
2τk
− Lfρk
2
)
‖x˜k+1 − x˜k‖22
− γk
(
1− r
2σk
− ‖K +A‖2‖K +B‖2τk−1
2
)
‖y˜k+1 − y˜k‖22, (D.10)
where γk is defined by
γk =
{
1 if k = 1
θ−1k γk−1 if k ≥ 2
, (D.11)
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and Dk(z, z˜[k]) is defined by
Dk(z, z˜[k]) :=
k∑
i=1
[
γi
2τi
(‖x− x˜i‖22 − ‖x− x˜i+1‖22) +
γi
2σi
(‖y − y˜i‖22 − ‖y − y˜i+1‖22)
]
. (D.12)
Proof. For iteration (19), the following relation holds by Lemma D.2 and Lemma D.3:
〈y − y˜k+1, u˜k+1〉+ h∗(y˜k+1)− h∗(y) ≤ 1
2σk
(‖y − y˜k‖22 − ‖y˜k+1 − y˜k‖22 − ‖y − y˜k+1‖22) ,
〈x˜k+1 − x,∇f(xkmd) + v˜k+1〉 =
1
2τk
(‖x− x˜k‖22 − ‖x˜k+1 − x˜k‖22 − ‖x− x˜k+1‖22) .
Using the above relationship along with Proposition D.2, we obtain the following.
ρ−1k G(z˜k+1, z)− (ρ−1k − 1)G(z˜k, z)
≤ 1
2τk
(‖x− x˜k‖22 − ‖x− x˜k+1‖22)− ( 12τk − Lfρk2
)
‖x˜k+1 − x˜k‖22
+
1
2σk
(‖y − y˜k‖22 − ‖y − y˜k+1‖22)− 12σk ‖y˜k+1 − y˜k‖22
− 〈x˜k+1 − x, v˜k+1〉+ 〈u˜k+1, y˜k+1 − y〉+ 〈Kx˜k+1, y〉 − 〈Kx, y˜k+1〉.
The sum of the four inner products on the last line, namely, −〈x˜k+1−x, v˜k+1〉+ 〈u˜k+1, y˜k+1− y〉+ 〈Kx˜k+1, y〉−
〈Kx, y˜k+1〉, multiplied by γk can be computed as follows.
γk[−〈x˜k+1 − x,v˜k+1〉+ 〈u˜k+1, y˜k+1 − y〉+ 〈Kx˜k+1, y〉 − 〈Kx, y˜k+1〉]
= γk[−
(〈x˜k+1 − x,BT (y˜k+1 − y˜k)〉 − θk〈x˜k+1 − x,BT (y˜k − y˜k−1)〉)
+
(〈A(x˜k+1 − x˜k), y˜k+1 − y〉 − θk〈A(x˜k − x˜k−1), y˜k+1 − y〉)
+ τk〈(K +A)(K +B)T (y˜k+1 − y˜k), y˜k+1 − y〉
− τk−1θk〈(K +A)(K +B)T (y˜k − y˜k−1), y˜k+1 − y〉]
=− (γk〈x˜k+1 − x,BT (y˜k+1 − y˜k)〉 − γk−1〈x˜k − x,BT (y˜k − y˜k−1))
+
(
γk〈A(x˜k+1 − x˜k), y˜k+1 − y〉 − γk−1〈A(x˜k − x˜k−1), y˜k − y〉
)
+ τkγk〈(K +B)T (y˜k+1 − y˜k), (K +A)T (y˜k+1 − y)〉
− τk−1γk−1〈(K +B)T (y˜k − y˜k−1), (K +A)T (y˜k − y)〉
+ γk−1〈x˜k+1 − x˜k, BT (y˜k − y˜k−1)〉 − γk−1〈A(x˜k − x˜k−1), y˜k+1 − y˜k〉
− γk−1τk−1〈(K +B)T (y˜k − y˜k−1), (K +A)T (y˜k+1 − y˜k)〉.
We used the relation
u˜k+1 = Kx˜k+1 +A(x˜k+1 − x˜k)− θkA(x˜k − x˜k−1)
+ τk(K +A)(K +B)
T (y˜k+1 − y˜k)− θkτk−1(K +A)(K +B)T (y˜k − y˜k−1).
in the first equality.
By upper bounding the inner product terms, and noting that θk = γk−1/γk = τk−1/τk = σk−1/σk, we have:
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|γk−1〈x˜k+1 − x˜k, BT (y˜k − y˜k−1)〉| ≤ γkq
2τk
‖x˜k+1 − x˜k‖22 +
‖B‖22γk−1τk−1
2q
‖y˜k − y˜k−1‖22
|γk−1〈x˜k − x˜k−1, AT (y˜k+1 − y˜k)〉| ≤ ‖A‖
2
2γk−1σk−1
2r
‖x˜k − x˜k−1‖22 +
γkr
2σk
‖y˜k+1 − y˜k‖22
|γk−1τk−1〈(K +B)T (y˜k − y˜k−1),(K +A)T (y˜k+1 − y˜k)〉|
≤ ‖K +A‖2‖K +B‖2γk−1τk−1θk
2
‖y˜k − y˜k−1‖22
+
‖K +A‖2‖K +B‖2γk−1τk−1
2θk
‖y˜k+1 − y˜k‖22
for some positive q and r. Thus
ρ−1k γkG(z˜k+1, z)− (ρ−1k − 1)γkG(z˜k, z)
≤ 1
2τk
(‖x− x˜k‖22 − ‖x− x˜k+1‖22)+ 12σk (‖y − y˜k‖22 − ‖y − y˜k+1‖22)
− (γk〈x˜k+1 − x,BT (y˜k+1 − y˜k)〉 − γk−1〈x˜k − x,BT (y˜k − y˜k−1))
+
(
γk〈x˜k+1 − x˜k, AT (y˜k+1 − y)〉 − γk−1〈x˜k − x˜k−1, AT (y˜k − y)〉
)
+ τkγk〈(K +B)T (y˜k+1 − y˜k), (K +A)T (y˜k+1 − y)〉
− τk−1γk−1〈(K +B)T (y˜k − y˜k−1), (K +A)T (y˜k − y)〉
− γk
(
1− q
2τk
− Lfρk
2
)
‖x˜k+1 − x˜k‖22 +
‖A‖22γk−1σk−1
2r
‖x˜k − x˜k−1‖22
− γk
(
1− r
2σk
− ‖K +A‖2‖K +B‖2τk−1
2
)
‖y˜k+1 − y˜k‖22
+
γk−1τk−1
2
(‖B‖22
q
+ ‖K +A‖2‖K +B‖2θk
)
‖y˜k − y˜k−1‖22.
Recursively applying the above relation, we obtain:
ρ−1k γkG(z˜k+1, z)
≤ Dk(z, z˜[k])− γk(〈x˜k+1 − x,BT (y˜k+1 − y˜k)〉 − 〈x˜k+1 − x˜k, AT (y˜k+1 − y)〉
− τk〈(K +B)T (y˜k+1 − y˜k), (K +A)T (y˜k+1 − y)〉)
− γk
(
1− q
2τk
− Lfρk
2
)
‖x˜k+1 − x˜k‖22 − γk
(
1− r
2σk
− ‖K +A‖2‖K +B‖2τk−1
2
)
‖y˜k+1 − y˜k‖22
−
k−1∑
i=1
γi
(
1− q
2τi
− Lfρk
2
− ‖A‖
2
2σi
2r
)
‖x˜i+1 − x˜i‖22
−
k−1∑
i=1
γi
(
1− r
2σi
− ‖K +A‖2‖K +B‖2τi−1
2
− τi
2
(‖B‖22
q
+ ‖K +A‖2‖K +B‖2θi
))
‖y˜i+1 − y˜i‖22.
Thus by the conditions (21), the desired result holds.
Proof of Theorem 3. First we find an upper bound of Dk(z, z˜[k]).
Dk(z, z˜[k]) = γ1
2τ1
‖x− x˜1‖22 −
k−1∑
i=1
1
2
(
γi
τi
− γi+1
τi+1
)
‖x− x˜i+1‖22 −
γk
2τk
‖x− x˜k+1‖22
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+
γ1
2σ1
‖y − y˜1‖22 −
k−1∑
i=1
1
2
(
γi
σi
− γi+1
σi+1
)
‖y − y˜i+1‖22 −
γk
2σk
‖y − y˜k+1‖22
≤ γ1
τ1
Ω2X −
k−1∑
i=1
(
γi
τi
− γi+1
τi+1
)
Ω2X −
γk
2τk
‖x− x˜k+1‖22
+
γ1
σ1
Ω2Y −
k−1∑
i=1
(
γi
σi
− γi+1
σi+1
)
Ω2Y −
γk
2σk
‖y − y˜k+1‖22
=
γk
τk
Ω2X +
γk
σk
Ω2Y − γk
(
1
2τk
‖x− x˜k+1‖22 +
1
2σk
‖y − y˜k+1‖22
)
, (D.13)
where we used (20) for the inequality.
Consider the following upper bounds of the three inner product terms in (D.10):
|γk〈x˜k+1 − x,BT (y˜k+1 − y˜k)〉| ≤ γkq
2τk
‖x˜k+1 − x‖22 +
‖B‖22γkτk
2q
‖y˜k+1 − y˜k‖22
|γk〈x˜k+1 − x˜k, AT (y˜k+1 − y)〉| ≤ ‖A‖
2
2γkσk
2r
‖x˜k+1 − x˜k‖22 +
γkr
2σk
‖y˜k+1 − y‖22
|τk〈(K +B)T (y˜k+1 − y˜k),(K +A)T (y˜k+1 − y)〉|
≤‖K +A‖2‖K +B‖2γkτk
2
‖y˜k+1 − y˜k‖22
+
‖K +A‖2‖K +B‖2γkτk
2
‖y˜k+1 − y‖22.
(D.14)
Then (21a), (D.10), (D.13), and (D.14) imply that
γkG(z˜k+1, z) ≤ γk
τk
Ω2X +
γk
σk
Ω2Y − γk
1− q
2τk
‖x− x˜k+1‖22
− γk
(
1− r
2σk
− ‖K +A‖2‖K +B‖2τk
2
)
‖y − y˜k+1‖22
− γk
(
1− q
2τk
− Lfρk
2
− ‖A‖
2
2σk
2
)
‖x˜k+1 − x˜k‖22
− γk
(
1− r
2σk
− τk
2
(
2‖K +A‖2‖K +B‖2 + ‖B‖22
)) ‖y˜k+1 − y˜k‖22
≤ γk
τk
Ω2X +
γk
σk
Ω2Y .
That is, (23).
Proof of Corollary 2. First check (24) and (25) satisfy (21):
1− q
τk
− Lfρk − ‖A‖
2
2σk
r
≥
(
(1− q)Q− a
2
r
)
ΩX‖K‖2
ΩY
≥ 0,
1− r
σk
− τk
(
2‖K +A‖2‖K +B‖2 + ‖B‖
2
2
q
)
≥
(
1− r − 2cd+ b
2/q
Q
)
ΩX‖K‖2
ΩY
≥ 0,
Then by (23), we have
G?(z˜k) ≥ ρk−1
τk−1
Ω2X +
ρk−1
σk−1
Ω2Y
=
4PLf + 2Q(k − 1)‖K‖2ΩY /ΩX
k(k − 1) Ω
2
X +
2‖K‖2ΩX/ΩY
k
Ω2Y
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=
4PΩ2X
k(k − 1)Lf +
2ΩXΩY (Q+ 1)
k
‖K‖2.
We need the following lemma to prove Theorem 4.
Lemma D.5. Consider a saddle point zˆ = (xˆ, yˆ) of the problem (6), and the parameters ρk, θk, τk, and σk satisfying
the conditions for Theorem 4. Then
‖x− x˜1‖22 +
τk
σk
‖y − y˜1‖22 ≥ (1− q)‖x− x˜k+1‖22 +
τk
σk
(
1
2
− r
)
‖y − y˜k+1‖22 (D.15)
and
G˜(z˜k+1, vk+1) ≤ ρk
2τk
‖xk+1 − x˜1‖22 +
ρk
2σk
‖yk+1 − y˜1‖22 =: δk+1 (D.16)
for all t ≥ 1, where G˜ is defined in (27), and
vk+1 =
(
ρk
τk
(x˜1 − x˜k+1)−BT (y˜k+1 − y˜k),
ρk
σk
(y˜1 − y˜k+1) +A(x˜k+1 − x˜k) + (K +A)(K +B)T (y˜k+1 − y˜k)
)
(D.17)
Proof. First, let us prove (D.15). The conditions for Lemma D.4 clearly holds. Note that
Dk(z, z˜[k]) = γ1
2τ1
‖x− x˜1‖22 −
k−1∑
i=1
(
γi
2τi
− γi+1
2τi+1
)
‖x− x˜k+1‖22 −
γk
2τk
‖x− x˜k+1‖22
+
γ1
2σ1
‖y − y˜1‖22 −
k−1∑
i=1
(
γi
2σi
− γi+1
2σi+1
)
‖y − y˜k+1‖22 −
γk
2σk
‖y − y˜k+1‖22.
By (28), one may see that
Dk(z, z[k]) = 1
2τk
‖x− x˜1‖22 −
1
2τk
‖x− x˜k+1‖22 +
1
2σk
‖y − y˜1‖22 −
1
2σk
‖y − y˜k+1‖22.
Thus (D.10) is equivalent to
ρ−1k G(z˜k+1, z) ≤
1
2τk
‖x− x˜1‖22 −
1
2τk
‖x− x˜k+1‖22 +
1
2σk
‖y − y˜1‖22 −
1
2σk
‖y − y˜k+1‖22
− γk〈x˜k+1 − x,BT (y˜k+1 − y˜k)〉+ γk〈A(x˜k+1 − x˜k), y˜k+1 − y〉
+ τkγk〈(K +B)T (y˜k+1 − y˜k), (K +A)T (y˜k+1 − y)〉
− γk
(
1− q
2τk
− Lfρk
2
)
‖x˜k+1 − x˜k‖22
− γk
(
1− r
2σk
− ‖K +A‖2‖K +B‖2τk−1
2
)
‖y˜k+1 − y˜k‖22.
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Note that
∣∣〈A(x˜k+1 − x˜k), y˜k+1 − y〉∣∣ ≤ ‖A‖22σk
2r
‖x˜k+1 − x˜k‖22 +
r
2σk
‖y˜k+1 − y‖22
|τk〈(K +B)T (y˜k+1 − y˜k), (K +A)T (y˜k+1 − y)〉|
≤ τ2kσk‖K +A‖22‖K +B‖22‖y˜k+1 − y˜k‖22 +
1
4σk
‖y˜k+1 − y‖22∣∣〈x˜k+1 − x,BT (y˜k+1 − y˜k)〉∣∣ ≤ q
2τk
‖x˜k+1 − x‖22 +
‖B‖22τk
2q
‖y˜k+1 − y˜k‖22.
(D.18)
Thus
ρ−1k G(z˜k+1, z) ≤
1
2τk
‖x− x˜1‖22 −
1− q
2τk
‖x− x˜k+1‖22
+
1
2σk
‖y − y˜1‖22 −
1
2σk
(
1− r − 1
2
)
‖y − y˜k+1‖22
−
(
1− q
2τk
− Lfρk
2
− ‖A‖
2
2σk
2r
)
‖x˜k+1 − x˜k‖22
−
(
1− r
2σk
− ‖K +A‖2‖K +B‖2τk−1
2
− ‖B‖
2
2τk
2q
− ‖K +A‖22‖K +B‖22τ2kσk
)
‖y˜k+1 − y˜k‖22.
It can be easily seen that
1− r
2σk
− ‖K +A‖2‖K +B‖2τk−1
2
− ‖B‖
2
2τk
2q
− ‖K +A‖22‖K +B‖22τ2kσk
≥ 1− r
2σk
− τk‖B‖
2
2
2q
− τk‖K +A‖2‖K +B‖2 ≥ 0.
Hence
ρ−1k G(z˜k+1, z) ≤
1
2τk
‖x− x˜1‖22 −
1− q
2τk
‖x− x˜k+1‖22 +
1
2σk
‖y − y˜1‖22 −
1/2− r
2σk
‖y − y˜k+1‖22.
Since G(z˜k+1, zˆ) ≥ 0, we obtain
‖x− x˜1‖22 +
τk
σk
‖y − y˜1‖22 ≥ (1− q)‖x− x˜k+1‖22 +
τk
σk
(1/2− r)‖y − y˜k+1‖22.
Next, we prove (D.16). Note that
‖x− x˜1‖22 − ‖x− x˜k+1‖22 = 2〈x˜k+1 − x˜1, x− xk+1〉+ ‖xk+1 − x˜1‖22 − ‖xk+1 − x˜k+1‖22
‖y − y˜1‖22 − ‖y − y˜k+1‖22 = 2〈y˜k+1 − y˜1, y − yk+1〉+ ‖yk+1 − y˜1‖22 − ‖yk+1 − y˜k+1‖22.
(D.19)
From this, we have:
ρ−1k G(z˜k+1, z)−
1
τk
〈x˜1 − x˜k+1, xk+1 − x〉 − 1
σk
〈y˜1 − y˜k+1, yk+1 − y〉
− 〈x− xk+1, BT (y˜k+1 − y˜k)〉+ 〈A(x˜k+1 − x˜k), y − yk+1〉
+ τk〈(K +B)T (y˜k+1 − y˜k), (K +A)T (y − yk+1)〉
≤ 1
2τk
(‖xk+1 − x˜1‖22 − ‖xk+1 − x˜k+1‖22)+ 12σk (‖yk+1 − y˜1‖22 − ‖yk+1 − y˜k+1‖22)
S-17
−
(
1− q
2τk
− Lfρk
2
)
‖x˜k+1 − x˜k‖22
−
(
1− r
2σk
− ‖K +A‖2‖K +B‖2τk−1
2
)
‖y˜k+1 − y˜k‖22
− 〈x˜k+1 − xk+1, BT (y˜k+1 − y˜k)〉+ 〈A(x˜k+1 − x˜k), y˜k+1 − yk+1〉
+ τk〈(K +B)T (y˜k+1 − y˜k), (K +A)T (y˜k+1 − yk+1)〉
≤ 1
2τk
‖xk+1 − x˜k‖22 +
1
2σk
‖yk+1 − y˜1‖22
− 1− q
2τk
‖xk+1 − x˜k+1‖22 −
1/2− r
2σk
‖yk+1 − y˜k+1‖22
−
(
1− q
2τk
− Lfρk
2
− ‖A‖
2
2σk
2r
)
‖x˜k+1 − x˜k‖22
−
(
1− r
2σk
− ‖K +A‖2‖K +B‖2τk−1
2
− ‖B‖
2
2τk
2q
− ‖K +A‖22‖K +B‖22τ2kσk
)
‖y˜k+1 − y˜k‖22
≤ 1
2τk
‖xk+1 − x˜1‖22 +
1
2σk
‖yk+1 − y˜1‖22.
In the penultimate inequality, the upper bound for inner product terms similar to (D.18) was used.
Proof of Theorem 4. It is sufficient to find upper bounds of ‖vk+1‖2 and δk+1. From the definition of R and (D.15),
we have ‖xˆ− x˜k+1‖2 ≤ µR and ‖yˆ − y˜k+1‖2 ≤
√
σk
τk
νR. For vk+1 defined in (D.17),
‖vk+1‖2 ≤ ρk( 1
τk
‖x˜1 − x˜k+1‖2 + ‖B‖2‖y˜k+1 − y˜k‖2
+
1
σk
‖y˜1 − y˜k+1‖2 + ‖A‖2‖x˜k+1 − x˜k‖2 + ‖K +A‖2‖K +B‖2τk‖y˜k+1 − y˜k‖2)
≤ ρk( 1
τk
(‖xˆ− x˜1‖2 + ‖xˆ− x˜k+1‖2) + 1
σk
(‖yˆ − y˜1‖2 + ‖yˆ − y˜k+1‖2)
+ ‖A‖2(‖xˆ− x˜k+1‖2 + ‖xˆ− x˜k‖2) + (‖B‖2 + ‖K +A‖2‖K +B‖2τk)(‖yˆ − y˜k+1‖2 + ‖yˆ − y˜k‖2)
≤ ρk
τk
‖xˆ− x˜1‖2 + ρk
σk
‖yˆ − y˜1‖2
+ ρk
(
1
τk
+ 2‖A‖2
)
µR+ ρk
(
1
σk
+ 2‖B‖2 + 2‖K +A‖2‖K +B‖2τk
)
νR
=
ρk
τk
‖xˆ− x˜1‖2 + ρk
σk
‖yˆ − y˜1‖2
+R
[
ρk
τk
(
µ+
τ1
σ1
ν
)
+ 2ρk (‖A‖2µ+ ‖B‖2ν) + 2τkρk‖K +A‖2‖K +B‖2ν
]
,
i.e., (30). In the last equality, we used
1
σk
=
τk
σk
1
τk
=
τ1
σ1
1
τk
.
Now, we find an upper bound for δk+1 defined in (D.16).
δk+1 =
ρk
2τk
‖xk+1 − x˜1‖22 +
ρk
2σk
‖yk+1 − y˜1‖22
≤ ρk
τk
(‖xˆ− xk+1‖22 + ‖xˆ− x˜1‖22)+ ρkσk (‖yˆ − yk+1‖22 + ‖yˆ − y˜1‖22)
=
1
τk
(R2 + (1− q)‖xˆ− xk+1‖22 +
τk
σk
(1/2− r)‖yˆ − yk+1‖22
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+ q‖xˆ− xk+1‖22 +
τk
σk
(r + 1/2)‖yˆ − yk+1‖22)
≤ ρk
τk
[R2 +
ρk
γk
k∑
i=1
γi[(1− q)‖xˆ− x˜i+1‖22 +
τk
σk
(1/2− r)‖yˆ − y˜i+1‖22
+ q‖xˆ− x˜i+1‖22 +
τk
σk
(r + 1/2)‖yˆ − y˜i+1‖22]]
≤ ρk
τk
[R2 +
ρk
γk
k∑
i=1
γi[R
2 + q‖xˆ− x˜i+1‖22 +
τk
σk
(r + 1/2)‖yˆ − y˜i+1‖22]]
≤ ρk
τk
[
2 + qµ2 + (r + 1/2)ν2
]
R2
=
ρk
τk
[
2 +
q
1− q +
r + 1/2
1/2− r
]
R2,
i.e., (29). In the second inequality, we used
xk+1 =
ρk
γk
k∑
i=1
γix˜
i+1, yk+1 =
ρk
γk
k∑
i=1
γiy˜
i+1, and
ρk
γk
k∑
i=1
γi = 1.
Proof of Corollary 3. First check if (32) and (33) satisfy (21) and (28). Conditions (28) and (21a) are trivial to see.
To prove (21b) and (21c):
1− q
τk
− Lfρk − ‖A‖
2
2σk
r
≥ ‖K‖2
(
(1− q)QN
k
− a
2k
rN
)
≥ ‖K‖2
(
(1− q)Q− a
2
2r
)
≥ 0,
and
1− r
σk
−τk
(
2‖K +A‖2‖K +B‖2 + ‖B‖
2
2
q
)
≥
(
(1− r)QN
k
− (2cd+ b
2/q)k
N
)
‖K‖2 ≥
(
(1− r)Q− (2cd+ b2/q)) ‖K‖2.
Condition (33) also implies that τk ≤ σk.
Note that
ρN
τN
≤ 4PLf
N2
+
2Q‖K‖2
N
‖K‖22ρNτN ≤
2N‖K‖22
(2PLf +QN‖K‖2)(N + 1) ≤
2‖K‖2
QN
ρN‖K‖2 ≤ 2‖K‖2
N
.
(D.20)
When we put ‖A‖2 ≤ a‖K‖2, ‖B‖2 ≤ b‖K‖2, ‖K + A‖2 ≤ c‖K‖2, and ‖K + B‖2 ≤ d‖K‖2, ‖vk+1‖2 is
bounded above by
‖vk+1‖2 ≤ ρk
τk
(‖xˆ− x˜1‖2 + ‖yˆ − y˜1‖2)
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+R
[
ρk
τk
(
µ+
τ1
σ1
)
+ 2ρk‖K‖2(aµ+ bν) + 2τkρk‖K‖22cdν
]
.
Thus by (D.20), we have
N+1 ≤ δN+1 ≤
(
4PLf
N2
+
2Q‖K‖2
N
)[
2 +
q
1− q +
r + 1/2
1/2− r
]
R2,
which is (34), and
‖vN+1‖2 ≤ 4PLf
N2
[(‖xˆ− x˜1‖2 + ‖yˆ − y˜1‖2)+R(µ+ τ1
σ1
ν
)]
+
‖K‖2
N
[
2Q
((‖xˆ− x˜1‖2 + ‖yˆ − y˜1‖2)+R(µ+ τ1
σ1
ν
))
+ 4R(aµ+ bν) +
4Rcdν
Q
]
,
which is (35).
Proof of Proposition 4. The result follows directly from Proposition 3.13, Definition 3.4, Proposition 3.5, and Propo-
sition 3.6 of Monteiro and Svaiter (2011).
D.3 Stochastic optimal acceleration
We obtain a bound similar to Lemma D.4 first. The following lemma provides an upper bound on ρ−1k γkG(zk, z).
Lemma D.6. Assume that zk = (xk, yk) is the iterates generated by the iteration (39). Also assume that the
parameters satisfy (21a) (28), and (41). Then for any z ∈ Z, we have
ρ−1k γkG(zk+1, z) ≤ Dk(z, z˜[k])− γk〈x˜k+1 − x,BT (y˜k+1 − y˜k)〉
+ γk〈A(x˜k+1 − x˜k), y˜k+1 − y〉
+ τkγk〈(K +B)T (y˜k+1 − y˜k), (K +A)T (y˜k+1 − y)〉
− γk
(
s− q
2τk
− ρkLf
2
)
‖x˜k+1 − x˜k‖2
− γk
(
t− r
2σk
− ‖K +A‖2‖K +B‖2τk−1
2
)
‖y˜k+1 − y˜k‖2
+
k∑
i=1
Λi(z),
(D.21)
where γk and D(z, z˜[k]) are defined in (D.11) and (D.12), respectively, and
Λi(z) := − (1− s)γi
2τi
‖x˜i+1 − zi‖2 − (1− t)γi
2σi
‖y˜i+1 − yi‖2 − γi〈∆i, zi+1 − z〉.
Proof. Analogous to the proof of Lemma D.4, except for that we start with
〈−u˜k+1, y˜k+1 − y〉+ h∗(y˜k+1)− h∗(y) ≤ 1
2σk
‖y − y˜k‖2 − 1
2σk
‖y˜k+1 − y˜k‖2 − 1
2σk
‖y − y˜k+1‖2
〈Fˆ(xkmd), x˜k+1 − x〉+ 〈x˜k+1 − x, v˜k+1〉 ≤
1
2τk
‖x− x˜k‖2 − 1
2τk
‖x˜k+1 − x˜k‖2 − 1
2τk
‖x− x˜k+1‖2.
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Now we define ∆kx,f := Fˆ(xkmd) − ∇f(xkmd), ∆kx,K := v˜k+1 − v˜k+1,o, ∆ky := −u˜k+1 + u˜k+1,o, and ∆k :=
(∆kx,∆
k
y), where u˜k+1,o and v˜k+1,o is the result from (19) calculated with the recent iterates (x˜
k+1, y˜k+1), (x˜k, y˜k)
and (x˜k−1, y˜k−1) from (39).
We need the following lemmas.
Lemma D.7 (Lemma 4.5, Chen et al., 2011). Let τi, σi, and γi > 0. For any x˜1 ∈ Z, define x˜1v = x˜1 and
zi+1v = arg min
z=(x,y)∈Z
−τi〈∆ix, x〉 − σi〈∆iy, y〉+
1
2
‖z − ziv‖2, (D.22)
then
k∑
i=1
γi〈−∆i, ziv − z〉 ≤ Dk(z, z˜[k]v ) +
k∑
i=1
τiγi
2
‖∆ix‖2 +
k∑
i=1
σiγi
2
‖∆iy‖2,
where z˜[k]v := {ziv}ki=1.
Lemma D.8. The following holds for E[‖∆ix,f‖2], E[‖∆ix,K‖2], and E[‖∆iy‖2].
E[‖∆ix,f‖2] ≤ χ2x,f (D.23a)
E[‖∆ix,K‖2] ≤ χ2x,K + χ2B (D.23b)
E[‖∆iy‖2] ≤ χ2y + χ2A + τ2i ‖K +A‖22(χ2x + χ2B). (D.23c)
If A = −K and B = bK, after rearranging terms in (39), we have
E[‖∆ix,f‖2] ≤ χ2x,f
E[‖∆ix,K‖2] ≤ χ2x,K
E[‖∆iy‖2] ≤ χ2y.
(D.24)
Proof. (D.23a) is trivial, by (38). Note that
∆ix,K = Kˆy(y˜k+1)−KT y˜k+1 + Bˆ(y˜k+1 − y˜k − θk(y˜k − y˜k−1))−BT (y˜k+1 − y˜k − θk(y˜k − y˜k−1)),
and as separate calls for the stochastic oracle are independent, we obtain (D.23b). If we define
∆iv := Fˆ(x˜k)−∇f(x˜k) + v¯k − v¯k,o,
then one may easily check that
E[‖∆iv‖2] ≤ χ2x,f + χ2x,K + χ2B .
Then we have:
∆iy = Kˆx(x˜k − τk(∇f(x˜k) + v¯k,0 + ∆iv))− Aˆ(θk(x˜k − x˜k−1) + τk(∇f(x˜k) + v¯k,0 + ∆iv))
−K(x˜k − τk(∇f(x˜k) + v¯k,0 + ∆iv)) +A(θk(x˜k − x˜k−1) + τk(∇f(x˜k) + v¯k,0 + ∆iv))
− τk(K +A)∆iv,
thus
E[‖∆iy‖2] ≤ χ2y + χ2A + τ2k‖K +A‖22(χ2x + χ2B).
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When A = −K and B = bK, we may rearrange (39) to include only one call to either Kˆx or Kˆy , as
u˜k+1 = Kˆx(x˜k + θk(x˜k − x˜k−1))
v˜k+1 = Kˆy(y˜k+1 + b((y˜k+1 − y˜k)− θk(y˜k − y˜k−1))).
Then using the approach similar to above, we may obtain (D.24).
Proof of Theorem 5. First we use the bound in (D.14) to obtain
ρ−1k γkG(zk+1, z) ≤
γk
τk
Ω2X +
γk
σk
Ω2Y +
k∑
i=1
Λi(z).
Then by the definition of Λi(z), we have
Λi(z) = − (1− s)γi
2τi
‖x˜i+1 − zi‖2 − (1− t)γi
2σi
‖y˜i+1 − yi‖2 + γi〈∆i, z − zi+1〉
= − (1− s)γi
2τi
‖x˜i+1 − zi‖2 − (1− t)γi
2σi
‖y˜i+1 − yi‖2 + γi〈∆i, zi − zi+1〉+ γi〈∆i, z − zi〉
≤ τiγi
2(1− s)‖∆
i
x‖2 +
σiγi
2(1− t)‖∆
i
y‖2 + γi〈∆i, z − zi〉,
where the last line is due to Young’s inequality. By this result and Lemma D.7, we have
k∑
i=1
Λi(z) ≤
k∑
i=1
[
τiγi
2(1− s)‖∆
i
x‖2 +
σiγi
2(1− t)‖∆
i
y‖2 + γi〈∆i, ziv − zi〉+ γi〈−∆i, ziv − z〉
]
≤ Dk(z, z˜[k]v ) +
1
2
k∑
i=1
[
(2− s)τiγi
1− s ‖∆
i
x‖2 +
(2− t)σiγi
1− t ‖∆
i
y‖2 + γi〈∆i, ziv − zi〉
]
.
(D.25)
Let us define Uk as
Uk :=
1
2
k∑
i=1
[
(2− s)τiγi
1− s ‖∆
i
x‖2 +
(2− t)σiγi
1− t ‖∆
i
y‖2 + γi〈∆i, ziv − zi〉
]
(D.26)
for later use.
Note that ∆i and zi are independent by the assumptions of stochastic oracle. By this fact and Lemma D.8,
E[Uk] ≤ 1
2
k∑
i=1
[
(2− s)τiγi(χ2x + χ2B)
1− s +
(2− t)σiγi(χ2y + χ2A + τ2k‖K +A‖22(χ2x + χ2B))
1− t
]
. (D.27)
Similar to (D.13), Dk(z, z˜[k]v ) ≤ Ω
2
Xγk
τk
+
Ω2Y γk
σk
. Thus we have:
E[ρ−1k γkG?(zk+1)] ≤
2γk
τk
Ω2X +
2γk
σk
Ω2Y + E[Uk].
The above relation along with (D.27) implies the condition (a).
Proof of part (b) is analogous to the proof of Theorem 3.1 in Chen, Lan, and Ouyang (2014). This uses a
large-deviation theorem for martingale-difference sequence.
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Proof of Corollary 4. First we check (41a) and (41b).
s− q
τk
− ρkLf − ‖A‖
2
2σk
r
≥ ‖K‖2ΩY
ΩX
(
(s− q)Q− 1
r
)
≥ 0
t− r
σk
− τk
(
2‖K +A‖2‖K +B‖2 + ‖B‖
2
2
p
)
≥
(
(t− r)R− b
2/q
Q
)
ΩX
ΩY
≥ 0,
by (43). Note that γk = t,
∑N−1
i=1 i
2 ≤ N2(N−1)3 , so
1
γN−1
N−1∑
i=1
τiγi ≤ ΩX
(N − 1)3/2Nχx
N−1∑
i=1
i2 ≤ ΩXN
3χx
√
N − 1
1
γN−1
N−1∑
i=1
σiγi ≤ ΩY
(N − 1)3/2Nχy
N−1∑
i=1
i2 ≤ ΩYN
3χy
√
N − 1 .
The above implies
C0(N − 1) ≤ 2
N
[
2(2PLfΩX +Q‖K‖2ΩY (N − 1) + χxN
√
N − 1
ΩX(N − 1) Ω
2
X
+
2(‖K‖2ΩX(N − 1) + χyN
√
N − 1
ΩY (N − 1) Ω
2
Y
+
(2− r)ΩXNχ2x
(1− r)6χx
√
N − 1 +
(2− s)ΩYNχ2y
(1− s)6χy
√
N − 1
≤ 8PLfΩ
2
X
N(N − 1) +
4‖K‖2ΩXΩY (Q+ 1)
N
+
4χxΩX + 4χyΩY√
N − 1
+
(2− r)ΩXχx
3(1− r)√N − 1 +
(2− s)ΩY χy
3(1− s)√N − 1
and
C1(N − 1) ≤ 2
N(N − 1)
(√
2χxΩX + χyΩY
)√2(N − 1)N2
3
+
1
N
(2− r)ΩXNχx
(1− r)3√N − 1 +
1
N
(2− s)ΩY χy
(1− s)3√N − 1
=
(
4√
3
+
2− r
3(1− r)
)
ΩXχx√
N − 1 +
(
2
√
2√
3
+
2− s
3(1− s)
)
ΩY χy√
N − 1 .
Lemma D.9. For a saddle point zˆ = (xˆ, yˆ) of (6), and the parameters ρk, θk, τk, and σk satisfy (21a), (28), and
(41), then
(1− q)‖xˆ− x˜k+1‖2 + ‖xˆ− x˜k+1v ‖2 +
τk(1/2− r)
σk
‖yˆ − y˜k+1‖2 + τk
σk
‖yˆ − y˜k+1v ‖2
≤ 2‖xˆ− x˜1‖2 + 2τk
σk
‖yˆ − y˜1‖2 + 2τk
σk
Uk, (D.28)
where (x˜k+1v , y˜
k+1
v ) is defined in (D.22), and Uk is defined by (D.26).
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Furthermore,
G˜(zk+1, vk+1) ≤ ρk
τk
‖xk+1 − x˜1‖2 + ρk
σk
‖yk+1 − y˜1‖2 + ρk
γk
Uk := δk+1, (D.29)
for k ≥ 1, where
vk+1 = ρk(
1
τk
(2x˜1 − x˜k+1 − x˜k+1v )−BT (y˜k+1 − y˜k),
1
σk
(2y˜1 − y˜k+1 − y˜k+1v ) +A(x˜k+1 − x˜k) + τk(K +A)(K +B)T (y˜k+1 − y˜k))
Proof. By applying the bound (D.18) and (D.25) to (D.21), we obtain:
ρ−1k γkG(zk+1, z) ≤ D¯k(z, z˜[k]) +
qγk
2τk
‖x− x˜k+1‖2 + (r + 1/2)γk
2σk
‖y − y˜k+1‖2 + D¯k(z, z˜[k]v ) + Uk,
where
D¯k(z, z˜[k]) = γk
2τk
(‖x− x˜1‖2 − ‖x− x˜k+1‖2 + γk
2σk
(‖y − y˜1‖2 − ‖y − y˜k+1‖2).
Letting z = zˆ and using G(zk+1, zˆ) ≥ 0 leads to (D.28). If we only use (D.25) on (D.21), we get:
ρ−1k γkG(zk+1, z) ≤ D¯k(z, z˜[k])− γk〈x˜k+1 − x,BT (y˜k+1 − y˜k)〉
+ γk〈A(x˜k+1 − x˜k), y˜k+1 − y〉
+ τkγk〈(K +B)T (y˜k+1 − y˜k), (K +A)T (y˜k+1 − y)〉+ D¯k(z, z˜[k]v ) + Uk.
Applying (D.19) and following the steps of Lemma D.5 results in (D.29).
Proof of Theorem 6. Note that (D.27) holds by Lemma D.8. By the definition of S in (44) and (D.27), we have
E[Uk] ≤ γk
2τk
S2.
By the above, (D.28), and (31), we have
E[‖xˆ− x˜k+1‖2] ≤ 2R
2 + S2
1− q and E[‖yˆ − y˜
k+1‖2] ≤ (2R
2 + S2)σ1
τ1(1/2− r) .
By Jensen’s inequality, this leads to
E[‖xˆ− x˜k+1‖] ≤
√
2R2 + S2
1− q and E[‖yˆ − y˜
k+1‖] ≤
√
(2R2 + S2)σ1
τ1(1/2− r) .
Similarly, we have
E[‖xˆ− x˜k+1v ‖] ≤
√
2R2 + S2 and E[‖yˆ − y˜k+1v ‖] ≤
√
(2R2 + S2)σ1
τ1
.
Thus
E[‖vk+1‖] ≤ ρk E[ 1
τk
(2‖xˆ− x˜1‖+ ‖xˆ− x˜k+1‖+ ‖xˆ− x˜k+1v ‖)
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+
1
σk
(2‖yˆ − y˜1‖+ ‖yˆ − y˜k+1‖+ ‖yˆ − y˜k+1v ‖)
+ ‖A‖2(‖xˆ− x˜k+1‖+ ‖xˆ− x˜k‖)
+ (‖B‖2 + ‖K +A‖2‖K +B‖2τk)(‖yˆ − y˜k+1‖+ ‖yˆ − y˜k‖)]
≤ 2ρk‖xˆ− x˜
1‖
τk
+
2ρk‖yˆ − y˜1‖
σk
+
√
2R2 + S2[
ρk
τk
(1 + µ′) +
ρk
σk
√
σ1
τ1
(1 + ν′)
+ ρk(2‖A‖2µ′ + 2‖B‖2ν′
√
σ1
τ1
)
+ 2ρkτk‖K +A‖2‖K +B‖2ν′
√
σ1
τ1
]
where µ′−1 =
√
1− q and ν′−1 = √1/2− r. Now we find an upper bound of E[δk+1].
E[δk+1] ≤ E[ 2ρk
τk
(‖xˆ− xk+1‖2 + ‖xˆ− x˜1‖2) + 2ρk
σk
(‖yˆ − yk+1‖2 + ‖yˆ − y˜1‖2) + ρk
2τk
S2]
= E[
ρk
τk
(2R2 + 2(1− q)‖xˆ− xk+1‖2 + 2τk(r − 1/2)
σk
‖yˆ − yk+1‖2)
+ 2q‖xˆ− xk+1‖2 + 2τk(r + 1/2)
σk
‖yˆ − yk+1‖2 + ρk
2τk
S2
≤ ρk
τk
2R2 +
2ρk
τk
k∑
i=1
γi[(2R
2 + S2) + qµ′2(2R2 + S2) + (r + 1/2)ν′2(2R2 + S2)] +
S2
2
]
=
ρk
τk
[6R2 +
5
2
S2 +
2q
1− q (2R
2 + S2) +
2(r + 1/2)
1/2− r (2R
2 + S2)]
=
ρk
τk
[(
6 +
4q
1− q +
4(r + 1/2)
1/2− r
)
R2 +
(
5
2
+
2q
1− q +
2(r + 1/2)
1/2− r
)
S2
]
Proof of Corollary 5. First we check (41a) and (41b).
s− q
τk
− ρkLf − ‖A‖
2
2σk
r
≥ ‖K‖2
(
(s− q)Q− 1
r
)
≥ 0,
t− r
σk
− τk b
2‖K‖22
q
≥ ‖K‖2
(
Q(t− r)− b
2
q
)
≥ 0,
by (46).
Now note that
S =
√√√√N−1∑
i=1
(2− s)χ2xi2
(1− s)τ2 +
N−1∑
i=1
(2− t)χ2yi2
(1− t)τ2
≤
√
N2(N − 1)
3τ2
(
(2− s)χ2x
1− s +
(2− t)χ2y
1− t
)
=
χN
√
N − 1√
3τ
≤ χN
√
N − 1√
3N
√
N − 1χ/R˜ =
R˜√
3
.
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Thus N is bounded above by
N ≤ ρN−1
τN−1
(ζR2 + ξS2) ≤ ρN−1
τN−1
(ζR2 + ξ
R˜2
3
),
where ζ = 6 + 4q1−q +
4(r+1/2)
1/2−r and ξ =
5
2 +
2q
1−q +
2(r+1/2)
1/2−r .
Note that
ρN−1
τN−1
‖xˆ− x˜1‖ ≤ ρN−1
τN−1
R,
ρN−1
σN−1
‖yˆ − y˜1‖ ≤ ρN−1
τN−1
R
and that
ρN−1‖K‖2 ≤ 2‖K‖2
N
,
ρN−1
τN−1
≤ 2τ
N(N − 1) =
4PLf + 2Q‖K‖2(N − 1) + 2N
√
N − 1χ/R˜
N(N − 1)
=
4PLf
N(N − 1) +
2Q‖K‖2
N
+
2χ/R˜√
N − 1
Thus
N ≤ ρN−1
τN−1
(ζR2 + ξS2)
≤
(
4PLf
N(N − 1) +
2Q‖K‖2
N
+
2χ/R˜√
N − 1
)(
ζR2 +
ξR˜2
3
)
.
Now note that
√
2R2 + S2 ≤ √2R+ S.
E[‖vN‖] ≤ 2ρN−1
τN−1
2R+ (
√
2R+ S)
[
ρN−1
τN−1
(2 + µ′ + ν′) + ρN−1‖K‖2(2µ′ + 2bν′)
]
=
ρN−1
τN−1
(
4R+ (
√
2R+ S)(2 + µ′ + ν′)
)
+ ρN−1‖K‖2(
√
2R+ S)(2µ′ + 2bν′)
≤
(
4PLf
N(N − 1) +
2Q‖K‖2
N
+
2χ/R˜√
N − 1
)(
4R+
(√
2R+
R˜√
3
)
(2 + µ′ + ν′)
)
+
2‖K‖2
N
(
√
2R+ R˜/
√
3)(2µ′ + 2bν′)
we obtain the desired order for both N and E[‖vN‖].
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