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varved lake sediments
Per Arnqvist & Sara Sjo¨stedt de Luna
Abstract
In this paper we propose a model-based method for clustering subjects for which functional
data together with covariates are observed. The model allows the covariance structures within
the different clusters to be different. The model thus extends a model proposed by James and
Sugar (2003). We derive an EM algorithm to estimate the parameters. The method is applied
to annually laminated (varved) sediment from lake Kassjo¨n in northern Sweden, to infer on past
climate changes.
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1 Introduction
There is an increasing literature addressing how to cluster functional data (curves), ranging from
non-parametric methods (see, e.g. Abraham et al., 2003; Garcia-Escudero and Gordaliza, 2005;
Tarpey and Kinateder, 2003; Serban and Wasserman, 2005) to model-based methods (see e.g.
James and Sugar, 2003; Luan and Li, 2003; Chiou and Li, 2007). In this paper we propose a model-
based method to cluster independent subjects for which functional data as well as covariates are
observed. The aim is to cluster the subjects into homogenous groups taking into account both the
functional data and the covariates. In model-based clustering it is assumed that the observations
are generated according to a mixture distribution with G components (clusters). The approach
taken here extend James and Sugar’s (2003) proposed model-based functional clustering method
for sparsely distributed functional data. The (discretely) observed random functions are there
assumed to be Gaussian with a mean structure that depends on the cluster but with the same
covariance structures for all clusters. In this paper, the model-based functional clustering method
of James and Sugar is extended to allow for different covariance structures within the different
clusters including additional covariates. We propose an EM algorithm to estimate the parameters
of the model.
Our model-based functional clustering method is motivated by and applied to varved (annually
laminated) sediment from lake Kassjo¨n in northern Sweden, aiming to infer on past climate changes.
The varved sediment of lake Kassjo¨n covers approximately 6400 years. The varves (years) are
clustered into similar groups based on their seasonal patterns (functional data) and additional
covariates, all potentially carrying information on past climate/weather (cf. Section 4 for more
details). The time dynamics of the resulting clusters are then used to infer on past climate.
Functional clustering has been applied to the seasonal patterns of the sediment data of Kassjo¨n
before, (see Arnqvist et al., 2016; Abramowicz et al., 2016), but this is the first time that both the
seasonal patterns and additional covariates are used when clustering the varves.
The paper is structured as follows. The model-based functional clustering models with and
without covariates are described in Section 2 allowing for different covariance structures in different
clusters. In Section 3 ways of determining the number of clusters are discussed. Section 4 applies
the model-based functional clustering methods to annually laminated sediment of lake Kassjo¨n.
Concluding remarks are given in Section 5. In Appendix A the EM-algorithms for the clustering
models of Section 2 are derived, and in Appendix B, some implementation details of the EM
algorithm are discussed.
2 The clustering model
2.1 Model for functional data
Assume that for a set of N independent subjects, we have observed a random function for each
subject, and are interested in clustering the subjects into G (homogenous) groups. In this paper,
we adopt a model-based approach to clustering the subjects. The model is described below. For
each subject i we observe the true continuous random function gi(t) ∈ D with measurement error,
over a set of ni time points ti1, ..., tini , and thus observe
yi(tij) = gi(tij) + i(tij), j = 1, ..., n, i = 1, ..., N
1
where yi(t) is the observered function and i(t) assumed to be independent and identically dis-
tributed (iid) measurement errors, normally distributed with mean zero and variance σ2. Let yi, gi
and i be the corresponding ni-dimensional vectors for subject i, corresponding to the observed val-
ues, true values and measurment error, respectively. We further assume that the smooth function
gi(t) can be expressed as
gi(t) = φ(t)
Tηi,
where φ(t) = [φ1(t); , ...,φp(t)]
T is a p-dimensional vector of known basis functions evaluated at
time t, e.g. B-splines, Fourier or Wavelet basis, see (Ruppert et al., 2003) and ηi a vector of
unknown (random) coefficients. The ηi’s are modelled as
ηi = µzi + γi ∈ Np(µzi ,Γzi),
where µzi are a vector of expected spline coefficients for a cluster and zi denotes the unknown
cluster membership, with P (zi = k) = pik, k = 1, ..., G. The random variable γi corresponds to
subject-specific within-cluster variability. Note that this variability is allowed to be different in
different clusters, due to Γzi . If desirable, given that subject i belongs to cluster zi = k, a further
parametrization of µk, k = 1, ..., G may prove useful, for producing low-dimensional representations
of the curves as suggested by James and Sugar (2003):
µk = λ0 + Λαk
where λ0 and αk are p- and h-dimensional vectors respectively and Λ is a p × h matrix with
h ≤ G − 1. Choosing h < G − 1 may be valuable, especially for sparse data, cf (James and
Sugar, 2003). In order to ensure identifiability, some restrictions need to be put on the parameters.
Imposing the restriction that
∑G
k=1αk = 0 implies that φ
T (t)λ0 can be viewed as the overall mean
curve. Depending on the choice of h, p and G, further restrictions may need to be imposed in order
to have identifiability of the parameters (λ0,Γ and αk, k = 1, ..., G are confounded if no restrictions
are imposed), see (James and Sugar, 2003) for some suggestions. In vector-notation we thus have
yi = φi(λ0 + Λαzi + γi) + i, i = 1, ..., N,
where φi =
[
φT (ti1); ...;φ
T (tini)
]
is an ni × p matrix and i ∈ Nni(0, R) where R = σ2Ini . We will
also assume that the γi’s, i’s and the zi’s are independent. Hence, given that subject i belongs to
cluster zi = k we have
yi|zi = k ∈ Nni(φi(λ0 + Λαk), φiΓkφTi +R). (1)
Based on the observed data y1, ...,yN , the parameters θ of the model can be estimated by maxi-
mizing the observed likelihood
Lo(θ|y1, ...,yN ) =
N∏
i=1
G∑
k=1
pikfk(yi, θ), (2)
where θ = (λ0,Λ,α1, ...,αG, pi1, ..., piG, σ
2,Γ1, ...,ΓG), and fk(yi, θ) is the normal density given in
(1). Note that throughout the paper θ will denote all scalar, vectors and matrices of parameters to
be estimated.
In line with James and Sugar (2003), we propose to maximize (2) by an EM-algorithm (Dempster
et al., 1977). The EM-algorithm iteratively performs two steps, an expectation and a maximization
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step. First, the expected value of the complete likelihood given the observed data and starting
values for the parameter θ is computed. Then this expected value is maximized with respect to
θ. The updated parameter estimates are plugged into the expectation and a new iteration begins.
The algorithm ends when the parameter changes between iterations are sufficiently small. In our
situation, the complete likelihood is chosen to be
Lc(θ) =
N∏
i=1
f(yi,γi, zi|θ).
Note that the joint density f(yi,γi, zi|θ) can be factorized as
f(yi,γi, zi|θ) = f(yi|γi, zi)f(γi|zi)f(zi).
We have that yi|γi, zi = k is normally distributed with
yi|γi, zi = k ∈ Nni(φi(λ0 + Λαk + γi), R),
and
γi|zi = k ∈ Np(0,Γk).
For notational convenience, let us denote zi = (zi1, ..., ziG), where zik = 1 if zi = k and 0 otherwise.
Then zi follows a multinomial distribution with
f(zi) = pi
zi1
1 ...pi
ziG
G .
Under the assumption of independence between subjects, we thus have that the complete log
likelihood, up to an additive constant, is
l(θ) =
N∑
i=1
G∑
k=1
zik log(pik)
− 1
2
N∑
i=1
G∑
k=1
zik
[
log |Γk|+ γTi Γ−1k γi
]
− 1
2
N∑
i=1
G∑
k=1
zik
[
ni log σ
2 +
1
σ2
||yi − φi(λ0 + Λαk + γi)||2
]
. (3)
The expected value of (3), given the data (y1, ...,yN ) and current parameter estimates is then
maximized, (see further details in Appendix A). The EM-algorithm proceeds in an iterative manner
until the parameter estimates have converged.
Once the parameters have been estimated via the EM-algorithm, the cluster label assignment
of subject i will rely on the posterior probabilities
pˆik|i = P (zi = k|yi, θ) =
fk(yi, θ)pik∑G
k=1 fj(yi, θ)pij
, k = 1, ..., G,
where θ is replaced by the estimator θˆ. Here, subject i is assigned to the cluster whose label
correspond to the largest posterior probability.
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2.2 Model for functional data and covariates
If additional covariates have been observed for each subject besides the functional data, they can
also be included in the model when clustering the subjects. In this section we extend the functional
clustering model, described in the previous section, to also include covariates. Given that individual
i belongs to cluster k, (zi = k) the r covariates xi ∈ Rr are assumed to have mean value υk and
moreover xi = υk + δi + ei, where we assume that δi|zi = k ∼ N(0, Dk) is the random deviation
within cluster and ei ∼ N(0, σ2xIr) independent remaining unexplained variability. Denote the
observed data for subject i by
ui =
(
yi
xi
)
∈ Rni+r,
and let ξi = (γ
T
i , δ
T
i )
T with ξi|zi = k ∼ Nni+r(0,∆k), where
∆k =
(
Γk Lk
LTk Dk
)
.
Given that subject i belongs to cluster k, we can then write
ui = Si(µk + ξi) + ζi,
where
Si =
[
φi 0
0 Ir
]
,µk =
(
λ0 + Λαk
υk
)
,
and ζi =
(
Ti , e
T
i
)T ∼ Nni+r(0, R), with
R =
[
σ2Ini 0
0 σ2xIr
]
,
and hence,
ui|zi = k ∼ Nni+r(Siµk, Si∆kSTi +R). (4)
Note that this model incorporates the dependence between covariates and the random functions via
the random coefficients of the basis functions. The unknown vector of parameters to be estimated
is
θ = (pi,∆1, ...,∆G, σ
2, σ2x,υ1, ...,υG,λ0,Λ,α1, ...,αG). Noting that the complete likelihood for
subject i can be factorized as
f(ui, ξi, zi) = f(yi|ξi, zi)f(xi|ξi, zi)f(ξi|zi)f(zi), (5)
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and by the independence between individuals the complete log likelihood, up to an additive con-
stant, is given by
l(θ) ∝
N∑
i=1
G∑
k=1
zik log(pik)
− 1
2
N∑
i=1
G∑
k=1
zik
[
log |∆k|+ ξTi ∆−1k ξi
]
− 1
2
N∑
i=1
G∑
k=1
zik
[
ni log σ
2 +
1
σ2
||yi − φi(λ0 + Λαk + γi)||2
]
− 1
2
N∑
i=1
G∑
k=1
zik
[
r log(σ2x) +
1
σ2x
||xi − υk + δi||2
]
. (6)
Using the EM-algorithm we want to maximize the expected value of l(θ) given the observed data
U = (u1, ....,uN ) and starting parameter values θ
[0] i.e. maximize E[l(θ)|U , θ[0]], with respect to
θ. More computational details for the EM-algorithm is found in Appendix A. Again, once the
parameter estimates θˆ have been determined, cluster label assignment for each subject is
determined by the maximum of the posterior probabilities
P (zi = k|ui, θˆ) = fk(ui, θˆ)
ˆ˜pik∑G
j=1 fj(ui, θˆ)
ˆ˜pij
, k = 1, ..., G, (7)
where fk(ui, θ) corresponds to the distribution in (4).
3 Determining the number of clusters
So far we have assumed that the number of clusters G is known. However in practice it needs to be
determined from the data. Several proposals have been suggested in the literature, (Abraham et al.,
2003; Garcia-Escudero and Gordaliza, 2005; Tarpey and Kinateder, 2003; Serban and Wasserman,
2005). In a model-driven approach it is natural to find the number of clusters needed based on the
observed log likelihood, e.g. through information criteria such as AIC or BIC or by studying (rela-
tive) changes of the observed log likelihood as the number of clusters is increased. The information
criteria are calculated as AIC = 2 ·m − 2 log(Lo(θˆ)) and BIC = m · log(N) − 2 log(Lo(θˆ)), where
m is the number of parameters and log(Lo(θˆ)) is the observed log likelihood of the data consisting
of N subjects. For large number of observations the penalization of the log likelihood with respect
to the number of parameters m in AIC and BIC is often of minor importance. The best model
according to AIC or BIC is the one that minimizes AIC or BIC. Another alternative could be to
chose the number of clusters where the relative change in the observed log likelihood
logLo(θˆ|G+ 1)− logLo(θˆ|G)
logLo(θˆ|G+ 1)
, (8)
levels out and is small. The relative differences for AIC, BIC or some parameter estimates like σˆ2
or (σˆ2 + σˆ2x) could also be used for this purpose. Yet, another tool suggested by James and Sugar
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(2003) is the “distortion function”
dG =
1
p
min
c1,...,cG
E[ηi − czi ]TΓ−1zi E[ηi − czi ], (9)
where the ηi’s are the random spline coefficients in the clustering model, p is the number of
spline basis, and c1, ..., cG are the G cluster (coefficient) medoids. The distortion, dG, is the
average Mahalanobis distance between each ηi, and its closest cluster medoid (coefficient) czi . The
difference
∆d−bG,G−1 = d
−b
G − d−bG−1, (10)
is then plotted for different values of G, where b is a parameter that needs to be determined. See
Appendix C for computational details.
4 Analyzing the varved sediment of lake Kassjo¨n
We will now analyze the annually laminated (varved) sediment of lake Kassjo¨n, situated in northern
Sweden. Varved lake sediment has the potential to play an important role for understanding past
climate with their inherent annual time resolution and within-year seasonal patterns, see part of
the varved sediment of lake Kassjo¨n in Figure 1. The varved patterns of lake Kassjo¨n have the
following origin. During spring, in connection to snow melt and spring runoff, minerogenic material
is transported from the catchment area into the lake through four small streams, which gives rise
to a bright colored layer, (large gray-scale values) (Petterson et al., 2010). During summer, au-
tochthonous organic matter sinks to the bottom and creates a darker layer (lower gray-scale values).
Finally, during winter, when the lake is ice-covered, fine organic material is deposited, resulting
in a thin blackish winter layer (lowest gray-scale values). Figure 1 reveals substantial within- and
between year variation, reflecting the balance between minerogenic and organic material. The prop-
erties of each varve reflect, to a large extent, weather conditions and internal biological processes in
the lake the year that the varve was deposited. The minerogenic input reflects the intensity of the
spring run-off, which is dependent on the amount of snow accumulated during the winter, and hence
the variability in past winter climate. Note also that the seasonal patterns may indicate important
weather information. For example, a pronounced spring peak may correspond to a winter with rich
amounts of snow, and a low spring peak a winter with less snow. A substantial flatter part after
the spring peak could correspond to a thick organic layer, perhaps indicating a warmer summer.
4.1 Preliminaries
The information in the varved sediment of lake Kassjo¨n was registered by image analysis as gray-
scale values (cf. Petterson et al., 1999, 1993). The raw data set consists of a series of averages
of five-pixel slices subjectively chosen from representative parts of the varved sediment images, cf
Figure 1, (Petterson et al., 1999, 1993). The data were recorded as gray-scale values with yearly
deliminators giving 6388 years spanning over the time period 4386 B.C. until A.D. 1901. Of the
6388 varves 62 of them had no gray scale values recorded and were therefore treated as missing.
See Arnqvist et al. (2016) for more information. The data thus consists of N = 6326 (subjects)
years and the ni observations per year ranges from 4 to 37. For each year i we observe the seasonal
pattern in terms of average gray-scale values (yi’s) of the five pixel slices at ni time points (pixels).
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In order to make the seasonal patterns comparable we first put them on the same time scale [0,1],
such that pixel position j at year i corresponds to position t˜ij = (j − 1)/(ni− 1), j = 1, ..., ni, i =
1, ..., N. To make the patterns more comparable (with respect to weather/climate) they were further
aligned by landmark registration, synchronizing the first spring peaks, that are directly related to
the spring flood that occurs approximately the same time each year. More specifically, we used the
first (spring) peak landmarks (Li’s) identified by Arnqvist et al. (2016), and then warped the time
points according to
tij = w(t˜ij) =
{
t˜ijbi if t˜ij < Li
(t˜ij − 1)di + 1 if t˜ij ≥ Li
where ML = 0.2944, bi = ML/Li and di = (1−ML)/(1− Li), i = 1, ..., N .
Focusing on the functional forms of the seasonal patterns we finally centered them within
years and worked with (the centered values) yi(tij) − y¯i, j = 1, ..., ni, i = 1, ..., N , where y¯i =∑ni
j=1 yi(tij)/ni is the mean grey scale value of varve (year) i. In addition to the seasonal patterns
we also include 3 covariates; the mean grey scale x1i = y¯i, the varve width (proportional to ni)
x2i = ni and the minerogenic accumulation rate (mg/cm
2) corresponding to the accumulated
amount of minerogenic material per cm2 in varve i, x3i, (for details see Petterson et al., 2010).
4.2 Clustering the varved sediment of lake Kassjo¨n
Based on the functional data and the three covariates we fit the clustering model described in
Section 2.2 for G = 2, 3, ..., 11 clusters. After some preliminary investigation we decided to use
p = 8 cubic B-spline basis functions formed from 6 evenly distributed knots κr, r = (r − 1)/5,
as our basis functions φ(t) (see Figure 12 for an illustration). For each given number of clusters
G = 2, 3, ..., 11 we initiated the corresponding EM algorithm with starting values for the parameters
(see Appendix B for proposals). For G = 2, ..., 9 we set h = G − 1 and for G = 10, 11, h = 8 was
chosen. Similar to James and Sugar (2003) we used small absolute relative changes in σ2 + σ2x
between two successive EM iterations as convergence criterion, i.e. when the absolute relative
changes were smaller than 0.001 the algorithm stopped. To decide the number of clusters, we
studied the relative differences in a) the observed log likelihood (8), b) σ2 + σ2x, c) AIC and BIC
and finally, d) the difference in distortion functions (10) with b=4 (see Figure 2 for G = 2, ..., 11).
From this information we conclude that G = 7 clusters seems feasible.
The estimated covariance matrices, ∆k, k = 1, ..., 7, are given in Figure 10. In the figure the
spline coefficients are numbered 1–8 and the covariates numbered 9–11 in the order MinAR, Number
of observations and Mean grey scale values, respectively. It reveals that there is substantially larger
variability in the covariates compared to the spline coefficients. We also see that the ∆k:s varies
substantially between clusters, especially for the covariates. In Figure 11 the correlation matrices
are given corresponding to Figure 10. Here it is easier to reveal the dependency among and between
the spline coefficients and the covariates. It can be seen that the correlation differs between different
clusters, especially for the correlation between the spline coefficients and the covariates. The higher
the signal in the covariates is then the higher the correlation becomes. It can also be noted that
neighbouring spline coefficients are negatively correlated.
The posterior probabilities (7) were calculated for each varve and cluster labels given as the
maximum value of the posterior probabilities. For illustration, the posterior probabilities are given
for two years together with the estimated cluster mean curves, φ(t)T (λˆ0 + Λˆαˆk), k = 1, ..., 7 (solid
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colored lines), and estimated expected yearly curve given ui, i.e. φ(t)
TE[ηi|ui, θˆ] (dashed black
lines), see Figures 7 and 8.
Figures 3 and 4 summarize the information in the achieved 7 clusters and their time dynamics.
In each of the seven panels the overall mean curve is given, φ(t)T λˆ0 (dashed black line) together
with the cluster mean curve (red solid line). In the top right corner, within each cluster, the mean
values of the three covariates for that cluster are given. Box plots for the covariates of each cluster
are given in Figure 9, upper panels. The seasonal patterns of the 7 clusters are similar to those
found by Arnqvist et al. (2016). There are a few clusters with pronounced high spring peak, clusters
1, 3 and 7 (which probably correspond to winters with high snow accumulation); one rather flat
profile, cluster 6 (probably corresponding to years with mild winters); a pronounced double peaked
profile, cluster 2 (where the second peak might indicate a fall storm with heavy rain); and finally
two medium spring peak patterns, clusters 4 and 5. Note that the mean gray-scale values and
MinAr tend to be high for clusters with pronounced high spring peak and low for cluster 6 with
the flat pattern. Also note that the doubled peaked cluster 2 also has high mean gray-scale value
and MinAR. Cluster with 2 peaks in general has thicker varves compared to the other clusters.
The time dynamics of each cluster are represented in Figures 3 and 4 as the number of years
in cluster k over 50 year bins (black solid lines with colored dots). The colored dots correspond
to the average maximum posterior probabilities of the years included in that 50 year bin of that
particular cluster, which gives an indication of the certainty of the cluster label assignment in each
bin. Overall it can be seen that the (max) posterior probabilities of the assigned cluster labels often
are very high. The median of all maximum posterior probabilities are 0.9523 and 132 years had
a maximum posterior probability less than 0.5. When it comes to the time dynamics and climate
interpretation, cluster 6 can be useful. It can be seen that a very high peak occurred about 1200
BC. Next peak was around 500 BC. Then AD 500, AD 900 and AD 1100 also had some peaks with
high frequencies of the flat profile. This is probably an indication of time periods with warmer
winter conditions.
As a comparison we also clustered the varves solely based on the seasonal patterns (functional
data). By again using p = 8 cubic B-splines basis functions the model in Section 2.1 was estimated
for G = 2, ..., 11 clusters and the corresponding quantities from Section 3 computed, as presented
in Figure 2, upper panels. Again G = 7 clusters seem to be appropriate. Time dynamics, seasonal
profiles and mean values for each of the three covariates (note that they were not taken into account
when clustering) are given for all 7 clusters in Figures 5 and 6. The general trends compared to
clustering with covariates (Figures 3 and 4) are still the same but in general the average posterior
probabilities in the 50-year bins are smaller than those obtained when clustering with covariates.
For the model without covariates the median posterior probabilities becomes 0.9473 and 116 years
less than 0.5. This indicates a higher stability/certainty when adding covariates in the clustering
model. The mean cluster curves are pretty similar but we see a movement of years that changed
clusters, of around 25%, which means that the covariates affect the clustering. It can also be seen
that the levels of the mean grey scale values and MinAR vary more between clusters when using
covariates in the clustering process.
5 Concluding remarks
We have proposed a model-based functional clustering method to group subjects where functional
data and covariates are observed. We allow the covariance structure to be different in different
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clusters and suggest the EM-algorithm to estimate the parameters of the model.
When estimating the model based on the varved lake sediment data of Kassjo¨n significant dif-
ferences in the covariance matrices of the different clusters are revealed, exemplifying the usefulness
of allowing different covariance matrices. For smaller sample sizes it may not be sufficient to allow
so many parameters to be estimated, thus a more parsimonious model might be better suited, for
example, as in James and Sugar (2003). For the Kassjo¨n data, clustering with covariates gave in
general larger posterior probabilities for the assigned cluster labels compared to clustering with-
out covariates, indicating a superior performance. Still it is an open question how to optimally
weight the importance of the covariates versus the functional data. One might use prior expertise
knowledge when available. It would also be interesting to investigate if the average entropy over
the posterior probability distributions could be used for this purpose.
For the functional data, it is assumed that the variance of the measurement error is constant
and independent over time. A natural extension would be to allow for a correlation structure for
the measurement error within subjects. Warping is important for aligning the curves. Would it be
possible to incorporate warping in the modelling structure?
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A Derivation of parameter estimates for the EM algorithm
In this Appendix the needed expressions for estimating the parameters within the EM algorithm
are derived. First all expressions for functional data without covariates and then in Appendix A.2
the covariates are included to be estimated in the EM algorithm.
A.1 Functional model without covariates
The expected value of the complete log likelihood
∑N
i=1 log f (yi,γi, zi) in equation (3) given the
observed data Y = (y1, ....,yN ) and starting parameter values
θ[0] = (pi[0],Γ
[0]
1 , ...,Γ
[0]
G , σ
2
[0],λ
[0]
0 ,Λ
[0],α
[0]
1 , ...,α
[0]
h ) will first be computed, noting that, due to
independence
pi
[0]
k|i = E[zik|yi, θ[0]] = P (zik = 1|yi, θ[0]) =
f(yi|zik = 1)pi[0]k∑G
j=1 f(yi|zij = 1)pi[0]j
, (11)
where by (1)
f(yi|zik = 1, θ[0]) ∼ Nni(φi(λ[0]0 + Λ[0]α[0]k ), σ2[0]Ini + φiΓ[0]k φTi ). (12)
Furthermore, for any function g(·),
E[zikg(γi)|yi, θ[0]] = E[g(γi)|yi, zik = 1, θ[0]]pi[0]k|i. (13)
Hence, the expected value of (3) given Y and θ[0] is, due to independence between individuals
E[l(·)|Y , θ[0]] =
N∑
i=1
G∑
k=1
pi
[0]
k|i log(pik)
− 1
2
N∑
i=1
G∑
k=1
pi
[0]
k|i
[
log |Γk|+ E[γTi Γ−1k γi|yi, zik = 1, θ[0]]
]
− 1
2
N∑
i=1
G∑
k=1
pi
[0]
k|i[
ni log σ
2 +
1
σ2
E
[
||yi − φi(λ0 + Λαk + γi)||2 |yi, zik = 1, θ[0]
]]
(14)
The next step in the EM algorithm to maximize the conditional expectation with respect to the
parameters. Maximizing (14) with respect to pi1, ..., piG given that
∑G
k=1 pik = 1 is equivalent to
maximizing
Q1 =
N∑
i=1
G∑
k=1
pi
[0]
k|i log(pik)− κ(
G∑
k=1
pik − 1).
Taking derivatives yields
dQ1
dpik
=
1
pik
N∑
i=1
pi
[0]
k|i − κ = 0, k = 1, ..., G,
10
and thus
pˆi
[1]
k =
1
κ
N∑
i=1
pi
[0]
k|i, k = 1, ..., G.
Knowing that
∑G
k=1 pˆi
[1]
k = 1 we have that κ =
∑G
k=1
∑N
i=1 pi
[0]
k|i = N and thus that the updated
parameter estimates are
pˆi
[1]
k =
1
N
N∑
i=1
pi
[0]
k|i, k = 1, ..., G. (15)
In order to maximize (14) with respect to Γ1, ...,ΓK , first note that
E[γTi Γ
−1
k γi] = E[tr(γ
T
i Γ
−1
k γi)] = E[tr(Γ
−1
k γiγ
T
i )] = tr(Γ
−1
k E[γiγ
T
i ]) (16)
always holds. Since there is a one to one relation between Γk and Γ
−1
k we maximize (14) with
respect to Γ−1k which by (16) is equivalent to maximizing
Q2 = −1
2
N∑
i=1
G∑
k=1
pi
[0]
k|i
[
− log ∣∣Γ−1k ∣∣+ tr(Γ−1k E[γiγTi |yi, zik = 1, θ[0]])] , (17)
with respect to Γ−1k where we have used the fact that log |Γk| = − log
∣∣Γ−1k ∣∣. We further have that
dQ2
dΓ−1k
= −1
2
N∑
i=1
pi
[0]
k|i
(
−Γk + E
[
γiγ
T
i |yi, zik = 1, θ[0]
])
, k = 1, ..., G.
Setting the derivative equal to zero and solving the equations gives by (15) that (17) is maximized
by
Γˆ
[1]
k =
1
Npˆi
[0]
k
N∑
i=1
pi
[0]
k|iE
[
γiγ
T
i |yi, zik = 1, θ[0]
]
, k = 1, ..., G. (18)
We can further express
E
[
γiγ
T
i |yi, zik = 1, θ[0]
]
= V
[
γi|yi, zik = 1, θ[0]
]
+ γˆ
[0]
ik γˆ
[0]T
ik , (19)
where
γˆ
[0]
ik = E
[
γi|yi, zik = 1, θ[0]
]
. (20)
Now, γi given yi, zik = 1 and θ follows the p-dimensional multivariate normal distribution
γi|yi, zik = 1 ∼
Np((σ
2Γ−1k + φ
T
i φi)
−1φTi (yi − φiλ0 − φiΛαk), (Γ−1k + φTi φi/σ2)−1), (21)
(see e.g Appendix A.2, equations (31)–(35) for a similar justification).
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Hence, Γˆ
[1]
k in (18) can be calculated using (20) and (19) with the mean and variance given by
(21) with θ = θ[0].
Next (14) is maximized with respect to λ0,Λ,αk, k = 1, ..., G which is equivalent to maximizing
Q3 = −1
2
N∑
i=1
G∑
k=1
pi
[0]
k|i
[
ni log σ
2 +
1
σ2
E
[
||yi − φi(λ0 + Λαk + γi)||2 |yi, zik = 1, θ[0]
]]
.
As in James and Sugar (2003), the maximization of Q3 will be an iterative procedure where Q3 is
first maximized with respect to λ0 then to αk, k = 1, .., G, and finally to the columns of Λ
repeatedly while holding all other parameters fixed. We start by maximizing Q3 with respect to
λ0, which implies maximizing
Q3(λ0) = −
N∑
i=1
G∑
k=1
pi
[0]
k|iE
[
(cik − φiλ0)T (cik − φiλ0)|yi, zik = 1, θ[0]
]
(22)
= −
N∑
i=1
G∑
k=1
pi
[0]
k|i
[
E[cTikcik|yi, zik = 1, θ[0]]− 2E[cTik|yi, zik = 1, θ[0]]φiλ0 + λT0 φTi φiλ0
]
,
(23)
where cik = yi − φiΛαk − φiγi. Taking the derivative of Q3 with respect to λ0 we get
dQ3(λ0)
dλ0
= −
N∑
i=1
G∑
k=1
pi
[0]
k|i
[
(−2)φTi E[cik|yi, zik = 1, θ[0]] + 2φTi φiλ0
]
,
which by setting it equal to zero, by (20) gives the updated parameter estimate
⇒ λ[1]0 =
(
N∑
i=1
φTi φi
)−1 N∑
i=1
G∑
k=1
pi
[0]
k|iφ
T
i E[cik|yi, zik = 1, θ[0]]
=
(
N∑
i=1
φTi φi
)−1 N∑
i=1
φTi
[
yi −
G∑
k=1
pi
[0]
k|iφi(Λ0αk + γˆ
[0]
ik )
]
. (24)
where Λ and αk, k = 1, ..., G in (24) are replaced by Λ
[0] and α
[0]
k , k = 1, ..., G respectively.
To maximize Q3 with respect to αk it is sufficient to maximize
Q3(αk) = −
N∑
i=1
pi
[0]
k|iE[(gi − φiΛαk)T (gi − φiΛαk)|yi, zik = 1, θ[0]]
= −
N∑
i=1
pi
[0]
k|i
[
E[gTi gi|yi, zik = 1, θ[0]]− 2E[gTi |yi, zik = 1, θ[0]]φiΛαk +αTk ΛTφTi φiΛαk
]
,
where gi = yi − φi(λ0 + γi). The derivative of Q3(αk) with respect to αk is
dQ3(αk)
dαk
= −
N∑
i=1
pi
[0]
k|i(−2ΛTφTi E[gi|yi, zik = 1, θ[0]] + 2ΛTφTi φiΛαk),
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which beeing set equal to zero by (20) yields the updated parameter estimate
α
[1]
k =
(
N∑
i=1
pi
[0]
k|iΛ
[0]TφTi φiΛ
[0]
)−1 N∑
i=1
pi
[0]
k|iΛ
[0]TφTi (yi − φiλ[0]0 − φiγˆ[0]ik ), k = 1, ..., G. (25)
We now maximize Q3 for each column of Λ = (λ1,λ2, ...,λh). To maximize Q3 with respect to λm
it is sufficient to maximize
Q3(λm) = −
N∑
i=1
G∑
k=1
pi
[0]
k|iE[(eikm − φiαkmλm)T (eikm − φiαkmλm)|yi, zik = 1, θ[0]]
= −
N∑
i=1
G∑
k=1
pi
[0]
k|i
[
E[eTikmeikm|yi, zik = 1, θ[0]]− 2E[eTikm|yi, zik = 1, θ[0]]φiαkmλm + λTmα2kmφTi φiλm
]
where eikm = yi − φi(λ0 − γi −
∑
l 6=m λlαkl) and αk = (αk1, ..., αkh)
T . Next, taking the
derivative of Q3(λm) with respect to λm yields
dQ3(λm)
dλm
= −
N∑
i=1
G∑
k=1
pi
[0]
k|i(−2αkmφTi E[eikm|yi, zik = 1, θ[0]] + 2α2kmφTi φiλm),
which, equals to zero, by (20) gives
λ[1]m =
(
N∑
i=1
G∑
k=1
pi
[0]
k|i(α
[0]
km)
2φTi φi
)−1 N∑
i=1
G∑
k=1
pi
[0]
k|iα
[0]
kmφ
T
i
yi − φi(λ[0]0 −∑
l 6=m
α
[0]
kl λ
[0]
l − γˆ[0]ik )
 . (26)
Finally maximize Q3 with respect to σ
2 is equivalent to maximizing
Q3(σ
2) = −
N∑
i=1
G∑
k=1
pi
[0]
k|i
[
ni log(σ
2) +
1
σ2
τik
]
where τik = E
[
||yi − φi(λ0 + Λαk + γi)||2 |yi, zik = 1, θ[0]
]
. The derivative with respect to σ2 is
dQ3(σ
2)
dσ2
=
N∑
i=1
G∑
k=1
pi
[0]
k|i
[
ni
σ2
− 1
(σ2)2
τik
]
which equal to zero, yields
σ2 =
1∑N
i=1 ni
N∑
i=1
G∑
k=1
pi
[0]
k|iτik
Note that τik = τik(λ0,Λ,αk) can be computed as follows. By letting
rik = yi − φiλ0 − φiΛαk
we have that
τik = r
T
ikrik − 2rTikφiγˆ[0]ik + E
[
γTi φ
T
i φiγi|yi, zik = 1, θ[0]
]
. (27)
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By (25) and (26) it further holds that
E
[
γTi φ
T
i φiγi|yi, zik = 1, θ[0]
]
= tr(φiV
[
γi|yi, zik = 1, θ[0]
]
φTi ) + tr(φiγˆ
[0]
ik γˆ
[0]T
ik φ
T
i ).
Note that
V [γi|yi, zik = 1, θ[0]] = E[(γi − γˆik)T (γi − γˆik)|yi, zik = 1, θ[0]]
= E[γiγ
T
i |yi, zik = 1, θ[0]]− γˆikγˆTik.
It then gives us by (27) that
τik(λ0,Λ,αk) = (rik − φiγˆ[0]ik )T (rik − φiγˆ[0]ik ) + tr(φiV
[
γi|yi, zik = 1, θ[0]
]
φTi )
where V
[
γi|yi, zik = 1, θ[0]
]
is the covariance matrix of (21). The updated parameter estimate of
σ2 then becomes
σˆ2[1] =
1∑N
i=1 ni
N∑
i=1
G∑
k=1
pˆi
[0]
k|iτik(λ
[0]
0 ,Λ
[0],α
[0]
k ) (28)
A.2 Functional model with covariates
Covariates xi, can also be included together with the functional data when clustering individuals.
The expected value of the complete log likelihood (6) including covariates given U and θ[0] then
becomes
E[l(θ)|U , θ[0]] ∝
N∑
i=1
G∑
k=1
p˜i
[0]
k|i log(pik)
− 1
2
N∑
i=1
G∑
k=1
p˜i
[0]
k|i
[
log |∆k|+ E[ξTi ∆−1k ξi|ui, zik = 1, θ[0]]
]
− 1
2
N∑
i=1
G∑
k=1
p˜i
[0]
k|i
[
ni log σ
2 +
1
σ2
E
[
||yi − φi(λ0 + Λαk + γi)||2 |ui, zik = 1, θ[0]
]]
− 1
2
N∑
i=1
G∑
k=1
p˜i
[0]
k|i
[
r log(σ2x) +
1
σ2x
E
[
||xi − (υj + δi)||2 |ui, zik = 1, θ[0]
]]
, (29)
where
p˜i
[0]
k|i = E[zik|ui, θ[0]] =
f0(ui|zik = 1)pi[0]k∑G
j=1 f0(ui|zij = 1)pi[0]j
,
and
f0(ui|zik = 1) ∼ Nni+r(Siµ[0]k , R[0](ni+r) + Si∆
[0]
k S
T
i ). (30)
Maximizing (29) with respect to pik, k = 1, ..., G follows the same argument as when estimating
the pik:s without covariates as in Appendix A.1 pages 23-24, changing the conditioning from yi to
ui giving the updated parameter estimates
pˆi
[1]
k =
1
N
N∑
i=1
p˜i
[0]
k|i, k = 1, ..., G.
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Moreover, the ∆k that maximizes (29) satisfies
∆ˆ
[1]
k =
1∑N
i=1 p˜i
[0]
k|i
N∑
i=1
p˜i
[0]
k|iE
[
ξiξ
T
i |ui, zik = 1, θ[0]
]
k = 1, ..., G,
where
E
[
ξiξ
T
i |ui, zik = 1, θ[0]
]
= V
[
ξi|ui, zik = 1, θ[0]
]
+ ξˆikξˆ
T
ik
and
ξˆik = E
[
ξi|ui, zik = 1, θ[0]
]
,
motivated in a similiar way as equations (24)-(26).
Note that, in order to fully compute ∆ˆ
[1]
k we need to determine the conditional distribution of ξi
given ui and zik = 1. First, since both ξi and ui are normally distributed so is ξi given ui with
density
f(ξi|ui) ∝ f(ξi)f(ui|ξi) (31)
For any multivariate normally distributed random variable x with mean a and
variance-covariance matrix V , the density function equals
f(x) = C exp(−1
2
(x− a)TV −1(x− a)) ∝ exp
[
−1
2
(
xTV −1x− 2aTV −1x+ aTV −1a)] , (32)
where C is a normalizing constant. Given zik = 1 we have that ξi ∼ N(0,∆k) and
ui|ξi ∼ N(Si(µk + ξi), R). By combining (31), (32) we have that
−2 ln f(ξi|ui) = C1 + ξTi ∆−1k ξi + (A− Siξi)TR−1(A− Siξi), (33)
where C1 is some constant and A = ui − Siµk. Rearranging terms in (33) yields
ξTi (∆
−1
k + S
T
i R
−1Si)ξi +A
TR−1A− 2(ATR−1Si)ξi,
which, by comparison with(32) yields
V ar [ξi|ui, zik = 1] = V = (∆−1k + STi R−1Si)−1, (34)
and
E [ξi|ui, zik = 1] =
(
STi R
−1Si + ∆−1k
)−1
STi R
−1(ui − Siµk). (35)
To maximize (29) with respect to λ0,Λ,αk and σ
2 is equivalent to maximizing
Q3 = −1
2
N∑
i=1
G∑
k=1
p˜i
[0]
k|i
[
ni log σ
2 +
1
σ2
E
[
||yi − φi(λ0 + Λαk + γi)||2 |ui, zik = 1, θ[0]
]]
.
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Maximizing Q3 will be an iterative maximization where first λ0 then αk and finally the columns
of Λ are repeatedly maximized while holding all other parameters fixed.
In analogy with the motivation of (24) we have that
λˆ
[1]
0 =
(
N∑
i=1
φTi φi
)−1 N∑
i=1
G∑
k=1
p˜i
[0]
k|iφ
T
i E[cik|ui, zik = 1, θ[0]]
=
(
N∑
i=1
φTi φi
)−1 N∑
i=1
φTi
[
yi −
G∑
k=1
p˜i
[0]
k|iφi(Λ
[0]α
[0]
k + γ˜
[0]
ik )
]
,
where γ˜
[0]
ik = E
[
γi|ui, zik = 1, θ[0]
]
being the first p rows of (35) with θ = θ[0]. We further have
that Q3 is maximized with respect to αk, (k = 1, ..., G) for
αˆ
[1]
k =
(
N∑
i=1
p˜i
[0]
k|iΛ
[0]TφTi φiΛ
[0]
)−1 N∑
i=1
p˜i
[0]
k|iΛ
[0]TφTi (yi − φiλ00 − φiγ˜[0]ik ),
with parallell arguments as those for equation(25). Maximizing Q3 with respect to each of the
columns of Λ = (λ1,λ2, ...,λh) then, as for equation (26) yields
λˆ
[1]
m =
(
N∑
i=1
p˜i
[0]
k|iα
2(0)
km φ
T
i φi
)−1 N∑
i=1
G∑
k=1
p˜i
[0]
k|iα
0
kmφ
T
i
yi − φi(λ00 −∑
l 6=m
α0klλ
0
l − γ˜[0]ik )
 ,m = 1, ..., h.
To maximize Q3 with respect to σ
2 we maximize
Q
(i)
3 (σ
2) = −
N∑
i=1
G∑
k=1
p˜i
[0]
k|i
[
ni log(σ
2) +
1
σ2
τ˜ik,
]
where τ˜ik = E
[
||yi − φi(λ0 + Λαk + γi)||2 |ui, zik = 1, θ[0]
]
. Taking the derivative with respect to
σ2 yields
dQ
(iv)
3
dσ2
=
N∑
i=1
G∑
k=1
p˜i
[0]
k|i
[
ni
σ2
− 1
(σ2)2
τ˜ik
]
= 0,
which is equivalent to
(σˆ2) =
1∑N
i=1 ni
N∑
i=1
G∑
k=1
p˜i
[0]
k|iτ˜ik.
Similarly to the computation of τik in equation (28), τ˜ik = τ˜ik(λ0,Λ,αk) can be computed as
τ˜ik(λ0,Λ,αk) = (rik − φiγ˜[0]Tik )(rik − φiγ˜[0]ik ) + tr
(
φiV
[
γi|ui, zik = 1, θ[0]
]
φTi
)
,
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where rik = (yi − φi(λ0 + Λαk) and γ˜[0]ik = E
[
γi|ui, zik = 1, θ[0]
]
is the first p rows of (35) with
θ = θ[0] and V
[
γi|ui, zik = 1, θ[0]
]
is the p× p matrix in the upper left corner of
variance-covariance matrix (34). The updated parameter estimate of σ2 then becomes
(σˆ2)[1] =
1∑N
i=1 ni
N∑
i=1
G∑
k=1
p˜i
[0]
k|iτ˜ik(λ
[0]
0 ,Λ
[0],α
[0]
k ).
Finally we maximize (29) with respect to υk and σ
2
x, which is equivalent to maximizing
Q4 =− 1
2
N∑
i=1
G∑
k=1
p˜i
[0]
k|i
[
r log(σ2x) +
1
σ2x
E
[
||xi − (υk + δi)||2 |ui, zik = 1, θ[0]
]]
.
We start by taking the derivative of Q4 with respect to υk, giving then
dQ4
dυk
=
N∑
i=1
p˜i
[0]
k|i
1
σ2x
(
2υk − 2(xi − δ˜[0]ik )
)
,
where δ˜
[0]
ik = E
[
δi|ui, zik = 1, θ[0]
]
, corresponds to the last r elements in (35) with θ = θ[0]. Setting
the derivative equal to zero and solving for υk giving the updated parameter estimate of υk as
υ
[1]
k =
1∑N
i=1 p˜i
[0]
k|i
N∑
i=1
p˜i
[0]
k|i(xi − δ˜
[0]
ik ) =
1
Npi
[0]
k
N∑
i=1
p˜i
[0]
k|i(xi − δ˜
[0]
ik )
If we set bik = E
[
||xi − (υk + δi)||2 |ui, zik = 1, θ[0]
]
then the derivative of Q4 with respect to σ
2
x
becomes
dQ4
dσ2x
= −1
2
N∑
i=1
G∑
k=1
p˜i
[0]
k|i
[
r
σ2x
− 1
(σ2x)
2
bik
]
which set to zero implies that, where σ2x = σ
2
x(υ), satisfies
r
σ2x
N∑
i=1
G∑
k=1
p˜i
[0]
k|i =
1
(σ2x)
2
N∑
i=1
G∑
k=1
p˜i
[0]
k|ibik
giving
σ2x =
1
Nr
N∑
i=1
G∑
k=1
p˜i
[0]
k|iE
[
||xi − (υk + δi)||2 |ui, zik = 1, θ[0]
]
.
Now, in order to find σ2x we need to find an estimate of bik. Let dik = xi − vk then we can
formulate
bik = E
[
||dik − δi||2|ui, zik = 1, θ[0]
]
= dTikdik − 2dTikδ˜[0]ik + E
[
δTi δi|ui, zik = 1, θ[0]
]
.
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However,
E
[
δTi δi|ui, zik = 1, θ[0]
]
= tr
(
E
[
δTi δi|ui, zik = 1, θ[0]
])
= tr
(
V
[
δi|ui, zik = 1, θ[0]
]
+ δ˜
[0]
ik δ˜
[0]T
ik
)
Hence
bik(υk) = (dik − δ˜[0]ik )T (dik − δ˜[0]ik ) + tr
(
V
[
δi|ui, zik = 1, θ[0]
])
,
where V
[
δi|ui, zik = 1, θ[0]
]
equals the r × r matrix in the lower right corner of (34) with θ = θ[0].
Thus, giving the updated parameter estimates of σ2x as
(
σˆ2x
)[1]
=
1
N
N∑
i=1
G∑
k=1
p˜i
[0]
k|ibik(υ
[0]
k )
B EM-algorithm implementation
For the data at hand we have run the EM-algorithm in two different settings, without and with
three covariates.
The implementation of the EM-algorithm is done in three functions in R. First an initial step,
(I), which runs once. Then iteration between the E-step and the M-step with the chosen stop value
as the criteria for convergence. The convergence criteria to stop the iterations was set to 0.001 for
the absolute relative difference in the estimation of σ2 without covariates. With the covariates we
used the sum of σ2 and σ2x.
The initial step (I) finds the starting values for the EM-algorithm. We started by fitting
penalized cubic splines with the p = 8 B-splines for each seasonal pattern. We penalized the second
derivative and used the penalty weight λ = 0.00014625. Then the initial groupings of the seasonal
patterns into G clusters could be done in two ways. One is by running k-means several times on
the initial penelized spline coefficients of the data using the pre-specified penalty λ and p cubic
spline functions with G cluster centroids and keep the best fit. The second is to uniformly assign
a cluster belongings for each subject. Both methods gives the the start values pˆik, k=1,...,G. The
initial cluster belongings together with the spline coefficients are then used to estimate the initial
parameters, pi
[0]
k , k = 1, ..., G as the relative frequencies in the clusters. λ
[0]
0 as the average of
the spline coefficients, µk, k = 1, ..., G as the average spline coefficients within each cluster. An
eigendecomposition of µ1, ...,µG was the used to initiate Λ
[0] and αk
[0]’s. The initial values of
the Γk’s where found by setting them all equal to the covariance matrix of the spline coefficients.
Finally σ2(0) is set equal to
1
N
∑N
i=1 ||yi − φiµ[0]zi ||2.
One can note that when the EM-algorithm is implemented some modifications are performed in
order to increase the numerical stability. First, according to the model specification we have that
yi = φiηi
Now, a shift of base is performed, giving instead,
yi = φiηi = UiDV
T ηi = Uiβi
Where the single value decomposition of φi is used. That gives us
βi = DV
Tηi
18
When we want to transform back to our original ηi we have
ηi = V D
−1βi.
We can see this as a new basis-representation with the difference that all p basis functions are
defined over the whole domain, see Figure 12. The new basis functions are also orthogonal to each
other. Calculating the inverse of expressions involving the U -matrix is numerically more stable.
Second, by using the Sherman-Morrison-Woodbury matrix identities the Variance of the coef-
ficients for the splines and the covariates ξi|ui, zik = 1, (34) is estimated as
ˆV ar [ξi|ui, zik = 1] =
(
STi R
−1Si + ∆−1k
)−1
=
∆k −∆kSTi (R+ S∆kSTi )−1S∆k =
∆k −∆kSTi R−1(I+ Si∆kSTi R−1)−1Si∆k
and the same idea goes for estimating the variance for the spline coefficients, γi|yi, zik = 1, see
equation (21).
C Estimating the distortion function
In practice, when estimating the distortion function (9), it is suggested in James and Sugar (2003)
to set b equal to half of the ”effective” dimension of the parameters. It is also suggested to replace
Γ−1zi with the identity matrix I, the distortion thus being simplified, according to
dG =
1
p
min
c1,...,cG
E[(ηi − czi)T (ηi − czi)]. (36)
James and Sugar (2003) also suggest to estimate (36) by the total within-cluster sum of squares
(divided by N) of the K-means algorithm applied to the E[ηi|yi, θˆ]’s, where we use an estimate of
the expected value of ηi given the observed data yi and the parameter estimate θˆ,
E
[
ηi|yi, θˆ
]
= E
[
λi + Λαzi + γi|yi, θˆ
]
that is
ηˆi = λˆ0 + Λˆ
G∑
k=1
αˆkpˆik|i + γˆi
where
γˆi = (σˆ
2
G∑
k=1
Γˆ−1k pˆik|i + φ
T
i φi)
−1φTi (yi − φi(λˆ0 + Λˆ
G∑
k=1
αˆkpˆik|i).
Also, in a similar way one can calculate E[δi|ui, θˆ].
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Figure 1: Annually laminated sediment from lake Kassjo¨n (top). Data to be analyzed is based on
slices of five pixels width selected from representative parts of the sediment (middle). Gray-scale
values for the slice in the middle together with the mean gray-scale values (solid line) of the 5 pixels
for each time point (bottom). The manually determined yearly delimiters (black dotted lines) have
been horizontally shifted 1-4 steps to the darkest neighboring value (solid red lines).
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Determining the number of clusters
Figure 2: Deciding on the number of clusters for the Kassjo¨ data changing from 2-11 clusters using
four different measures. From left to right, the absolute relative difference in log likelihood, the
absolut difference in the variance measure, the AIC and BIC measures and James and Sugars dis-
tortion measure, (with b = 4), analyzed without covariates, upper row, and with original covariates,
lower row.
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Analysis with three original covariates
Figure 3: Dynamics of four of the seven clusters given by the frequencies of the different cluster
types within 50-year periods (non-overlapping bins) starting from 1900 and going backwards. The
profiles varies from sharp peak to flat peak and also a double peak. Posterior probabilities (means
of 50 years as colored dots) are also given to indicate how uncertain the cluster frequencies are.
Within each cluster the mean values is given for the included covariates in the analysis.
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Analysis with three original covariates
Figure 4: Dynamics of three of the seven clusters given by the frequencies of the different cluster
types within 50-year periods (non-overlapping bins) starting from 1900 and going backwards. The
profiles varies from sharp peak to flat peak and also a double peak. Posterior probabilities (means
of 50 years as colored dots) are also given to indicate how uncertain the cluster frequencies are.
Within each cluster the mean values is given for the included covariates in the analysis.
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Analysis without covariates
Figure 5: Dynamics of four of the seven clusters given by the frequencies of the different cluster
types within 50-year periods (non-overlapping bins) starting from 1900 and going backwards. The
profiles varies from sharp peak to flat peak and also a double peak. Posterior probabilities (means
of 50 years as colored dots) are also given to indicate how uncertain the cluster frequencies are.
The mean values, within each cluster is given for the covariates (not included in the analysis).
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Analysis without covariates
Figure 6: Dynamics of three of the seven clusters given by the frequencies of the different cluster
types within 50-year periods (non-overlapping bins) starting from 1900 and going backwards. The
profiles varies from sharp peak to flat peak and also a double peak. Posterior probabilities (means
of 50 years as colored dots) are also given to indicate how uncertain the cluster frequencies are.
The mean values, within each cluster is given for the covariates (not included in the analysis).
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Illustration of posterior probabilities for year -3633
Figure 7: The year -3633 with its posterior probabilities for cluster belongings in the seven clusters.
The solid colored curve is the mean cluster curve, the dashed line is the predicted curve within
each cluster and the dots are the actual observations.
26
Illustration of posterior probabilities for year -668
Figure 8: The year -668 with its posterior probabilities for cluster belongings in the seven clusters.
The solid colored curve is the mean cluster curve, the dashed line is the predicted curve within
each cluster and the dots are the actual observations.
27
Boxplots of the three covariates
Figure 9: Boxplots of the covariates in the analysis for the 7 clusters. Upper row is when covariates
is used in the modelling and the lower row is when no covariates was used in the modelling.
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Covariance matrices, ∆k, k=1,...,7
Figure 10: The Covariance matrices ∆k for the 7 clusters illustrated by coloring the values in them.
Red is the largest value and blue is the smallest value. Number 1–8 are the spline coefficients and
9 is MinAR, 10 is varve width and 11 is mean grey scale values.
29
Correlation matrices of ∆k, k=1,...,7
Figure 11: The Correlation matrices from the covariance matrices ∆k, for the 7 clusters illustrated
by coloring the values in them. Red is the largest (positive) value and blue is the smallest (negative)
value. Number 1–8 are the spline coefficients and 9 is MinAR, 10 is varve width and 11 is mean
grey scale values.
30
Different basis representations
Figure 12: The picture shows what happens with the when shifting basis from cubic b-splines to
the U -matrix in the single value decomposition. Here 8 basis function are used.
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