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Chapter 4
BV functions and parabolic
problems: the first
characterization
This chapter is entirely devoted to functions of bounded variation and sets of finite
perimeter. We have collected several results related to these functions, from the classical
ones present in literature to a new characterization of such functions. This chapter is or-
ganized as follows: in the first section we recall definitions, basic properties and classical
results for functions of bounded variation and sets of finite perimeter.
In the second one we extend classical definitions and properties to functions with pos-
sibly weighted bounded variation on Ω and finally, in the last section we give a first
characterization for such class of functions in terms of the short-time behavior of T (t).
4.1 The space BV : definitions and preliminary results
First we give a brief introduction to the definition of BV functions in non-weighted
Euclidean domains (complete discussions and proofs can be found in [5] and [20]). These
are integrable functions whose weak first-order distributional derivatives are finite Radon
measures. Throughout this chapter we denote by Ω a generic open set of Rn. The
classical integration by parts formula shows that if f ∈ C1(Ω) and ϕ ∈ C1c (Ω,Rn), then∫
Ω
fdivϕdx = −
∫
Ω
ϕ ·Df dx.
The definition of Sobolev functions is based upon a generalization of the integration by
parts formula. A locally summable function g : Ω 7→ Rn is called a weak derivative of f
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if for all ϕ ∈ C∞c (Ω,Rn), ∫
Ω
fdivϕdx = −
∫
Ω
ϕ · g dx.
If |g| is integrable, then f belongs to the Sobolev space W 1,1(Ω).
Definition 4.1.1. Let f ∈ L1(Ω); we say that f is a function of bounded variation in Ω
if there exists a vector-valued Radon measure µf = (µ1f , . . . , µ
n
f ) on Ω with |µf |(Ω) finite
such that for all ϕ ∈ C∞c (Ω,Rn),∫
Ω
fdivϕdx = −
∫
Ω
ϕ · dµf = −
n∑
i=1
∫
Ω
ϕidµ
i
f (x). (4.1)
The vector space of all functions of bounded variation is denoted by BV (Ω).
By (4.1) it follows that a BV function f belongs to the Sobolev space W 1,1(Ω) if and
only if µf is absolutely continuous with respect to the Lebesgue measure on Ω. In this
case µf = ∇fdx (see [20, Sec 5.1]), where ∇f denotes the density of µf with respect
to dx provided by the Besicovitch differentiation Theorem 1.4.10 and coincides with the
approximate gradient of u. According to the notation adopted in the Sobolev case we
denote by Df the distributional derivative measure µf . The following proposition leads
to the current working definition for BV functions.
Proposition 4.1.2. Let f ∈ L1(Ω). Then f ∈ BV (Ω) if and only if
|Df |(Ω) = sup{
∫
Ω
fdivϕdx : ϕ ∈ C1c (Ω,Rn), ‖ϕ‖L∞(Ω) ≤ 1} <∞.
The space BV is a Banach space if endowed with the norm
‖f‖BV (Ω) := ‖f‖L1(Ω) + |µf |(Ω) (4.2)
but the norm-topology is too strong for many applications. Indeed, continuously differ-
entiable functions are not dense in BV (Ω). For example let Ω := R, f := χ(1,2) ∈ L1(R)
and consider {fk} a sequence of smooth functions obtained by convolution. Then fk does
not converge to f with respect to the norm (4.2). In fact Dfk is absolutely continuous
with respect the Lebesgue measure whereas Df is singular with respect the Lebesgue
measure, being Df = δ1 − δ2 a measure concentrated on two points. Therefore
|Dfk −Df |(Ω) = |Dfk|(Ω) + |Df |(Ω) ≥ |Df |(Ω) ≥ 1.
This is true because |λ− µ| = |λ|+ |µ| for mutually singular measures λ, µ.
An important application of BV function theory is the study of sets of finite perimeter
introduced by R. Caccioppoli in [10]; a detailed analysis of these sets was carried on by
E. De Giorgi (see [16]) and H. Federer (see [21] and the references there).
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4.1.1 Sets of finite perimeter
Given a subset E ⊂ Rn, we denote by |E| its Lebesgue measure, and by Hn−1(E) its
(n− 1)-dimensional Hausdorff measure.
Definition 4.1.3. Let E be a measurable subset of Rn. The perimeter of E in Ω is the
variation of χE in Ω, i.e.
P(E,Ω) = sup
{∫
Ω∩E
divϕdx : ϕ ∈ C1c (Ω,Rn), ‖ϕ‖L∞(Ω) ≤ 1
}
. (4.3)
We say that E is a set of finite perimeter in Ω if P(E,Ω) <∞.
When Ω = Rn, P(E,Rn) will be simply denoted by P(E). The class of sets of finite
perimeter in Ω contains all sets E with C1 boundary inside Ω such that Hn−1(Ω∩∂E) <
∞. Indeed, by the Gauss-Green theorem, for these sets E we have∫
E
divϕdx = −
∫
∂E
〈ϕ, νE〉dHn−1 ∀ϕ ∈ C1c (Ω,Rn) (4.4)
where νE is the inner unit normal to E. Using this formula the supremum in (4.3) can
be easily computed and it turns out that P(E,Ω) = Hn−1(Ω ∩ ∂E)
The theory of sets of finite perimeter is closely connected to the theory of BV func-
tions. First of all we notice that if E ⊂ Rn has finite measure in Ω, that is χE ∈ L1(Ω),
then by Proposition 4.1.2, E has finite perimeter in Ω if and only if the characteristic
function χE belongs to BV (Ω); in this case P(E,Ω) coincides with |DχE |(Ω), the total
variation in Ω of the distributional derivative of χE .
The variational measure DχE can be used to define a measure theoretic boundary de-
noted by FE and called reduced boundary of E, defined as follows.
Definition 4.1.4. (Reduced boundary) Let E be a measurable subset of Rn with finite
perimeter in Ω. We define
FE =
{
x ∈ supp |DχE | ∩ Ω : ∃ lim
%→0
DχE(B%(x))
|DχE |(B%(x)) = νE(x), and |νE(x)| = 1
}
. (4.5)
The function νE : FE → Sn−1 is called the generalized inner normal to E,
By the Besicovitch differentiation theorem (see Theorem 1.4.10) we know that |DχE |
is concentrated on FE and DχE = νE |DχE |. De Giorgi proved that FE ∩ Ω is a
countably (n− 1)- rectifiable set (i.e. FE = ⋃h∈NKh ∪N0 with Hn−1(N0) = 0 and Kh
compact subsets of C1 manifolds Mh, see Definition 1.4.14) and that
DχE = νEHn−1 FE. (4.6)
These results imply that the classical Gauss-Green formula can be rewritten for sets of
finite perimeter in Ω in the form∫
E∩Ω
divϕdx = −
∫
FE
〈ϕ, νE〉dHn−1 ∀ϕ ∈ C1c (Ω,Rn). (4.7)
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Observe that in (4.7) the inner normal and the boundary have to be thought in a measure
theoretic sense and not in the topological one.
Another important result due to De Giorgi is a blow-up property for points of the reduced
boundary (see [16] for the original reference).
Theorem 4.1.5. (De Giorgi) For any x ∈ FE the following properties hold
(i) the sets Exρ = (E−x)/ρ locally converge in measure in Rn to the half space HνE(x)
orthogonal to νE(x) and containing νE(x) as ρ→ 0+
HνE(x) = {y ∈ Rn : 〈νE(x), y − x〉 ≥ 0};
(ii) Ln Exρ
w∗loc−→ Ln HνE(x) as ρ→ 0+, i.e.
lim
ρ→0+
∫
Ω∩Exρ
φ(y)dy =
∫
HνE(x)
φ(y)dy ∀φ ∈ Cc(Rn).
Now we examine the density properties of sets of finite perimeter.
Definition 4.1.6. Let E be a measurable subset of Rn. For every α ∈ [0, 1] we denote
by Eα the set of points of Rn where E has density α, that is
Eα =
{
x ∈ Rn : ∃ lim
%→0
|E ∩B%(x)|
|B%(x)| = α
}
; (4.8)
The essential boundary is then defined as ∂∗E = Rn \ (E0 ∪ E1), i.e., the set of points
where the density of E is neither 0 nor 1.
Theorem 4.1.7. (Federer) Let E be a set of finite perimeter in Ω. Then
FE ∩ Ω ⊂ E1/2 ⊂ ∂∗E and Hn−1(Ω \ (E0 ∪ FE ∪ E1)) = 0
In particular, Hn−1- a.e. x ∈ ∂∗E ∩ Ω belongs to FE.
4.2 Weighted BV functions
A natural way to extend the definition of functions of bounded variation in the
weighted Euclidean case on Ω is described here. Given a symmetric positive definite
matrix P = (pij)ni,j=1, and a function f ∈ L1(Ω), we define the weighted total variation,
by setting
|Df |P (Ω) = sup
{∫
Ω
fdivψdx : ψ ∈ C1c (Ω,Rn), ‖P−1/2ψ‖∞ ≤ 1
}
(4.9)
and say that f has finite total weighted variation, if |Df |P (Ω) < +∞. Thus, as in the
classical case we denote by BVP as the space of L1 functions that have finite weighted
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total variation. Notice that if P has entries pij ∈ C1(Ω), then the total variation can be
equivalently defined by
|Du|P (Ω) = sup
{∫
Ω
udiv(P 1/2φ)dx : φ ∈ C1c (Ω,Rn), ‖φ‖L∞(Ω) ≤ 1
}
.
Of course, if P is the identity matrix then |Df |P reduces to the classical definition of
total variation for an L1 function and in this case we write f ∈ BV (Ω) and drop the P
everywhere. The space BVP (Ω) turns out to be a Banach space with the norm
‖f‖BVP = ‖f‖L1(Ω) + |Df |P (Ω).
In a similar way, a set E is said to have finite weighted perimeter if |DχE |P (Ω) < +∞.
In this case, its total variation measure is the perimeter of E and it is denoted also by
PP (E,Ω) = |DχE |P (Ω).
Henceforth, we assume that P is a symmetric µ elliptic matrix i.e., there exists µ ≥ 1
such that µ−1|ξ|2 ≤ 〈P (x)ξ, ξ〉 ≤ µ|ξ|2 for all ξ ∈ Rn and all x ∈ Ω. We also assume that
the coefficients pij ∈ Cb(Ω), then, the seminorms |Df |(Ω) and |Df |P (Ω) are equivalent,
more precisely
1√
µ
|Df |(Ω) ≤ |Df |P (Ω) ≤ √µ|Df |(Ω),
where µ is the ellipticity constant of P and this immediately implies that BV (Ω) =
BVP (Ω) with equivalence of the norms.
We also notice that if f is regular, then the equality
|Df |P (Ω) =
∫
Ω
|Df(x)|P dx
holds, where |Df(x)|P = |P 1/2Df(x)| = 〈PDf(x), Df(x)〉1/2.
Remark 4.2.1. (Lower semicontinuity of the total variation) It is useful to notice that
|D · |P (Ω) is lower semicontinuous with respect to the convergence in L1loc(Ω). Indeed
for any ϕ ∈ C1c (Ω,Rn) with ‖P−1/2ϕ‖∞ ≤ 1 the integral
∫
Ω
fdivϕdx is continuous with
respect to the L1-norm of f , hence |Df |P , as the supremum of continuous functionals,
is lower semicontinuous.
As in the unweighted case, the norm topology is in some respects too strong, since
for instance smooth functions are not dense with respect to it. Nevertheless, a classical
weaker approximation result is given by the Anzellotti-Giaquinta theorem, see e.g. [5,
Theorem 3.9]. It states that for every f ∈ BV (Ω) there exists a sequence of functions
(fk)k ⊂ C∞(Ω) ∩BV (Ω) such that
‖f − fk‖L1(Ω) → 0,
∫
Ω
|Dfk|dx→ |Df |(Ω);
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Such a sequence is said to converge in variation to f .
The Anzellotti-Giaquinta theorem can be adapted also to the case of weighted BV func-
tions as follows: given a matrix Q, we define
CQ(Ω) =
{
f ∈ C∞(Ω) ∩ C1(Ω); 〈QDf, ν〉 = 0 on ∂Ω} , (4.10)
and the following approximation result holds. We point out that we shall use this propo-
sition in order to approximate a function in BV (Ω) with functions in the domain of A1
which verify a condition on ∂Ω.
Proposition 4.2.2. Let Ω, P = (pij)ni,j=1 be as above, and let Q = (qij)
n
i,j=1 be an
elliptic matrix with qij ∈ C1b (Ω). Then, for every f ∈ BVP (Ω) there exists a sequence of
functions (fk)k ⊂ CQ(Ω) such that
lim
k→∞
‖f − fk‖L1(Ω) = 0, lim
k→∞
∫
Ω
|Dfk|P dx = |Df |P (Ω).
Proof. The proof goes as the classical one, except that we have to modify the usual
approximation sequence in a neighborhood of the boundary of Ω.
Fix ε > 0; since f ∈ BV (Ω), there exist functions {fk}k ∈ C∞(Ω) ∩BV (Ω) such that
fk → f in L1(Ω)∫
Ω
|Dfk| dx→ |Df |(Ω) as k →∞.
We can find δ0 > 0 such that for every δ ∈ (0, δ0) the set Ωδ = {x ∈ Ω; dist(x, ∂Ω) > δ}
satisfies
‖fk‖L1(Ω\Ωδ) ≤ ε ,
∫
Ω\Ωδ
|∇fk|dx ≤ ε ∀k ∈ N. (4.11)
The assumption on the regularity on ∂Ω is used to modify the approximating sequence to
make it constant in the direction Qν. Indeed, for every x ∈ Ω\Ωδ there is the projection
on ∂Ωδ, say PQ(x), such that x may be written x = (1− t)PQ(x)+ δtQ(PQ(x))ν(PQ(x))
for some t ∈ [0, 1) (ν(y) is the outer normal to ∂Ωδ in y). This is possible since the
map ψ : ∂Ωδ × [0, ε) → Ω, ψ(y, t) = y + tQ(y)ν(y) defines, for sufficiently small ε > 0,
a diffeomorphism on its image, and then we can define PQ(x) = pi1(ψ−1(x)) for any
x ∈ ψ(∂Ωδ × [0, ε)), where pi1 : ∂Ωδ × [0, ε)→ ∂Ωδ is given by pi1(y, t) = y.
Let us modify the functions fk in the following way
f˜k(x) :=
{
fk(PQ(x)) x ∈ Ω \ Ωδ
fk(x) x ∈ Ωδ.
Then, choosing δ sufficiently small, we have that∣∣∣ ∫
Ω
|∇f˜k|dx−
∫
Ω
|∇fk|dx
∣∣∣ ≤ ε (4.12)
Finally, for every τ < δ2 we can define the approximants as follows
gτk(x) :=

fk(PQ(x)) x ∈ Ω \ Ω δ2
(ρτ ∗ f˜k)(x) x ∈ Ω δ2 \ Ω 32 δ
fk(x) x ∈ Ω 32 δ .
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where ρτ is the standard mollifier. Then gτk ∈ C∞c (Ω), (∇gτk , Qν) = 0 in ∂Ω ∀k ∈ N.
Finally with a standard procedure of diagonalization we can find a sequence {gτ(k)k } ⊂
{gτk} such that
lim
k→∞
‖gτ(k)k − f‖L1(Ω) ≤ 3 ε ,
∣∣∣ ∫
Ω
|∇gτ(k)k |dx− |Df |(Ω)
∣∣∣ ≤ 3 ε .
Now, let ϕ ∈ C1c (Ω,Rn) with ‖P−1/2ϕ‖L∞(Ω) ≤ 1. Then taking into account (4.11) and
(4.12) we have∫
Ω
g
τ(k)
k divϕ dx =
∫
Ω\Ω δ2
fk(PQ(x))divϕ dx+
∫
Ω
δ
2 \Ω 32 δ
(ρτk ∗ f˜k)divϕ dx
+
∫
Ω
3
2 δ
fkdivϕ dx
≤ 2ε‖ϕ‖W 1,∞ +
∫
Ω
3
2 δ
(fk − f)divϕ dx+
∫
Ω
fdivϕ dx
−
∫
Ω\Ω 32 δ
fdivϕ dx
≤ 3ε‖ϕ‖W 1,∞ + |Df |P (Ω)
and so ∫
Ω
|Dgτ(k)k |P dx ≤ |Df |P (Ω) + 3ε‖ϕ‖W 1,∞ .
This estimate and Remark 4.2.1 complete the proof.
Remark 4.2.3. A particular case of Proposition 4.2.2 is given when Q = A; in this case
we have that CA(Ω) ⊂ D(A1) (it is a core for A1, i.e. it is dense in D(A1) for the graph
norm ‖·‖L1(Ω)+‖A1 ·‖L1(Ω) ), and then the weighted BV functions can be approximated
in variation via functions in the domain of the operator A1.
There are several other useful properties connecting BV functions to sets of finite
perimeter such as the coarea formula. Next we state a weighted version of it, a particular
case of (see [13, Lemma 2.4]). We relate the weighted variation measure of f and the
weighted perimeter of its level sets.
For f : Ω→ R and t ∈ R, define
Et = {x ∈ Ω : f(x) > t}.
Lemma 4.2.4. If f ∈ BV (Ω), the mapping
t ∈ R 7→ PP (Et,Ω)
is L1-measurable.
Proof. Since f ∈ L1(Ω), the mapping (x, t) 7→ χEt(x) is Ln × L1- measurable, and
thus, for each ϕ ∈ C1c (Ω,Rn), the function
t 7→
∫
Ω
χEtdivϕ dx
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is L1-measurable. Let D denote any countable dense subset of C1c (Ω,Rn). Then
t 7→ P(Et,Ω) = sup
{∫
Et
divϕ dx; ϕ ∈ D, |ϕ| ≤ 1
}
is L1-measurable since it is the supremum of a countable family of measurable functions.
Theorem 4.2.5. Let f ∈ BV (Ω). Then Et has finite perimeter for L1 a.e. t ∈ R and
|Df |P (Ω) =
∫
R
PP (Et,Ω)dt. (4.13)
Conversely, if f ∈ L1(Ω) and ∫
R
PP (Et,Ω)dt <∞
then f ∈ BV (Ω).
Proof. Let ϕ ∈ C1c (Ω,Rn), ‖P−1/2ϕ‖L∞(Ω) ≤ 1. Then∫
Ω
fdivϕ dx =
∫
R
(∫
Et
divϕ dx
)
dt. (4.14)
Indeed, suppose first f ≥ 0, so that
f(x) =
∫ ∞
0
χEt(x) dt a.e. x ∈ Ω.
Thus ∫
Ω
fdivϕ dx =
∫
Ω
(∫ ∞
0
χEt(x) dt
)
divϕ(x) dx
=
∫ ∞
0
(∫
Ω
χEt(x)divϕ(x) dx
)
dt
=
∫ ∞
0
(∫
Et
divϕdx
)
dt.
Similarly if f ≤ 0,
f(x) =
∫ 0
−∞
(χEt(x)− 1) dt,
whence ∫
Ω
fdivϕ dx =
∫
Ω
(∫ 0
−∞
(χEt(x)− 1) dt
)
divϕ(x) dx
=
∫ 0
−∞
(∫
Ω
(χEt(x)− 1)divϕ(x) dx
)
dt
=
∫ 0
−∞
(∫
Et
divϕdx
)
dt.
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For the general case, write f = f+ − f− and (4.14) is proved. From (4.14) we see that
for all ϕ as above, ∫
Ω
fdivϕdx ≤
∫
R
PP (Et,Ω)dt.
Hence
|Df |P (Ω) ≤
∫
R
PP (Et,Ω) dt. (4.15)
Now, we prove that assertion (4.13) holds for all f ∈ BVP (Ω) ∩ C∞(Ω).
Let
m(t) :=
∫
Ω\Et
|Df |P dx =
∫
{f≤t}
|Df |P dx.
Then the function m is non decreasing, and thus m′ exists for a.e. t ∈ R, with∫
R
m′(t) dt ≤
∫
Ω
|Df |P dx. (4.16)
Now, fix t ∈ R, r > 0, and define η : R→ R this way:
η(s) =

0 if s ≤ t ,
s−t
r if t ≤ s ≤ t+ r ,
1 if s ≥ t+ r.
Then
η′(s) =
{
1
r if t < s < t+ r ,
0 if s < t or s > t+ r.
Hence, for all ϕ ∈ C1c (Ω,Rn) with ‖P−1/2ϕ‖L∞(Ω) ≤ 1
−
∫
Ω
η(f(x))divϕdx =
∫
Ω
η′(f(x))Df · ϕdx = 1
r
∫
Et\Et+r
Df · ϕdx.
Now,
m(t+ r)−m(t)
r
=
1
r
[ ∫
Ω\Et+r
|Df |P dx−
∫
Ω\Et
|Df |P dx
]
=
1
r
∫
Et\Et+r
|Df |P dx
≥ 1
r
∫
Et\Et+r
Df · ϕdx
= −
∫
Ω
η(f(x))divϕdx
For those t such that m′(t) exists, we then let r → 0:
m′(t) ≥ −
∫
Et
divϕdx a.e. t ∈ R.
Taking the supremum over all ϕ as above:
PP (Et,Ω) ≤ m′(t),
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and recalling (4.16) we find∫
R
PP (Et,Ω) ≤
∫
Ω
|Df |P dx = |Df |P (Ω).
This estimate and (4.15) complete the proof for f ∈ BV (Ω) ∩ C∞(Ω). Finally, fix
f ∈ BVP (Ω) and choose {fk}k∈N as in Proposition 4.2.2. Then
fk → f inL1(Ω) as k →∞.
Define
Ekt = {x ∈ Ω : fk(x) > t}.
Now, ∫
R
|χEkt (x)− χEt(x)| dt =
∫ max{f(x),fk(x)}
min{f(x),fk(x)}
dt = |fk(x)− f(x)|,
consequently ∫
Ω
|fk(x)− f(x)| dx =
∫
R
(
∫
Ω
|χEkt (x)− χEt(x)| dx) dt.
Since fk → f in L1(Ω), there exists a subsequence which, upon reindexing by k if
necessary, satisfies
χEkt → χEt in L1(Ω), a.e. t ∈ R.
Then by the lower semicontinuity of the the total variation,
PP (Et,Ω) ≤ lim inf
k→∞
PP (Ekt ,Ω).
Thus Fatou’s Lemma implies∫
R
PP (Et,Ω) dt ≤ lim inf
k→∞
PP (Ekt ,Ω)
= lim
k→∞
|Dfk|P (Ω)
= |Df |P (Ω)
This calculation and (4.15) complete the proof.
Remark 4.2.6. The coarea formula is true for Borel sets. If f ∈ BV (Ω) the set Et has
finite perimeter for L1-a.e. t ∈ R and
|Df |(B) =
∫
R
|DχEt |(B) dt, Df(B) =
∫
R
DχEt(B) dt
for any Borel set B ⊂ Ω.
For the weighted total variation also the following continuity property under uniform
convergence holds.
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Proposition 4.2.7. Let P = (pij)ni,j=1 be a symmetric µ-elliptic matrix valued function
and let (P(k))k∈N be a sequence of matrices valued functions uniformly convergent to P .
Then, for every f ∈ L1(Ω) the following holds:
lim
k→+∞
|Df |P(k)(Ω) = |Df |P (Ω). (4.17)
Proof. We denote by ck = ‖P−1/2−P−1/2(k) ‖∞; by the uniform convergence, we have
that ck → 0 as k → +∞; moreover, we may assume that the P(k) are (µ+ 1/k)-elliptic,
that is
1
µ+ 1/k
|ξ|2 ≤ |P 1/2(k) ξ|2 ≤ (µ+ 1/k)|ξ|2,
or, simply defining w = P 1/2(k) ξ,
1√
µ+ 1/k
|w| ≤ |P−1/2(k) w| ≤
√
µ+ 1/k|w|.
Then, if ψ ∈ C1c (Ω,Rn) with ‖P−1/2(k) ψ‖∞ ≤ 1, we get
‖P−1/2ψ‖∞ ≤ ‖P−1/2(k) ψ‖∞ + ‖(P−1/2 − P−1/2(k) )ψ‖∞
≤ ‖P−1/2(k) ψ‖∞ + ck‖ψ‖∞
≤ ‖P−1/2(k) ψ‖∞ + ck
√
µ+ 1/k‖P−1/2(k) ψ‖∞
≤ 1 + ck
√
µ+ 1/k.
By definition of weighted variation, we get∫
Ω
fdivψdx ≤ (1 + ck
√
µ+ 1/k)|Df |P (Ω)
whence
|Df |P(k)(Ω) ≤ (1 + ck
√
µ+ 1/k)|Df |P (Ω).
With a similar computation, we also get
|Df |P (Ω) ≤ (1 + ck√µ)|Df |P(k)(Ω),
and then (4.17) follows by letting k → +∞.
4.3 A first characterization of BV functions
In this last section we show some connections between the total variation of a generic
function u0 ∈ L1 and the short time behavior of the solution of a parabolic problem with
initial datum u0. More precisely we connect the total variation of u0 to the L1 norm of
the gradient of such solution. This result is strictly linked with the original definition
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given by E. De Giorgi [15] of functions of bounded variation which is recalled in the
following paragraph.
Consider the heat semigroup (W (t))t≥0 in Rn. We show how it is linked to the
definition of function with bounded variation originally given by De Giorgi (see [15]).
For a given function f ∈ L1(Rn), we consider the function
W (t)f(x) =
1
(2pi)n/2
∫
Rn
f(x+
√
2ty)e−
|y|2
2 dy
=
1
(4pit)n/2
∫
Rn
f(y)e−
|x−y|2
4t dy
= (Gt ∗ f)(x)
where Gt(x) = (4pit)−n/2e−|x|
2/4t denotes the Gauss-Weierstrass kernel. By using simple
tools of analysis one can easily prove that W (t)f(x)→ f(x) almost everywhere and also
in L1(Rn) as t → 0+. The operator W (t) is also contractive, thus ‖W (t)f‖L1(Rn) ≤
‖f‖L1(Rn) for any f ∈ L1(Rn) and any t > 0. Moreover, if the function g is regular,
then DW (t)g(x) =W (t)Dg(x). Finally, since W (t+ s)f(x) =W (s)W (t)f(x), using the
previous property for g(x) =W (t)f(x), we get∫
Rn
|DW (t+ s)f(x)| dx =
∫
Rn
|W (s)(DW (t)f)(x)| dx ≤
∫
Rn
|DW (t)f(x)| dx.
This computation shows that the function
t 7→
∫
Rn
|DW (t)f(x)| dx
is monotone decreasing for every f ∈ L1(Rn) and then it is well defined the quantity:
I[f ] = lim
t→0
∫
Rn
|DW (t)f(x)| dx, (4.18)
that a priori can be finite or not. De Giorgi called I[f ] the total variation of f in Rn
and he defined the space BV (Rn) as the space of functions such that I[f ] <∞.
In Theorem 4.3.4 we prove that (4.18) still holds in Ω, when the left hand side reduces
to (4.3) and T (t) is the semigroup generated by the second order uniformly elliptic
operator (A1, D(A1)). More in detail we prove that
|Du0|P (Ω) = lim
t→0
∫
Ω
|DT (t)u0|P dx, (4.19)
for every u0 ∈ L1(Ω), where |D · |P (Ω) is defined in (4.9).
Remark 4.3.1. Notice that, since (T (t))t≥0 is a strongly continuous semigroup on
L1(Ω), then by the lower semicontinuity of the total variation with respect to the L1
convergence we obtain
|Du0|P (Ω) ≤ lim inf
t→0
∫
Ω
|DT (t)u0|P dx (4.20)
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for every u0 in L1(Ω). Therefore in order to prove (4.19) it is sufficient to prove
lim sup
t→0
∫
Ω
|DT (t)u0|P dx ≤ |Du0|P (Ω).
Now observe that, for functions in the domain of the operator A1, (4.19) is true. Ac-
tually for these functions the result is stronger than (4.19), indeed the following equality
holds
lim
t→0
‖DT (t)u0 −Du0‖L1(Ω) = 0.
This can be easily seen if we take into account that, by Remark 3.0.6, D(A1) is continu-
ously embedded in W 1,1(Ω), i.e., there exists k = k(Ω, µ,M1) > 0 such that u0 ∈ D(A1)
implies u0 ∈W 1,1(Ω) and
‖u0‖W 1,1(Ω) ≤ k(‖u0‖L1(Ω) + ‖A1u0‖L1(Ω)); (4.21)
Furthermore T (t)A1u0 = A1T (t)u0 and by the strong continuity of T (t) in L1(Ω) we get
‖DT (t)u0 −Du0‖L1(Ω) ≤ k
(‖T (t)u0 − u0‖L1(Ω) + ‖A1T (t)u0 −A1u0‖L1(Ω))
= k
(‖T (t)u0 − u0‖L1(Ω) + ‖T (t)A1u0 −A1u0‖L1(Ω)) .
Example 1. Another simple case in which the existence of the limit as t → 0 of∫
Ω
|DT (t)u0(x)| dx is guaranteed is when Ω is convex and A = P = I, B = c = 0,
i.e., (T (t))t≥0 is the heat semigroup generated by the Neumann Laplacian and the to-
tal variation is the classical (non-weighted) one. In this case, it is easily seen that
F (t) = ‖DT (t)u0‖L1(Ω) is decreasing (as is the case if Ω = Rn), provided that Ω is con-
vex. In fact, in this case computations significantly simplify and go as follows, where we
set u(t, x) = (T (t)u0)(x) and F (t) =
∫
Ω
|Du| dx,
F ′(t) =
∫
Ω
∂t|Du| dx =
∫
Ω
1
|Du| 〈Du,D∂tu〉 dx =
∫
Ω
1
|Du|
∑
i,k
DiuDiD
2
kku dx
=
∫
∂Ω
1
|Du|
∑
i,k
DiuD
2
ikuνk dHn−1 −
∫
Ω
∑
i,k
Dk
Diu
|Du|D
2
iku dx
= −
∫
∂Ω
1
|Du| 〈DνDu,Du〉 dH
n−1 +
∫
Ω
1
|Du|
[∣∣∣D2u Du|Du| ∣∣∣2 − Tr (D2u)2
]
dx ≤ 0
where we have taken into account the Neumann boundary conditions and the fact that
if Ω is convex then all the curvatures (i.e., the eigenvalues of the matrix Dν) are non-
negative. This estimate and (4.20) allow us to conclude.
The monotonicity is not true in general also when A = ∆; if Ω is not convex F may not
be non-increasing. In [22, Theorem 2.16] there is an example with Ω non convex and
F ′(0) > 0.
Before stating the main result, we recall an useful boundary trace theorem whose
proof can be found in [1, Theorem 5.3.6].
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Theorem 4.3.2. Let Ω be an open subset of Rn with uniformly C2 boundary; then
the trace operator is continuous from W 1,1(Ω) onto L1(∂Ω,Hn−1), that is, there exists
cΩ > 0 such that for every u ∈ W 1,1(Ω) the trace v = u|∂Ω of u on ∂Ω is well defined
and
‖v‖L1(∂Ω,Hn−1) ≤ cΩ‖u‖W 1,1(Ω). (4.22)
The following result is a monotonicity estimate for F (t) =
∫
Ω
|DT (t)u0|dx and gives
a localized version of (4.19). Here we assume stronger regularity conditions on the coef-
ficient c and recall that
M2 = max{‖A‖2,∞, ‖B‖2,∞, ‖c‖1,∞}.
Without loss of generality, in what follows we take for simplicity the same ellipticity
constant µ both for the matrix of the coefficients A of A and P .
Proposition 4.3.3. Let v ∈ D(A1), where A is as in (2.106)-(2.108), with coefficients
c ∈W 1,∞(Ω). Let P = (pij)ni,j=1 be a non-negative µ-elliptic matrix with pij ∈W 1,∞(Ω)
and pij = aij on ∂Ω. Then for every η ∈ C1b (Ω), η non-negative, there exists a constant
c5 = c5(n,Ω,M2, ‖P‖1,∞, ‖η‖W 1,∞ , µ)
such that ∫
Ω
η|DT (t)v|P dx ≤
∫
Ω
η|Dv|P dx+ c5t1−δ‖v‖W 1,1(Ω) (4.23)
holds for every t ∈ (0, 1), where δ ∈ (1/2, 1) is the parameter in (3.20).
Proof. For v ∈ D(A1) and η ∈ C1b (Ω), η ≥ 0, we define the function Fη : (0, 1)→ R
by
Fη(t) =
∫
Ω
η|DT (t)v|P dx.
This function is differentiable since T (t)v is regular for every t > 0 and the equality
∂t|DT (t)v|P = 1|DT (t)v|P 〈PDT (t)v,DAT (t)v〉
holds for a.e. x ∈ Ω. Moreover, T (t)v ∈ D(A1) for every t > 0 and then
A1T (t)v = T
( t
2
)
A1T
( t
2
)
v;
this implies also that A1T (t)v ∈ D(A1). Then, thanks to (4.21) and from the fact that
|〈PDT (t)v,DA1T (t)v〉|
|DT (t)v|P ≤ |DA1T (t)v|P ,
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we can differentiate under the integral sign. Denoting by u(t, x) the solution (T (t)v)(x),
we obtain
F ′η(t) =
d
dt
∫
Ω
η|Du|P dx =
∫
Ω
η
|Du|P 〈PDu,DAu〉 dx
=
n∑
i,j,h,k=1
∫
Ω
η
pijDjuDi(Dh(ahkDku))
|Du|P dx
+
n∑
i,j,h=1
∫
Ω
η
pijDjuDi(bhDhu)
|Du|P dx+
n∑
i,j=1
∫
Ω
η
pijDjuDi(cu)
|Du|P dx
(I1) =
n∑
i,j,h,k=1
∫
Ω
η
pijDju(D2ihahkDku+DhahkD
2
iku+DiahkD
2
hku)
|Du|P dx
(I2) +
n∑
i,j,h,k=1
∫
Ω
η
1
|Du|P pijDju ahkD
3
ihku dx
(I3) +
n∑
i,j,h,k=1
∫
Ω
η
1
|Du|P pijDju
(
DibhDhu+ bhD2ihu
)
dx
(I4) +
n∑
i,j,h,k=1
∫
Ω
η
1
|Du|P pijDju
(
Dic u+ cDiu
)
dx .
Notice that there is a constant k = k(n,M2, ‖η‖L∞ , ‖P‖∞) such that
|I1|+ |I3|+ |I4| ≤ k‖u‖W 2,1(Ω) .
It remains to estimate I2; integrating by parts with respect to xk, we have that
n∑
i,j,h,k=1
∫
Ω
η
|Du|P pijDju ahkD
3
ihku dx
(II1) =
1
2
n∑
i,j,h,k,l,m=1
∫
Ω
η
|Du|3P
pijDju ahkD
2
ihuDkplmDmuDlu dx
(II2) +
n∑
i,j,h,k,l,m=1
∫
Ω
η
|Du|3P
pijDju ahkD
2
ihu plmDmuD
2
klu dx
(II3) −
n∑
i,j,h,k=1
∫
Ω
η
|Du|P
(
DkpijDju ahk + pijDjuDkahk
)
D2ihu dx
(II4) −
n∑
i,j,h,k=1
∫
Ω
η
|Du|P pijD
2
kju ahkD
2
ihu dx
(II5) −
n∑
i,j,h,k=1
∫
Ω
1
|Du|P pijDju ahkD
2
ihuDkη dx
(II6) +
n∑
i,j,h,k=1
∫
∂Ω
η
|Du|P pijDju ahkD
2
ihu νk dHn−1.
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This implies the existence of a constant k = k(M1, ‖P‖1,∞, ‖η‖1,∞), such that
|II1|+ |II3|+ |II5| ≤ k
∫
Ω
|D2u| dx .
where M1 was so defined
M1 = max
i,j
{‖aij‖W 2,∞(Ω), ‖bi‖W 2,∞(Ω), ‖c‖L∞(Ω)}.
Notice that for II2 we have
n∑
i,j,k,l,m=1
pijDjuahkD
2
ihu plmDmuD
2
klu =
〈
D2uAD2uPDu, PDu
〉
=
〈
P 1/2D2uAD2uP 1/2(P 1/2Du), P 1/2Du
〉
,
and for II4 we can write
n∑
i,j,h,k=1
pijD
2
kju ahkD
2
ihu =
n∑
i,j,h,k,m=1
p
1
2
imp
1
2
mjD
2
kju ahkD
2
ihu
= Tr
(
P 1/2D2uAD2uP 1/2
)
,
where Tr denotes the trace of a matrix. Then
II2 + II4 =
∫
Ω
1
|Du|P
(〈
P 1/2D2uAD2uP 1/2
P 1/2Du
|Du|P ,
P 1/2Du
|Du|P
〉
−Tr
(
P 1/2D2uAD2uP 1/2
))
η dx ≤ 0 (4.24)
since P 1/2D2uAD2uP 1/2 is positive definite because〈
(P 1/2D2uAD2uP 1/2)ξ, ξ
〉
=
〈
A1/2D2uP 1/2ξ,A1/2D2uP 1/2ξ
〉
.
Finally, for the term II6, we notice that
n∑
i,j,h,k=1
pijDju ahkD
2
ihu νk =
n∑
i=1
( n∑
h,k=1
ahkD
2
ihu νk
n∑
j=1
pijDju
)
=
n∑
i=1
n∑
h,k=1
(
Di
(
ahkDhu νk
)
−DhuDi(ahkνk)
) n∑
j=1
pijDju (4.25)
= 〈D〈ADu, ν〉, PDu〉 − 〈D(Aν)Du,PDu〉 = −〈D(Aν)Du,PDu〉
since P ≡ A on ∂Ω. Observe that the regularity of the boundary and the ellipticity of aij
imply that there exists a constant c˜ depending on ‖A‖1,∞ and L (see Definition 1.5.1)
such that |D(Aν)| ≤ c˜. As a consequence, we obtain that∣∣∣ n∑
i,j,h,k=1
∫
∂Ω
1
|Du|P η pijDju ahkD
2
ihu νk dHn−1
∣∣∣
=
∣∣∣ ∫
∂Ω
1
|Du|P η 〈D(Aν)Du,PDu〉 dH
n−1
∣∣∣ ≤ k ∫
∂Ω
η|Du|P dHn−1
≤ k‖η‖∞√µ
∫
∂Ω
|Du|dHn−1 ≤ k
∫
Ω
[|Du|+ |D2u|] dx ,
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where k = k(M2, L, µ, ‖η‖L∞ , cΩ), and cΩ is introduced in (4.22).
Taking now into account that u(t, x) satisfies (3.4) and (3.20), we have proved there
is a constant c5 such that for every t ∈ (0, 1) the inequality
F ′η(t) =
d
dt
∫
Ω
η|Du|P dx ≤ c5t−δ‖v‖W 1,1(Ω).
holds. Then, by integration (4.23) follows.
In the following theorem we show the announced characterization of the space BV (Ω)
in terms of the short-time behavior of ‖DT (t)u0‖L1(Ω), analogous to (4.18). Here we may
relax the regularity assumption on the coefficients bi according to Remark 3.0.6.
Theorem 4.3.4. Assume Ω ⊂ Rn has uniformly C2 boundary. Let A be as in Section
2.5 with
aij ∈W 2,∞(Ω), bi, c ∈ L∞(Ω)
and P be a non negative µ-elliptic matrix with pij ∈ Cb(Ω). If (T (t))t≥0 is the semigroup
generated by (A1, D(A1)) in L1(Ω), then, for every u0 ∈ L1(Ω), the equality
lim
t→0
∫
Ω
|DT (t)u0(x)|P dx = |Du0|P (Ω)
holds. In particular, u0 belongs to BV (Ω) if and only if the above limit is finite.
Proof. We start first assuming that pij ∈ C2b (Ω) and considering the operator
Aˆ = div(ADu), i.e., bi = c = 0, i = 1, . . . n. We denote by (Aˆ1, D(Aˆ1)) its realization in
L1 (as specified in Section 2.5) and by Tˆ the generated semigroup. Thanks to (4.20), we
have only to prove that
lim sup
t→0
∫
Ω
|DTˆ (t)u0(x)|P dx ≤ |Du0|P (Ω), (4.26)
which is trivially satisfied if u0 ∈ L1(Ω) \ BV (Ω). We then consider u0 ∈ BV (Ω). Fix
ε > 0 and consider two open neighborhoods U ⊂ V of ∂Ω with disjoint boundaries such
that, if we take S′ = Ω ∩ U and S = Ω ∩ V , we get
|Du0|P (S) < ε. (4.27)
Let then η ∈ C2(Ω) be a function such that
0 ≤ η ≤ 1, η ≡ 1 on S′, η ≡ 0 on Ω \ S
and define the matrix
PA = η2A+ (1− η2)P.
By Proposition 4.2.2 there exists a sequence
(uk)k ⊂
{
v ∈ C∞(Ω) ∩ C1(Ω) : 〈ADv, ν〉 = 0 on ∂Ω}
=
{
v ∈ C∞(Ω) ∩ C1(Ω) : 〈PADv, ν〉 = 0 on ∂Ω
} ⊂ D(A1)
90
such that uk → u0 in L1(Ω) and
lim
k→+∞
∫
Ω
|Duk|P dx = |Du0|P (Ω).
Notice that since P is µ-elliptic we get∫
Ω
|Duk|dx ≤ √µ
∫
Ω
|Duk|P dx
and then there exists M > 0 such that
‖uk‖W 1,1(Ω) ≤M. (4.28)
Since Ω \ S is an open set, by lower semicontinuity we have
|Du0|P (Ω \ S) ≤ lim inf
k→+∞
∫
Ω\S
|Duk|P dx
and also ∫
S
|Duk|P dx =
∫
Ω
|Duk|P dx−
∫
Ω\S
|Duk|P dx
whence
lim sup
k→+∞
∫
S
|Duk|P dx ≤ lim
k→+∞
∫
Ω
|Duk|P dx− lim inf
k→+∞
∫
Ω\S
|Duk|P dx
≤ |Du0|P (Ω)− |Du0|P (Ω \ S) = |Du0|P (S).
This proves that
lim sup
k→+∞
∫
S
|Duk|P dx ≤ |Du0|P (S); (4.29)
by the µ-ellipticity of A and P , we get that |ξ|A ≤ √µ|ξ|P therefore the following holds:
lim sup
k→+∞
∫
S
|Duk|Adx = lim sup
k→+∞
∫
S
〈ADuk, Duk〉1/2dx ≤ µ lim sup
k→+∞
∫
S
|Duk|P dx,
whence by (4.29) and (4.27)
lim sup
k→+∞
∫
S
|Duk|Adx ≤ µε. (4.30)
We also notice that
|ξ|2P = 〈Pξ, ξ〉 = 〈PAξ, ξ〉+ 〈(P − PA)ξ, ξ〉
= 〈PAξ, ξ〉+ η2〈(P −A)ξ, ξ〉 = |ξ|2PA + η2〈(P −A)ξ, ξ〉
and, since P and A are µ-elliptic,
|〈(P −A)ξ, ξ〉| ≤ 2µ|ξ|2 ≤ 2µ2|ξ|2A, ∀ξ ∈ Rn.
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We have then obtained that |ξ|P ≤ |ξ|PA + µ
√
2η|ξ|A and as a consequence∫
Ω
|DTˆ (t)uk|P dx ≤
∫
Ω
|DTˆ (t)uk|PAdx+ µ
√
2
∫
Ω
η|DTˆ (t)uk|Adx.
We can apply Proposition 4.3.3 to both terms in the right hand side in order to obtain,
using (4.28), that∫
Ω
|DTˆ (t)uk|P dx ≤
∫
Ω
|Duk|PAdx+ µ
√
2
∫
Ω
η|Duk|Adx+ (1 + µ
√
2)c5Mt1−δ.
By definition of PA, we have that
|ξ|2PA = η2|ξ|2A + (1− η2)|ξ|2P , ∀ξ ∈ Rn,
and then∫
Ω
|Duk|PAdx ≤
∫
Ω
η|Duk|Adx+
∫
Ω
√
1− η2|Duk|P dx ≤
∫
S
|Duk|Adx+
∫
Ω
|Duk|P dx.
We have then obtained the following estimate∫
Ω
|DTˆ (t)uk|P dx ≤
∫
Ω
|Duk|P dx+(1+µ
√
2)
∫
S
|Duk|Adx+(1+µ
√
2)c5Mt1−δ. (4.31)
Using (4.30), (4.31) and the fact that Tˆ (t)uk → Tˆ (t)u0 in L1(Ω) as n→ +∞, we get∫
Ω
|DTˆ (t)u0|P dx ≤ lim inf
k→+∞
∫
Ω
|DTˆ (t)uk|P dx ≤ lim sup
k→+∞
∫
Ω
|DTˆ (t)uk|P dx
≤ |Du0|P (Ω) + µ(1 + µ
√
2)ε+ (1 + µ
√
2)c5Mt1−δ
and the result for P regular then follows by letting t→ 0, since ε is arbitrary. The case
with pij ∈ Cb(Ω) is a consequence of the approximation result given in Proposition 4.2.7.
Finally, we consider non zero coefficients bi and c and Au = div(ADu)+ 〈B,Du〉+ cu
with bi, c ∈ L∞(Ω), i = 1, . . . n. Notice that the boundary operators associated with A1
and Aˆ1 as in (2.110) coincide, and then the set CA(Ω) defined in (4.10) is a core both
for (A1, D(A1)) and (Aˆ1, D(Aˆ1)). We denote by (T (t))t≥0 the semigroup generated by
(A1, D(A1)). Notice that if we define uˆ(t) := Tˆ (t)u0 and u = T (t)u0, with u0 ∈ CA(Ω),
the function w := uˆ− u is the solution of the problem
∂tw −Aw = E uˆ := −〈B,Duˆ〉 − cuˆ in (0,∞)× Ω
w(0) = 0 in Ω
〈ADw, ν〉 = 0 in (0,∞)× ∂Ω .
Thus, since w(t) =
∫ t
0
T (t− s)E uˆ(s)ds, we get
Dw(t) = D(uˆ− u)(t) =
∫ t
0
DT (t− s)E uˆ(s)ds
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and then using (3.4)
‖DTˆ (t)u0 −DT (t)u0‖L1(Ω) ≤ c2‖E Tˆ (t)u0‖L1(Ω)
∫ t
0
1√
t− sds (4.32)
≤ 2c2
√
t
(‖B‖∞‖DTˆ (t)u0‖L1(Ω) + ‖c‖∞‖Tˆ (t)u0‖L1(Ω))
Since ‖Tˆ (t)u0‖L1(Ω) → ‖u0‖L1(Ω) and lim supt→0 ‖DTˆ (t)u0‖L1(Ω) is bounded we can
conclude that limt→0 ‖DTˆ (t)u0 −DT (t)u0‖L1(Ω) = 0 and consequently, for v ∈ CA(Ω),
it follows
lim sup
t→0
∫
Ω
|DT (t)v|P dx ≤ lim sup
t→0
∫
Ω
|DTˆ (t)v|P dx
+ lim
t→0
∫
Ω
|DTˆ (t)v −DT (t)v|P dx =
∫
Ω
|Dv|P dx.
The thesis then follows from the density of CA(Ω) in BVP (Ω) (see Proposition 4.2.2);
given u0 ∈ BVP (Ω), we take a sequence (uk) ⊂ CA(Ω) approximating u0 in P -variation.
Then, using (4.32) with uk in place of u0 and (4.31), we get∫
Ω
|DT (t)uk|P dx ≤
∫
Ω
|DTˆ (t)uk|P dx+
∫
Ω
|DT (t)uk −DTˆ (t)uk|P dx
≤(1 + 2c2µ
√
t‖B‖∞)
∫
Ω
|Duk|P dx
+ (1 + µ
√
2)(1 + 2c2µ
√
t‖B‖∞)
∫
S
|Duk|Adx
+ (1 + µ
√
2)(1 + 2c2µ
√
t‖B‖∞)c5Mt1−δ + 2c2
√
µt ‖c‖L∞
∫
Ω
|Tˆ (t)uk|dx
and consequently it follows
|Du0|P (Ω) ≤ lim inf
t→0
∫
Ω
|DT (t)u0|P dx ≤ lim sup
t→0
lim sup
k→+∞
∫
Ω
|DT (t)uk|P dx
≤ lim sup
t→0
{
(1 + 2c2µ
√
t‖B‖∞)|Du0|P (Ω) + (1 + µ
√
2)(1 + 2c2µ
√
t‖B‖∞)ε
+ (1 + µ
√
2)(1 + 2c2µ
√
t‖B‖∞)c5Mt1−δ + c2
√
µt ‖c‖L∞‖u0‖L1(Ω)
}
=|Du0|P (Ω) + (1 + µ
√
2)ε
The result then follows since ε is arbitrary.
