We propose a method for multiple hypothesis testing with familywise error rate (FWER) control, called the i-FWER test. Most testing methods are predefined algorithms that do not allow modifications after observing the data. However, in practice, analysts tend to choose a promising algorithm after observing the data; unfortunately, this violates the validity of the conclusion. The i-FWER test allows much flexibility: a human (or a computer program acting on the human's behalf) may adaptively guide the algorithm in a data-dependent manner. We prove that our test controls FWER if the analysts adhere to a particular protocol of masking and unmasking. We demonstrate via numerical experiments the power of our test under structured non-nulls, and then explore new forms of masking. arXiv:2002.08545v1 [stat.ME] 20 Feb 2020 p-values g(P ) h(P ) Prior information Rejection set R t Estimate FWER t Report Selection Error control Masking Shrink If FWER t ≤ α If FWER t > α Unmasking Figure 1: The schematic of the i-FWER test
Introduction
Hypothesis testing is a critical instrument in scientific research to quantify the significance of a discovery. For example, suppose an observation Z ∈ R follows a Gaussian distribution with mean µ and unit variance. We wish to distinguish between the following null and alternative hypotheses regarding the mean value:
H 0 : µ ≤ 0 versus H 1 : µ > 0.
(1)
A test decides whether to reject the null hypothesis, usually by calculating a p-value: the probability of observing an outcome at least as extreme as the observed data under the null hypothesis. In the above example, the p-value is P = 1 − Φ(Z), where Φ is the cumulative distribution function (CDF) of a standard Gaussian. When the true mean µ is exactly zero, the p-value is uniformly distributed; when µ < 0, it has nondecreasing density. A low p-value suggests evidence to reject the null hypothesis. Recent work on testing focuses on a large number of hypotheses, referred to as multiple testing, driven by various applications in Genome-wide Association Studies, medicine, brain imaging, etc. (see [Farcomeni, 2008; Goeman and Solari, 2014] and references therein). In such a setup, we are given n null hypotheses {H i } n i=1 and their p-values P 1 , . . . , P n . A multiple testing method examines the p-values (possibly together with some prior information) and decides whether to reject each hypothesis. Let H 0 be the set of hypotheses that are truly null and R be the set of rejected hypotheses, then V = |H 0 ∩ R| is the number of erroneous rejections. This paper considers a classical error metric, familywise error rate:
which is the probability of making any false rejection. Given a fixed level α ∈ (0, 1), a good test should have valid error control that FWER ≤ α, and high power, defined as the expected proportion of rejected non-nulls:
where [n] := {1, . . . , n} denotes the set of all hypotheses. 2. Selection. Consider a set of candidate hypotheses to be rejected (rejection set), denoted as R t for iteration t. We start with all the hypotheses included, R 0 = [n]. At each iteration, the analyst excludes possible nulls from the previous R t−1 , using all the available information (masked p-values, progressively unmasked h(P i ) from step 3 and possible prior information), and any intuition, desired statistical model or procedure. This step is where a human is allowed to interact with the algorithm based on her subjective choices.
3. Error control (and unmasking) . The FWER is estimated by h(P i ), using ideas from Janson and Su [2016] . If the estimation FWER t > α, the analyst goes back to step 2 for selection, provided with additional information: unmasked h(P i ) of the excluded hypotheses, which improves her understanding of the data structure and guides her choices in the selection step.
The rest of the paper is organized as follows. In Section 2, we describe the i-FWER test in detail. In Section 3, we implement the interactive test under a clustered non-null structure. In Section 4, we propose two alternative ways of masking p-values and explore their advantages.
An interactive test with FWER control
Interaction shows its power mostly when there is prior knowledge. We first introduce the side information, which is available before the test in the form of covariates x i for each hypothesis i. For example, if the hypotheses are arranged in a rectangular grid (such as when processing an image), then x i could be the coordinate of hypothesis i on the grid. Side information can help the analyst to exclude possible nulls, for example, when the non-nulls are believed to form a cluster on the grid by some domain knowledge. Here, we state the algorithm and error control with the side information treated as fixed values, but side information can be random variables, like the bodyweight of patients when testing whether each patient reacts to a certain medication. Our test also works for random side information X i by considering the conditional behavior of p-values given X i .
The i-FWER test proceeds as progressively shrinking a candidate rejection set R t at step t,
where recall [n] denotes the set of all the hypotheses. We assume without loss of generality that one hypothesis is excluded in each step. Denote the hypothesis excluded at step t as i * t . The choice of i * t use the information available to the analyst before step t, formally defined as a filtration (sequence of nested σ-fields) 1 :
where we unmask the p-values for the hypotheses that are excluded from the rejection set R t−1 .
Algorithm 1 The i-FWER test
Input: Side information and p-values {x i , P i } n i=1 , target FWER level α, and parameter p * ; Procedure:
To control FWER, the number of false discoveries V is estimated using only the binary missing bits h(P i ). The idea is to partition the candidate rejection set R t into R + t and R − t by the value of h(P i ):
recall that p * is the prespecified parameter for masking (2). Instead of rejecting every hypothesis in R t , note that the test only rejects the ones in R + t , whose p-values are smaller than p * in R t . Thus, the number of false rejection V is |H 0 ∩ R + t | and we want to control FWER, P(V ≥ 1). The distribution of |H 0 ∩ R + t | can be estimated by |H 0 ∩ R − t | using the fact that h(P i ) is a (biased) coin flip. But H 0 (the set of true nulls) is unknown, so we use |R − t | to upper bound |H 0 ∩ R − t |, and propose an estimator of FWER:
Overall, the i-FWER test shrinks R t until FWER t ≤ α and rejects only the hypotheses in R + t (Algorithm 1).
Remark 1. The parameter p * should be chosen in (0, α], because otherwise FWER t is always larger than α and no rejection would be made. According to numerical experiments, the choice of p * does not have much influence on the power, and a default choice can be p * = α/2 (see detailed discussion in Appendix D).
Remark 2. The above procedure can be easily extended to control k-FWER:
by estimating k-FWER as
The error control of i-FWER test uses an observation that at the stopping time, the number of false rejections is stochastically dominated by a negative binomial distribution. The complete proof is in Appendix B.
Theorem 1. Suppose the null p-values are mutually independent and they are independent of the non-nulls, then the i-FWER test controls FWER at level α.
Remark 3. The null p-values need not be exactly uniformly distributed. For example, FWER control also holds when the null p-values have a convex CDF or nondecreasing probability mass function (for discrete p-values or the density function otherwise). Appendix A presents the detailed technical condition for the distribution of the null p-values.
Related work. The i-FWER test mainly combines and generalizes two sets of work: (a) we use the idea of masking from Lei and Fithian [2018] ; Lei et al. [2017] and extend it to a more stringent error metric, FWER; (b) we use the method of controlling FWER from Janson and Su [2016] by converting a one-step procedure in the context of "knockoff" statistics in regression problem to a multi-step (interactive) procedure in our context of p-values. Lei and Fithian [2018] and Lei et al. [2017] introduce the idea of masking and propose interactive tests that control false discovery rate (FDR):
the expected proportion of false discoveries. It is less stringent than FWER, the probability of making any false discovery. Their method uses the special case of masking (2) when p * = 0.5, and estimate V by i∈Rt 1{h(P i ) = −1}, or equivalently i∈Rt 1{P i < 0.5}. While it provides a good estimation on the proportion of false discoveries, the indicator 1{P i < 0.5} has little information on the correctness of individual rejections. To see this, suppose there is one rejection, then FWER is the probability of this rejection being false. Even if h(P i ) = 1, which indicates the p-value is on the smaller side, the tightest upper bound on FWER is as high as 0.5. Thus, our method uses masking (2) with small p * , so that h(P i ) = 1, or equivalently P i < p * , suggests a low chance of false rejection.
In the context of a regression problem to select significant covariates, Janson and Su [2016] proposes a one-step method with control on k-FWER; recall definition in (5). The FWER is a special case of k-FWER when k = 1, and as k grows larger, k-FWER is a less stringent error metric. Their method decomposes statistics called "knockoff" [Barber and Candès, 2015] into the magnitudes for ordering covariates (without interaction) and signs for estimating k-FWER, which corresponds to decomposing p-values into g(P i ) and h(P i ) when p * = 0.5. However, the decomposition as magnitude and sign restricts the corresponding p-value decomposition with a single choice of p * as 0.5, making the k-FWER control conservative and power low when k = 1; yet our method shows high power in experiments. Their error control uses the connection between k-FWER and a negative binomial distribution, based on which we propose the estimator FWER t for our multi-step procedure, and prove the error control even when interaction is allowed. As far as we know, this estimator viewpoint of the FWER procedure is also new in the literature.
The i-FWER test in practice. Technically in a fully interactive procedure, a human can examine all the information in F t−1 and pick i * t subjectively or by any other principle, but doing so for every step could be tedious and unnecessary. Instead, the analyst can design an automated version of the i-FWER test, and still keeps the flexibility to change it at any iteration. For example, the analyst can implement an automated algorithm to first exclude 80% hypotheses (say). If FWER t is still larger than level α, the analyst can pause the procedure manually to look at the unmasked p-value information, update her prior knowledge, and modify the current algorithm. The next section presents an automated implementation of the i-FWER test that takes into account the structure on the non-nulls.
An example of an automated algorithm and numerical experiments
One main advantage of the i-FWER test is the flexibility to include prior knowledge and human guidance. The analyst might have an intuition about what structural constraints the non-nulls have. For example, we consider a grid of hypotheses where the non-nulls are in a cluster (of some size, at some location; see Figure 3a ). It is a reasonable prior belief when one wants to identify a tumor in a brain image. Here, the side information x i is the coordinates of each hypothesis i.
(a) True non-nulls (21 hypotheses).
(b) 18 rejections by the i-FWER test.
(c) 7 rejections by thě Sidák correction Figure 3 : An instance of rejections by the i-FWER test and theŠidák correction [Šidák, 1967] . Clustered non-nulls are simulated from the setting in Section 3.2 with a fixed alternative mean µ = 3. Figure 4 : An illustration of R t generated by the automated algorithm described in Section 3.1, at t = 50, 100, 150 and t = 220 when the algorithm stops. The p-values in R t are plotted.
An example of an automated algorithm under clustered non-null structure
We propose an automated algorithm of the i-FWER test that incorporates the structure of clustered non-nulls. The idea is that at each step of excluding possible nulls, we peel off the boundary of the current R t , such that the rejection set keeps as a single connected component (see Figure 4 ). Suppose each hypothesis H i has a score S i to measure the likelihood of being non-null (non-null likelihood ). A simple example is S i = −g(P i ) since larger g(P i ) indicates less chance of being a non-null (more details on S i is in the next paragraph). The automated algorithm uses an explicit fixed procedure to shrink R t . Given two parameters d and δ (eg. d = 5, δ = 5%), it replaces step 1 and 2 in Algorithm 1 as follows:
(a) Divide R t−1 from its center to d cones, and in each cone, consider a proportion δ of hypotheses that are farthest from the center, denoted as
The score S i that estimates the non-null likelihood can be computed with the aid of a working statistical model. For example, consider a mixture model where each p-value P i is drawn from a mixture of a null distribution F 0 (say a uniform) with probability 1 − π i and an alternative distribution F 1 (say a beta distribution) with probability π i , or equivalently,
To account for the clustered structure of non-nulls, we may further assume a model that treats π i as a smooth function of the covariates x i . The hidden missing bits {h(P i )} i∈Rt can be inferred from g(P i ) and the unmasked h(P i ) by the EM algorithm (see details in Appendix E). As R t shrinks, progressively unmasked Figure 5 : Testing the i-FWER test and theŠidák correction under a clustered non-null structure. The experiments are described in Section 3.2 where we tried two sizes of hypotheses grid: 10 × 10 and 30 × 30 (the latter is a harder problem since the number of nulls increases while the number of non-nulls remains fixed). Both methods show valid FWER control (left). The i-FWER test has higher power under both grid sizes (right).
missing bits improve the estimation of non-null likelihood and increase the power. Importantly, the FWER is controlled regardless of the correctness of the above model or any other heuristics to shrink R t . The above algorithm is only one automated example of the i-FWER test. There are many possibilities of what we can do to shrink R t , some of which are as follows.
1. A different algorithm can be developed for a different structure. For example, when hypotheses have a hierarchical structure and the non-nulls only appear on a subtree, an algorithm can gradually cut branches.
2. The score S i for non-null likelihood is not exclusive for the above algorithm -it can be used in any heuristics such as directly ordering hypotheses by S i .
3. Human interaction can help the automated procedure: the analyst can stop and modify the automated algorithm at any iteration. It is a common case where prior knowledge might not be accurate, or there exist several plausible structures. The analyst may explore data by trying different algorithms and improve their understanding of the data as the test proceeds. In the above example of clustered non-nulls, the underlying truth might have two clustered non-nulls instead of one. After several iterations of the above algorithm that is designed for a single cluster, the shape of R t could look like a dumbbell, so the analyst can decide to split R t into two subsets and implement the algorithm on each subset.
Note that we do not claim that the automated i-FWER test is the "best" in any given setting. It is possible that the classical Bonferroni-Holm procedure [Holm, 1979] might have high power if applied with appropriate weights. Likewise, the power of our own test might be improved by adjusting the model or choosing some other heuristic to shrink R t . The next section demonstrates via experiments that the i-FWER test can improve power from theŠidák correction, a baseline method that does not take into account the prior knowledge. We chose this clustered non-null structure for visualization and intuition, though note that our test can utilize any side information, structural constraints, domain knowledge, etc.
Numerical experiments
For most simulations in this paper, we use the setting below, (a) The tent functions when p * = 0.5, 0.2. We need p * ≤ α(= 0.2) for FWER control. Setting. Consider 900 hypotheses arranged in a 30 × 30 grid with a disc of 21 non-nulls. Each hypothesis tests the mean value of a univariate Gaussian as described in (1). The true nulls are generated from N (0, 1) and non-nulls from N (µ, 1), where we varied µ as (1, 2, 3, 4, 5) . For all experiments in the paper, the FWER control is set at level α = 0.2, and the power is averaged over 500 repetitions 2 .
The i-FWER test has higher power than theŠidák correction, which does not use the non-null structure (see Figure 5 ). It is hard for most existing methods to incorporate the knowledge that non-nulls are clustered without knowing the position or the size of this cluster. By contrast, such information can be learned in the i-FWER test by looking at the masked p-values and the progressively unmasked missing bits. This advantage of the i-FWER test becomes more evident as the number of nulls increases (by increasing the grid size from 10 × 10 to 30 × 30 with the number of non-nulls fixed). Note that the power of both methods decreases, but the i-FWER test seems less sensitive. This robustness to nulls is expected as the i-FWER test excludes most nulls before rejection, whereas theŠidák correction treats all hypotheses equally.
The above results demonstrate the power of the i-FWER test in one particular form where the masking is defined as (2). However, any two functions that decompose the null p-values into two independent parts can, in fact, be used for masking and fit into the framework of the i-FWER test (see the proofs of error control when using the following new masking functions in Appendix C). In the next section, we explore several choices of masking.
New masking functions
Recall that masking is the key idea that permits interaction and controls error at the same time, by decomposing the p-values into two parts: masked p-value g(P ) and missing bits h(P ). Such splitting distributes the p-value information for two different purposes, interaction and error control, leading to a tradeoff. More information in g(P ) provides better guidance on how to shrink R t and improves the power, while more information in h(P ) enhances the accuracy of estimating FWER and makes the test less conservative. This section explores several ways of masking and their influence on the power of the i-FWER test. To distinguish different masking functions, we refer to masking (2) introduced at the very beginning as the "tent" function based on the shape of map g (see Figure 6a ). Figure 7 : Power of the i-FWER test with the tent masking function and the railway function, where the nulls become more conservative as the null mean decreases in (0, −1, −2, −3, −4). The i-FWER test benefits from conservative null when using the railway function.
The "railway" function
We start with an adjustment to the tent function that flips the map g when p > p * , which we call the "railway" function (see Figure 6b ). It does not change the information distribution between g(P ) and h(P ), and yet improves the power when nulls are conservative, as demonstrated later.
Conservative nulls are often discussed under a general form of hypotheses testing for a parameter θ:
where Θ 0 and Θ 1 are two disjoint sets. Conservative nulls are those whose true parameter θ lies in the interior of Θ 0 . For example, when testing whether a Gaussian N (µ, 1) has nonnegative mean in (1) where Θ 0 = {µ ≤ 0}, the nulls are conservative when µ < 0. The resulting p-values are biased toward larger values, which compared to the uniform p-values from nonconservative nulls should be easier to distinguish from that of non-nulls. However, most methods including theŠidák correction do not take advantage of it, but the i-FWER test can, when using the railway function for masking:
The above masked p-value, compared with the tent masking (2), can better distinguish the non-nulls from the conservative nulls. To see this, consider a p-value of 0.99. When p * = 0.2, the masked p-value generated by the originally proposed tent function would be 0.0025, thus causing potential confusion with a non-null, whose masked p-value is also small. But the masked p-value from the railway function would be 0.1975, which is close to 0.2, the upper bound of g(P i ). Thus, it can easily be excluded by our algorithm as being a null. We follow the setting in Section 3.2 for simulation 3 , except that the alternative mean is fixed as µ = 3, and the nulls are simulated from N (µ 0 , 1), where the mean value µ 0 is negative so that the resulting null p-values are conservative. We tried µ 0 as (0, −1, −2, −3, −4), with a smaller value indicating higher conservativeness, in the sense that the p-values are more likely to be biased to a larger value. When the null is not conservative (µ 0 = 0), the i-FWER test with the railway function and tent function have similar power. As the conservativeness of nulls increases, while the power of the i-FWER test with the tent function decreases and theŠidák correction stays the same, the power of the i-FWER test with the railway function increases (see Figure 7) . In practice, we recommend using the railway function over the tent function since the corresponding i-FWER test does not lose power when the null p-values are uniform, and gains much power when the nulls are conservative.
The "gap" function
Another form of masking we consider maps only the p-values that are close to 0 or 1, which is referred to as the "gap" function (see Figure 6c ) 4 . The resulting i-FWER test directly unmasks all the p-values in the middle, and as a price, never rejects the corresponding hypotheses. Given two parameters p l and p u , the gap function is defined as
All the p-values in [p l , p u ] are available to the analyst from the beginning. Specifically, let M = {i : p l < P i < p u } be the set of skipped p-values in the masking step, then the available information at step t for shrinking R t−1 is
The i-FWER test with the gap masking changes slightly. We again consider two subsets of R t :
and reject only the hypotheses in R + t . The procedure of shrinking R t stops when FWER t ≤ α, where the estimation changes to
To avoid the case that FWER t is always larger than α and the algorithm cannot make any rejection, the parameters p l and p u need to satisfy 1−α α p l + p u < 1. The above procedure boils down to the original i-FWER test with the tent function when p l = p u = p * .
are non-nulls. Intuitively, the railway function returns similar g(P ) when p is close to zero and when p is close to some moderate value p * . Thus, it is hard to guess whether the corresponding hypothesis is a non-null with small p-value or a null with a moderate p-value. By contrast, when g(P ) is generated by the tent function (2), the task is to distinguish between non-nulls with small p-values (as expected) and nulls with large p-value (less likely), which is easier. Nevertheless, there might exist a suitable tool instead of the mixture model and the EM algorithm to effectively infer the non-nulls. Here, we focus on the design of the masking function, noting that any modeling of the p-values is allowed.
4 One may suggest an immediate improvement on the current gap function, by taking the idea of railway function that flips the map when p > pu. The reasons for discussing the presented gap function are (1) we can then separately evaluate the benefit of the change in different directions compared with the original tent function; (2) the advantage of the gap function shows when p-values are jointly modeled to infer which hypotheses are non-nulls (see later paragraphs for details), but the current model of p-values seems not suitable for the railway function. As future work, we hope to try other modelings and combine the idea of the railway function and the gap function. Comparing with the tent function with p * = p l , the i-FWER test with the gap function additionally uses the entire p-values in [p l , p u ] for interaction, which leads to an increased power in our experiments (see Figure 8 ). This improvement also suggests the motivation for the i-FWER test to progressively unmask h(P i ), in other words, to reveal as much information to the analyst as allowed at the current step. Unmasking the p-values even for the hypotheses outside of the rejection set can improve the power, because they help the joint modeling of all the p-values, especially when there is some non-null structure.
We do not conclude that the gap function is always better than the tent function; instead, we point out the possibilities in masking. Different masking leads to a different distribution of the data information for interaction and error control. Whether one is better than another depends on the types of structural constraints or prior information. For example, under the clustered structure of non-nulls, if the cluster is known to be a round disk and in the center of the grid, we can shrink R t only based on the coordinates x i 's and use the entire p-values for error control. The above discussion is an exploration under a specific non-null structure for some examples of possible masking. A large variety of masking functions and their advantages are yet to be discovered.
Discussion
We propose a multiple testing method with FWER control that allows a human analyst to look at (partial) data information and interactively adjust the procedure of excluding possible nulls. The analyst can freely employ any model, heuristic, intuition, or domain knowledge, tailoring the algorithm to various applications. As more data information becomes available by progressive unmasking, her understanding of the data structure improves, and she can change the current algorithm at any step. While manually changing the algorithm after looking at the data is commonly known to violate the error control of most methods, our method permits interaction while ensuring FWER control, through the idea of "masking and unmasking".
Masking and unmasking is a protocol that divides the observed data into two independent parts: the missing bit generated by h and the masked data generated by g. The missing bits are used for error control, and the masked data is used to design and modify the testing algorithm interactively. It then progressively unmasks missing bits to help the interaction. A series of interactive tests are developed following this idea: Lei and Fithian [2018] and Lei et al. [2017] proposed the masking idea and an interactive test with FDR control; Duan et al. [2019] developed an interactive test with global Type 1 error control (an error metric less stringent than FDR and FWER); this work presents an interactive test with FWER control. At a high level, masking and interactive testing achieve a confirmatory conclusion while providing an exploratory framework.
The idea of masking and interactive testing is widely open for further exploration. The choice of an appropriate masking can depend on the specifics of the problems and the error metric of interest. The idea of masking not only can be applied to p-values, but also to the observed data, which opens possibilities for other testing problems. It is also an interesting open question about what types of confirmatory conclusions and what forms of exploratory algorithms can be combined using the idea of interactive unmasking.
A Distribution of the null p-values
Error control holds for null p-values whose distribution satisfies a property called mirror-conservativeness:
where f is the probability mass function of P for discrete p-values or the density function otherwise, and p * is the parameter in Algorithm 1. The mirror-conservativeness is first proposed by Lei and Fithian [2018] in the case of p * = 0.5. A more commonly used notion of conservativeness is that p-values are stochastically larger than uniform: P(P ≤ a) ≤ a, for all 0 ≤ a ≤ 1, which neither implies nor is implied by the mirror-conservativeness. Sufficient conditions of the mirror-conservativeness include that f is nondecreasing or the CDF of the p-value is convex. For example, consider a one-dimensional exponential family and the hypotheses to test the value of its parameter θ:
where θ 0 is a prespecified constant. The p-value calculated from the uniformly most powerful test is shown to have a nondecreasing density [Zhao et al., 2019] ; thus, it satisfies the mirror-conservativeness. The conservative nulls described in Section 4.1 also fall into the above category where the exponential family is Gaussian, and the parameter is the mean value. In this setting, the i-FWER test has a valid error control as proved in Appendix B (for the tent masking) and Appendix C (for other masking functions).
B Proof of Theorem 1
The main idea of the proof is that the missing bits h(P i ) of nulls are coin flips with probability p * to be heads, so the number of false rejections (i.e. the number of nulls with h(P i ) = 1 before the number of hypotheses with h(P i ) = −1 reaches a fixed number) is stochastically dominated by a negative binomial distribution. There are two main challenges. First, the interaction uses unmasked p-value information to reorder h(P i ), so it is not trivial to show that the reordered h(P i ) preserve the same distribution as that before ordering. Second, our procedure runs backward to find the first time that the number of hypotheses with negative h(P i ) is below a fixed number, which differs from the standard description of a negative binomial distribution.
B.1 Missing bits after interactive ordering
We first study the effect of interaction. Imagine that Algorithm 1 does not have a stopping rule and generates a full sequence of R t for t = 0, 1, . . . n, where R 0 = [n] and R n = ∅. It leads to an ordered sequence of h(P i ):
where π n is the index of the first excluded hypothesis and π j denotes the index of the hypothesis excluded at step n − j + 1, that is π j = R n−j \R n−j+1 .
Lemma 1. Suppose the null p-values are uniformly distributed and all the hypotheses are nulls, then for any j = 1, . . . , n,
and {1 h(P πj ) = 1 } n j=1 are mutually independent.
Proof. Recall that the available information for the analyst to choose π j is F n−j = σ {x i , g(P i )} n i=1 , {P i } i / ∈Rn−j . First, consider the conditional expectation:
where equation (a) narrows down the choice of i because P(π j = i | F n−j ) = 0 for any i / ∈ R n−j ; equation (b) drops the condition of π j = i because π j is measurable with respect to F n−j ; and equation (c) drops the condition F n−j because by the independence assumptions in Theorem 1, h(P i ) is independent of F n−j for any i ∈ R n−j .
Therefore, by the law of iterated expectations, we prove the claim on expected value:
For mutual independence, we can show that for any 1 ≤ k < j ≤ n, 1 (h(P π k ) = 1) is independent of 1 h(P πj ) = 1 . Consider the conditional expectation: E 1 (h(P π k ) = 1) 1 h(P πj ) = 1 = E E 1 (h(P π k ) = 1) F n−k , 1 h(P πj ) = 1 1 h(P πj ) = 1 (note that 1 h(P πj ) = 1 is measurable with respect to F n−k ) = E E [1 (h(P π k ) = 1)|F n−k ] 1 h(P πj ) = 1 (use equation (11) for the conditional expectation) = E p * | 1 h(P πj ) = 1 = p * .
It follows that 1 (h(P π k ) = 1) | 1 h(P πj ) = 1 is a Bernoulli with parameter p * , same as the marginal distribution of 1 (h(P π k ) = 1); thus, 1 (h(P π k ) = 1) is independent of 1 h(P πj ) = 1 for any 1 ≤ k < j ≤ n as stated in the Lemma.
Corollary 1. Suppose the null p-values are uniformly distributed and there may exist non-nulls. For any j = 1, . . . , n,
where {π k } n k=j+1 represents the hypotheses excluded before π j .
Proof. Denote the condition σ {1 (h(P π k ) = 1)} n k=j+1 , {1 (π k ∈ H 0 )} n k=j+1 as F h n−j . The proof is similar to Lemma 1. First, consider the expectation conditional on F n−j :
where we use the same technics of proving equation (11). Thus, by the law of iterated expectations, we have
Corollary 2. Suppose the null p-values can be mirror-conservative as defined in (10) and there may exist non-nulls, then for any j = 1, . . . , n,
where {g(P π k )} n k=1 denotes g(P ) for all the hypotheses (excluded or not). Proof. First, we claim that a mirror-conservative p-value P satisfies that
since for every a ∈ (0, p * ),
where recall that f is the probability mass function of P for discrete p-values or the density function otherwise. The last inequality comes from the definition of mirror-conservativeness in (10). The rest of the proof is similar to Corollary 1, where we first condition on F n−j :
where equation (a) simplify the condition of F n−j to g(P i ) because for any i ∈ R n−i ∩H 0 , h(P i ) is independent of other information in F n−j . Then, by the law of iterated expectations, we obtain
thus the proof is completed.
B.2 Negative binomial distribution
In this section, we discuss several procedures for Bernoulli trials (coin flips) and their connections with the negative binomial distribution.
Lemma 2. Suppose A 1 , . . . , A n are i.i.d. Bernoulli with parameter p * . For t = 1, . . . , n, consider the sum M t = t j=1 A j and the filtration G o t = σ {A j } t j=1 . Define a stopping time parameterized by a constant v(≥ 1):
then M τ o is stochastically dominated by a negative binomial distribution:
Proof. Recall that the negative binomial NB(v, p * ) is the distribution of the number of success in a sequence of independent and identically distributed Bernoulli trials with probability p * before a predefined number v of failures have occurred. Imagine the sequence of A j is extended to infinitely many Bernoulli trials: A 1 , . . . , A n , A n+1 , . . ., where {A j } ∞ j=n+1 are also i.i.d. Bernoulli with parameter p * and they are independent of {A j } n j=1 . Let U be the number of success before v-th failure, then by definition, U follows a negative binomial distribution NB(v, p * ). We can rewrite U as a sum at a stopping time: U ≡ M τ , where τ = min{t > 0 : t − M t ≥ v}. By definition, τ o ≤ τ (a.s.), which indicates M τ o ≤ M τ because M t is nondecreasing with respect to t. Thus, we have proved that M τ o NB(v, p * ).
Corollary 3. Following the setting in Lemma 2, we consider the shrinking sum M t = n−t j=1 A j for t = 0, 1, . . . , n − 1. Let the filtration be G t = σ M t , {A j } n j=n−t+1 . Given a constant v(≥ 1), we define a stopping time:
then it still holds that M τ NB(v, p * ).
Proof. We first replace the notion of time t by n − s, and let time runs backward: s = n, n − 1, . . . , 1. The above setting can be rewritten as
Define a stopping time:
which runs backward with respect to the filtration G b s . By definition, we have n − τ ≡ τ b , and hence Corollary 4. Consider a weighted version of the setting in Corollary 3. Let the weights {W j } n j=1 be a sequence of Bernoulli, such that (a) n j=1 W j = m for a fixed constant m ≤ n; and (b) A j | σ {A k , W k } n k=j+1 , W j = 1 is a Bernoulli with parameter p * . Consider the sum M w t = n−t j=1 W j A j . Given a constant v(≥ 1), we define a stopping time:
Proof. Intuitively, adding the binary weights should not change the distribution of the sum M w τ w = n−τ w j=1 W j A j , since by condition (b), A j is still a Bernoulli with parameter p * when it is counted in the sum. We formalize this idea as follows.
Let {B l } m l=1 be a sequence of i.i.d. Bernoulli with parameter p * , and denote the sum
W j , then the stopping time τ w can be rewritten as
because m − T (t) = n−t j=1 W j by definition, and
For simple notation, we present the reasoning of equation (19) when t = 0 (for arbitrary t, consider the distributions conditional on {A k , W k } n k=n−t+1 ). That is, we show that P(
where f B is the probability mass function of a Bernoulli with parameter p * . Let {a k } n−m k=1 ∈ {0, 1} n−m , then for the weighted sum,
for every possible value x ≥ 0, which implies that P( m l=1 B l = x) and P( n j=1 W j A j = x) have the same value; and hence we conclude equation (19) . It follows that the filtration for both the stopping time τ w and the sum M w t w , denoted as σ n−t j=1 W j , M w t w , {A j , W j } n j=n−t+1 , has the same probability measure as σ m − T (t), M T (t) (B), {A j , W j } n j=n−t+1 . Thus, the sums at the stopping time have the same distribution,
. It can be proved once noticing that stopping rule (18) is similar to stopping rule (15) except T (t) is random because of W j , so we can condition on {W j } n j=1 and apply Corollary 3; and this concludes the proof.
Corollary 5. In Corollary 4, consider A j with different parameters. Suppose A j | σ {A k , W k } n k=j+1 , W j = 1 is a Bernoulli with parameter p {A k , W k } n k=j+1 for every j = 1, . . . , n. Given a constant p * ∈ (0, 1), if the parameters satisfy that p {A k , W k } n k=j+1 ≤ p * for all j = 1, . . . , n, then it still holds that M w
We then prove FWER control using a similar argument as (24):
which completes the proof of Case 2.
Case 3: non-nulls may exist and null p-values can be mirror-conservative. In this case, we follow the proof of Case 2 except additionally conditioning on all the masked p-values, {g(P π k )} n k=1 . By Corollary 2 and Corollary 5, we again conclude that the number of false rejections is dominated by a negative binomial:
if given {g(P π k )} n k=1 . Thus, FWER conditional on {g(P π k )} n k=1 is upper bounded:
which implies the FWER control by the law of iterated expectations. This completes the proof of Theorem 1.
C Error control for other masking functions
The proof in Appendix B is for the i-FWER test with the original tent masking function. In this section, we check the error control for two new masking functions introduced in Section 4.
C.1 The railway function
We show that the i-FWER test with the "railway" function (7) has FWER control, if the null p-values have convex CDF or nondecreasing f (recall f is the probability mass function for discrete p-values or the density function otherwise). We again assume the same independence structure as in Theorem 1 that the null p-values are mutually independent and independent of the non-nulls. The proof in Appendix B implies that under the same independence assumption, the FWER control is valid if the null p-values satisfy condition (13). When using the railway masking function, condition (13) is indeed satisfied if the null p-values have nondecreasing f since
for every a ∈ (0, p * ). Then, we can prove the FWER control following the same argument as Appendix B.
C.2 The gap function
The essential difference of using the gap function instead of the tent function is that here, 1 (h(P ) = 1) for the nulls follow a Bernoulli distribution with a different parameter, p = P(P = 1 | P < p l or P > p u ) = p l p l +1−pu . Once replacing p * by p, we get a the new FWER estimator FWER t as defined in (9) and the error control can be proved following Appendix B.
D Varying the parameters in the presented masking functions
We first discuss the original tent masking (2), which represents a class of masking functions parameterized by p * . Similar to the discussion in Section 4, varying p * also changes the amount of p-value information distributed to g(P ) for interaction (to exclude possible nulls) and h(P ) for error control (by estimating FWER), potentially influencing the test performance. On one hand, the masking function with smaller p * effectively distributes less information to g(P ), in that a larger range of big p-values is mapped to small g(P ) (see Figure 6a ). In such a case, the true non-nulls with small p-values and small g(P ) are less distinctive, making it difficult to exclude the nulls from R t . On the other hand, the rejected hypotheses in R + t must satisfy P < p * , so smaller p * leads to less false rejections given the same R t .
Experiments show little change in power when varying the value of p * in (0, α) as long as it is not near zero, as it would leave little information in g(P ). Our simulations follow the setting in Section 3.2, where the alternative mean value is fixed at µ = 3. We tried seven values of p * as (0.001, 0.005, 0.01, 0.05, 0.1, 0.15, 0.2), and the power of the i-FWER test does not change much for p * ∈ (0.05, 0.2). This trend also holds when varying the mean value of non-nulls, the size of the grid (with a fixed number of non-nulls), and the number of non-nulls (with a fixed size of the grid). In general, the choice of p * does not have much influence on the power, and a default choice can be p * = α/2.
There are also parameters in two other masking functions proposed in Section 4. The railway function flips the tent function without changing the distribution of p-value information, hence the effect of varying p * should be similar to the case in the tent function. The gap function (8) has two parameters: p l and p u . The tradeoff between information for interaction and error control exhibits in both values of p l and p u : as p l decreases (or p u increases), more p-values are available to the analyst from the start, guiding the procedure of shrinking R t , while the estimation of FWER becomes less accurate. Whether revealing more information for interaction should depend on the problem settings, such as the amount of prior knowledge.
E Mixture model for the non-null likelihoods
Two groups model for the p-values. Define the Z-score for hypothesis H i as Z i = Φ −1 (1 − P i ), where Φ −1 is the inverse function of the CDF of a standard Gaussian. Instead of modeling the p-values, we choose to model the Z-scores since when testing the mean of Gaussian as in (1), Z-scores are distributed as a Gaussian either under the null or the alternative: where µ is the mean value for all the non-nulls. We model Z i by a mixture of Gaussians: Z i d = (1 − q i )N (0, 1) + q i N (µ, 1), with q i d = Bernoulli(π i ), where q i is the indicator of whether the hypothesis H i is truly non-null.
The non-null structures are imposed by the constraints on π i , the probability of being non-null. In our examples, the blocked non-null structure is encoded by fitting π i as a smooth function of the hypothesis position (coordinates) x i , specifically as a logistic regression model on a spline basis B(x) = (B 1 (x), . . . , B m (x)):
EM framework to estimate the non-null likelihoods. An EM algorithm is used to train the model. Specifically we treat the p-values as the hidden variables, and the masked p-values g(P ) as observed. In terms of the Z-scores, Z i is a hidden variable and the observed variableZ i is
where t(Z i ) depends on the form of masking:
1. for tent masking (2), t(Z i ) = Φ −1 1 − p * 1 − p * Φ(Z i ) ;
2. for railway masking (7),
3. for gap masking (8),
, which corresponds to the skipped p-value between p l and p u , thenZ i = Z i .
Define two sequences of hypothetical labels w i = 1{Z i =Z i } and q i = 1{H i = 1}, where H i = 1 means hypothesis i is truly non-null (H i = 0 otherwise). The log-likelihood of observingZ i is
2 } is the density function of standard Gaussian, and t −1 (·) is the inverse function of t(·). The E-step updates w i , q i . For w i , if the p-value is unmasked, w i,new = 1; otherwise the update is
For q i , if the p-value is unmasked, the update is
In the M-step, parameters µ and β (in model (26) for π i ) are updated. The update for µ is
The update for β is β new = argmax β i q i log π β (x i ) + (1 − q i ) log(1 − π β (x i )),
where π β (x i ) is defined in equation (26). It is equivalent to the solution of GLM (generalized linear model) with the logit link function on data {q i } using covariates {B(x i )}.
