Neuron morphology is recognized as a key determinant of cell type, yet the quantitative profiling of a mammalian neuron's complete three-dimensional (3-D) morphology remains arduous when the neuron has complex arborization and long projection. Whole-brain reconstruction of neuron morphology is even more challenging as it involves processing tens of teravoxels of imaging data. Validating such reconstructions is extremely laborious. We developed TeraVR, an open-source virtual reality annotation system, to address these challenges. TeraVR integrates immersive and collaborative 3-D visualization, interaction, and hierarchical streaming of teravoxel-scale images. Using TeraVR, we produced precise 3-D full morphology of long-projecting neurons in whole mouse brains and developed a collaborative workflow for highly accurate neuronal reconstruction.
Introduction
Major international initiatives are underway to profile and characterize cell types of the mammalian brain (Ecker, 2017 , Regev, 2017 . As a key recognized attribute of cell type since Ramon y Cajal, high fidelity reconstruction of neuron morphology is gaining increased attention (Ascoli, 2006; Yuste, 2015; Economo, 2016) . The basic building blocks of the brain, neurons and glial cells, are often noted for their remarkable three-dimensional (3-D) shapes that distinguish one cell-type from another. While such shapes are critical to understanding cell type, function, connectivity and development (Zeng and Sanes, 2017), it is challenging to profile these shapes precisely. Sparse labeling and high-resolution micro-imaging of a brain cell help visualize the appearance of the cell, yet it remains a major bottleneck how to convert such imaging data into a digital description of morphology, including the 3-D spatial locations of a cell's parts and their topological connections. This conversion process is often called neuron tracing or neuron reconstruction and it has become an essential and active area of neuroinformatics.
Two complementary reconstruction workflows exist: one for electron microscopy (EM) images and the other for light microscopy (LM) data (Helmstaedter, 2013; Januszewski, 2018; Peng, et al, 2015) . EM offers nanometer-resolution and thus provides a way to reconstruct the entire surface of the shape, but it is often constrained to relatively small brain regions. When whole-brain scale is the focus and complete neuron morphology is desired, LM is a more suitable imaging modality where data is typically acquired at sub-micrometer resolution. LMreconstruction makes it possible to trace both long projections and the terminal arborization of a brain cell. Recent extension of this approach based on expansion microscopy can help visualize neurons at nanometer-resolution using LM approaches (Gao, 2019) .
It is widely recognized that manual and semi-automatic neuron-tracing methods are crucially required to produce full reconstructions, which can also serve as "goldstandard" datasets to develop fully automatic neuron-tracing methods (Peng, 2011; Peng, 2015 ; Ai-Awami, 2016; Mosinska, 2017; Haehn, 2018) . Without loss of generality below we define any neuron-tracing method that has a non-negligible human labor component as manual reconstruction, which clearly also includes many semi-automatic methods. This paper discusses a new technology that makes such LM-oriented manual reconstruction more efficient and reliable than existing approaches. This work was motivated by four difficulties detailed below: (1) observability, (2) big data handling, (3) interaction, and (4) validation.
First, a neuron can have a very complex 3-D shape that may contain hundreds or even thousands of fiber-branches especially in dense arbors. Such a high degree of mutual occlusion makes it hard to see how neurite-fibers wire together. The observability is further compromised by the uneven or weak axon labeling, relatively poor Z-resolution from imaging, etc. Often, neither the prevailing 2-D cross-sectional view (such as those widely used in EM-oriented and many LM software packages) nor the typical 3-D intensity projection methods (Peng, et al, 2010 ) are sufficient to unambiguously delineate these complex wiring patterns, let alone reconstruct them.
Second, reconstructing the full morphology of a mammalian neuron relies on effectively managing and streaming huge whole-brain imaging datasets. The volume of a typical mouse brain is about 500 mm 3 , it is not uncommon that a neuron may have over one hundred millimeters long neurite fiber (Economo, et al, 2016) . When an entire mouse brain is imaged at sub-micrometer resolution in 3-D, the volume of the acquired brain images often contains twenty to thirty or more teravoxels. Only a small number of existing software packages are able to open and analyze such big datasets (Bria, et al, 2016; Pietzsch, 2015) . How to streamline the unambiguous 3-D visualization and analysis of such huge datasets presents a major informatics challenge.
Third, manual reconstruction of neurons is often laborious and unintuitive using two-dimensional (2-D) tools to interact with 3-D images and the 3-D geometrical representations reconstructed from such images. Reconstructing geometrical objects from 3-D volumetric images requires overlaying these objects onto the imaging data in 3-D space and manipulating them in situ. Since most current computer displays (e.g. computer screens) and data interaction tools (e.g. computer mouse) are still restricted to 2-D, it is usually hard to observe and manipulate higher 6 dimensional data via a lower dimensional interface. It is also desirable to interact with the data directly using a smooth workflow. Applications such as Virtual Finger (Peng, et al, 2014) represent progress toward this goal, but improvement is still necessary for complex and large neurons and also for display and interaction hardware.
Finally, it is often necessary but very expensive to involve multiple annotators to produce "gold-standard" reconstructions. Manual work is time-consuming and tedious, thus in practice most existing studies can afford only one annotator per neuron. To resolve any ambiguity of reconstructions, it is desired to have a way to allow multiple annotators to visualize the same neuron and its underlying imaging data at the same time, and collaborate on the work. This approach requires collaborative and immersive annotation of multi-dimensional imaging data at the whole-brain scale.
Here we introduce the TeraVR system addressing the above requirements. We demonstrate the applicability of TeraVR to challenging cases of whole mouse brain neuron reconstruction, achieving previously unattainable accuracy and efficiency.
Results
We developed TeraVR (Fig. 1, Supplementary Note 1, Supplementary Videos 1-11 ), an open-source virtual reality software package for the visualization and annotation of teravoxel-scale whole-brain imaging data (Fig. 1a) . Fig. 1b, Supplementary Video 12 ) of very large-scale multidimensional imaging data, that can have multiple channels or from different imaging modalities ( Supplementary Fig. 1 ). With the accurate pinpointing capability in TeraVR ( Supplementary Fig. 2) , in real-time a user can precisely and efficiently 8 load the data of a desired high-resolution ROI to see detailed 3-D morphological structures ( Supplementary Fig. 2c) . TeraVR was also used to reconstruct multiple densely packed neurons in very noisy images ( Fig. 1c) . TeraVR also allows multiple annotators working on the same dataset collaboratively using a cloud-based data server ( Fig. 1d) , in a way similar to Google-Docs, to combine multiple users' input together efficiently. We tested TeraVR in challenging situations for conventional non-VR approaches due to densely labeled and weakly imaged neurites. Such non-VR approaches include many visualization and annotation functions already existing in Vaa3D and TeraFly, as well as in other software packages such as ImageJ/Fiji (https://fiji.sc/) and Neurolucida (MBF Bioscience). First, for a strongly punctuated and highly intermingled axon cluster ( Fig. 2a) , five independent annotators reduced the time in tracing by 50-80% when they used TeraVR compared to TeraFly, the most efficient non-VR approach we found for these testing cases (Fig. 2b) . Second, for exceedingly weak neurite signals ( Fig. 2c) , with TeraVR these annotators could consistently generate a neurite tract (bounded by branching points and/or terminal points) within 50 seconds, about 10 times better than the non-VR approach (Fig. 2d ). For these weak signals, even when sometimes annotators needed to adjust the contrast in the visualization in both TeraVR and non-VR approaches, it was much easier for the annotators to use TeraVR than the non-VR method to find the right angle of observation and to add annotations on top of the signals. TeraVR reduced 60%~80% of labor when measured with alternative metrics such as the number of strokes to complete a neurite tract in drawing ( Fig. 2d) . Third, for 109 dense or weak tracts, with TeraVR these annotators rarely needed more than 50 seconds to reconstruct any of such difficult tracts, while the non-VR approach normally needed about 10 11 times of effort for the same task ( Fig. 2e) . In 37.6% of tracts in this testing set, at least one annotator was not able to use the non-VR approach to reconstruct ( Fig. 2f) while none of these annotators had trouble to accomplish the goal when TeraVR was used. (e) Whole-brain plot of 33 thalamic neurons reconstructed from brain No. 17302; gray: maximal intensity projection of this brain image; color-code: each neuron in a randomly assigned color.
A neuron may contain thousands or more neurite tracts, each of which is bounded by a pair of critical points, e.g. branching points, axonal or dendritic terminals, or the cell body (soma). Neurites are organized into local dendritic arbors, local axonal arbors, long projecting axon fibers, and distal axonal arbors. While some structures such as the major dendritic branches may be reconstructed using non-VR approaches, many other challenging cases (e.g. Fig. 2 ) will require the VR module in TeraVR for faithful and efficient reconstruction. Therefore, in TeraVR we designed a smooth switch between the VR mode and the non-VR mode to allow an annotator to choose a suitable mode to observe the imaging data and reconstruct neurites for different areas in a big imaging dataset.
This technology allowed us to reconstruct complete 3-D morphology of neurons from the whole mouse brain, each of which was repeatedly curated by four to five annotators to ensure accuracy ( Figs. 3 and 4, Supplementary Fig. 3 and 4) . To better understand the usability of TeraVR, we trained 15 annotators to independently produce complete reconstructions for different types of neurons. We analyzed under which situations these annotators would switch between VR and non-VR modes to understand the strength of the VR-mode (Fig. 3) . VR was used mostly in densely arbored areas such as axonal arbors and sometimes also in local dendrites ( Fig. 3a, and Supplementary Figs. 3a ~ 3c) . The areas done by VR often have low or very low signal-to-noise-ratio (SNR) ( Fig. 3a, Supplementary Fig. 3,   Methods) . For 44 thalamic neurons in two mouse brains, the percentage of very low SNR regions correlated linearly with the VR-portion of neurons (Fig. 3b) . Linear correlation was also observed in analyzing 73 neurons in caudate putamen in the two brains ( Fig. 3c) . For all these 117 neurons together, over 90% of VR usage was dedicated to the reconstruction of neurites in the below average SNR regions (Fig.   3d ).
We further investigated whether reconstructions of similar accuracy could have been produced using other commonly used tools. We used TeraVR to recheck the reconstruction of neurons with very complex morphology, such as the corticocortical neurons, initially generated by annotators who had a lot of experience in using a popular reconstruction tool called Neurolucida (Neurolucida 360 or NL360).
Since NL360 does not have comparable capability to handle big data IO streaming, the annotators needed to load a portion of the imaging data at a time to reconstruct neurons, at a much slower pace. More importantly, upon rechecking in TeraVR we found imperfectness of these NL360-based reconstructions (Fig. 4 a-c) . The undertracing of missing neurites was most notable, and the topology errors and over-tracing were common ( Fig. 4 a-d ) even for the cells traced from overall clearly labeled brains. In some cases, more than 40% of neurites of a neuron were found to be missing ( Fig. 4 c-d, Supplementary Fig. 4a) . Notably, it was often seen a missing axonal branch at the proximal part of an axon, which indicated missing a long projection and the corresponding whole distal targeting axonal cluster (Fig. 4a, Fig.   4c ). Also, annotators could choose to proceed along a wrong direction when a confusing branching region was encountered, which would lead to more severe reconstruction errors (Supplementary Fig. 4) . These indicate the limitation of conventional tools for accurately observing neuronal structures in certain special situations such as dense neurites, axonal collaterals in dendrosomatic regions, where signals become obscure (for example, long axonal collaterals extending along pia, Fig. 4c ). This observed limitation is common for the non-VR approaches, such as Vaa3D-TeraFly and Neurolucida, compared to TeraVR. A careful examination of 17 complex neurons from three whole-brains indicated that TeraVR extended 10-103% of the overall lengths of reconstructions from these neurons ( Supplementary   Table 1 ). We also carefully examined several other VR software packages and did not find any one that had comparable functions as TeraVR (Supplementary Tables   2 and 3) . In contrast to 2-D display devices in front of which multiple people may view the same visualization simultaneously, currently one 3-D VR headset can only be worn by one person at a time, therefore an annotator may not communicate easily with others once this person is working in the VR environment. To overcome this limitation, in TeraVR we developed a collaboration mode with which multiple users can join the same session to reconstruct the same neuron at the same time, similar to the co-editing feature of Google-Docs. Specifically, in TeraVR we implemented a cloud-based server-client infrastructure, with which the annotation data of individual annotators are streamed to the server in real time and merged with the data produced by other collaborating annotators. Users are able to see all annotations produced by others in real time and perform certain further annotations. We assembled a geographically remote team of annotators in Nanjing (China), Shanghai (China), and Seattle (USA) to use this collaboration mode to simultaneously reconstruct complicated 3-D neuron morphology from the wholebrain imaging dataset ( Fig. 1d and Fig. 5 ). Three annotators, each from a different city, were able to co-reconstruct in real-time dendritic and axonal structures around the soma of a neuron (Fig. 5 a-c) with only 20% of time compared to one single annotator ( Fig. 5e) . A Sholl analysis (Langhammer, et al, 2010) indicated the TeraVR-reconstructions produced by different combinations of annotators had consistent topology (Fig. 5d) . A length analysis indicated the difference of neuronlengths generated by such combinations of annotators was also small, at only 0.77% of the average total length of the reconstruction (Fig. 5e) . A spatial distance analysis indicated the average lateral apartness of these reconstructions was about 3.5 voxels, which was 0.05% of the longitudinal span of the neuron (Fig. 5f) . This study indicates the power of TeraVR's collaborative approach for remote annotation. We developed TeraVR as an open system, which can be augmented by a number of other programs without compromising its modularity. In particular, we enhanced TeraVR using several artificial intelligence techniques to further improve the efficiency of annotators. First, for the imaging data, we trained a deep-learning model, U-Net (Ronneberger, et al 2015) , based on high-quality reconstructions produced using TeraVR; then in TeraVR we allowed a user to quickly invoke the trained U-Net to separate neurite signal from background (Supplementary Figs. 5a,   5b) . We streamed the U-Net filtered images in real-time to TeraVR as an option that a user could choose. This U-Net model could also be iteratively refined based on user's feedback, thus it could be adapted to different brain images when needed.
Second, for neuron reconstructions, in TeraVR we implemented a data-filtering model to detect various outlier structures, such as branches that had sharp turns (e.g. turning angle greater than 90 degrees or 135 degrees or other user-specified values), and then generate alerts to allow users to immediately focus on the structures that might be traced with errors (Supplementary Figs. 5c, 5d ).
Discussion
TeraVR offers an immersive, intuitive and realistic experience for exploring brain imaging data, similar to the mixed reality visualization shown in Fig. 1b and Supplementary Video 12, where real and virtual contents were synthetically put together to demonstrate the user experience of TeraVR. While VR has not been widely used in biology, it is useful for biological problems especially due to the intrinsic multidimensional nature of many biological datasets, and has the potential to be integrated as the next standard protocol. TeraVR is among the first demonstration of such utility with great potential. While immersive VR visualization of biological surface objects and sometimes also imaging data were shown in applications such as biological education and data analyses ( Supplementary Table   2 ), there is little existing work on developing open-source VR software packages for very complicated and teravoxel-scale imaging datasets such as the whole brain 20 imagery as we have introduced here. We expect that TeraVR can also be used to analyze other massive-scale datasets especially those produced using fast or highresolution microscopy methods, such as the light-sheet microscopy (Keller, et al, 2008; Ahrens, et al, 2013; Silvestri, et al, 2013) , expansion-microscopy (Chen, et al, 2015) , and recent nanoscale lattice microscopy (Gao, et al, 2019) .
We chose to focus on applying TeraVR to the whole-brain single-neuron reconstruction challenge for two major reasons. First, currently no other alternative tools are able to reconstruct the fine, distal arborizations of neurons unambiguously in this way. Second, there has been little previous work on streamlining the largescale data production of the complete single-neuron morphology at high precision and also at whole-brain scale. TeraVR has been a crucial tool to help several teams reconstruct precisely hundreds of full morphologies, with various image qualities, not only for single neurons but also for multiple densely packed neurons in very noisy images. These reconstructions have been released to the public databases e.g.
NeuroMorpho.Org and the BRAIN Initiative Cell Census Network initiative.
Two additional aspects of TeraVR make this software package unique: Mixed reality video making. To generate a mixed reality demonstration (Fig. 1b) that shows how TeraVR works, we first setup a physical camera to capture the movement of the annotator. A green screen was used to help remove the background. Meanwhile, an additional virtual camera was placed at the location of the physical camera (rather than being mounted on the VR headset) to generate a rendering stream of TeraVR from a third-person view. Importantly, the physical and the virtual cameras had exactly the same settings, including position, orientation, focus, etc., so that the real video stream was directly superimposed over the virtual one. These two cameras were started after TeraVR was launched. The mixed reality video was produced by synthesizing these two video streams.
Profiling the image quality of a neuron. , where and were the average intensities for the image-voxels in foreground and critical background, respectively.
Four SNR ranges were defined based on annotators' consensus opinions: "very low"
for SNR ∈ −∞, 1.0 (the neurite signal was either very weak or very noisy), "low"
for SNR ∈ 1.0, 1.2 (the signal was still in low quality), "mid" for SNR ∈ 1. 
