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Abstract
Transient spine enlargement (3-5 min timescale) is an important event associated with the structural
plasticity of dendritic spines. Many of the molecular mechanisms associated with transient spine en-
largement have been identified experimentally. Here, we use a systems biology approach to construct a
mathematical model of biochemical signaling and actin-mediated transient spine expansion in response to
calcium-influx due to NMDA receptor activation. We have identified that a key feature of this signaling
network is the paradoxical signaling loop. Paradoxical components act bifunctionally in signaling net-
works and their role is to control both the activation and inhibition of a desired response function (protein
activity or spine volume). Using ordinary differential equation (ODE)-based modeling, we show that the
dynamics of different regulators of transient spine expansion including CaMKII, RhoA, and Cdc42 and
the spine volume can be described using paradoxical signaling loops. Our model is able to capture the
experimentally observed dynamics of transient spine volume. Furthermore, we show that actin remod-
eling events provide a robustness to spine volume dynamics. We also generate experimentally testable
predictions about the role of different components and parameters of the network on spine dynamics.
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Introduction
The ability of the brain to encode and store information depends on the plastic nature of the individual
synapses. The increase and decrease in synaptic strength, mediated through the structural plasticity of
the spine, is important for learning, memory and cognitive function [1–3]. Dendritic spines are small
structures that contain the synapse. They come in a variety of shapes (stubby, thin, or mushroom-
shaped), and a wide-range of sizes that protrude from the dendrite [4, 5]. These are the regions where the
postsynaptic biochemical machinery responds to the neurotransmitters [1]. Spines are dynamic structures,
changing in size, shape, and number during development and aging [3, 6–8].
Recent advances in imaging techniques have allowed neuroscientists to study the dynamics of the
change in spine volume and identify the role of different molecular components in mediating the structural
plasticity of the spine. One way to induce long-term potentiation (LTP) is through N-methyl-D-aspartate
(NMDA)-receptor mediated signaling. The resultant transient and sustained changes in the size of the
dendritic spine are important for long-term potentiation. LTP is a complex phenomenon, but the events
underlying this phenomenon can be summarized as a multiple time scale process as shown in Figure 1A.
In this study, we focus on the events occurring in the 3-5 min time scale, shown in the red box in Figure
1A. The early events in LTP can be summarized as follows and schematically represented in (Figure 1
B).
The initial stimulus is the NMDA receptor inward calcium current in response to electrical and
chemical stimulation. The NMDA receptor inhibitor APS blocks both current and LTP. Influx of calcium
is tightly coupled to spine expansion a minute or so later followed by partial compaction over the next
3-4 minutes [9]. Remodelling of the actin spine cytoskeleton coupled to spine expansion is triggered by
CaMKII, which is activated by calcium calmodulin. Free G-actin is recruited for polymerization [10].
This activation has two consequences. One, activated CaMKII dissociates from F-actin and associates
with the post-synaptic density (PSD) [11, 12]. There is an influx of CaMKII, cofilin, debrin and Arp
2/3 from dendrites to the stimulated spine, presumably due to F-actin sites vacated by the activated
CaMKII. Two, activated CaMKII phosphorylates multiple targets. These include the small GTPases
Rho and Cdc42, that in turn, initiate phosphorylation cascades. The effects of Rho are localized to the
stimulated spine, whereas Cdc42 phosphorylates targets in adjacent spines to facilitate later stages of
LTP [13]. Phosphorylated CaMKII has a limited half-life, since calcium calmodulin also activates PP1
phosphatase that dephosphorylates CaMKII, albeit with a slower timescale [14]. Myosin IIb isoforms
are involved in maintenance of spine morphology as established by studies with the myosin IIb inhibitor
blebbistation and siRNA [15, 16]. Non-muscle and sarcomeric myosin IIb isoforms play distinct roles in
early LTP [17, 18]. The non-muscle isoform localizes at the spine base where it might stabilize the actin
cytoskeleton. The sarcomeric isoform associates with SynGap1 at the post synaptic density (PSD). Its
contractile activity triggered by myosin light chain kinase (MLCK) could drive spine head compaction that
produces the subsequent decrease in spine volume. The volume decrease does not reach pre-stimulated
levels. One attenuating factor could be partial disassembly of the compacted F-actin cytoskeleton.
Experiments have revealed that different molecules and their complex interactions regulate synaptic
plasticity [19, 20]. While the temporal response of the spine volume change and the associated molecular
events is well-documented [13, 21, 22], conceptual models cannot adequately explain the dynamics of these
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molecular processes. Computational models, on the other hand, can provide insight into the nonlinear
molecular interactions, identify network motifs, and also generate experimentally testable predictions.
Dynamical modeling using ODEs approaches have been used to test hypotheses in silico, generate time
courses, and identify emergent properties that would be hard to investigate experimentally. This approach
has been used in neuroscience successfully to study different aspects of structural plasticity [14, 23, 24]. In
this study, using computational models, we seek to answer the following questions – (a) Is there a network
motif that regulates the dynamics of CaMKII, RhoA, and Cdc42 in response to Ca2+-influx? (b) How
does biochemical signaling interface with actin remodeling to control the transient expansion of the spine?
In what follows, we outline the construction of the signaling network and the associated mathematical
model, compare model outcomes against experimentally observed dynamics of various components, and
finally generate experimentally testable predictions.
The dynamics of CaMKII, RhoGTPases, and spine volume in the 3-5 minute time scale exhibit a
similar profile but with different time scales [21, 25]. These dynamics can be explained by biexponential
functions. One network motif that gives rise to biexponential functions is a paradoxical signaling loop.
Paradoxical signaling is a network motif where the same stimulus controls the response by regulating both
its activation and inhibition. Paradoxical signaling has been identified in different contexts; examples
include cellular homeostasis, and cell population control [26–28]. In these studies, the simple idea that
the same component can both activate and inhibit a response resulting in robustness was applied to many
different systems. Here we consider the same design principle for the dynamics of the dendritic spine and
apply it to the core signaling network that regulates spine dynamics.
Model Development
Modular construction of the reaction network
Our first step was to analyze the experimental time course of CaMKII, Rho, Cdc42, and spine volume
to predict a network motif based on the principles of chemical reaction engineering. Then, a biochemical
signaling network was constructed [29, 30]. CaMKII [22], small RhoGTPases [21], and actin and related
components [11, 17, 25, 31–33] play important roles in the transient volume change in the spine. Based on
these studies, we identified the main components that regulate spine dynamics as CaMKII, Arp2/3, cofilin,
Rho, actin, and myosin Figure 2A. In the model presented below, myosin II will refer to the sarcomeric
myosin IIb isoform [34]. We note here that while there are many more biochemical components involved in
the signaling network in the single spine, our choice of components was based on experimentally measured
dynamics. The expanded network is shown in Figure 2B and the complete table of reactions for each
module is given in the Supplementary Material (Tables S3–S7). We assumed that the components were
present in large-enough quantities that concentrations could be used to represent the amounts of the
different molecular species. This assumption allowed us to generate a deterministic dynamical model.
We also assumed that the spine is a well-mixed compartment so that we could follow the temporal
evolution of the concentrations of the different components. Each interaction was modeled as a chemical
reaction either using mass-action kinetics for binding-unbinding reactions, and Michaelis-Menten kinetics
for enzyme-catalyzed reactions [23, 35]. The network of interactions was constructed using the Virtual
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Cell modeling platform (http://www.nrcam.uchc.edu).
In response to the Ca2+-CaMKII activation, the F- and G-actin released from CaMKII are released and
free to undergo actin polymerization events [11, 31, 36]. Since Cdc42 and Rho are activated downstream
of CaMKII, we hypothesize that these lead to Arp2/3, cofilin, and myosin activation. This module is
built based on the literature evidence of the role of Arp2/3, cofilin and myosin in the dendritic spine.
We linked the Cdc42 activation to Arp2/3 and actin barbed ends production using a slightly modified
version of the model presented by Tania et al. [37]. In our model, we included both G- and F-actin. Once
the CaMKII-bound actin is released, it undergoes remodeling to generate a large number of barbed ends
catalyzed by Arp2/3 and cofilin [32, 37].
Characteristics of the signaling cascade
In order to characterize the dynamics of the different protein activities and the volume change of the spine,
we use the characteristics of the time-concentration or time-radius curve [38]. We use three measures of
the curve to characterize the model output. (1) Time to peak signal – this is the time point at which
maximum signal is achieved. (2) The area under the curve gives the total signal activated over the time
of observation and for the ith species is given by Ii in Eq. 1. (3) The signaling time is given by τi and
gives the average duration of signal and is also defined in Eq. 1. These different values can be interpreted
as the statistical measures of a time course in a signaling network (Table 1).
Ii =
∫ ∞
0
Xi(t)dt, and τi =
∫∞
0
tXi(t)dt
Ii
. (1)
Comparison with experimental data
The experimental data was extracted from Figure 1D of Murakoshi et al. [13] using the digitize package in
the statistical software ‘R’. Complete details of the digitize package and how to use it are provided in [39].
Since the experimental data was normalized, we also normalized the simulation data to the maximum.
Experimental and simulation data was compared for goodness of fit using root-mean-squared error. A
root-mean-squared error of less than 0.30 was considered to represent a good fit.
Dynamic parametric sensitivity analysis
We conducted a local parametric sensitivity analysis of the model to identify the set of parameters and
initial concentrations that govern model robustness. The log sensitivity coefficient of the concentration
of the ith species Ci, with respect to parameter kj is given by [40, 41]
Si,j =
∂ lnCi
∂ ln kj
(2)
Since we are dealing with a dynamical system and not steady state behavior, we used the Virtual cell
software to calculate the change in log sensitivity over time (
dSi,j
dt
). The resulting time course gives us
information about the time dependence of parametric sensitivity coefficients for the system. The variable
of interest, Ci is said to be robust with respect to a parameter kj if the log sensitivity is of the order 1
[40]. We conducted dynamic sensitivity analysis not only for all the kinetic parameters in the system but
also for the initial concentrations of the various species in the model.
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Results
Paradoxical signaling
A summary of the key experimental observations for transient activity in the dendritic spine is given in
Figure 1D of [13]. Two qualitative features of these dynamics are important – (1) they can be fit to
bi-exponential functions, where one exponent controls the time scale of activation and the other controls
the time scale of deactivation (Figure S1A). (2) A series of nested biexponential functions can be tuned
so as to move the peak activation time of the different components relative to one another (Figure S1B).
Consider the differential equation,
df
dt
=
ab
a− b ( ae
−at︸ ︷︷ ︸
activation
− be−bt︸ ︷︷ ︸
inhibition
), (3)
where a and b are constants. From this form, it is easy to see that the activation of f is governed by e−at
and the inhibition is governed by e−bt. The solution to this equation for constant a and b is given by the
biexponential function
f(t) =
ab
a− b (e
−bt − e−at). (4)
When a = b, the function is given by f(t) = a2te−at. In general, the coefficients a and b need not be
constant but can be functions of time or other component concentrations. This function produces the
profile observed for the dynamics of CaMKII, Rho, Cdc42, and volume for different values of a and b
(Figure S1A).
The dynamics of a simple activation-inhibition scheme driven by the same stimulus is shown in Figure
3A. In response to the calcium input (stimulus), concentrations of both the activators and inhibitors of
spine volume are increased. The net change in spine volume is then a balance between the effect of the
activator and inhibitor. The structure of the network in Figure 3A suggests that the same stimulus S(t)
both activates and inhibits the response R(t), by controlling the level of A(t) and I(t) simultaneously.
In this study, we propose that Ca2+mediated activation of CaMKII results in a paradoxical signaling
structure where CaMKII regulates both the expansion and contraction of the spine volume by regulating
actin dynamics through intermediaries such as Rho, Cdc42, and other actin related proteins. This
indicates that a simple paradoxical signaling may carry the kinetic information necessary to represent
the time-dependent volume changes in the dendritic spine.
Multi-tier model of paradoxical signaling
Biological signaling networks are quite complex and have multiple interconnected motifs. These intercon-
nections play an important role in regulating the dynamics of different components in a signaling cascade.
One way to alter the time scale of the response in the one-tier model of paradoxical signaling is to change
the kinetic parameters of the model shown in Figure 3B. Another way to change the time scale of the
process is to add multiple tiers to slow down the flow of information from the stimulus to the response.
While a simple model of paradoxical signaling provides us insight into the basic structure of the
network, biological signaling often contains many proteins working in concert to regulate a process. By
adding a series of activators (activator 1 and 2 to mimic the actin-related proteins and actin barbed
end generation) and inhibitors (inhibitor 1 and 2 to represent Rho and myosin) (Figure 3C), we can
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control the response dynamics (spine volume) (Figure 3D). The full set of associated ordinary differential
equations and parameters, along with analytical solutions are given in the supplemental material (Table
S2).
The modules in Figure 2A can be further expanded to construct the biochemical reaction network
in Figure 2B based on experimental observations and the corresponding details are presented in the
supplementary material. An emergent property of this network is that despite its biochemical complexity,
each module within this network (CaMKII, Arp2/3, etc.) also exhibits the same structure as Figure 3A,
B. As a result, we suggest that a series of nested paradoxical signaling loops control the response of the
spine volume to the calcium influx and the nesting of these loops serves to control the time scale of the
response to a calcium influx (Figure 3C, D).
One of the key differences between the modular representation in Figure 2A and Figure 2B is the
cross-talk between components that participate in the activation and inhibition loop. For example, Rho
activates ROCK (Rho kinase), which then regulates cofilin activity through LIM kinase and MLCK
activity. Another example of the shared GAP for Rho and Cdc42. These interactions, which cannot be
represented in the simple modular structure of Figure 2A, are important features of the complexity of
biological signal transduction in the spine.
The complete table of reactions for each module, along with kinetic parameters, initial concentrations,
model assumptions, and references in provided in the Supplementary Material.
CaMKII activation is regulated by autophosphorylation and an ultra-
sensitive phosphatase cascade
In response to glutamate binding to NMDA receptors, a Ca2+-pulse is released in the postsynaptic den-
drite [22]. This Ca2+binds with Calmodulin, a calcium-binding messenger protein. Calcium-calmodulin
activates CaMKII by cooperative binding. CaMKII can undergo autophosphorylation, leading to a
higher activity level [2, 42]. CaMKII is dephosphorylated by protein-phosphatase 1 (PP1) through a
series of phosphatases. In this module, the stimulus is calcium, activators for CaMKII phosphoryla-
tion are calcium-calmodulin and CaMKII itself, and the inhibitors are PP1. PP1 can also undergo
auto-dephosphorylation [2]. The module structure is shown in Figure 4A. Model simulations show that
CaMKII dynamics are very sensitive to the concentration of PP1 and the autophosphorylation of CaMKII,
coupled with the ultrasensitive phosphatase cascade and PP1 autodephosphorylation results in a bistable
response (Figure S2) [43], similar to the observations made by Zhabotinsky [44]. By changing the amount
of PP1 in the system, we obtain either sustained activation of CaMKII, which is undesirable, or a transient
activation, which is the desired response (Figure 4(B)). Our model matched the experimentally observed
time course of CaMKII activation when the concentration of PP1 was 0.36 µM (Figure 4 C).
Rho and Cdc42 are regulated by CaMKII-mediated paradoxical signal-
ing
Rho and Cdc42 are small GTPases, whose activity is regulated by guanine nucleotide exchange factors
(GEFs) to convert them from the -GDP bound form to the -GTP bound form and GTPase activating
proteins (GAPs) to hydrolyze the bound GTP to GDP and subsequently inactivating the G-protein. This
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GTPase switch has been well-studied in different systems [45, 46]. In the case of spine volume change, we
modeled the regulation of both the GEF and GAP activity as being controlled by the CaMKII activity
[11]. As a result, the paradoxical signaling network loop that controls Rho and Cdc42 activity is the one
shown in Figure 5A,B. The time course of normalized activation of Rho and Cdc42 matches with the
experimental data very well (Figure 5C), suggesting that the temporal control of spine dynamics depend
on the network structure.
Spine volume change in response to calcium influx as a nested paradox-
ical signaling network
Transient change in the spine volume is an important part of LTP [9]. The relationship between pushing
barbed ends, Bp, and the membrane velocity, Vmb, has been derived in [37, 47], and is used here to
calculate the radius of the growing spine in response to the actin remodeling events. This relationship is
given as
Vmb = V0
Bp
Bp+ φ exp(ω/Bp)
(5)
Here, we used the values of φ = 10/µm, V0 = 0.07µm/s,and ω = 50 per µm [37]. φ is the geometric
parameter used in computing membrane protrusion rate and ω is the physical parameter describing the
membrane resistance [37, 47]. This density-velocity relationship has a biphasic behavior – for a small
number of barbed ends, the membrane resistance limits the velocity, explained as ‘decoherent’ regime in
[47] and for large barbed end density, or the ‘coherent’ regime, the protrusion rate is not sensitive to the
number of barbed ends.
We also assume that the Rho activation leads to the activation of the Rho kinase ROCK, and myosin
phosphorylation [48]. We then propose that the increase in spine size is proportional to the increase in
actin barbed ends (similar to the leading edge pushing velocity), and the decrease is proportional to the
amount of phosphorylated myosin. The rate of change of spine size is given by the equation
dR
dt
= Vmb︸︷︷︸
actin dependent growth velocity
− kshrink[MLC∗]R︸ ︷︷ ︸
myosin-mediated contractility
(6)
Even though the spine volume is not a concentration of chemical species, the structure of the Eq.
6 indicates the paradoxical nature of the dynamics. Using this model, we have identified a simple and
intuitive network structure that controls the dynamics of the transient dendritic spine volume change.
The large concentration of actin in the spine ensures that the number of barbed ends generated is large
and the system is in its ‘coherent’ state [47].
The normalized change in spine radius with time is compared for model and experiment in Figure 6.
The paradoxical structure shown in Figure 6A leads to the actin barbed-end based pushing velocity and
myosin mediated pulling rates as shown in Figure 6B. The actin mediated pushing occurs earlier than the
myosin mediated pulling, resulting in spine volume change as shown in Figure 6C. The root-mean-squared
error between the experimental data and the simulation results was 0.04, indicating that the model is
able to capture experimentally observed dynamics quite well.
7
Actin nucleation and severing
Actin barbed ends can be generated both by branching (Arp2/3-mediated) and severing (cofilin-mediated).
To identify the contributions of these two components to barbed-end generation, we varied the concen-
trations of Arp2/3 and cofilin and studied their effect on pushing barbed end generation. For a fixed
Arp2/3 concentration of 2µM , increasing cofilin concentrations leads to a sharp increase in the severing
rate, fsev (Figure 7A). As a result, the generation of pushing barbed ends depends strongly on cofilin
concentration (Figure 7B). On the other hand, increasing Arp2/3 concentration, with fixed cofilin con-
centration of 2µM , increases the nucleation rate fnuc only to a small extent (Figure 7C) and therefore
there is no appreciable difference in pushing barbed end production for increasing Arp2/3 concentration
(Figure 7D). These results suggest that when cofilin is present in sufficient quantities, it dominates the
pushing barbed end generation, driving the system to the ‘coherent’ regime, and Arp2/3 concentration
plays a small role in controlling barbed end generation. On the other hand, when cofilin concentrations
are small, Arp2/3 contribution to barbed end generation will be significant.
Sensitivity to initial conditions
Using dynamic sensitivity analysis, we analyzed the sensitivity of CaMKII, Cdc42, Rho, and spine radius
dynamics to the initial concentrations of the different components (Table 2, Figure 8). In Figure 8,
white is no sensitivity, and the pink-purple shades show increasing sensitivity. As listed in Table 2, the
biochemical regulation of CaMKII through the network of components shown in Figure 2 means that it
is sensitive to many initial concentrations, at both early and later time stages. Similarly, Cdc42 and Rho
show sensitivity to many initial conditions; while Cdc42 shows sensitivity at both early and later times,
Rho shows sensitivity to initial conditions listed in Table 2 at later times. However, the radius of the spine
behaves in a robust manner and demonstrates sensitivity to fewer components. Predominant among those
are the phosphatases that regulate CaMKII dynamics, and therefore actin binding to inactive CaMKII,
and ROCK, which is responsible for myosin activity. These results suggest that the spine radius is quite
robust to changes in initial concentrations of the different species even though the biochemical regulation
of upstream components shows a larger sensitivity.
Sensitivity to kinetic parameters
We conducted sensitivity analysis to identify the kinetic parameters that the model is most sensitive to
(Table 3, Figure 9). We found that the model is mostly robust to small changes in many parameters.
CaMKII was mostly sensitive to parameters that govern the autophosphorylation activity, while Cdc42
dynamics was mostly robust to all parameters. Rho activity was sensitive to parameters associated with
CaMKII activation and inactivation. Most interestingly, the radius of the spine showed sensitivity only to
the parameters that govern the actin dynamics, V0 and kcap. These results indicate that actin dynamics
and therefore the spine radius change are robust to changes in the biochemical events preceding the actin
remodeling, as long as sufficient barbed ends can be generated.
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Discussion
The role of dendritic spine dynamics in development and learning has been well-established for a long
time. The presence of contractile actin in these dynamic structures was established in the 1970s and
provided a link between motility, spine dynamics, and memory and learning. The smallest length and
time scale changes to spine shape and size are now known to impact higher-order synaptic, neural, and
brain functions, including many pathologies and age-related mental disorders. Advances in microscopy
have allowed us to study spine dynamics in different experimental settings from in vitro cell culture to
in vivo animal models. However, there remain unanswered questions on how transient changes to spine
volume are regulated by the molecular components. In this work, we propose that the transient dynamics
to the spine volume are regulated by a simple paradoxical signaling module.
The dynamics of CaMKII, Cdc42, Rho, and spine volume all follow similar dynamics but at different
time scales (Figures 4, 5, 6). Since each of these curves can be fit to a biexponential function with different
time scales of activation and inhibition, we wondered if these different phenomena can be explained by
a simple regulatory structure. We identified that the biexponential function could be a result of the
paradoxical signaling network structure (Figure 3A) and multiple tiers within this network structure
(Figure 3B) allowed for temporal control of peak activities.
Upon Ca2+influx, CaMKII is activated and further autophosphorylated resulting in a ‘molecular
switch’ that renders CaMKII active even after the Ca2+pulse has dissipated [14]. Autophosphorylation
of CaMKII-coupled with the Calcineurin-I1-PP1 mediated dephosphorylation events give rise to a para-
doxical signaling network structure that can exhibit bistability (Figure 4A). The bistability of CaMKII
activation is shown in Figure S2; the steady state CaMKII activity depends on the concentration of PP1.
For low concentrations of PP1, CaMKII activity is sustained whereas for high concentration of PP1,
CaMKII activity is transient (also see [14]). Given the importance of CaMKII in synaptic function, it
is not surprising that it can exhibit transient or long-term activation as shown in Figure 4(B). In the
spine, we find that GEF and GAP regulation by CaMKII results in a paradoxical network structure that
controls the temporal activation of these components (Figure 5A, B).
Actin-mediated growth is a very important aspect of spine volume regulation [49, 50]. Although the
different aspects of actin regulation are coming to light, till date, there is no comprehensive model of how
actin remodeling can affect the dendritic spine volume. We used a previously published model of actin
remodeling in cell motility [37] and applied it to spine dynamics (Figure 6). We further linked the Rho
activity to myosin activity and assumed that spine volume increase was proportional to the generation of
new actin barbed ends and spine volume decrease is proportional to the myosin activity. The net result
is spine volume increase and decrease that mimics the experimentally observed behavior [13, 21, 25].
The usefulness of a modeling study is measured not just by its ability to explain experimentally
observed behavior but also to generate experimentally testable predictions. Sensitivity analysis reveals
the role of different components in the system (Table 2 and Figure 8). We outline below the set of
experimentally testable predictions from our model, which can be tested using a combination of silencing
RNAs, gene knockouts, and pharmacological inhibitors. We also identify the current model limitations
and scope for future work.
CaMKII dynamics are sensitive to many different components but primarily to the phosphastases.
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• CaMKII dynamics: CaMKII dynamics are sensitive to many different components but primarily
to the phosphastases. Phosphatases are often thought to be ubiquitous in their role in turning
off phosphorylation mediated signaling activity. Here, we find that phosphatases, acting as an
ultrasensitive cascade, coupled with autophosphorylation of CaMKII and autodephosphorylation
of PP1 to result in a bistable phase profile (also seen in [44]. Sensitivity analysis shows that the
dynamics of CaMKII are sensitive to PP1 and Calcineurin. The model predicts that the time
scale of CaMKII transience is extremely sensitive to phosphatase concentration (Figure S2) and
that the volume change of the spine is sensitive to the concentrations of calmodulin (Figure S3B)
and calcineurin (Figure S3C). PP1 is thought to promote forgetting and inhibition of PP1, which
is associated with sustained CaMKII activation, is thought to prolong memory [43]. While there
are many intermediate steps between CaMKII dynamics and memory formation, it is possible that
the interaction between CaMKII and PP1 is a small but important step in governing learning and
memory formation.
• Cdc42 dynamics: Sensitivity analysis shows that Cdc42 dynamics are affected primarily by the
concentrations of GEFs. The model predicts that depletion of Cdc42 will alter the dynamics of spine
volume (Figure S4) only slightly. This is because the barbed end generation is in the ‘coherent’
regime [47]. However Kim et al. [25], showed that loss of Cdc42 may lead to defects in synaptic
plasticity. Since our model only focuses on single spine dynamics in a well-mixed condition, the
actual dynamics at the whole cell level may be quite different from what we observe in the model.
• Rho and myosin modification: Since Rho modulates the myosin, Rho knockout leads to lack
of myosin activity, resulting in a situation where the spine volume increases but decreases slowly
or not at all (Figure S5). While the role of myosin IIb has been tested using blebbistatin [16], we
predict that upstream regulators of myosin activity will also alter spine compaction rates.The role
of ROCK has been explored in [51, 52], where the experiments show that Rho, ROCK, and myosin
IIb are required for stable expression of LTP, but the role of these components in the early change
in spine volume has not yet been tested.
• Cofilin regulation: In our model, cofilin plays an important role in spine dynamics through
its roles in actin severing and depolymerization. Our model predicts that a cofilin knockout will
result in impaired actin dynamics that will disrupt the balance of actin remodeling during spine
volume change (Figures 7, S4) [9, 53]. The effect of actin-mediated pushing is through barbed end
generation, and the loss of cofilin removes the ability to sever existing filaments and generate new
barbed ends. Experiments inhibiting cofilin showed that cofilin is highly enriched in the spine within
20s after stimulation and inhibition of cofilin using shRNA leads to a smaller enlargement of the
spine [9].
• Actin modulators: To model actin dynamics we have extended a model developed by Tania et
al [37] to include both G- and F-actin dynamics. The model allows us to study the impact of
pharmacological inhibitors on actin such as latrunculin and cytochalasin. The model predicts that
latrunculin (which binds to G-actin and limits polymerization) will lead to a smaller increase in
spine volume (Figure S4D). Indeed, experiments showed that Latrunculin A when applied within
30s-2 min disrupts F-actin increases that are usually observed in spine expansion [52]. On the
other hand, removing actin capping also affects spine dynamics, resulting in increased barbed end
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production and larger spine volume (Figure S6A). Therefore, filament capping is an important step
in governing spine dynamics. Similar to Arp2/3, the kinetic parameter for the nucleation of new
barbed ends had a small effect since barbed ends are also generated by severing (Figure S6 B, D).
A problem unique to large biochemical networks is parameter estimation. Recently, a comprehensive
analysis of parametric sensitivity applied to many different systems biology models showed that there is
a universal sloppiness associated with individual parameters in any model [54]. However, we find that
the interface between biochemical signaling and actin remodeling can be a source of robustness. That is,
while the signaling dynamics is critical for initiating the actin remodeling events associated with spine
dynamics, the actin remodeling events operate in the coherent regime, thereby reducing sensitivities
to parameter changes in the signaling network (Figure 9, Table 3). Previously, we showed that for cell
spreading, integrin signaling is required to initiate the actin remodeling but the spreading velocity and cell
shape were primarily controlled by the actin-membrane interaction through the elastic Brownian ratchet
[55]. Here, we propose a similar mechanism for spine dynamics, where the Ca2+-CaMKII signaling is
required to initiate the biochemical activity associated with actin remodeling but the large concentrations
of actin ensure that there is a robust response of the spine dynamics. We compare our findings with the
work of Bosch et al. [9], which study makes a key point – namely that the ‘synaptic tag’ designation
is defined by the ‘increased binding capacity of the actin cytoskeleton’ rather than any single molecule.
This idea is in resonance with the central message of our study established by the sensitivity analysis
that F-actin barbed ends ensure a robust response in the ‘coherent’ regime due to their abundance.
To summarize, we present a dynamical systems model of the events that affect the transient spine
dynamics. We identified that a simple module of paradoxical signaling can be used to explain the
dynamics of CaMKII, actin remodeling, and spine volume change. We found that once the barbed end
generation is in the coherent regime, spine dynamics is robustly controlled by actin remodeling. Thus,
the interface between signaling and actin barbed end generation is a source of natural robustness despite
model sensitivity to kinetic parameters.
While our model has been able to explain the dynamics of spine volume change in the 4-5 minute time
scale, we observe that our model can be enhanced in future versions. Currently, our model represents
well-mixed dynamics. Spatial regulation of the Rho GTPases, and other components including cofilin,
and myosin IIb, in the postsynaptic and neighboring spines have been observed in many studies [21].
Development of a spatio-temporal model that accounts for diffusive transport along with shape change
of the spine is an important direction in our future work. Additionally, more complex models will be
needed to identify cross-talk between different signaling components, antagonistic activities displayed by
the same component at different concentrations and in different spatial compartments, the link between
the dynamics of the dendritic spine and the dendritic shaft.
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Tables
Table 1: Characteristics of different species in the signaling cascade
Species Signal Signal Time to peak(s) RMSE for
exposure I Duration τ(s) model-experiment
comparison
CaMKII 66.67 44.1 13 0.11
Rho 159.48 117.2 48 0.04
Cdc42 167 130.31 51 0.25
Spine volume 184 150.62 102 0.04
Table 2: Sensitivity to initial conditions
Index Component CaMKII Cdc42 Rho Radius
1 Cofilin X X X X
2 Arp23 X X X X
3 CaN X X X X
4 CaMKII-Factin X X X X
5 CaMKII-Gactin X X X X
6 Cdc42GTP X X X X
7 Cdc42 GEF X X X X
8 I1 X X X X
9 LIMK X X X X
10 MLC X X X X
11 Myoppase active X X X X
12 Myoppase X X X X
13 Ng X X X X
14 PP1 X X X X
15 RhoGAP X X X X
16 RhoGEF X X X X
17 RhoGDP X X X X
18 ROCK X X X X
19 SSh1 X X X X
20 WASP X X X X
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Figure 1: Ca2+-CaMKII regulation of short-term and long-term events in LTP. (A) The time scales associated
with the events leading up to LTP are shown here. NMDA receptor activation leads to Ca2+release at the
millisecond time scale. CaMKII activation by Ca2+is rapid and occurs within tens of seconds. The small
Rho-GTPases, Cdc42 and RhoA are activated within a minute or so and lead to actin reorganization events
resulting in transient enlargement of the spine in 4-5 min. Other events include AMPA receptor exocytosis
and insertion in the plasma membrane of the synapse, reorganization of the post-synaptic density (PSD),
and long-term potentiation that takes place at the time scale of an hour. Our focus is on the events leading
up to the transient spine enlargement, as highlighted by the red box. This figure was adapted from [13]. (B)
The event associated with transient spine enlargement are shown in the schematic. The numbers correspond
to the following events. (1) Binding of NMDA to NMDA receptor results in a Ca2+influx. (2) Ca2+influx
induces a rapid and transient activation of Ca2+/Calmodulin-dependent protein kinase II (CaMKII). (3)
CaMKII activation is followed by local and persistent activation of Rho GTPases in the spine. (4) Rapid
remodeling of the actin cytoskeleton takes place in response to CaMKII and Rho GTPase activation. (5)These
signaling cascades result in a transient increase in spine volume. (6) Synaptic strength is enhanced and made
long-lasting by the insertion of functional α-amino-3-hydroxy-5-methyl-4isoxazolepropionic acid (AMPA)
receptors in the spine membrane.
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Figure 2: (A) The events regulating transient spine enlargement can be thought of as modules that regulate
key components. (B) The detailed biochemical network shows the interaction between different biochemical
species. The network is constructed in modules, where each module contains one key component recognized
as a key regulator of dendritic spine volume dynamics. The detailed table of reactions and parameters are
provided in the tables in the supplementary material.
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Figure 3: (A) An activation inhibition loop governed by the same stimulus S leads to the dynamics of
the response R as shown in (B). This is an example of paradoxical signaling. In this network structure,
the temporal dynamics of the response R can be regulated by a biexponential function (Figure S1) in the
supplemental material, where the exponential associated with the increase of R is controlled by the activator
and the exponential associated with the decay of R is controlled by the inhibitor. Tuning the effect of the
exponentials is enough to move the peak of the response curve (see supplemental material for a detailed
discussion). The multi-level activation inhibition loop in Figure 2B can be represented by a toy model as
shown in (C). The time course of the response R is dependent on the number of upstream tiers, essentially
resulting in biexponential functions of exponentials. The first level of activator and inhibitor show an early
response, the second activator and inhibitor show an intermediate time course and the response R shows
a delay compared to the stimulus presented at 10 s. This indicates that multi-tiered activation-inhibition
networks of paradoxical signaling are sufficient to control the temporal evolution of the response.
16
Figure 4: (A) CaMKII module: CaMKII is activated by Ca2+-Calmodulin. Calmodulin also activates an
ultrasensitive phosphatase cascade, which includes Calcineurin, Il1, and PP1. As a result, the temporal
dynamics of CaMKII activation is tightly regulated by both Ca2+-Calmodulin led CaMKII autophosphory-
lation and PP1-mediated dephosphorylation. (B) The coupling between the phosphatase cascade and the
autophosphorylation events results in a bistable response of CaMKII. The different curves in the plot are
CaMKII dynamics in response to increasing PP1 concentration. PP1 concentration was varied from 0 to
1 µM . Increasing PP1 concentration results in switching from sustained CaMKII activation to transient
CaMKII activation. (C) In our model, PP1 initial concentration of 0.36µM results in CaMKII dynamics
that matches closely with experimental data. The blue solid line is the simulation data and the red filled
circles are the experimental data. The experimental data was extracted from Figure 1D of Murakoshi et
al. [13] using the digitize package in ‘R’. The root mean square error was 0.11 for n=63 data points from
experiments.
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Figure 5: CaMKII activates the small Rho-GTPases, RhoA and Cdc42, by regulating the activation of the
GEFs and the GAPs. The resulting network structure within these modules is similar to the activation-
inhibition module of paradoxical signaling shown in Figure 3A. (A) RhoGTPase activation Module. (B)
Comparison of experimental data from Figure3D of Murakoshi et al. [13] with model simulations for RhoGTP.
The blue solid line is the simulation data and the red filled circles are the experimental data. The root mean
square error was 0.04 for n=65 data points. (C) Cdc42 activation module, (D) Comparison of experimental
and simulation data for Cdc42. The blue solid line is the simulation data and the red filled circles are the
experimental data. The experimental data was obtained from Figure 1D of [13]. The root mean square error
was 0.25 for n=58 data points from experiments.
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Figure 6: Spine size regulation by Ca2+-CaMKII can be represented as a multi-tier activation-inhibition loop
of paradoxical signaling as shown in Figure 3(C). (A) Spine size regulation module showing the interaction
between the upstream signaling modules CaMKII, Rho, Cdc42 and the barbed end generation and myosin
activation. (B) Normalized rates of actin-dependent spine growth due to pushing of barbed ends and myosin
dependent spine volume decrease, (C) Comparison of experimental and simulation data for normalized spine
volume. The blue solid line is the simulation data and the red filled circles are the experimental data. The
experimental data was obtained from Figure 1D of [13]. The root mean squared error is 0.046, with n=62
data points.
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Figure 7: Effect of cofilin and Arp2/3 concentrations on pushing barbed end generation. (A) Increasing
cofilin concentration leads to a cooperative increase in severing rate, fsev, and (B) subsequently an increase
in pushing barbed end production. (C) Increasing Arp2/3 concentration on the other hand does not lead
to a cooperative increase in nucleation rate, fnuc, and (D) the impact of Arp2/3 concentration on pushing
barbed end concentration is negligible.
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Figure 8: Sensitivity to initial conditions. We calculated the local sensitivity coefficient (Eq. 2) with respect
to the initial concentrations of the different components in the model for (A) CaMKII concentration, (B)
Cdc42-GTP concentration, (C) Rho-GTP concentration, and (D) Spine radius as a function of time. White
in the plots indicates that the sensitivity is zero. Any colors towards the purple end of the color range can be
interpreted as high sensitivity. The color maps show the absolute scale of Si,j . The index of concentrations
is given in Table 2.
21
Figure 9: Sensitivity to kinetic parameters. We calculated the local sensitivity coefficient (Eq. 2) with respect
to the kinetic parameters in the model for (A) CaMKII concentration, (B) Cdc42-GTP concentration, (C)
Rho-GTP concentration, and (D) Spine radius as a function of time. Note that the model is robust to changes
in many kinetic parameters. White in the plots indicates that the sensitivity is zero. Any colors towards the
purple end of the color range can be interpreted as high sensitivity. The color maps show the absolute scale
of Si,j . The index of kinetic parameters is given in Table 3.
22
References
[1] Colgan, L. A. & Yasuda, R. Plasticity of dendritic spines: subcompartmentalization of signaling.
Annual review of physiology 76, 365–385 (2014).
[2] Lisman, J., Schulman, H. & Cline, H. The molecular basis of camkii function in synaptic and
behavioural memory. Nature Reviews Neuroscience 3, 175–190 (2002).
[3] Nimchinsky, E. A., Sabatini, B. L. & Svoboda, K. Structure and function of dendritic spines. Annual
review of physiology 64, 313–353 (2002).
[4] Gray, E. Electron microscopy of synaptic contacts on dendrite spines of the cerebral cortex. Nature
183, 1592–1593 (1959).
[5] Harris, K. M., Kater, S. B. Dendritic spines: cellular specializations imparting both stability and
flexibility to synaptic function. Ann. Rev. Neurosci. 17, 341–371 (1994).
[6] Yang, G., Pan, F. & Gan, W.-B. Stably maintained dendritic spines are associated with lifelong
memories. Nature 462, 920–924 (2009).
[7] Kim, K., et al. A Temporary gating of actin remodeling during synaptic plasticity consists of the
interplay between the kinase and structural functions of CaMKII. Neuron 587 813–826 (2015).
[8] Shibata, M., Uchihashi, T., Ando, T. & Yasuda, R. Long-tip high-speed atomic force microscopy
for nanometer-scale imaging in live cells. Scientific reports 5 (2015). DOI:10.1038/srep08724.
[9] Hedrick, N. & Yasuda, R. Imaging signaling transduction in single dendritic spines. In Nanoscale
Imaging of Synapses, 145–159 (Springer New York, 2014).
[10] Lee, S.-J. R., Escobedo-Lozoya, Y., Szatmari, E. M. & Yasuda, R. Activation of camkii in single
dendritic spines during long-term potentiation. Nature 458, 299–304 (2009).
[11] Bosch, M., Castro, J., Saneyoshi, T., Matsuno, H., Sur, M. & Hayashi, Y. Structural and molecular
remodeling of dendritic spine substructures during long-term potentiation. Neuron 82, 444-459
(2014).
[12] Rubio, M.D. Johnson, R., Miller, C.A., Huganir, R.L. & Rumbaugh, G. Regulation of synapse
structure and function by distinct myosin II motors. The Journal of Neuroscience 31, 1448-1460
(2011).
[13] Hoffman, L., Farley, M., & Waxman, M.N., Calcium-calmodulin-dependent protein kinase II isoforms
differentially impact the dynamics and structure of the actin cytoskeleton, Biochemistry, 52, 1198–
1207, (2013).
[14] Koskinen, M., Bertling, E., Hotulainen, R., Tanhuanpa¨a¨, K., & Hotulainen, P. titleMyosin IIb con-
trols actin dynamics underlying the dendritic spine maturation Molecular and Cellular Neuroscience
61, 56-64 (2014).
[15] Murakoshi, H., Wang, H. & Yasuda, R. Local, persistent activation of rho gtpases during plasticity
of single dendritic spines. Nature 472, 100–104 (2011).
[16] Murakoshi, H. & Yasuda, R. Postsynaptic signaling during plasticity of dendritic spines. Trends in
neurosciences 35, 135–143 (2012).
[17] Fischer, M., Kaech, S., Knutti, D. & Matus, A. Rapid actin-based plasticity in dendritic spines.
Neuron 20, 847–854 (1998).
[18] Matus, A. Actin-based plasticity in dendritic spines. Science 290, 754–758 (2000).
23
[19] Okamoto, K.-I., Nagai, T., Miyawaki, A. & Hayashi, Y. Rapid and persistent modulation of actin dy-
namics regulates postsynaptic reorganization underlying bidirectional plasticity. Nature neuroscience
7, 1104–1112 (2004).
[20] Okamoto, K.-I., Narayanan, R., Lee, S. H., Murata, K. & Hayashi, Y. The role of camkii as an
f-actin-bundling protein crucial for maintenance of dendritic spine structure. Proceedings of the
National Academy of Sciences 104, 6418–6423 (2007).
[21] Matsuzaki, M. et al. Dendritic spine geometry is critical for AMPA receptor expression in hippocam-
pal ca1 pyramidal neurons. Nature neuroscience 4, 1086–1092 (2001).
[22] Lisman, J.E., & McIntyre,C.C. Synaptic plasticity: a molecular memory switch, Current Biology,
11, R788–R791 (2001).
[23] Matsuzaki, M., Honkura, N., Ellis-Davies, G. C. & Kasai, H. Structural basis of long-term potenti-
ation in single dendritic spines. Nature 429, 761–766 (2004).
[24] Coba, M. P. et al. Neurotransmitters drive combinatorial multistate postsynaptic density networks.
Science signaling 2, ra19 (2009).
[25] Collins, M. O. et al. Proteomic analysis of in vivo phosphorylated synaptic proteins. Journal of
Biological Chemistry, pages5972-82 (2004).
[26] Bhalla, U. S. & Iyengar, R. Emergent properties of networks of biological signaling pathways. Science
283, 381–387 (1999).
[27] Rex, C.S., et al/ Myosin IIb Regulates Actin Dynamics during Synaptic Plasticity and Memory
Formation. Neuron 67, 603-617 (2010).
[28] Rex, C.S., et al. Different Rho GTPase-dependent signaling pathways initiate sequential steps in the
consolidation of long-term potentiation. J Cell Biol 186, 85–97 (2010).
[29] Neves, S. R. et al. Cell shape and negative links in regulatory motifs together control spatial
information flow in signaling networks. Cell 133, 666–680 (2008).
[30] Pi, H. J. & Lisman, J. E. Coupled phosphatase and kinase switches produce the tristability required
for long-term potentiation and long-term depression. The Journal of Neuroscience 28, 13132–13138
(2008).
[31] Kim, I. H. et al. Disruption of arp2/3 results in asymmetric structural plasticity of dendritic spines
and progressive synaptic and behavioral abnormalities. The Journal of Neuroscience 33, 6081–6092
(2013).
[32] Kim, I. H., Wang, H., Soderling, S. H. & Yasuda, R. Loss of cdc42 leads to defects in synaptic
plasticity and remote memory recall. Elife 3, e02839 (2014).
[33] Okamoto, K., Bosch, M. & Hayashi, Y. The roles of camkii and f-actin in the structural plasticity of
dendritic spines: a potential molecular identity of a synaptic tag? Physiology 24, 357–366 (2009).
[34] Calabrese, B., Saffin, J.-M. & Halpain, S. Activity-dependent dendritic spine shrinkage and growth
involve downregulation of cofilin via distinct mechanisms. PloS one 9 (2014). DOI:http://dx.doi.
org/10.1371/journal.pone.0094787.
[35] Kneussel, M. & Wagner, W. Myosin motors at neuronal synapses: drivers of membrane transport
and actin dynamics. Nature Reviews Neuroscience 14, 233–247 (2013).
[36] Azeloglu, E. U. & Iyengar, R. Good practices for building dynamical models in systems biology.
Science signaling 8, fs8–fs8 (2015).
24
[37] Azeloglu, E. U. & Iyengar, R. Signaling networks: Information flow, computation, and decision
making. Cold Spring Harbor perspectives in biology 7, a005934 (2015).
[38] Rangamani, P. & Iyengar, R. Modelling cellular signalling systems. Essays Biochem 45, 83–94
(2008).
[39] Blanchoin,L., Boujemaa-Paterski, R., Sykes, C. & Plastino, J. Actin dynamics, architecture, and
mechanics in cell motility, Physiological reviews 94, 235–263 (2014)
[40] Slepchenko, B. M., Schaff, J. C., Macara, I. & Loew, L. M. Quantitative cell biology with the virtual
cell. Trends in cell biology 13, 570–576 (2003).
[41] Loew, L. M. & Schaff, J. C. The virtual cell: a software environment for computational cell biology.
TRENDS in Biotechnology 19, 401–406 (2001).
[42] Falkenberg, C. V. & Loew, L. M. Computational analysis of rho gtpase cycling. PLoS Comput Biol
9, e1002831 (2013). DOI:http://dx.doi.org/10.1371%2Fjournal.pcbi.1002831.
[43] Michalski, P. & Loew, L. Camkii activation and dynamics are independent of the holoenzyme
structure: an infinite subunit holoenzyme approximation. Physical biology 9, 036010 (2012).
[44] Novak, I. L., Slepchenko, B. M. & Mogilner, A. Quantitative analysis of g-actin transport in motile
cells. Biophysical journal 95, 1627–1638 (2008).
[45] Heinrich, R., Neel, B. G. & Rapoport, T. A. Mathematical models of protein kinase signal trans-
duction. Molecular cell 9, 957–970 (2002).
[46] Poisot, T. The digitize package: extracting numerical data from scatterplots. The R Journal 3,
25–26 (2011).
[47] Varma, A., Morbidelli, M. & Wu, H. Parametric sensitivity in chemical systems (Cambridge Uni-
versity Press, 2005).
[48] Ingalls, B. P. & Sauro, H. M. Sensitivity analysis of stoichiometric networks: an extension of
metabolic control analysis to non-steady state trajectories. Journal of theoretical biology 222, 23–36
(2003).
[49] Hart, Y. & Alon, U. The utility of paradoxical components in biological circuits. Molecular cell 49,
213–221 (2013).
[50] Hart, Y., Antebi, Y. E., Mayo, A. E., Friedman, N. & Alon, U. Design principles of cell circuits with
paradoxical components. Proceedings of the National Academy of Sciences 109, 8346–8351 (2012).
[51] Alon, U. Network motifs: theory and experimental approaches. Nature Reviews Genetics 8, 450–461
(2007).
[52] Rex, C. S. et al. Myosin iib regulates actin dynamics during synaptic plasticity and memory forma-
tion. Neuron 67, 603–617 (2010).
[53] Hodges, J. L., Newell-Litwa, K., Asmussen, H., Vicente-Manzanares, M. & Horwitz, A. R. Myosin
IIb activity and phosphorylation status determines dendritic spine and post-synaptic density mor-
phology. PLoS ONE, 6, (2011), DOI:10.1371/journal.pone.0024149.
[54] Ryu, J. et al. A critical role for myosin iib in dendritic spine morphology and synaptic function.
Neuron 49, 175–182 (2006).
[55] Genoux, D. et al. Protein phosphatase 1 is a molecular constraint on learning and memory. Nature
418, 970–975 (2002).
25
[56] Bourne, H. R., Sanders, D. A., McCormick, F. et al. The gtpase superfamily: a conserved switch for
diverse cell functions. Nature 348, 125–132 (1990).
[57] Cherfils, J. & Zeghouf, M. Chronicles of the gtpase switch. Nature chemical biology 7, 493–495
(2011).
[58] Tania, N., Condeelis, J. & Edelstein-Keshet, L. Modeling the synergy of cofilin and arp2/3 in
lamellipodial protrusive activity. Biophysical journal 105, 1946–1955 (2013).
[59] Lacayo, C. I. et al. Emergence of large-scale cell morphology and movement from local actin filament
growth dynamics. PLoS Biol 5, e233 (2007).
[60] Kaneko-Kawano, T. et al. Dynamic regulation of myosin light chain phosphorylation by rho-kinase.
PloS one 7, e39269–e39269 (2012).
[61] Hotulainen, P. & Hoogenraad, C. C. Actin in dendritic spines: connecting dynamics to function.
The Journal of cell biology 189, 619–629 (2010).
[62] Korobova, F. & Svitkina, T. Molecular architecture of synaptic actin cytoskeleton in hippocampal
neurons reveals a mechanism of dendritic spine morphogenesis. Molecular biology of the cell 21,
165–176 (2010).
[63] Racz, a´. & Weinberg, R. Spatial organization of cofilin in dendritic spines. Neuroscience 138,
447–456 (2006).
[64] Zhabotinsky, A.M. Bistability in the Ca2+/Calmodulin-dependent Protein Kinase-Phosphatase Sys-
tem. Biophysical Journal 79, 2211–2221 (2000).
[65] Hotulainen, P. et al. Defining mechanisms of actin polymerization and depolymerization during
dendritic spine morphogenesis. The Journal of cell biology 185, 323–339 (2009).
[66] Gutenkunst, R. N. et al. Universally sloppy parameter sensitivities in systems biology models. PLoS
computational biology 3, e189 (2007).
[67] Rangamani, P. et al. Signaling network triggers and membrane physical properties control the actin
cytoskeleton-driven isotropic phase of cell spreading. Biophysical journal 100, 845–857 (2011).
26
Supplemental Material for
Paradoxical signaling regulates structural plasticity in
dendritic spines
Padmini Rangamani1∗, Michael G. Levy2, Shahid M. Khan3, and George Oster4
1 Department of Mechanical and Aerospace Engineering,
University of California San Diego, La Jolla CA 92093
2 Biophysics Graduate Program, University of California Berkeley,
Berkeley CA 94720
3 Molecular Biology Consortium, Lawrence Berkeley National Laboratory,
Berkeley CA 94720
4 Department of Molecular and Cell Biology, University of California Berkeley,
Berkeley CA 94720.
∗ To whom correspondence should be addressed:
padmini.rangamani@eng.ucsd.edu.
1
A brief introduction to modeling chemical reactions
Mass-action kinetics
We generate an ordinary differential equation (ODE) for each species using mass-action kinetics for
each reaction. Under mass action, the rate of a chemical reaction is proportional to the product of the
reactant concentrations raised to the power of their stoichiometric coefficients. For example, consider the
one-reaction system:
X + Y 
 2Z, (S1)
where the forward and backward rates are k1 and k2. The differential equations describing the dynamics
of species X,Y , and Z under mass-action kinetics are:
d[X]
dt
= k2[Z]
2 − k1[X][Y ] (S2)
d[Y ]
dt
= k2[Z]
2 − k1[X][Y ]
d[Z]
dt
= k1[X][Y ]− k2[Z]2.
Michaelis-Menten kinetics
When the reaction is catalyzed by an enzyme, with kinetic properties kcat and KM ,
S
E−−→ P
then the reaction rate is given by
d[S]
dt
= −kcat[E][S]
KM + [S]
=
d[P ]
dt
(S3)
Paradoxical signaling
One-Tier Model of Paradoxical Signaling
The phenomenological model underlying the activation-inhibition loop shown in Figure 3A can be written
as a system of ordinary differential equations (ODEs) to track the temporal dynamics of the response
function R due to time-dependent stimulus input S(t) (details in Table S1). The activator A and inhibitor
I, transmit information from the stimulus to the response. ∗ indicates the activated fraction of the species.
Using mass-action kinetics, we can formulate a system of ODEs to represent the change in concentration of
each species over time. Since A(t) and I(t) are immediate effectors of the stimulus S(t), they demonstrate
a rapid increase in activation and decay exponentially (Figure 3A, B). The response R(t) shows a slightly
delayed peak compared to A(t) and I(t), which is consistent with degree of separation of R(t) from S(t).
The dynamics of each of these components follows a biexponential function, which is sufficient to explain
the time scales of activation and inhibition. These results suggest that changing the parameters of the
above model is sufficient to reproduce all the results of the temporal dynamics of spine volume change
coupled with CaMKII and RhoGTPases [13].
Under the assumption of mass action kinetics, the rate of a chemical reaction is proportional to
the product of the reactant concentrations raised to the power of their stoichiometric coefficients. For
the simple paradoxical signaling network shown in Figure 3A, the dynamics can be modeled using the
reactions in Table S1. ki’s represent the forward reaction rates. For simplicity, we ignore the backward
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reaction rate here; including the reverse reaction will not affect the qualitative behavior of the system. S
is a controlled, time-dependent input, a pulse function, to model the burst of calcium into the spine. The
system of ordinary differential equations resulting from this system are given in Eq. S5 and were solved
using the ode45 routine in MATLAB (Mathworks, Natick, MA) (Figure S1B). It is straightforward to
note that this simple system gives rise to the behaviors observed in the spine dynamics but also in many
other signaling systems [26–28].
Table S1: Reactions for a one-tier activation-inhibition loop
Initial concentrations (all in µM): [A] =A0; [I] = I0; [R] = R0
Reaction kon Notes
A + S → A* k1 Stimulus activates activator
A* + R → R* k3 Response is activated by A
I + S → I* k2 Stimulus activates inhibitor
R* + I* → R k4 Response in inhibited by I
The corresponding differential equations are given as
d[A]
dt
= −k1[A]S(t) (S4)
d[A∗]
dt
= k1[A]S(t)− k2[A∗][R]
d[I]
dt
= −k3[I]S(t)
d[I∗]
dt
= k3[I]S(t)− k4[I∗][R∗]
d[R]
dt
= −k2[A∗][R] + k4[I∗][R∗]
d[R∗]
dt
= k2[A
∗][R]− k4[I∗][R∗]
Multi-tier model of paradoxical signaling
Table S2: Reactions for a multi-tier activation-inhibition loop
Initial concentrations (all in µM): [A] =A0; [I] = I0; [R] = R0
Reaction kon Notes
A1 + S → A1* k1 Stimulus activates activator 1
A1* + A2 → A2* k2 Activator 1 activates activator 2
A2* + R → R* k3 Response is activated by activator 2
I1 + S → I1* k4 Stimulus activates inhibitor 1
I2 + I1* → I2* k5 Inhibitor 1 activates inhibitor 2
R* + I2* → R k6 Response in inhibited by inhibitor 2
3
The reactions for the multi-tier paradoxical signaling are given in Table S2, where ki’s represent the
forward reaction rates. S is a controlled, time-dependent input, a pulse function, to model the burst of
calcium into the spine. The system of ordinary differential equations resulting from this system are given
in Eq. S6 and were solved using the ode45 routine in MATLAB (Mathworks, Natick, MA).
d[A1]
dt
= −k1[A1]S(t) (S5)
d[A∗1]
dt
= k1[A1]S(t)− k2[A∗1][A2]
d[A∗2]
dt
= k2[A
∗
1][A2]− k3[A∗2][R]
d[I1]
dt
= −k4[I1]S(t)
d[I∗1 ]
dt
= k4[I1]S(t)− k5[I∗1 ][I2]
d[I∗2 ]
dt
= k5[I
∗
1 ][I2]− k6[I∗2 ][R∗]
d[R]
dt
= −k3[A∗1][R] + k6[I∗2 ][R∗]
d[R∗]
dt
= k2[A
∗][R]− k4[I∗][R∗]
We summarize our observations from the toy models here: in the case of a simple biexponential
function Eq.4, it is straightforward to see how the two exponents, a and b, characterize the inhibition
and activation dynamics respectively. In the case of dynamics regulated by large signaling networks, a
and b are no longer constants but regulated by upstream processes and activity of proteins. Nonetheless,
this simple function gives us large insight into how homeostasis might come about. Further extending
this idea to that of a one-tier paradoxical signaling model and subsequently the two tier model gives us
a way of understanding how the kinetic parameters influence the time courses (Figure S1B). Effectively,
the large network shown in Figure 2C is a larger scale system with the same dynamic behavior.
Model development for spine volume change
CaMKII Module
The reactions in the CaMKII module are based on the events outlined in the Introduction section of the
main text. NMDA receptor activation leads to a Ca2+pulse, which then binds to Calmodulin, resulting
in a calcium-calmodulin complex. This complex is key for the activation of CaMKII by binding to
the kinase and relieving the autoinhibition. The structural details of how this happens are discussed
in [56, 57] and are beyond the scope of the current work. An additional key step in the activation of
CaMKII is autophosphorylation. To represent these kinetics, we have used the model developed by Pi
and Lisman [14]. Calcium-calmodulin also activates calcineurin, also known as PP3. Calcineurin acts
through a cascade of phosphatases I1 and PP1 to dephosphorylate CaMKII [58]. The calmodulin levels
are regulated by a protein called neurogranin, which is found in large quantities in the brain [59]. The
kinetics of PP1 activity are described in [14].
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Cdc42 Module
Cdc42 is a small RhoGTPase, which plays an important role in governing the actin remodeling events.
It is required for the activation of WASP through PIP2 and the subsequent downstream activation of
Arp2/3 []. The activity of Cdc42 is regulated by Guanine nucleotide exchange factors (GEFs) and GTPase
activating proteins (GAPs). There are a large number of GEFs and GAPs present in the brain and their
activity is known to be controlled directly or indirectly though CaMKII. We assumed that the GEFs and
GAPs were activated by CaMKII (based on [11]) and were inactivated by PP1. Since phosphatases are
known to be promiscuous [60], this assumption is justified. The GTP bound Cdc42 then activates WASP
and Arp2/3 [55, 61, 62].
Cofilin Module
Cofilin is an important regulator of actin dynamics; by severing actin filaments, it plays an important
role in recycling the actin [63]. Cofilin is known to be negatively regulated by phosphorylation mediated
by LIM kinase [64] and activated by dephosphorylation by SSH1 [64]. We use the module developed in
[55] to model cofilin dynamics. SSH1 itself is activated by calcineurin [65] and inhibited by CaMKII. LIM
kinase is activated by Rho kinase, ROCK [66]. The cofilin that is activated by these events leads to the
severing of actin filaments and is modeled using fsev (Table S6) based on the model presented in [37].
Actin module and pushing velocity
We use the well-mixed model developed by Tania et. al. [37] with a few modifications, to model the
dynamics of the barbed end generation from Arp2/3 and cofilin activity. The phosphorylation of CaMKII
releases F-actin and G-actin in the spine, which are then free to generate barbed ends through filament
nucleation and severing. The degradation and aging of filaments results in regeneration of G-actin. The
functional forms of severing and nucleation are taken from [37]. The barbed ends are capped at a fixed
rate kcap. Not all barbed ends generate a pushing velocity; the relationship between the pushing barbed
ends Bp, and the total barbed ends is derived from the conservation conditions in [37]. As explained in
[37], Eq. S6 ensures that spine expansion is initiated only when barbed ends have built up sufficiently. The
actin-mediated spine growth events are modeled as an elastic Brownian ratchet [67, 68]. The difference
between our model and the one published in [37] is that the species involved in the actin module are all
regulated by upstream signaling regulated by CaMKII.
The relationship between pushing barbed ends, Bp, and the membrane velocity has been derived in
[37, 47], and is used here to calculate the radius of the growing spine in response to the actin remodeling
events. This relationship is given as
Vmb = V0
Bp
Bp+ φ exp(ω/Bp)
(S6)
Here, we used the values of φ = 10/µm, and ω = 50 per µm. [37]. φ is the geometric parameter used in
computing membrane protrusion rate and ω is the physical parameter describing the membrane resistance
[37, 47]. This density-velocity relationship has a biphasic behavior – for a small number of barbed ends,
the membrane resistance limits the velocity, explained as ‘decoherent’ regime in [47] and for large barbed
end density, or the ‘coherent’ regime, the protrusion rate is not sensitive to the number of barbed ends.
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Rho-Myosin Module
Rho is known to regulate ROCK and therefore myosin activity. In cell motility models, Rho is known to
play an important role in contractility. Here, we apply the idea of myosin-mediated contraction that is
governed by RhoGTP activity. Rho is a small GTPase and as in the Cdc42 module, we assume that the
GEF and GAP activity are regulated by the CaMKII module. RhoGTP then activates ROCK, which is
known to activate both myosin light chain kinase and myosin light chain phosphatase [48]. The reactions
and reaction rates for ROCK activation of myosin light chain are based on the model presented in [48].
Spine radius
We propose the following equation for the dynamics of the spine volume.
dR
dt
= Vmb − kshrink[MLC∗]R (S7)
The spine growth velocity is assumed to depend on the pushing velocity generated by actin and the
shrinkage of the spine is proportional to the amount of myosin light chain that is phosphorylated and
the radius of the spine. A similar model force dependence on myosin concentration for contractility was
proposed in [69].
Actin depolymerization or myosin-mediated contraction?
Actin depolymerization is another key factor in actin remodeling. An open question in the field is
whether increasing actin depolymerization is sufficient to induce spine contraction. In order to study
the effect of actin depolymerization, we included another term in the conversion of F-actin to G-actin,
which had the rate kdepol[F −actin]. The number of pushing barbed ends is affected by depolymerization
(Figure S7A), however for rates of depolymerization as observed in experiments [70] and used in other
models [Mogilner1996], the spine dynamics is not greatly affected (Figure S7B). More importantly,
our conclusion that if the barbed ends are sufficient to drive the velocity to a coherent regime, then
the spine dynamics is robust, still holds. Also, if the depolymerization rate is very high, there are not
enough pushing barbed ends to generate a protrusive force (Figure S8). This means that increasing actin
depolymerization can decrease the growth velocity (Vmb of the spine but not exert a contractile force.
Therefore, when the net actin polymerization rate is reduced, as long as cofilin can generate barbed ends
in the ‘coherent’ regime and myosin can generate contractile forces, then we can capture the observed
dynamics. There are many factors that contribute to barbed end generation – polymerization, nucleation,
and severing. If polymerization rate decreases, then the number of barbed ends with decrease, slowing
down the velocity to zero and the spine volume will plateau out. But to shrink, an active inward pulling
force is needed. We demonstrate that here with a simple system.
dRspine
dt
= Vspine − Vpulling by myosin (S8)
Suppose that there is no pulling by myosin and the decrease in polymerization results in Vspine = 0.
Then, we are left with dR
dt
= 0 whose solution is a constant radius. Therefore, for the radius to shrink,
an active pulling force is needed (Figure S9B).
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Kinetic parameters
One of the challenges of developing models of signaling networks is choice of kinetic parameters. As
the system of reactions gets more complex, it is harder to identify with certainty what a certain kinetic
parameter value would be. One way to address this issue is to match the dynamics from simulations with
experimental measurements of input-output relationships [71]. In this case, the data that is available
is for the four key readouts in the spine and is available as percent change or normalized value. This
makes it harder for us to identify kinetic parameters. We overcame this challenge by selecting kinetic
parameters for the various reactions from the literature where possible and indicate it in the Tables. In
some cases, the values of reaction rate constants were not available and these parameters were fit to
match the experimental time course. The units of the kinetic parameters are as follows: all first order
reaction rates and kcats have units of s
−1, second order reaction rates have units of µMs−1, and Km has
units of µM . Barbed ends B and pushing barbed ends Bp have units of #/µm and velocities V0 and
Vmb have units of µms
−1. l is the scale factor for converting units of actin concentration and has units
of µM · µm, and κ is the scale factor for converting concentrations to units of barbed ends and has units
of #/µm2 · µM [37].
Extracting experimental data from published work
The experimental data was extracted from Figure 3D of [13] using the digitize package in the software
‘R’ [39].
Model access in VCell
The simulations of the full network shown in Figure 2C were carried in the Virtual Cell program
(http://www.nrcam.uchc.edu). The model is named ‘Spine Model Final’ and is available under the
publicly shared models with the username ‘prangamani’. Complete instructions on how access publicly
shared models can be found at the Virtual Cell homepage. A teaching resource on how to develop models
in Virtual Cell is given in [72].
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Tables
The references in these tables indicate either the source of the reaction and/or the source for the param-
eters. Often interaction parameters are given in terms of dissociation constants and these values were
used to obtain the forward and backward rates for mass-action kinetics. In other cases, parameters were
obtained from other models or assumed such that they would fit the experimental data.
Table S3: Reactions for the activation of CaMKII
Reaction Reaction flux Kinetic Parameters Reference
3Ca2++ CaM → Ca·CaM kf [Ca2+]3[CaM]-kr[Ca· CaM] kf = 7.75, kr = 1 [14]
Ng + CaM → CaM·Ng kf [Ng][CaM]-kr[Ca· CaM] kf = 5, kr = 1 [59]
CaMKII + F-actin
→CaMKII·F-actin
kf [CaMKII][F-actin]-
kr[CaMKII]·[F-actin]
kf = 1, kr = 4 [73]
CaMKII + G-actin
→CaMKII·G-actin
kf [CaMKII][G-actin]-
kr[CaMKII]·[G-actin]
kf = 1, kr = 4 [73]
CaMKII → CaMKIIp kcat1[Ca·CaM]4[CaMKII]
K4m1+[Ca·CaM]4
+
kcat2[CaMKIIp][CaMKII]
Km2+[CaMKII]
kcat1 = 120, Km1=4,
kcat2 = 1, Km2 = 10 [14]
CaMKIIp → CaMKII kcat[PP1*][CaMKIIp]Km+[CaMKIIp] kcat = 15, Km = 3 [14]
CaN → CaN* k[Ca·CaM]4[CaN]
K4m+[Ca·CaM]4
kcat = 127, Km=0.34 [59]
CaN* → CaN kcat[CaMKIIp][CaN]Km+[CaN] kcat = 0.34,
Km = 127
[59]
I1 → I1* kcat[CaN*][I1]Km+[I1] kcat = 0.034,
Km=4.97
[59]
I1* → I1 kcat[CaMKIIp][I1*]Km+[I1*] kcat = 0.0688,
Km = 127
[59]
PP1 → PP1* kcat1[I1*][PP1]Km1+[PP1] +
kcat2[PP1*][PP1]
Km2+[PP1]
kcat1 = 50, Km1=80,
kcat2 = 2, Km2 = 80 [14]
PP1* → PP1 kcat[CaMKIIp][PP1*]Km+[PP1*] kcat = 0.07166,
Km = 4.97
[59]
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Table S4: Reactions for the activation of Cdc42 and Arp2/3
Reaction Reaction flux Kinetic
Parameters
Reference
Cdc42-GEF →
Cdc42-GEF*
kcat[CaMKIIp][Cdc42-GEF]
Km+[Cdc42-GEF]
kcat = 0.01,
Km = 1.0
[74, 75], parameters estimated to match
experimental time course
Cdc42-GEF* →
Cdc42-GEF
kcat[PP1*][Cdc42-GEF*]
Km+[Cdc42-GEF*]
kcat = 0.01,
Km = 1.0
[74, 75], parameters estimated to match
experimental time course
Cdc42-GDP→
Cdc42-GTP
kcat[Cdc42-GEF*][Cdc42-GDP]
Km+[Cdc42-GDP]
kcat = 0.75,
Km = 1.0
[74], parameters estimated to match
experimental time course
Cdc42-GTP→
Cdc42-GDP
kcat[GAP*][Cdc42-GTP]
Km+[Cdc42-GTP]
kcat = 0.1,
Km = 1.0
[74], parameters estimated to match
experimental time course
GAP→ GAP* kcat[CaMKIIp][GAP]Km+[GAP] kcat = 0.01,
Km = 1.0
parameters estimated to match
experimental time course
GAP*→ GAP kcat[PP1*][GAP*]Km+[GAP*] kcat = 0.01,
Km = 1.0
parameters estimated to match
experimental time course
Cdc42-GTP +
WASP → WASP*
kf [Cdc42-GTP][WASP]−
kr[WASP*]
kf = 0.02,
kr = 0.001
[55, 61, 62]
Arp2/3 + WASP*
→ Arp2/3*
kf [Arp2/3][WASP*]−
kr[Arp2/3*]
kf = 0.1,
kr = 0.0
[55, 61, 62]
Table S5: Reactions for the activation of Cofilin
Reaction Reaction flux Kinetic
Parameters
Reference
SSH1 →
SSH1*
kcat[CaN*][SSH1]
Km+[SSH1]
kcat = 0.34,
Km = 4.97
[59]
SSH1* →
SSH1
kcat[CaMKII*][SSH1*]
Km+[SSH1*]
kcat = 127,
Km = 0.34
[14]
LIMK→
LIMK*
kcat[ROCK*][LIMK]
Km+[LIMK]
kcat = 0.9,
Km = 0.3
[76]
LIMK*→
LIMK
kcat[SSH1*][LIMK*]
Km+[LIMK*]
kcat = 0.34,
Km = 4.0
SSH1 was assumed to have similar kinetics as CaN;
[59]
Cofilin→
Cofilin*
kcat[SSH1*][Cofilin]
Km+[Cofilin]
kcat = 0.34,
Km = 4.0
SSH1 was assumed to have similar kinetics as CaN;
[59]
Cofilin*→
Cofilin
kcat[LIMK*][Cofilin*]
Km+[Cofilin*]
kcat = 0.34,
Km = 4.0
LIM Kinase was assumed to have similar
parameters as CaMKII; [14]
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Table S6: Reactions for the generation of actin barbed ends
Reaction Reaction flux Kinetic Parameters Reference
F-new-actin → F-actin kage[F-new] kage = 0.001 [37]
F-actin → G-actin fsev + kdeg[F-actin] +
kage[F-actin]
ksev = 0.001, C0 = 0.1,
l = 0.255
[37]
fsev =
C0ksev [Cofilin*]
4l[F-actin]
C40
kage = 0.1, kdeg = 0.1
F-actin+G-actin+Arp23*→
F-actin
fnuc =
knuc[Arp23*][F-actin][G-actin]l
Km+[Arp23*]
knuc = 60, Km = 2,
l = 0.255
[37]
→ B κ(fsev + fnuc)− kcapB kcap = 0.04, κ = 106 [37]
→ Bp (V0 − Vmb)B − kcapBp V0 = 0.1, kcap = 0.04 [37]
Table S7: Reactions for the activation of Rho and Myosin
Reaction Reaction flux Kinetic Parameters Reference
Rho-GEF → Rho-GEF* kcat[CaMKIIp][Rho-GEF]Km+[Rho-GEF] kcat = 0.01, Km = 1.0 Est.
Rho-GEF* → Rho-GEF kcat[PP1*][Rho-GEF*]Km+[Rho-GEF*] kcat = 0.1, Km = 1.0 Est.
Rho-GDP→ Rho-GTP kcat[Rho-GEF*][Rho-GDP]Km+[Rho-GDP] kcat = 0.75, Km = 1.0 Est.
Rho-GTP→ Rho-GDP kcat[GAP*][Rho-GTP]Km+[Rho-GTP] kcat = 0.1, Km = 1.0 Est.
Rho-GTP + ROCK →
ROCK*
kf [Rho−GTP ][ROCK]−
kr[ROCK∗]
kf = 0.02, kr = 0.001 [55]
MyoPpase→ MyoPpase* kf [MyoPpase] +
kcat[MyoPpase*][MyoPpase]
Km+[MyoPpase]
kf = 0.01, kcat = 3,
Km = 16
[48]
MyoPpase* → MyoPpase kcat[ROCK*][MyoPpase*]Km+MyoPpase*] kcat = 2.357, Km = 0.1 [48]
MLC→ MLC* kf [MLC] + kcat[ROCK*][MLC]Km+[MLC] kf = 0.01, kcat = 1.8,
Km = 2.47
[48]
MLC* → MLC kcat[MyoPPase*][MLC*]Km+MLC*] kcat = 1, Km = 16 [48]
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Table S8: Initial conditions (only the species with non-zero initial conditions are shown)
Species Initial
concentration (µM)
Notes and References
CaMKII-F-
actin
10 Assumed based on [11]; varied in our simulations (Figure S3)
CaMKII-G-
actin
10 Assumed based on [11]; varied in our simulations (Figure S3)
Calcineurin 1 [59]; varied in our simulations (Figure S3)
Calmodulin 10 [59]; varied in our simulations (Figure S3)
Neurogranin 20 [59]
I1 1.8 [59]; varied in our simulations (Figure S2)
LIM kinase 2 Assumed
Myoppase∗ 0.1 [48]
RhoGEF 0.1 Assumed
RhoGAP 0.1 Assumed
Cdc42GEF 0.1 Assumed
PP1 0.27 Estimated by parameter variation (Figure S2)
ROCK 1.0 Assumed; varied in our simulations (Figure S5)
RhoGDP 1.0 Assumed; varied in our simulations (Figure S5)
WASP 1.0 Assumed
Arp2/3 1.0 Assumed; varied in our simulations (Figure S4)
Cdc42GDP 1.0 Assumed; varied in our simulations (Figure S4)
Bp 1.0 Set to a small non-zero value to initiate simulations
Myoppase 1.1 [48]
SSH1 2.0 Assumed
Cofilin 2.0 Assumed; varied in our simulations (Figure S4)
MLC 5.0 [48]; varied in our simulations (Figure S5)
B 30.0 [37]; set to a small resting value to indicate that most of the actin
is bundled to CaMKII
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Figure S1: (A) The parameters of a biexponential function f(t) can be tuned to change the dynamics of
the function. This simple model shows how dynamics of the response function can be controlled by simple
parameters. By tuning the parameters, a and b, of the function, we can capture the fast response that is like
that of CaMKII and a slow-response that is like the spine volume. (B) The role of parameters in governing
the dynamics of the simple paradoxical signaling module is shown. Changing the parameters captures the
full range of behavior.
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Figure S2: (A) CaMKII dynamics depends on the amount of CaM. If the concentration of CaM is low, not
enough CaMKII is activation through phosphorylation. (B) PP1 dynamics is also affected by CaM. For very
low amounts of CaM, PP1 activation is not enough to dephosphorylate CaMKII and it results in sustained
CaMKII activation. (C) Ultrasensitivity of PP1 and CaMKII activation on PP1 initial concentration. The
series of phosphatases (CaN, I1, and CaMKII) coupled with autophosphorylation of CaMKII, and autode-
phosphorylation of PP1 gives rise to ultrasensitive responses. (D) Increasing I1 concentration also affects
CaMKII activation – low concentration of I1 results in sustained activation of CaMKII and high concentration
of I1 results in transient activation of CaMKII.
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Figure S3: Effect of the components of the CaMKII module on spine radius change. Note that the normalized
spine radius is shown and does not reflect the absolute change in the radius of the spine. Effect of I1
concentration (A) , PP1 (D) , and CaMKII-G-actin (E) on spine radius is small. As we explain in later
sections, the dynamics downstream of these components is governed by the generation of actin barbed ends
and the effect of these components is mitigated by other interactions in the network. On the other hand
CaM (B), CaN (C), and CaMKII-F-actin (F) concentrations have significant impact on spine radius change.
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Figure S4: Effect of Cdc42 and related components on spine volume change. (A) From first observations, it
seems that Cdc42 alone does not have a significant effect on the spine volume change. (B) Similarly, Arp2/3
alone does not have a strong effect on spine volume change. (C) However, cofilin has a significant effect on
spine volume dynamics. This is a case where the model indicates that the complex interactions of the actin
network are important for governing the dynamics of the dendritic spine. (D) When both cofilin and Arp2/3
are removed, the number of barbed ends and pushing barbed ends falls to zero very rapidly since all barbed
ends get capped.
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Figure S5: Effect of Rho and related components on spine volume change. (A) Rho is required for maintaining
the dynamics of spine volume decrease; note that there is no effect on the increase in spine volume. (B)
Rho-kinase is also important for maintaining the dynamics of spine volume decrease. (C) Myosin is the key
component for governing the decrease in spine volume. Absence of myosin results in a sustained increase in
spine volume.
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Figure S6: Effect of actin remodeling. (A) Capping rate is an important aspect of controlling spine dynamics.
Setting kcap to zero results in a large increase in barbed ends, pushing barbed ends, and spine radius. (B)
Filament nucleation rate knuc and (C) filament aging kage do not have a significant impact on barbed ends,
pushing barbed ends, and spine radius. (D) Filament severing rate ksev plays an important role in governing
barbed end and spine dynamics. These predictions can be tested using pharmacological treatments in the
laboratory.
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Figure S7: Role of actin depolymerization. We tested the effect of increasing depolymerization rate on
pushing barbed end generation and spine radius change. (A) Increase the depolymerization rate from 0 to
0.1 s−1 reduced the number of pushing barbed ends. (B) For the same values of the depolymerization rate,
the spine radius did not change very much because the system was in the ‘coherent’ regime.
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Figure S8: Effect of depolymerization rate on pushing barbed ends. Increasing the depolymerization rate
decreases the number of pushing barbed ends. When the depolymerization rate is very high, there are very
few pushing barbed ends available to generate a protrusive velocity.
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Figure S9: Actin depolymerization or myosin-contraction? If only actin depolymerization is included in the
model with no myosin-mediated contraction, then (A) the pushing barbed ends are still generated and (B)
increase the spine radius, but the spine radius does not decrease.
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