We demonstrate a method for estimating 2-D velocity models from synthetic and real seismic reflection data in the framework of migration velocity analysis (MVA). No assumption is required on the reflector geometry or on the unknown background velocity field, provided that the data only contain primary reflections/diffractions. In the prestack depth-migrated volume, locations where the reflectivity exhibits local coherency are automatically picked without interpretation in two panels: common image gathers (CIGs) and common offset gathers (COGs). They are characterized by both their positions and two slopes. The velocity is estimated by minimizing all slopes picked in the CIGs.
INTRODUCTION
Estimating the velocity model required for prestack depth migration is a critical step in depth imaging. Initial work on migration velocity analysis (MVA) (Yilmaz and Chambers, 1984; Al-Yahya, 1989 ) demonstrated the potential of common image gathers (CIGs) in the velocity inversion process. As more complicated cases were studied, nonlinear inversions were performed, requiring MVA to iteratively combine velocity estima- tion and migration. Thus, a velocity model must be consistent with these two dependent steps: (1) MVA based on Kirchhoff migration coupled with (2) a method for providing smooth velocity models. Smoothing inverted blocky models for migration changes the kinematics of wave propagation (Lailly and Sinoquet, 1996; Léger, 1996) and may destroy the benefits of a subtle inversion.
Another direct advantage of using a smooth velocity model is the parameterization of the model, which is far easier than that for blocky models. The model only consists of velocities with no need to introduce interfaces. On the other hand, most MVA methods providing smooth velocity models are highly nonlinear and require a global and costly optimization process (Jin and Madariaga, 1994; Jervis et al., 1996; Varela et al., 1998; Jin and Beydoun, 2000) .
We discuss implementing and testing a method introduced in Chauris et al. (2002) (hereafter referred to as Part I). We outline the method, describe what is needed for its implementation, and present test results with synthetic and real data sets. We end with remarks concerning the feasibility of extending this approach to 3-D analysis.
METHODOLOGY
Our method pertains to the MVA philosophy, i.e., it is based on flattening events in CIGs obtained after common-offset prestack depth migration of the data set with some (presumably incorrect) velocity model. In the image cube (x, z, h) , where x denotes the location, z the depth and h the half-offset, events considered in our method are only locally coherent. What we call a locally coherent event can be defined at any location (x, z, h) in the data cube where the imaged reflectivity shows good local coherency. Such an event is represented as an elementary planar surface centered at (x, z, h) whose orientation is defined by the two slopes (see Figure 1 ):
where ξ defines the apparent geologic dip of the event in the migrated image at offset h [common offset gather (COG)] and ϕ is the residual slope measured in the CIG at location x. This residual angle should be null when the velocity model used for migration is correct. Our method consists of simultaneously minimizing the residual slopes of a set of locally coherent events picked in the image cube. In Part I, we show that a single locally coherent event in the image cube bears information on the migration velocity model. This is why events can be treated as uncorrelated in the inversion process.
This theory is at the origin of two main practical advantages of our approach. First, locally coherent events can easily be picked automatically in the image cube because the method does not require them to be interpreted in terms of continuous horizons-neither in the images nor along offsets. Second, the velocity model to be estimated can be parameterized with smooth basis functions without introducing interfaces (and estimate their depth together with velocities, as is done, for instance, in reflection tomography).
In the following section, we briefly introduce the key points of our method, focusing on practical considerations. We then test the method against 2-D synthetic and real data. The synthetic data test allows us to discuss how densely events must be picked in the image cube, according to the parameterization of the problem. The real data test enables the study of the sensitivity of the approach to the occurrence of noise in the image cube. These tests are also discussed in terms of practicality, resulting in preliminary remarks about the feasibility of extending the approach to the 3-D case.
Computing the cost function and its gradient
The inverse problem to be solved ideally amounts to annihilating the residual slopes tan ϕ of a set of locally coherent
The five values characterizing a locally coherent event in the prestack depth-migrated domain: (x, z, ξ, ϕ, h) . Migration at common offset h is performed to obtain the two panels, CIG and COG, where picking is simultaneously performed around the same trace (x, h). events picked in the data cube. The generic form of the cost function we wish to minimize is a weighted least-squares sum of the form
In Part I, we show that the weighting function w can be chosen in such a way that the gradient of the cost function can be computed explicitly with the help of paraxial ray tracing in the tested velocity model. The weighting term for each pick (x, z, h, ϕ, ξ) reads w = 2u cos θ cos ξ , where u is the value of slowness at point (x, z), tan ξ is the apparent local geologic dip (∂z/∂ x)| h , and θ is the half-aperture angle, i.e., half of the angle between the two specular rays shot from point (x, z) according to dip ξ such that the rays reach the surface at locations separated by offset h (Figure 2 ).
This complicated weighting form has a simple geometric interpretation because it is the stretching factor of the migration operator (Tygel et al., 1994) . The choice of w enables an easier computation of the cost function gradient. Indeed, in Part I we demonstrate that J [v] can be rewritten in a completely different way that can be interpreted in relation to the mapping to the image cube of locally coherent events that could have been picked in the time-domain data cube (focusing equations). In this form, the gradient appears as a simple combination of paraxial ray quantities that can be computed easily by ray tracing (Farra and Madariaga, 1987) , without making any simplifying assumption on the velocity model or on the reflector geometry.
This second form of J [v] differs according to the migration scheme used. For common-offset migration, we prove that the gradient of the cost function is
where m is the midpoint. The two slopes are defined by
where p sx and p r x are the horizontal components of the slowness vector at the extremity of the ray segments on the surface (Figure 2 ).
The optimization sequence
In practice, we estimate the velocity from the picked events by looping over three steps.
First, we prestack depth migrate the 2-D data set to compute some CIGs and common offset gathers (COGs) at select locations. Velocity model used for migration is the tested velocity field.
Next, we pick locally coherent events [i.e., ϕ(x, z, v) and ξ (x, z, v) ] in the computed CIGs and COGs. If ϕ = 0 for all picked events, the velocity model used for migration should be updated.
Finally, we ray trace from all picked events up to the surface to compute the gradient of the cost function and to update the velocity field. In addition to computing the Fréchet derivatives, this step involves searching for two specular rays starting symmetrically with respect to the normal to the dip defined by ξ and reaching the surface with the offset associated to the picked event.
We now present the details and justify the main practical aspects adopted here.
FIG.
2. Aperture angle and other characteristic values for each locally coherent event. The computation of the cost function gradient requires one to find the aperture angle 2θ for each picked event, such that the two ray segments pointing toward the surface reach the corresponding offset 2h. These two rays start symmetrically around the normal of the dip segment, indicated by angle ξ .
PRACTICAL ASPECTS

Model parameterization
As underlined in the introduction, the model consists of only smooth velocity models without interfaces in spite of the picking step. The method does not require the introduction of blocky models and thus allows a simpler parameterization with a unique class of parameters: velocities.
We used cardinal cubic B-splines (de Boor, 1978) to describe all inverted velocity models. The number of unknowns, defined on regular nodes, is rather limited (around 1000 for the applications). Cubic B-splines are especially adapted for paraxial ray tracing needed to compute the gradient of the cost function (Chapman, 1985; Farra and Madariaga 1987; Lambaré et al., 1992) . Such models are also directly useful for migration (Versteeg, 1993; Thierry et al., 1999a,b) because the optimization sequence has been chosen to be consistent with the imaging step.
Migration
For all migrations and inversions, we used a Kirchhoff-type migration scheme. Since the velocity estimation is based on a kinematic criterion, we used for simplicity an eikonal solver (Podvin and Lecomte, 1991) to compute the traveltime maps. The amplitudes were chosen to approximately compensate the geometric spreading with a velocity-independent correction. The choice of a Kirchhoff-type algorithm was motivated by the possibility of easily computing a single CIG. For efficiency, we only calculated some of the CIGs and COGs at predefined locations ( Figure 3 ).
FIG.
3. Sparse migrated volume where the picking is performed. Blank and gray sections are, respectively, CIGs and COGs. Only some selected panels are computed for efficiency. Kirchhoff migration is especially adapted to obtain this type of volume. Picking is performed on traces that belong to a computed CIG and COG. The distance between two adjacent COGs and CIGs depends on the data set itself and the required parameterization of the velocity model.
Picking step
The picking step is the most crucial point. Picking is performed in the depth-migrated domain. The picks for 2-D data depend on depth, position on surface, and offset ( Figure 3) . From a practical point of view, it is clearly easier to automatically determine many locally coherent events than to follow continuous reflectors in the whole data set. Such evidence has already been pointed out-particularly in tomography. Classical traveltime tomography (Bishop et al., 1985; Chiu and Stewart, 1987; Farra and Madariaga, 1988) requires as input continuous events picked over the entire data set and interpreted as reflectors. This difficult picking stage has been a limitation of the method (Grau and Lailly 1993; Le Stunff and Grenier, 1998) . Alternatives have been proposed by mapping the time data into the depth-migrated domain where the picking is performed (Adler, 1996; Apostoiu-Marin and Ehinger, 1997) . Even in this case, the same limitations are encountered. Looking over events with local coherency instead of global continuity does not represent the same difficulty.
We pick a depth as well as the associated local slopes. For this purpose, we use local slant stacks as follows ( Figure 4 ): for each selected trace and each depth, the local slant stack applied on the migrated signal measures the local coherency (Schultz and Claerbout, 1978; Milkereit, 1987) . The local weighting is ensured by a Hamming window (Kanasewich, 1981) . Figure 5 presents two migrated panels-a CIG and a COG-extracted from the migration of a 2-D real data set (equivalence of Figure 4a ) and the result of the local stack performed around the same reference trace (equivalence of Figure 4c ). To evaluate the slope, we compute the normalized square of the envelope (Taner et al., 1979) of the stacked traces:
Here, x denotes the position of the trace in the migrated cube, H (x) denotes the Hamming window, andm(x, z) = (1 + i Hilb) m(x, z) is the analytical trace. We consider m(x, z) for a COG and m(h, z) for a CIG. Picked events are then selected as a function of the quality of the local slant stack. The precision required in the picking to obtain information on the unknown velocity inversion is difficult to be known beforehand. This particular aspect is discussed with the application on the 2-D synthetic data set. The slope-picking tool was automated. Automatic picking is driven by several control parameters: 1) the spacing of reference traces, 2) the spacing in depth of the picks, 3) the width of the Hamming window associated with the local slant stack, and 4) the value of the amplitudes picked simultaneously on the CIG and COG for cross-checking.
Finally, and most importantly, the automatic picking procedure is very fast. Typically it requires about 15 minutes on a standard workstation for a 10-km 2-D line. This time is reduced to a few minutes if the picking is performed on sparse selected sections (Figure 3 ), as applied here.
Inversion
The inversion step first involves the search for the aperture angle for each picked event. We must ensure that the two rays starting from the locally coherent event reach the surface with FIG. 5. Picking locally coherent events on a real data set. (left) CIG and migrated COG. (right) Semblance panels for a given trace (red line in CIG and COG) to determine local coherency and thus the position of the events and their two associated slopes. In this case, the slopes are almost horizontal. For a given migrated trace, local slant stacks measure at every depth the local coherence in two panels. This operation is totally automatic and only requires a few minutes for a realistic 2-D data set on a Sun Ultrasparc 10 workstation. No interpretation is introduced because there is no need to identify and follow interfaces. An equivalent tool for the time domain has been developed by Billette et al. (1998) . a consistent offset (Figure 2) . A shooting method (Virieux and Farra, 1991) combined with the use of paraxial derivatives (Farra and Madariaga, 1987) efficiently obtains the aperture angle (less than five shooting steps).
The cost function is minimized with a local optimization process. The nonlinearity of the problem is overcome by migrating the data set at each iteration. Theoretical reasons for using a local optimization process are explained in Part I. The gradient of the cost function is given by equation (5) and is computed using paraxial ray tracing (Farra and Madariaga, 1987) . For that purpose, we use a second-order Runge-Kutta method (Press et al., 1992) to integrate the dynamic ray equations. The inversion of the Fréchet derivatives is performed by a classical LSQR algorithm (Paige and Saunders, 1982) . We also apply a Laplacian regularization term to stabilize the inversion (Lailly and Sinoquet, 1996) .
Parameterization details, such as the number the velocity parameters needed for the inversion, the distance between selected CIGs, and the number of picked events required for a stable inversion, are very difficult to estimate ahead of time. They are case dependent and thus are defined based on the data only.
APPLICATION ON SYNTHETIC DATA
We apply the inversion on synthetic data to test the algorithm. In particular, we can compare the results to the best one obtained by using the exact velocity model.
Data modeling
Ray + Born approximation (Lambaré et al., 1992) was used to compute the 2-D synthetic seismograms in the acoustic case. The major advantage of this modeling is that data only contain primary reflections/diffractions and do not contain coherent noise such as multiples, which could bias the inversion process. The Born approximation requires that the modeling define a smooth velocity model-namely, the background velocity model giving the propagating terms-and a high-frequency part corresponding to the reflectivity. The background velocity model chosen here for the modeling is a smooth version of the original 2-D Marmousi velocity   FIG. 6 . Exact background velocity model used to generate the data. This model is a smooth version of the original 2-D Marmousi velocity model as described in Versteeg and Grau (1991) . High lateral velocity variations exist, in particular up to 1400 m/s at depth z = 2100 m. model (Versteeg and Grau, 1991) (Figure 6 ). This new velocity model is parameterized by 615 cardinal B-spline nodes every 240 m in the horizontal and vertical directions. Smoothing is performed with an additional Gaussian filter to have a causticfree medium. Imaging can thus be obtained by only using firstarrival traveltimes in the migration algorithm (Thierry et al., 1999a; Operto et al., 2000) . Even with the smoothing, the interpolated velocity model has strong lateral velocity variations (Figure 6 ). The associated reflectivity is the same as in the exact Marmousi data set to create many reflectors with different dips. Figure 7 presents the near-offset section on this synthetic data. The signal source is the second derivative of the Gaussian function.
The geometry of the acquisition is very similar to the exact Marmousi case (Versteeg and Grau, 1991) . Here, 261 shot points were generated from position x = 2600 m ( Figure 6 ) with 96 receivers per shot, at a constant depth z = 10 m. The spacing between shots and receivers is 25 m and the first offset is 100 m. The sampling rate is 4 ms. Figure 8 presents the final migrated image obtained with the exact velocity model. Our migrated sections were obtained using a kinematic Kirchhoff migration scheme associated with FIG. 7. Data generated by the ray + Born approximation using the smooth velocity model presented in Figure 6 and the reflectivity of the exact Marmousi 2-D data set. Only the first offset corresponding to 100 m is displayed. Because of the choice of model, data only contain primary diffractions/reflections and could be considered perfect data for the inversion process.
FIG. 8.
Final migrated section of the data, using the exact velocity model. Only the first arrival is used for the migration.
an eikonal solver. This image provides the reference image for the inversion.
Inversion
For the velocity estimation, we parameterized the velocity model with 420 B-spline nodes (15 in z and 28 in x), spaced vertically by 240 m and horizontally by 400 m. All velocity nodes were simultaneously inverted, starting from a constant gradient velocity model. The migration of the data in this initial velocity model gives a poor idea of the exact reflectivity, especially in the deeper part around x = 6000 m (Figure 9) . The bad quality of the image essentially comes from the destructive summation off all common-offset sections as the result of nonflat events in the CIGs.
To constrain the inversion, we computed at each iteration a sparse migrated volume as described in Figure 3 . For this particular case, sixteen CIGs every 375 m and seven COGs every 375 m were selected. Automatic picking was performed on these panels. In spite of the distance between two neighboring CIGs, the inversion was stable because of the regularization term added in the cost function. At each iteration, about 3000 locally coherent events were picked, providing seven times more constraints than unknowns.
To illustrate the robustness of the picking step, the dip segments picked in three different COGs are displayed in Figure 10 . Each event has a corresponding slope in the CIG. The lateral continuity of picked events is well retrieved, despite the absence of such constraints in our algorithm (the locally coherent events are treated as uncorrelated). Figure 11 presents the distribution of the angles picked in the CIGs in two migrated cubes obtained with the exact and initial velocity models. These angles should be close to 0 with the exact model (flat events in CIGs). The distribution is not perfectly symmetric because of the use of ray tracing (Lambaré et al., 1992) for modeling and eikonal solver (Podvin and Lecomte, 1991) for migration, creating systematic numeric errors that remain negligible.
Performing the inversion, we converge after ten iterations to a model which shows great similarities with the exact velocity model (Figures 6 and 12) . The deeper part of the velocity model is far smoother than for the exact velocity field. The final migrated section (stack of all offsets, Figure 13) shows very good focusing. In particular, faults are clearly defined and   FIG. 9 . Migration of the data in the initial constant (gradient velocity) model. a good continuity of the reflectors has been obtained, even if this notion was never taken into account during the inversion (compare with Figure 9 ). The complex zone around x = 7000 m and z = 2500 m is also well focused. The new distribution of the residual angles is displayed in Figure 14 . It is symmetric around 0 with a Gaussian shape resulting from a least-squares minimization process. Taking into account this symmetry, the inverted result can be considered as good as the exact velocity model. This conclusion is enhanced by looking at the CIGs computed in three (initial, inverted, and exact) velocity models at two surface positions (Figure 15 ). The CIGs in the central and right part present the same high quality confirmed by the associated cost function. The main difference is the depth where the reflectors focus. • . The migrations are performed with the exact velocity model (solid line) and with the initial velocity model (dot line). The distribution is not perfectly symmetric because of differences between the modeling code (ray front construction, Lambaré et al., 1996) and the migration code (eikonal solver by finite differences, Podvin and Lecomte, 1991) . Before discussing this aspect in more detail, we want to emphasize again that we were able to obtain a well-focused migrated image with an automatic, local optimization process.
Discussion
A close look at the depths where reflectors focus is provided by directly comparing five logs every 1 km extracted from the migrated images (Figure 16) (Figure 8 for the exact model and Figure 13 for the inverted model). These logs show that the maximum difference between the depths of reflectors is 100 m for an equivalent quality of focusing. The same migration code provides the different logs, allowing a direct comparison of the amplitudes. They are in most cases equal, proving that the events are equivalently flat in the inverted and exact velocity models.
Some differences, especially for x = 6000 m around depth z = 1300 m, are from lateral deplacements of the inverted image, particularly visible in the faulted regions. Several explanations are possible for such differences. The first reason is the lack of precision in picking locally coherent events (dips and residual slopes). The second reason clearly appears in Figure 17 . All of the dips picked in different COGs are displayed on the final migrated section for the inverted velocity model. A lack of picking in the shallower part, especially around x = 5000 m is because of the mute applied to the data and the strong dips in the migrated section. It can explain the differences in the depths of reflectors. A solution for this could be to determine the velocity model in the shallower part by an inversion method based on refracted waves (Landa et al., 1995) .
We were thus able to use a local optimization process for the inversion. Our aim was to demonstrate that automatically picked locally coherent events let us invert the velocity model and obtain flat events in CIGs. The algorithm has also shown its ability to retrieve lateral velocity variations. In the next section, FIG. 14. Distribution of angles picked in the different CIGs. Each class represents 0.5
• . The migrations are performed with the exact velocity mode (solid line) and with the inverted velocity model (dotted line). The shape of the distribution of the inverted model is Gaussian because of least-squares minimization and is centered around zero. The associated cost function, a weighted summation of the tangent of all angles, is equivalent for the two distributions. the robustness of the method is tested with a real marine data set.
APPLICATION ON MARINE DATA
Data
The 2-D marine data set was provided and preprocessed by TotalFina. In particular, the preprocessing includes multiple attenuation. The line contains 505 shot points with an offset range from 112.5 to 2387.5 m and a record length of 4 s. Shot and receiver spacing is approximately 25 m. We applied a sim- ple bandpass filter [5, 20, 45, 65 Hz] to the data before testing the inversion scheme. Figure 18 displays a common-offset time section before migration, showing many diffraction curvesespecially around 2 s. This marine data set contains tilted blocks with faults and salt bodies, providing essentially a strong vertical velocity contrast.
Inversion
The inversion process is very similar to the optimization on synthetic data. The inversion was performed in a two-step multiscale approach to help convergence. Starting from a constant velocity gradient, we first inverted for a 1-D velocity model described by 29 B-spline nodes every 125 m in depth. A single CIG in the central part of the acquisition at position x = 8000 m and six COGs every 375 m were computed to perform the first inversion step. Using this result as a new starting model, we then inverted for a new 2-D velocity field with 1015 B-spline nodes every 125 m in z and every 500 m in x. To constrain the inversion, we used nineteen CIGs every 500 m and six COGs every 375 m. For the first step (1-D inversion), about 120 picks were used; approximately 1850 were used for the second step (2-D inversion). Their initial distribution is displayed in Figure 19 .
Three iterations were needed for the first inversion and ten for the second step. The inverted velocity model is smooth as defined by cubic B-splines and presents small 2-D variations around a 1-D profile (Figure 20) . The success of the inversion is shown by flat events in CIGs after inversion (Figure 21 ). The final distribution of the residual slopes ( Figure 19 ) is very similar to the distribution obtained after inversion on the 2-D synthetic data set ( Figure 14) . It demonstrates the good quality of the result. The final depth-migrated image is built with the same migration code as the inversion process ( Figure 22 ) and shows good continuity for the shallower part over well-defined tilted blocks and faults. 
FIG.
18. Common-offset section for offset = 500 m. Only the first 2.5 s are displayed. We can distinguish a stratified overburden, a lower part with faults and tilted blocks over a deeper salt body. Many diffractions occur around the faults.
Discussion
We encountered the same difficulties as when we used synthetic data. The evolution of the shape of the events and the associated picking are displayed in Figure 23 . Picked events from different COGs are superimposed on the inverted velocity model (Figure 20) . From Figures 20 and 23 , it clearly appears that events are not picked in the shallower part (0-500 m). Because of this lack of information, the method does not ensure that the reflectors focus at their exact depth. One way to overcome this difficulty would be to introduce prior information such as wells (Le Stunff and Grenier, 1998) or, as mentioned before, to find the shallower velocity model with an adapted method such as refraction tomography (Landa et al., 1995) .
In spite of a strong velocity jump (salt body), a smooth parameterization of the velocity field enabled us to model the kinematics of wave propagation. Migration and velocity estimation cannot be disassociated, and we proved that the velocity model can be consistent with the two steps.
If the 1-D inversion process gave the main low-frequency components of the velocity model, the 2-D inversion step is rather important, even if the additional velocity updates seem rather weak. As shown in Figure 24 , the 2-D inversion indeed improves the quality of the final migrated image, compared with the result obtained after 1-D inversion. The tilted blocks appear more clearly, and some faults become visible. This demonstrates the good sensitivity of CIGs for velocity estimation (if needed). An automatic inversion succeeded on this real data set. However, other case studies should be performed to confirm the robustness of the method, in particular with respect to noise.
CONCLUSIONS
The success of our method was illustrated on a 2-D synthetic data set and a marine data set, showing in particular its ability to handle real data. There are four key points for its efficiency. First, it allows automatic picking on locally coherent events in the depth-migrated domain on CIGs and COGs without interpretation. Coherent noise such as multiples still remains a difficulty. Second, it uses a gradient-type algorithm during inversion. Third, the method provides efficient computation of the cost function gradient using paraxial ray tracing, without any assumptions on the velocity model or on the reflector geometry. Dynamic ray tracing is simplified because the model does not contain interfaces. Finally, as mentioned above, only selected CIGs and COGs or computed at each iteration step. In the 2-D application on real data, the CPU cost for an iteration-including migration, picking, and velocity updating-corresponds to half the cost of the migration of the whole 2-D data set (here, 25 minutes on a Ultra 10 Sparc Sun station for an iteration).
Extensions to three dimensions will only be possible if such a sparse migration (via a Kirchhoff migration scheme) is used for inversion. The ratio between CPU cost for inversion and for migration of the whole data set should be much better. In fact, the more difficult aspect is certainly the possibility to com-FIG. 24. Zooms on migrated images using (a) the velocity model after 1-D inversion and (b) the velocity model after 2-D inversion. The focusing of the image has been clearly enhanced after 2-D inversion, especially along the faults. The same migration code has been used to obtain these two images. Only the velocity model differs.
pute CIGs in three dimensions due to the classical acquisition geometry, especially on marine data sets.
