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Abstract.
In this thesis a cluster method for evaluating the structure of semiconductor 
surfaces is formulated. Chadi’s total energy algorithm is used to express the total 
energy o f a cluster in terms of a sum of one-electron energies and a residual energy 
term. The one-electron energies are calculated within Harrison’s Tight-Binding 
Approximation, using his empirical interatomic matrix elements. The residual 
energy, being the difference between the ion-ion and electron-electron interaction 
energies, is treated as a bond stretching energy summed over all bonds in the 
cluster. The energy of a bond is evaluated by comparison with the change in energy 
as a function of bond length as determined by a quantum chemistry calculation. 
A cluster includes all the atoms that are expected to be displaced from their bulk 
positions and enough other atoms such that displaced atoms have the correct local 
bonding. The edge of the cluster is saturated with Hydrogen atoms. A form of 
self-consistency is included by relating the distribution o f  charge to changes in the 
atomic term values and iterating the process until self-consistency is achieved. The 
model is tested on the S i(lll)(2 x l), Si(100)(2xl) and GaAs(110)(lxl) surfaces, 
and then used for calculations on the G e (lll)  and /?-SiC(100) surfaces.
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Chapter 1
Motivation and Preview.
“Begin at the beginning” , the king said, gravely, “and, go on till you 
come to the end: then stop.”
— Lewis Carroll, Alice in Wonderland.
1.1 M otivation.
The advances that have been made in the last decade in the fabrication of solid- 
state devices have been dramatic, with the scale of the devices becoming such 
that their behaviour is beginning to depend on surface and interface effects. Also 
there has been the development of Molecular Beam Epitaxy (MBE) to the point 
where devices of one or two monolayers can be put down (Sano et al., 1984), 
in such devices it is important to know how the surface grows. To understand 
both surface and interface effects it is necessary to know the electronic structure 
involved, this is directly dependent on the atomic structure found (which may be 
very different from that to be found in the bulk crystal).
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The experimental study of surfaces has developed mainly in the last twenty- 
five years with the development of ultrarhigh vacuum technology (UHV), there 
now exists a wide range of surface sensitive techniques available including: Low 
Energy Electron Diffraction (LEED), Auger Electron Spectroscopy (AES) and 
Surface Extended X-ray Absorption Fine Structure (SEXAFS). For an extensive 
guide to the properties of surfaces and the techniques for studying them one should 
consult books by Zangwill (1988), Woodruff and Delchar (1986).
From a theoretical point of view, without reference to experimental data, about 
the only option available to determine surface structure is some form of total energy 
minimisation. Attempts to do this with respect to  the structural parameters of the 
surface have generally followed one of two approaches. The “Solid-state” approach 
(Chadi, 1978; Pandey, 1982), in which Bloch’s theorem plays a central role, and 
which cannot treat non-periodic defects; or the “Chemical” approach (Swarts, 
1981; Barone, 1985) in which the surface is represented by a small atomic cluster 
on which the sophisticated methods of quantum chemistry are used. Both methods 
obtain results which are comparable to experiment.
The principle difficulty with the quantum chemistry methods is that they can 
only treat small clusters of atoms, because o f  the excessive demands made on 
computer time. The same problem exists for the solid-state approach when first- 
principle self-consistent methods are used (Pandey, 1982). Chadi (1978) has shown 
that valuable results can be obtained when using an empirical tight-binding model 
within the solid-state approach. The aim of the work presented in this thesis is to 
develop a model similar to that proposed by Chadi and apply it to atomic clusters, 
there by obtaining a significant computational advantage over the solid-state and
17
chemical approaches.
1.2 Preview’.
In chapters 2-5 the aim is to develop a tight-binding model that can be applied 
to atomic clusters to give reasonable predictions o f  the atomic structure of semi­
conductor surfaces. To achieve this I started with Harrison’s (1980) tight-binding 
model and used this within Chadi’s (1978) total energy algorithm. This then allows 
one to develop a consistent methodology for the construction and enlargement of 
atomic clusters to mimic the behaviour of the crystal surface. In this thesis I have 
outlined the necessary theory developed by other authors and then applied this to 
the clusters. Chapters 6 and 7 cover some examples of the methods application to 
semiconductor surfaces. The last chapter is a review and also looks at some points 
that could be examined within the model.
1.2.1 Chapter 2.
In this chapter the aim is to examine the ground on which Harrison’s (1980) 
tight-binding model is built. This starts by outlining how to construct the one- 
electron wave function of a polyatomic system. This leads directly to the cal­
culation of the band-structure of a periodic crystal. At this point some of the 
ideas of tight-binding models are introduced. T h e one-electron wave function is 
expressed as a linear combination of atomic orbitals (LCAO). When calculating 
the band-structure, the overlap between atomic orbitals on different atoms is ig­
nored. Only interactions between atomic orbitals on nearest-neighbour atoms are
18
included. The LCAO band-structure is “fitted” to the band-structure determined
by more accurate methods to determine the matrix elements which represent the 
nearest-neighbour interactions. Next is introduced Harrison’s discovery that these 
parameters scale from material to material in a predictable way. The chapter con­
cludes with a brief examination of the work that has been done to support the 
assumptions used within the model.
1.2.2 Chapter 3.
In this chapter the intention is to develop a particular model for the total energy of 
a cluster of atoms. The aim of the work that follows in later chapters is to find the 
minimum of this total energy with respect to  “some” structural parameters that 
describe the cluster. We use a total energy algorithm introduced by Chadi (1978), 
in which the total energy is split into two terms; a sum of one-electron energies 
and a residual energy term. The residual energy accounts for the double counting 
of some energy terms in the one-electron energies and those terms not included in 
it. The residual energy is expressed as a bond stretching energy. The rest of the 
chapter considers how this algorithm is to be applied to clusters, using Harrison’s 
tight-binding model for the one-electron energies and a quantum chemistry package 
to help calculate the bond stretching energy term.
1.2.3 Chapter 4.
Having a way of calculating the total energy o f a given cluster, attention is now 
turned to how to construct a cluster so that it mimics the behaviour of an infinite 
periodic system. Fortunately it appears that bonding within a covalent system is
19
a highly localised effect, and as such, a small cluster has a very similar electronic 
structure to an infinite surface. The work starts by examining the cluster needed 
to represent a single unit cell on the surface. There then follows a consideration of 
how to treat the unwanted surfaces (pseudo-surfaces) which exist only because we 
are using a cluster and not a semi-infinite solid. The chapter concludes by looking 
at how to systematically extend the cluster. T h e accuracy of the predictions are 
then compared to the results obtained for different cluster sizes and for different 
surfaces with those of other authors.
1.2.4 Chapter 5.
In developing the model so far, one important point has been ignored. It is that the 
energy levels used to calculate the sum of one-electron energies are dependent on 
the charge distribution in the cluster, and the charge distribution is dependent on 
which one-electron energy levels are occupied. It is clearly desirable to calculate the 
one-electron energies in a self-consistent manner. The tight-binding model being 
adjusted in an iterative manner until self-consistency is achieved. To account for 
the self-consistency, the atomic term values used in the one-electron Hamiltonian 
are changed at each iteration in the way prescribed by Harrison (1985). This 
involves the charge of the atom under consideration and the Coulomb potential due 
to the infinite periodic array of charge produced on the surface. Also considered is 
an ad hoc method which discriminates against a build up of charge on a particular 
atom, which is the main effect seen in the non-self-consistent calculations. Both 
methods are compared against results produced by other means.
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1.2.5 C hapter 6.
This work represents the first attempt to use the method in a regime where there 
are no previous calculations to compare with. It has been shown by a number 
of researchers, that for low coverages o f Lead on the Germanium (111) surface 
there exist two differing phases, each with a \/3x\/3R30o reconstruction pattern, 
but at different coverages. It has been agreed that the first of these phases has 
a single Lead atom per unit cell and that it appears to occupy a high symmetry 
site. The aim of the work was to determine which of the three possible sites had 
the lowest energy and the positions o f the atoms within the unit cell. The results 
are compared with the predictions obtained from the analysis of Surface X-ray 
Diffraction work.
1.2.6 Chapter 7.
This chapter deals with a surface for which there is much greater uncertainty and 
less experimental work. The surface in question is the (100) surface o f Cubic 
Silicon Carbide. Starting from the as received samples with a surface coating of 
Silicon Dioxide, a sequence of different LEED patterns are seen as the surface is 
annealed. The aim of the work was to examine some of the possible structural 
models for the surface and to predict which are possible models based on the 
energy of each of the systems and the charge distributions found in the minimum 
energy configurations.
21
1.2.7 Chapter 8.
The thesis finishes with a review o f  the conclusions reached and the results ob­
tained. The chapter also contains a consideration of problems to which the model 
might be applied and possible variations to its formulation that might be consid­
ered within the model.
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Chapter 2
Tight-Binding Model.
“To accept the arguments of science, is to voluntarily accept other 
peoples errors.”
—  Alexander Solzhenitsyn, Cancer Ward.
2.1  H is to r ica l D e v e lo p m e n t .
The forerunner of the Empirical Tight-Binding Method (ETBM) known as the 
Linear Combination of Atomic Orbitals (LCAO) method first saw the light of day 
in a paper by Bloch (1928) in which he proposed a method to solve the problem 
of a set of N atoms at the vertices o f an N-sided regular polygon. The basic idea 
was to use a linear combination o f  the atomic orbitals of the atoms in the ring to 
approximate the complete wave function. For a ring of ‘AT’ atoms with separation 
‘o ’ it can be shown that
®(x) =  Uk(x)exp(i2irsx/Na) (2.1)
23
(Kittel, 1976, pl90) where
• €  { 0 . . . N -  1), (2.2)
provided that t/fc(x) =  Uk(x+a). Such a function is given by the sum o f the atomic 
orbitals of one type of all the atoms in the ring. If we take a linear combination 
of all the orbitals on all the atoms, we get
* (* ) =  £  *«(*) e*p(>2 i tax/Na). (2.3)
From a ring of identical atoms it is easy to generalise to an infinite chain of atoms, 
and hence to 3D crystals. This work underlies much of the work on the quantum 
theory of solids.
While the basic idea is easily carried over to solids, there are however a large 
number of very difficult integrals to  be calculated which made the method nearly 
impossible to do with complete rigour. Given these points Slater and Koster (1954) 
proposed that the LCAO method should be used “not as a primary method of ac­
curate calculation, but rather as an interpolation method” . Their principle method 
of attack was to retain only those terms (matrix elements) which were required to 
give qualitative correctness to the method and to treat them as adjustable parame­
ters which are fitted to the results o f  more accurate calculations at high symmetry 
points of the Brillouin zone.
With the advent of new methods and more powerful computers the need for 
an interpolation method diminished.
In recent years the method has been turned from an interpolation scheme for 
the band structure of crystalline solids, to an extrapolation scheme for amorphous 
solids and perturbed crystals, e.g. surfaces.
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2.2 Linear C om binations o f  A tom ic Orbitals.
In this chapter the aim is to  outline the ideas behind the tight-binding model. We 
start here with the ideas that underlie the LCAO method.
The prime assumption that we use is that the one-electron wave function of a 
polyatomic system can be written as a sum of atomic basis functions
!»..(«•) > =  E  K i\ M T - * ) ) > •  (2-4)
aj
where
• |¥„(r) > is the one-electron wave function
• |^ a(** — R j) >  is the atomic orbital |^ a(r) > on the jth atom
the sum being over all orbitals and atoms.
If we substitute equation 2.4 into the time-independent Schrodinger equation 
we obtain
£  F ^ H ^ J r  -  Rj) > =  £  F„', £"|*.(r - R , ) > ,  (2.5)
aj aj
where H  is the one-electron Hamiltonian and Ev is an eigenvalue. If we now 
pre-multiply by < <t>p(r — we obtain a series of simultaneous equations
£ F * , -  * . ) .  (2 6)
aj aj
where
H „A R . -  Rj) = <  M r  -  R.)\H\Mr -  Rj) > (2.7)
and
Sß+(Ri -  R,) =< M r  -  * ) l* - ( r  -  R,) > (2.8)
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Equation 2.6 may be written in the form of a matrix equation
HF* =  E 'SF*, (2.9)
hence we need to solve
det(H  -  E"S) =  0 (2.10)
(we may then solve for F v also).
For a crystalline solid, we may according to Bloch’s theorem, write F^  in the 
following form
F;, =  c ;(k ) 'x p (ik J t ,)  ( 2 . 11)
(j/ =  n,k , where n numbers the solutions for a given k), R} being the bravais 
lattice sites. Equation 2.6 can now be written in the following form
£ { * . . . '< * )  -  -  0 (2.12)
with
H ^ ( k )  -  N -'Y .^ M 'k -R ,)H .^ R ,)  (2.13)
and
S__•(*) =  N - 'Y . '* v ( ‘k R ,)S .^ R ,) ,  (2.14)
N being the number o f  lattice sites in the crystal. Equation 2.10 is now written as 
det(H(k) -  En(k)S(k)) =  0. (2.15)
Solving equation 2.15 yields the energy bands En(k) of the crystal.
From equation 2.15 it is possible to proceed in a variety of different ways 
depending on what prescription one uses to evaluate equations 2.7 and 2.8. One 
could proceed directly and evaluate each o f the terms Ha,a' and Sa,a<, this however
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becomes difficult due to the number of multicentral integrals. An alternative 
approach is that of the Extended Huckel Method in which it is assumed that Haa' 
is proportional to Sa,a' (<* and a ' are not on the same atom).
The way we proceed is that set out by Slater and Koster (1954) in which they 
treat the Hamiltonian elements Ha,a' as parameters which are fitted to accurate 
calculations at high symmetry points of the Brillouin zone.
2.3 B and Structure Calculations.
Following the work of Slater and Koster (1954) a number o f groups used the 
LCAO method as an interpolation scheme. In particular I wish to follow the work 
published in a paper by Chadi and Cohen (1975) which contains many of the 
simplifications that are used later by Harrison (1980).
Let us consider the case of diamond or zincblende crystals. Within each pri- 
mative cell there are two inequivalent tetrahedrally coordinated atoms, which can 
be labelled ‘ type 1’ or ‘type 2*. If we have two sets of tight-binding basis functions 
|^i(r -  R j) >  and |0„(r -  R3) >  (R j defines a bravais lattice centred on the atom) 
then from equations 2.4 and 2.11 we may construct the following Bloch functions,
|*i(*,r) >=  AT1 2>xp(;*.*,)|*i(r -  « , )  > (2.16)
i
■ |*i(*,r) >=  AT1 5>xp(.ir..R,)|*i(r - * , ) > .  (2.17)
>
An assumption that can be placed on the one-electron wave functions > is 
that they are orthonormal (this is done to simplify the computation involved), i.e.
< *i(*,r)|*i.(*,r) >=  6^  V*. (2.18)
2 7
from equations 2.16 and 2.17 we get,
A r25>xp(-i*.ft,)exp(i*-R „) < *(>• -  R l W A ' -  * » )  >= ^  v*. (2.19)
which can only be true if
< 4>i(r -  Ri)\</i.{r -  J U  > =  S w  (2.20)
If we now assume that the orbitals \Pa > are in fact the atomic orbitals at each 
site, then equation 2.20 becomes
<  SaijAi — ^ io jo '  ( 2 2 1 )
(this assumption will be considered in section 2.5.4). Hence equation 2.15 reduces 
to
det(tf(*) -  £ .(* ) )  =  0 . (2.22)
The basic problem is to evaluate the matrix elements between the var­
ious atomic orbitals. Following Chadi (1977), let us assume that for diamond and 
zincblende crystals only the outermost 15 > and three |P >  orbitals are important 
at each site. Then the Hamiltonian can be written as an 8x8 matrix.
Let us consider now how we build the Hamiltonian by looking in detail at the 
matrix element between the atomic orbitals |5‘ > and |52 > , from equation 2.13.
« » . * ( * )  -  J V - '£ e x p ( - i *  R ,)N -'  J > x p (i* .f i,)  < S ‘ (r -  *,)|«|S*(r -  R.) > ,
7 •
(2.23)
now since the two bravais lattices defined on each of the two atom sites are sep­
arated by d1, where d1 is the vector joining the atoms in the unit cell. If we now 
relate the two bravais lattices to a single lattice by
Ri =  R, +<f (2.24)
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and make the following substitution (dropping the reference to the atoms, Harri­
son, 1980, p77)
E.. = <  S ‘ (r -  H,)|W|SJ(r -  f t )  >  (2.25)
then the Hamiltonian element becomes
Hs>s*{k) =  J > x p
<p
If we now restrict the sum over tf to nearest-neighbours (this being the Tight- 
Binding Approximation (TBA)), then
HSxs»(k) =  gi(k )E „  (2.26)
with
and
ffi(k) =  exp(ik.di) +  exp (ik.dj) +  exp (ik.d3) +  exp(ifc.d4) (2.27)
d, =  ( l , l , l )a /4  
¿2 =  (1»1»I)<*/4 
d3 =  (I , l ,I )a /4  
d4 =  ( I ,I ,l )a /4
( 2 .28)
‘a’ is the lattice constant.
One can carry out similar calculations for each of the Hamiltonian elements, 
when we do this we find we need the following relationships
92(k) =  exp(ik.di) +  exp(ik.d2) -  exp(ik.d3) -  exp(ik.d4)
9 3(k) =  exp(tk.di) -  exp(ik.d2 ) +  exp(ik.d3) -  exp(*fc.d4) (2.29)
g4(k) =  exp(ik.di) -  exp(ik.th) -  exp(ik.d3) + exp(tfc.d4)
Then using the fact that the Hamiltonian Matrix is hermitian we can write down 
the matrix given in table 2.1. The elements down the leading diagonal are known
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s l s 7 P i P i P i P i P i P I
s l l\ E—9l 0 0 0 E.Pg2 E^gz E.pgi
s 2 E..91 4 - E v gZ - E .r9l —E,vg\ 0 0 0
p ; 0 - E Mpg2 4 0 0 Exxgi Exyg* Extgz
p i 0 - E v g3 0 4 0 E.,9* E„ 9 i Eyxgz
P\ 0 - E tpgt 0 0 4 Exxgz Eyxg2 Exxgi
p i E.r9'2 0 Exxg\ ExV9a E..9Î 4 0 0
p i E>p9i 0 E;9\ Er.9l Eyxg2 0 4 0
p ; E.r9l 0 e ..9 ; Eyxg2 E..9i 0 0 4
Table 2.1: Tight-binding Hamiltonian for the Zincblende structure.
as atomic term values.
W e are now in a position to evaluate the energy bands as a function of k by 
diagonalising the Hamiltonian. If we choose suitable values for the atomic term 
values, e.g. those used by Harrison (1980), then we can adjust the parameters £ „  
etc to  fit the tight-binding energy bands to those calculated by a more accurate 
method at a selection o f high symmetry points within the Brillouin zone.
Figure 2.1 compares some tight-binding results obtained by Harrison (1980) 
for Germanium with the bands obtained by Grobman et al. (1975) who used a 
combination of pseudopotential calculations and experiment.
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L C A O  Bands True bands
Figure 2.1: Comparison of some tight-binding bands with those produced using 
pseudopotentiais for Germanium (Harrison, 1980; Grobman et al., 1975).
2 .4  Harrison’s Universal Parameters.
W e have now specified the basic assumptions and methods used within the tight- 
binding model,
• use of | S > and | P  > orbitals only
• nearest-neighbour interactions only to be included
• orthogonality o f atomic basis functions
• use of atomic term values
• fitting of the LCAO bands to accurate calculations using the parameters E „  
etc.
Th is in principle now allows us to produce a reasonable representation of the 
valence bands of any compound for which the above conditions hold true.
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Figure 2.2: Relationship between the |S > and |P > orbitals on two atoms and 
the interatomic matrix elements.
Harrison in a series of papers (Pantelides and Harrison, 1975; Harrison, 1977; 
Froyen and Harrison, 1979) used a slight variation on the method used in the 
previous section. Rather than use the four atomic orbitals centred on each site, 
he used four SP 3 hybrids. Also the parameters used in the previous section E „  
etc, are expressed in terms of atomic orbital matrix elements, V,.a Vtpa and 
Vpp*, as tabulated in Slater and Koster (1954). The atomic matrix elements label 
the matrix elements between orbitals on different atoms (see figure 2.2).
The remarkable discovery made in this series of papers (initially by empirical 
means, latterly theoretical justification was provided), was that for a tight-binding 
model of a covalent tetrahedrally bonded crystal using the the assumptions given 
above, the atomic matrix elements scaled from material to material according to a 
dr2 rule (d being the equilibrium bond length). I will outline here the theoretical 
justification of ths scaling rule, which was first given in the third of these papers.
Figure 2.3 shows the energy bands of Germanium as calculated using am em­
pirical non-local pseudopotential scheme (Chelikowsky and Cohen, 1976) and a
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Figure 2.3: Three forms of the energy bands of Germanium calculated with a 
empirical-nonlocal-pseudopotential (Chelikowsky, 1976), a LCAO model (Chadi, 
1976) and the free electron model.
LCAO model (Chadi and Cohen, 1975), along side the free-electron bands. The 
pseudopotential valence bands and the LCAO valence bands are very similar, and 
both have some resemblance to the free-electron bands. This suggested to Harri­
son that the LCAO parameters could be obtained by fitting the LCAO bands to 
those of the free-electron model.
To fit the six LCAO parameters Harrison chose to equate the bands at points 
where they appeared most similar, these are given in table 2.2. Using the points 
r i  r 2 Tjs Tl5 and X* it is possible to evaluate values for Vtsa V^, and which 
do not depend upon e, and ep (due to the arbitrary zero point for the free-electron 
bands), however to get the correct band gap it is necessary to use the atomic term 
values for e, and tv. Since V ^  depends on these values it is useful to determine it 
in a different way. This is done by setting the “effective mass at the bottom of the
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Point LCAO Free-electron
r . e* +  4V”W 0
n «. -  4V.„
rw
Tl5 *, + + JV^,
Jf. ■ M W -fK S T
x 4 H - t V m  +  iV m -
Table 2.2: Expressions for LCAO and free-electron band energies (Froyen and 
Harrison, 1979).
v . „
V -r -
-
Table 2.3: Analytical expressions for the Universal Parameters (Froyen and Har­
rison, 1979).
‘S’ band equal to the free-electron mass” (for the details see Froyen and Harrison, 
1979).The values obtained by Froyen and Harrison are given in table 2.3. Using 
exactly this approach it was possible to evaluate appropriate parameters for other 
structures (simple cubic, FCC, BCC).
It is these “universal parameters” that we will be using in later calculations.
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2.5 Critique o f  Harrison’s Tight-Binding Model.
In this section I wish to examine in greater detail some of the work that supports 
the main assumptions within tight-binding models in general and Harrison’s model 
in particular, the assumptions being: the need for |5 > and |P >  orbitals only, 
nearest-neighbour interactions only, the scaling rule for the universal parameters 
and the orthogonality of the basis set.
For a more general critique of tight-binding methods for semi-conductors one 
should read Pantelides and Pollmann (1979).
2.5.1 Size of Basis Set.
To examine the question as to how large the basis set needs to be it is useful not 
to work within a tight-binding model, but to use a more accurate technique. This 
was done by Chadi (1977) when he used an empirical pseudopotential Hamiltonian 
to predict the band-structure of Silicon, Germanium and Gallium Arsenide.
He considered two cases, the first involved four basis functions (one |5 > and 
three |P >) per site, the second had five additional |d >  orbitals and one “/-like” 
orbital. In figure 2.4 are the results for Germanium using four basis functions 
compared to the exact results obtained by Cohen and Bergstresser (1966).
Chadi made the following conclusion:
“We have shown that a simple basis set consisting of |5 > and |P > 
orbitals can give an accurate description of the valence and conduc­
tion band-structures of diamond and zincblende semiconductors. For 
accurate energy bands and wave functions we find a ten state per atom
3 5
Figure 2.4: Comparison of the energy bands for Germanium using a LCAO four or­
bital model (Chadi, 1977) and the exact bands obtained by Cohen and Bergstresser 
(1966).
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basis that includes |d > orbitals to be sufficient for the valence and the 
first few conduction bands.”
Since we will be only interested in the valence bands, the |S > and |P > basis 
set should be adequate for our purposes.
2.5.2 Nearest-Neighbour Interactions.
While it is true that the eigenstates of a covalently bonded crystal are not confined 
to a particular region, it is found however that the amplitude of the wave function 
is of significance only in a fairly small region. Therefore one only needs to include 
interactions within a limited area.
The question as to which interactions should be included is most often decided 
by the accuracy that is required for the valence bands, it is unusual for more than 
second nearest-neighbour interactions to be included (see Chadi and Cohen, 1975).
In their paper Pantelides and Pollmann (1979) offer the following exposition of 
the Tight-Binding Approximation. Consider a simple linear chain of atoms with 
atomic spacing ‘a’ , then equation 2.13 may be written as
Haa'(k) =  Vi cos(fca) +  53 V* cos(nfca) (2.30)
where
Vn =  Haa‘(Rj) j  =  nth neighbour shell (2.31)
If we define
(2.32)
then we may write
Haa. =  \(k)VlCos(ka) (2.33)
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if we compare this to the tight-binding equivalent (c.f. equation 2.26)
Haa> =  Vco*(ka) (2.34)
one can see that the tight-binding model replaces \(k)Vi with its average over the 
Brillouin zone. This argument can clearly be extended from infinite chains to 3D 
crystals.
2.5.3 Scaling Rule for the Universal Parameters.
Harrison’s d~2 scaling rule was established by examining how the interatomic ma­
trix elements scaled from material to material. As pointed out by Smith (1986), 
“the real question . ..  is whether this d~2 ansatz correctly describes the way in 
which the LCAO interatomic matrix elements of a given covalent solid vary with 
interatomic spacing.”
In a series of papers (Smith and McMahon, 1983; Robertson, 1983; Smith, 
1985, 1986) the tight-binding parameters were fitted to pressure dependent pseu­
dopotential band-structures. Then the variation of the parameters was compared 
to those predicted by the d~2 scaling rule, it transpires that the d~2 scaling rule 
always under-estimates the variations. Smith (1985, 1986) also checked some of 
the predictions for bulk properties made by Chadi ( 1978) (this is of much greater 
importance from the position of the work presented in this thesis, because in later 
chapters we will be using what is essentially Chadi’s total energy model). In table
2.4 are the values produced by Smith (1986) for the elastic constants and of the T 
and X  point phonon frequencies of Silicon.
Quoting from Smith’s (1986) results:
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Elastic Property Experimental Values 
(from a variety 
of sources)
Model
Jr Scaling Pseudopotential
Hamiltonian
C „  -  C ,i (1011 erg/cm3) 10.18, 10.21 8.52 8.56
Cu  (1011 erg/cm3) 7.96 8.25 8.22
(THz) 4.35, 4.49 5.20 5.12
^ta(L ) (THz) 3.43 4.12 4.04
<*ro(r) (THz) 15.5, 15.3 17.3 14.8
w ro(X ) (THz) 13.9, 14.2 14.9 14.8
* lao(X )  (THz) 11.9, 12.3 13.1 12.2
uto(L ) (THz) 14.7 16.2 15.8
ulo(L ) (THz) 12.6 11.6 10.5
u<la(L ) (THz) 11.4 13.2 11.0
Table 2.4: Comparison o f d 2 scaling and a pseudopotential Hamiltonian (from 
Smith 1986).
“Probably the most significant feature of the results . . .  is the good 
agreement between the predictions of both models and the experimen­
tal values, for all o f the lattice dynamical properties studied. Such 
observations are important in establishing the overall validity and use­
fulness of the Chadi total energy algorithm” , see chapter 3, “and in 
justifying its extension to the determination of the various surface ge­
ometries of these covalent solids. Moreover, they establish that suf-
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ficient compensation always occurs within the Chadi total energy al- 
gorithm between the band-structure contribution, Ebs. and the short 
range force term, U, to result in values which are relatively insensitive 
to the choice o f spatial model.”
What would be particularly useful would be the repetition of Chadi’s surface 
calculations but using a Hamiltonian fitted to the pressure dependent pseudopo­
tential band structure. However at this time such calculations have not been 
performed.
2.5.4 Orthogonality of the Basis Set.
When we developed the tight-binding model of the band-structure in section 2.3, it 
was necessary to assume that all the atomic orbitals were orthonormal (equation 
2.21), this assumption is clearly untrue. The point was resolved in a paper by 
Lôwdin (1950). I shall present here the case for molecular orbitals which will be 
needed in later chapters. For the Bloch orbitals that were used in section 2.3 
arguments very similar to those given below apply to give the same final result, 
however I will not deal with the details here.
For molecular orbitals we have (equation 2.9)
H F" =  E * S F (2.35)
and from equations 2.4, 2.8 and 2.18 we get
F ^S F *  =  1 (2.36)
(where F**' is the complex conjugate o f F").
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L e t  u s  d e f in e
F v =  5 - 1/aC*' (2.37)
(where 5 -1/a is some matrix such that S“ 1/a5 _1/a =  5 -1), substituting this into 
equation 2.9, we have
H'CT =  C E T , (2.38)
with
H' =  S -'^ H S -1'2. (2.39)
We therefore need to solve
det(tf' -  E) =  0 (2.40)
which has the same form as equation 2.22.
Quoting from Lowdin’s paper:
“The problem of solving the secular equations including the overlap 
integrals SM„ can be reduced to the same form as it has in the simplified 
theory (S neglected) if the matrix H  is replaced with the matrix H’ .n
Since the Hamiltonian matrix elements are determined empirically they can be 
considered to be the elements of H' rather than H .
What we have done here is to take the original localised basis set and replace 
it with a orthogonal basis set which is a linear combination of the original basis 
set . In doing this the new basis set tends to be less localised than the orbitals 
with which we started.
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Chapter 3
Evaluation of the Total Energy.
“In these days, a man who says a thing cannot be done is quite apt to 
be interrupted by some idiot doing it.”
—  Elbert Hubbard.
3.1 Introduction.
The aim of the work is to minimise the total energy with respect to the structural 
parameters of a particular cluster of atoms, which are intended to approximate to 
a crystal surface. For a specific cluster the total energy is calculated using a sum 
of one-electron energies and a parameterized form for the residual energy.
The total energy of an electron-ion system can be written as the sum of four 
terms:
Ejt =  Eke +  Eie +  Eee +  Ea, (3.1)
• Eke the electron kinetic energy term,
• Eie is the ion-electron interaction energy,
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• Eee is the electron-electron interaction energy,
• Ea is the ion-ion interaction energy.
Let us first consider the information contained within a sum of one-electron 
energies. In particular it can be shown that within the Hartree-Fock method (see 
appendix A) that;
+  4 . +  2 4 .  (3.2)
(where S i signifies the sum over occupied one-electron states of the occupancy 
of the state multiplied by its energy). If we define
U =  Ea -  E „ ,  (3.3)
then the total energy can be written in the form,
ET =  ’£ lt +  U. (3.4)
The S i fi term will be calculated within Harrison’s (1980) tight-binding model. 
Following Chadi (1978) we note: “that for ions that are separated by a dis­
tance much larger than the Thomas-Fermi screening length the combined ion- 
plus-screening-electron system is nearly neutral and U is close to zero. One would 
therefore expect that to a good approximation this term can be described by a 
short-range-force-constant model.”
Like Chadi we will treat U as a bond stretching energy, which is expressed as 
a polynomial expanded about the equilibrium bond length,
u  =  (*■»)
•<> »
where
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• dij is the distance between atoms li\ and‘j ’ ,
• djy is the equilibrium bond length between atoms ‘i’ and ‘j\
.  «> =  ( * ,  - < ) / < .
3.2 Sum o f  One-electron Energies.
The basic assumptions which underlie Harrison’s tight-binding model (nearest- 
neighbour interactions, |S > and | P  > orbitals only and a l /d 2 dependence of 
the matrix elements) remain unchanged when we move from a bulk calculation to 
a surface. What one might expect to change are the parameters VtMr, 
and V ^ .  The assumption that is normally made is that these parameters are 
equally suitable for calculations on the surface or in the bulk. The justification 
for this comes from the use of the LCAO method to calculate surface electronic 
properties, when exactly this assumption is utilized (Pantelides, 1977), and the 
very good agreement with self-consistent pseudo-potential calculations obtained is 
used to justify the assumption.
Let us now consider how to construct the Hamiltonian using Harrison’s pre­
scription, which will give the required one-electron energies, for a cluster. In the 
case of a tetrahedrally bonded covalent solid, each atom in the equilibrium bulk 
state has four bonds, which are equally spaced about the atom. If we take a linear 
combination of the outermost |5 > and three |P > orbitals on a particular atom, 
we can construct four orthonormal wave functions which have their probability
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d is t r ib u t io n s  p o in t in g  in  t h e  d ir e c t io n s  o f  t h e  b o n d s ,  i .e .
|hi > =  ^{|S >  +  |P* >  +  |P* >  +  |Px > }  with direction [11/],
|h2 > =  ^{|S >  +  |P* >  ~\Py >  —\P* > }  with direction [ i l l ] ,  (3.6)
\h3 > =  ^{|5 >  -|P, >  +  |P, >  -|P, > }  with direction [ I I I ] ,
|h4 > =  ^{|5 > -|Pr >  —|Pf  >  +|P, > }  with direction [ I I I ] .
We are justified in doing this, since taking linear combinations of atomic orbitals 
is equivalent to doing a unitary transformation on the Hamiltonian matrix. It is 
easy to show that these hybrids are orthonormal, < h,\hj > =  6tJ (since the |S > 
and |P > orbitals on a single atom are orthonormal).
Any rigid rotation of this set of wave functions will produce another orthonor­
mal set, in particular the set with hybrids pointed in the opposite direction to those 
given above. For those atomic elements which require the use of the outermost 
|5 > orbital only, then there is only one hybrid which takes the form,
|h > =  15  > . (3.7)
If we have a cluster of atoms {t}  at positions {?*<} and each atom within the 
cluster has hybrids \h'a > , then we need to evaluate the Hamiltonian matrix el­
ements Hdfij = <  h*a\H\hj0 > . The matrix elements are split into three groups 
depending on the relationship of the atoms ‘t’ and lj '  .
If we write the hybrids in the form,
(3-8)
where a'al/ are the coefficients, in equations 3.6 and 3.7, related to atomic orbitals
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\4>'u >. When * =  j ,  i.e. hybrids on the same atom,
Hai#  =
=  (3-9)
*<
since < 4>lv\H\4>\ > =  . where e„ is an atomic term value,
^  Haifii =  ^  aL ° L ty  (3.10)
1/
When and ‘j ’  are nearest neighbour atoms, i.e. they are bonded covalently 
to each other, then we make use of the Slater-Koster (1954) interatomic matrix 
elements,
HaiJIj ~ <  # 1 ^ 1 #  >
K
=  (311)
•<
For |5 >  and |P >  orbitals the Slater-Koster interatomic matrix elements are in 
terms o f the parameters that Harrison used,
• Es,s =  v „ ,
• E s .Pm =  —E p .,S  — IVtjKr,
• Es.p, =  -E p t,s =  mVtpa,
• Es.p, =  —Ept.s =  nV,,*,,
• Ep.,p. =  + (1 -  P ) V „ ,
• Er,.r, =  maVpfw +  (1 -  m *)V „,
• E ,„r ,  =  +  (1 -  nJ)V V .
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• E Pm_pt =  E Pt,p. =  -  V ^ ),
• Ep.'P. =  Ep.,Pm =  In iY ^  -  V „ ) ,
• =  Ep„pt =  mniVpp,, -  Vpp*),
l, m, n are the direction cosines of the bond between the atoms ‘t’ and ‘j\
In all other csises the Hamiltonian matrix element is zero, because we assume 
that we need include only interactions between nearest-neighbour atoms.
Having constructed the Hamiltonian one can evaluate the ordered set of eigen­
values e,, with t\ being the eigenvalue of lowest value. If the cluster has M  valence 
electrons, then the sum of one-electron energies over occupied states is given by 
putting two electrons into each eigenstate starting with the one with lowest en­
ergy (¿i) and proceeding up the list until all of the electrons have been placed in 
an eigenstate. If we have an odd number of electrons then the highest occupied 
eigenstate will only have one electron in it. The sum of the one-electron energies 
is given by
where [P] is the largest integer P 1 < P.
3.3 Bond Stretching Energy.
In Chadi’s (1978) original paper he used two conditions on the total energy to 
fix the coefficients U\ and U2 in equation 3.5. The conditions were that at the 
equilibrium bond length the total energy of the bulk crystal was at a minimum,
[M/2|
=  2 ^2 €i +  (M  -  2[M/2])c[a#/2)+i , (3.12)
dEp I
=  0 (3.13)
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(V b e in g  t h e  v o l u m e  o f  t h e  c r y s t a l ) ,  a n d  th a t  t h e  b u lk  m o d u lu s  is  g iv e n  b y
(B  being the bulk modulus). Rather than following Chadi’s approach of using 
bulk crystal properties to evaluate the various coefficients Un in equation 3.5, we 
proceeded to evaluate U(d) for a small molecule by using a quantum chemistry 
package (GAMESS, Gaussian 82) (see Mailhoit et al., 1985; Tomdnek and Schulter 
1986). Our reasons for doing this were twofold: some of the changes in bond length 
that we were experiencing (using approximate coefficients that were calculated 
within Harrison’s Bond Orbital Approximation (Harrison 1980, 1973)) were such 
that we doubted the validity of using a quadratic form for U(d), there is also 
a lack of suitable empirical information available to allow us to fit higher order 
coefficients (particularly for some of the more exotic bonds that we might need, 
such as that between Lead and Germanium, see chapter 6).
Wc first choose a simple cluster which contains the bond that is being consid­
ered; e.g. for the Si-Si bond we chose SiaHe- We then calculate the total energy 
E(R!) for the cluster as a function of the Si-Si bond length R , keeping the Si-H 
bond length fixed, using the quantum chemistry package GAMESS. We then cal­
culate the one-electron part of this energy Ei(R) in the tight-binding formulation. 
Then we define U(R) by,
U(R) =  E (R ) -  Et(R). (3.15)
This method presents two points which have to be dealt with; how does the basis 
set used by the GAMESS package affect the total energy curve E(R!), and the 
fact that the minimum, Rq, of the total energy curve will in general not be at the
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bulk equilibrium bond length do. The first point can be tested by comparing the 
results produced by different basis sets, the second is dealt with by shifting the 
total energy curve such that the minimum occurs at the required position (when 
this is known).
To calculate the various i/n’s we proceed as follows:
We shift the total energy curve E (R )  such that
R =  R! +  (do -  R^) (3.16)
(R^ being the point where E(R ')  is minimised), we then perform a least squares 
fit of E(R ) by
E{R)=t - M ^ y  {3i7)
(N  is normally about seven for 21 data points).
Next a least squares fit is performed on the one-electron curve Ei(R)
£.<*) = (318>
(N  takes the same value in both equations 3.17 and 3.18). Then from equation
"<*> = ( ^ r ) ’ -  , t <£- -  E" ) ( ^ ) ’ ’ (M9)
hence equating coefficients,
Un =  En -  E ln. (3.20)
This procedure is carried out for each type of bond that was required, in appendix 
B are the coefficients (with their range of applicability) for all of the bonds that 
we have worked with.
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Source Basis Set 6Zi 6Z2
GAMESS SV 3-21G 0.26 -0.34
STO 3G 0.17 -0.25
STO 6G 0.17 -0.25
Huzinaga 333/33 0.23 -0.33
533/53 0.24 -0.34
Chadi’s Model 0.31 -0.44
Table 3.1: Variations of the S i(lll)(2 x l) Surface for Different Basis Sets.
To examine the variations caused by using different basis sets, we looked at 
three provided within the GAMESS package and two published by Huzinaga 
(1984). When the procedure outlined above is carried out you get a set of curves 
for U(R) (and also the associated coefficients Un)- While these curves are very 
similar, they do have obvious differences. What we do not have is a simple method 
to compare their merit. The best way to examine the effects caused by the basis 
sets was to examine what they predicted for a particular surface.
The surface that we examined was the S i(lll)(2x l), with a SiyHu cluster 
(for the details o f  this surface/cluster see chapter 4). The important details of 
the surface are that within each unit cell there are two surface atoms (each with 
three bonds to second layer atoms) which are allowed to be displaced from a bulk 
terminated position in a direction normal to the surface.
In table 3.1 the predicted displacements for the surface atoms are given, also 
given are the values published by Chadi (1978). As is clearly obvious from the
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results, there are systematic variations from one type of basis set to another. We 
decided to proceed using the basis sets published by Huzinaga (1984) for two 
reasons; the Huzinaga basis sets gave the results that were the closest to Chadi’s 
result, and they are available for a very wide range of elements.
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Chapter 4
Cluster Construction.
“There is something fascinating about science. One gets such wholesale 
returns of conjecture out of such a trifling investment of fact.”
— Mark Twain, Life on the Mississippi.
4.1 Introduction.
“If the chemist’s view o f bonding its a local phenomenon is correct, then the 
understanding of adsorbate-surface bonding should be tractable to the cluster 
model approach” (Messner, 1979). The experience of quantum chemists is that 
this is a valid assumption for covalently bonded crystals, therefore we will aim to 
develop clusters to be used within the tight-binding model.
We are in heed of a systematic method to construct the clusters that will be 
needed to represent an infinite surface. A review of the literature shows that in 
general quantum chemists work only with ‘minimal clusters’ , i.e. those which rep­
resent only one surface cell (Barone, 1987; Nishida, 1978; Redondo, 1977). Those
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that do work with larger clusters appear not to have a systematic method of se­
lecting their clusters (Swarts, 1981). The aim of the work presented in this chapter 
is to set out such a systematic method of cluster construction and enlargement. 
There are a number of things that any scheme should aim to achieve or take into 
account;
• Correct local bonding of displaced atoms,
• Surface stoichiometry,
• Pseudo-surfaces,
• Cluster enlargement and convergence o f results with increasing cluster size.
The rest of this chapter will be split into the following sections; a consideration 
of the construction of minimal clusters, the treatment of pseudo-surfaces, cluster 
enlargement and convergence.
4.2 Construction o f  Minimal Clusters.
To consider the construction of a minimal cluster, let us start with the following 
assumptions; that all the atoms are in their bulk terminated positions (i.e. there 
is no reconstruction or relaxation) with bulk like bonding, and a minimal cluster 
represents a single surface unit cell. We are now in a position to use some details of 
the surface under consideration, in particular which crystal face and the expected 
reconstruction pattern, e.g. the Silicon(lll) surface with a (2x1) reconstruction 
pattern. As a first approximation let us identify only those atoms within a unit cell
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O  S u r fa c e  A tom
^  2 n d  L a y e r  Atom
U nit C e ll  
B o u n d a ry
Figure 4.1: The S i(lll)(2x l) surface assuming a bulk terminated crystal, 
which might be expected to undergo large displacements from their bulk termi­
nated position. In the case of the S i(lll)(2x l) surface (see ligure 4.1), one might 
expect only the two surface atoms to be displaced perpendicular to the surface. 
Since this is a minimal cluster, we will necessarily have the correct stoichiometry. 
To obtain the correct local bonding, one needs to add additional atoms in their 
bulk positions, which will remain fixed throughout the calculations. In figure 4.2 
are shown the minimal clusters for the three surfaces that will be used to test the 
method, namely, S i(lll)(2x l), Si(100)(2xl) and GaAs(110)(lxl).
4.3 Pseudo-Surfaces.
When we use a cluster to represent the electronic structure of an infinite or semi­
infinite system, we necessarily introduce unwanted effects due to the “pseudo­
surface” associated with the boundary of the cluster. Since the whole basis of 
using clusters to model the electronic structure of a crystal depends on the ideal 
that bonding is a local effect, it is essential that any edge effects are small. However
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Si( 111 )(2x 1)
QJ 1st  Layer 
^  2nd Layer 
- - -  Unit Cell Boundary
S i(1 0 0 )(2 x 1 ) G a A s(1 1 0) (1 x1)
Figure 4.2: Minimal clusters for the S i(lll)(2xl), Si(100)(2xl) and GaAs(llO)- 
( lx l)  surfaces.
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this is not to say that they can be ignored. There are three paths available to deal 
with the pseudo-surfaces of the cluster;
• do nothing,
• add mono-valent atoms to the boundary o f the cluster,
• modify the basis set associated with pseudo-surface atoms.
The first of these approaches is obviously unsatisfactory, but it is the only rea­
sonable option when dealing with extended or poorly defined bonds, i.e. metallic 
or ionic bonds.
The addition of mono-valent atoms to the surface of a cluster to saturate any 
dangling hybrids has been used both for calculations in the bulk (Watkins, 1974) 
and on surfaces (Batra, 1975, 1976a; Swarts, 1981), it is particularly favoured by 
quantum chemists (Swarts, 1981; Barone, 1986) using ab initio molecular calcu­
lations. In covalent crystals the bonds formed are in well defined directions, by 
correctly positioning the mono-valent atoms the direction of the bonds formed 
will be the same as those in the crystal. The most commonly used mono-valent 
atom is hydrogen, it is placed at a distance (which can be found from experiment 
or calculation) equal to the appropriate bond length. This procedure allows the 
correct hybridization o f the pseudo-surface atoms and stops the artificial dangling 
hybrids from interacting with the surface under consideration.
The third option of modifying the basis set is less easy to use in general, however 
for calculations involving a tight-binding SP3 basis set it is particularly easy to do 
(Nishida, 1981). For each hybrid on an atom there is exactly one basis function 
associated with it, given that we can easily identify those dangling hybrids on the
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pseudo-surface, we need only exclude the associated basis functions from the basis 
set.
The various techniques have both positive and negative attributes. Modifying 
the basis set has the distinct advantage o f reducing drastically the size of the basis 
set. In the case o f the S i(lll)(2 x l) minimal surface cluster considered below the 
Si7Hi4 cluster has 42 basis functions, the equivalent Si7 cluster has only 14 basis 
functions. The obvious savings in computation have to be weighed against the 
importance of rehybridization on the small clusters used.
It has been argued that the bonds formed by the addition of hydrogen atoms 
to the dangling hybrids are so unlike the bonds they replace as to invalidate the 
results (Appelbaum, 1976). This claim was refuted by Batra and Ciraci (1976b) 
when they showed that the results that they obtained for Si-H clusters for the 
S i(lll)  surface using a self-consistent-field X a scattered wave model were in good 
agreement with finite-slab calculations by several other researchers.
In tables 4.1 - 4.3 I have made a comparison of numerical results for a variety of 
different systems using the two approaches to treating the dangling hybrids. Obvi­
ously the errors will be greatest for the smallest clusters, so using the minimal clus­
ters described in figure 4.2 for the S i(lll)(2 x l), Si(100)(2xl) and GaAs(110)(lxl) 
surfaces with additional hydrogen atoms or with a reduced basis set, I compared 
the predicted reconstruction with that calculated by Chadi (1978, 1979). As a 
measure of the accuracy of the results we used the root of the sum of the squares 
of the differences between the atom displacements as predicted by us and Chadi.
In all three cases the addition of the hydrogen atoms is preferable to the mod­
ification of the basis set. For larger clusters the differences between the two ap-
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£zj <5z2 ( E i 1)*
Chadi 0.31 -0.44 -
Si,H „ 0.25 -0.35 0.11
Si, 0.25 -0.24 0.21
Table lit. 1: Comparison of different treatments of the pseudo-surfaces of a minimal 
cluster with Chadi’s results for the S i(lll)(2 x l) surface. l6z’ is in the (1,1,1) 
direction.
6zx Sxi 5z2 5x2 (E < 2)*
Chadi 0.04 0.46 -0.44 -1.08 -
Si«Hi2 0.08 0.44 •0.44 -0.99 0.10
Si. 0.13 0.42 -0.27 -0.93 0.25
4
TableU.2: Comparison of different treatments of the pseudo-surfaces of a minimal 
cluster with Chadi’s results for the Si(100)(2xl) surface. l6z ’ is in the (1,0,0) 
direction and l6x ’ is in the (0,1,1) direction.
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6za 6xa 6zg 6xg (E « 2)*
Chadi 0.19 0.19 -0.46 0.35 -
Ga3 As3Hi2 0.18 0.18 -0.32 0.28 0.14
Ga3 As3 0 . 2 1  0 . 1 2 -0.26 0 . 2 2 0.25
Table 4.3: Comparison of different treatments of the pseudo-surfaces of a minimal 
cluster with Chadi’s results for the GaAs(110)(lxl) surface. ‘6 z ’ is in the (1,1,0) 
direction and ‘£ac’ is in the (0 ,0 ,1 ) direction.
proaches rapidly disappear.
We have now determined a method to construct minimal clusters and decided 
what we should do with the pseudo-surfaces. However, it is probably incorrect to 
assume that a minimal cluster will give acceptable results. We therefore need to 
be able to systematically enlarge the cluster, and then check that the results for 
these larger clusters converge towards the expected values for the infinite surface.
4.4 Cluster Enlargement.
To show how we have constructed larger clusters we will consider in detail the 
S i(lll)(2 x l) surface. Starting from the minimal cluster shown in figure 4.2, we 
first let all the atoms in the cluster become moving atoms and then to obtain the 
correct local bonding for till the moving atoms we have to add new fixed atoms. 
The cluster so formed is shown in figure 4.3. However this cluster does not display 
the correct stoichiometry, i.e. the seven moving atoms do not form an integral 
number o f unit cells. We therefore need to add additional fixed and moving atoms
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o 1st Layer
2nd Layer
( ^ )  3rd Layer 
/ * Moving Atoms
Figure 4.3: Intermediate cluster for the S i(lll)(2 x l) surface.
Figure 4.4: Enlarged cluster for the S i(lll)(2 x l) surface, 
to ensure that we obtain the correct stoichiometry and local bonding, giving the 
cluster shown in figure 4.4. This process can clearly be repeated to give larger 
clusters which in the limit would reproduce the infinite surface.
We are now in a position to consider how rapidly our results converge with 
cluster size, as the need for large clusters would undermine the value of the model.
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Atom Si,H „ SisoHoo Chadi
1A(111) 0.24 0.30 0.31
( 1 1 2 ) - 0.04 0.06
1B(111) -0.33 -0.39 -0.44
( 1 1 2 ) - 0.09 0 .0
2A(Il2) - -0.04 -0.13
2B(II2) - 0.17 0.09
Table 4.4: Atomic displacements in angstroms for the S i(lll) (2 x l)  surface.
Atom Si6Hi2 SiigH28 Chadi
1A(100) 0.08 0 . 1 1 0.04
(Oil) 0.44 0.44 0.46
1B(100) -0.44 -0.43 -0.44
(Oil) -0.99 - 1 . 0 1 -1.08
2A(100) - 0.03 0 . 0 2
(OH) - 0.03 0 . 1 2
2B(100) - 0 .0 0 0 . 0 2
(Oil) - -0.03 -0 . 1 2
Table 4.5: Atomic displacements in angstroms for the Si(100)(2xl) surface.
We also need to establish the accuracy of our results by comparing them with other 
more accurate calculations. In tables 4.4 to 4.6 we compare our results for the 
S i(lll)(2 x l), Si(100)(2xl) and GaAs(110)(lxl) with those of Chadi (1978, 1979)
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Atom Ga3As3Hi2 
0 =  21.3°
Gai0AsxoH28 
0 =  25.3°
Chadi 
0 =  27.4"
Swarts 
0 =  26.8°
lAs(llO) 0.18 0 . 2 0 0.19 0 . 2 2
(0 0 1 ) 0.16 0.16 0.19 0.37
lGa(110) -0.32 -0.40 -0.46 -0.44
(0 0 1 ) 0.28 0.30 0.35 0.48
2Ga(110) - 0.05 0.07 -
2As(110) - 0 .0 0 -0.06 -
Table 4.6: Atomic displacements in angstroms for the GaAs(110)(lxl) surface. 
The angle 0 is the tilt of the planes containing the surface atoms relative to the 
bulk.
and for the GaAs(110)(lxl) also with Swarts et al. (1981) (the atoms mentioned 
are identified in figure 4.2). The angle 0 for the GaAs(110)(lxl) surface is the 
angle of tilt of the plane containing the surface atoms compared to the bulk. A 
comparison with Chadi is particularly appropriate since our calculations are similar 
to his, except we treat the cluster and he treats the infinite surface.
It is clear that the minimal clusters give results that are so similar to the 
next largest cluster, that in most cases we may restrict our attention to only the 
minimal cluster. Furthermore, the results for the atom displacements agree very 
closely with those o f Chadi. The differences are of little significance if one considers 
the approximate nature of the theories.
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Chapter 5
Charge Self-Consistency.
“If anybody says he can think about quantum problems without getting 
giddy, that shows he has not understood the first thing about them.” 
—  Niels Bohr.
5.1 Introduction.
The model as proposed so far, allows a large number of structures to be examined 
with modest demands on computer resources. The results obtained give good 
agreement with other tight-binding calculations (Chadi, 1978, 1979, 1983) and 
calculations by more sophisticated methods (Swarts, 1981).
However it has become clear that tight-binding models can produce results that 
are misleading.-Pandey (1982) working within the ‘Density Functional Formalism’ 
in the ‘Local Density Approximation’ and solving the Kohn-Sham equations self- 
consistently, made a careful study of the S i(lll)(2 x l) surface. He demonstrated 
that the buckling model that we found in the previous chapter was unstable, in
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particular he showed that the energy increased monotonically with the degree of 
buckling. To explain this result he argued as follows: buckling involves a transfer 
of charge from the atom moving towards the bulk to the atom moving away from 
the bulk. Such a charge transfer would result in an increase in the intra-atomic 
Coulomb energy, which would prevent buckling for homopolar semiconductors. 
A similar argument for the Si(100)(2xl) surface supports the idea of symmetric 
dimers as proposed by Tromp et al. (1985). However Pandey pointed out that for 
a surface like that of GaAs(110)(lxl) the buckling predicted by the tight-binding 
models was likely to happen, since the charge transfer that would be expected to 
occur would tend to produce neutral atoms on the surface, rather than ions, which 
would reduce the intra-atomic Coulomb energy.
There is therefore a need to correct our model, so as to take account of charge 
transfer between atoms. We have considered two methods o f achieving this, the 
first due to Harrison (1984, 1985) involves modifying the term values within the 
tight-binding formalism, the second is an ad hoc method used by Tomanek and 
Schlüter (1986) in which an additional energy term is included which discriminates 
against geometries with large charge transfers.
5.2 H arrison’s Charge Self-Consistency.
In his paper Harrison (1985) sets out to include some of the effects of charge 
transfer into his previously published tight-binding model (Harrison, 1980). There 
are two particular terms that he retains, the first corresponds to an intra-atomic 
Coulomb repulsion, the second term is an inter-atomic Coulomb repulsion.
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Let us consider first the intra-atomic term. If a solid is composed of neutral 
atoms then the intra-atomic electron energies are given by the term values. How­
ever if there is an additional electron on an atom then one would see a shift, Wnj, 
in the eigenvalues ( ‘n’ labels the atom and ij '  labels the atomic orbital on the 
atom). Wnj is the change in the energy eigenvalue for one electron when a second 
is added, and according to Harrison (1985) this corresponds to the “difference be­
tween the 1st and 2nd ionization potentials” . To a reasonable approximation Wnj 
is the same for both |S > and |P > states on an atom, and hence can be written 
as Wn. In his paper Harrison tabulates Wn for all the non-transition elements. If 
the additional charge on an atom is 6Qn then assuming a linear relationship, the 
change in the energy eigenvalues is Wn6Qn.
The inter-atomic Coulomb repulsion, is the change of the energy eigenvalues on 
one atom due to the presence of an electron on another atom. Assuming that the 
charges are spherically symmetric and non-overlapping, then the change depends 
on the inter-atomic distance dnm and the charge on the second atom 6Qm, and is 
given by 6Qme2/d„m.
The total change in the term value Aen of atom n is thus given by,
6Q„ is defined as the difference between the actual number of electrons found on 
an atom and the number of valence electrons on the neutral atom,
The charge Qa(h) is the sum of charges associated with the hybrids centred 
on atom ‘n’ (Pantelides and Harrison, 1976). Thus if a„*(J) is the eigenvector
A<. = W .6Q . +  C2 S '  — , (5.1)
fQ . =  Q a( » )  -  Qv(n). (5.2)
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c o m p o n e n t  c o r r e s p o n d in g  t o  h y b r id  k o n  a t o m  n  f o r  t h e  e ig e n v a lu e  J, th e n
« . . ( » )  =  £ £ !< ■ » . (  J)la. (5.3)
J h
the sum J  is over occupied states.
It is quite straight forward to evaluate Aen (for a given charge distribution) 
when we restrict our attention to the clusters described earlier. However, when 
we are looking at the behaviour of an infinite surface it is necessary to consider 
the infinite set of repeating surface cells, not just the one represented by the 
cluster, because o f the long range of the Coulomb potential. To do this requires 
the calculation of an infinite lattice sum for the second term in equation 5.1. It is 
not enough just to calculate Aen, we need to use them to recalculate the charge 
distribution and then to iterate the procedure to charge self-consistency.
5.2.1 Infinite Lattice Sum.
Consider the sum in equation 5.1 where it has been extended to cover the infinite 
plane of repeating unit cells,
Since we are considering a finite set of charges which are repeated throughout an 
infinite lattice, the above sum can be written as a finite series of infinite lattice 
sums
+  • • • — 5(n =  m ), (5-5)
rt is a 2D lattice vector, rOT and pm are vectors in the lattice plane and perpen­
dicular to it, which join atom ‘n’ to atom ‘m’ in the cluster (see figure 5.1). The
Figure 5.1: Relationship of the vectors used in equation 5.5. 
term — 5(n =  m) signifies that we have to subtract the potential due to an atom 
interacting with itself, since this is excluded in equation 5.1.
Let us now consider each of the infinite lattice sums, we will Ewalds method 
(the version used here follows that laid out by Ziman (1963)). Consider the integral
J e x p (-x 2) ic  =  i v ? ,  (5.6)
since x  6  [0 , oo) we can make the substitution x -* x\z\, dx —► |z|dx, then we have
^ / > p ( - * W  =  2 l .  (5.7)
Comparing this to the first term in the above sum, equation 5.5, we find
Si =  - j j Y L j [  « p ( - * i |pi +  ',i - ' ,ilJ)<k
=  J «xp(—*Jl/>il2 )I3M tp(—xJ| n -ri\2)ix . (5.8)
The problem with both the original form of the sum S\ and that given in equation 
5.8 is that they both diverge for large T . Since in the end we need to sum the 
effect of both positive and negative lattice sums, the divergences at infinity will 
cancel out because of the overall charge neutrality of the system. We therefore 
need to find a form of the above equation which will converge quickly and allow
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us t o  id e n t i f y  a n d  h e n c e  e x c lu d e  t h e  t e r m s  a t  in f in it y  w h ic h  c a u s e  t h e  d iv e r g e n c e ,
we also need to exclude the term corresponding to |rTO +  pm — i*i| =  0 .
Consider the function F(r, p) which hits the periodicity of the lattice,
F (r,p) =  -r| ’ ). (5.9)
It can therefore be written as a Fourier Series
f\r,l>) =  ^ 2F ,exp {-i3 .T ), (5.10)
0
where
F, =  i / ^ = £ e x p ( —|l —r | V ) 'x p ( -* 9 ',)<*'. (5.11)
the integral being over the whole 2D lattice o f total area lA}. Introducing a factor 
exp(tg./) =  1  and then observing that each term in the summation is equivalent,
F, =  j  exp( —r V  -  >9-r)dr, (5.12)
N being the total number of lattice cells. This integral can be evaluated to give 
F, =  exp ( —j J/ V ) ,  (5.13)
A 2 being the area of a single lattice cell, hence
-^ = ^ e x p (  —| i- r|V ) =  ^ ^ ^ ^ e x p ( - s V V ) e x p ( i s . r ) .  (5.14)
Taking the second form for Si in equation 5.8, and splitting the integral at some 
point G and substituting from above for the first integrand and a change of vari­
ables in the second gives
S, =  E exp (tp .r) j£° i e x p ( —xJ|p|J)«xp( —IJIV4*1)«!*
+  E | ;■. erfc(G|p1 4 - r , - r , l )  (5.15)
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(erfc(x) being the complimentary error function). If we now expand the term 
exp(—x 2 |p|2), we obtain for the first term in equation 5.15,
S1 . 1  =  <5 1 6 )
following a change in variables, and using the incomplete gamma function r(m , x ), 
this becomes
s „ = ( d 2 9 t f ) ' r < - < n - i / 2 ) , MV 4 c i ). < ».«>
If each plane of atoms in the sum was neutral then the singularities at |p| =  0 
cancel. We are however dealing with a slightly different problem in which we have 
only overall neutrality of the surface charge layer unit cell. Therefore we must 
consider the |p| =  0  terms more carefully to ensure that only ‘equal’ infinities are 
cancelled. Using the reduction formula for the incomplete gamma function
r(i/ + l,x ) = i/r(*/,x) +  x,'e—, (5.18)
T(—n + 1/2,x) = - ^ r ( - n  + l/2)r(l/2,x)
_  V  wr ( ~ "  t ,! . /2 ) (5.19)¿ j r ( - n  +  3/2 +  p) ' 1
Picking out terms for |y| =  0 in equation 5.17 and using the following limits;
lim9_ 0 e’*-r = 1,
= 1. (5.20)
lun,_„r(l/2,|i|74GJ) -  v/?.
) " [ r ( - n  +  l / 2) - M "5- i  r (—n + 1/ 2) ,
j r ( - n  +  3/2 +  p) 1ll»IV  J '
(5.21)
I f  w e  n o w  p i c k  o u t  t e r m s  in  d i f fe r e n t  o r d e r s  o f  |,| w e  g e t ,
(5.22)
which can be expressed as
2 *  _  V »  V *  / «  . 
A 2I0I A2G  A2 Vi/c-  f g  +  ^  j T  (exp(-|p|2/ « 2) -  1 )* . +  0(|,|). (5.23)
If the sum in equation 5.5 is now carried out, we obtain
S =  „ , , y '6Q s +  terms in|p| andG, 
^ 2 1 , 1  «
(5.24)
this leading term must have value zero (due to the overall neutrality of the unit 
cell), hence the |,| =  0  term in Si,i needs to be replaced by
The last term in equation 5.5 is accounted for by excluding the appropriate 
term in equation 5.15 for the case when \pi +  r* — rj| =  0.
An important condition that we use in the above analysis is that each unit cell 
has charge neutrality, in the case of the clusters that we use in our calculations, it 
does not automatically follow that the atoms that form a unit cell will be charge 
neutral, because of the transfer of charge to the Hydrogen atoms in the cluster. 
So we apply a small correction factor a that produces charge neutrality within the 
unit cell, a  being defined by
(5.25)
"53<?4( n) =  5Z <?v(n). (5.26)
So the adjusted charges Q'A(n) are given by
<& (») =  <*QA(n). (5.27)
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5.2.2 Iterative Processes for Solving the Charge Self-Con-
sistent Problem.
The idea of charge self-consistency is that if one has a set of charges on atoms 
QA(n), which have an associated set of Ae„’s, then the charges produced on the 
cluster are those that we started with, i.e.
where this represents a highly non-linear system of simultaneous equations. We 
have used two schemes to solve this problem, one is an iterative procedure due to 
Anderson (Anderson, 1965; Dederichs, 1983), the second is a least-squares min­
imization method. The advantage of the first is that it is generally quick, the 
second is much more robust and is likely to work even in situations when the 
iterative method is going to fail .
Anderson’s Method.
In Anderson’s method we have a series of inputs into a non-linear system £n, which 
produce a set of outputs g_n,
Two successive inputs and £n_ 1 define a hyper-line through the variable 
space under consideration. Two successive outputs g_n and define a second 
hyper-line through the same variable space. These lines are given by,
2  „ = / ( * .  +  *£.<&,)>. (5.28)
< u  =  t l e . ) - (5.29)
e .  =  “ -a . +  (* - (5.30)
in =  anim +  0  ~ 1- (5.31)
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Now in general these two hyper-lines do not intersect. What we do is to find the 
optimum value of an such that — ¿ „ ) 2 is minimized, i.e.
¿ ( ¿ . - W ’ - O .  (5.32)
defining r„ =  ^  — <r„
_ _  1  •(*■»-1 "  r«) /B 00\
( r .-1- r .) *  ' (5M )
Then to evaluate the input for the next iteration pn+1, one introduces a mixing 
factor a'
a .t i =  “ '2 » +  (* -  (5-34)
o ' € (0,1], (5.35)
the actual value of a' must be determined empirically.
This method can be readily generalized to hyper-planes, consider
If we define
<■1 i-1
(5.36)
=  (1 -  + Y . 
¡-1 >>1
(5.37)
E~ = (5.38)
Dm =  E n — Eft-my (5.39)
E  = (5.40)
E2 =  (En -  Y^atiDi)2.
iml
(5.41)
Let D  be a matrix with rows D} and let a  be a column vector with terms a,,then
DD Ta =  DEth, (5.42)
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a =  (DDt )~ 'D E I. (5.43)
The advantage of using the hyper-planes is that more of the variable space is 
covered using information from a greater number of previous iterations. The prob­
lems are that the calculations are longer and difficulties due to linear dependence 
arise.
While the above method is generally quick, it can however fail for the more 
pathological forms of equation 5.28. For these situations we use a different method 
which does not depend so much on the information in the vectors £n and g_n.
Least Squares Minimisation Method.
We define a single valued function
£(& ,) =  (£ » -& ,)* ■  (5.44)
We then minimise the function L with respect to the vector £N. This particular 
form of optimization is known as a least-squares problem. There are many algo­
rithms in the literature which deal with this type of problem. For computational 
ease we used an algorithm published by Gill and Murray (1978) and implemented 
by NAG. The advantage of this method is that it is unaffected by many o f the 
convergence problems associated with iterative procedures.
5.3 Charge Discrimination M odel.
While the previous method of obtaining a charge self-consistent solution works as 
it is supposed to, it does suffer from a single major drawback. That is the large 
increase in the time required to find a solution. This stems from the fact that
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at each geometry of the cluster it is necessary to calculate the one-electron terms 
some 30-60 times, compared with once for the non-self-consistent case. What 
would be useful is an ad hoc method which achieves much the same effect as the 
self-consistent method but requires much less computation, preferably a single 
calculation at each geometry.
The prime requirement that comes out of Pandey’s (1982) analysis is that one 
should try to produce neutral atoms on the surface. One way of doing this was 
used by Tominek and Schliiter (1986), in which they introduce a ‘penalty function’ 
which discriminated against charge transfer. The total energy equation becomes
Br =  E U +  E  E v.€~ +  V E  (Q aM  -  Q v(n ))\  (5.45)
i bond* n atom*
where V  is a parameter which Tominek and Schluter chose to be V =  leV.
Below are presented the results for the same surfaces discussed in chapter 4.
5.4 Results for the Charge Self-Consistent and 
Charge Discrimination M odels.
In tables 5.1 to 5.3 are the results for the S i(lll)(2x l), Si(100)(2xl) and GaAs(llO)- 
( lx l )  surfaces. The displacement directions and atom labels are the same as in 
tables 4.4 to 4.6, and are identified in figure 4.2. Also given are the charges asso­
ciated with each atom as evaluated by equations 5.3 and 5.27. The columns are 
labelled by SC (self-consistent method), NSC (non-self-consistent method) and 
6Q2 (charge discrimination method).
For the S i(lll)(2 x l) structure the introduction of charge self-consistency clearly
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Atom SC NSC (Q 1 Pandey
1A(111) 0 . 0 2 0.24 0 . 0 2 0.29 -0.26
1B(111) 0 . 0 2 -0.33 0 . 0 2 -0.37 -0.26
Charge 1A 0 .0 0 -0.73 0 .0 0 -0.72 0 .0 0
Charge IB 0 .0 0 0.73 0 .0 0 0.72 0 .0 0
Table 5.1: Comparison of local minima using the self-consistent (SC), 
non-self-consistent (NSC) and charge discrimination (6Q2) models for the 
S i(lll)(2 x l) surface. Also given is Pandey’s (1982) result.
shows that the bulk terminated surface prefers a ( lx l )  structure, as proposed by 
Pandey (1982), rather than the (2x1) structure predicted by the non-self-consistent 
model. The SC result does not agree with Pandey’s prediction for the relaxation 
that occurs. The charge discrimination model has multiple local minima, one 
which relates to the self-consistent minimum and one which relates to the non- 
self-consistent minimum. It would seem that the charge discrimination model is 
best used as a quick way of estimating the position o f self-consistent minima.
For the Si(100)(2xl) surface, one finds that charge self-consistency makes very 
little difference and a buckled dimer is still predicted. This is despite the large 
charge transfer involved. Included in table 5.2 is the most stable of the symmetric 
dimers and the energies of each minimum. The results are clearly in dispute with 
the predictions of Pandey (1982) and the observations o f TYomp et al. (1985), 
both of which suggest that the surface consists of symmetric dimers.
For the GaAs(110)(lxl) surface, I have been unable to find any stable local
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Atom SC NSC SQ2 SC
1A(100) 0.05 0.08 0.08 -0.19
(Oil) 0.49 0.44 0.42 0.75
1B(100) -0.48 -0.44 -0.46 -0.19
(Oil) - 1 . 0 1 -0.99 - 1 . 0 1 -0.75
Charge 1A -0.40 -0.54 -0.53 0 .0 0
Charge IB 0.40 0.54 0.53 0 .0 0
Energy -634.79 -635.18 -634.61 -634.59
Table 5.2: Comparison of local minima using the self-consistent (SC), 
non-self-consistent (NSC) and charge discrimination (6Q2) models for the 
Si(100)(2xl) surface. The final column is the most stable of the symmetric dimers, 
and the energies are in eV.
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Atom SC NSC tQ 2
— 0 =  21.3° 0 =  23.7°
lAs(llO) - 0.18 0 . 2 0
(0 0 1 ) - 0.16 0.16
lGa(110) - -0.32 -0.36
(0 0 1 ) - 0.28 0.30
Charge lAs - -0.50 -0.49
Charge lGa - 0.50 0.49
Table 5.3: Comparison of local minima using the self-consistent (SC), 
non-self-consistent (NSC) and charge discrimination (6Q2) models for the 
GaAs(110)(lxl) surface. The angle 0 is the tilt o f  the planes containing the surface 
atoms relative to the bulk.
minimum for the self-consistent method1. The only minimum found for the charge 
discrimination model is given in table 5.3 and it is close to that for the non-self- 
consistent method. If one is to believe the experience gained with the other two 
surfaces, then one should expect the self-consistent minimum to be in the region 
of the two minima given in table 5.3.
‘ The self-consistent minimum published for this surface by Dr V.Dwyer, Dr B.W.Holland and 
myself in the Proceedings of the Second International Conference on the Structure of Surfaces 
(Springer Series in Surface Science H , 320, 1988, editors: J.F. van der Veen and M.A. Van Hove) 
is incorrect.
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Chapter 6
Structure of the «-phase of 
G e(lll)\/3x\/3-Pb.
“It is also a good rule not to put too much confidence in experimental 
results until they have been confirmed by theory.”
— Sir Arthur Eddington.
6.1 Introduction.
One of the areas of interest to surface science is the structure of metal/semi- 
conductor interfaces, particularly during the period of formation. Given that there 
are a large number of metal/semiconductor systems available to study, why should 
a Lead/Germanium system be of particular interest?
While it is true that the Lead/Germanium system is part of a small family 
of IV/IV metal/semiconductor systems and is of interest in itself, there are other 
considerations. It is known that Lead films are superconductive materials impor­
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tant in Josephson technology. Another possibility for the system is that given 
the differences in melting point between the Lead and Germanium, the system 
represents a possibility for the study o f  2D liquids (Ichikawa, 1983). A more prac­
tical consideration from the position o f the analysis o f experimental results, is 
that “there is negligible alloying o f Lead with Germanium, so that interdiffusion 
of lead atoms into the bulk Germanium lattice sites can be excluded from model 
structures” (Li and Tonner, 1988).
This chapter will continue with a review of published work for this system, fol­
lowed by the work done using the tight binding model, finishing with a comparison 
of the results with experiment.
6.2 Review' o f  Published W ork.
It has been established over several years by a number o f authors (Ichikawa, 1983; 
Li and Tonner, 1988; Le Lay and M£tois, 1983, 1984; Feidenhans’l et al, 1986) 
that two distinct structures exist for low coverages of Lead on a Germanium(lll) 
surface. Both have a \/3xv^3R30o reconstruction, the distinguishing factor being 
the number of Lead atoms per unit surface cell. For the structure with lowest 
density (known as the a-phase) all the previously named authors agree that there 
is one Lead atom per unit cell. The more dense structure (/3-phase) is still a point 
of debate, with some authors claiming that it has three Lead atoms per unit cell 
(Li and Tonner, 1988; Le Lay and M£tois, 1983, 1984), while others claim four 
Lead atoms per unit cell (Ichikawa, 1983; Feidenhans’l et al, 1986). Depending on 
the number of Lead atoms per unit cell the various authors propose at least three
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B o u n d a r y
Figure 6.1: The three possible sites for a single Pb atom on a Germanium substrate 
with 3m symmetry.
different structural models for the /3-phase.
For the a-phase the principle question that arises is: what is the adsorbate 
/  substrate registry (i.e. where within the unit cell does the Lead atom reside)? 
If we assume “that the 3m symmetry from the bulk crystal is imposed on the 
V^xn/SRSO® unit cell of the surface” (Feidenhans’l et al, 1986), then there exists 
only three possible models, as shown in figure 6.1. The Lead atom may sit above 
a first layer Germanium atom (T i site), above a Second layer Germanium atom 
(T< site) or above a fourth layer Germanium atom (H3 site). Most of the papers 
published on this system have concentrated on the more complex /3-phase. Fei­
denhans’l et al (1986) examined the system using Surface X-ray Diffraction (SXD) 
and concluded that for the a-phase the T 4 site was the one found occupied on the
8 0
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surface. This was in agreement with total energy pseudopotential calculations for 
the Si(lll)>/3x\/3R30o-Al structure (Northup, 1984) and S i(lll)V /3x%/3R30°-In 
structure (Nichols et al, 1985).
In an extension to the analysis of the Surface X-ray Diffraction Pedersen (1987, 
1988) was able to estimate the displacements in the top four layers of Germanium 
from their bulk position, as well as the position of the Lead atom. In figure 6.2 
the labelling system used by Pedersen is shown. In his thesis Pedersen (1988) also 
produced results using Keating’s Elastic Strain Model (Keating, 1966). In table 
6.1 are the displacements given by Pedersen, it was assumed that the fifth layer 
was held fixed for the elastic strain model.
6.3 Tight-Binding Calculations.
In figure 6.3 we give the three clusters that we used to compare the three possible 
adsorption sites (T lt T4, H3). For the three structures we minimised the total
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Atom Direction Exp. Keating
Pb V 0.634 -0.136
1 V 0.567 -0.003
h 0.156 0.136
H V 0.513 -0.307
2 V 0.663 0.133
3' V 0.513 -0.257
3 V 0.663 0.103
4 h -0.072 -0.064
Table 6.1: Displacements, in Â , from bulk positions for the Germanium atoms and 
a starting position for the Lead atom such that the Ge-Pb bond length is 2.84 Â. ‘h’ 
indicates in-plane displacements towards the adatom, V  indicates displacements 
normal to the surface (Pedersen, 1988).
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1 s t  L a y e r  
2nd Layer
Figure 6.3: The clusters used in the ETBM calculations for each of the three 
sites T i, T 4 and H3. The arrows indicate the positive direction for the in-plane 
displacements.
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energy with respect to the displacements normal to the surface for the Pb and three 
1st layer Ge atoms, in the case of the T4 and H3 sites the in plane displacements 
of the surface atoms were also included. In the T 4 and H3 models all the first layer 
Ge atoms are equivalent and have the same size displacements. In the Ti model 
the three surface atoms are inequivalent and are allowed to vary independently.
To determine the lowest energy structure we proceed as follows. For a given 
cluster after optimisation we have a total energy Eq. Then if E q is the energy for 
the cluster without the Pb atom  in the bulk terminated (unrelaxed) state, and Ep\, 
is the energy of an isolated P b atom, then the energy A Em gained by adsorption 
of the Pb and relaxation is
A  E* — Eq — Eb — Ep\). (6 .1 )
Since Ept, is common to all three clusters the most stable structure will be that 
for which
AE  =  Eq -  Eb (6.2)
is lowest.
The results obtained are shown in table 6.2, The displacements are relative to 
a starting structure where the Ge atoms are in the bulk terminated positions and 
the Pb atom is placed so that the Pb-Ge distance corresponds to the bond length 
o f 2.84Afound in.the quantum chemistry calculation for PbGeH«, which was made 
using the Gaussian 82 package.
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Site T , T , H,
G** -0.57 - -0.01 -0.49 0.01 -0.02 -0.47 0.00 -0.01
Ge^ -0.39 - -0.06 ditto ditto
Gee -0.57 - -0.01 ditto ditto
Pb -0.41 - 0.08 -0.35 - 0.05 -0.36 - 0.04
A E -36.03 -55.04 -49.08
Table 6.2: Atomic displacements:-A, atomic charges:-e and energies:-eV for the 
three clusters. The first figure in each box is the normal displacement, the second 
is the displacement along the arrow directions of figure 6.3 in the surface plane 
and the third figure is the atomic charge.
6.4 C onclusions.
The tight binding calculation of the energy values show that the T 4 site is the 
stable structure in agreement with the SXD studies (Feidenhansi et al, 1986). 
The main features o f  the structure are a strong contraction of the first layer Ge 
atoms towards the bulk and a slight increase in the Pb-Ge bond length.
The displacements given by Pedersen for both the experimental values and 
those produced by Keating’s elastic strain model appear to be in poor agreement 
with each other and the results produced by the tight binding model. This could 
in part be due to the difference in the number of layers used in the calculations, 
also the errors in the experimental work are large. Pedersen (1987) quotes the 
following for the distance between the adatom and the atom labelled 3', 5.04±0.98
A.
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Bulk Experimental Keating ETBM
Gej-h 0.156±0.028 0.136 0 . 0 1
Pb-G e, 1.67 1.72±0.13 1.52 1.81
Pb-G e2 2.48 2.44±1.20 2.64 2.13
Pb-G e* * 2.59±0.98 2.64 •
G ei-G e2 0.81 0.72 0 . 6 8 0.32
G e,-G e2< • 0.87 1 . 1 2 •
Table 6.3: Comparison for the T 4 site of the separations between various layers 
of the P b -G e (lll)  system. The first column gives the values for bulk like starting 
position given before (with the Pb-Ge bond length equal to 2.84 A), experimental 
errors are given when known, measurements in A.
A more useful comparison of the three models is given by the separations o f 
the adatom and the top two layers of Germanium atoms. In table 6.3 we give the 
in-plane displacement of the surface Ge atoms and the normal separations between 
the adatom and the atoms labelled ‘ 1 ’ , ‘ 2 ’ and ‘2 ' ’ .
Due to the rather large uncertainties in the experimental data it is not possible 
to say whether the tight binding calculation is right or wrong. The only really 
discernible fact is the difference in the in-plane displacement of the Gei atoms. 
This may be improved upon if the tight binding calculation is repeated with more 
layers.
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Chapter 7
Reconstruction of the (100) 
Surface of Cubic Silicon Carbide.
“This shows how much easier it is to be critical than correct.”
—  Benjamin Disraeli.
7.1 Introduction .
The surfaces o f  Cubic Silicon Carbide (/3-SiC), have only recently come under 
investigation. This has probably been due to problems associated with growing 
suitable crystals, these appear to have been overcome with the growth of /3-SiC 
on the (100) surface of Silicon by the Chemical Vapour Deposition (CVD) method 
(Nishino, 1983).
There are a number of reasons why one might wish to study the surfaces 
of (3-SiC. It is the only IV /IV  zincblende compound, and is a ‘wide band-gap’ 
semiconductor (hence it can operate at higher temperatures). From the theoretical
8 7
point of view it is an interesting stepping stone from the homopolar semiconductors 
(Si, Ge) to  the polar semiconductors (GaAs etc).
At the present time the experimental work available does not give a consistent 
view of the structures to be found on the various surfaces. To quote from Kaplan 
(1986):
“SiC surface composition and structure appear to be sensitive to the 
method of surface preparation” .
In this chapter I shall be concentrating on some results produced by Dayan (1985, 
1986) for which there is some independent support (Kaplan, 1986; Takai et al., 
1985), the chapter will continue by looking at this work published by Dayan, going 
on to the ETBM calculations performed and followed by some conclusions.
7.2 R eview  o f  M . Dayan’s Results (1985, 1986).
In his work Dayan takes his as received samples and anneals them to desorb the 
surface oxygen. When a stun pie is treated in this way one of two structures appears, 
the structures are characterised by the different temperatures of the substrate 
at which they appear. On further annealling one of the structures undergoes 
additional transitions until both exhibit the same c(2x2) structure. Results from 
Auger Electron Spectroscopy (AES) imply that in all of these structures Silicon 
is to be found in the uppermost layer (Dayan, 1986). If the samples are further 
heated another transition is observed to a (2x1) structure with Carbon in the 
surface layer (Dayan, 1985). In figure 7.1 we give the sequence of events as observed 
by Dayan. The reasons for this behaviour are unclear but may be associated with
Figure 7.1: The sequence o f transitions observed on the SiC(lOO) surface by Dayan. 
The temperature ‘T ’ is the transition temperature.
- f - .......... - f ............f
Q  1st Layer S! Atoms 
0  2nd Layer C Atoms
Si Adatoms
Unit Ceil Boundary
Figure 7.2: Dayan’s (1986) proposed model for the Si-(3x2) structure, 
the fabrication process.
In his analysis of the results in his papers Dayan makes the following sugges­
tions for the structures observed:
• Both the Carbon rich (2x1) and the Silicon rich c(2x2) structures are in the 
form of simple dimers of the type found on the Si(100)(2xl) surface.
• For the Si-(3x2) structure, the model shown in figure 7.2 with four Silicon 
adatoms is proposed.
• The Si-(2xl) structure consists of three Si atoms per unit cell. Two o f the 
Silicon atoms are bonded to Carbon atoms on the second layer and to each 
other to form a simple dimer. The Silicon adatom then forms a bridge 
between adjacent dimers along the direction of the dimers as shown in figure
For this adatom model one might expect adjacent adatoms to form a dimer and 
hence a (2x2) structure, which is not observed. Dayan (1986) uses the following 
argument to explain the lack of dimérisation:
7.3.
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O  1st L ay e r S i A to m s
2nd Lay e r C A to m s 
Unit C e ll B o u n d ary
S i Adatom
Figure 7.3: Dayan’s (1986) proposed model for the Si-(2xl) structure.
“If weak interactions exist along the row direction, one would be puz­
zled by the lack of dimérisation along that same direction. This may 
be solved by assuming an electronic configuration which does not allow 
any interaction between the extra Silicon atoms. This is the configura­
tion without any hybridisation, where the bonding to the Silicon layer 
is done by the ‘P ’ electrons and the pair of ‘S’ electrons remain as a 
lone pair.”
In the next section we present the calculations performed on some of the struc­
tures identified by Dayan. Simple dimer models are examined for the C-(2xl) and 
Si-c(2x2). Three possible models are considered for the Si-(2xl) structure, two of 
them using Silicon adatoms. The two models with adatoms are also compared to 
their (2 x2 ) structure to see if they are energetically favoured.
7 .3  Tight-B inding Calculations.
7.3.1 Structures Examined.
In figure 7.4 we give diagrams of the C-(2xl) and Si-c(2x2) unit cells. Both struc-
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}
O  Silicon Atom s
4 )  Carbon Atom s
q S 2
¿ V
Unit Call 
Boundary
C -( 2 x 1 ) S i-c (2 x 2 )
Figure 7.4: Surface unit cells for the C-(2xl) and Si-c(2x2) structures assuming 
simple dimers.
tures are based on a bulk terminated surface with adjacent surface atoms forming 
dimers. The (100) direction is normal to the surface plane, the atom labelling and 
directions indicated are used in section 7.3.3.
In figure 7.5 are the three models that were examined for the Si-(2xl) structure. 
The first is a simple bulk terminated crystal with adjacent surface atoms forming a 
dimer, similar to that on the Si(100)(2xl) surface. The second is Dayan’s adatom 
model, with the adatom bridging between adjacent rows o f dimers. The final 
model considered is another adatom model, with the adatom breaking the bond
(0 . 1 .-1 ) ^  2 n d  L a y e r C  Atom
Unit C e ll 
B o un d a ry
S I - ( 2 x 1 ) :A S i-( 2 x 1 ) :B S I -( 2 x 1 ) :C
Figure 7.5: Three models for the Si-(2xl) structure.
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0  1 s t  L a y e r  S I Atom  
0  2 n d  L a y e r  C  Atom
S I A d ato m
S I-(2 x 2 ) :A  S I -(2 x 2 ) :B
Figure 7.6: The (2x2) structures formed by the adatom models for the Si-(2xl) 
structure if dimerisation occurs.
forming the dimer in a similar way to that proposed by Barone et al. (1985) for 
Oxygen on the Si(100)(2xl) surface.
To test Dayan’s hypothesis that in an adatom model for the Si-(2xl) structure 
the adatoms would not form dimers, we also have looked at the (2 x2 ) structure 
that would be formed if this was the case. The appropriate models are given in 
figure 7.6.
7.3.2 Comparison o f the Energy for Different Clusters.
To test Dayan’s hypothesis, it is necessary to compare the total energy of the (2x2) 
with that of the (2x1) structure to see which of the two is more stable. We proceed 
as follows:
Consider the structure for Dayan’s adatom model in its (2x2) configuration 
(figure 7.6 model A). We now remove the bond between the two adatoms and 
require that the left and right sections of the unit cell be similar. Then we obtain 
two adjacent (2x1) unit cells (c.f. figure 7.5 model B). The only difference between
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the two cases is the number o f Si-Si bonds, this is also true for the second adatom 
model. If we now compare the two different (2x2) models we find that they have 
the same number of atoms o f each type and that the only difference is the number 
of Si-Si bonds. As each of the four possible cases can be represented by the same 
set of atoms their total energies can easily be compared.
Let us label the total energy defined in previous chapters Epq, p G { A, B } 
q € {  0, 1}, the ‘A’ and ‘B ’ indicate either the first or second adatom models, the 
‘1* and ‘O’ indicate whether the adatoms are bonded to each other or not.
Normally the total energy is expressed as
neglecting the U q terms, if we are to compare different structures we need to retain 
these terms (see Chadi, 1984). So we have
splitting this second term into Si-Si bonds and other bonds and then neglecting the 
sum over other bonds (since they are the same for all four structures) we obtain
Chadi (1984) gives a value o f U q = 4.1 eV for a Si-Si bond.
7.3.3 Results.
In the results that are presented here all the displacements are in angstroms, 
the directions and atom labelling are as indicated in figures 7.4-7.6. The starting 
configuration was the bulk terminated crystal, with the adatoms being placed such
(7.1)
-  Et +  £  U0, (7.2)
£? = Et + £  i/o- (7.3)
M
Structure Atom ( 1 .0 .0 ) (0 ,1 ,-1 ) charge
C-(2xl) Cl -0.29 0.81 0 .0 0
Cl -0.29 -0.81 0 .0 0
Si-c(2x2) s , 0.06 0.23 -0.77
S, -0.17 -0.56 0.77
Table 7.1: Dispacements in angstoms for the C-(2xl) and Si-c(2x2) structures, 
charge in atomic units.
that tetrahedral bonding was maintained with the top layer Silicon atoms and the 
SiC bond length of 1.88A was used.
In table 7.1 are the results for the C-(2xl) and Si-c(2x2) models. For the C- 
(2x1) model a simple symmetric dimer was obtained. For the Si-c(2x2) model a 
buckled dimer was found to have lowest energy, this despite the very large transfer 
of charge involved, we were unable to find any stable dimers with lower charge 
transfer for this model.
In table 7.2 are the results for the Si-(2xl) models, Si-(2xl):A being a sym­
metric dimer. Both the adatom models display unsymmetric displacements, and 
rather than compare the energies of the two adatoms models as shown in section
7.3.2 to determine which is the most stable, this will be done as part of the analysis 
for the (2 x2 ) models.
For the two (2x2) models the clusters were allowed only very symmetric re­
laxations when trying to optimise the structure (this is because they were needed 
only as comparison for the (2x1) structures). In particular for Si-(2x2):A the
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Structure Atom ( 1 .0 ,0 ) (0 .1 .-1 ) charge
Si-(2xl):A S, -0.06 0.37 0 .0 0
S, -0.06 -0.37 0 .0 0
Si-(2xl):B s, 0.03 0.13 0 .0 2
s , 0 .0 0 -0.30 -0.03
A 0.51 -0 . 1 0 0 . 0 1
Si-(2xl):C s. 0.08 0.32 0.30
s , -0.25 0.63 -0 . 2 1
A 0.61 0.04 -0.09
Table 7.2: Displacements in angstroms for the three models for the Si-(2xl) struc­
ture, charge in atomic units.
atoms labelled ‘S / have the same normal displacements and equal in-plane dis­
placements (Si and S3 in the (0 ,1 ,-1 ) direction, S2  and S< in the (0 ,- l ,l)  direction), 
the adatoms move normally to the surface and towards each other in a symmetric 
way. For Si-(2x2):B the atoms labelled ‘S;’ are held fixed and the two adatoms 
form a symmetric dimer. The relevant displacements are given in table 7.3.
In table 7.4 are the total energies for the four (2x2) structures outlined in 
section 7.3.2. When calculating the total energies for the (2x1) structures, the 
atoms were "fixed at their optimum position as quoted in table 7.2. Then from
Structure Atom Normal In-plane charge
Si-(2x2):A s< 0 . 0 2 0 . 2 0 -0 . 0 1
K 0.57 0 . 2 2 0 . 0 2
Si-(2x2):B Si - 0.06
A, 0 .9 6 0.28 -0 . 1 2
Table 7.3: Normal and in-plane displacements for the two Si-(2x2) models, charge 
in atomic units.
Model Total Energy
E i, -2359.5 eV
Eao -2354.1 eV
Ebi -2342.4 eV
Ebo -2327.9 eV
Table 7.4: The total energies in eV for each of the (2x2) models considered.
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equation 7.3 we have:
E"a , = -2359.5 + £  7 Ucbond*
Elo - -2354.1 + £  .  V,bond*
£ 2 . = -2342.4 + £  5  I/obond*
Elo = -2327.9 + £  4 i/o- 
bond*
Then using Chadi’s (1984) value of I/o,
Ei> - -2330.8 eV
&A0 - -2329.5 eV
£ 2 i = -2321.9 eV
BSo = -2311.5 eV.
7.4 Conclusions.
(7.4)
(7.5)
For the C-(2xl) structure, the result given in table 7.1 of a symmetric dimer seems 
acceptable as a possible model. For the Si-c(2x2) the very large charge transfer 
found and the non-existence of a dimer with lower charge transfer imply that a 
simple dimer model for the Si-c(2x2) structure is probably incorrect.
For the Si-(2xl) structure, equation 7.5 clearly shows that both adatom models 
prefer to form dimers (even though these (2 x2 ) structures were not fully optimised) 
rather than stay in the (2x1) structure. Since no (2x2) structure has been observed 
experimentally, we conclude that the adatom models are incorrect for the ( 2 x 1 ) 
structure. This leaves the simple dimer as a possible model for the (2x1) structure, 
which could still be consistent with the reduction in the Si peak in the AES 
results (Dayan, 1986) when undergoing the transition Si-(2xl) —» Si-c(2x2), if  the 
Si-c(2x2) structure has only one Silicon atom per unit cell, this has also been 
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suggested  b y  K ap lan  (1 9 8 8 ) based  o n  experim en ta l results.
There is clearly a need for more experimental work on the structure of this 
complex surface and particularly on the ratio of Silicon to Carbon in the surface 
layers if progress is to be made on the structure of the surfaces.
Chapter 8
Review and Further Work.
“If a man will begin with certainties, he shall end in doubts; but if he 
will be content to begin with doubts, he shall end in certainties.”
—  Francis Bacon, Advancement o f  Learning.
8.1 Review'.
In chapters 2-5 I have been able to build upon the work of other authors in the 
use of Harrison’s Empirical Tight-Binding Model to predict the behaviour o f semi­
conductor surfaces using small atomic clusters.
Chapter 2.
I started with a review of the work that underpins the assumptions used within 
Harrison’s model. I showed how by using a Linear Combination of Atomic Orbitals 
one can express the one-electron wave function of a polyatomic system. Then by 
using only the outermost |5 > and \P >  orbitals on an atom and restricting the
1 0 0
interactions to nearest-neighbour atoms, that one can construct a band structure 
for a crystal. The interatomic matrix elements, VtMr etc., can then be used to “fit” 
the LCAO band structure to the bands determined by more accurate methods. 
Then I indicated how the interatomic matrix elements scaled from material to 
material according to a d~ 2  scaling rule. The chapter concludes by examining 
some of the work done in support o f the model. This includes looking at which 
atomic orbitals need to be included, why only nearest-neighbour interactions are 
needed, the scaling rule required for the interatomic matrix elements so that they 
fit to a pressure dependent Hamiltonian and the orthogonality of the basis set.
Chapter 3.
Next came an examination of how to construct the total energy of a cluster of 
atoms, by using Chadi’s total energy algorithm. This involves splitting the total 
energy into two parts, a sum over occupied states of one-electron energies and a 
residual energy. The one-electron energies are calculated within Harrison’s Tight- 
Binding Model using the same parameter values as in the bulk. The residual energy 
is treated as a bond-stretching energy and is expanded as a polynomial about the 
appropriate equilibrium bond length. A  different method, to that used by Chadi, 
is chosen to calculate the coefficients in the polynomial expansion. The method 
used fixes the coefficients of the bond stretching energy such that the total energy 
of a simple molecule, e.g. Si2Hc, is correctly reproduced as the Si-Si bond length is 
varied. An accurate value of the total energy is obtained for the molecule by using 
a quantum chemistry package (GAMESS, Gaussian 82). The chapter concludes by 
examining how variations in the basis set used in the quantum chemistry package
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affect the predictions of the model.
Chapter 4.
There then follows a consideration on how to systematically construct and enlarge 
clusters that mimic the behaviour of an infinite semiconductor surface. Any cluster 
that we wish to use needs to ensure that displaced atoms have the correct local 
bonding and that surface stoichiometry is maintained. It was also shown that the 
best way to deal with the pseudo-surfaces generated by the cluster was to saturate 
the dangling hybrids with hydrogen, rather than reduce the size of the basis set 
used to evaluate the one-electron energies. A method was also given to enlarge the 
clusters so that the local bonding was correct for moving atoms and the surface 
stoichiometry was maintained. This method could clearly be extended so that in 
the infinite limit the semi-infinite crystal would be produced. It was shown that 
the predictions made for the structures o f semi-conductor surfaces converged very 
rapidly and that the minimal cluster in most cases gave acceptable answers.
Chapter 5.
This the last of the four chapters that deal with the construction of the model, con­
siders what has been shown to be an important effect in tight-binding models. This 
is that the one-electron energies need to be calculated in a charge self-consistent 
manner. This-was done by using a method introduced by Harrison to adjust the 
atomic term values. This method takes into account the excess charge on an atom 
and the Coulomb potential due to all the other atoms on the infinite surface. The 
difficulty with the method is that it is necessary to iterate the procedure, and
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evaluate the one-electron energies up to sixty times for each geometry. This tends 
to make the calculations much longer. To overcome the problem of the increase 
in the length of calculations an ad hoc method was tried. This was to add a 
penalty function energy term which discriminated against those geometries which 
produced large charge transfers. The conclusion reached was that the charge dis­
crimination model had in general multiple local minima, one of which was related 
to the non-self-consistent minimum and another to the self-consistent minimum. 
The charge discrimination model was therefore considered as an useful tool for 
estimating the minimum of the self-consistent problem. With the self-consistent 
model we agreed with Pandey that the S i ( l l l )  bulk terminated surface does not 
buckle; however, for the ( lx l)  structure no contraction o f the surface layer was 
found. The structure predicted by the self-consistent model for the Si(100)(2xl) 
surface is highly buckled and has a large charge transfer, which is not in agreement 
with Pandey’s prediction. For the GaAs(110)(lxl) surface I was unable to find 
a stable solution for the structure. However, since those calculations were per­
formed, a problem with Harrison’s charge self-consistent model has come to light. 
This will be discussed in section 8.2.
Chapters 6 and 7.
Chapters 6  and 7 use the tight-binding model to predict the structure found for a 
sub-monolayer coverage of Lead on a Germanium (111) substrate, and a sequence 
of different surface reconstructions found to occur on the (100) face of Cubic Silicon 
Carbide. For the Lead-Germanium system the adsorption site favoured by the self- 
consistent model is in agreement with that predicted by experimental work. There
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is however, some disagreement over the exact position of some of the atoms within 
the unit cell. For the /3-SiC(100) surface I was able to examine possible models 
for a number o f different surface structures and to indicate which were the most 
likely to be found. However, further experimental work needs to be done on this 
surface before much can be said about the tight-binding results.
8.2 Further W ork.
As was indicated in the last section there is a problem with Harrison’s prescription 
(Harrison, 1985) for the charge self-consistency. It was pointed out in a paper by 
Harrison and Klepeis (1988) that if one uses Harrison’s prescription for charge 
self-consistency within his Bond Orbital Model (Harrison, 1980, 1973), which is 
closely related to the model used in this thesis, that bulk Silicon “would be unstable 
against the formation of a charge density wave.” This represents a serious failure 
of the model. Harrison concludes that the error is in assuming that the charges 
are spherically symmetric and non-overlapping (section 5.2). This suggests that 
the Coulomb potential(equation 5.1) needs to be adjusted in some way to remove 
the instability. Harrison however suggests that it is better to adjust the coefficient 
which relates to the intra-atomic Coulomb repulsion (Wn) in equation 5.1. He 
suggest that Wn for Silicon should be increased from 7.64 eV to 10.05 eV. There is 
clearly a need to examine this problem with care, since we know that introducing 
charge self-consistency is important.
A possible solution to the difficulty raised above, would be to include the self- 
consistency in a different way. Such a scheme has been suggested by Bechstedt
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et al. (1985), who were also working within Harrison’s tight-binding model. The 
advantage of adopting their scheme is that they calculate the residual energy in 
Chadi’s total energy algorithm (equation 3.4) in a way that can also be treated 
within the self-consistency scheme, something that the model presented here does 
not do.
It would also be interesting to change the functional relationship of the inter­
atomic matrix elements, etc., so as to reflect changes in the pressure dependent 
band-structure of Silicon (Smith, 1986).
Working with the model as it stands, one could extend the self-consistency 
to more layers, and use the model to examine steps, point defects and possibly 
interfaces.
1 0 5
Appendix A
Sum of One-electron Energies 
within the Hartree-Fock Method.
Let us start with the antisymmetric wave function as developed by J.C. Slater (1960), 
known as the Slater determinant,
lU l )  ••• Ua(N)
I* > - (JV!)-1' 2 (A .l )
iM U  -  v7(N)
where the U\(i)’» are spin orbitals. This may be written in the form,
|* > -  (W !)-l/a >  (A .2)
V
where
I*» > - | l U U > I W ) >  - l « W  >. (A.3)
and P is an operator such that:
• P(=  0) leaves the wave function unchanged,
• P(=  1) produces all the permutations with two sets of electron coordinates inter­
changed,
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P(=  2) produces all the permutations with three sets of electron coordinates inter­
changed,
• etc...
/>(= 0)|33„(1) > |33,(2) > |33,(3) > |33„(1) > |33,(2) > |33,(3) >.
P(=  1)|33„(1) > |33,(2) >  |33,(3) > =  |33„(1) > 133, ( 3) > |33, ( 2) > 
+ |33„(3) > 133, ( 2) > |33, ( 1) > 
+ |33„(2) > 133, ( 1) > 113, ( 3) >,
P ( -  2)|3/„(1) > 113,(2) > 133,(3) > =  |33„(2) > 133,(3) > 133,(1) > 
+  |33„(3) > 133,(1) > 133,(2) >  .
If we define
A -  (JV!)-, X ;( -1 ) 'Í ,.
V
=> \<t> > =  ■VW\A\4>h >  . 
Useful properties of the operator A are;
A2 - A  , [ ff i ,A ]-lH 3,A ] - 0 ,
Hi and H3 being the one and two electron operators defined below,
r<l “  lT- -  rll-
i<i r"
(A .4)
(A.S)
(A .«)
(A .7)
(A .8)
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I f  E u f  “  the energy o f  th e  s y s te m , th e n
E h f
-  AT! < * h\AHxA\4>h >
-  AH <  + b \HxA 2\+b  >  
=  AT! <  4>h \H\A\<I>h  >
+  < >
+AT! <  >
+AT! < <f>H\H2A2\<f>H > 
+AH <  4>h \Hi A\+h  >  •
Consider the first term,
< > =  y . £ < -* > ' < * * iM *i* »  >,
f
then for some fixed ’i‘ , we have
P ( -0 )
(A .»)
(A.1 0 )
< )|• • • < P<(i)|• • • < 2)1 < > \u,{7) > • • • |Cf<(.) > • • • \Uy(N) >,
(A .il)
pulling terms through gives
< t'n(l)|i/„(l) > < > . . .  < >  ••• <H,(W)IU i(N )>
. 1  - 1  = 1
(A.1J)
=► < tlc(i)|ii|l/<(i) >, (A.1J)
P ( =  1), operating just on  the ith and jth electrons
-  < CMJV)|• • • < 0*(i)l • • • < • • • < tf«(l)|Ai|tUD > • • • IWcCi) > • • • Hfetf) > •• \Uy(N) >,
(A.I4)
pulling terms through gives
< t/a(i)l^o(i) > ••• < u<;(i)\u<(j) >  ••• < > ••• < V7(Ar)|t^ 7(/V) >,
= 1 = 0
(A.15)
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h e n ce  it  g ives  n o  co n tr ib u tio n , th e  sa m e  h olds tru e  fo r  h igh er ord ers  o f  P. S u m m in g
equation A.13 over ‘i’ is equivalent to summing over hence
< +\h m  > - £ <  W>lAi|tf<U) > • 
c
(A.16)
Taking the second term
< m m  >= < m ~ p \*h >, (A.i7)
then for fixed ‘i’ and *j* 
/» (*  0) gives
P (=  1) gives
< ir»(0 | < u„(j)\±-\UrU) > Ift,«) >■
< % « l  <  VM )\±\vr {.i) > P M  >,
(A.18)
(A.19)
P (>  2) gives zero as before. 
Then we have
<  im o i  < u M ) l r - P M  >  P M  > -  < iw o i <  >  WxV) >.
r*j T*i
(A .20)
replacing the £ i<y by E A<<4, we get
<  m m  > =  £  <  V ,i(l)0 »< * )l^ — (U V D V a(2) >  -| I',(2 )1 'a(1) » ■  (A.21)
A<m 12
Equation A.9 can now be written in the form
E h f  -  £  <  I W D I M I W )  >
<
+  £  <  ir,(l)tf»(2)|-i-<|tf,.(I)P»<2) >  -| t/,(2 )ti»(l) » ,  (A.22)
\<M r ‘ 2
converting to double sums
EHr « £<ff<(l)|A»|0<(l)>
<
+ \ y . < W ) u x(2 )\ -r (\ u ,iim 2 ) >  - V ' V m i ) » .  (A.2 3 )
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The next step is to use the method of undetermined multipliers to vary one of the spin 
orbitals, Ui, while preserving its normalisation and orthogonality. We demand that Ehf
be stationary for this variation. Hence
H E «r  -  £<•»*■ < 17,(1)117,(1) > } =  0,
with (,hf being an undetermined multiplier,
£  < *0 i(i)|{*i+ < P jfcb W M  >
E  i*<«M iWt (2)U/na|i/. mu, u »
----- ------- <PW1 WM1 )>----------
-U M rW id ) >
+ complex conjugate = 0.
This holds true for arbitrary <  6l/j(l)| only if
k m i )  >  +  £ , < 17,(2)|;Jj|t/,(2) > 117,(1) >
- £ ,  < 17,(1)17,(2)|;Jj|l7,(2)17,(1) >  117,(1) > =  <.*f|£7.(l) > . 
Pre-multiplying by < 17»(1)| and summing over *i\ gives
-  £  < I7,(l)|lli|l7,(l) >
+  ' £ <  17.(1)17,(2)1^(117,(1)17,(2) > -117,(2)17,(1) > }. 
If we write < 4>\H\\<f> >=  Ek e  +  £te»where
• Eke «  the Kinetic Energy of the system,
• Eie is the ion-electron interaction energy, 
and < <t>\H2\tf> >= Eee
• Eee is the electron-electron interaction energy.
(A.24)
(A.25)
(A.26)
(A.27)
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T h e n  e q u a tio n  A .23  can  be  w ritten  as
Ehf -  Eke + Eu +  E ". (A.28)
By comparing equations A.23 and A.27,
T . e*HF =  Eke + Eu +  2 Eee, (A.29)
where tiHF is a one-electron energy eigenvalue.
I l l
Appendix B
Coefficients for the Bond 
Stretching Energy.
Given here are the coefficients for the bond-stretching energy (equation 3.5) for 
all of the bonds that I have worked with. The equilibrium bond length (do) about 
which the polynomial expansion was carried out and the range of bond lengths for 
which the coefficients hold are also given.
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bond
do
range
Si-Si 
2.3516 A 
2.0-3.0 A
G&-As 
2.45 A 
2.0-3.0 A
Si-C 
138 A 
1.5-2.5 A
c - c
1.54 A 
1.0-2.0 A
Vi -23.594186 -20.014700 -37.509908 -57.260914
u , 65.607786 44.899478 89.764924 124.674452
V, -123.577104 -82.851358 -151.117230 -204.700037
UA 180.800068 67.746153 209.553458 274.731552
Vr -170.202240 -147.696942 -271.140378 -283.539484
V , 245.761514 202.335372 368.805479 460.588144
Ur -593.660664 -283.214224 -354.397705 -958.300808
bond
do
range
Ge-Ge 
2.44 A 
2.0-3.0 A
Ge-Pb 
2.84 A 
2.0-3.5 A
Si-O 
1.64 A
1.1-2.6 A
Ur -17.632699 -15.171545 -94.350810
U2 54.482799 56.838678 255.688650
Ur -103.506279 -124.532906 -493.620807
V. 150.318973 201.664854 802.938032
Ur -183.229900 -254.061283 -1448.099910
Ur 236.196654 447.359560 2172.025980
Ur -425.734599 -900.031592 -1411.434997
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