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Edited by Paul BertoneAbstract To study noise in the number of protein molecules
produced in gene expression, we use a delayed reaction model
coupling transcription and translation to examine nine biochem-
ical factors. Fourteen numerical experiments were performed,
which show clearly the linear scaling behavior between the pro-
tein variance and the mean. We found that the most dominant
noise source comes from promoter ﬂuctuations; in second place
is the death-and-birth process of mRNA. At the translational le-
vel, either increasing the protein birth initiation frequency or
decreasing the protein decay rate raises the noise level. Results
obtained from the classical model in the literature, which is a
simpliﬁed version of our model, agree qualitatively with ours.
However, they lack some important features.
 2008 Federation of European Biochemical Societies. Pub-
lished by Elsevier B.V. All rights reserved.
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Time delay1. Introduction
Isogenic cells grown in the same environment can display
variations from cell to cell. This diversity is in part related to
the intrinsic stochasticity of gene expression [1–3]. Gene
expression involves a series of biochemical processes, such as
transcription and translation, where chemical events are sub-
ject to random variations, forming an original source of vari-
ability. Therefore, the copy number of any expressed protein
varies intrinsically from cell to cell, even within isogenic popu-
lations. Such variability in protein production, which arises
from the stochastic nature of the biochemical processes of gene
expression, is called intrinsic noise; any other variability in
gene expression not from the inherent randomness of biochem-
ical processes is called extrinsic noise [4]. Paulsson gave a brief
review of these two kinds of noise from mathematical and bio-
logical perspectives [5]. In this work, we study intrinsic noise
only. Additionally, this study does not cover the frequency
content of gene expression noise, which has also been found
to be important in simple gene systems [6–8].
Many recent studies on cellular behavior have been focused
on the development and utilization of single-cell experimental
techniques in individual living cells [9]. For example, Bar-Even
et al. examined 43 proteins of the budding yeast Saccharomy-*Corresponding author. Fax: +1 403 210 8655.
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conditions and found that intrinsic noise makes a substantial
contribution to the total protein noise for proteins of interme-
diate abundance [10]. Another study by Newman et al., which
involved abundance measurements of over 2500 proteins in
single yeast cells of the same type, also suggests that intrinsic
noise dominates protein production noise [11]. More interest-
ingly, the common experimental ﬁnding from the two studies
is that the protein production variance, r2, is approximately
proportional to the corresponding mean, Æpæ, for the great
majority of proteins examined, that is r2 = CÆpæ where C is a
constant. The analysis of a simple model of single-gene expres-
sion considering only intrinsic noise gave the same linear scal-
ing relationship [12,13]. Note that the Fano factor is deﬁned as
r2/Æpæ, which is a measure of noise [12]. The Fano factor is not
necessarily a constant. It equals unity when number ﬂuctua-
tions come from a Poisson process. Thus, the constant Fano
factors experimentally obtained indicate Poisson-like behavior.
Two related questions arise. What biochemical factors in gene
expression potentially contribute to the Fano factor? How do
they aﬀect the Fano factor?
The previous study based on the classical model showed that
the Fano factor of gene expression is determined only by trans-
lation eﬃciency, mRNA decay rate, and protein decay rate
[12]. We note that the classical model was rather simple, miss-
ing potentially important biochemical events, such as pro-
moter clearance, ribosome binding site (RBS) clearance, RBS
mature, RNA polymerase release, and ribosome release. For
a detailed model including all these events, it is time-consum-
ing to carry out stochastic simulations to track molecular
events since the model traditionally must include detailed tran-
scription and translation elongation processes which may in-
volve hundreds and thousands of reactions. Recently, delay
stochastic simulation algorithms have been developing rapidly
[14–17]. The basic idea behind delayed reactions is to reduce
the multi-step process to a single delayed process, concentrat-
ing on the input and output events of the process only. These
delay modeling techniques have been shown to be useful in
studying genetic dynamics at the molecular level [18–21]. Using
this technique, we can eﬃciently perform stochastic simula-
tions for a single-gene expression model containing all the
events mentioned above. This model features two delayed reac-
tions, each modeling a multi-step biochemical polymerization
process catalyzed by processive enzymes, i.e., transcription
by RNA polymerases and translation by ribosomes. All the
simulations in this study are carried out by using the general
delay stochastic simulation algorithm [16] which can handleblished by Elsevier B.V. All rights reserved.
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SGNSim, has been built based on this algorithm for studying
complicated genetic regulatory networks [22].
We have performed numerical simulations based on the ki-
netic parameters for Escherichia coli. We examined gene
length, RNA polymerase-promoter binding rate, promoter
clearance time, ribosome-RBS binding rate, RBS clearance
time, mRNA decay rate, and protein decay rate, which we
think are biochemically signiﬁcant factors in gene expression.
Our extensive numerical experiments clearly show the linear
scaling behavior between the protein variance and mean and
also indicate how each of those factors aﬀects the Fano factor.
We note that the classical model is a simpliﬁed version of our
model. Those results obtained from the classical model are
only in qualitative agreement with ours. They lack some
important features. For example, the Fano factor of gene
expression is also determined by transcription eﬃciency. This
is due to the introduction of the promoter clearance event into
our model. In addition, the classical model presented mainly
steady-state results. We focus on non-equilibrium gene expres-
sion cases. This is because many biologically interesting sys-
tems are out of equilibrium. Considering cell divisions,
Swain et al. showed that the protein number tends not to a
steady state, but rather to a limit cycle [4].
One of the major diﬀerences in gene expression between pro-
karyotes and eukaryotes is that transcription and translation
are coupled in the former while they are separated in the later.
This diﬀerence causes a longer time lag for the ribosome bind-
ing site to mature after the initiation of a transcript in eukary-
otes than in prokaryotes. We ﬁnd that this diﬀerence does not
change much the stochastic kinetics of gene expression. Thus,
the diﬀerence in stochasticity between prokaryotic and eukary-promoter
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2.1. The single-gene expression model
Gene expression proceeds through two main phases: transcription
and translation. RNA polymerases (RNAPs) and ribosomes are key
machineries involved. They are both processive enzymes which nor-
mally experience a series of steps, such as binding to, walking along,
and releasing a template chain molecule, when generating a molecule
like mRNA or a peptide (P). A cartoon of gene expression is illustrated
in Fig. 1. The process of processive enzymes walking along the chain
molecule is called elongation, which involves a set of reactions repeated
hundreds and thousands of times depending on the length of the gene
being expressed. The simulation process is quite time-consuming if all
of these repeated reactions are included in the model. Roussel and Zhu
[16] found that in most cases the stochastic kinetics of the detailed
model could be reproduced by a reduced model which uses only the
times that were consumed in elongation instead of the repeated reac-
tions involved in elongation. Therefore, we use the following two de-
layed reactions to model transcription and translation,
RNAPðtÞ þ ProðtÞ!k1 Proðt þ s1Þ þRBSðt þ s2Þ þRNAPðt þ s3Þ; ð1Þ
RibosomeðtÞ þRBSðtÞ!k2 RBSðt þ s4Þ þRibosomeðt þ s5Þ þ Pðt þ s5Þ;
ð2Þ
where Pro denotes the promoter region of the gene and RBS the ribo-
some binding site of mRNA. A time delay later, the corresponding spe-
cies on the product side appears. For example, Pro(t + s1) means that
the promoter is free again at t + s1 after it binds to an RNAP at t;
RBS(t + s2) means that a ribosome binding site is produced at t + s2
after the RNAP-Pro binding event. We ﬁrst use ﬁxed delays in the
model, and then explore the eﬀects of ﬂuctuations of s1, s2, and s4,
which are drawn from normal distributions. See the Supplementary
material for a detailed description of the model.terminator
DNA
(4)tein 
)(RNAP)(RBS 32 ττ ++++ tt
)(P)(Ribosome) 554 τττ +++++ ttt
cay
Pro
ction model used in this work. Prokaryotic gene expression proceeds
ion (2)), which employs two processive enzymes, RNA polymerases
s binding to, walking along, and releasing a template chain molecule,
reactions (1) and (2) are introduced to simplify the model, focusing on
) is cleared at t + s1 after it binds to an RNAP at t. Reaction (3) denotes
cess. Reactions (5) and (6) mimic the inhibition and reactivation of the
e six reaction events.
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protein decay processes to build a complete single-gene expression
model. We assume that the decay of mRNA denotes the fact that
the RBS loses its ability to bind to ribosomes through the following
degradation process of the RBS,
RBS!k4 decay: ð3Þ
The degradation of proteins is also modeled as a unimolecular reaction
P!k5 decay: ð4Þ
Note that peptides always experience a post-translational process to
form functional protein molecules, but we omit this process. We just
consider a peptide as a protein. See the Supplementary material for
explanation.
2.2. Designing the numerical experiments
We design our virtual single-cell experiments as follows. In each
experiment, a population of 1000 identical cells simultaneously start
to express the same gene in the same environment. Each cell is moni-
tored to track the number of protein molecules produced. The number
is recorded every 25 s for 5000 s (about 83 min). Cell growth and divi-
sion are not considered here. All the simulations are performed by
using the generalized delay stochastic simulation algorithm [16]. Some
other versions of the delay algorithm have also been proposed
[14,15,17]. But, they cannot handle multiple delays as shown in reac-
tions (1) and (2).
Initially, there are 50 RNAPs and 1000 ribosomes in each cell. These
settings give the average number of available RNAPs after a transient
in the simulations ranges from 30 to 50, which is the order of magni-
tude observed in experiments [24]. The other kinetic parameters used
in the model are listed in Table S1 in the Supplementary material. Note
that all these parameters were estimated for E. coli. Refer to Ref. [16]
for details. Since the number of expressed protein molecules is re-
corded at a certain time for each cell, we have 1000 protein numbers
for each single time point. We then use the 1000 protein numbers to
calculate the protein mean, Æpæ, and the corresponding variance, r2,
at each time point. Using case 1 as a reference, we perform 11 other
experiments (cases 2–12). Each of them is diﬀerent from case 1 by only
one dynamical parameter which is indicated in Table 1. Note that in
case 1 the protein decay rate is set to 0. This is because the protein
number increases stably rather than reaching a steady state in a cell cy-
cle since the time scales associated with mRNA degradation is usually
much shorter than the protein decay rate or the cell cycle time [4]. Our
numerical experiments are designed to catch this important feature.
The evolution of Æpæ versus time for each case is plotted in Fig. 2a;
the plot of r2 against Æpæ is given in Fig. 2b. As shown in Fig. 2b, r2
is approximately proportional to Æpæ in each case. Then, we use the lin-
ear ﬁtting method to get the slope for each curve in Fig. 2a and b. The
obtained slopes, i.e., the protein production rates in Fig. 2a and the ra-
tios (denoted by C, the Fano factor), of r2 to Æpæ in Fig. 2b, are sum-Table 1
Twelve single-gene expression cases
Case n (nt),
gene
length
k1 (s
1),
promoter
binding
k2 (s
1),
RBS binding
k3 (s
1),
RNA decay
k4 (s
1),
protein
decay
1 500 0.5 0.001 0.01 0
2 1000
3 0.001
4 0.0001
5 0.1
6 0.001
7
8
9
10
11
12
Case 1 is the reference case. Each of the other cases is diﬀerent from case 1 by
used in the model are listed in Table S1 in the Supplementary material. ‘‘’’
from normal distributions with the following means and standard deviationmarized in Table 1. In this work, besides describing the relationship
between protein noise and mean levels, C is also used to measure
intrinsic noise strength.
In Section 3.2, we add to the model two reactions, reactions (5) and
(6), to mimic promoter inhibition (binding to a repressor) and reacti-
vation (dissociation of the repressor from the promoter). The default
values of k5 and k6 for the two reactions are set to 1 and 0.01 s
1,
respectively. k5 is the product of an association parameter for a repres-
sor binding to the promoter (assumed to be 0.01 s1 due to diﬀusion
limitation) and a repressor abundance number (assumed to be a con-
stant of 100). k6 is the dissociation probability rate constant. Its value
of 0.01 s1 means that the dissociation events statistically happen once
every 100 s.3. Results
3.1. Single-gene expression
We used the single-gene expression model, reactions (1)–(4),
to perform 12 numerical experiments. Comparing case 1 with
cases 2–12, we make the following interesting observations.
The longer gene case 2 has a smaller protein production rate,
which is due to the smaller numbers of free RNAPs and ribo-
somes than those in case 1. Moreover, the longer the gene, the
smaller is C. It seems that a smaller protein production rate
corresponds to a smaller C. But, decreasing the RNAP-pro-
moter binding rate probability (case 3) makes the protein pro-
duction rate drop, and increases C dramatically.
Since the model has a two-step initiation mechanism,
decreasing the RNAP-promoter binding frequency can also
be realized by increasing the promoter clearance time (case
7). As expected, case 7 has the same eﬀects as case 3. Interest-
ingly, the corresponding ﬁndings with respect to translational
initiation frequency are the opposite. Either decreasing the
ribosome-RBS binding rate probability (case 4) or increasing
the RBS clearance time (case 11) would decrease both the pro-
tein production rate and C. Increasing either the mRNA decay
rate (case 5) or the protein decay rate (case 6) makes C de-
crease. It should be noted that the former would also cause
the decrease of the protein production rate, while the latter
would not. Increasing the RBS mature time (case 9) does not
strongly aﬀect the stochastic kinetics of protein production.
This ﬁnding indicates that the longer RBS mature times in
eukaryotes do not contribute much to intrinsic noise. Addi-s1 (s),
promoter
clearance
s2 (s),
RBS
mature
s4 (s), RBS
clearance
Protein
production
rate (s1)
C = r2/Æpæ
2 5 3 26.5 15.4
19.4 6.8
4.1 147.9
4.5 8.9
4.5 9.2
26.5 7.6
60 1.6 91.0
60 1.6 98.1
22 26.5 17.0
22 26.5 18.5
60 9.4 1.4
60 9.4 1.4
one parameter value which is indicated in the table. Other parameters
means that ﬂuctuating delays are used, where s1,s2, and s3 are drawn
s: s1 = 60 ± 60/3 s, s2 = 22 ± 22/3 s, and s4 = 60 ± 60/3 s.
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Fig. 2. Protein synthesis dynamics of the single-gene expression model.
Based on reactions (1)–(4) in Fig. 1, 12 numerical experiments with
diﬀerent sets of parameters are carried out. Case 1 is a reference; each
of cases 2–12 is diﬀerent from case 1 by one dynamical parameter
which is indicated in Table 1. Compared to case1, case 2 has a longer
gene, case 3 has a slower RNAP-promoter binding rate, case 4 has a
slower ribosome-RBS binding rate, case 5 has a larger RBS decay rate,
case 6 has protein decay, case 7 has a larger promoter clearance time
delay (ﬁxed), case 8 has a larger promoter clearance time delay
(ﬂuctuating), case 9 has a larger RBS mature time delay (ﬁxed), case 10
has a larger RBS mature time delay (ﬂuctuating), case 11 has a larger
RBS clearance time delay (ﬁxed), and case 12 has a larger RBS
clearance time delay (ﬂuctuating). For each case, 1000 runs are
performed to collect the protein mean, Æpæ, and the variance, r2. (a)
The evolution of Æpæ versus time for each case. (b) r2 against Æpæ for
each case.
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Fig. 3. Protein synthesis dynamics of the single-gene expression under
the control of a repressed promoter. Based on reactions (1)–(6) in
Fig. 1, two more numerical experiments are performed. Diﬀerent from
case 1, case 13 has the inhibition and reactivation events of the
promoter. The only diﬀerence between cases 13 and 14 is that in case
14 both the inhibition and reactivation processes slow down. For each
case, 1000 runs are performed to collect the protein mean, Æpæ, and the
variance, r2. (a) The evolution of Æpæ versus time. (b) r2 against Æpæ.
Table 2
Two cases for the single-gene expression under the control of a
repressed promoter
Case k5 (s
1),
repressor
binding
k6 (s
1),
repressor
dissociating
Protein
production
rate (s1)
C = r2/Æpæ
13 1 0.01 11.7 1070
14 0.1 0.001 11.0 8943
2908 R. Zhu, D. Salahub / FEBS Letters 582 (2008) 2905–2910tionally, the ﬂuctuations of s1 (case 8), s2 (case 10), and s4 (case
12) also do not aﬀect much the stochastic kinetics.
3.2. Single-gene expression with promoter ﬂuctuations
While reactions (1)–(4) make a complete model of gene
expression, they miss at least one important regulatory mech-
anism. We need to model the inhibition and reactivation of the
promoter, i.e., promoter ﬂuctuations. A common mechanism
is that the state of the promoter is changed by a repressor,
causing the promoter to lose its ability to bind to RNA poly-
merases. We thus add to our above single-gene model the fol-
lowing two additional reactions,
Pro!k5 ProR; ð5Þ
ProR!k6 Pro: ð6ÞHere, Pro denotes the active state of promoter and ProR (Pro-
moter bound to a Repressor) denotes the inactive state of pro-
moter. The repressor is not explicitly included, since we assume
that the number of repressors is constant for simplicity. Note
that we use ‘‘active’’ and ‘‘inactive’’ here, which is associated
with the behavior of the repressor. They are diﬀerent from
the ‘‘on’’ and ‘‘oﬀ’’ used in the two-step initiation mechanism
of reaction (1) to describe the promoter state associated with
the behavior of RNAP.
We design two other experiments with the updated model
(reactions (1)–(6)). The simulation results are shown in Fig. 3
and the statistics are given in Table 2. In experiment no. 13
R. Zhu, D. Salahub / FEBS Letters 582 (2008) 2905–2910 2909(case 13), we have k5 = 1 s
1 and k6 = 0.01 s
1. This setting
makes the protein production rate drop from 26 in case 1 to
11. Amazingly, however, C dramatically increases from 15 in
case 1 to 1078 in case 13. In experiment no. 14 (case 14), we
set k5 = 0.1 s
1 and k6 = 0.001 s
1. The protein production rate
almost remains as in case 13, but the value of C dramatically
increases to 8943. The only diﬀerence between the two new
experiments is that in case 14 both the inhibition and reactiva-
tion processes slow down compared with case 13. Therefore,
the contribution of the promoter ﬂuctuations depends on the
time scale of these reversible processes.4. Discussion
The linear scaling behavior between the variance and the
mean level of gene expression clearly shows in each case as
long as the mean level is over a threshold (Figs. 2b and 3b).
For each case, there exist a ﬁxed protein production rate and
a ﬁxed Fano factor, which is the slope obtained above in Figs.
2b and 3b. To have a clear view of how these two important
quantities vary with each of the nine factors, their qualitative
relationships are summarized in Table 3. Note that in Table
3, we use the protein abundance mean (recorded at the last
time point) instead of the protein production rate for a conve-
nient comparison.
It is worth noting that the analysis of the classical non-delay
model of single-gene expression [12,25] gave the analytical lin-
ear scaling relationship, r2 = CÆpæ. The Fano factor, C, is
determined by 1 + kP/(cP + cR), where kP is the translation rate
constant, and cP and cR are the decay rate constants for pro-
tein and mRNA, respectively. We note that if setting all the de-
lays in our single-gene model, reactions (1)–(4), to zero and
assuming that the numbers of RNAP and ribosome are con-
stant, we just get the classical model. Therefore, the classical
model is a simpliﬁed version of our model. The results from
the classical model agree qualitatively with ours: increasing
the translation rate or decreasing either the protein or mRNA
decay rate will increase the Fano factor. Our model also shows
that transcription eﬃciency (related to promoter binding rate
constant k1 and promoter clearance time s1) strongly aﬀects
the Fano factor (cases 3, 7, 8). This important feature which
is lost in the classical model is due to the absence of the pro-
moter clearance event. We performed a comparison study be-Table 3
The qualitative relationship between protein abundance mean and
protein intrinsic noise strength (C) in terms of the studied biochemical
factors, obtained from the single-gene stochastic model
If biochemical factor Then abundance
mean
And expression
noise (C)
Gene length › ﬂ ﬂ
Promoter binding rate › › ﬂ
RBS binding rate › › ›
mRNA decay rate › ﬂ ﬂ
Protein decay rate › ﬂ ﬂ
Promoter clearance time › ﬂ ›
RBS mature time ›  
RBS clearance time › ﬂ ﬂ
Repression is on ﬂ ››
And both binding and
dissociating frequencies ﬂ
 compared to
the above case
›››
‘‘›’’ denotes ‘‘rise’’, ‘‘ﬂ’’ denotes ‘‘drop’’, and ‘‘’’ denotes ‘‘remain’’.tween two cases with and without the promoter clearance
event. We ﬁnd that the promoter clearance event weakens
the intrinsic noise strength. The same ﬁnding applies to the
RBS clearance event. See the Supplementary material for de-
tails. Therefore, the analytical result obtained from the classi-
cal model must be used with care. For our case 6, the Fano
factor equals 7.6; based on the classical model, the Fano
factor for this case should be about 24 (kP = [(1000 ·
0.001 s1)1 + 3 s]1, cP = 0.001 s
1, and cR = 0.01 s
1). Our
Fano factor is much smaller than the analytical result from
the classical model due to the two clearance events.
In the line of transcription from the activated promoter to
the birth of a nascent mRNA to the maturing of an RBS to
the death of the RBS, we know that the promoter active period
determines the time range of the mRNA burst and that the
RBS life period determines the time range of the protein burst.
We thus infer that it is the frequency of promoter activation
and the period of the promoter being active that mainly con-
tribute to intrinsic noise in the transcription process. Decreas-
ing the frequency and at the same time increasing the period
will increase intrinsic noise greatly. The RBS/mRNA birth ini-
tiation frequency and the RBS life period also contribute to
intrinsic noise, but less than the promoter does. For the cases
studied here there is only one gene, while there could be more
than one mRNA. This is why promoter ﬂuctuations contribute
to intrinsic noise much more than mRNA ﬂuctuations do. As
for the RBS mature time, it only postpones the maturing of the
RBS but does not change the RBS life period; the RBS matur-
ing process thus contributes little to intrinsic noise. The above
ﬁndings indicate that at the transcriptional level it is the slow
processes, such as slow promoter inhibition, slow promoter
activation, slow mRNA birth initiation, and slow mRNA de-
cay that mainly contribute to intrinsic noise.
At the translational level, we found that either decreasing the
ribosome-RBS binding frequency (protein birth initiation) or
increasing the protein decay rate would decrease intrinsic
noise. Both of these two ﬁndings are associated with a drop
of the protein production rate. Therefore, we conclude that
it is the protein production rate that ﬁnally contributes to
intrinsic noise. Increasing the former makes the latter rise.
These contributions are much smaller than those from tran-
scription. We also examined the eﬀects of the ﬂuctuations of
three delays in the model: the promoter clearance time, RBS
mature time, and RBS clearance time. The ﬂuctuations of
the promoter clearance time, which is involved in transcrip-
tion, have the strongest eﬀect of increasing intrinsic noise;
the ﬂuctuations of the RBS clearance time, which is involved
in translation, have little eﬀect on intrinsic noise; the ﬂuctua-
tions of the RBS mature time, which links transcription to
translation, have an intermediate eﬀect of increasing intrinsic
noise. Our above results on transcription and translation initi-
ation frequencies are in agreement with those obtained from a
non-delay detailed single-gene expression model [26]: The low
level of gene expression can be obtained either from the low
frequency of transcription initiation or from the low frequency
of translation initiation. Larger ﬂuctuations arise in the former
than in the latter. Our results also highlight the importance of
considering promoter regulation when analyzing genetic regu-
latory networks [27].
The use of delays involved in transcription and translation
has been proved to be necessary in gene network studies
[14,28,29]. Those time delays are diﬀerent from the time delays
2910 R. Zhu, D. Salahub / FEBS Letters 582 (2008) 2905–2910used in this study in that they only concern the whole tran-
scription and translation elongation processes. For the sin-
gle-gene expression case studied here, we further divide the
elongation processes into several events by introducing the cor-
responding time delays. In principle, introducing a time delay
means to bring a new event into a dynamical system. This
makes the model system become more detailed on one hand,
and the corresponding analytical results get more diﬃcult to
access on the other hand. The good thing is that the delay sto-
chastic simulation techniques make it possible to study this
kind of detailed model systems by doing numerical experi-
ments. Simpliﬁed models could make us understand basic prin-
ciples by analytical results; detailed models could guide us in a
more practical way by numerical experiments. These two the-
oretical strategies will continue to complement each other to
help us understand the world of genes.
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