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QUELQUES REMARQUES SUR LES VARIE´TE´S, FONCTIONS DE GREEN ET
FORMULE DE STOKES.
SAMY SKANDER BAHOURA
RE´SUME´. On donne quelques remarques sur les surfaces K3, projectifs complexe, re´els, le Tore,
la topologie des surfaces re´elles de dimension 2, la fonction distance au bord, l’orientabilite´ des
boules geodesiques, traces de Sobolev et fonctions de Green et un The´ore`me de Dualite´, la me-
trique induite sur un ouvert Lipschitzien, les coordonne´es geodesiques polaires et la formule de
Gauss-Bonnet et sur le The´ore`me de la masse positive en dimension 3 et dans le cas conforme´ment
plat.
1. QUELQUES REMARQUES :
1) Sur les mesures de Haussdorf et la formule dintegration par parties ( Pourquoi la version
Fusco est equivalente a celle de Necas?) : Hn−1(∂Ω) < +∞ alors la mesure Hn−1|∂Ω est une
mesure de Radon, donc reguliere.
SoitA ⊂ ∂Ω,Hn−1|∂Ω mesurable, comme la mesure est une mesure de Radon, elle est reguliere :
∀ ǫ > 0 ∃Kǫ, Oǫ,Kǫ ⊂ A ⊂ Oǫ, H
n−1
|∂Ω (Oǫ −Kǫ) ≤ ǫ.
On a, Oǫ = Vǫ ∩ ∂Ω, avec Vǫ ouvert de R
n.
Dapres le Theoreme dUrysohn ;
∃ fǫ ∈ C
0(Rn,R+), 0 ≤ fǫ ≤ 1, fǫ ≡ 1, sur Kǫ, suppfǫ ⊂ Vǫ,
Soient ν1, ν2 les normales (interieures) dans la formulation de Fusco et Necas :
Ω est un ouvert Lipschitzien, on ecrit la formule d’integration par parties, dans les deux for-
mulation, la mesure sur le bord est la mesure de Haussdorf Hn−1|∂Ω , ceci est du a la formule de
l’aire appliquee localement dans des cartes. De plus par Fusco le bord reduit est egal au bord
usuel et |DχΩ| = H
n−1
|∂Ω :∫
Ω
divϕ = −
∫
∂Ω
ϕν1dH
n−1 = −
∫
∂Ω
ϕν2dH
n−1, ∀ ϕ ∈ C1c (R
n,Rn),
Avec ν1, ν2 ∈ L
∞(∂Ω).
Donc, ∫
∂Ω
ϕ(ν1 − ν2)dH
n−1 = 0, ∀ ϕ ∈ C1c ,
Comme C1c est dense dans C
0
c , la formule precedente est vraie pour ϕ ∈ C
0
c
On applique cette formule a fǫ, on obtient pour tout mesurable A :∫
A
(ν1 − ν2)dH
n−1 = O(ǫ)→ 0,
Donc,
ν1 = ν2, H
n−1
|∂Ω , p.p
Ce qu’on a montre´ cest que la normale explicite de la formulation Necas est egale a la normale
theorique de la formulation de Fusco.
Dans la formulation de Fusco, la normale est obtenue comme ”blow-up” autour d’un point du
bord, cela revient a` prendre la normale a` la tangente au bord, par des cartes Lipschitziennes, on
voit par ce proce´de´ ”blow-up”, que la normale exterieure est la normale exterieure usuelle. (Car,
l’espace tangent ”a` la mesure”(”blow-up”) est l’espace tangent usuel).
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La formule d’integration par parties est bien connues. Pour sa preuve, voir les livres de Fusco
(bords avec singularite´s par recouvrement et suite de compacts Kn → ∂Ω − {x1, x2, . . . xk}
dans le cas ou` il n’y a qu’un nombre fini de points singuliers), Necas et Aze´.
La formule d’integration par parties sur un domaine singulier en un nombre fini de points en
dimension 2 (par exemple) :
La formule est locale, on considereB(xj , 1/n) avec xj un point singulier du bord. La formule
est locale, par un recouverement et une partition de l’unite´ on ecrit que (voir le Aze´, dans chaque
partie du recouvrement) : ∫
Ω
div((1− αn)u)dx =
∫
∂Ω
(1− αn)udσ,
avecαn une fonction reguliere et a` support compact dansB(xj , 1/n),αn ≡ 1 dansB(xj , 1/2n).
Avec le fait, |∇αn| ≤ Cn et µL(B(xj , 1/n)) ≤ C/n
2 etH1({xj}) = 0, la mesure de Hausdorff
1-dimensionnelle (ici, on l’a fait pour le point xj ). Puis on fait tendre n → +∞. On obtient la
formule de Stokes ou Green-Riemann pour un domaine contenant un nombre fini de singularite´s
au bord.
2) Pourquoi quand on a u ∈ W 1,p ∩ C0(Ω¯), tr(u) = u? on utilise Necas et Brezis :
On a :
Ω est un ouvert Lipschitzien⇒ cartes Lipschitziennes⇒ un operateur de ProlongementPu ∈
C0c (R
n) ∩ W 1,p(Rn), d’apres la consturction de loperateur de Prolongement dans des cartes,
Pu|Ω¯ = u et, χn(ρn ∗ Pu) → Pu dans C
0
K(R
n) et dans W 1,p ou` K est un compact de Rn,
donc :
||Tr(χn(ρn ∗ Pu))− Tr(u)||Lp(∂Ω) → 0,
Et,
||Tr(χn(ρn ∗ Pu))− u||C0(∂Ω) → 0,
Dou`,
Tr(u) = u, Hn−1|∂Ω p.p,
Remarque : Par la formulation de Fusco,
Tr(u) = uΩ = lim
ρ→0
∫
Bρ(x)
u(y)dy
|Bρ(x)|
on voit que si u ∈ C0(Ω¯), Tr(u) = u.
3) Pourquoi W 1,10 = {u ∈ W
1,1, tr(u) = 0} avec Ω ouvert Lipschitzien. Voir le livre de
Necas. On raisonne par rapport aux suites (∃ ui ∈ C
∞(Rn), ui → u ∈ W
1,p(Ω) pour les traces
et la restrictions a des sous ensembles d’ouverts Lipschitzien)).
a) On considere u˜ = u× 1Ω ∈ W
1,1(Rn) par integration par parties et formule de Stokes.
b) Par des cartes et on multipliant par une fonction test a support compact, localement u˜ ∈
W 1,1(Q) avec Q un n-cube ”au dela” du bord et nulle avant d’atteindre les cotes du bord qui
sont interieurs.
On considere alors u˜λ, ”la translate´e” de u˜ suivant la direction normale au bord. le support de
u˜λ est compact et strictement a´ l’interieur du domaine.
On a : (on applique ces ide´es a` un cube infini dans la direction normale au bord image (locale)
de ∂Ω, puis on se restreint au n-cube de depart. Sur les bords, la restriction de l’homeorphisme
Lipschitzien envoie les traces sur les traces par la formule de l’aire ou coaire. (par convergence
de suites sur des ouverts Lipschitziens).).
u˜λ ∈W
1,1(Q−λ) avec,
∇(u˜λ) = (∇u˜)λ.
puis en utilisant des fonctions tests dans Q on obtient :
u˜λ ∈W
1,1(Q) pour λ assez petit.
Le support de u˜λ est strictement dans Q, on obtient alors, u˜λ ∈W
1,1
0 (Q).
Par un theoreme de la moyenne (voir Necas, u˜ s’annule en dehors de Q), on obtient u˜λ → u˜
dansW 1,1. Donc, u˜ ∈W 1,10 et u ∈ W
1,1
0 .
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4) Soit (M, g) une variete riemannienne et soit Br(x) une boule geodesique tres petite, telle
que l’exponentielle realise un diffeomorphisme sur la boule de Rn : pourquoi, la normale exte-
rieure ν = ∂r ?
On a : l’image de la base canonique par l’exponentielle est la base canonique :
d(expx)(∂i) = ∂˜i, on identifie les 1-formes dxi et dx˜i.
Soit B0 la base canonique de Rn et B˜0 la base {∂˜1, ..., ∂˜n} la base canonique de la boule
geodesiqueBr(x), alors d(expx)(B
0) = B˜0.
La base B0,r = {∂0,r, ∂θ1 , ..., ∂θn−1} est directe, donc detB0(B0,r) > 0.
Soit B˜r = {d(expx)(∂0,r), ∂˜θ1 = d(expx)(∂θ1), ..., ∂˜θn−1 = d(expx)(∂θn−1)}, alors :
detB˜0(B˜r) = [det : Br → B0,r]o[det : B0,r → Br, qui est directe ]o[det : Br → B˜0,r] >
0
La premiere est d(expx)
−1 et la derniere d(expx) le determinant selimine, il reste celui de
B0,r vers B
0 qui est direct.
Donc la base B˜r est directe par rapport a la base B˜
0.
next est definit precisement comme cela tel que (next, ∂˜θ1 , ..., ∂˜θn−1) est directe par rapport a
B˜0.
On peut utiliser la formulation de S. Lang :
Soient ωθ et Ω les formes volumes sur la sphere Sr(x) et la boule Br(x) next est tel que son
dual n∗ext verifie :
n∗ext ∧ ωθ = Ω,
Cest-a-dire que a` des constantes multiplicatives pres (determinant des metriques)) :
n∗ext ∧ dθ˜1 ∧ ... ∧ dθ˜n−1 = dx˜1 ∧ ... ∧ dx˜n
cela veut dire que :
Ω(next, ∂˜θ1 , ..., ∂˜θn−1) > 0
c’est a dire que la base {next, ∂˜θ1 , ..., ∂˜θn−1} est directe par rapport a la base {∂˜1, ..., ∂˜n} et
donc next = ∂r.
Voir aussi le livre de Gallot-Hulin-Lafontaine ou` la normale exterieure est definie par le produit
interieur. (Par rapport a` la base du bord et l’element de volume du bord) On a le meme resultat.
Par sa construction, la boule geodesique est orientable et oriente´e. En chaque point, l’expo-
nentielle conserve l’orientation et induit une orientation par raport a` la carte (Ω, ϕ) a` partir de
laquelle elle construite. Par un argument de recouvrement, si on raisonne sur un compact K en
utilisant l’exopentielle et cette proprie´te´ d’orientabilite´ des boules geodesiques via l’exponen-
tielle, il faudera suppose´ la varie´te´ orientable.
5) Dans la construction de la fonction de Green pour un operateur coercif ∆+ a voir le livre
d’Aubin et le monograph de Frederic Robert, on utilise le produit de convolution et le fait que
les traces des fonctions sont nulles jusqu’a` l’etape :
−∆Vx + aVx = 0, dansM,Vx = −Gx, sur ∂M,
Alors la fonction Gx ∈ C
1,θ ∩ W 2,p(M − {x}), car la parmetrix Hx verifie au sens C
2
0
(Agmon),
−∆distHx = δx −∆yHx ∈ L
∞(M − {x})
Les Γi verifient cette proprite´, elles sont nulles au bord car leur support est dansB(m, δm/2) et
le rayon dinjectivite´= δm ≤ d(m, ∂Ω). Puis on utlise des cartes pour se ramener au demi-espace
et utiliser les estimations de Agmon-Douglis-Nirenberg.
On peut aussi, utiliser Gx dans lequation et utiliser les Theoremes de Gilbarg-Trudinger :
∆(Vx − ηGx) + a(Vx − ηGx) = −∆(ηGx) + a(ηGx) ∈ L
p, et (Vx − ηGx) = 0, sur ∂M,
Avec η une fonction cutoff egale a 1 dans un voisinage de ∂M et 0 au voisinage de x ( nulle
au voisinage de la singularite´).
On obtient Vx − ηGx ∈ W
2,p(M) et comme ηGx ∈W
2,p(M), alors : Vx ∈ W
2,p(M).
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Remarques :
1) Dans la formulation variationelle on pour une solution u ∈ W 1,20 de :
−∆u+ au = f, et u = 0 sur ∂M,
Dans le monograph de Brezis-Marcus-Ponce (ils supposent les solutionsW 1,10 ), ils prouvent
que ces solutions sont au sens C20 (Agmon), d’ou` on peut prouver qu’elles sontW
2,p et qu’on a
les estimations a priori dansW 2,p d’Agmon ( me´thode des quotients differentiels) ou en sachant
qu’elles sontW 2,p qu’on a les estimations a priori par Calderon-Zygmund ecrits dans le Gilbarg-
Trudinger.
Dans le cas du Laplacien, la constante dans l’inegalite´ de Calderon-Zygmund, ne depend pas
de Ω ce qui fait qu’on peut par coninuite´ obtenir l’estimation W 2,p d’un operateur general a`
partir du Laplacien. On approche l’operateur par un operateur constant.
2) Les estimations d’Agmon-Douglis-Nirenberg, dans ce cas sont base´es (sur de l’intergartion
par parties, par rapport a la variable t > 0) et sur les integrales singulieres de Calderon-Zygmund.
C’est une autre preuve par le potentiel du demi-espace.
Par exemple :
En effet, on considere le probleme suivant :
−Lu = 0, u = ϕ sur ∂Ω
On peut supposer L le Laplacien euclidien, le cas general se ramene au cas constant (voir
Gilbarg-Trudinger, par continuite´ on approche l’operateur general par un operateur constant).
Dememe pour Agmon-Douglis-Nirenebrg, ils considerent des operateurs a coefficients constants,
et dans le cas du Laplacien, la constante dans linegalite´ obtenue ne depend pas de Ω ce qui fait
qu’on peut par coninuite´ obtenir l’estimationW 2,p d’un operateur general a` partir du Laplacien.
On approche l’operateur par un operateur constant.
Par exemple on ecrit a` l’ordre 1 :
Il suffit, par des cartes, de consider le demi-espace et on utilise le noyau de Poisson P (x, t) =
t
(t2 + |x|2)(n+1)/2
.
On suppose que ϕ ∈ C2 ∩W 2,p. On ecrit :
∂s(P (x − y, t+ s)ϕ(y, s)) = ∂sPϕ+ P∂sϕ,
On intergre en y et s et on obtient (on utilise la representation integrale de u en fonction du
noyau de Poisson) :
u(x, t) =
∫
Rn
P (x− y, t)ϕ(y, 0)dy =
∫
P (x− y, t+ T )ϕ(y, T ) +
∫ ∫
∂tPϕ+
∫ ∫
P∂tϕ,
On a ∂tP ≡
1
|Q|n+1
,Q un point quelconque, et dim(Rn ×R) = n+1, on utilise l’integrale
singuliere de Calderon-Zygmund.
Pour ∂tu, ∂xu, on derive sous le signe
∫
et puis on integre par parties sur Rn. On obtient des
integrales du type,
∫ ∫
∂tP∂tϕ,
∫ ∫
∂tP∂xϕ, et
∫ ∫
∂xP∂tϕ
.
On elimine
∫
P (x− y, t+ T )ϕ(y, T ) par son estimation en c(T )→ 0 quand T → +∞.
On obtient des estimations du type :
||∂u||Lp ≤ C||ϕ||W 1,p ,
On refait la meme chose en derivant une deuxieme fois.
Comme dans le Gilbarg-Trudinger, on ecrit les solutions en fonction du potentiel du demi-
espace (voir chapitre 4 de Gilbarg-Trudinger). Dans le cas d’Agmon-Douglis-Nirenberg, ils
considerent le demi-espace.
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6) Sur le degre´ topologique et l’article de De Figueiredo-Lions-Nussbaum : ils utilisent la
definition du degre´ topologique de Leray-Schauder :
∃T0 ∈ R
+, deg[x − F (x, T0)BR2 , 0] = 0 cela veut dire qu’il n’y a pas de solution a cette
equation.
x− F (x, t) 6= 0, t ∈ R+, x ∈ ∂BR2 , cela veut dire quon peut utiliser l’homotopie :
deg[x− F (x, t), BR2 , 0] = deg[x− F (x, 0), BR2 , 0] = deg[x− F (x, T0), BR2 , 0] = 0,
t = 0, F (x, 0) = Φ(x) et par Nussbaum et la proprie´te´ d’excision et d’additivite´, on peut
de´composer le degre en 2, la condition est que Φ(x) 6= x sur ∂BR1 et Φ(x) = F (x, 0) 6= 0 sur
∂BR2 , alors :
0 = deg[x− Φ(x), BR2 , 0] = deg[x− Φ(x), BR1 , 0] + deg[x− Φ(x), {R1 < ||x|| < R2}, 0],
La derniere condition est celle de l’homotopie avec l’identite´ et le degre de l’identite´ est 1.
deg[x− βΦ(x), BR1 , 0] = deg[x− Φ(x), BR1 , 0] = deg[x,BR1 , 0] = 1,
Donc,
deg[x− Φ(x), {R1 < ||x|| < R2}, 0] = −1,
Dans leur exemple, De Figueiredo-Lions-Nussbaum,utilisent l’estimation integrale
∫
Ω f(u(x)+
t)dx ≤ C, C independante de t et les estimations a priori pour verifier que les conditions d’appli-
cations du degre´ topologique sont verifie´es, dans ce cas les t et les solutions sont uniforme´ment
borne´s.
Concernant l’article de Crandall-Rabinowitz, il traite du cas ou` en particulier on a un terme
nonlineaire du type exponentiel. Grace a` la condition de stabilite´ (ils prennent des fonctions
tests particulieres), ils prouvent que la masse et le volume ou energie, sont borne´es (jusqu’a la
dimension 10).
7) Sur les surfacesK3. Soit E un fiber bundle (fibre´ vectoriel) etM une varie´te´ Complexe de
metrique h.
Remarquons dabord que cette varite´te´ est orientable car les changements de cartes sont ho-
lomorphes donc le Jacobien re´el est le carre´ du Jacobien complexe, cest du a l’holomorphie,
comme en dimension 2 (equation de Cauchy-Riemann).
Pour ce fibre bundle E, il existe une unique connexion compatible avec l’holomorphie et la
metrique, c’est l’analogue complexe de la connexion de Levi-Cevita :
π0,1∇ = ∂¯
et,
∇h = 0
C’est la connexion hermitienne ou connexion de Chern, semblable a la connexion de Levi-
Cevita dans le cas Riemannien.
Des qu’on a une connexion, une derivee covariante, on a la courbure, on derive 2 fois, comme
dans le cas Riemannien, on a la courbure et donc la courbure de Ricci et la classe de Chern , cest
la classe de Ricci.
Connexion de Chern⇒ symboles de Christofels⇒ Connexion form, ω,⇒ Curvature form,
Dans le cas E = ∧2T ∗(M) les 2-formes alternees :
ω = ωidx
i⊗ (dxj ∧dxk), car ici,ce qui joue le role de champs de vecteurs (pour la connexion
de Levi-Cevita), c’est les sections sur E (les vecteurs de base sont les 2-formes alternees), les
champs de 2-formes aleternees,
dω = Ωijdx
i∧dxj⊗dxl∧dxm,des qu’on de´rive encore deuxieme fois on obtient la courbure.
Dans le cas des surfacesK3, E = ∧2T ∗(M) = 0, 2 formes alternees :
Si E = 0, la connexion nulle convient pour la derivation sur E or la connexion de Chern est
unique dou∇ ≡ 0. Donc, il ny a pas de courbure do la classe de Chern est nulle, c1 = 0.
Les groupes de cohomologies sont connues :
faire attention :
1) ici, c’est les coherent sheaves sur les varietes complexe, il faut prendre la dimension com-
plexe 2 et non reelle pour les groupes de Cohomologie du Sheaf et pour la dualite de Serre, cela
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va de 0 a` 2, par contre pour les nombres de Betti et la theorie de Hodge, on prend la dimen-
sion reelle 4, avec la conventionHr =
∑
{p+q=r,0≤p,q≤2}H
p,q, p, q varient selon la dimension
complexe, quand on inverse p et q on a par la conjuguaison complexe , la meme dimension.
2) Par la cohomologie et dualite´ de Dolbeault,H0,1 est isomorphe a` la cohomologie de Cech
H1(S = K3,Ω0) = H1(S = K3, OS) car les 0-formes sont les fonctions et on prend la
cohomologie dans le faisceau de fonctions OS et par definition H
1(S,OS) = 0 d’ou h
0,1 =
dimH0,1 = dimH1(S,OS) = 0). On voit que les groupes de cohomologie de sheaf (faisceau)
sont des donne´es et par la dualite´ de Serre (dimension complexe) ,on les connait tous, il n’y a
que le premier et le dernier, dou` la carcateristique Sheaf egale a 2.
De meme pour la cohomologie de Hodge (dimension reelle 4) on les connait tous ainsi que les
nombres de Betti.
Le theoreme de Max Noether donneX = S = K3 :
χ(X,OX) = χ(S,OS) = 2 =
∫
c1 ∧ c1 +
∫
c2
12
, avec c1 la premiere classe de Chern et c2 la
deuxieme classe de Chern, definies dans le developpement de la courbure Ω
det(Ω− tI) = 1 + tr(Ω) + Ω ∧ ... = 1 + c1 + c2,
L’integrale
∫
c2 est le 2e`me nombre de Chern dans le cas d’une surface il est egale a la carac-
teristique d’Euler-Poincare´, dans le cas dune surfaceK3, cest donc χ(K3) =
∫
c2 = 24.
Ici, quand on contracte on elimine des termes du type dxj ∧ dxk et c2 est une quatre forme
(”forme volume”) car on a contracte une 8-forme.
Plus generalement, on definit les nombres de Chern comme :
∫
ck avec ck la k−ieme classe de
Chern.
Comme la surface K3 est de dimension 4 et de classe de Chern nul, il existe une metrique
d’Einstein-Kahler de constante 0, voir le livre d’Aubin. Donc, cette varie´te´ possede une metrique
d’Einstein de constante nulle, donc la courbure de Ricci est nulle et donc la courbure scalaire
aussi.
(Remarquons d’abord qu’avec (K3, h,∇) on a une structure hermitienne et par Siu, K3 est
Kahler, c’est a d ire que la structure Riemannienne (K3, g = Re(h),∇g) est compatible avec la
structure complexe, les connexions de Chern et Levi-Cevita coincident.
On sait que la classe de Chern est nulle et donc, il existe une metrique d’Einstein-Kahler de
constante 0).
On utilise la formule donnant la caracteristique d’Euleur-Poincare´ en fonction du tenseur de
Weyl et de la courbure de Ricci et Scalaire, pour enfin dire que le tenseur de Weyl est non nul.
0 6= χ(K3) ≡
∫
|Weyl|2 + (Riccig, Sg) =
∫
|Weyl|2
Donc, une surfaceK3 possede une metrique non-loclamment conformement plate.
a) Le Projectif complexe de dimension complexe n ≥ 2 est une variete Kahlerienne, c’est
dire qu’elle possede (3 structures) dont la Riemannienne et complexe, qui sont compatibles, les
connexions de Levi-Cevita et de Chern sont les memes, pour la metrique de Fubini-Study. Il est
d’Einstein et de courbure sectionelle non constante, donc non localement conformement plat. Il
est orientable.
Pourquoi la courbure sectionelle du projectif complexe de dimension n ≥ 2 est non-constante :
C’est ecrit dans le Gallot-Hulin-Lafontaine.
a) Ils utlisent l’equation des champs de Jacobi, pour determiner le tenseur de Riemann.
b) Ils utlisent la multiplication par le nombre complexe, i, la structure complexe, J . Et le fait
queHx sont les vecteurs orthogonaux a z et iz, z ∈ S
2n+1.
Ils utilisent la variationsH(t, s) et les champs de Jacobi.
La courbure sectionelle pour u, v est calcule´e a partir du champs de Jacobi, Y (s) = cossu +
sinsJv :
K(u, v) = 1 + 3sin2s.
qui n’est pas constante.
b) Le Projectif complexe de dimension complexe 1, est isometrique la sphere de dimension
2 reelle et donc de curbure sectionnelle constante. C’est une surface de Riemann reelle (donc
localement plate).
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Pourquoi, le Projectif complexe de dimension 2 est isometrique a` la sphere de dimension 2.
Voir le Gallot-Hulin-Lafontaine :
1-On utilise le quotient par un groupe de Lie. Comme le groupe de Lie agit proprement et
transitivement et..., cela veut dire qu’il existe une structure de varie´te´ sur le quotient S3/S1 telle
que l’application de passage au quotient soit une submersion.
2-Le fait qu’on ait une submersion, on utilise la definition, localment, on a des sous-varie´te´s, on
construit, par des cartes, une base du noyau et apres un proce´de´ d’orthogonalisation de Gramm-
Schmidt, on construit un supplementaire orthogonal. l’application de passage au quotient est
bijective sur ce supplementaire. ce qui permet de constuire localement un ”lift”.
3-On definit la metrique sur le quotient de telle maniere que l’application de passage au quo-
tient soit une isometrie, on la construit a partir du lift et par projection surHx.
(Remarque : soit p(x) = [x] l’application de passage au quotient et γ une isometrie, x =
γ−1oγ(x) ⇒ [x] = [γ(x)] ⇔ p(x) = poγ(x), ceci est important dans la consturction de
l’isometrie en prouvant que cela ne depend pas de point de la fibre).
On voit que pour le cas de S3 et P1(C) ≡ S3/S1, que la metrique du projectif est celle de la
3-sphere pour des vecteurs particuliers v, w, par exemple orthogonaux a` z et iz avec z ∈ S3. ( le
produit scalaire sur Hx est egal a celui pour l’espace tangent au quotient).
Par exemple si on prend z = (1, 0) = [(1, 0), (0, 0)] en notation complexe, les v, w sont de
la forme v = (0, v1), w = (0, w1). Puis en utlisant l’apllication H du Gallot-Hulin-Lafontaine
H(u, v) = (2uv¯, |u|2 − |v|2) et les chemeins u(t) = costz + sintv, w(t) = costz + sintw,
(on se ramene a` ce cas par une roation car la varie´te´ est invariante par U(n + 1), les rotations
complexes,(elle est construite a` partir de S2n+1), on a :
< H(u(t))′, H(v(t))′ >S2t=0=< v,w >S3=< v,w >P1(C) .
Cela veut dire que,
H∗(gS2) = gP1(C).
Remarque : Les revetements riemanniens, sont similaires, au lieu d’avoir une submersion, on
a un diffeomeorphisme local. Voir, le Gallot-Hulin-Lafontaine, pour la contruction du Tore et des
projectifs reels (leur metriques).
Dans le cas des revetements, puisqu’il y a un diffeomorphisme local, la courbure sectionelle
se conserve (voir le Hebey). On voit alors, dans la construction du projectif re´el et le Tore, que la
courbure sectionelle est constante, donc, elles sont conformement plates.
On a la meme chose avec les groupes de Lie et les espaces homogenes. On a une fibration
qui est une submersion et on construit une metrique G− invariante par le meme proce´de´ que
les submersions et les revetements. De plus, si par exemple, on considere Pn(C), les groupes
unitaires (les rotations comlexes) U(n+ 1) et SU(n+ 1) agissent transitivement et proprement
sur Pn(C) par l’intermediaire de la sphere S
2n+1.
1- Pn(C) est a` la fois identifiable a` U(n+ 1)/U(1)× U(n) et SU(n+ 1)/S(U(1)×U(n)).
De plus, comme on la vu dans le cas des submersions, pour connaitre la metrique de Pn(C), il
suffit de se placer sur la sphere S2n+1, car on prendHx l’orthogonal de z et iz, avec z ∈ S
2n+1.
Pour ce qui concerne les groupes de Lie, la formule donnant la metriqueG− invariante est egale
a` (C designe le produit scalaire dans C) :
< x|y >[e],Pn(C)=
∫
H1
< Adh1.x|Adh1.y >C dvH1
Or, dans l’espace des matrices, la derive de l’adjoint est connue et est egale, (on raisonne par
rapport aux chemins et en particulier de l’exponentielle) :
Adh1.x = AdG/Hh1.x = h
−1
1 .x.h1, Adh1.y = h
−1
1 .y.h1,
avec l’identification, x = [x] = u, [x] ∈ SU(n+ 1)/S(U(1)×U(n)) et x = u ∈ Hx ⊂ C ≡
Pn(C).
Car ici, G/H = Pn(C) et on prend le plan tangent et dans ce cas il faut prendre des vecteurs
deHx donc de S
2n+1, (raisonner par rapport a l’exponentielle et les chemins). (t→ exp(tx) est
un bon chemin et en plus quand on derive on a l’adjoint). (on se ramene au produit scalaire de
S2n+1.
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G = SU(n+ 1), H = Gm = S(U(1)× U(n)).
Remarque : La metrique sur G/H est definie de telle maniere que la correspondance : F :
[x] ∈ G/H → u ∈ Pn(C) soit une isometrie. (voir le livre de Gallot-Hulin-Lafontaine, sur
la correspondance via S2n+1 entre SU(n + 1)/S(U(1) × U(n)) en tant que groupe de Lie et
Pn(C) via S
2n+1. Donc, on retrouve le fait que les metriques sont proportionnelles. (Eux, ils
notent U(n+ 1)/U(1)× U(n)).
Gallot-Hulin-Lafontaine disent qu’on peut pendre ”any scalar product on Te(G/H). Comme
G/H s’identifie par F a` Pn(C), on choisit le produit scalaire tel que F soit une isometrie vers
le projectif complexe. Ce qui revient a` obtenir le produit scalaire du projectif complexe.
Finalement, on ecrit, puisque h¯t1h1 = 1 et (h¯
−1
1 )
th−11 = 1 :
< x|y >[e],Pn(C)=
∫
H1
< (h−11 .y.h1)
t|h−11 .x.h1 >C dvH1 =
=
∫
H1
< (h−11 )
t.yt.(h−11 )
t|h−11 .x.h1 >C dvH1 =
=
∫
H1
< yt|x >C dvH1 = µ < x|y >C,
avec, µ > 0 et x, y ∈ Hx, on reconnait le produit de deux vecteurs de S
2n+1 qui donne le
produit scalaire dans Pn(C).
Ce qui a e´te´ prouve´ est que la metrique G−invariante est egale a` la metrique usuelle du pro-
jectif complexe.
Pour savoir directement, que le projectif complexe est d’Einstein et de courbure sectionelle
non constante. Utiliser le livre de Kobayashi-Nomizu, tome 2, pour avoir l’expression de la me-
trique ou et le livre d’Aubin, pour avoir l’expression du tenseur de Ricci, et par les calculs,
directement, on prouve qu’il est d’Einstein. Pour a courbure sectionelle, voir aussi dans, le livre
de Kobayashi-Nomizu, K,K0, dans le chapitre Complex manifolds. Avec la metrique tire´e du
livre de Kobayashi-Nomizu, la courbure sectionelle holomorphe est constante, ce qui induit que
la courbure sectionelle Riemannienne est de la forme :
K(X,Y ) = (1 + 3(cosa)2)/4, a, l′angle de g(X, JY ).
Ici, par la fomulation de Gallot-Hulin-Lafontaine avec la phrase ”any scalar product”, on trans-
porte la metrique du projectif, pour avoir une structure d’espace homogene, une structure de plus
sur le projectif complexe par l’isometrie (par definition et choix) de SU(n+1)/S(U(1)×U(n)).
(On a une isometrie F entre la varie´te´ homoge`ne SU(n + 1)/S(U(1)× U(n)) et Pn(C), la
courbure de la vare´te´ homogee`ne est alors RiccioF (voir le Hebey), elle constante).
En tant que submersion :
Pour voir que la metrique de Pn(C) est celle de S
2n+1/S1, du Gallot-Hulin-Lafontaine, on
ecrit que la metrique ds du Kobayashi-Nomizu est a la fois invariante par ”rotation”, on se place
alors dans la carte de z = (1, 0, . . .0) avec la carte (ti) = (zi/z0)(1≤i≤n), on ecrit alors ds en
coordonne´es zi et la metrique en z est euclidienne sur les vecteurs de C
n = Hx, or la metrique
de S2n+1/S1 dans Hx est la metrique de S
2n+1 qui est la metrique euclidienne de Cn = Hx.
Donc la metrique ds, dite de Fubini-Study dans le Kobayashi-Nomizu est la metrique dite de
Fubini-Study dans le Gallot-Hulin-Lafontaine.
Remarque sur les espaces homoge`nes : Tout ce travail sur les groupes de Lie, sert en fait
pour les ensembles de matrices. Cette The´orie est construite pour les groupes matriciels, SU(n+
1), SO(n)... (pour ces cas particuliers, les varie´te´s sont de dimensions finies).
(Remarque sur les actions de groupes : le fait d’ecrire ., le point, dans l’action de groupe,
c’est une notation, pour dire que le groupe agit sur cet ensemble, comme c’est ecrit dans le
debut du chapitre sur les groupes de Lie dans le Dieudonne´, c’est une notation d’ecrire la
derivation, s · kx dans l’espace tangent Te(G), pour ecrire la composition de la derivation,
∂ψ/∂ξj(s, ξ1, . . . , ξn)kj . On voit bien par la formule de derivation de la composition, on a
s · (t · kx) remplace ∂ρi(s, ρ)∂
i
ξj
(t, . . .)
(Cette notation, (d’action de groupe, ·, le point), permet d’expliquer pourquoi l’espace tangent
Te(G/H) s’identifie a` Te(G)/Te(H) = G−/H−. Car en prenant des chemins, c : t → [g(t)]
dans G/H et en les derivant cela revient a` prendre l’action de la classe dans le quotient :
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dc(t)
dt = {
d(g(t).h)
dt · h, h ∈ H} = {g
′ · h, h ∈ H} = [g′].Te(H) = classe de g
′, car on derive
un chemin suivantH donc dans l’espace tangent a` H .)
Le paragraphe suivant, traite du cas du projectif complexe et l’exercice propose´ dans le Gallot-
Hulin-Lafontaine, on a vu comment la submersion construite permet d’identifierPn(C) et S
2n+1/S1,
on regarde aussi comment le projectif est vu comme un espace homogene en comparantS2n+1/S1
et SU(n+ 1)/S(U(1)× U(n)) :
(***Voir l’exercice sur le projectif complexe dans le Gallot-Hulin-Lafontaine, ici, aussi, on
utilise les chemins dans la determination des espaces tangents en e = In ou algebre de Lie, on
derive par exemple (In+H)(In+H
t) = In en prenant dH/dtt=0 = A, pourU(n), on voit alors
que A est antihermitienne. Pour SU(n), on derive le determinant en In on a de plus Tr(A) = 0
et l’application adjointe est l’application adjointe reellement, quand on calcule hxh−1 avec x =(
0 −v¯
v 0
)
; h =
(
λ 0
0 A
)
; h−1 = h¯t =
(
λ¯ 0
0 A¯
)
hxh−1 =
(
0 −λAv¯
λ¯Av 0
)
,
De plus pour voir que x ∈ Te(G)/Te(H) = G−/H− est de la forme precedente, on a Te(G)
est l’ensemble des matrices antihermitiennes de trace nulles etH = S(U(1)×U(n)), Te(H) est
l’ensemble des matrices antihermitinnes, comme on quotient par Te(H) on elimine les termes
centraux et x a la forme precedente. On voit alors que la condition d’irreductibilite´ isotope est
vraie ici, la definition est :∀λ, ∀A, ∀w ∈ W , λ¯Aw ∈W ⇒W = {0} ouW = G−/H−. Et aussi,
pour le produit scalaire dansCn desmatrices est invariant par l’adjoint,hxh−1, le produit scalaire
choisit fait reference a` la phrase du Gallot-Hulin-Lafontaine ”any scalar product”, ici c’est le plus
simple, celui des matrices. En outre, ici, si on considere la matrice de la courbure de Ricci, Ricci
c’est unematrice symetrique donc diagonalisable. Ici, pour le cas du projectif complexe, on prend
le produit scalaire (M1 ·M2) avec M1,M2 deux matrices de la forme hxh
−1 avec h, x, y trois
matrices comme ci-dessus, cela revient a` avoir le produit scalaire usuel < λ¯λv¯tA¯tAw >C=<
v|w >, car A ∈ U(n) et λ ∈ U(1), |λ| = 1.
On regarde alors si l’application F˜ du livre de Gallot-Hulin-Lafontaine est une isometrie avec
les bons produits scalaire (ce qu’on a dit au debut de ce point avec [x] ∈ G/H = SU(n +
1)/S(U(1)× U(n)) et u ∈ Pn(C) = S
2n+1/S1) :
Soit F˜ , l’application du livre de Gallot-Hulin-Lafontaine ; [x] → [˜x.m] = q(x.m), [x] ∈
G/H = SU(n+1)/S(U(1)×U(n)), [˜x.m] ∈ S2n+1/S1 et q : y → [˜y], l’application du passage
au quotient de S2n+1 → S2n+1/S1. F˜ est un diffeomorphisme. On prend alors m = z =
(1, 0, ..., 0) et on se place dans la carte de m, (tk) = (zk/z0), voir le Gallot-Hulin-Lafontaine
dans la construction de la metrique de Fubini-Study de S2n+1/S1.
Alors Tm(S
2n+1) = {(iη, ξ1, ..., ξn), η ∈ R, ξj ∈ C, 1 ≤ j ≤ n}. Si on prend t → x(t) un
chemin dans SU(n+1) alors x′(t) = dx/dt ∈ Te(SU(n+1)) est une matrice antisymetrique de
trace nulle et (dx/dt)·m = (0, v1, v2, ...vn) = (0, v) est orthogonal am et i.m, et donc, (dx/dt)·
m ∈ Hm, le sous espace vectoriel qui permet de definir le produit scalaire dans S
2n+1/S1, de
meme pour (dy/dt) · m = (0, w1, ..., wn) = (0, w) ∈ Hm. (Ne pas confondre Hm l’espace
vectoriel ici dans la definition de la metrique de Fubini-Study et Hm l’espace isotrope dans la
definition de G/H = G/Gm). (On peut prendre x tel que dx/dt = x avec des termes centraux
nuls, comme ci-dessus).
Comme par definition q est une isometrie sur Hm, on a :
< (dx/dt) ·m|(dy/dt) ·m >=< dq[(dx/dt) ·m]|dq[(dy/dt) ·m] >=
=< (d/dt)[q(x.m)]|(d/dt)[q(y.m)] >=< (d/dt)[F˜ (x)]|(d/dt)[F˜ (y)] >=
=< dF˜ (dx/dt)|dF˜ (dy/dt) >,
donc, F˜ est une isometrie, ce qui permet de transporter la metrique de Fubini-Study.
De plus, le produit scalaire :
< (dx/dt) ·m|(dy/dt) ·m >=< (dx/dt) ·m|(dy/dt) ·m >Hm=< v|w >C=
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= [(dx/dt) · (dy/dt)] =< (dx/dt)|(dy/dt) >,
est le produit scalaire sur le matrices et coincide avec (M1 ·M2) de ce qu’on a dit precedem-
ment et avec le produit scalaire dans Cn = Hm, de la metrique de Fubini-Study, si on prend par
exemple dx/dt = x avec des termes contraux nuls. Le produit scalaire choisit sur l’espace ho-
mogene (de matrices) induit que, F˜ , une isometrie sur S2n+1/S1. C’est ce qu’on disait au debut
de cette section sur les espaces homogenes, de maniere theorique, on choisit le produit scalaire
de sorte que F˜ soit une isometrie et donc on transporte la metrique. Ici, pour le cas du projectif
complexe, le produit scalaire qu’on pris, fait de F˜ une isometrie.***)
Concernant la courbure de Ricci et le fait qu’on a le projectif comme espace homogene d’Ein-
stein, sans les calculs :
On a parle´ de la notation . d’action de de groupe, comme le groupe de Lie agit par isometries,
dans la derivation on obtient des termes du type, dans le tenseur de courbure :
R(h′.X, h′.Y, h′.Z, h′.T ) = R(X,Y, Z, T )
en composant a` droite par l’inverse, on obtient l’application adjointe :
R(h′.X.h′−1, h′.Y.h′−1, h′.Z.h′−1, h′.T.h′−1) = R(X,Y, Z, T )
ce qui veut dire que le tenseur de courbure est invariant par l’application adjointe h.x.h−1,
donc la courbure de Ricci aussi et par invariance des sous-espaces propres, on a R = cg d’Ein-
stein. Ceci est dit dans le livre de Besse, dans le cas des metriquesG− invariantes, lorsqueH,G
agissent par isometries. Pour le cas particulier du projectif complexe, on savait par les calculs
que c’est une varie´te´ d’Einstein, et par l’identification isometrique du Gallot-Hulin-Lafontaine, a`
SU(n+ 1)/S(U(1)× U(n)), c’est une varie´te´ ou espace homoge`ne, une proprie´te´ supplemen-
taire du projectif complexe d’etre un espace homogene et d’Einstein.)
Le fait que la metrique soit invariante par l’adjoint, fait qu’elle invariante a` droite et a` gauche.
C’est construit pour qu’elle soit bi-invariante. Ce qui induit des proprie´te´s sur la courbure, car on
a des isometries a` droites et a` gauche. C’est construit pour.
a) Les actions a droites et a gauches sont des isometries, soit s la metrique et Lg : x → g.x :
L∗g(s) = s ⇒ L
∗
g(R) = R voir le livre de Hebey pour l’expression de la courbure quand on a
une isometrie Riemannienne. On obtient l’expression ci-dessus.
b) Ici pour le cas particulier du projectif, on a des matrices, l’application h → hx avec h une
matrice et x un vecteur, est lineaire, donc sa derive´e est elle meme, d’ou` le fait que ce qu’on a
ecrit ci-dessus, h′ = h.
l’application : x(t)→ h.x(t), sa derivee est h.x′(t) = h.x avec x un vecteur.
Ce qui fait qu’ici pour le projectif complexe, on a h′.X.h′−1 = hxh−1 avec le fait que pour la
courbure de Ricci,Ricci(hxh−1, hyh−1) = Ricci(x, y)∀h, l’invariance de la courbure de Ricci
par l’adjoint.
C’est une formule ge´ne´rale qu’on applique au cas particulier du projectif complexe et des
matrices. SU(n+ 1)/S(U(1)× U(n)).
( On a, soit x un vecteur propre de R pour le valeur propre λ, R(x) = λx, on ecrit :
R(h.x.h−1, h.y.h−1) = R(x, y) =< yt|Rx >= λ < yt|x >= λ < (h.y.h−1)t|h.x.h−1 >=
=< (h.y.h−1)t|R(h.x.h−1) >, ∀h, ∀y
⇒ R(h.x.h−1) = λ(h.x.h−1).
Donc, si on note Fλ le sous-espace propre de R de valeur propre λ, alors Ad(h)(Fλ) ⊂
Fλ, ∀h, il ve´rifie la proprie´te´ d’invariance. d’ou` la conclusion.)
Donc, le projectif complexe vu du point de vue SU(n+ 1)/S(U(1)× U(n)) comme espace
homoge`ne et d’Einstein de constante s0. Pour connaitre le signe de s0, on utilise le The´ore`me du
livre de Besse qui dit que si s0 < 0, il ne serait pas compact, ce qui n’est pas possible. Si s0 = 0,
il serait plat et donc Einstein et Conformement plat, par le re´sultat du livre de Hebey, il serait de
courbure sectionelle constante, ce n’est pas possible. Donc, s0 > 0.
Donc :
10
1-les revetements Riemanniens dans la construction des metriques de courbures sectionelles
constantes, comme les projectifs re´els, le Tore, les varie´te´s Hyperboliques.
2-les submersions riemanniennes, dans la construction des projectifs complexes.
3-les fibrations, et groupes de Lie, dans la constructions, des varie´te´s homoge`nes, puis par
exemples, on compare, les metriques, comme pour le projectif complexe, qui est d’Einstein de
constante s0 > 0. (La fibration est construite de telle maniere qu’on a une strucutre de varie´te´
lisse pour la varie´te´ quotient. La fibration sert dans la construction de la me´trique, les sections.).
(Par exemple, pour les revetements, il aise´ d’avoir une structure de varie´te´ lisse sur le quotient.
Un peu moins pour les submersions et les fibrations. De plus, dans la construction des metriques
du quotient on s’assure que ca ne depend pas du point de la fibre).
4-On a les varie´te´s de courbures sectionnelles constantes, qui sont localement conformement
plates. Le produit d’un cercle et d’une varie´te´ de courbure sectionelle constante, est plate.
5-Les sommes connexes, de varie´te´s conformement plates, peuvent etre plates.
6-Les sommes connexes, par le theoreme de D. Joyce, peuvent avoir une partie plate et une
partie non plate et de courbure scalaire −1.
7-Pour construire une varie´te´ nonlocalement conformemtn plate, on construit des produit. On
a l’a fait a` partir des surfaces re´elles de dimension 2. Et en considr´ant des produit dont un n’est
pas plat.
8-Les surfaces K3. La varie´te´ de W. Goldman en dimension 3 sur la quelle on peut mettre
n’importe qu’elle metrique, elle sera non plate.
8) La formule d’integration par parties est valable quand la varie´te´ est compacte sans bord et
non orientable, voir le livre d’Hebey. Cela veut dire que dans les problemes variationels de degre´
2, il est possible de resoudre par la formulation variationelle un probleme elliptique comme dans
le cas du Projectif en dimension 2, c’est fait dans le livre d’Aubin et ceci sur une variete´ non
orientable.
Par contre quand il sagit de fonction de Green, sur une variete´ compacte, il est imperatif de
supposer la veriete´ orientable car, par exemple, pour la Parametrix, on a besoin d’utiliser l’inte-
gration par parties en dehors de petites boules, on se ramene a une variete´ a` bord, d’ou`, il faut
utiliser la formule de Stokes et donc une orientation.
9) Pour les varie´te´s de dimension 3. On considere un Torus bundleMϕ d’application ϕ (voir
le Hatcher pour la definition, ϕ est la monodromy map), il est orientable si et seulement si
ϕ ∈ SL2(Z). William Goldman prouve quil existe un Torus bundle orientable ne possedant
pas de structure conformement plate, ϕ non periodique, (de valeur propres re´elles) (par exemple,
ϕ =
(
2 1
1 1
)
il n’y a pas de metrique localemeent conformement plate, comme une variete lisse
possede toujours une metrique Riemannienne g, elle est dans ce cas non localement conforme-
ment plate,Weylg 6≡ 0. Ce theoreme dit qu’il n’existe pas de metrique localemment conforme-
ment plate sur cette varie´te´.
1-Une structure est conformement plate s’il existe une metrique conforme a` la metrique eu-
clidienne. Cette definition est equivalente a` celle qui dit qu’une structure conformement plate
s’il existe un atlas dont les changements de cartes sont des applications de Mobius (composee´e
de translation, rotation et inversion). Cette equivalence est demontre´e dans l’article de Kuiper
(1949).
2-Cela veut dire que si on veut savoir si une varie´te´ a une structure conformement plate, il
suffit d’etudier les tranformations conformes, donc le groupe conforme. C’est l’ide´e de William
Goldman, il caracterise le groupe fondamental et le groupe de transfomrmations conforme des
varietes conformment plate (il y a une relation entre le groupe fondamental ete le groupe des
transformations conformes). Si cette condition n’est pas satisfaite alors, la variete n’a pas de
structure conformment plate. (le groupe fondamentale doit etre polycyclique...).
10) Voir aussi, dans le livre d’aubin ou la caracterisation de Kuiper de la structure conforme
par une isometrie, sert a` prouver le Theoreme de la masse positive dans le cas conformement
plat. En effet :
a) Quand on a une varie´te´ complete, conforme´ment plate et simplement connexe, elle est
conformement isometrique a` une partie de la sphere dont on connait la masse m0 = 0, par la
formule donne´e dans le livre d’Aubin, α0(P ) = k × αRn(P ) = k × 0 = 0.
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b) On considere une varie´te´ M compacte, conformemnt plate. Alors le revetement universel
M˜ , verfie les conditions du point a) precedent. Donc la masse est nulle.
c) Si de plus M n’est pas conforme´ment diffeomorphe a` la sphere, le revetement univer-
sel contient plus de deux feuillets.(Par Kuiper une varie´te´ compacte connexe, conforme´ment
plate plate et simplement connexe, est diffeomorphe a` la sphere. Donc, ici, elle ne peut pas
etre simplement connexe). Ce qui fait que l’ensemble note´ W = Π−1(Π(P )) dans le livre
d’Aubin n’est pas reduit a` {P}. Par la construction de la fonction de Green minimale (note´e
G˜P de M˜ ) et le principe du maximum, il existe une fonction H˜, qu’on peut prendre ici pour
GP oΠ,(g˜ = Π
∗(g) qui est conforme a g¯ = Φ∗(g0) donc de la forme u
−1HoΦ...), telle que on ait
H˜ > G˜P˜ en P . Or M˜ = Π
∗(M) et donc la fonction de Green deM , verifie au moins l’ine´galite´.
αP (GP oΠ) > α˜P˜ = 0, car pour le revetement universel, d’apres le point a), la masse est nulle
(et la distance se conserve localement, car on a un revetement donc une isometrie locale). Ainsi
la masse deM en P , αP (GP ) > 0, dans le cas ou´M n’est pas conforme´ment diffeomorphe a` la
sphere.
Remarques : Sur la partie de la preuve du livre de Aubin (communication de M.Vaugon)
concernant l’effet du changement conforme sur la masse α. On g˜ = ϕ4/(n−2)g avec g˜ et g des
metriques conforme´ment plates d˜ et d. on se ramene au cas ou` le facteur conforme est constant.
La varie´te´ est localement conforme´ment plate. Donc la massem ne depend pas des coordonne´es
(Bartnik). Comme :
α˜(P ) = m(G˜
4/(n−2)
P g˜) =
= m(GP
g
ϕ(P )4/(n−2)
) = m(GP,λ
4/(n−2)gλ) = α(P )/(ϕ(P )2).
Car le raisonnement dans le livre d’Aubin reste vrai so considere une metrique conforme du
type gλ = λ4/(n−2)g avec λ un constante> 0. Ici, λ = ϕ(P ) et GP,λ = GP /λ
2.
Pour le Theoreme de la masse positive de Schoen-Yau en dimension 3, ils prouvent qu’il exsite
une surface minimale complete ayant une proprie´te´ (integrale de la courbure de Gauss positive)
alors que par les calculs cette inetgrale est negative ou nulle. Pour cela ils utilisent le theoreme
d’exsitence de surfaces minimales et leur proprietes (Formule de Gauss-Bonnet et Travail de
Huber, inegalites isoperimetriques classiques et de Huber, la metrique est voisine de la metrique
euclidienne ce qui fait qu’on peut approcher ces deux notions (inegalites isoperimetrique clas-
sique)). En particulier, ils prouvent qu’elle est complete dans la premiere etape.(les ferme´s borne´s
sont compacts.
La positivite´ de la courbure scalaire implique que la surface minimale construite a son inte-
grales de Gauss Positive. Et puisque la metrique est ”presque” eucllidienne, il y a conservation
de l’inegalite´ isoperimetrique et par la formule de Gauss-Bonnet, elle serait negative ou nulle. Ce
qui n’st pas possible.
Il s’agit de construire une metrique conforme avec une propriete´ de la courbure scalaire.
Il s’agit de construire une surface minimale ayant une proprie´te´ qui decoule de la courbure
scalaire.
Cette surface minimale complete n’exsite pas , car cette proprie´te´ n’est pas vraie, par le fait
que la metrique est ”presque” plate et que l’inegalite´ isoperimetrique euclidienne se conserve et
la fromule de Gauss-Bonnet.
Remarques :
a) Ils prouvent que la massem ≥ 0, par l’absurde :
1-La masse < 0 intervient dans la construction de la surface minimale complete. (raisonne-
ment par l’absurde). (Ils prouvent qu’elle complete dans cette etape, car, en dehors des bouts,
elle est dans un compact, et dans les bouts elle est entre deux plans et la metrique est equivalente
a` la metrique euclidienne.(les ferme´s borne´s sont compacts)).
2-Une surface est dite de type fini, si
∫
|K| < +∞ : c’est le cas ds la demonstration de la
masse positive de Schoen Yau.
3-Quand on a une surface de type fini, si χ(S′) > 0 (la caracteristique d’Euler-Poicare´ > 0,
ce qui est le cas ici par Cohn-Vossen), alors S′ est diffeomeorphe au plan. C’est ecrit dans Hulin-
Troyanov(1992), premier theoreme, qui dit que, S′ est diffeomorphe a` une varie´te´ compacte S
sans bord, sans un nombre fini de points. De plus il y a une formule de Gauss Bonnet, on a alors
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S′ est la sphere moins un au plus un point d’apres cette formule de Gauss-Bonnet. Donc, c’est le
plan. Il s’agit d’un diffeomorphisme entre S′ et le plan.
On a d’abord une isometrie i, puis une application conforme, F1. la courbure de Gauss ”se
conserve”. D’abord Ki(S′) = Koi, puis par l’application conforme on a un facteur |F
′
1|
2, qui
s’elimine dans le changement de variable.
∫
K =
∫
KF1oi =
∫
KoF1oi|F
′
1|
2, cette derniere
inetgrale est la courbure de Gauss de F1oi(S
′). Puis on applique le result d’Huber. (On considere
i(S′) au lieu de S′, car on a une isometrie et la courbure de Gauss ”se conserve”,
∫
S′ K =∫
i(S′)Koi et (F
−1
1 )
∗(gi(S′)) = |F
−1
1 |
2gC, car F1 est conforme, la metrique se transporte suivant
un facteur de la metrique de C, on a des coordonnees isothermes globales, on peut appliquer ce
que fait Huber (1957) ).
(Pour obtenir l’application conforme, on raisonne par rapport au revetement universel et la
caracteristique d’Euler-Poincare´).
4-Dans un article de Huber, il prouve que sur une surface ouverte, la formule de ”Gauss-
Bonnet”, pour une suite de domaines :
∫
K = 2π − lim
σ→+∞
L2σ/2Aσ.
5-La consturction de la surface est en fait une construction d’un courant (surface avec singual-
rite´, par une minimisation d’une fonctionelle relativement a´ une metrique), puis, voir le livre de
Federer, la surface est reguliere en dehors du bord. ∂(N ∩ S) = (∂N ∩ S) ∪ (∂S ∩ N), par la
formule de Stokes, S est loin du bord, car la courbure moyenne est positive (c’est une hypothese).
(Voir aussi , le livre de Sa Earp-Tubiana, sur le theoreme de Poincare´-Koebe et la calssification
par le revetement universel).
Un theoreme d’uniformisation de Poincare´-Koebe, dit que une surface non compacte simple-
ment connexe est conforme au disque unite´ ou au plan. (voir l’article de Hulin-Troyanov(1992)).
b) Ils prouvent que si la masse est nulle,m = 0, alors l’espace est isometrique a` R3. la preuve
de ce point est assez claire dans l’article de Schoen-Yau, ils se ramenent au cas de masse < 0 et
de courbure scalaire ≥ 0 par des changement de metriques conformes..., ce n’est pas possible,
ou bien la courbure sclaire et de Ricci seraient nulles comme on est en dimension 3Weyl ≡ 0,
donc c’est la cas plat.
Ceci s’applique a une varie´te´ compacte sans bord :
En effet, soit M cette varie´te´ compacte sans bord. P ∈ M , en se palcant au voisinage de P
et si considere les coordonnees geodesiques polaires alors la metrique est du type gij = δij +
(termes)r2 + . . ., si on fait le changement de variable r = 1/ρ, alors :
1-on exclut le point P et la varie´te´ devient asymptoique, car pour r = 0 (en P ), ce n’est pas
bien definit.
2-M − {P} ressemble a Rn.
3-on sait que les boules geodesiques sont de courbure moyenne < 0 concave, voir la preuve
dans un des livres sur la conjecture de Poincare´ (Chow and al, par exemple). Mais le changement
de variable r = 1/ρ inverse le signe. Ces boules BP (r) − {P} sont les bouts du cas general de
la masse positive lesNk qui sont convexes. Cette hypothese de courbure moyenne positives de la
varie´te´N = BP (r0)− {P} est verifiee dans le cas compact sans bord en se placant en un point
P et changeant de variable.
4-C’est ecrit dans le livre d’Aubin, que la masse m = cte× A = 4(n− 1)A avec A la partie
reguliere de la fonction de Green. Donc elle est positive si m > 0.
5-Reste a voir ce qu’est la me´trique g comme c dit dans le livre de Aubin, ils considerent
G
4/(n−2)
P × g ≡ r
−4g avec GP la fonction de Green, et le changement de variable ρ = 1/r ou
r = 1/ρ on a le comportement asymptotique, une varie´te´ asymptotique d’ordre 2 en coordonne´es
geodesiques polaires.
(Dans le changement de variable ρ = 1/r, on ecrit, ∂ρ = −
1
r2
∂r, puisque c’est un changement
de variable, on calcule alors gρρ, de meme que pour gρθ et finalement gθθ qui se conserve, puiqu’il
n’y a pas changement angulaire).
Donc, on voit que le cas compact sans bord se deduit du cas general. (Au voisinage du point P
on est dans les bouts, mais ces vosinages sont des boules geodesiques dont on connait la courbure
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moyenne< 0, et avec le changement de variables, pour avoir des coordonnes asymptotiques, ces
boules deviennent de la varie´te´N avec le bon signe sur la courbure moyenne> 0.
On a : N = BP (r0) − {P}, Nk = BP (r) − {P} = BP (1/ρ) − {P} et ∂Nk = SP (r) =
SP (1/ρ) avec orientation inverse´e.
Remarque : Sur la courbure moyenne de la sphere de rayon r, SP (r). On ecrit B est la
seconde forme fondamentale :
H = trace(B)
Mais,
B(ei, ej) =< ∇ei(ej)|N >,
avec ei, ej les elements de la base de l’espace tangent a la sphere et N la normale a la sphere.
On prend alors ei, ej ∈ {∂θ} et on utilise la derive´e covariante et le produit scalaire <
ei, N >= 0, en permutant la derive´e covariante, jusqu’a obtenir :
trace(B) = trace[∇N (< ∂θ|∂θ >)] = ∇r(< ∂θ|∂θ >) =
=
1
r2
× r × gθiθjgθiθj + ... =
n− 1
r
+ ...
Donc (avec l’orientation positive),
H =
n− 1
r
+ ...
(Aussi, en permuttant la derivation covariante dans< ei|N >= 0, on retrouve l’expression de
la courbure moyenne (positive) ecrite dans l’article de Schoen-Yau, div(N) > 0).
11) Conernant les sommes connexes,M♯N de deux varie´te´sM,N , elles sont definies a partir
d’une relation d’equivalence qui donne une varit´e´ quotient Topologique, c’est a` direC0, a` l’ordre
0 il n’y a pas de probleme, car par continuite´ le recollement se fait naturellement, mais des qu’on
cherche une structure differentiable ou Ck, k ≥ 1, c’es plus complique´, dans ce cas on utilise le
Disc Theorem de Palais, qui dit qu’on peut trouver une isotopie, c’est a` dire une homotopie lisse
entre les bords et donc le recollement se fait de maniere lisse.
Remarquons que endehors de la sphere ou se fait le recollement, la varie´te´ est egale a` M ou
N .
Lorsque on met une metrique sur M et N alors par des functions cutoff on peut mettre une
metrique, par recollement, surM♯N et elle coincide avec celles deM etN en dehors des boules
de recollement. voir par exemple les articles de Dominic Joyce (2001) et Mazzeo (1995).
Dans le cas Riemannien, en utilisant les cartes exponentielles en p ∈ B(p, 2ǫ) ⊂ M et q ∈
B′(q, 2ǫ) ⊂ N , on a deux injections naturelles i1, i2 et on doit faire le recollement entre IdB(p,2ǫ)
et i2oi
−1
1 . On definit une relation dequivalence en partant de couronnes B(p, 2ǫ) − B(p, ǫ) ,
B(q, 2ǫ)−B(q, ǫ) vers les varietesM etN . On choisit une carte pourN renversant l’orientation
et puis on compose par une inversion et on obtient i2.
alors on recolle les deux applications de cartes et le changement de cartes, i2oi
−1
1 est lisse, ce
qui permet le passage de l’atlas deM a celui de N de maniere lisse. (Les changements de cartes
sont lisses deM , N etM −B(p, ǫ) ∪N −B′(q, ǫ), par i2oi
−1
1 .)
Comme cette carte permet le passage au deux atlas deM et N , alorsM♯N est orientable.
On a :X = M \B(p, ǫ)∪N \B′(q, ǫ) est compact, le graphe de la relationGr = {(x, x), x}∪
{(x, i2oi
−1
1 (x)), x} est ferme´, donc,X\ ∼ est se´pare´. SoitO = B(p, 2ǫ) \B(p, ǫ)∪B
′(q, 2ǫ) \
B′(q, ǫ), et π l’application de passage au quotient. Alors π(O) est un ouvert de X\ ∼ car
π−1[π(O)] = O.
Soit : Φ l’application de recollement de cartes, definit precedemment sur π(O), alors Φ est
bien definit et est un homeomorphisme sur son image qui est un ouvert de Rn, par le theoreme
d ’invariance du domaine de Brower (car i2 et i1 se recollent au bord qui est une sphere, par
definition). C’est une carte, compatible avec l’orientation car, les changement de cartes a` droite
et a` gauche sont l’identite´.
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Φ([x]) = i1(x), x ∈ B(p, 2ǫ) \B(p, ǫ), Φ([x]) =
i2(x)
|i2(x)|2
, x ∈ B′(q, 2ǫ) \B′(q, ǫ),
avec , [x] = π(x), l’application de passage au quotient. i2 inverse l’orientation de N . Comme
on compose avec une inversion, au final, on a des jacobiens de determinant positifs, de plus, sur
la sphere, les orientations sont inverse´es, ce qui permet un recollement correct (car sur le premier
bout on a i1 avec la bonne orientation et sur le deuxieme bout on a i2 qui inverse l’orientation, et
sur la sphere |i2| = 1).
On voit que Φoπ est continue par definition et donc Φ est continue.
On a bien, (Φ, π(O)) une carte de recollement.
Elle permet le passage au deux atlas. CommeM et N sont orientables,M♯N est orientable.
Avec (Φ, π(O)) on a une carte de recollement, et,
Φo[i1]
−1 = Φo[i−11 ] = IdB(p,2ǫ)\B¯(p,ǫ),
Φo[i2/|i2|
2]−1 = Φo[(i2/|i2|
2)−1] = IdB′(q,2ǫ)\B¯′(q,ǫ),
On voit que les changements de cartes sont lisses et conservent l’orientation.
En considerant les metriques gM , gN et Φ
∗(δRn), par des fonctions cutoff, on a par recolle-
ment, une metrique surM♯N :
gM♯N = χ1gM + χ0Φ
∗(δRn) + χ2gN ,
par exemple.
Pour voir que sur les bords, les inversions sont inverse´es, on considere un observateur a deM
tel que le repere (a, T ) est direct avec T une orientation du bord. on deplace par une rotation,
ou selon un chemin circulaire, vers un observateur b de N alors le repere (b, T ′) est direct si et
seulement si T ′ = −T .
D’autre part, on voit que dans la carte de recollement, on a compose´ avec une inversion. Si
M et N ont des structures locallement conforme´ment plates, par Kuiper, il existe pour chaque
varie´te´ un atlas dont les changment de cartes sont des applications de Mobius. En utlisant la
carte de recollement, on obtient un atlas surM♯N forme´ d’applications de Mobius. Donc, sur la
somme sonnexe on a une structure lcoallement conforme´ment plate. (ceci est dit dans la papier
de Kulkarni).
12) Concernant la classification des surfaces. Cela peut se faire grace aux fonctions de Morse.
Par recurrence sur le nombre de point critiques.
1- On verifie que sous certaines hypotheses d’orientabilite´ des bords et quand on a deux ho-
meomorphismes entre deux ensembles, alors on a un homeomorphismes entre les recolle´s.
2- On utilise une recurrence sur le nombre de points critiques des fonctions de Morse.
On note g1, g2 les applications de recollement, dans le Gramain, g1 = f , g2 = f
′. Ici, dans le
cas des recollements, on prend, g1 = id et g2 = id, les recolle´s sont les ensembles de depart (
en fait ils sont diffe´omorphes aux ensembles de depart et f∗ = id, f
′
∗ = id, on a inversion des
orientations quand on recolle, et, h∗ = id, h
′
∗ = id, h et h
′ conserve l’orientation et l’inversion
de l’orientation, respectivement). Les ensembles A et A′, sont des ensembles de niveau pour
une fonction de Morse C∞, donc ce sont des varie´te´s compactes C∞, il y a un nombre fini de
composantes connexes, sinon (en se plaant sur le bord, vecteur tangent et vecteur rentrant, on
aurait un point critique dans l’intersection de 2 lignes de niveaux), il y aurait un point critique.
Pour l’orientabilite´ des bords, A et A′ sont (home´omorphes implique diffe´omorphes en di-
mension 1) diffe´omorphes a´ des cerles et, a´ droite (pour les sommes connexes), les orientations
sont inverse´es, donc le diffe´omrphisme conserve l’inversion d’orientation, son Jacobien est po-
sitif. D’ou`, l’application k0 conserve l’orrientation. Ce n’est pas toujours vrai, car on n’a pas un
diffoemorphisme global h et h′, par contre il y a une definition par l’homologie de l’orientation.
Voir ci-dessus.
(on pouvait le voir en remarquant qu’on inverse deux fois l’orientation, donc au final on
conserve l’orienation pour k0).
Par exemple, on suppose que toute surface orientable ayant p ≤ q − 1 point critiques avec
un maximum et un minimum et p − 2 points critiques d’indice 1 est homeomorphe a` Tp. On
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peut commencer la recurrence pour p = 0, la fonction de Morse a un maximum et un minimum
et les ensembles de niveaux sont homeomorphes a des demi-disques et par recollement on a
une sphere. A l’ordre p = 1, pour le Tore, c’est ecrit dans le Gramain, la fonction ”cote” a
4 points critiques, un maximum, un minimum et deux points critiques d’indice 1 (au milieu),
dans le Gramain, il colle deux cylindres (les cylindres eux-memes sont obtenues par recollement
d’un ensemble d’indice 0 ou 2 avec un ensemble d’indice 1) et il obtient un Tore . Ou bien si
on commence la recurrence a partir du Tore, il suffit de voir que la surface est homeomorphe
par recollement, au recollement de deux cylindres (les cylindres sont eux-memes obtenus par
recollement densembles d’indice 0 ou 2 et d’un ensemble d’indice 1, 0-1 et 1-2, de haut(0) en
bas(1) ou de bas (2) vers le haut (1)) avec l’application de recollement g1 = id, g2 = id, et on
obtient le Tore, g2 est la deuxieme application de recollement). Dans le cas general, on sait qu’il
existe une fonction de Morse u, on decompose en deux, la partie de u ayant p−1 points critiques,
on lui recolle un disque et par recurrence, elle homeomorphe a` Tq−1 et le reste possede 4 point
critiques, un maximum, un minimum et deux points critiques d’indice 1, on lui recolle un disque,
qui est, par recurrence, homeomorphe au Tore , T1. Donc, comme c’est ecrit dans le Gramain,
en revenant a` u, il y a une partie homeomoprhe a` Vp−1 et l’autre a` V1 et sur V1 on inverse
l’orientation. Or aussi sur une partie de la surface conside´re´e, on inverse l’orientation, donc , on
inverse l’orientation deux fois (se placer a` droite, Y − g1(A) et V1 = T1 − B, B un disque),
ce qui revient a` conserver l’orientation en considerant la compose´e des deux homeomrphismes
(c’est l’homeomorphisme k0 = h
′og1og
−1
2 oh
−1 du Gramain). Il reste a voir donc avec ces
hypothe`ses, qu’il y a homeomorphismes entre les recollements, S = (S − A)♯(S′ − B) =
(X − A)♯(Y − g1(A)) = (X − A) ∪ (Y − A), g1 = id, et Vp−1♯V1, ce qui est fait dans le cas
orientable (A homemorphe au cercle dans le Gramain).
On ecrit (X−A)∪(Y −A) pour dire qu’on recolleX et Y viaA. Les applications du Gramain,
f = g1 = id, f
′ = g2 = id et le recolle´ (pour la relation d’equivalence, x ≡ f(x) = x, x ∈ A,
f∗ = −id, f
′
∗ = −id, est diffeomorphes a l’ensemble de depart. On a f∗ = −id et f
′
∗ = −id car
on inverse les orientations de depart quand on recolle (+, h, A → A′, conservation de l’orien-
tation, f ′, A′ → f ′(A′),− inversion de l’orientation, h′−1, f ′(A′) → f(A),+, conservation de
l’orientation, f−1, f(A) → A,−, inversion de l’orienation). Donc, on a, h∗ = id, f
′
∗ = −id,
(h′−1)∗ = id et (f
−1)∗ = −id. Et on ecrit car f = id, f
′ = id, f∗ = id, f
′
∗ = id, pour
dire qu’on envoie un generateur d’orientation vers un generateur d’orientation (meme si elle
inverse´e).
On peut raisonner par les generateurs, si e1 est genrateur de H1,A,X = H1(A,A − x0, Z)
et e2 est gnerateur de H1,A′,X′ = H1(A
′, A′ − x′0, Z), alors, comme sur la partie de Y et Y
′
on inverse les orientations, on a −e1 est genrateur de H1,A,Y et −e2 est genrateur de H1,A′,Y ′ ,
comme f = id alors , f∗(e1) = −e1. On ecrite, f∗ = id dans le sens qu’elle envoie un genrateur
d’orientation vers un genrateur d’orientation. et on ecrit f∗ = −id, pour dire que f∗ inverse
l’orientation de depart sur A.
On a la meme chose pour A′ et f ′.
Des le depart on a deux homeomorphismes h et h′, supposons pas exemple que h∗ = −id,
h∗(e1) = −e2, comme pour A
′ on est dans l’epsace euclidien, il suffit de composer avec une
symetrie t pour avoir t∗(e2) = −e2 donc, hot conserve l’orientation sur le bord. (hot)∗(e1) = e2
et on fait la meme chose avec h′. Finalement, on a deux homemorphismes hot et h′ot′ ou h′ (si
h′ conserve l’inversion de l’orientation) ; qui conservent l’orientation sur les bords.
On a utilise´ l’orientation definie par l’homologie pour prouver, par recollement que la surface
S est homemorphe a` la somme connexe de q Tores, muni d’une orientation homologique. Or La
somme connxe de Tore est une variete´ differentiable et donc, cette orientation homologique est
equivalente a` l’orienation usuelle du Tore. (On pouvait prouver ceci a` chaque etape, en utilisant,
le fait que la surface de depart est orientable et donc s’injecte dans R3, utiliser des ”doubles”,
(voir le Vick, pour l’orientation homologique des varie´te´s sans bord et des variete´s bord), pour
orienter les surfaces a bord de chaque etape, puis, obtenir des surfaces munies d’orientation ho-
mologiques et diffenrentiables). L’equivalence entre orientation homologique et differentiable
pour une varie´te´ lisse est ecrite dans le livre de Bredon (geometry and tpology). Remarquons
qu’une varie´te´ a bordW est orientable si et seulement si son interieur W˙ est orientable, il y a in-
duction de l’orientation sur le bord ∂W et Il y a equivalence aussi entre orientation homologique
et differentiable.(il y a un isomorphisme entreHn(W,∂W,Z) et Hn(W,W − x, Z)).
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Concernant la structure diffentiable sur le recolle´ deX−A∪f,A Y −A, dans Milnor (Somme
connexe et structure differentiable et Differentiable manifolds which are homotopy spheres), ils
prouvent que les voisinages des bords deX −A et Y −A, sont diffeomorphes a des tubes, puis
recollent les tubes, c’est une carte de recollement, pour avoir une structure differentiable. Or, pour
la somme connexe de deux varie´te´s riemanniennes, les cartes exponentielles sont des voisinages
tubulaires des bords, il n’y a pas besoin d’utiliser ce que dit Milnor. Quant a` ici, le recolle´ X −
A ∪f,A Y −A est diffeomorphe a` X − A ∪ Y −A, on a deja une strucuture diffenrentiable sur
le recolle´, via ce diffe´omorphisme. (la projection p : x→ [x] est un diffe´omorphisme).
Quant a l’ecriture Tq−1♯T1, c’est la somme connexe, comme on est dans R
3, somme connexe
et recollement coincident.
Quand on a une application s qui conserve l’orientation, cela veut dire qu’on a, sur une variete
M1 compacte sans bord de dimension 1, s∗ = id. Pour le voir, on a si l’orientation est inverse´e
sur M1 et M2 = s(M1), cela veut dire que : −1 est generateur de H1(M1,M1 − x0) et de
H1(M2,M2− s(x0), Z) = H1(s(M1), s(M1)− s(x0), Z) = s∗(H1(M1,M1− x0, Z)). Donc,
s∗(−1) = −1, c’est a dire que s∗ = id. Lorsque ϕ1 inverse l’orientation alors (ϕ1)∗ = −id.
En utilisant une suite de Mayer-Vietoris, et le fait queM1 − x0 est d’homotopie un segment
donc a un point, donc d’homologie nulle on a :
s∗ est un isomorphisme de H1(M1) versH1(M2), comme il conserve l’orientation s∗ = id.
Pour le voir il suffit de raisonner sur les genrateurs s∗(e1) = ke2 et (s
−1)∗(e2) = k
′e1, donc,
kk′ = 1, comme ces des entiensk = 1 ou k = −1, comme s conserve l’orientation k = 1. On
fait la meme chose pour ϕ1 et on obtient k = −1.
On utilise l’homomorphisme surjectif d’Hurwicz qui est bijectif sur le cercle. De π1(S1) dans
H1(S1)
h¯ : [γ]→ [˜γ]
On applique cela aux applications du Gramain, s = h′−1oh (conserve l’orientation) etϕ1 = ϕ,
A = ϕ(S1 × {0}), ici, f = id, f
′ = id et M1 = M2 = A, puis on raisonne en considerant
S1 × {0} au lieu de S1.
k = ϕ−1osoϕ,
π(k)[γ] = [ϕ−1osoϕoγ] =
h¯−1(˜[ϕ−1osoϕoγ]) =
= h¯−1(((ϕ1)
−1)∗os∗oϕ∗(˜[γ])) =
= h¯−1˜[γ] = h¯−1h¯([γ]) = [γ],
Ou` on a utilise´ le fait queϕ∗ = id si on se place surX (on conserve l’orientation) ouϕ∗ = −id
si on se place de cote´ de Y (on inverse l’orientation).
On pouvait remplacer [γ] par un generateur e1 = [γ1] et raisonner sur les generateurs.
Donc,
π(k) = id
Ceci dans le cas ou k(a) = a, k fixe un point. Sinon, (k ne fixe pas a), on compose avec une
rotation r(eiθ) = eiueiθ, or en considerant F (eiθ, s) = eisueiθ, s ∈ [0, 1], on a une homotopie
entre r et l’identite´ id, Donc, r∗ = id deH1(S1)→ H1(S1).
Donc, k′∗ = id, puis on utlise le meme groupe fondamental en a, π1(S1, a) et l’application
d’Hurwicz, comme precedemment pour prouver que π(k′) = id.
On peut utiliser le lift dans le livre de Gramain et prolonger k.
L’autre cas, Y rectangle et g1(A), deux segments, correspond au cas non orientable. Pour le
voir, on choisit une orientation (choisir un repere mobile) sur Y , celle-ci change quand on part
deX et on lui recolle Y via A. (ici, g1 = f est l’application de recollement).
Notons que par Moise-Rado, homeomoprhe implique diffeomorphe en dimension≤ 3.
13) Pour l’inegalite´ de Kato : on a u ∈ L1loc et ∆u ∈ L
1
loc alors : u ∈W
1,1
loc , pourquoi?
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Comme c’est local, on ecrit dans une boule u en fonction de la fonction de Green (de la boule
par exemple et n ≥ 3 par exemple, n = 2 c’est la meme chose) :
u =
1
rn−2
∗∆u+
∫
∂B
P ∗ u,
Par Fubini, Fubini-Tonelli,
∂u = ∂(
1
rn−2
) ∗∆u+
∫
∂B
(∂P )u,
avec ∂P regulier des qu’on considere des points interieurs et donc on peut deriver sous le signe∫
pour cette partie.
On a,
u ∈ L1loc ⇒ ∃ r
∫
∂Br
u(σ)dσ < +∞,
Au sens des distributions on a pour ϕ ∈ D(Br/2) :
∫
(−∂ϕ)u =
∫
(−∆u)
∫
(−∂ϕ)(
1
rn−2
) + termes reguliers de la fonction de Green
Donc, apres integration par parties pour le noyau Newtonien,∫
(∂ϕ)u =
∫ ∫
(∂(
1
rn−2
)(−∆u)ϕ+
∫ ∫
∂Puϕdxdσ =
∫
aϕ, a ∈ L1,
Donc,
u ∈W 1,1loc ,
Ceci est valable pour u reguliere. Soit ρn un molliffier, alors :
Si u ∈ L1(Br), alors :
ρn ∗ u(x) =
∫
Br
ρn(x− y)u(y)dy,
et pour x ∈ Br/2 :
∆(ρn ∗ u)(x) = (ρn ∗∆u)(x),
On a aussi,
ρn ∗ u→ u, dans L
1
loc(Br),
et,
∆(ρn ∗ u) = ρn ∗ (∆u)→ ∆u, dans L
1
loc(Br/2),
On fait ce qu’on a fait avec u, avec ρn ∗ u, comme on a des bornes uniformes en L
1
loc, alors,
ρn ∗ u ∈ W
1,1
loc , et ∇(ρn ∗ u)→ v ∈ L
1
loc,
Donc, ∫
u∂ϕ = lim
n
∫
(ρn ∗ u)∂ϕ = − lim
n
∫
∂(ρn ∗ u)ϕ→ −
∫
vϕ,
Donc,
u ∈W 1,1loc ,
On a la meme chose si on considere un probleme variationel−∆u = f , f ∈ L1loc et u ∈ L
1
loc.
On a meme mieux, u ∈W 1,qloc .
On peut retrouver ce resultat en se ramenant a une fonction harmonique en soustrayant une
solution d’un probleme de Dirichlet.
Soit f ∈ L1, ∃ fj → f dans L
1 avec fj ∈ C
∞
c , on resout :
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−∆uj = fj , avec uj = 0, sur ∂Ω,
Alors, par Stampacchia ou Brezis-Strauss, on a :
||uj ||W 1,q
0
≤ Cq,
En passant a` la limite en j, on a l’existence de u0 ∈W
1,q
0 tel que :
−∆u0 = f,
Alors,
−∆(u− u0) = 0, et u− u0 ∈ L
1,
On utilise le theoreme de Weyl pour avoir,
u− u0 ∈ C
∞
Donc,
u ∈W 1,qloc ,
On retrouve le Theoreme dans le livre de Dautray-Lions.
On fait la meme chose avec le Theoreme 1 de Brezis-Merle, sauf que les relations ne sont pas
locales.
On a :
−∆u = f ∈ L1, u ∈W 1,10 (Ω).
On resout pour fj → f dans L
1. fj ∈ C
∞
c (Ω). (la regularite´ du bord est au moins C
2 pour
pouvoir appliquer le theoreme de dualite´ de Stampacchia).
−∆uj = fj , uj ∈ H
1
0 (Ω),
On a :
||∇uj ||q ≤ Cq, 1 ≤ q < 2.
On passe a la limte en j.
On a :
−∆u0 = f, u0 ∈W
1,q
0 (Ω).
Finalement :
−∆(u− u0) = 0, u− u0 ∈ W
1,1
0 (Ω).
Soit on utilise le principe du maximum dansW 1,10 pour avoir u = u0 p.p.
Soit, on utilise le theoreme de regularite´ d’Agmon pour avoir u − u0 reguliere et appliquer le
principe du maximum usuel.
Pour, uj, fj , |fj| on applique le raisonnement de Brezis Merle (theoreme 1). Puis par le lemme
de Fatou, l’inegalite´ de Brezis Merle est valide pour uj et u0 donc pour u. (u = u0, p.p).
14) Sur la fonction distance au bord : c’est bien ecrit dans le Gilbarg-Trudinger. Grace a la
proprie´te´ de la sphere interieure, il existe un voisnage du bord assez petit tel que la fonction
distance est Ck et est egale a` la distance (pour chaque point) a` un point unique du bord, car on
fait varier des spheres le long du bord. Voir, Gilbarg-Trudinger. Le domaine (et le bord) doit etre
par exemple au moins C2.
Par des cartes, on a un segment, on peut faire rouler une sphere. On prend son image par
l’application de carte, qui est suffisemment reguliere pour que le domaine d’arrive´e contienne
des ellipses, donc des cercles.
15) Pour le theoreme de Dualite´ de Stampacchia :
On part de l’equation :
−∆ui = Vie
ui ,
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avec la condition de Dirichlet. (∆ = ∂11 + ∂22).
On a :
ui ∈ W
2,k ∩ C1,ǫ(Ω¯), ui = 0 on ∂Ω.
On a : ∫
Ω
|∆ui|dx ≤ bC.
On considere un vecteur f = (f1, f2) ∈ L
q′(Ω) avec q′ > 2. On utilise le Theoreme de Lax-
Milgram dans les Hilbert, (voir Gilbarg-Trudinger), pour avoir une solution de z ∈ W 1,20 (Ω) de
l’equation :
−∆z = div(f),
avec la proprie´te´ suivante (voir la preuve de l’ine´galite´ de Harnack dans le Gilbarg-Trudinger) :
||z||L∞ ≤ C||f ||q′ .
On met ui comme fonction test dans l’equation de z , on a :∫
Ω
f · ∇uidx =
∫
Ω
∇z · ∇uidx = −
∫
Ω
z∆uidx ≤ C
′||f ||q′ ,
On prend le supremum dans Lq
′
, et on a :
||∇ui||q ≤ Cq, ∀ 1 ≤ q < 2.
Dans le probleme de Brezis-Merle, on a :
||∇(ui − u)||Lq(Ωǫ) = o(1),
c’est la convergence interieure duˆe au travail de Brezis et Merle. Apre´s, par l’inegalite´ de
Ho¨lder :
||∇(ui−u)||Lq(Ω−Ωǫ) ≤ |Ω−Ωǫ|
1/q−1/r||∇(ui−u)||Lr ≤ Cr|Ω−Ωǫ|
1/q−1/r = o(1), 1 ≤ q < r < 2.
On obtient finalement :
||∇(ui − u)||q = o(1).
16) Pourquoi dans le livre d’Aubin, il considere les solutions u pour un operateur du type :
aij(M)∂iju+ bj(M)∂ju+ c(M)u = f(M)?
Dans le livre d’aubin aij(M), bj(M) sont des champs de tenseurs, pourquoi tenseur?
C’est lie´ au cartes et au changements par cartes et a` la formulation variationelle.
1) Dans le livre d’Hebey, il donne la definition d’un probleme pose´ de maniere variationnelle :
Pour les varie´te´s :∫
M
aij∂u∂ϕdVg + bju∂ϕdVg + cuϕdVg =
∫
fϕdVg
a) Il faut que le probleme soit pose´ sur une varie´te´ de maniere globale, donc independemment
des cartes. C pour cela que dans le livre d’Hebey, il dit pour toute carte h.
b) Si on revient a` un probleme pose´ sur un ouvert de Rn, il y a deja une carte disponible,
la carte euclidienne, (Ω, id). Donc pour Rn, il suffit que le probleme soit pose´ en coordonne´es
cartesiennes.
Et apres, par la formule de changement de variable, on se ramene a` toute carte de l’ouvert.
Notons que la notation dVg l’explique bien car par un changement de variable, on retrouve la
Jacobien, qui donne l’element de volume pour la metrique euclidienne.
Mainteneant quand on fait le changement de variables, il faut que le probleme soit invariant,
c’est a` dire que les coefficients ne changent par or ceci est possible si on les suppose comme
champs de tenseurs.
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on ecrit par exemple :
aij(M) = aij [x(M)] = akl[y(M)]∂xy
k
i ∂xy
l
j ,
dans le changement de variables, cette loi est celle des tenseurs.
C’est pour cela qu’on suppose les coefficients, des champs de tenseurs. Pour que par change-
ment de variables, ils soit invariants et ceci est possible si ils obeissent a` la loi des tenseurs.
Et pour les ouverts deRn. Il suffit que le probleme soit pose´ en coordonne´s cartesiennes. Alors
on la pour toute carte.
Une forme bilineaire est un tenseur. Un champ de formes bilneaires est un champ de tenseurs.
Un champ de vecteurs est un champ de tenseurs.
17) Pour quoi, quand on veut appliquer le principe du maximum sur une varie´te´, on a besoin
d’un ope´rateur global :
a) C’est parce qu’on a conside´re´ une varie´te´, qui est cosntitue´e de cartes. Il ne faut pas que ca
depende de la carte.
Par exemple, si on veut appliquer la principe du maximum en P ,
On ecrit : Lu(P ) = L(uoϕ−1(x1, x2)), on voit que dans l’ecriture meme, il ne faut pas que
ca depende de la carte et de l’application de carte ϕ.
b) Par recouvrement, dans l’intersection d’ouvert de carte, on ecrit :
Lu(P ) = L[uoϕ−1] = L[uoψ−1]
dans cette ecriture, on a deux cartes, et ile ne faut pas que ca depende des deux cartes, pour
cela il faut que l’operateur soit global.
c) On a la meme chose, si on raisonne que la derive´e normale et le principe du maximum de
Hopf.
18) Sur les applications conformes du bord en dimension 2.
On a parle´ d’application conforme en dimsnion 2 :
Pourquoi la definition d’un domaine analytique permet d’avoir une carte conforme locale du
bord?
a)-Sur le disque unite´, on a une transformation conforme directe du disque sur le demi-plan de
Poincare´. Il n’y pas besoin de definir l’application ψ (voir ci-dessous).
b)-L’applicationψ, permet de definir des coordonne´es qui permettent d’utiliser une application
conforme.
Ce qui suit est la traduction de ce qui a e´te´ ecrit dans les preprints sur arXiv. Pour definir un
carte ”conforme” γ, en dimension 2.
1-Il suffit de prouver que γ1((−ǫ, ǫ)) = ∂Ω ∩ γ˜1(Bǫ) = ∂Ω ∩ γ˜1(Bǫ) ∩ {|abscisse| < ǫ},
pour ǫ > 0 assez petit. Avec γ˜1 l’extension holomorphe de γ1(t) = t+ iϕ(t).
Pour voir ca, on raisonne par l’absurde. On a pour zǫ ∈ Bǫ, γ˜1(zǫ) = (tǫ, ϕ(tǫ)) avec |tǫ| ≥ ǫ.
Comme γ˜1 est injective sur une boule fixe´s au depart par le theoreme d’inversion locale, B1 et
γ˜1 = γ1 = t+iϕ(t) sur l’axe re´el, on a ne´cessairement |tǫ| ≥ 1. Mais par continuite´ |γ˜1(zǫ)| → 0
parce que zǫ → 0. Et on utilise le fait que |γ˜1(zǫ)| = |(tǫ, ϕ(tǫ))| ≥ |tǫ| ≥ 1, pour avoir une
contradiction.) ( Cela veut dire que pour un rayon assez petit quand le graphe sort de la boule,
il n’y retourne plus). ( Ce fait implique, en raisonnant avec des chemins, quand un a chemin qui
coupe ∂Ω in γ˜1(Bǫ) en un point ce point a pour abscisse |abscisse| < ǫ. Encore, une fois, ce
fait (par un raisonnement par l’absurde avec le fait que ∂Ω¯ = ∂Ω, il faut raisonner avec des
chemins), implique que l’image de la partie superieure est entierement d’un cote´ de la courbe et
l’image de l’autre est de l’autre cote´ de la courbe.
2- Posons : ψ : (λ1, λ2)→ M ∈ Ω telle que :
−−→
x0M = λ1i
′
1 + λ2j
′
1 avec (i
′
1, j
′
1) est une base
telle que i′1 = e
−iθi1, j
′
1 = e
−iθj1. Et, ϕ = id : (x1, x2) → M telle que :
−−→
OM = x1i1 + x2i2
la base canonique (i1, j1). Alors on a deux cartes de Ω, ϕ et ψ et les affixes TM = λ1 + iλ2 et
zM = x1 + ix2 sont tels que :(l’application de changement de cartes) :
TM/e
iθ + x0 = zM = ϕ
−1oψ(λ1, λ2),
On a :
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∂λ1 = cos θ∂x1 + sin θ∂x2 ,
∂λ2 = − sin θ∂x1 + cos θ∂x2 ,
Donc, la me´trique dans la carte ψ ou en coordonne´es (λ1, λ2) est : g
λ
ij = δij et le Laplacien
dans les deux cartes (coordonne´es), ψ et ϕ est le Laplacien usuel ∂λ1λ1 + ∂λ2λ2 .
On ecrit :
∆u(M) = ∆λ(uoψ(λ1, λ2))
Puis on applique l’application conforme γ˜1 qui envoie l’affixe TM ,M dans un voisinage de of
x0 ∈ ∂Ω versBǫ et envoie TM ,M ∈ ∂Ω sur l’axe re´el (−ǫ, ǫ) et l’autre partie vers l’autre partie
de Ω et Ω¯c.
On a : ψ : (λ1, λ2) → M et γ˜1 : (λ1, λ2) → (µ1, µ2). L’application conside´re´e est : ψoγ˜
−1
1 .
C’est bien une carte. Pour le voir :
La premiere carte (carte usuelle) est : ψog−1 avec g est l’application g : (λ1, λ2)→ [λ1, λ2 +
ϕ0(λ1)] et ϕ0 l’application qui permet de definir ∂Ω comme un graphe.
L’application de changement de carte est :
goγ˜−11
elle est reguliere d’un voisinage de 0 vers un autre voisinage de 0 et envoie la partie super-
ieure du premier voisinage vers la partie superieure de l’autre voisinage (ainsi que les parties
inferieures).
On voit bien que ψoγ˜−11 est une carte avec la proprie´te´ que γ˜1 est conforme.
(l’application ψoγ˜−11 est aussi la compose´e d’une rotation (donc conforme) et de γ˜
−1
1 qui est
conforme, si on se placait en coordonne´es carte´siennes au de´part. Mais, il faut voir que la carte
ψ definit des coordonne´s qui permettent la construction d’une application conforme. On n’a pas
besoin de cela pour le disque unite´, on a directement l’application du demi-plan de Poincare´).
Remarque : ψ et ϕ = id sont des cartes de Ω et ψ est ”presque” une carte de ∂Ω. Mais ψoγ˜−11
et ψog−1 sont des cartes du bord.
Le probleme elliptique peut etre vu de deux manieres : donc, si on considere, au depart, les
coordonne´es cartesiennes, on a une transformation conforme. Si, on considere le probleme pose´
sur une varie´te´ a bord, on a une carte analytique.
3- ”Caractersation des domainesCk” : On peut dire que la definition d’un domaine Ck, k ≥ 1
est equivalente a` la definition d’une sous-varie´te´+ la condition : ∂Ω¯ = ∂Ω or ˙¯Ω = Ω.
19) Concernant l’element de volume et la mesure de Hausdorff sur le bord :
Avec le point 18), la carte usuelle du bord est : h = ψog−1 avec,
ψ : (λ1, λ2) → M ∈ Ω telle que :
−−→
x0M = λ1i
′
1 + λ2j
′
1 avec (i
′
1, j
′
1) est une base telle que
i′1 = e
−iθi1, j
′
1 = e
−iθj1. Et, ϕ = id : (x1, x2) → M telle que :
−−→
OM = x1i1 + x2i2 la
base canonique (i1, j1). Alors on a deux cartes de Ω, ϕ et ψ et les affixes TM = λ1 + iλ2 et
zM = x1 + ix2 sont tels que :(l’application de changement de cartes) :
TM/e
iθ + x0 = zM = ϕ
−1oψ(λ1, λ2),
et,
g est l’application g : (λ1, λ2) → [λ1, λ2 + ϕ0(λ1)] et ϕ0 l’application qui permet de definir
∂Ω comme un graphe.
La metrique sur le bord ∂Ω s’ecrit localement :
h∗(i∗(δ)) =
√
1 + [ϕ′0(λ)]
2dλ,
avec δ la metrique euclidienne de R2.(la metrique sur le bord est i∗(δ) avec i : ∂Ω → R2,
x→ x).
On l’a explicitement, en calculant (le determinant contient un terme car on est en dimension
1, c la meme chose en dimension superieure), h∗(i∗(δ)) = δ(dh(∂λ), dh(∂λ)) = [1 + [ϕ
′
0(λ)]
2].
Avec i : ∂Ω→ R2 , x→ x l’inclusion.
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Et considerant l’application Lipschitzienne ( c’est aussi l’application de carte, locale, du bord
∂Ω qui permet aussi de calculer g11, ce qu’on a fait precedemment) :
λ→ (λ, ϕ0(λ)) = h(λ, 0),
on a par la formule de l’aire, l’egalite´ entre la mesure de Hausdorff et le Jacobien (element
d’aire) : ∫
[a,b]
√
1 + [ϕ′0(λ)]
2dλ =
∫
h([a,b],0)⊂∂Ω
dH1,
Finalement, on a l’egalite´ suivante :
dσ =
√
1 + [ϕ′0(λ)]
2dλ = dH1|∂Ω.
avec cette remarque, on voit par exemple queH1(∂Ω) < +∞, dans le cas ∂Ω compact.
20) Quand y a il une relation entreW 1,∞ et C0,1(Ω¯) = Lipschitz(Ω¯).
a) Dans le cas d’un convexe ou une boule, c’est ecrit dans le livre de Brezis quand il approxime
L∞ par Lp, dans le critere pour qu’une fonction soitW 1,p.
b) Quand l’ouvert est Lipschitzien ou au moins C1, c’est un exercice dans livre d’Otared Ka-
vian. On utlise l’operateur de prolongement (Notez que la constante de prolongement ne depend
pas de p, on peut utliser le proceder de Brezis p → +∞), puis on se ramene a´ un convexe, une
boule, puis on revient aux fonctions de depart.
Dans les cas precedents, il y a egalite´ entre les deux ensembles.
21) pourquoi on ecrit dan la derivation (ici ∇ = ∇X pour un vecteurX) :
∇(< a|b >) =< ∇a|b > + < a|∇b >
ceci est du a` ( g est la metrique et C la contraction) :
< a|b >= C31C
4
2 (g ⊗ a⊗ b)
La derive´e covariantes commute avec la contarction et ∇g = 0, car c la connexion de Levi-
cevita :
∇(< a|b >) = C31C
4
2 (∇g ⊗ a⊗ b+ g ⊗∇a⊗ b+ g ⊗ a⊗∇b)
Donc,
∇(< a|b >) = C31C
4
2 (g ⊗∇a⊗ b+ g ⊗ a⊗∇b) =< ∇a|b > + < a|∇b > .
22) Sur les coordonne´es geodesiques polaires : elles sont definies a partir de la carte exponen-
tielle. Il existe un voisinage du point tel que pour y ∈ B(x, ǫ), z → expy(z) est un diffeomeor-
phisme. On a alors une carte. On definit les coordonnees geodesiques polaires. On s’assure que
(lemme de Gauss) :
a)
d
dt
(< ∇t|∇t >) = ∇t(< ∇t|∇t >) = 2 < ∇t(∇t)|∇t >= 0
Car cest une geodesique ∇t(∇t) = 0. Donc, < ∇t|∇t >≡ cte = limt→0 < ∇t|∇t >= 1,
car la carte exponentielle est normale en y.
∇t(< ∇t|∇θ >) =
1
2
∇θ(< ∇t|∇t >) =
1
2
∇θ(1) = 0,
Ici, on utilise le fait que la connexion est sans torsion pour permuter la derivation en t et angulaire.
Donc,
< ∇t|∇θ >≡ cte = lim
t→0
(< ∇t|∇θ >) = 0
C’est le lemme de Gauss.
On pouvait ecrire∇∂i(∂j) avec ∂i, ∂j ∈ {∂t, ∂θj}.
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b) Les geodesiques sont minimisantes, c bien ecrit dans le livre d’Hebey et Gallot-Hulin-
Lafontaine, remarquons, comme c ecrit dans le Do Carmo. Pour calculer la longueur d’un chmin
passant par l’origine, on prend
∫ 1
ǫ
, puis on fait tendre ǫ vers 0. Car les coordonnees geodesiques
polaires sont definit en dehors de 0, origine, puis on fait tendre le rayon r vers 0.
c) On voit comme c dit dans le Hebey, que les geodesiques sont minimisantes, l’image de
boules ouvertes sont des boules ouvertes, de boules fermees, sont des boules fermees, limage de
spheres, sont des spheres.
Soit, z˜ l’application de Sn−1 vers S
r
n−1 de´finie par θ → rθ.
Par de´finition, pour h une fonction de´finie au voisinage de x :
∂j,ϕ0(h) =
∂(hoϕ0)
∂θ¯j
=
∂(ho expx ozoψ
−1)
∂θ¯j
=
∂(ho expx)
∂zk
× r
∂(ψ−1)k
∂θ¯j
.
avec ϕ0 = expx ozoψ
−1.
Ce qu’on peut ecrire :
∂j,ϕ0(h) =
∂(ho expx)
∂zk
× r
∂θk
∂θ¯j
.
et,
∂θi,x = rb
k
i (θ)∂zk,x.
On a donc, pour tout x ∈ B(x0, ǫ0), [B(x, ǫ0), exp
−1
x ] est une carte normale en x. Pour tout
x ∈ B(x0, ǫ0) :
gx,ij(z) = g(z)(∂zi,x, ∂zj ,x),
ou` ∂zi,x est le champ de vecteur locale canonique lie´ a` la carte exponentielle.
On note, aki (z, x) =
(ϕo expx)
k
∂zi
[exp−1x (z)], alors, ∂zi,x = a
k
i (z, x)∂uk,ϕ,
avec, ∂uk,ϕ, le champ de vecteur canonique relatif a` la carte (Ω, ϕ), ce dernier ne de´pend pas
du point x, contrairement a` celui de la carte exponentielle en x. Quant aux fonctions aki elles sont
C∞ de z et x. On obtient,
gx,ij(z) = g(z)[a
k
i (z, x)∂uk,ϕ; a
l
j(z, x)∂ul,ϕ] = a
k
i (z, x)a
l
j(z, x)gkl(z),
ou` les gkl sont les composantes de g dans la carte (Ω, ϕ).
On a, z = expx(y), y ∈ B(0, ǫ0) ⊂ R
n et y = rθ en coordonne´es polaires, ainsi, la fonction
(x, r, θ)→ gx,ij[expx(rθ)] est C
∞ des variables x, r et θ.
D’autre part, par de´finition, gkij(rθ) = g[expx(rθ)](∂θi,x, ∂θj ,x), (champs de vecteurs cano-
niques).
En utilisant le meˆme type de calcul que pre´ce´demment, on a,
∂θi,x = rb
k
i (θ)∂zk,x,
avec, bji des fonction tre´s re´gulie`res. Donc,
gkij(r, θ) = r
2g[expx(rθ)](b
k
i ∂zk,x, b
l
j∂zl,x),
d’ou`,
gkij(r, θ) = r
2bki (θ)b
l
j(θ)gx,kl[expx(rθ)].
Donc, l’application, g˜kij : (x, r, θ)→ b
k
j b
l
jgx,kl[expx(rθ)] est C
∞ des trois variables x, r et θ.
On a,
∂r g˜
k
ij(x, 0, θ) = b
k
i (θ)b
k
j (θ)c
m(θ)∂mgx,kl(x) = 0,
car, la carte exponentielle est normale en x et les gx,kl sont les composantes de g dans cette
meˆme carte. On a aussi,
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∂θm g˜
k
ij(x, r, θ) = b˜
k
i (θ)b˜
l
j(θ)gx,kl[expx(rθ)] + rb¯
k
i (θ)b¯
l
j(θ)c¯
s
m(θ)∂sgx,kl[expx(rθ)],
En rede´rivant en r, on obtient,
∂r∂θm g˜
k
ij(x, r, θ) = u
klq
ijmr(θ)∂qgx,kl[expx(rθ)] + v
kl
ijmr(θ)w
s(t)∂sgx,kl[expx(rθ)]+
+rhklstijrm(θ)∂stgx,kl[expx(rθ)].
Donc,
∂r∂θm g˜
k
ij(x, 0, θ) = 0, ∀ ,x ∈ B(x0, ǫ0), ∀ θ ∈ U
k.
Ainsi, on obtient :
∂r g˜
k
ij(x, 0, θ) = ∂r∂θm g˜
k
ij(x, 0, θ) = 0, ∀ x ∈ B(x0, ǫ0), ∀ θ ∈ U
k. (∗)
On a la meme chose en considerant le determinant :
Comme,
√
|g˜k| = αk(θ)
√
[det(gx,ij)], on en de´duit,
∂r(log
√
|g˜k|) = ∂r[log(
√
[det(gx,ij)])].
Par de´finition du de´terminant et en de´veloppant par rapport al ligne 1 par exemple, on obtient,
det[gx,ij][expx(rθ)] = Σ Π gx,kl[expx(rθ)],
d’ou`,
∂rdet[gx,ij ](x) = Σ Π [gx,kl(x)]a
s(θ)∂sgx,mn(x) = 0,
Car, la carte exponentielle est normale en x.
Finalement,
∂r|g˜
k|(x, 0, θ) = 0, ∀ x ∈ B(x0, ǫ0), ∀ θ ∈ U
k.
En utilisant le meˆme raisonnement que celui qu’on utilise´ pour calculer, ∂r∂θm g˜
k
ij(x, 0, θ), on
prouve que,
∂r∂θm |g˜
k|(x, 0, θ) = 0.
En conclusion,
∂r g˜
k
ij(x, 0, θ) = ∂r∂θm g˜
k
ij(x, 0, θ) = 0 ∀ x ∈ B(x0, ǫ0), ∀ θ ∈ U
k. (∗∗)
∂r|g˜
k|(x, 0, θ) = ∂r∂θm |g˜
k|(x, 0, θ) = 0 ∀ x ∈ B(x0, ǫ0), ∀ θ ∈ U
k. (∗ ∗ ∗)
∂r∂θm
[√
|g˜k|
αk(θ)
]
(x, 0, θ) = ∂r∂θm∂θm′
[√
|g˜k|
αk(θ)
]
(x, 0, θ) = 0 ∀ x ∈ B(x0, ǫ0), ∀ θ ∈ U
k. (∗∗∗∗)
L’ouvert Uk est choisit de telle manie`re qu’en le re´duisant un peu, il reste un ouvert de carte.
On utilise alors, l’uniforme continuite´ des de´rive´es succe´ssives pour obtenir les re´sultats de la
proposition 1.
Remarque :
∂r[log
√
|g˜k|] qui est une fonction locale de θ, est la restriction d’une fonction globale, de´finie
sur toute la sphe`re Sn−1 a` savoir ∂r[log
√
det(gx,ij)]. On notera, J(x, r, θ) =
√
det(gx,ij).
23) Le Laplacien en polaires :
Ecrivons le laplacien dans ]0, ǫ1[×U
k,
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−∆ = ∂rr +
n− 1
r
∂r + ∂r[log
√
|g˜k|]∂r +
1
r2
√
|g˜k|
∂θi(g˜
θiθj
√
|g˜k|∂θj ).
On a,
−∆ = ∂rr +
n− 1
r
∂r + ∂r log J(x, r, θ)∂r +
1
r2
√
|g˜k|
∂θi(g˜
θiθj
√
|g˜k|∂θj ).
Le laplacien s’e´crit ( de´composition radiale et angulaire),
−∆ = ∂rr +
n− 1
r
∂r + ∂r[log J(x, r, θ)]∂r −∆Sr(x),
ou`∆Sr(x) est le laplacien sur la sphe`re Sr(x).
∆Sr(x), s’e´crit localement,
−∆Sr(x) =
1
r2
√
|g˜k|
∂θi(g˜
θiθj
√
|g˜k|∂θj).
On coclut que l’ope´rateur de droite en θ, dans la premie`re expression du laplacien, n’est que
l’e´criture locale d’un ope´rateur global.
On pose, Lθ(x, r)(...) = r
2∆Sr(x)(...)[expx(rθ)].
L’ope´rateur Lθ(x, r) est un ope´rateur de´finie sur les fonctions C
2(Sn−1) de manie`re globale
(il ne de´pend pas de la carte choisie sur Sn−1 et vaut localement,
Lθ(x, r) = −
1√
|g˜k|
∂θi [g˜
θiθj
√
|g˜k|∂θj ].
De plus cet ope´rateur est elliptique, on e´crit alors,
∆ = ∂rr +
n− 1
r
∂r + ∂r[J(x, r, θ)]∂r −
1
r2
Lθ(x, r).
Si, maintenant, u est une fonction de´finie surM , alors, u¯(r, θ) = uo expx(rθ) est la fonction
qui lui correspond en coordonne´s polaires centre´es en x.
−∆u = ∂rru¯+
n− 1
r
∂ru¯+ ∂r[J(x, r, θ)]∂r u¯−∆Sr(x)(u|Sr(x))[expx(rθ)],
r2∆Sr(x)(u|Sr(x))[expx(rθ)] = −
1√
|g˜k|
∂θi
[
g˜θ
iθj
√
|g˜k|∂θj [uo expx(rθ)]
]
= Lθ(x, r)u¯.
Ainsi,
−∆u = ∂rru¯+
n− 1
r
∂ru¯+ ∂r[J(x, r, θ)]∂r u¯−
1
r2
Lθ(x, r)u¯.
D’autre part, il est clair qu’en se placent dans la carte exponentielle, on transporte la me´trique
dans l’espace euclidien. Puis, en conside´rant les coordonne´es ge´ode´siques polaires, on voit que
la me´trique se decompose suivant les champs de vecteurs radial et angulaires. Comme l’espace
se decompose suivant la partie radiale et angulaire sur la sphere, il est clair qu’en conside´rant les
champs de vecteur ∂r, ∂θj , on retrouve localement le laplacien radial et angulaire, qui est un la-
placien global par la carte exponentielle. On retrouve par l’interme´diaire de la carte exponentielle
un laplacien global qu’on decompose en coordonnnees ge´ode´siques polaires en partie radiale et
angulaire par le lemme de Gauss.
L’ope´rateur Lθ(x, r) est un laplacien sur Sn−1 pour une certaine me´trique qui de´pend du
parame`tre r.
On a,∆Sr(x) = ∆i∗x,r(g) ou`, ix,r est l’application identite´ de Sr(x) dansM et i
∗
x,r(g) = g˜ est
la me´trique induite sur la sous-varie´te´ Sr(x) deM .
Comme expx induit un diffe´omorphisme de Sr(x) vers S
r
n−1, on a :
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∆Sr(x)u|Sr(x) = ∆i∗x,r(g)u|Sr(x) = ∆g˜u|Sr(x) = ∆exp∗x(g˜),Srn−1uo expx(v),
Soit, z˜ l’application de Sn−1 vers S
r
n−1 de´finie par θ → rθ. Alors,
∆exp∗x(g˜)uo expx(v) = ∆z˜∗[exp∗x(g˜)]uo expx(rθ),
Pour le choix de la carte (ψ,Uk), sur Sn−1, la carte locale en coordonne´es polaires pour le
point x est, (ϕ0, ]0, ǫ0[×U
k), ou` ϕ0 = expx oz˜oψ
−1. Les gkjl sont par de´finition :
gkjl(r, θ) = gexpx(rθ)(∂j,ϕ0 , ∂l,ϕ0),
avec, ∂j,ϕ0 , ∂l,ϕ0 les champs de vecteurs canoniques correspondant a` la carte (ϕ0, ]0, ǫ0[×U
k).
Par de´finition, pour h une fonction de´finie au voisinage de x :
∂j,ϕ0(h) =
∂(hoϕ0)
∂θ¯j
=
∂(ho expx oz˜oψ
−1)
∂θ¯j
,
Rappelons, qu’on ecrit, ψ(θ) = (θ¯1, . . . , θ¯n−1) et θ0 = r (de´rivations angulaires et radiale).
Si, on s’occupe des composantes angulaires, c’est a` dire les champs de vecteurs, ∂j,ϕ0 avec
1 ≤ j ≤ n− 1, j ∈ N, alors,
∂j,ϕ0(h) =
∂(hoix,ro expx oz˜oψ
−1)
∂θ¯j
,
∂(hoϕ0)
∂θ¯j
=
∂(hoix,roϕ0)
∂θ¯j
,
Donc, si on note ∂¯j , ∂¯l les champs de vecteurs canoniques de la sphe`re par rapport a` la carte
(ψ,Uk), on obtient, en notant d de´signe la diffe´rentielle,
∂j,ϕ0 = d(ix,ro expx oz˜)(∂¯j),
Donc,
gkjl(r, θ) = gexpx(rθ)[d(ix,ro expx oz˜)(∂¯j), d(ix,ro expx oz˜)(∂¯l)],
d’ou`, en utilisant la de´finition du pull-back,
gkjl(r, θ) = z˜
∗[exp∗x[i
∗
x,r(g)]](∂¯j , ∂¯l) = z˜
∗[exp∗x(g˜)](∂¯j , ∂¯l),
le dernier terme a` droite dans l’expression pre´ce´dente, n’est que la composante j, l, de la
me´trique z˜∗[exp∗x(g˜)] de´finie sur la sphe´re unite´ Sn−1.
Finalement, on peut comparer les expressions locales et globales,
−∆z˜∗[exp∗x(g˜)],Sn−1uo expx(rθ) =
1
r2
√
|g˜k|
∂θi [g˜
θiθj
√
|g˜k|∂θjuo expx(rψ
−1)],
Maintenant, si on prend la nouvelle me´trique sur Sn−1 de´finie par,
g
x,r,Sn−1
= r−2z˜∗[exp∗x(g˜)],
cette me´trique est bien de´finie et de plus,
g
x,r,Sn−1 jl
= r−2gkjl = g˜
k
jl,
Nos raisonnements futurs se ferons avec r > 0. On obtient,
∆gx,r,Sn−1
= r2∆z˜∗[exp∗x(g˜)],Sn−1 = Lθ(x, r).
24) Sur les fonctions Green :
Le monograph de Druet-Hebey-Robert est assez clair et precis. On donne quelques explica-
tions sur les fonctions de Green et sur le fait que le dernier terme dans la decomposition de cette
fonction est de classe C1. C’est essentielement du au fait que le premier terme est donne´ explici-
tement et on utilise une recurrence pour prouver que les termes dela decompostion sont Sobolev
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et continues en dehors de la digaonale. (Ou bien comme dans le monograph de Druet-Hebey-
Robert, on fait la difference des fonctions en deux points et on remarque qu’on a des fonctions
Lipschitziennes, Notons comme c’est ecrit dans Ambrosio-Fusco-Pallara,pour pouvoir savoir si
une fonction est Sobolev, il suffit qu’on ait des derivees directionelles).
Les fonctions qu’on considere sont continues en dehors d’un ensemble de mesure nulle (un
point ou la diagonale). Elles sont mesurables. Elles sont integrables par les theoremes de compa-
raisons.
Soit (W¯ , g) une varie´te´ Riemannienne compacte avec ou sans bord. Dans le cas sans bord, on
la note (M, g).
Soit H la fonction definie comme dans le livre d’Aubin. Cette fonction ne depend pas de la
fonction rayon d’injective´ dans le cas d’une varie´te´ compacte sans bord. Elle depend (a` gauche en
P) du rayon d’injective´ dans le cas d’une varie´te´ a` bord. On sait que la fonction rayon d’injectivite´
est continue surW avec δ(P ) ≤ d(P, ∂W ), on peut alors la prolonger par 0 sur ∂W . Alors δ(P )
est continue sur W¯ .
On pose :
Γ1(P,Q) = −∆QH(P,Q), Γi+1(P,Q) =
∫
W
Γi(P,R)Γ1(R,Q)dR.
Alors,
|Γ1| ≤ C[d(P,Q)]
2−n.
Explicitement et par recurrence les Γi sont continues en dehors de la diagonale et pour P ou
Q proche du bord, elles sont nulles (conditions au bord). On les prolonge par 0 au bord. Par le
theoreme de la convergence dominee de Lebesgue, on prouve qu’elles sont W 1,∞ en dehors de
la diagonale enQ car elles sont Sobolev est leur derivees bornees. La fonction d(P,Q) = dP (Q)
est reguliere en Q en dehors de P et en fixant Q elle est Lipschitzienne en P , on alors le fait
que (R,Q) → ∂QdR(Q) est continue en dehors de la diagonale et L
∞
loc. Donc, par le theo-
reme de convergence dominee (enlever de petites boules) Γi ∗ ∂QΓ1 et Γi ∗ ∂QH sont C
0 en
dehors de la diagonale. Donc, les Γi et Γi ∗ H sont C
1 en dehors de la diagonale.(Le point
essentiel est la fonction distance).(Concernant la fonction distance, (Ri, Q) → d(Ri, Q) =
d(Ri, expRi(rθ)), Q = expRi(rθ), ǫ0/2 ≤ r ≤ δ(Ri)/3, θ ∈ Sn−1 et la carte de reference est
[B(R0, δ(R0)/3), expR0 ] avec Ri → R0. On voit alors qu’en coordonnes geodesiques polaires
centrees en Ri un calcul de ∆g,Qd(Ri, Q) ∈ L
∞ et d(Ri, .) → d(R0, .) et par les estimations
elliptiques on a ∂Qd(Ri, Q)→ ∂Qd(R0, Q) pour d(Ri, Q) ≥ ǫ0 > 0.)
Dans le cas ou`W = M sans bord :
D’apres sa formule explicite H est C1 en dehors de la diagonale. Elle est W 1,1+ǫ de chaque
variable pour un ǫ > 0 assez petit, par recurrence et par Fubini, Fubini-Tonnelli :
∂PΓi+1(P,Q) =
∫
M
∂PΓi(P,R)Γ1(R,Q)dR,
et,
∂QΓi+1(P,Q) =
∫
M
Γi(P,R)∂QΓ1(R,Q)dR.
Pour une variete´ avec bord, on ne peut pas deriver par rapport P , car l’expression de Γi et en
paticulier de Γ1 contient δP qu’on sait seulement continue et pas forcement differentiable. Dans
le cas avec bord, les fonctions Γi sont continues en P en dehors de la diagonales et L
1+ǫ, ǫ > 0
seulement, mais ceci suffit pour prouver la symetrie par le theoreme d’Agmon)
On a aussi, les estimees de Giraud. Ainsi de proche en proche, les Γi deviennent de plus en
plus regulieres. on utilise le theoreme de Giraud pour prouver que Γk = r
λ−n ∗ r2−n avec
λ + 2 > n (donc ≥ n + 1 car λ est entier puisqu’on derive les Γi). ( Si λ > n − 1 (λ ≥ n)
c’est fini (on regarde Γk−1), si λ = n − 1 alors : Γk = r
−1 ∗ r2−n et ∂PΓk = r
−2 ∗ r2−n et
∂QΓk = r
−1 ∗ r1−n qui est en log par Giraud et donc ∂PΓk+1 et ∂QΓk+1 sont C
0(M ×M) par
Giraud et donc Γk+1 est C
1(M ×M). (Utiliser le produit de convolution, car Γk+1 et sa derive´e
Sobolev, est continue pour ecrire qu’elle est
∫
∂P , l’integrale d’une fonction continue donc C
1,
il a convergence uniforme de la convolution, car la fonction et son Sobolev sont continues). Dans
le cas avec bord, Γk continue implique que Γk+1 est W
1,∞ en Q.(On a mieux C1 en Q car
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la fonction (R,Q) → ∂Qd(R,Q) est C
0 en dehors de la diagonale de W et H est a support
compact (elle s’annule avant le bord) et donc (Γk ∗ ∂QH est C
0 en dehors de la diagonale de
W¯ )).
Dans le cas d’un operateur−L = −∆+ h, la regualrite de Γk+1 depend de celle de h. Si par
exemple h est C1 alors comme precedemment Γk+1 est C
1 de P et Q. Bien sur le Γ1 change :
Γ1(P,Q) = −∆QH(P,Q) + h(Q)H(P,Q).
Remarque : a) sur la borne inferieure de la fonction de GreenGǫ de−∆+ ǫ = −∇
i(∇i)+ ǫ,
ǫ > 0.
1) On a Gǫ ≥ 0 donc par la proprie´te´ de la borne inferieuremǫ = infM×M Gǫ existe.
2) Par definitionmǫ = limδ→0Gǫ(xδ, yδ). Si on suppose que d(xδ, yδ) → 0, par la proprie´te´
du monograph de Druet-Hebey-Robert, mǫ = +∞, ceci n’est pas possible et Comme Gǫ est
continue en dehors de la diagonale.mǫ = Gǫ(xǫ, yǫ) avec xǫ 6= yǫ.
Si on met un indice , i, alors on peut supposer que, Gi = Gǫi :
inf
M×M
Gi = mi = Gi(xi, yi), xi 6= yi,
Apres, on peut raisonner sur la borne inferieure globale sur tout M ×M , au lieu de prendre
l’inf surM en x puis en y.
b) sur les fonctions de Green des varie´te´s a` bord. on remarque que par exemple que pour les
varietes a` bord, la parametrix est solution d’une EDP elliptique en dehors de la singularite´, on
utilise les theoremes d’Agmon et de regularite´ dans la construction complete de la fonction de
Green dans le cas des varietes a bord, voir le monograph de F.Robert.
25) Sur la formule de Gauss-Bonnet :
C’est bien ecrit dans le livre de J.Lafontaine, edition 2010.
1) relation entre l’indice d’un champ de vecteurs et la courbure de Gauss.
2) relation entre indice d’un champ de vecteur, fonction de Morse et caracteristique d’Euler-
Poincare´.
On a une surface riemannienne compacte sans bord (M, g).
On part d’un champ de vecteurX ayant des zeros. On conside`re le normalise´X1 = X/||X ||,
il n’est pas definit aux zeros deX . Puisqu’il y a produit scalaire, on considereX2 son orthoganle
de sorte qu’on ait un repere orthonorme´.
(X1, X2) est un repere mobile ou ”moving-frame”. On a une connexion, donc on a de nou-
veaux symboles de Christoffel et une connexion forme ω. de sorte que dω = Ω la courbure. celle
ci n’est pas definie aux zeros deX , puisqu’on considereX1 et on divise par ||X ||.
(Comme on l’a dit pour la surface K3, on a une connexion ⇒ symboles de Christoffel ⇒
connexion forme (par dualite´). Puis on derive dω on retrouve la courbure ou forme volume par
dualite´. C’est bien ecrit dans le livre de J. Lafontaine quand il considere∇Xi(Xj). Dans certains
livres on note ω = ω21. )
Mais au vosinage des zeros on a une carte (canonique si on veut, normalise´) et le passage des
champs issus de cette carte note´s (Z1, Z2) a` (X1, X2) se fait via un champ de rotationsR = e
iϕ
(plus precisement de Z1 a`X1, on voit bien queX1 = e
iϕZ1 se contracte vers un vecteur du type
e1 × e
iϕ car Z1 est definit sur un voisinage de la singularite´ et qu’on peut le contracter en un
vecteur fixe). (On voit ici que R est homotope a X1). On note ω0 la connexion forme pour ce
repere mobile ou ”moving-frame” (Z1, Z2). Alors on a la relation :
ω = ω0 − dϕ.
Avec, ω0 definie au voisinage de la singularite´ contrairement a´ ω. (on peut passer a´ la limite
dans la formule de Stokes, voir ci-dessous).
La rotation R est homotope au champX1 donc : on a le meme degre topologique.
deg(R) = deg(X1).
Or,
deg(R) = deg(rotation) =
∫
dϕ,
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et par defintion,
deg(X1) = indice(X).
(Pour une fonction de Morse f , on considerera X = ∇f et l’indice se calcul explicitement
dans une carte particuliere, car il ne depend pas de la carte).
Maintenant la formule de Stokes donne, c’est bien ecrit dans le Lafontaine :∫
Ω =
∫
dω =
∫
ω →
∫
dϕ = indice(X).
Ceci pour la relation entre courbure et indice de champs de vecteurs. (c’est lie´ a la connexion
forme, qui induit la courbure et qui est produite par le repere mobile issu deX).
Maintenant un theoreme, voir le Gramain ou Hirsch (Differential Topology), dit que sur une
surface compacte, il y a une fonction de Morse f . On applique, ce qui pre´ce`de a`∇f . Ceci revient
a` calculer un nombre lie´ aux differents indice le la fonction de Morse et qui est bien detaille´ dans
le livre de Hirsch (Differential Topology). Ceci revient a` calculer l’homologie d’un complexe
cellulaire et qui donne la caracteristique d’Euler-Poincare´.
Pour ce qui est du calcul de la caractersitique d’Euler d’une somme connexe. C’est bien connu.
Voir aussi dans le livre de J. Lafontaine.
26) Sur l’article de Chen-Li :
On a aussi la compacite´ globale de Chen-Li, cite´ dans la section 4.1. Le resultat de Chen-Li
utilise le fait qu’on a compacite´ au voisinage du bord lorsque ||∇ logV || ≤ A, puis il etend
ce resultat lorsque ||∇V || ≤ A1, pour cela il utilise l’extension des resultats de Brezis-Merle
(Theorem 1 de Brezis Merle), qui reste vrai dans des domaines Lipschitzien de`s qu’on a la
regularite´ des solutions dansW 1,20 , car le principe du maximum est valable dans ce cas (on utilise
l’integration par parties, qui est vrai des que la regularite´ du bord est Lipschitzien. Pour l’inegalite´
de Sobolev aussi et la resolution d’un probleme variationnel dans L2. Lipschitz suffit). Ceci pour
la fonction u2 du debut de preuve de Chen-Li. (et aussi l’extension des fonctions harmoniques
et la formule de Poisson, pour u1 qui necessite une application conforme). Voir la preuve du
corollaire de l’article de Chen-Li.
(Voir l’article de Sweers-Nazarov. Journal.Diff.Equations. 2007. Pour les conditions de regu-
larite´W 2,p des problemes sur des ouverts Lipschitziens.)
Remarque sur la preuve de Chen-Li : pour etendre la partie u1 harmonique, il faut supposer le
domaine analytique, pour pouvoir utiliser une transformation conforme qui reste invariante par le
Laplacien. Principe de symetrisation de Schwarz. Donc, le resultat de compacite´ reste vrai avec
la regularite´ smooth lorsque on suppose ||∇ logV || ≤ A. Mais la regularite´ du domaine doit
etre suposse´e analytique lorsqu’on passe a ||∇V || ≤ A1.
Dans leur preuve Chen-Li, utilisent le fait que l’operateur est invariant par appplication de
carte, ceci est possible si cette application est conforme, elle preserve le Laplacien. Puis, syme-
trise la fonction en symetrisant un probleme de Dirichlet, puis soustrayent les valeurs aux bords
et ils obtiennent l’image de v1. Alors u1 est l’image de v1 par l’application de carte. Maintenant
pour construire v1 ils utilisent une symetrisation d’un probleme de Dirichlet, qui requiert les
solutions dansW 2,p ∩C2(Bǫ)∩C
1(B¯ǫ), p > 2 (la formule de representation de Green reste va-
lable, dans ce cas, voir la preuve dans Gilbarg-Trudinger). Puis, ils utilisent la formule integrale
de Poisson (qui necessite d’avoir l’operateur Laplacien).
a) Pour utiliser la formule de Poisson, on conserve le Laplacien : transformation conforme ϕ.
b) Ils symetrisent uoϕ ils obtiennet une fonction uv ∈ C
1(B¯ǫ(0)) ∩W
2,p.
c) Ils resolvent : −∆v1 = −∆uv avec condition de Dirichlet sur Bǫ(0).
d) Ils utilisent la formule integrale de Poisson pour v1−uv ∈ W
2,p∩C2(Bǫ)∩C
1(B¯ǫ), p > 2.
Sur le bord, il n’y a que les valaurs de u.
(Ce travail revient a` symetriser une fonction harmonique qui ne´cessite le theoreme de syme-
trisation de Schwarz , qui necessite une application conforme, donc un domaine de depart Ω
analytique).
27) Sur l’article de C.C. Chen et C.S. Lin : (Comm. Pure. Appli. Math. 1997) :
1) Application du principe du maximum et le lemme de Hopf
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2) Fonction auxiliere pour attenuer la perturbation due a la variation de la courbure scalaire
prescrite et les conditions aux bords.
3) Ils s’assurent de la positivite´ de la fonction finale obtenue comme somme d’une fonction
et la fonction auxile`re. La positivite´ sert dans le raisonnement par l’absurde quand on prend
le sup des λ tel que ..., le fait de prendre un sup signifie qu’au dela du sup les fonctions sont
negatives ou nulles en des points, les conditions dans cet articles assurent que le point limite
reste dans le domaine (car les fonctions sont strictement positives au voisinage du bord), ils
appliquent le principe du maximum et (ou) le lemme de Hopf au point limite (point minimum,
on peut parler de principe du minimum ou principe du maximum). (raisonnement par l’absurde
( supλ < λ1 = −1/4) et application du principe du maximum et le lemme de Hopf au point
limite qui est cense´ etre a` l’interieur du domaine).
De plus, les fonctions hλ sontC
1, pour le voir, elles sont definies par la representation integrale
de fonction de Green, elles verifient au sens des distributions et d’Agmon C20 , une EDP, ici
aussi on utlise Fubini, Fubini-Tonelli et les definitions des fonctions de Green au sens C20 pour
les fonctions test, pour se ramener au Theoreme d’Agmon et conclure que hλ sont C
1. (Ecrire
∆(hλ−hµ) = Q¯λ−Q¯µ, pour la continuite´ en λ). Aussi, h
λ ≥ 0 sont nulles au bord⇒ ∂x1h
λ ≥
0 et par le lemme de Hopf ∂ν(wλ − h
λ) < 0, (principe du minimum), avec ∂ν = −∂e = −∂x1 ,
donc, ∂x1wλ > ∂x1h
λ ≥ 0).
4) pour prouver que les courbures prescrites sont nulles au point ”blow-up”, ils utilisent un
raisonnement du typeK(y) =
∫ 1
0 < ∇K(yi + sM
−2/(n−2)
i Iδ(y))|M
−2/(n−2)
i Iδ(y) > ds puis
font la difference :
K(y) =
∫ 1
0
< [∇K(yi + sM
−2/(n−2)
i Iδ(y))−∇K(yi)]|M
2/(n−2)
i Iδ(y) > ds+
+M
−2/(n−2)
i < ∇K(yi)|Iδ(y) >
a) Dans le premier ensemble Iδ(y) est borne´ car y est borne´, et son symetrise´ aussi, car λ0 ≤
λ ≤ −1/4.
b) Dans la preuve de l’estimation asymptotiqueM
2/(n−2)
i |∇Ki(y)|
1/(α−1) ≤ C,, on utilise le
raisonnement ci-dessus des que le gradient est holderien ou C2. ( comme la difference ci-dessus
et un raisonnement du type |∇K(yi +M
−2/(n−2)
i Iδ(y))−∇K(yi)| ≤ BM
−2α/(n−2)
i |Iδ(y)|
α
dans la formule de Taylor integrale (ci-dessus). Et apres les integrales du type Giraud. Dans la
partie qu’ils considere, lesM
−2/(n−2)
i Iδ sont borne´es.
2. QUELQUES PROBLEMES :
2.1. Sur les problemes du type sup× inf :
1) Probleme de Li-Zhang :
Soit (M, g) une varie´te´ Riemannienne de dimension n ≥ 5 de courbure scalaire Sg, on consi-
dere l’equation de Yamabe :
4(n− 1)
n− 2
∆u + Sgu = u
N−1, u > 0, N = 2n/(n− 2).
∆ = −∇i(∇i) l’operateur de Laplace-Beltrami.
a) Est il vrai d’avoir pour tout compactK ⊂M ,
sup
K
u× inf
M
u ≤ c(K,M, g) ?
b) En particuler pour n = 6, est il vrai qu’on a :
(sup
K
u)α × inf
K
u ≤ c, 0 < α ≤ 1 ?
2) Soit (M, g) une varie´te´ Riemannienne de dimension 4 de courbure scalaire Sg, on considere
l’equation de la courbure scalaire prescrite V :
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∆u+
1
6
Sgu = V u
3,, u > 0.
∆ = −∇i(∇i) l’operateur de Laplace-Beltrami. On suppose :
0 < a ≤ Vi ≤ b < +∞, ||∇Vi||∞ ≤ Ai → 0
a) Est il vrai que :
∃α ∈ (0, 1], (sup
K
u)α × inf
M
u ≤ c = c(a, b, (Ai)i,K,M, g) ?
b) Qu’en est il du cas (M, g) = (Ω ⊂ R4, δ)?
c) (Re´sultat du type CC.Chen-CS.Lin du cas plat), qu’en t il si on suppose que V verifie :
0 < a ≤ Vi ≤ b < +∞, ||∇Vi||∞ ≤ A, ||∇
2Vi||∞ ≤ B ?
Plus pre´cisement, a t on :
∃α ∈)0, 1], (sup
K
u)α × inf
M
u ≤ c = c(a, b, A,B,K,M) ?
2.2. Probleme de Brezis-Li-Shafrir :
Soit Ω un ouvert de R2, ici,∆ = ∂11 + ∂22, on considere l’equation suivante :
−∆u = V eu,
avec V > 0 et continue sur Ω.
A t on, pour tout compactK ⊂ Ω :
sup
K
u+ inf
Ω
u ≤ c = c(K,V,Ω) ?
2.3. Problemes du type Brezis-Merle :
Soit Ω un ouvert regulier de R2, ici, ∆ = ∂11 + ∂22. On considere les equations suivantes :
−∆u− ǫ(x1∂1u+ x2∂2u) = |x− x0|
2βV eu, ǫ ∈ (0, 1], x0 ∈ ∂Ω,
avec,
β ≥ 0, 0 ≤ V ≤ b, |x− x0|
2βeu ∈ L1(Ω), u ∈ W 1,10 (Ω).
a) Donner le comportement ”blow-up” au bord et un critere de compacite´ des solutions en u.
b) Qu’en est il si V est Lipschitzienne?
c) De meme, donner le comportement ”blow-up” et un critere de compacite´ pour les solutions
de :
−∆u− ǫ(x1∂1u+ x2∂2u) = |x− x0|
−2αV eu, ǫ ∈ (0, 1], x0 ∈ ∂Ω.
Ici α ∈ (0, 1) ou α ∈ (0, 1/2) et,
0 ≤ V ≤ b, |x− x0|
−2αeu ∈ L1(Ω), u ∈ W 1,10 (Ω)
d) Qu’en est il si on suppose V Lipschitzienne?
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