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Abstract
Numerical experiments show that the Frobenius norm of the commutator of two large
matrices typically clusters sharply around a certain value, which, moreover, is much smaller
than one would predict. The purpose of this paper is to give a rigorous foundation of this
phenomenon. We also discuss the question how big the Frobenius norm of the commutator of
two matrices can actually be.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and main results
Let X and Y be two real n × n matrices of Frobenius norm 1: X, Y ∈ Mn(R) and
‖X‖2F = ‖Y‖2F = 1. We always suppose that n  2. The squared Frobenius norm of
the commutator of X and Y , ‖XY − YX‖2F, can assume every value in [0, 2]. Indeed,
if X and Y commute, then ‖XY − YX‖2F = 0, and if the upper-left 2 × 2 blocks of
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Fig. 1. The values ‖XY − YX‖2F (asterisks) and n2 ‖XY − YX‖2F (circles) for 40 pairs of independent
random matrices X, Y from Sn2−1 with the uniform distribution.
X and Y are
(
0 1
0 0
)
and
(
0 0
1 0
)
, respectively, and the remaining entries of X
and Y are zero, then ‖XY − YX‖2F = 2. However, when taking X and Y randomly
from the unit sphere Sn2−1 = {Z ∈ Mn(R) : ‖Z‖2F = 1} with the uniform distribu-
tion, one obtains Fig. 1. Thus, the higher the matrix dimension n is, the sharper
‖XY − YX‖2F is concentrated at the value 2/n. The following theorem, which is
a special case of our main result (Theorem 2.1), gives an explanation to the fairly
surprising distributions seen in Fig. 1.
Theorem 1.1. If X and Y are independently drawn from the uniform distribution on
the sphere Sn2−1, then the expected value and the variance of the random variable
ξ = ‖XY − YX‖2F are
Eξ = 2
n
− 2
n3
, σ 2ξ = 8
n4
+ O
(
1
n5
)
.
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It should be noted that Girko [2] established a wealth of results for functions
of random matrices, including a central limit theorem for the trace of an analytic
function of a random matrix. However, we have not found a result like Theorem 1.1
in [2] and do not see how to derive Theorem 1.1 from [2]. We also mention that [1]
deals with the expected value and the variance of the ratio ‖Ax‖2/(‖A‖2‖x‖2) where
A : RN → RN is a fixed linear operator and x is a random vector taken from the
uniform distribution on the unit sphere of RN with the Euclidean norm. The results
of [1] can be applied to the linear operator AX : Mn(R) → Mn(R) which sends Y to
XY − YX. In this way one can indeed prove the formula Eξ = 2/n − 2/n3, but it
seems to be impossible to tackle the variance σ 2ξ in this manner.
Theorem 1.1 tells us how big the value ‖XY − YX‖2F typically is. But how big
can ‖XY − YX‖2F actually be? We know that it can be 2 and it is obvious that
‖XY − YX‖2F  (‖X‖F‖Y‖F + ‖Y‖F‖X‖F)2 = (1 + 1)2 = 4.
We conjecture that 2 is nevertheless the maximum.
Conjecture 1.2. If X, Y are two matrices in Mn(R) and ‖X‖2F = ‖Y‖2F = 1, then‖XY − YX‖2F  2.
Clearly, Conjecture 1.2 is equivalent to the inequality
‖XY − YX‖2F  2‖X‖2F‖Y‖2F (1)
for all X, Y ∈ Mn(R) and also to the inequality
‖X ⊗ I − I ⊗ X‖  √2‖X‖F (2)
for all X ∈ Mn(R), where ‖ · ‖ denotes the spectral norm.
We will show that Conjecture 1.2 is true for n = 2. For general n, we can prove
at least the following.
Theorem 1.3. If X, Y are two matrices in Mn(R) and ‖X‖2F = ‖Y‖2F = 1, then‖XY − YX‖2F  3.
Theorem 1.1 is proved in Section 2. Our proof of Theorem 1.3 is sketched in
Section 3. Section 4 is devoted to special cases of Conjecture 1.2, and Section 5
contains some additional remarks on Conjecture 1.2.
We finally remark that the subject considered in this paper is in fact part of the big-
ger business of studying probabilistic properties of matrix functions such as AX −
XB, AX2B + CXYD + EYXF + GY 2H , eX − I − X, eX+Y − eXeY , and so on.
We will embark on this set of problems elsewhere.
2. Commutators of random matrices
LetX = (xjk)nj,k=1 andY = (yjk)nj,k=1 wherex11, x12, . . . , xnn, y11, y12. . . . , ynn
are identically distributed real-valued random variables. We assume that x11 is sym-
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metric about zero: P(x11 ∈ (−t, 0)) = P(x11 ∈ (0, t)) for all t > 0. This implies
in particular that E(xij ) = E(xij xk) = E(xij x3k) = 0 for (i, j) /= (k, ) and that
analogous equalities hold for the entries of Y . We do not require that x11, . . . , xnn
(and y11, . . . , ynn) are independent, but we assume that there is a finite constant c22
such that
E(x2ij x
2
k) = E(y2ij y2k) = c22 whenever (i, j) /= (k, ).
We put
E(x2ij ) = E(y2ij ) = c2, E(x4ij ) = E(y4ij ) = c4
and assume that c2 and c4 are finite. Clearly, if xij and xk are independent, then
c22 = c22. Notice that c2, c4, c22 may depend on n. Finally, we assume that xij and
yk are independent for all i, j, k, , so that, for example, E(x2ij y
2
k) = c22.
Theorem 2.1. Under the above assumptions, the expected value and the variance
of the random variable ξ = ‖XY − YX‖2F are Eξ = 2c22(n3 − n) and
σ 2ξ = 2c222(2n6 − 4n4 − n3 + 5n2 − 2n) + 2c24(n3 + n2 − 2n)
+ 2c4c22(4n4 − 2n3 − 6n2 + 4n) − 2c42(2n6 − 4n4 + 2n2) (3)
= 4(c222−c42)n6 + 8(c4c22−c222 + c42)n4 + O
(
n3(c42 + c222 + c24)
)
. (4)
Proof. We have
ξ =
∑
i,j
(∑
k
(xikykj − yikxkj )
)2
=
∑
i,j,k,
(xikykj − yikxkj )(xiyj − yixj ), (5)
and this can be written as a sum S11 + S12 + S21 + S22. The expected value of Spq
does not change if x and y are interchanged. This shows that ES11 = ES22 and
ES12 = ES21. Obviously,
ES11 = E
∑
i,j,k,
xikxiykj yj = E
∑
k=
x2iky
2
kj + E
∑
k /=
xikxiykj yj . (6)
The k =  sum in (6) has n3 terms each of which equals c22 and the k /=  sum in
(6) is zero because of the symmetry of the entries about zero. Thus, (6) is equal to
c22n
3
. Further,
ES12 = −E
∑
i,j,k,
xikxj ykj yi,
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and we split this sum into four sums:
ES12 = −E
∑
(i,k)=(,j)
(k,j)=(i,)
−E
∑
(i,k)=(,j)
(k,j) /=(i,)
−E
∑
(i,k) /=(,j)
(k,j)=(i,)
−E
∑
(i,k) /=(,j)
(k,j) /=(i,)
. (7)
The first sum in (7) is −E∑ x2iiy2ii = −c22n and the three remaining sums of (7)
are easily seen to be zero. Consequently, ES12 = −c22n. Overall, Eξ = 2(ES11 +
ES12) = 2c22n3 − 2c22n.
To compute σ 2ξ = E(ξ2) − (Eξ)2 we use (5) to get
ξ2 =
∑
i,j,k,
(xikykj xiyj + yikxkj yixj − xikykj yixj − yikxkj xiyj )
×
∑
α,β,γ,δ
(xαγ yγβxαδyδβ+yαγ xγβyαδxδβ−xαγ yγβyαδxδβ−yαγ xγβxαδyδβ),
and we write this as
∑4
p,q=1 Spq in a natural fashion. It is easily seen that
S12 = S21, S13 = S31, S23 = S32, S14 = S41, S24 = S42, S34 = S43,
ES11 = ES22, ES33 = ES44,
whence
Eξ2 = 2E(S11 + S33 + S12 + S13 + S14 + S23 + S24 + S34). (8)
We have
ES11 = E
∑
i,j,k,
α,β,γ,δ
xikxixαγ xαδykj yj yγβyδβ . (9)
Let us first consider the terms of (9) with k /=  and γ /= δ. The sum of these terms
can be split into four sums:
E
∑
(i,k)=(α,γ )
(i,)=(α,δ)
+E
∑
(i,k)=(α,γ )
(i,) /=(α,δ)
+E
∑
(i,k) /=(α,γ )
(i,)=(α,δ)
+E
∑
(i,k) /=(α,γ )
(i,) /=(α,δ)
. (10)
The terms of the first sum of (10) are E(x2ikx2iykj yj ykβyβ), which is zero for
j /= β and equals E(x2ikx2iy2kj y2j ) = c222 for j = β. As there are exactly n3(n − 1)
terms with j = β (recall that k must be different from ), the first sum of (10) is
c222n
3(n − 1). A similar argument shows that the fourth sum of (10) is c222n3(n − 1).
The second and third sums of (10) are zero by our symmetry requirement. Thus, the
terms of (9) with k /=  and γ /= δ contribute the amount 2c222n3(n − 1).
The terms of (9) for which either k /=  and γ = δ or k =  and γ /= δ are also
zero. Thus, we are left with the case where k =  and γ = δ. These terms constitute
the sum
∑
i,j,k
α,β,γ
x2ikx
2
αγ y
2
kj y
2
γβ , and we decompose this sum as above:
E
∑
(i,k)=(α,γ )
(k,j)=(γ,β)
+E
∑
(i,k)=(α,γ )
(k,j) /=(γ,β)
+E
∑
(i,k) /=(α,γ )
(k,j)=(γ,β)
+E
∑
(i,k) /=(α,γ )
(k,j) /=(γ,β)
. (11)
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The first three sums of (11) are c24n3, c4c22n3(n − 1), c4c22n3(n − 1), respectively. It
follows that the fourth sum has precisely n6 − n3 − 2n3(n − 1) terms, and since each
term is c222, the fourth sum of (11) equals c222(n6 − n3 − 2n3(n − 1)). In summary,
ES11 = c222(n6 − n3 − 2n3(n−1)) + c24n3 + 2c4c22n3(n−1) + 2c222n3(n−1)
= c222(n6 − n3) + c24n3 + c4c22(2n4 − 2n3).
The remaining seven terms ESpq of (8) can be analyzed similarly. The final result is
as follows:
ES33 = ES34 = c222(n4 + 2n2 − 3n) + c24n + c4c22(2n2 − 2n),
ES12 = c222(n6 − 2n4 + n2) + c24n2 + c4c22(2n4 − 2n2),
ES13 = ES14 = ES23 = ES24 = −c222(n4 − n) − c24n − c4c22(2n2 − 2n).
Inserting this in (8) and subtracting (Eξ)2 = 4c42n6 − 8c42n4 + 4c42n2 we arrive at
formula (3). Clearly, (4) is immediate from (3). 
Example 2.2. Suppose X and Y are uniformly distributed on the unit sphere Sn2−1.
In that case an integral due to Liouville (see, for example [1]) yields
c2 = 1
n2
, c22 = 1
n2(n2 + 2) , c4 =
3
n2(n2 + 2) .
The formula for Eξ of Theorem 1.1 is therefore a straightforward consequence of
the corresponding formula in Theorem 2.1. From (3) we get
σ 2ξ = 4
n6
2n6 + n5 + n4 − 4n3 + 4n2 − 4
(n2 + 2)2 =
8
n4
+ O
(
1
n5
)
,
which proves the formula for σ 2ξ stated in Theorem 1.1. Notice also that
4(c222 − c42)n6 = −
16
n4
+ O
(
1
n5
)
, 8(c4c22 − c222 + c42)n4 =
24
n4
+ O
(
1
n5
)
and that, consequently, the formula for the variance in Theorem 1.1 can alternatively
be deduced from (4).
Matrices of Frobenius norm 1 have small entries and hence it might not be too
much a surprise that their commutators are small. Consideration of matrices whose
typical entry is of magnitude about 1 leads to matrices whose squared Frobenius
norm is of the order n2. If we take X and Y from the uniform distribution on nSn2−1,
then the expected value and the variance of the variable ξ = ‖XY − YX‖2F are
Eξ = 2n3 − 2n, σ 2ξ = 8n4 + O(n3).
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Thus, Eξ is no longer “small”, but it is nevertheless by the factor 2/n smaller than
the average value of the interval [0, 2n4], which, by Conjecture 1.2, is the surmised
range of the possible values of ξ . Also notice that Chebyshev’s inequality gives
P(|ξ − (2n3 − 2n)| > n2.5)  8
n
+ O
(
1
n2
)
,
which makes precise what is meant by saying that ξ clusters sharply around the
expected value Eξ if n is large.
Example 2.3. Suppose the entries of X and Y are independent and subject to the
standard normal distribution N(0, 1) with mean 0 and variance 1. The variable ξ =
‖XY − YX‖2F may take any value in [0,∞). We have c2 = 1, c22 = 1, c4 = 3, and
hence Theorem 2.1 implies that
Eξ = 2n3 − 2n, σ 2ξ = 24n4 + O(n3).
Example 2.4. Let the entries of X and Y be independent and subject to the Radem-
acher distribution. Thus, an entry is 1 with probability 12 and −1 with probability 12 .
Then c2 = c22 = c4 = 1 and hence Theorem 2.1 yields
Eξ = 2n3 − 2n, σ 2ξ = 8n4 + O(n3).
We clearly have ‖X‖2F = ‖Y‖2F = n2, and hence inequality (1) amounts to the esti-
mate ξ  2n4. An interesting question is whether the suspected upper bound 2n4 is
really achievable under the restriction that the entries are all from {−1, 1}. It turns
out that, at least in a sense, the answer is in the affirmative. Namely, take the n × n
matrices
X =


1 1 . . . 1
−1 −1 . . . −1
1 1 . . . 1
−1 −1 . . . −1
...
...
...

 , Y =


−1 1 −1 1 . . .
−1 1 −1 1 . . .
...
...
...
...
−1 1 −1 1 . . .

 .
It follows that XY − YX is the chessboard matrix
XY − YX =


0 2n 0 2n . . .
2n 0 2n 0 . . .
0 2n 0 2n . . .
. . . . . . . . . . . . . . .

 ,
which gives ‖XY − YX‖2F = [n2/2](2n)2. This is 2n4 if n is even and 2n4 − 2n2 in
case n is odd. If n = 3, then 2n4 − 2n2 = 144. We checked all 29 × 29 = 262144
pairs of matrices X, Y ∈ M3({−1, 1}) with the help of Matlab and found that the
value ‖XY − YX‖2F is 144 in 96 cases and greater than 144 in no case.
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3. Proof for the constant 3
In this section we prove the inequality ‖XY − YX‖2F  3‖X‖2F‖Y‖2F, which is
equivalent to Theorem 1.3.
Let X = USV be the singular value decomposition of X and suppose that S =
diag(s1, . . . , sn) with s1  · · ·  sn. With B = V YV  and C = UYU ,
‖XY − YX‖2F = ‖USV Y − YUSV ‖2F = ‖SV YV  − UYUS‖2F
= ‖SB − CS‖2F =
n∑
j,k=1
(sj bjk − skcjk)2 (12)
=
∑
j /=k
(s2j b
2
jk − 2sj skbjkcjk + s2k c2jk) +
n∑
j=1
s2j (bjj − cjj )2
=
n∑
j=1
s2j

(bjj −cjj )2 +∑
 /=j
b2j +
∑
 /=j
c2j

−2∑
j /=k
sj skbjkcjk.
(13)
Since for j /= k,
−2sj skbjkcjk  s2min(j,k)b2jk + s2max(j,k)c2jk  s2n−1b2jk + s2nc2jk,
we see that
−2
∑
j /=k
sj skbjkcjk  s2n−1‖B‖2F + s2n‖C‖2F = (s2n−1 + s2n)‖Y‖2F  ‖X‖2F‖Y‖2F.
Consequently, it remains to prove that
(bjj − cjj )2 +
∑
 /=j
b2j +
∑
 /=j
c2j  2‖B‖2F, (14)
because this shows that the first sum in (13) does not exceed
2
n∑
j=1
s2j ‖B‖2F = 2‖S‖2F‖B‖2F = 2‖X‖2F‖Y‖2F.
We have C = UYU = UV V YV VU = QBQ with Q = VU . Thus, the
entries of C are linear combinations of the entries of B. We put
β = (b11 . . . b1nb21 . . . b2n . . . bn1 . . . bnn)
and write the left-hand side of (14) in the form βHβ with a symmetric matrix H .
For the sake of definiteness, take j = n and let (q1 . . . qn) be the nth row of Q. A
direct computation shows that H is the block matrix
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H =


D1 0 . . . 0 F1
0 D2 . . . 0 F2
...
...
.
.
.
...
...
0 0 . . . Dn−1 Fn−1
E1 E2 . . . En−1 Dn

 ,
where D1 = · · · = Dn−1 = (qj qk)nj,k=1, Dn =
(
n 0
0 1 − q2n
)
with n = In−1 +
(qj qk)
n−1
j,k=1, Ej is zero except for the last row, which is (−qjq1 − qjq2 . . . − qjqn),
and Fj = Ej . To find the eigenvalues of the matrix H we compute the determinant
det(H − λI).
Let n = 2 and write p, q instead of q1, q2. The matrix H − λI is

p2 − λ pq 0 −p2
pq q2 − λ 0 −pq
0 0 1 + p2 − λ 0
−p2 −pq 0 1 − q2 − λ

 .
We extract p from the first row and first column, q from the second row and second
column, and then we subtract the second row from the first row and the second
column from the first column. With r = λ/p2 and s = λ/q2, this gives
det(H − λI) = p2q2
∣∣∣∣∣∣∣∣
−r − s s 0 0
s 1 − s 0 −p
0 0 1 + p2 − λ 0
0 −p 0 1 − q2 − λ
∣∣∣∣∣∣∣∣
.
On expanding the last determinant by its last column and taking into account that
p2 + q2 = 1, we see that det(H − λI) equals
p2q2(−p)p
∣∣∣∣−r − s 00 1 + p2 − λ
∣∣∣∣
+p2q2(1 − q2 − λ)(1 + p2 − λ)
∣∣∣∣−r − s ss 1 − s
∣∣∣∣
= p2q2(1 + p2 − λ)p2(r + s) + p2q2(1 + p2 − λ)(1 − q2 − λ)
× (rs − r − s)
= (1 + p2 − λ)[p2(λq2 + λp2) + (1 − q2 − λ)(λ2 − λq2 − λp2)]
= (1 + p2 − λ)[λp2 + (1 − q2 − λ)(λ2 − λ)]
= λ(1 + p2 − λ)[−λ2 + λ(1 + 1 − q2) + p2 − 1 + q2]
= λ2(1 + p2 − λ)(2 − q2 − λ) = λ2(2 − q2 − λ)2.
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For general n one can proceed similarly, although, of course, the calculations are
more involved. What eventually results is the simple formula
det(H − λI) = (−1)nλn2−2n+2(λ − 1)2n−4(2 − q2n − λ)2.
Consequently, the eigenvalues of the matrix H are 0, 1, and 2 − q2n  2. This shows
that βHβ  2‖β‖22 = 2‖B‖2F, as desired.
4. Normal and two-by-two matrices
Theorem 4.1. Inequality (1) is true if one of the matrices X and Y is normal.
In June 2004, we asked Rajendra Bhatia whether he had somewhere seen inequal-
ity (1). He replied that he did not remember to have seen this before but that the
inequality is obvious if one of the matrices is normal. Here are two proofs of this
observation.
First proof. Suppose X is normal. We have to prove (2). If λ1, . . . , λn are the eigen-
values of X, then λj − λk (j, k = 1, . . . , n) are the eigenvalues of the matrix A :=
X ⊗ I − I ⊗ X. The matrix A is normal together with X and hence the spectral
norm of A coincides with its spectral radius max |λj − λk| = |λj0 − λk0 |. We may
assume that j0 /= k0. This implies that
|λj0 − λk0 |
√
2
√
|λj0 |2 + |λk0 |2

√
2
√
|λ1|2 + · · · + |λn|2 =
√
2‖X‖F. 
Second proof. Let X be normal and let λ1, . . . , λn be the eigenvalues. Then X =
U∗U with a unitary matrix U and = diag(λj ). Putting UYU∗ = Z = (zjk)nj,k=1,
we get
‖XY − YX‖2F = ‖U∗UY − YU∗U‖2F = ‖UYU∗ − UYU∗‖2F
= ‖Z − Z‖2F =
n∑
j,k=1
|λj zjk − λkzjk|2
=
∑
j /=k
|λj − λk|2|zjk|2 
∑
j /=k
2(|λj |2 + |λk|2)|zjk|2

∑
j /=k
2‖‖2F|zjk|2  2‖‖2F‖Z‖2F = 2‖X‖2F‖Y‖2F. 
Theorem 4.2. Inequality (1) is true for n = 2.
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Proof. For n = 2, we deduce from (12) that ‖XY − YX‖2F is
(s1b12 − s2c12)2 + (s2b21 − s1c21)2 + s21(b11 − c11)2 + s22(b22 − c22)2
 (s21 + s22)(b212 + c212) + (s21 + s22)(b221 + c221)
+ s21(b11 − c11)2 + s22(b22 − c22)2. (15)
Since B and C are similar, they have the same trace. Hence b11 − c11 = c22 − b22
and thus,
(b11 − c11)2 = (b22 − c22)2
= 1
2
[(b11 − c11)2 + (b22 − c22)2]
 b211 + c211 + b222 + c222. (16)
Inserting (16) in (15) we see that ‖XY − YX‖2F does not exceed
(s21 + s22)(b212 + c212 + b221 + c221) + (s21 + s22)(b211 + c211 + b222 + c222)
= ‖S‖2F(‖B‖2F + ‖C‖2F) = 2‖X‖2F‖Y‖2F. 
5. Further remarks
Remark 5.1. The argument of the first proof of Theorem 4.1 shows that if one of the
matrices X and Y is positive semi-definite, then even ‖XY − YX‖2F  ‖X‖2F‖Y‖2F.
Remark 5.2. Conjecture 1.2 is true if one of the matrices has rank 1, because in this
case inequality (1) is equivalent to (14).
Remark 5.3. Conjecture 1.2 is true if X commutes with Y, in which case even the
stronger inequality ‖XY − YX‖2F  ‖XY‖2F + ‖YX‖2F holds. Indeed, with tr denot-
ing the trace,
‖XY − YX‖2F = tr(YX − XY)(XY − YX)
= tr(YXXY + XYYX − YXYX − XYXY),
and since tr(YXXY) = ‖XY‖2F, tr(XYYX) = ‖YX‖2F, and
tr(YXYX) = tr(XYXY ) = tr(YXXY ) = ‖XY‖2F  0,
tr(XYXY) = tr(YXYX) = tr(YXXY) = ‖XY‖2F  0,
we immediately arrive at the asserted inequality. We note that in particular the inequal-
ity ‖XX − XX‖2F  2‖XX‖2F is valid. If X is the 2 × 2 matrix of the introduc-
tion, then this inequality becomes an equality.
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Remark 5.4. Let ξ be the random variable introduced in Section 1 and let first
n = 3. From Theorem 1.1 and the exact formula for σ 2ξ cited in Example 2.2, we
infer that Eξ = 0.5926 and σ 2ξ = 0.0774. Chebyshev’s inequality therefore gives
P(ξ > 2)  P(|ξ − 0.5926| > 2 − 0.5926)  0.0774
(2 − 0.5926)2 = 1 − 0.9609.
In this sense, Conjecture 1.2 is true with a probability of at least 96.09% if n =
3. For n = 4 and n = 5, the corresponding probabilities are 98.81% and 99.54%,
respectively.
Remark 5.5. Let M be the collection of all upper-triangular matrices in M3(R)
whose six nonzero entries belong to {−0.96 + j · 0.08 : j = 0, 1, . . . , 24}. The num-
ber of matrices inM is 256 = 244140625, that is, about 244 millions. Matlab shows
that for each matrix Z ∈M satisfying |‖Z‖F − 1| < 0.1 the inequality
‖Z ⊗ I − I ⊗ Z‖2 < (2 + 	)‖Z‖2F, 	 := 0.0001 (17)
holds. Now let R be an arbitrary upper-triangular matrix in M3(R) with ‖R‖F = 1.
Clearly, there is a matrix Z ∈M such that ‖R − Z‖2F  6δ2, where δ = 0.04. This
matrix Z also satisfies |‖Z‖F − 1| 
√
6δ < 0.1. From (17) and Theorem 1.3 we
obtain that
‖R ⊗ I−I ⊗ R‖ ‖Z ⊗ I − I ⊗ Z‖ + ‖(R − Z) ⊗ I − I ⊗ (R − Z)‖

√
2 + 	‖Z‖F +
√
3‖R − Z‖F 
√
2 + 	(‖R‖F +
√
6δ)
+√3√6δ
= √2 + 	 + √2 + 	√6 · 0.04 + √3√6 · 0.04 < 1.723.
By Schur’s theorem, for every matrix X ∈ M3(R) there is a real orthogonal matrix
Q such that X = QRQ with an upper-triangular matrix R. It follows that
‖X ⊗ I − I ⊗ X‖ = ‖QRQ ⊗ I − I ⊗ QRQ‖
= ‖(Q ⊗ Q)(R ⊗ I − I ⊗ R)(Q ⊗ Q)‖
= ‖R ⊗ I − I ⊗ R‖ < 1.723
whenever ‖X‖F = 1. This implies that if X, Y ∈ M3(R) and ‖X‖2F = ‖Y‖2F = 1,
then ‖XY − YX‖2F < 1.7232 < 2.969 and thus reveals that for n = 3 the constant
3 in Theorem 1.3 is not best possible.
Remark 5.6. Clearly, the conjecture that (1) or (2) be true for all n is equivalent to
the conjecture that these inequalities hold whenever X and Y are Hilbert–Schmidt
operators on a separable Hilbert space. In this context, ‖ · ‖F and ‖ · ‖ have to be
interpreted as the Hilbert–Schmidt and operator norm, respectively. Furthermore,
Theorem 1.3 and the inequalities of Remarks 5.1–5.3 extend automatically to the
case where X and Y are Hilbert–Schmidt operators.
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