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SPACES OF NORMS, DETERMINANT OF COHOMOLOGY AND
FEKETE POINTS IN NON-ARCHIMEDEAN GEOMETRY
SE´BASTIEN BOUCKSOM AND DENNIS ERIKSSON
Abstract. We describe the leading asymptotics of the determinant of cohomology of
large powers of a metrized ample line bundle, on a projective Berkovich space over any
complete non-Archimedean field. As consequences, we obtain the existence of transfinite
diameters and equidistribution of Fekete points, as in previous work of the first author with
Berman and Witt Nystro¨m in the complex setting. Our approach relies on a version of
the Knudsen-Mumford expansion for the determinant of cohomology on models over the
(possibly non-Noetherian) valuation ring, as a replacement for the asymptotic expansion of
Bergman kernels in the complex case, and on the reduced fiber theorem, as a replacement
for the Bernstein-Markov inequalities. Along the way, a systematic study of spaces of norms
and the associated Fubini-Study type metrics is undertaken.
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2 SE´BASTIEN BOUCKSOM AND DENNIS ERIKSSON
Introduction
Fekete points and transfinite diameter are classical notions in logarithmic potential theory
in the plane. For each m ≥ 1, the m-diameter δm(K) of a compact subset K ⊂ C is defined
as the supremum of the geometric mean distance between m + 1 points in K, maximizers
being called Fekete configurations. The m-diameter of K admits a limit δ∞(K) as m→∞,
called the transfinite diameter ofK, which is proved to coincide with the logarithmic capacity
of K. Fekete configurations are also known to become asymptotically unique in the limit, in
the sense that they equidistribute to a certain probability measure known as the equilibrium
measure of K.
In the higher dimensional case, a similar understanding was only rather recently ob-
tained. The first steps were taken by Leja in the 1950’s, introducing a notion of m-diameter
δm(K) for a compact subset K ⊂ Cn in terms of the supremum of certain Vandermonde-
type determinants. The existence of the transfinite diameter δ∞(K) = limm→∞ δm(K) was
established by Zaharjuta in the 1970’s, and the next key step came with Rumely’s obser-
vation in [Rum07] that the general results in arithmetic intersection theory developed in
[CLR03] yield in particular an exact formula for δ∞(K) in terms of pluripotential theory
(semipositive/plurisubharmonic envelopes and mixed Monge-Ampe`re operators in the sense
of Bedford-Taylor). This triggered joint work of the first author with Berman and Witt
Nystro¨m [BB10, BBW11], which built on Bergman kernel asymptotics to establish a general
version of Rumely’s formula in the setting of polarized projective manifolds, and combined
it with a variational argument to prove the equidistribution of Fekete configurations in this
context.
The main purpose of the present paper is to study versions of these results in non-
Archimedean (Berkovich) geometry. While many results hold over an arbitrary non-Archimedean
complete valued field K, the full picture relies on more refined non-Archimedean pluripoti-
ential theory as developed in [BFJ16, BFJ15, BG+16, BJ18], and hence requires K to be
trivially or discretely valued and of residue characteristic 0.
Asymptotics of relative volumes. The Bouche-Catlin-Tian-Zelditch asymptotic expan-
sion of Bergman kernels is a fundamental result in complex geometry describing the asymp-
totic behavior of the L2-norms associated to large tensor powers of a positive Hermitian line
bundle. As noticed in [BB10], it can be reformulated as an asymptotic expansion for the
logarithmic volume ratio of such L2-norms. More specifically, define the relative volume of
two norms ‖ · ‖, ‖ · ‖′ on an N -dimensional complex vector space V as
vol(‖ · ‖, ‖ · ‖′) := log
(
det ‖ · ‖′
det ‖ · ‖
)
, (0.1)
where det ‖ · ‖ denotes the induced norm on the determinant line detV . In terms of the unit
balls B,B′ ⊂ V of the two norms, vol(‖ ·‖, ‖ ·‖′) coincides with the logarithmic volume ratio
1
2 log
(
volB
volB′
)
,
up to an error term O(N logN) that vanishes when the two norms are Hermitian. Let X be
a smooth, n-dimensional complex projective variety endowed with an ample bundle L. Any
two smooth positive metrics φ,ψ on L induce for each m ∈ N L2-norms ‖·‖L2(mφ), ‖·‖L2(mψ)
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on the space of sections H0(mL) = H0(X,L⊗m), and the asymptotic expansion of Bergman
kernels turns out to be equivalent to the existence of a full asymptotic expansion
1
mNm
vol
(‖ · ‖L2(mφ), ‖ · ‖L2(mψ)) = a0 +m−1a1 + · · ·+O(m−∞),
with
Nm := dimH
0(mL) =
mn
n!
V +O(mn−1).
Here V = (Ln) now denotes the degree of L. The leading order term a0 can further be
identified with a fundamental functional in Ka¨hler geometry, the relative Monge-Ampe`re
energy
E(φ,ψ) :=
1
n+ 1
n∑
j=0
V −1
∫
X
(φ− ψ)(ddcφ)j ∧ (ddcψ)n−j . (0.2)
We use additive notation for metrics on line bundles, so that φ− ψ is a function on X, and
ddcφ, ddcψ denote the curvature (1, 1)-forms of φ,ψ.
If φ,ψ are now arbitrary continuous metrics on L, denote by ‖·‖mφ, ‖·‖mψ the sup-norms
they define on H0(mL). Combining the previous result with a regularization argument and
a growth estimate for the distortion between sup-norms and L2-norms (Bernstein-Markov
inequality), it was proved in [BB10] that
1
mNm
vol (‖ · ‖mφ, ‖ · ‖mψ)→ E (P (φ), P (ψ)) . (0.3)
Here P (φ), P (ψ) are the semipositive envelopes of φ,ψ, whose relative Monge-Ampe`re energy
E(P (φ), P (ψ)) can be defined as in (0.2) using the Bedford-Taylor theory of mixed Monge-
Ampe`re operators.
The main result of the present paper is the following non-Archimedean analogue, gener-
alizing in particular [BG+16, Theorem A] (which deals with the discretely valued case).
Theorem A. Let X be a smooth projective variety over a non-Archimedean complete valued
field K, and L be an ample line bundle on X. For any two continuous metrics φ,ψ on (the
Berkovich analytification of) L, the scaled relative volumes of the induced sup-norms ‖ · ‖mφ,
‖ · ‖mψ on H0(mL) admit a finite limit
lim
m→∞
1
mNm
vol(‖ · ‖mφ, ‖ · ‖mψ) ∈ R.
If the semipositive envelopes P (φ), P (ψ) are further continuous, then this limit coincides
with the Monge-Ampe`re energy E(P (φ), P (ψ)).
Continuity of P (φ), P (ψ) is expected to be always true. Besides the trivial case where
φ,ψ are already semipositive, it is known to hold when K is trivially or discretely valued
of residue characteristic 0 [BFJ16, BJ18] (see also [GJKM17] for partial results when K
is discretely valued of equal positive characteristic). The relative volume of two norms on
a K-vector space and the Monge-Ampe`re energy E are still respectively defined by (0.1)
and (0.2), the latter being this time understood in the sense of Chamber-Loir and Ducros
[CLD12].
Sketch of the proof. The main tools involved in the proof of Theorem A can be summa-
rized as follows.
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Spaces of norms and determinants. The existence of the limit in Theorem A is closely related
to [CMac15, WN14]. We deduce it from the filtered linear series technique introduced in
[BC], itself based on Newton-Okounkov bodies. This relies on an appropriate version of
Minkowski’s second theorem, expressing the relative volume of two norms as a sum of relative
successive minima, up to a negligible error term. This material is included in a general study
of spaces of norms and determinants, which forms the first part of the present paper.
Fubini-Study metrics. The semipositive envelope P (φ) of a continuous metric φ appearing
in Theorem A is defined as the limit of the Fubini-Study metrics on L induced by the sup-
norms ‖ ·‖mφ. This gives rise to a systematic study of Fubini-Study metrics and their limits,
partly revisiting with a slightly different perspective [CMor15], and forming the second part
of the paper.
The reduced fiber theorem. With these preliminary tools in hand, the proof of Theorem A is
easily reduced to the case where each metric is induced by an ample model (X ,L) of (X,L),
i.e. an ample line bundle L extending L to a projective model X of X over the valuation ring
K◦. Besides the sup-norm ‖ · ‖mφ defined by the model metric φ = φL, the space of sections
H0(mL) is then also equipped with the lattice norm ‖ · ‖H0(mL) induced by the K◦-module
H0(mL) = H0(X ,L⊗m). This lattice norm, which is to some extent the analogue of the
L2-norm in the present non-Archimedean context, coincides with the sup-norm when X has
reduced special fiber, but not in general. Using the Bosch-Lu¨tkebohmert-Raynaud reduced
fiber theorem [BLR95], we prove however that the distortion between ‖ · ‖mφ and ‖ · ‖H0(mL)
remains bounded as m → ∞, which enables us to replace the sup-norms with the lattice
norms in proving Theorem A.
Knudsen-Mumford expansion. Our main tool is then the Knudsen-Mumford expansion of
the determinant of cohomology [KM76], which plays the role of the asymptotic expansion
of Bergman kernels in the complex case and provides for m≫ 1 a polynomial expansion (in
additive notation for Q-line bundles over SpecK◦)
detH0(mL) = m
n+1
(n+ 1)!
〈Ln+1〉+ . . . (0.4)
with leading order term the Deligne pairing 〈Ln+1〉. Since models overK◦ are non-Noetherian
in the densely valued case, some care is however required to apply this result, and the relevant
explanations are provided in Appendix A, based on Ducrot’s approach [Duc05].
Metrics on Deligne pairings. The Knudsen-Mumford expansion yields an expression of the
limit of the scaled relative volume as a difference of model metrics on the Deligne pairing
〈Ln+1〉. The final ingredient in the proof of Theorem A consists in relating model metrics
on Deligne pairings with mixed Monge-Ampe`re integrals, which is accomplished building on
the Poincare´-Lelong formula of [CLD12] and a careful monotone regularization argument.
Transfinite diameter and Fekete points. Following the strategy developed in [BB10,
BBW11], we use Theorem A to show the existence of transfinite diameters, and combine it
with a differentiability result proved in [BFJ15, BG+16, BJ18] under appropriate assump-
tions on the ground field K to infer equidistribution of Fekete points.
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For simplicity, we only consider the case of a compact set equal to the whole of Xan. The
m-diameter of a continuous metric φ on L is to be defined as the sup-norm, with respect to
the induced metric, of the Vandermonde determinant
det s ∈ H0 (XNm , (mL)⊠Nm)
associated to a basis s = (si) of H
0(mL), defined by
(det s)(x1, . . . , xNm) = det (si(xj)) .
This requires however to normalize the basis in some way, which can be done using a reference
norm ‖ · ‖ref on H0(mL). We thus define define the m-diameter of φ normalized by ‖ · ‖ref
as
δm,‖·‖ref (φ) :=
(
‖det s‖(mφ)⊠Nm
det ‖s1 ∧ · · · ∧ sNm‖ref
)1/mNm
for any choice of basis s = (si) of H
0(mL).
Theorem B. Let φ,ψ be two continuous metrics on L, and (‖ · ‖m) be any sequence of
reference norms on the spaces H0(mL), with subexponential distortion with respect to the
sequence of sup-norms ‖ · ‖mψ. Then
δ∞,ψ(φ) := lim
m→∞
δm,‖·‖m(φ)
exists and is independent of the choice of (‖ · ‖m). We further have
− log δ∞,ψ(φ) = lim
m→∞
1
mNm
vol (‖ · ‖mφ, ‖ · ‖mψ) .
This is inferred from Theorem A via an estimate for the operator norms of the embeddings
detH0(mL) →֒ H0 ((mL)⊠Nm) with respect to the sup-norms induced by φ on both sides,
which is again ultimately deduced from the reduced fiber theorem.
An m-Fekete configuration for φ is a point P ∈ (XNm)an that achieves the sup-norm of
det s with respect to the induced metric, for some (hence any) choice of basis s of H0(mL).
Theorem C. Assume that K is trivially or discretely valued, of residue characteristic 0. Let
φ be a continuous metric, and pick for each m an m-Fekete configuration Pm ∈ (XNm)an for
φ. Then Pm equidistributes to the Monge-Ampe`re measure MA(P (φ)) = V
−1(ddcP (φ))n as
m→∞.
Indeed, the assumption on K guarantees that the semipositive envelope P (φ) of any con-
tinuous metric φ is itself continuous [BFJ16, BJ18], and that E(P (φ), P (ψ)) is differentiable
with respect to φ [BFJ15, BG+16, BJ18]. By Theorems A and B, log δ∞,ψ(φ) is thus differ-
entiable with respect to φ, and we then simply import the variational argument of [BBW11],
itself based on an idea of [SUZ97].
Organization of the paper. The paper is organized as follows:
• Section 1 contains background material on norms on finite dimensional vector spaces
over a complete valued field. We present the results in the Archimedean and non-
Archimedean cases as uniformly as possible.
• In Section 2 we discuss determinants of norms and their relationship to successive
minima.
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• Section 3, which stands somewhat apart from the rest of paper, applies the previous
result to construct metrics on spaces of norms, following [Ger81].
• Sections 4 and 5 contain background material on Berkovich spaces and metrics on line
bundles. We recall the standard constructions of model metrics, and compare them
to Fubini-Study metrics. We discuss the relation between the reduced fiber theorem
and finiteness of integral closures, and infer our first key tool, to wit boundedness of
the distortion between the sup-norms and lattice norms induced by a model.
• In Section 6 we study limits of Fubini-Study metrics, compare them to Zhang’s
definition of semipositive metrics, and discuss the related notion of semipositive
envelope.
• In Section 7 we review the Bedford-Taylor/Chambert-Loir-Ducros mixed Monge-
Ampe`re operators, and relate them to Deligne pairings.
• Section 8 contains the proof of Theorem A.
• Section 9 shows the existence of transfinite diameters and equidistribution of Fekete
points, i.e. Theorem B and Theorem C. We also show how the results can be applied
in the case of toric varieties.
• In the appendix we explain how Ducrot [Duc05] approach to the Knudsen-Mumford
expansion for the determinant of cohomology and the related notion of Deligne pair-
ings can be extended from the usual noetherian case to schemes of finite presentation
over the valuation ring of a complete non-Archimedean field.
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Part 1. Spaces of norms and determinants
1. Spaces of norms
The goal of this section is to review some basic material on finite dimensional normed
vector spaces, treating in parallel the Archimedean and non-Archimedean cases (including
the trivially valued case). All the results are well-known, but our proof of density of diago-
nalizable norms among ultrametric norms (Theorem 1.19) appears to be new.
1.1. Complete valued fields. Here and throughout the article, K denotes a field, complete
with respect to a (possibly trivial) absolute value | · | : K → R. The value group |K∗| is a
subgroup of R∗+, which is thus either discrete or dense. We sometimes use the additive value
group Γ := log |K∗| ⊂ R.
Recall that K is Archimedean if, for each non-zero α ∈ K, there exists n ∈ Z with
|nα| > 1. This implies that K contains Q, and that the restriction of | · | to Q is equivalent
to the standard absolute | · |∞, by Ostrowski’s theorem. As a result, K is a complete field
extension of R, and hence K = R or C, by the Gelfand-Mazur theorem.
Otherwise, K is non-Archimedean, which holds if and only if | · | satisfies the ultrametric
inequality |α + α′| ≤ max{|α|, |α′|} for all α,α′ ∈ K. We then have a corresponding real-
valued valuation vK := − log | · | on K, whose valuation ring K◦ is thus the closed unit ball
of K, with maximal ideal K◦◦ the open unit ball and residue field K˜ := K◦/K◦◦. Since
the value group is a subgroup of R, the valuation ring K◦ is of Krull dimension at most 1,
and it is Noetherian if and only if |K∗| is discrete. In that case, K◦◦ is a principal ideal;
a generator πK is called a uniformizing parameter, and is unique up to multiplication by
a unit. If K is algebraically closed, then K˜ is algebraically closed as well, and |K∗| is
divisible. In particular, K is then either trivially valued or densely valued. The completion
of an algebraic closure of any non-Archimedean field K is denoted by CK . It is the smallest
complete algebraically closed extension of K.
A field K is local if its unit ball K◦ is compact. This holds if and only if K is either
Archimedean, or non-Archimedean with finite residue field K˜. In the latter case, K is
discretely valued, and is in fact either finite and trivially valued, or isomorphic to a finite
extension of Qp or Fp((t)) (up to normalization of the absolute value).
An immediate extension of a non-Archimedean field K is a complete field extension L/K
such that |L∗| = |K∗| and L˜ = K˜, and K is maximally complete if it admits no nontrivial
immediate extension. By [Kap42], maximally complete is equivalent to spherically complete.
A discretely valued field is maximally complete.
Example 1.1. Let k be an algebraically closed field of characteristic 0, and endow the
field K = k((t)) of formal Laurent series with the t-adic valuation. An algebraic closure of
K is given by the field of Puiseux series
⋃
n≥1 k((t
1/n)), and its completion CK is realized
as the field of formal power series f =
∑
r∈Q art
r with ar ∈ k whose support Supp f =
{r ∈ Q | ar 6= 0} contains only finitely many elements with a given upper bound. The
Malcev-Neumann field k((tQ)) of power series f =
∑
r∈Q art
r with well-ordered support is an
immediate extension of CK , with f =
∑
n≥1 t
−1/n in k((tQ)) \CK . As a consequence, CK is
not maximally complete.
Similarly, the completion Cp of an algebraic closure of Qp is also not maximally complete.
Denoting by A the Witt ring of Fp (i.e. the valuation ring of the completion of the maximal
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unramified extension of Qp), an immediate maximally complete extension of Cp is obtained
as the quotient of the Malcev-Neumann ring A((tQ)) by the ideal of formal power series
f =
∑
r∈Q art
r such that
∑
n∈Z ar+np
n = 0 in Zp for all r ∈ Q, cf. [Poo93, §4].
1.2. The space of norms. Let V be a fixed finite dimensional K-vector space, and set
N := dimV .
Definition 1.2. A seminorm on V is a function ‖ · ‖ : V → R+ such that
(i) ‖αv‖ = |α|‖v‖ for all α ∈ K, v ∈ V ;
(ii) ‖v + w‖ ≤ ‖v‖ + ‖w‖ for all v,w ∈ V ;
It is a norm if ‖v‖ = 0 ⇐⇒ v = 0. A seminorm ‖ · ‖ is ultrametric if ‖v + w‖ ≤
max{‖v‖, ‖w‖}. We denote by N (V ) the set of all norms on V , and by
N ultr(V ) ⊂ N (V )
the set of ultrametric norms (which is non-empty if and only if K is non-Archimedean).
The group GL(V ) acts on N (V ) by composition, and this action preserves N ultr(V ).
Remark 1.3. When K is non-Archimedean, ultrametric norms will of course be the rel-
evant ones, but allowing at first arbitrary norms yields a more uniform treatment of the
Archimedean and non-Archimedean cases.
Example 1.4. If K is Archimedean, mapping a norm ‖·‖ to its closed unit ball B (centered
at 0) sets up a one-to-one correspondence between N (V ) and the set of all convex bodies of
V that are centrally symmetric when K = R, and S1-invariant when K = C. The inverse
map is obtained by setting
‖v‖ = inf {r ≥ 0 | v ∈ rB} .
Example 1.5. If K is trivially valued, the closed balls Br, of radius r, of an ultrametric
norm form an increasing filtration of V by linear subspaces, which is exhaustive (Br = V
for r ≫ 1), separating (Br = {0} for r ≪ 1), and right-continuous (Br =
⋂
r′>r Br′).
Conversely, any such filtration defines an ultrametric norm by setting
‖v‖ = inf{r ≥ 0 | v ∈ Br}.
In other words, the data of an ultrametric norm with respect to the trivial absolute value is
equivalent to that of an increasing flag {0} = V0 ⊂ V1 ⊂ · · · ⊂ Vn = V of linear subspaces,
together with a increasing sequence 0 = r0 < r1 < · · · < rn.
Equivalence of norms over R and C is usually established as a consequence of the compact-
ness of the unit cube. Crucially, equivalence of norms still holds over any complete valued
field.
Proposition 1.6. Any two norms ‖ · ‖, ‖ · ‖′ on V are equivalent, i.e. there exists C > 0
such that C−1‖ · ‖ ≤ ‖ · ‖′ ≤ C‖ · ‖.
Proof. For the convenience of the reader, we repeat the simple standard argument, in order
to show that it applies to the trivially valued case as well. Note first that the result implies
that V is complete with respect to any norm ‖ · ‖. Indeed, after choosing a basis (ei) of V ,
‖ · ‖ will be equivalent to the ℓ∞-norm ‖ · ‖∞ associated to (ei), which is complete since it is
isometrically isomorphic to KN . We argue by induction on N = dimV , the desired result
being trivial for N = 1. We are going to show that any given norm ‖·‖ on V is equivalent to
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‖ · ‖∞. For each subspace W 6= V , the restriction of ‖ · ‖ to W is complete, by induction. As
a result, W is closed with respect to ‖ · ‖, and hence infw∈W ‖v+w‖ > 0 for each v ∈ V \W .
In particular,
ci := inf
α∈KN
∥∥∥∥∥∥ei +
∑
j 6=i
αjej
∥∥∥∥∥∥ > 0
for all i. For each α ∈ KN and each i with αi 6= 0, we get∥∥∥∥∥∥
∑
j
αjej
∥∥∥∥∥∥ = |αi|
∥∥∥∥∥∥ei +
∑
j 6=i
αj
αi
ej
∥∥∥∥∥∥ ≥ ci|αi|,
and hence
∥∥∥∑j αjej∥∥∥ ≥ (minj cj)maxj |αj |. By the triangle inequality, we also have ∥∥∥∑j αjei∥∥∥ ≤
N maxj |αj |‖ei‖, which proves that ‖ · ‖ and ‖ · ‖∞ are indeed equivalent. 
As noticed during the proof, each linear subspace W ⊂ V is closed with respect to any
norm ‖ · ‖, and ‖ · ‖ thus induces a quotient norm ‖ · ‖V/W on V/W , defined as usual by
‖v¯‖V/W := inf
w∈W
‖v + w‖
for each v ∈ V with image v¯ ∈ V/W .
By Proposition 1.6, we can endow N (V ) with the Goldman-Iwahori metric d∞ (named
after [GI]), defined by
d∞
(‖ · ‖, ‖ · ‖′) := sup
v∈V \{0}
∣∣log ‖v‖ − log ‖v‖′∣∣ . (1.1)
The exponential of d∞ (‖ · ‖, ‖ · ‖′) is thus the distortion betwen the two norms, i.e. the
smallest constant C ≥ 1 such that
C−1‖ · ‖ ≤ ‖ · ‖′ ≤ C‖ · ‖.
The action of GL(V ) on N (V ) preserves d∞.
Example 1.7. Assume dimV = 1, and pick a nonzero v ∈ V . Then ‖ · ‖ 7→ log ‖v‖ defines
an isometry (N (V ),d∞) ≃ R, and the action of GL(V ) on N (V ) is equivalent to the action
of the additive value group Γ = log |K∗| on R by translation.
The basic topological properties of N (V ) are as follows.
Proposition 1.8. The metric space (N (V ),d∞) is complete, and the subset N ultr(V ) of
ultrametric norms is closed. If K is local, i.e. K◦ is compact, any closed bounded subset of
N (V ) is compact.
Proof. If (‖ · ‖n) is a Cauchy sequence in N (V ), then log ‖v‖n is a Cauchy sequence for
each nonzero v ∈ V . We easily conclude that ‖ · ‖n converges in N (V ), which proves the
first assertion. Assume now that K is local. After choosing a basis, we may assume that
V = KN , which we equip with the ℓ∞-norm ‖ · ‖∞. By the triangle inequality, each norm
‖ · ‖ with d∞(‖ · ‖, ‖ · ‖∞) ≤ C restricts to a C-Lipschitz continuous function on the compact
set (K◦)N . By the Arzela`-Ascoli theorem, the closed balls of N (V ) (and hence any bounded
closed subset) are thus compact. 
Remark 1.9. Conversely, if dimV > 1, one can show that N (V ) is locally compact only if
K◦ is compact.
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1.3. Diagonalizable norms. In order to treat in parallel the Archimedean and non-Archimedean
cases, we will use the following terminology.
Definition 1.10. A norm ‖ · ‖ on V is diagonalizable if there exists a basis (ei) such that
we have for all α ∈ KN :
(i) ‖∑i αiei‖2 =∑i ‖αiei‖2 (Archimedean case);
(ii) ‖∑i αiei‖ = maxi ‖αiei‖ (non-Archimedean case).
The basis (ei) is then said to be orthogonal for ‖·‖, and it is orthonormal if it further satisfies
‖ei‖ = 1. We say that a diagonalizable norm ‖ · ‖ is pure if it admits an orthonormal basis.
We denote by
N diag(V ) ⊂ N (V )
the set of diagonalizable norms.
A diagonalizable norm is pure iff it takes values in |K|. In the Archimedean case, a norm is
diagonalizable if and only if it derives from a Euclidian/Hermitian scalar product, and every
such norm is pure. In the non-Archimedean case, every diagonalizable norm is ultrametric.
The converse depends on the specific field K we are dealing with, but diagonalizable norms
are always dense in the set of ultrametric norms, see §1.4 below.
Example 1.11. If K is trivially valued, any ultrametric norm ‖·‖ is diagonalizable. Indeed,
‖ · ‖ determines a flag of subspaces (cf. Example 1.5), and a basis (ei) of V is orthogonal for
‖ · ‖ if and only if (eσ(i)) is compatible with the flag, for some permutation σ ∈ SN .
Example 1.12. By [BGR, 2.4.2/3], any ultrametric norm is diagonalizable as soon as K is
discretely valued (see also [CMor15, Proposition 1.3]). By [BGR, 2.4.4], this is more generally
true if K is maximally complete; conversely, K2 admits a non-diagonalizable ultrametric
norm as soon as K is not maximally complete (e.g. K = Cp). Indeed, let L/K be a nontrivial
immediate extension, pick π ∈ L−K, and denote by ‖·‖ the restriction of | · |L to K+πK ≃
K2. If ‖·‖ were diagonalizable, it would admit an orthonormal basis (e1, e2), since ‖·‖ takes
values in |K| = |L|. Using L˜ = K˜, we then find a unit α ∈ K◦ such that e1 −αe2 ∈ L◦◦, i.e.
‖e1 − αe2‖ < 1, contradicting the orthonormality of (e1, e2).
In the Archimedean case, diagonalizable norms are of course preserved by restriction and
quotient. This is also true in the non-Archimedean case (cf. [BGR, 2.4.1/5]):
Lemma 1.13. Let 0→ V ′ → V → V ′′ → 0 be an exact sequence of vector spaces. If ‖ · ‖ is
a diagonalizable norm on V , then the induced norms on V ′ and V ′′ are also diagonalizable.
The following codiagonalization result is crucial for what follows. It will be proved in §1.5,
after the basic facts on duality have been discussed.
Proposition 1.14. For any two diagonalizable norms ‖ · ‖, ‖ · ‖′ ∈ N diag(V ), there exists a
basis (ei) of V that is orthogonal for both ‖ · ‖ and ‖ · ‖′.
This can be used to give a simple description of the restriction of d∞ to N diag(V ).
Lemma 1.15. If ‖ · ‖, ‖ · ‖′ ∈ N diag(V ) are codiagonalized in a basis (ei), then
d∞(‖ · ‖, ‖ · ‖′) = max
i
∣∣∣∣log ‖ei‖‖ei‖′
∣∣∣∣ .
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If K is non-Archimedean, we have more generally
d∞(‖ · ‖, ‖ · ‖′) = logmax
{
max
i
‖ei‖′
‖ei‖ ,maxi
‖e′i‖
‖e′i‖′
}
whenever (ei) and (e
′
i) are orthogonal bases for ‖ · ‖ and ‖ · ‖′, respectively.
Proof. Assume first that K is Archimedean. We trivially have
d∞(‖ · ‖, ‖ · ‖′) = sup
v∈V \{0}
∣∣∣∣log ‖v‖‖v‖′
∣∣∣∣ ≥ m := maxi
∣∣∣∣log ‖ei‖‖ei‖′
∣∣∣∣
Consider conversely v =
∑
i αiei with α ∈ KN . Then
‖v‖′2 =
∑
i
|αi|2‖ei‖′2 ≤ e2m
∑
i
|αi|‖ei‖2 = e2m‖v‖2.
By symmetry, this shows that e−m‖ · ‖ ≤ ‖ · ‖′ ≤ em‖ · ‖, i.e. d∞(‖ · ‖, ‖ · ‖′) ≤ m. In the
non-Archimedean case the result follows from Lemma 1.16 below. 
Lemma 1.16. Assume that K is non-Archimedean. Let ‖ · ‖ be a diagonalizable norm with
orthogonal basis (ei), and ‖ · ‖′ be any ultrametric seminorm on V . Then
sup
v∈V \{0}
‖v‖′
‖v‖ = maxi
‖ei‖′
‖ei‖ .
Proof. As above, we trivially have supv∈V \{0} ‖v‖′/‖v‖ ≥ m := maxi ‖ei‖′/‖ei‖, and v =∑
i αiei satisfies ‖v‖′ ≤ maxi |αi|‖ei‖′ ≤ mmaxi |αi|‖ei‖ = m‖v‖. 
We now discuss in more detail the structure of the set N diag(V ) of diagonalizable norms.
To each basis e = (ei) of V is associated an injective map
ιe : R
N →֒ N diag(V ),
which takes λ ∈ RN to the unique norm ‖ · ‖e,λ that is diagonalized in (ei) and such that
‖ei‖e,λ = e−λi . The image
Ae := ιe(R
N ) ⊂ N diag(V )
is thus the set of norms that are diagonalized in the given basis e, and is called an apartment
(or flat) of N diag(V ). By definition, N diag(V ) = ⋃
e
Ae, and the Goldman-Iwahori metric
d∞ can then be characterized as follows.
Proposition 1.17. The restriction of d∞ to N diag(V ) is the unique metric such that each
ιe : R
N →֒ N diag(V ) is an isometric embedding with respect to the ℓ∞-norm on RN .
Proof. Each ιe is an isometric embedding by Lemma 1.15, and uniqueness follows from the
fact that any two points of N diag(V ) belong to the image of some ιe, by codiagonalization.

This picture will be generalized to any symmetric norm on RN (and in particular to the
ℓ2-norm) in Section 3, leading to the description of N diag(V ) as a Riemannian symmetric
space/Euclidian building. In the present setting, the general construction of retractions onto
an apartment in building theory specializes as follows (compare [Ger81]).
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Definition 1.18. Let e = (ei) be a basis of V , with apartment Ae = ιe(R
N ) ⊂ N diag(V ).
The Gram-Schmidt projection ρe : N (V ) → Ae is defined by sending a norm ‖ · ‖ to the
unique norm ‖ · ‖e that is diagonalized in e and such that
‖ei‖e = inf
α∈KN
∥∥∥∥∥∥ei +
∑
j<i
αjej
∥∥∥∥∥∥
for i = 1, . . . , N .
Setting Wi := Vect(e1, . . . , ei) defines a complete flag W•, and ‖ · ‖ induces a subquotient
norm on each graded piece Wi/Wi−1, and hence a diagonalizable norm on the graded object
Gr V =
⊕
1≤i≤N Wi/Wi−1. The norm ‖ · ‖e can then be described as the corresponding
norm on V under the isomorphism V ≃ GrV defined by (ei). It is straightforward to see
that ρe : N (V )→ Ae is a retraction, i.e. restricts to the identity on Ae.
The chosen terminology comes from the Archimedean case, where the Gram-Schmidt
orthogonalization process associates to a Euclidian/Hermitian norm ‖·‖ and a basis (ei) the
orthogonal basis (e′i) obtained by projection of each ei orthogonal to Wi−1, which satisfies
‖ei‖e = ‖e′i‖.
1.4. Approximation by diagonalizable norms. The goal of this section is to study the
closure in N (V ) of the set N diag(V ) of diagonalizable norms.
Theorem 1.19. The space of diagonalizable norms N diag(V ) satisfies the following proper-
ties.
(i) Each norm ‖ · ‖ ∈ N (V ) is at distance at most logN of N diag(V ).
(ii) If K is Archimedean, then N diag(V ) is closed in N (V ).
(iii) If K is non-Archimedean, then the closure of N diag(V ) in N (V ) coincides with the
set N ultr(V ) of ultrametric norms.
In the Archimedean case, (i) in Theorem 1.19 can be deduced from the John ellipsoid the-
orem; one can also use the simpler Auerbach lemma, whose proof will be basically repeated
below. (ii) follows from the fact that Euclidian/Hermitian norms are characterized by the
paparallelogram law
‖u+ v‖2 + ‖u− v‖2 = 2‖u‖2 + 2‖v‖2.
Finally, the first part of (iii) is equivalent to the existence of α-cartesian bases in the sense
of [BGR, 2.6.1/3], which will be recovered below by imitating the Auerbach argument.
Denote by V ∨ the dual of V , and by detV ∨ =
∧N V ∨ its determinant line. Viewing an
element ω ∈ detV ∨ as a multilinear form on V , we define its operator norm as
‖ω‖op := sup
(v1,...,vN )∈V N
|ω(v1, . . . , vN )|
‖v1‖ · · · ‖vN‖ .
This supremum is indeed finite by equivalence of norms.
Lemma 1.20. Let ‖ · ‖ be a norm on V , and pick a non-zero ω ∈ detV ∨. For each basis
(ei) of V and all α ∈ KN , we then have
max
i
‖αiei‖ ≤
(‖ω‖op‖e1‖ · · · ‖eN‖
|ω(e1, . . . , eN )|
)
‖
∑
i
αiei‖.
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Proof. The dual basis (e∨i ) satisfies
〈e∨i , v〉 =
ω(e1, . . . , ei−1, v, ei+1, . . . , eN )
ω(e1, . . . , eN )
,
and hence
max
i
|〈e∨i , v〉|‖ei‖ ≤
(‖ω‖op‖e1‖ . . . ‖eN‖
|ω(e1, . . . , eN )|
)
‖v‖,
which is equivalent to the desired result. 
Proof of Theorem 1.19. Assume first that K is Archimedean. As noted above, (ii) follows
from the characterization of diagonalizable norms in terms of the parallelogram law. Let
‖ · ‖ be any norm on V , and fix a nonzero determinant ω ∈ detV ∨. By compactness, we
may choose a basis (ei) of V with ‖ei‖ = 1 and ‖ω‖op = |ω(e1, . . . , eN )|. For each p ∈ [1,∞],
denote by ‖ · ‖p the ℓp-norm in the basis (ei). Lemma 1.20 and the triangle inequality
yield ‖ · ‖∞ ≤ ‖ · ‖ ≤ ‖ · ‖1. Since N−1/2‖ · ‖1 ≤ ‖ · ‖2 ≤ N1/2‖ · ‖∞, it follows that
N−1/2‖ · ‖2 ≤ ‖ · ‖ ≤ N1/2‖ · ‖2, and hence d∞(‖ · ‖, ‖ · ‖2) ≤ logN , which proves (i) in the
Archimedean case since ‖ · ‖2 ∈ N diag(V ).
Assume now that K is non-Archimedean, and pick any norm ‖·‖ ∈ N (V ), not necessarily
ultrametric at this point. For any ε > 0, there exists a basis (ei) such that
‖ω‖op ≤ (1 + ε) |ω(e1, . . . , eN )|‖e1‖ . . . ‖eN‖ ,
and Lemma 1.20 yields
max
i
‖αiei‖ ≤ (1 + ε)‖
∑
i
αiei‖ (1.2)
for all α ∈ KN . Since ∥∥∥∥∥∑
i
αiei
∥∥∥∥∥ ≤∑
i
‖αiei‖ ≤ N max
i
‖αiei‖ ,
it follows that the diagonalizable norm ‖·‖′ ∈ N diag(V ) defined by ‖∑i αiei‖′ := maxi |αi|‖ei‖
satisfies
d∞
(‖ · ‖, ‖ · ‖′) ≤ max{logN, log(1 + ε)},
which proves the non-Archimedean case of (i) since ǫ > 0 was arbitrary. Finally, if ‖ · ‖ is
assumed to be ultrametric, then (1.2) implies (1− ε)‖ · ‖′ ≤ ‖ · ‖ ≤ ‖ · ‖′, hence
d∞ (‖ · ‖, ‖ · ‖′) ≤ log(1 + ε), and ‖ · ‖ is thus in the closure of N diag(V ). 
1.5. Duality. To each norm ‖ · ‖ on V is associated a dual norm ‖ · ‖∨ on the dual vector
space V ∨, defined by the usual formula
‖µ‖∨ = sup
v∈V \{0}
|〈µ, v〉|
‖v‖ .
Again, the supremum is finite by equivalence of norms, and it is straightforward to see that
the duality map N (V ) → N (V ∨) so defined is 1-Lipschitz continuous with respect to the
d∞ metric. Diagonalizable norms are preserved by duality:
Lemma 1.21. If ‖ · ‖ ∈ N diag(V ) is diagonalizable, then so is ‖ · ‖∨. Further, if (ei) is an
orthogonal basis for ‖·‖, then the dual basis (e∨i ) is orthogonal for ‖·‖∨, and ‖e∨i ‖∨ = ‖ei‖−1.
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Proof. In the Archimedean case, ‖ · ‖ is Euclidian/Hermitian, and the result is well-known.
In the non-Archimedean case, the result is a simple consequence of Lemma 1.16. 
Lemma 1.22. If W ⊂ V is a linear subspace, the canonical embedding (V/W )∨ →֒ V ∨
identifies the dual of the quotient norm ‖ · ‖V/W with the restriction of ‖ · ‖∨.
Proof. The image of (V/W )∨ in V ∨ is the space W⊥ of linear forms µ ∈ V ∨ that vanish on
W . Denoting by v¯ ∈ V/W the image of v ∈ V and by µ˜ ∈ V ∨ the image of µ ∈ (V/W )∨,
we have by definition
‖µ˜‖∨ = sup
v∈V \{0}
|〈µ˜, v〉|
‖v‖
and
‖µ‖∨V/W = sup
v∈V −W
|〈µ˜, v〉|
‖v¯‖V/W
.
Since ‖v¯‖V/W = infw∈W ‖v + w‖ ≤ ‖v‖ and 〈µ˜, v〉 = 0 for v ∈ W , we trivially have
‖µ˜‖∨ ≤ ‖µ‖∨V/W . Conversely, we have for each v ∈ V −W and w ∈W
|〈µ˜, v〉|
‖v + w‖ =
|〈µ˜, v + w〉|
‖v + w‖ ≤ ‖µ˜‖
∨,
hence
|〈µ˜, v〉|
‖v¯‖V/W
= sup
w∈W
|〈µ˜, v〉|
‖v + w‖ ≤ ‖µ˜‖
∨,
and taking the supremum over v yields the inequality in the other direction ‖µ‖∨V/W ≤ ‖µ˜‖∨
and we conclude. 
Biduality holds in the Archimedean case, as a consequence of the Hahn-Banach theorem:
Proposition 1.23. If K is Archimedean, the duality map N (V )→ N (V ∨) is an involutive
isometry.
In the non-Archimedean case, biduality fails, for the simple reason that the dual of any
norm is automatically ultrametric. This is however the only obstruction (compare for in-
stance [CMor15, Corollary 1.7]):
Proposition 1.24. Assume that K is non-Archimedean. The bidual ‖ · ‖∨∨ of a norm
‖·‖ ∈ N (V ) is the largest ultrametric norm such that ‖·‖∨∨ ≤ ‖·‖. In particular, ‖·‖∨∨ = ‖·‖
if and only if ‖ · ‖ is ultrametric, and the duality map ‖ · ‖ 7→ ‖ · ‖∨ restricts to an involutive
isometry N ultr(V ) ≃ N ultr(V ∨).
Proof. By definition of the dual norm, we have |〈µ, v〉| ≤ ‖µ‖∨‖v‖ for all v ∈ V , µ ∈ V ∨,
and hence (‖ · ‖∨)∨ ≤ ‖ · ‖. Since ‖ · ‖ 7→ ‖ · ‖∨∨ is non-decreasing, it is thus enough to show
that any ultrametric norm ‖ · ‖ satisfies ‖ · ‖∨∨ = ‖ · ‖. By density of diagonalizable norms
in N ultr(V ) (Theorem 1.19), we may assume that ‖ · ‖ is diagonalizable, in which case the
result follows from Lemma 1.21. 
We are now in a position to prove the codiagonalization result promised in Proposi-
tion 1.14.
NORMS, DETERMINANT OF COHOMOLOGY AND FEKETE POINTS 15
Proof of Proposition 1.14. That any two diagonalizable norms ‖ · ‖, ‖ · ‖′ ∈ N diag(V ) are
codiagonalizable is a standard fact in the Archimedean case, and we henceforth assume that
K is non-Archimedean. Our argument extends the classical one of [GI], which treats the case
of a local field, following a suggestion of Marco Maculan, whom we warmly thank. Recall
that a direct sum decomposition V = V1 ⊕ · · · ⊕ Vr is orthogonal for ‖ · ‖ if∥∥∥∥∥∑
i
vi
∥∥∥∥∥ = maxi ‖vi‖
for all vi ∈ Vi. Given v ∈ V and a linear form µ ∈ V ∨ with 〈µ, v〉 6= 0, it is straightforward
to check that the decomposition V = Kv ⊕Kerµ is orthogonal for ‖ · ‖ if and only if
|〈µ,w〉|
|〈µ, v〉| ≤
‖w‖
‖v‖
for all w ∈ V . Arguing by induction on dimV , we will thus be done if we prove the existence
of v ∈ V and µ ∈ V ∨ with 〈µ, v〉 6= 0 such that
|〈µ,w〉|
|〈µ, v〉| ≤
‖w‖
‖v‖ ≤
‖w‖′
‖v‖′ (1.3)
for all w ∈ V , since V = Kv⊕ kerµ will then be orthogonal for both ‖ · ‖ and ‖ · ‖′. Let (e′i)
be an orthogonal basis for ‖ · ‖′. By Lemma 1.16, we have
sup
w∈W\{0}
‖w‖
‖w‖′ =
‖e′i‖
‖e′i‖′
for some i, and v := e′i therefore satisfies ‖w‖/‖v‖ ≤ ‖w‖′/‖v‖′ for all w ∈ V . Let now (ej)
be an orthogonal basis for ‖ · ‖. Since the dual basis (e∨j ) is orthogonal for the dual norm
‖ · ‖∨, we similarly get
‖v‖ = sup
µ∈V ∨\{0}
|〈µ, v〉|
‖µ‖∨ =
|〈e∨j , v〉|
‖e∨j ‖∨
for some j. It follows that µ := e∨j satisfies
|〈µ, v〉| = ‖µ‖∨‖v‖ ≥ |〈µ,w〉|‖w‖ ‖v‖
for all w ∈ V \ {0}, and (1.3) follows. 
1.6. Ground field extension. In this section, K is assumed to be non-Archimedean. In
this context, the tensor product of two ultrametric seminorms ‖ ·‖, ‖ ·‖′ on (possibly infinite
dimensional) K-vector spaces U,U ′ is the seminorm ‖ · ‖U⊗U ′ defined by setting for each
w ∈ U ⊗ U ′
‖w‖U⊗U ′ = inf
w=
∑
i ui⊗u
′
i
max
i
‖ui‖‖u′i‖′,
the infimum ranging over all finite sum decompositions w =
∑
i ui⊗u′i with ui ∈ U , u′i ∈ U ′.
As a special case of this construction, we have:
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Definition 1.25. Assume that K is non-Archimedean, and let K ′/K be a complete field
extension. The ground field extension of an ultrametric seminorm ‖·‖ on V is the ultrametric
seminorm ‖ · ‖K ′ on VK ′ = V ⊗K K ′ defined by setting for each v′ ∈ VK ′
‖v′‖K ′ = inf
v′=
∑
βivi
max
i
|βi|‖vi‖,
the infimum ranging over all decompositions v′ =
∑
βivi with βi ∈ K ′ and vi ∈ V .
Our notation identifies for simplicity V with its image in VK ′ under v 7→ v ⊗ 1.
Proposition 1.26. Let K ′/K be a complete field extension.
(i) For each ultrametric norm ‖ · ‖ on V , ‖ · ‖K ′ is an ultrametric norm on VK ′ which
coincides with ‖ · ‖ on V .
(ii) The map ‖ · ‖ 7→ ‖ · ‖K ′ is an isometric embedding N ultr(V ) →֒ N ultr(VK ′).
(iii) For all v′ ∈ VK ′ we have
‖v′‖K ′ = sup
µ∈V ∨\{0}
|〈µ ⊗ 1, v′〉|
‖µ‖∨ .
This last equality shows the compatibility of our definition with [CMor15, Definition 1.8].
Lemma 1.27. If ‖·‖ is a diagonalizable norm with orthogonal basis (ei), then ‖·‖K ′ is also a
diagonalizable norm with orthogonal basis (ei) (viewed as a basis of VK ′), and ‖ei‖K ′ = ‖ei‖.
Proof. Write v′ =
∑
j α
′
jej with α
′
j ∈ K ′. By definition, we have
‖v′‖K ′ ≤ max
i
|α′i|‖ei‖.
Conversely, given a decomposition v′ =
∑
i βivi with βi ∈ K ′ and vi ∈ V , we have to show
that
max
j
|α′j |‖ej‖ ≤ max
i
|βi|‖vi‖.
Writing vi =
∑
j αijej with αij ∈ K, we have for each j α′j =
∑
i βiαij , and hence
|α′j |‖ej‖ ≤ max
i
(|βi||αij |) ‖ej‖ ≤ max
i
(
|βi|max
k
|αik|‖ek‖
)
= max
i
|βi|‖vi‖.

Proof of Proposition 1.26. Assume first that ‖ · ‖ is diagonalizable. By Lemma 1.27, ‖ · ‖K ′
is an ultrametric norm, and it coincides with ‖ · ‖ on V . Denote by ‖v′‖′ the right-hand
supremum in (iii). Pick a nonzero µ ∈ V ∨, and consider a decomposition v′ =∑i βivi with
βi ∈ K ′ and vi ∈ V . Then
|〈µ ⊗ 1, v′〉|
‖µ‖∨ ≤ maxi |βi|
|〈µ, vi〉|
‖µ‖∨ ≤ maxi |βi|‖‖vi‖.
Taking the infimum over all decompositions and the supremum over µ yields ‖v′‖′ ≤ ‖v′‖K ′ .
Conversely, let (ei) be an orthogonal basis for ‖ · ‖, write v′ =
∑
i α
′
iei, and pick an index i
achieving ‖v′‖K ′ = maxi |α′i|‖ei‖. By Lemma 1.21, µ := e∨i satisfies
|〈µ ⊗ 1, v′〉|
‖e∨i ‖∨
= |α′i|‖ei‖ = ‖v′‖K ′ ,
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which proves (iii) for ‖ · ‖. In the general case, it is straightforward to see that ‖ · ‖ 7→ ‖ · ‖K ′
and ‖·‖ 7→ ‖·‖′ are both 1-Lipschitz continuous, and we conclude by density of diagonalizable
norms in N ultr(V ) (Theorem 1.19). 
For later use we finally quote the next result from [CMor15, Lemma 1.12 & p.29].
Lemma 1.28. Assume that K is trivially valued, and let (Vα, ‖ · ‖α)α∈A be an at most
countable family of ultrametric norms on finite dimensional K-vector spaces. We may then
find a nontrivially valued complete field extension K ′/K such that for each α ∈ A, ‖ · ‖α,K ′
is the only ultrametric norm on on Vα,K ′ that coincides with ‖ · ‖α on Vα.
1.7. Lattice norms. In this section, K is non-Archimedean, with associated real-valued
valuation vK = − log | · |. The valuation ring K◦ is a Pru¨fer domain, i.e. every finitely
generated ideal of K◦ is principal. This implies that a K◦-module M is flat if and only if it
is torsion-free. If M is further finitely generated, then it is free (since K◦ is local).
Definition 1.29. A lattice1 of V is a finite K◦-submodule V of V such that V ⊗K◦ K = V
A lattice is thus of the form V = ∑iK◦ei with (ei) a basis of V , and GL(V ) therefore
acts transitively on the set of lattices. A lattice V determines a lattice norm ‖ · ‖V on V , by
setting
‖v‖V := inf {|α| | α ∈ K, v ∈ αV} .
Lemma 1.30. Let (ei) be a K
◦-basis of a lattice V of V . Then (ei) is an orthonomal basis
of ‖ · ‖V . In particular, V coincides with the unit ball of ‖ · ‖V .
Proof. Pick v ∈ V , and write v =∑i αiei with α ∈ KN . Given α ∈ K, we then have v ∈ αV
if and only if |αi| ≤ |α|, and hence ‖v‖V = maxi |αi|. This means that (ei) is orthonormal
for ‖ · ‖V , and also implies that V is the unit ball of ‖ · ‖V . 
Lemma 1.31. Denote by N latt(V ) ⊂ N diag(V ) the set of lattice norms.
(i) A norm is a lattice norm if and only if it is a pure diagonalizable norm, i.e. it admits
an orthonormal basis.
(ii If K is discretely valued, N latt(V ) is discrete and closed in N ultr(V ) = N diag(V ). If
K is non-trivially valued with uniformizing parameter πK , the closed unit ball B of
any ultrametric norm ‖ · ‖ is a lattice, and the associated lattice norm ‖ · ‖B satisfies
d∞(‖ · ‖, ‖ · ‖B) ≤ vK(πK).
(iii) If K is densely valued, N latt(V ) is dense in N diag(V ), and hence also in N (V )ultr.
Further, the unit ball B of a norm ‖ · ‖ is a lattice if and only ‖ · ‖ is a lattice norm.
(iv) Let ‖ · ‖ be the lattice norm determined by a lattice V of V . For each complete field
extension K ′/K, the induced norm ‖ · ‖K ′ on VK ′ is the lattice norm determined by
the lattice VK ′◦.
Proof. (i) is a direct consequence of Lemma 1.30. Assume that K is discretely valued. Let
‖ · ‖V 6= ‖ · ‖′V be two distinct lattice norms, and pick a joint orthogonal basis (ei) as in
1In the densely valued case, the present notion of lattice is more restrictive than the one used in [CMor15,
§1.3.3].
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Proposition 1.14. We then have V = ∑iK◦πmiK ei and V ′ = ∑iK◦πm′iK ei for some integers
mi,m
′
i ∈ Z, and hence
d∞(‖ · ‖V , ‖ · ‖V ′) = max
i
∣∣∣∣log ‖ei‖V‖ei‖V ′
∣∣∣∣
= vK(πK)max
i
|mi −m′i| ≥ vK(πK).
This shows that N latt(V ) is discrete and closed. Next, let ‖ · ‖ be any diagonalizable norm,
pick an orthogonal basis (ei) for ‖ · ‖, and write a given v ∈ V as v =
∑
i uiπ
ni
K ei with
ni ∈ Z and ui a unit. Then ‖v‖ ≤ 1 if and only if |πK |ni‖ei‖ ≤ 1 for all i, and we infer
B =
∑
iK
◦πmiK ei with mi := ⌈log ‖ei‖/vK(πK)⌉. In particular, B is a lattice with basis
(πmiK ei), and hence
d∞(‖ · ‖, ‖ · ‖B) = max
i
∣∣∣∣log ‖ei‖B‖ei‖
∣∣∣∣ = maxi |mivK(πK)− log ‖ei‖| ≤ vK(πK).
Assume finally that K is densely valued. That N latt(V ) is dense in N diag(V ) is easily seen
by approximating the values of a given diagonalizable norm ‖ · ‖ on an orthogonal basis (ei)
by elements of the dense subset |K| of R+. Similarly, any norm ‖ · ‖ is determined by its
closed unit ball B, via
‖v‖ = inf {|α| | v ∈ αB with α ∈ K} .
As a result, ‖ · ‖ is a lattice norm if and only if B is a lattice. Finally, (iv) is a direct
consequence of Lemma 1.30 and Lemma 1.27. 
Example 1.32. Let L/K be a finite extension, with induced absolute value | · |L. When K
is discretely valued, the unit ball L◦ is always finite over K◦. In the densely valued case, (iii)
shows that L◦ is finite over K◦ only if | · |L admits a K-orthonormal basis, which implies in
particular that |L| = |K|, i.e. L/K is unramified.
2. Determinants and successive minima
The goal of this section is to investigate induced norms on the determinant line, leading to
the notion of relative volume of two norms. We relate the latter to successive minima via a
Minkowski-type theorem, and then apply the results of [BC] to obtain a general convergence
result for the relative volumes of certain sequences of norms on the graded pieces of a graded
algebra.
In this section, V still denotes a finite dimensional vector space over a field K, complete
with respect to an absolute value, and we set as before N := dimV .
2.1. The determinant of a norm. The determinant line of V is detV := ΛNV . We have
a natural isomorphism det(V ∨) ≃ (detV )∨, induced by the pairing
〈v1 ∧ · · · ∧ vN , µ1 ∧ · · · ∧ µN 〉 = det (〈vi, µj〉) .
In particular, if (ei) is basis of V with dual basis (e
∨
i ), then
(e1 ∧ · · · ∧ eN )∨ = e∨1 ∧ · · · ∧ e∨N .
Definition 2.1. To each norm ‖ · ‖ on V , we associate a norm det ‖ · ‖ on detV by setting
for τ ∈ detV
det ‖τ‖ = inf
τ=v1∧···∧vN
∏
i
‖vi‖,
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where the infimum runs over all decompositions τ = v1 ∧ · · · ∧ vN with vi ∈ V .
By construction, det ‖ · ‖ is the largest seminorm on detV with the submultiplicativity
property
det ‖v1 ∧ · · · ∧ vN‖ ≤
∏
i
‖vi‖ (2.1)
for all vi ∈ V . That it is actually a norm follows from the next result, which is readily
checked.
Lemma 2.2. If we view the dual τ∨ ∈ detV ∨ of a nonzero τ ∈ detV as a multilinear form
on V , then (det ‖τ‖)−1 coincides with the operator norm
‖τ∨‖op := sup
v1,...,vN∈V
|τ∨(v1, . . . , vN )|
‖v1‖ . . . ‖vN‖ .
Lemma 2.3. The map det : N (V ) → N (detV ) is N -Lipschitz continuous with respect to
d∞-metrics.
Proof. Given ‖ · ‖, ‖ · ‖′ ∈ N (V ), C := exp d∞(‖ · ‖, ‖ · ‖′) satisfies C−1‖ · ‖ ≤ ‖ · ‖′ ≤ C‖ · ‖.
From the definition, we immediately get
C−N det ‖ · ‖ ≤ det ‖ · ‖′ ≤ CN det ‖ · ‖,
i.e. d∞(‖ · ‖, ‖ · ‖′) ≤ N logC = N d∞(‖ · ‖, ‖ · ‖′). 
Computing the determinant of a norm is typically a hard problem. As an illustration we
show:
Lemma 2.4. Assume that K is Archimedean. Pick p ∈ [1,∞], and denote by ‖ · ‖p the
ℓp-norm in a given basis (ei). Then det ‖e1 ∧ · · · ∧ eN‖p = 1 for p ∈ [1, 2], and det ‖e1 ∧ · · · ∧
eN‖p < 1 for p > 2.
Proof. Set τ := e1 ∧ · · · ∧ eN . After identifying V with KN , Lemma 2.2 yields
(det ‖e1 ∧ · · · ∧ eN‖p)−1 = sup
vi 6=0
|det(v1, . . . , vN )|
‖v1‖p . . . ‖vN‖p .
For p = 2, the classical Hadamard inequality states that
|det(v1, . . . , vN )| ≤
∏
i
‖vi‖2
for all vi, i.e. det ‖e1 ∧ · · · ∧ eN‖2 = 1. For p ∈ [1, 2], we have ‖ · ‖2 ≤ ‖ · ‖p, and hence
det ‖ · ‖2 ≤ det ‖ · ‖p, and we infer det ‖e1 ∧ · · · ∧ eN‖p = 1. Assume now p > 2. The basis
(vi) defined by v1 = e1+ e2, v2 = −e1+ e2 and vi = ei for i > 2 satisfies det(v1, . . . , vN ) = 2,
‖v1‖p = ‖v2‖p = 21/p and ‖vi‖p = 1 for i > 2, which yields
det ‖e1 ∧ · · · ∧ eN‖p ≤ 2
2
p−1 < 1.

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Example 2.5. For p = ∞, determining the precise value of det ‖e1 ∧ · · · ∧ eN‖∞ amounts
to maximizing the determinant of a N × N -matrix with entries in {±1}, and is known as
the Hadamard maximal determinant problem. By [CL65], we have for instance
N−
N
2 ≤ det ‖e1 ∧ · · · ∧ eN‖∞ ≤ N−
N
2
(
1−
log(4/3)
logN
)
.
The lower bound is achieved if and only if there exists an ℓ2-orthogonal basis with entries in
{±1} (which implies that N is a multiple of 4), but the exact value det ‖e1 ∧ · · · ∧ eN‖∞ is
unknown in the general case.
2.2. Determinants of diagonalizable norms. As we shall see in this section, the deter-
minant of a diagonalizable norm is very well-behaved. By density, this will also be the case
for all ultrametric norms, in the non-Archimedean case.
Lemma 2.6. If ‖ · ‖ is diagonalizable, then a basis (ei) of V satisfies
det ‖e1 ∧ · · · ∧ eN‖ =
∏
i
‖ei‖
if and only if (ei) is orthogonal for ‖ · ‖.
Corollary 2.7. Assume that K is non-Archimedean, and let V be a lattice of V . Then
det ‖ · ‖V = ‖ · ‖detV is the norm determined by the lattice detV :=
∧N V of detV .
Proof of Lemma 2.6. When K is Archimedean, the result is easily seen to be equivalent
to the classical Hadamard inequality (and the equality case thereof) recalled in Lemma 2.4.
Assume now thatK is non-Archimedean, and let (ei) be an orthogonal basis for ‖·‖. We need
to show that each basis (vi) such that v1∧· · ·∧vN = e1∧· · ·∧eN satisfies
∏
i ‖ei‖ ≤
∏
i ‖vi‖.
If we write vi =
∑
j αijej with αij ∈ K, then det(αij) = 1. Expanding out the determinant
and using the ultrametric inequality, we get
∏
i |αiσ(i)| ≥ 1 for some permutation σ. Since
‖ · ‖ is diagonalized in (ei), we have
‖vi‖ = max
j
|αij |‖ej‖ ≥
∣∣αiσ(i)∣∣ ∥∥eσ(i)∥∥ ,
and we obtain as desired∏
i
‖vi‖ ≥
∏
i
∣∣αiσ(i)∣∣ ∥∥eσ(i)‖∥∥ =
(∏
i
|αiσ(i)|
)(∏
i
‖eσ(i)
)
≥
∏
i
‖ei‖.
Conversely, any basis (ei) satisfying det ‖e1 ∧ · · · ∧ eN‖ =
∏
i ‖ei‖ is orthogonal for ‖ · ‖, as
a direct consequence of Lemma 1.20. 
Lemma 2.8. If ‖ · ‖ is a diagonalizable norm on V , then det (‖ · ‖∨) = (det ‖ · ‖)∨ under
the canonical isomorphism det (V ∨) ≃ (detV )∨.
Proof. Let (ei) be an orthogonal basis for ‖ · ‖. By Lemma 1.21, the dual basis (e∨i ) is
orthogonal for ‖ · ‖∨, and ‖e∨i ‖∨ = ‖ei‖−1. By Lemma 2.6, we infer
det
∥∥e∨1 ∧ · · · ∧ e∨N∥∥∨ =∏
i
∥∥e∨i ∥∥∨ =
(∏
i
‖ei‖
)−1
= (det ‖e1 ∧ · · · ∧ eN‖)−1 ,
hence the result. 
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Lemma 2.9. Let ‖ · ‖ be a diagonalizable norm on V , and consider an exact sequence of
vector spaces
0→ V ′ → V → V ′′ → 0,
with induced norms ‖ · ‖′, ‖ · ‖′′ on V ′, V ′′. Under the canonical isomorphism
detV ≃ detV ′ ⊗ detV ′′,
we then have
det ‖ · ‖ = det ‖ · ‖′ ⊗ det ‖ · ‖′′.
Corollary 2.10. If K is non-Archimedean, Lemma 2.8 and 2.9 hold for any ultrametric
norm.
Proof of Lemma 2.9. Set N ′ := dimV ′, N ′′ := dimV ′′, and denote by π : V → V ′′ the given
surjection. Pick nonzero τ ′ ∈ detV ′, τ ′′ ∈ detV ′′ and ε > 0. Definition 2.1, we may then find
v′1, . . . , v
′
N ′ ∈ V ′ and v′′1 , . . . , v′′N ′′ ∈ V ′ such that τ ′ = v′1∧· · ·∧v′N ′ , τ ′′ = π(v′′1 )∧· · ·∧π(v′′N ′′),∏
i
‖v′i‖ ≤ (1 + ε) det ‖τ ′‖
and ∏
i
‖v′′i ‖ ≤ (1 + ε) det ‖τ ′′‖
The isomorphism detV ′ ⊗ detV ′′ ≃ detV maps τ ′ ⊗ τ ′′ to
v′1 ∧ · · · ∧ v′N ′ ∧ v′′1 ∧ · · · ∧ v′′N ′′ ,
which satisfies
det ‖τ ′ ⊗ τ ′′‖ = det ‖v′1 ∧ · · · ∧ v′N ′ ∧ v′′1 ∧ · · · ∧ v′′N ′′‖
≤
∏
i
‖v′i‖
∏
i
‖v′′j ‖ ≤ (1 + ε)2(det ‖τ ′‖′)(det ‖τ ′′‖′′),
hence det ‖ · ‖ ≤ det ‖ · ‖′ ⊗ det ‖ · ‖′′. By Lemma 1.22, we dually have
det(‖ · ‖∨) ≤ det(‖ · ‖′′∨)⊗ det(‖ · ‖′∨).
Since ‖ · ‖ is diagonalizable, so are ‖ · ‖′ and ‖ · ‖′′, by Lemma 1.13. By Lemma 2.8, we thus
have (det ‖ · ‖)−1 ≤ (det ‖ · ‖′′)−1 ⊗ (det ‖ · ‖′)−1, hence the result. 
Proof of Corollary 2.10. By Theorem 1.19, diagonalizable norms are dense in the set of
ultrametric norms, and we conclude by continuity of det (Lemma 2.3).

In the Archimedean case, both Lemma 2.6 and Lemma 2.8 fail in general for non-diagonalizable
norms.
Example 2.11. Assume that K is Archimedean, and let ‖ · ‖ be the ℓ∞-norm on KN . The
dual norm ‖ · ‖∨ is the ℓ1-norm, and Lemma 2.4 thus shows that det(‖ · ‖∨) 6= (det ‖ · ‖)∨.
Also, the exact sequence 0 → V ′ → V → V ′′ → 0 with V ′ = Ke1, V ′′ = Ke2 shows that
det ‖ · ‖ < (det ‖ · ‖′)⊗ (det ‖ · ‖′′).
Recall from Section 1.3 that each basis e = (ei) of V defines an apartment Ae = ιe(R
N )
in N diag(V ) and a Gram-Schmidt projection ρe : N (V )→ Ae. For later use, we show:
Lemma 2.12. For each diagonalizable norm ‖ · ‖, we have det ‖ · ‖ = det ρe(‖ · ‖).
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Proof. Denote by Wi = Vect(e1, . . . , ei) the complete flag defined by e. By Lemma 2.9, we
have
det ‖ · ‖ =
⊗
i
det ‖ · ‖Wi/Wi−1 ,
under the identification detV ≃ ⊗i det(Wi/Wi−1). By definition of ‖ · ‖e := ρe(‖ · ‖), we
infer
det ‖e1 ∧ · · · ∧ eN‖ =
∏
i
‖ei‖e = det ‖e1 ∧ · · · ∧ eN‖e,
where the second equality follows from Lemma 2.6. 
2.3. Relative volume. We introduce the following ’additive version’ of [Tem14, 2.4.3].
Definition 2.13. The relative volume of two norms ‖ · ‖, ‖ · ‖′ on V is defined as the real
number
vol(‖ · ‖, ‖ · ‖′) := log
(
det ‖ · ‖′
det ‖ · ‖
)
.
Proposition 2.14. The relative volume satisfies the following properties.
(i) vol(‖ · ‖, ‖ · ‖′) = vol(‖ · ‖, ‖ · ‖′′) + vol(‖ · ‖′′, ‖ · ‖′).
(ii) vol(‖ · ‖, ec‖ · ‖′) = vol(‖ · ‖, ‖ · ‖′) +Nc for c ∈ R.
(iii) ‖ · ‖1 ≤ ‖ · ‖2 =⇒ vol(‖ · ‖, ‖ · ‖1) ≤ vol(‖ · ‖, ‖ · ‖2).
(iv) vol(‖ · ‖, ‖ · ‖′) is N -Lipschitz continuous in each variable.
(v) If K ′/K is a non-Archimedean extension and ‖·‖1, ‖·‖2 are two ultrametric norms on
V with ground field extensions ‖·‖′1, ‖·‖′2 to VK ′, then vol(‖·‖′1, ‖·‖′2) = vol(‖·‖1, ‖·‖2).
Proof. The first three properties are obvious, and imply the fourth one as a formal con-
sequence. By Lemma 1.27 and Lemma 2.6, the last property holds when ‖ · ‖1, ‖ · ‖2 are
diagonalizable, and the general ultrametric case follows by density. 
As we next show, in the Archimedean case, the relative volume is equivalent to the
(logarithmic) volume ratio. The non-Archimedean case will be analyzed in the next section.
Proposition 2.15. Assume that K is Archimedean (i.e. K = R or C), and let ‖ · ‖, ‖ · ‖′ be
two norms on V , with unit balls B,B′.
(i) If ‖ · ‖, ‖ · ‖′ are diagonalizable, then
vol(‖ · ‖, ‖ · ‖′) = 1
[K : R]
log
(
vol(B)
vol(B′)
)
,
where vol is any choice of Haar measure on V .
(ii) In the general case, we have
vol(‖ · ‖, ‖ · ‖′) = 1
[K : R]
log
(
vol(B)
vol(B′)
)
+O(N logN). (2.2)
The constant in O(N logN) is purely numerical (10 would do).
Proof. If ‖ · ‖, ‖ · ‖′ are diagonalizable, we can pick an orthonormal basis (ei) for ‖ · ‖ in
which ‖ · ‖′ is diagonalized, and the change-of-variable formula yields
vol(‖ · ‖, ‖ · ‖′) = log
∏
i
‖ei‖′ = 1
[K : R]
log
(
vol(B)
vol(B′)
)
,
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which proves (i). To prove (ii), we may assume that ‖ · ‖ is diagonalizable, by the cocycle
property. By Theorem 1.19 (or the John ellipsoid theorem), we can find a diagonalizable
norm ‖ · ‖′′ with d∞ (‖ · ‖′, ‖ · ‖′′) ≤ logN . Since vol is N -Lipschitz continuous, we infer
| vol(‖ · ‖′, ‖ · ‖′′)| ≤ N logN . We similarly have∣∣∣∣ 1[K : R] log
(
vol(B′)
vol(B′′)
)∣∣∣∣ ≤ N logN,
and we conclude thanks to (i) and the cocycle property. 
Here again, the error term is generally nonzero in the non-diagonalizable case.
Example 2.16. Let ‖ · ‖p be the ℓp-norm in a given basis (ei) By Lemma 2.4, we have
vol(‖ · ‖1, ‖ · ‖2) = 0 for p ≤ 2, while the volume of the unit ball of ‖ · ‖1 is strictly smaller
than that of ‖ · ‖2.
2.4. The content of a torsion module. We assume in this section that K is non-
Archimedean and non-trivially valued, with associated valuation vK = − log | · |. The next
result was is proved for instance in [Sch13, Proposition 2.10] (see also [Tem14, Corollary
2.3.8]).
Lemma 2.17. Every finitely presented torsion K◦-module M is isomorphic to a finite direct
sum of cyclic modules
M ≃
r⊕
i=1
K◦/πiK
◦.
with πi ∈ K◦◦. The sequence vK(π1), . . . , vK(πr) is further uniquely determined by M , up
to permutation.
Proof. Observe first that M is necessarily of the form M ≃ V/V ′ with V ′ ⊂ V two lattices
in a K-vector space V . Indeed, pick a finite free K◦-module V with a surjection V ։ M .
Since M is finitely presented, the kernel V ′ is finitely generated, and hence a lattice of
V := VK since M is torsion. We claim that V admits a basis (ei) such that V =
⊕
iK
◦ei
and V ′ = ⊕iK◦πiei for some πi ∈ K◦, which will yield as desired M ≃ ⊕ri=1K◦/πiK◦
with vK(πi) > 0 (since K
◦/πiK
◦ = 0 when vK(πi) = 0). Indeed, Proposition 1.14 yields
a basis (ei) that jointly diagonalizes ‖ · ‖V and ‖ · ‖V ′ . As lattice norms take values in |K|,
we can arrange that ‖ei‖V = 1 after multiplying each ei by a scalar. Since V ′ ⊂ V, we then
have ‖ei‖V ′ = |π−1i | for some πi ∈ K◦, and we get the claim by Lemma 1.30. Uniqueness is
proved as in the usual structure theorem for torsion modules over PID’s. 
Definition 2.18. The content of a finitely presented torsion module M is defined as
cont(M) :=
∑
i
vK(πi) ∈ (0,+∞).
Note that this − log of the content as defined in [Tem14, 2.6.1]. Alternatively, cont(M)
is obtained by applying vK to the fractional ideal sheaf {α ∈ K | α · detM = 0}.
Example 2.19. If K is discretely valued with uniformizing parameter πK , then cont(M) =
vK(πK)ℓ(M) with ℓ(M) the length of M .
The content is closely related to the relative volume. Indeed, as we saw during the proof
of Lemma 2.17, every finitely presented torsion module is the quotient of two lattices in the
same vector space, and we have:
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Lemma 2.20. If V ′ ⊂ V are lattices in a given K-vector space V , then
cont(V/V ′) = vol (‖ · ‖V , ‖ · ‖V ′) .
Assuming now that K is discretely valued, we conclude this section with an analogue of
Proposition 2.15, relating the relative volume to the virtual length used in [BG+16]. Recall
that the virtual length ℓ(V/V ′) ∈ Z of two lattices V,V ′ in a K-vector space is defined as
ℓ(V/V ′) := ℓ(V/V ′′)− ℓ(V ′/V ′′)
for any lattice V ′′ contained in both V and V ′ (cf. [BG+16, Definition 4.1.1], [Ser, III,§1]).
Proposition 2.21. Assume that K is discretely valued with uniformizing parameter πK ,
and let ‖ · ‖, ‖ · ‖′ be two ultrametric norms on V . Denote by B,B′ their unit balls, and by
‖ · ‖B , ‖ · ‖B′ the associated lattice norms. Then
vol (‖ · ‖B , ‖ · ‖B′) = vK(πK)ℓ(B/B′) = vol(‖ · ‖, ‖ · ‖′) +O(N).
Note that the absolute value of K is normalized by vK(πK) = 1 in [BG+16].
Proof of Proposition 2.21. The first equality follows from Example 2.19. By Lemma 1.30,
we further have d∞(‖ · ‖, ‖ · ‖B) ≤ vK(πK) and d∞(‖ · ‖′, ‖ · ‖B′) ≤ vK(πK), and hence
vol(‖ · ‖, ‖ · ‖′) = vol(‖ · ‖B , ‖ · ‖B′) +O(N) by N -Lipschitz continuity of vol. 
2.5. Relative successive minima. As mentioned in Example 1.5, an ultrametric norm
‖ · ‖0 on V with respect to the trivial absolute | · |0 on K is equivalent to the data of
a filtration of V . Following the convention of [BC], the latter will be understood in this
section as a decreasing, left-continuous, separating and exhaustive R-filtration F •V , i.e. a
family (F λV )λ∈R of K-subspaces of V such that
(i) F λV ⊂ F λ′V when λ ≥ λ′;
(ii) F λV =
⋂
λ′<λ F
λ′V ;
(iii) F λV = 0 for λ≫ 0;
(iii) F λV = V for λ≪ 0.
The correspondence is given by
− log ‖v‖0 = sup
{
λ ∈ R | v ∈ F λV
}
, F λV =
{
v ∈ V | ‖v‖0 ≤ e−λ
}
,
We define the jumping values λ1 ≥ · · · ≥ λN of a filtration (F λV )λ∈R by setting
λi := sup
{
λ ∈ R | dimF λV ≥ i
}
.
We then have
− d
dλ
dimF λV =
N∑
i=1
δλi
in the sense of distributions.
Definition 2.22. Let ‖ · ‖, ‖ · ‖′ ∈ N (V ) be two norms on V (with respect to the given
absolute value of K). The relative successive minima of ‖ · ‖ with respect to ‖ · ‖′ are defined
as the jumping values λi = λi(‖ · ‖, ‖ · ‖′) of the filtration
F λV := Vect
{
v ∈ V | ‖v‖ ≤ e−λ‖v‖′
}
.
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As one immediately sees, the relative successive minima can be alternatively characterized
via a min-max principle, as follows:
λi(‖ · ‖, ‖ · ‖′) = sup
W⊂V,dimW≥i
(
inf
w∈W\{0}
log
‖w‖′
‖w‖
)
. (2.3)
In particular,
λ1(‖ · ‖, ‖ · ‖′) = sup
v∈V \{0}
log
(‖v‖′
‖v‖
)
,
λN (‖ · ‖, ‖ · ‖′) = inf
v∈V \{0}
log
(‖v‖′
‖v‖
)
= −λ1(‖ · ‖′, ‖ · ‖)
and
d∞(‖ · ‖, ‖ · ‖′) = max
{
λ1(‖ · ‖, ‖ · ‖′), λ1(‖ · ‖′, ‖ · ‖)
}
. (2.4)
Lemma 2.23. Each λi(‖ · ‖, ‖ · ‖′) is a 1-Lipschitz continuous function of ‖ · ‖, ‖ · ‖′ ∈ N (V ).
Proof. As already observed before, this follows formally from the fact that ‖·‖′ 7→ λi(‖·‖, ‖·‖′)
is non-decreasing and satisfies λi(‖ · ‖, et‖ · ‖′) = λi(‖ · ‖, ‖ · ‖′) + t for t ∈ R, both of which
are straigthforward from (2.3). 
In the diagonalizable case, we can mimick the usual min-max characterization of the
eigenvalues of a Hermitian matrix and prove:
Proposition 2.24. Assume that ‖ · ‖, ‖ · ‖′ ∈ N diag(V ) are diagonalizable, and choose a
basis (ei) of V in which both norms are diagonalized, as in Proposition 1.14, ordered so that
‖e1‖′
‖e1‖ ≥ · · · ≥
‖eN‖′
‖eN‖ .
Then
λi(‖ · ‖, ‖ · ‖′) = log ‖ei‖
′
‖ei‖ .
Proof. Set Wi := Vect(e1, . . . , ei), W
′
i := Vect(ei, . . . , eN ), and observe that
log
‖ei‖′
‖ei‖ = infw∈Wi\{0} log
‖w‖′
‖w‖ = supw∈W ′i\{0}
log
‖w‖′
‖w‖ .
By (2.3), the first equality yields log ‖ei‖
′
‖ei‖
≤ λi(‖ ·‖, ‖ ·‖′). On the other hand, each subspace
W ⊂ V with dimW ≥ i satisfies W ∩W ′i 6= {0} for dimension reason, and hence
inf
w∈W\{0}
log
‖w‖′
‖w‖ ≤ supw∈W ′i\{0}
log
‖w‖′
‖w‖ = log
‖ei‖′
‖ei‖ ,
and using (2.3) again yields λi(‖ · ‖, ‖ · ‖′) ≤ log ‖ei‖
′
‖ei‖
. 
We are now in a position to prove the following analogue of Minkowski’s second theorem.
Theorem 2.25. For any two norms ‖ · ‖, ‖ · ‖′ on V , we have
vol(‖ · ‖, ‖ · ‖′) =
∑
i
λi(‖ · ‖, ‖ · ‖′) +O(N logN).
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If ‖ · ‖ and ‖ · ‖′ are diagonalizable (or merely ultrametric, in the non-Archimedean case),
then
vol(‖ · ‖, ‖ · ‖′) =
∑
i
λi(‖ · ‖, ‖ · ‖′).
For non-diagonalizable norms, the term in O(N logN) is nonzero in general:
Example 2.26. Assume that K is Archimedean, and denote by ‖ · ‖p the standard ℓp-norm
on K2. Then vol(‖ · ‖2, ‖ · ‖1) = 0, while λ1(‖ · ‖2, ‖ · ‖1) = log
√
2 and λ2(‖ · ‖2, ‖ · ‖1) = 0.
Proof of Theorem 2.25. Note that vol(‖ · ‖, ‖ · ‖′) and∑i λi(‖ · ‖, ‖ · ‖′) are both N -Lipschitz
continuous in ‖ · ‖, ‖ · ‖′, by Proposition 2.14 and Lemma 2.23, respectively. When both
norms are diagonalizable, Lemma 2.6 and Proposition 2.24 yield
vol(‖ · ‖, ‖ · ‖′) =
∑
i
λi(‖ · ‖, ‖ · ‖′).
In the general case, any norm lies at distance O(logN) of N diag(V ), by Theorem 1.19, and
we conclude by N -Lipschitz continuity. Finally, if K is non-Archimedean, N diag(V ) is dense
in N ultr(V ) by Theorem 1.19, and we infer
vol(‖ · ‖, ‖ · ‖′) =
∑
i
λi(‖ · ‖, ‖ · ‖′).
for any two ultrametric norms, by continuity. 
Remark 2.27. When K is discretely valued, the results of this section can be traced back
to Mahler’s paper [Mah41].
2.6. Graded norms. In this final section, we deduce from [BC] a general existence result
for limits of relative volumes, which will be crucial later on. Let R =
⊕
m∈NRm be a graded
K-algebra with Nm := dimK Rm finite for all m.
Definition 2.28. A graded norm ‖ · ‖• on R is defined as a sequence of norms ‖ · ‖m ∈
Nm := N (Rm) on the graded pieces Rm. A graded norm ‖ · ‖• is submultiplicative (resp.
multiplicative) if
‖s · s′‖m+m′ ≤ ‖s‖m · ‖s′‖m′ (resp. ‖s · s′‖m+m′ = ‖s‖m · ‖s′‖m′)
for all m,m′ ∈ N, s ∈ Rm, s′ ∈ Rm′ .
Definition 2.29. We say that two graded norms ‖ · ‖•, ‖ · ‖′• on R are
(i) linearly close if d∞(‖ · ‖m, ‖ · ‖′m) = O(m);
(ii) asymptotically equal if d∞(‖ · ‖m, ‖ · ‖′m) = o(m).
In other words, ‖ · ‖ and ‖ · ‖′ are linearly close if the distortion between ‖ · ‖m, ‖ ·
‖′m has at most exponential growth, and they are asymptotically equal if the distortion
has subexponential growth. The following lemma is a direct consequence of the Lipschitz
continuity property of Proposition 2.14.
Lemma 2.30. If two graded norms ‖ · ‖•, ‖ · ‖′• on R are asymptotically equal, then
1
mNm
vol(‖ · ‖m, ‖ · ‖′m)→ 0.
Relying on the Okounkov body technique developed in [BC], we next show:
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Theorem 2.31. Assume that the graded K-algebra R is integral and of finite type. Let
‖ · ‖•, ‖ · ‖′• be two linearly close submultiplicative graded norms on R, and assume that they
are linearly close to some multiplicative graded norm. Then
1
mNm
vol(‖ · ‖m, ‖ · ‖′m)
admits a limit in R.
Proof. Let ‖ ·‖′′• be a multiplicative graded norm on R linearly close to ‖ ·‖• and ‖ ·‖′•. Since
vol(‖ · ‖m, ‖ · ‖′m) = vol(‖ · ‖m, ‖ · ‖′′m)− vol(‖ · ‖′m, ‖ · ‖′′m),
it is enough to prove the result when ‖ · ‖′ itself is multiplicative. The relative successive
minima λi(‖ · ‖m, ‖ · ‖′m) are the jumping values of the
F λRm =
{
s ∈ Rm | ‖s‖m ≤ e−λ‖s‖′m
}
, (2.5)
and they satisfy
vol(‖ · ‖m, ‖ · ‖′m) =
Nm∑
i=1
λi(‖ · ‖m, ‖ · ‖′m) +O(Nm logNm) (2.6)
by Theorem 2.25. Since ‖ · ‖ is submultiplicative and ‖ · ‖′ is multiplicative, the filtration
F •R is multiplicative in the sense of [BC], i.e. it satisfies
F λRm · F λ′Rm′ ⊂ F λ+λ′Rm+m′ .
Since ‖ · ‖• and ‖ · ‖′• are linearly close, there exists C > 0 with
e−Cm‖ · ‖m ≤ ‖ · ‖′m ≤ eCm‖ · ‖m,
and hence F λRm = {0} for λ > Cm, F λRm = Rm for λ < −Cm. The filtration F •R is thus
linearly bounded in the terminology of [BC], and [BC, Theorem A] implies that the scaled
successive minima (m−1λi(‖ · ‖m, ‖ · ‖′m)) equidistribute. In particular,
1
mNm
Nm∑
i=1
λi(‖ · ‖m, ‖ · ‖′m)
admits a limit in R. Since R is finitely generated, Nm has at most polynomial growth by
Hilbert’s theorem, hence logNm = o(m), and we are thus done by (2.6). 
3. Alternative metric structures on spaces of norms
The goal of this section, which stands somewhat appart from the rest of the paper, is
to exploit the properties of determinants of norms to endow the space of diagonalizable
norms with natural metric structures, recovering in particular the Bruhat-Tits metric in the
non-Archimedean case.
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3.1. The triangle inequality. The relative successive minima of two norms ‖ · ‖, ‖ · ‖′ ∈
N (V ) define a point λ (‖ · ‖, ‖ · ‖′) in the rational polyhedral cone
C := {λ ∈ RN | λ1 ≥ · · · ≥ λN} ≃ RN/SN ,
which is a Weyl chamber for the Weyl group SN of GLN . Given an SN -invariant norm χ
on RN , set
dχ
(‖ · ‖, ‖ · ‖′) := χ (λ (‖ · ‖, ‖ · ‖′)) .
The resulting function dχ : N (V ) × N (V ) → R+ is symmetric, with dχ(‖ · ‖, ‖ · ‖′) = 0 if
and only if ‖ · ‖ = ‖ · ‖′. The following result is inspired by Gerardin’s proof of [Ger81, 2.4.7,
Corollaire 2].
Theorem 3.1. For each SN -invariant norm χ on R
N , dχ satisfies the triangle inequality
on N diag(V ), and is characterized as the unique metric on N diag(V ) for which
ιe : (R
N , χ) →֒ (N diag(V ),dχ)
is an isometric embedding for each basis e of V .
By Proposition 1.17, the Goldman-Iwahori metric d∞ on N diag(V ) corresponds to the
ℓ∞-norm on RN . By equivalence of norms on RN , any metric dχ produced by Theorem 3.1
is Lipschitz equivalent to d∞. Besides the latter, the most important case is the Euclidian
metric d2 induced by the ℓ
2-norm:
Example 3.2. When K is Archimedean, d2 coincides with the Riemannian metric of the
symmetric space N diag(V ) ≃ GLN (K)/UN (K) (see Theorem 3.7 below). When K is non-
Archimedean, (N diag(V ),d2) is a realization of the Bruhat-Tits building of GLN (K) with its
Euclidian metric, see for instance [Par00, Chapter III]. In both cases, (N diag(V ),d2) is a
CAT(0) metric space.
Corollary 3.3. If K is non-Archimedean, the space N ultr(V ) of ultrametric norms is com-
plete metric with respect to dχ, which is characterized as the unique compatible metric such
that ιe : (R
N , χ) →֒ (N ultr(V ),dχ) is an isometric embedding for all bases e. For χ = ℓ2,
(N ultr(V ),d2) is a CAT(0) metric space.
Proof. On N diag(V ), dχ is equivalent to d∞ and satisfies the triangle inquality. This is also
the case on N ultr(V ), by density of N diag(V ). Since N ultr(V ) is complete for d∞, it is also
complete for dχ, and is thus the completion of (N diag(V ), dχ). Conversely, any metric on
N ultr(V ) with the stated property must coincide with dχ on the dense subset N diag(V ),
hence everywhere. For χ = ℓ2, the Bruhat-Tits building (N diag(V ),d2) is a CAT(0) metric
space, and this property is preserved under completion. 
As in the construction of the Euclidian metric on any Euclidian building, the key to the
proof of Theorem 3.1 is to show that the Gram-Schmidt projections introduced in Defini-
tion 1.18 are distance-decreasing.
Lemma 3.4. For each basis e of V , the Gram-Schmidt projection ρe : N diag(V ) → Ae
satisfies
dχ
(
ρe(‖ · ‖), ρe(‖ · ‖′)
) ≤ dχ(‖ · ‖, ‖ · ‖′) (3.1)
for all ‖ · ‖, ‖ · ‖′ ∈ N diag(V ).
We first recall some elementary facts.
NORMS, DETERMINANT OF COHOMOLOGY AND FEKETE POINTS 29
Definition 3.5. Given λ, λ′ ∈ C, one says that λ is majorized by λ′, written λ  λ′, if
λ1 + · · ·+ λi ≤ λ′1 + · · ·+ λ′i for all i, with equality for i = N .
Lemma 3.6. We have λ  λ′ if and only λ belongs to the convex envelope of the SN -orbit
of λ′, and then χ(λ′) ≤ χ(λ) for any SN -invariant norm χ on RN .
Proof. It is straightforward to see that any λ in the convex envelope of the SN -orbit of
λ′ satisfies λ  λ′. As observed in [Rad52], the converse is a simple consequence of the
Hahn-Banach theorem. Assuming indeed that λ  λ′, it is enough to show that for each
µ ∈ RN there exists σ ∈ SN with ∑
i
µiλi ≤
∑
i
µiλ
′
σ(i).
Choose σ such that µσ(1) ≥ · · · ≥ µσ(N). Then∑
i
µiλi =
∑
i
µσ(i)λσ(i) =
∑
i<N
(
µσ(1) − µσ(i+1)
) (
λσ(1) + · · · + λσ(i)
)
+µσ(N)
(
λσ(1) + · · · + λσ(N)
)
≤
∑
i<N
(
µσ(1) − µσ(i+1)
) (
λ′1 + · · ·+ λ′i
)
+µσ(N)
(
λ′1 + · · ·+ λ′N
)
=
∑
i
µσ(i)λ
′
i =
∑
i
µiλ
′
σ−1(i).
Assume finally that λ  λ′, and hence λ = ∑j tjµj with µi SN -equivalent to λ′, tj ∈ R+
and
∑
j tj = 1. By SN -invariance of χ, we infer
χ(λ) ≤
∑
j
tjχ(µi) =
∑
j
tjχ(λ
′) = χ(λ′).

Proof of Lemma 3.4. By Lemma 3.6, it will be enough to show that the relative successive
minima λ (resp. µ) of ρe(‖·‖′) with respect to ρe(‖·‖′) (resp. ‖·‖′ with respect to ‖·‖) satisfy
λ1 + · · · + λi ≤ µ1 + · · · + µi for all i, with equality for i = N . Set W := Vect(e1, . . . , ei),
and observe that the restriction ρe(‖ · ‖)W of ρe(‖ · ‖) to W satisfies by definition
ρe(‖ · ‖)W = ρeW (‖ · ‖W )
with eW = (e1, . . . , ei). By Lemma 2.12, we thus have det(ρe(‖ · ‖)W ) = det(‖ · ‖W ), and
Theorem 2.25 yields
λ1 + · · ·+ λi = vol
(
ρe(‖ · ‖)W , ρe(‖ · ‖′)W
)
= vol
(‖ · ‖W , ‖ · ‖′W ) =∑
j≤i
λj(‖ · ‖W , ‖ · ‖′W )
≤
∑
j≤i
λj(‖ · ‖, ‖ · ‖′) = µ1 + · · · + µi,
where the last inequality follows directly from the min-max principle (2.3), and is an equality
when i = N , i.e. W = V . 
Proof of Theorem 3.1. By construction, ιe is an isometric embedding with respect to χ and
dχ, and the latter therefore satisfies the triangle inequality on each apartment Ae = ιe(R
N ).
Pick three diagonalizable norms ‖ · ‖i ∈ N diag(V ), i = 1, 2, 3. We may then choose a basis
e with ‖ · ‖1, ‖ · ‖2 ∈ Ae. Since dχ satisfies the triangle inequality on Ae, we have
dχ (‖ · ‖1, ‖ · ‖2) = dχ (ρe(‖ · ‖1), ρe(‖ · ‖2))
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≤ dχ (ρe(‖ · ‖1), ρe(‖ · ‖3)) + dχ (ρe(‖ · ‖3), ρe(‖ · ‖2)) ,
which shows that dχ satisfies the triangle inequality on N diag(V ), by (3.1). 
3.2. The Archimedean case: Finsler metrics. Assume that K is Archimedean, i.e.
K = R or C, and denote by H(V ) the real vector space of quadratic/Hermitian forms h
on V . Each diagonalizable norm ‖ · ‖ ∈ N diag(V ) is then associated to a positive definite
form γ(v) := ‖v‖2, thereby defining an embedding of N diag(V ) as an open convex subset
of H(V ). Further, N diag(V ) is diffeomorphic to the symmetric space GL(N,K)/U(N,K),
with U(N,K) the unitary/orthogonal group.
As we now show, the metric dχ constructed above is induced by a natural Finsler metric
on N diag(V ). Recall first that for each h, γ ∈ H(V ) with γ positive definite, one can find a
basis e = (ei) of V which is orthonormal for γ and orthogonal for h, i.e.
γ
(∑
i
αiei
)
=
∑
i
|αi|2
and
h
(∑
i
αiei
)
=
∑
i
λi|αi|2
for all αi ∈ K. The spectrum (λi) is independent of the choice of e up to ordering, hence
defines a point λγ(h) ∈ C, and we then have for any two h, h′ ∈ H(V )
λγ(h+ h
′)  λγ(h) + λγ(h′).
This is indeed a simple consequence of the min-max principle, known as theKy Fan inequality.
Given a symmetric norm χ on RN , it follows as in Lemma 3.6 that setting for each γ ∈
N diag(V )
|h|χ,γ := χ (λγ(h))
defines a norm on H(V ), and we thus get a continuous Finsler norm | · |χ on the tangent
bundle of N .
Theorem 3.7. The metric dχ on N diag(V ) in Theorem 3.1 coincides with the length metric
defined by the Finsler norm | · |χ. In other words, for any two γ, γ′ ∈ N diag(V ), dχ(γ, γ′) is
the infimum over all smooth paths (γt)t∈[0,1] in N joining γ to γ′ of the corresponding length
ℓχ(γ) :=
∫ 1
0
|γ˙t|χ,γtdt.
Lemma 3.8. For each basis e of V , the Gram-Schmidt projection ρe : N diag(V )→ Ae is a
smooth map, and it satisfies ρ∗
e
| · |χ ≤ | · |χ.
Proof. The smoothness of ρe follows from its description in terms of the Gram-Schmidt
orthogonalization process. Pick γ ∈ N diag(V ), h ∈ H(V ). As in the proof of Lemma 3.4, it
will be enough to show that λ := λρe(γ)(dγρe(h)) is majorized by µ := λγ(h). Differentiating
the identity
vol(γ, γ′) = vol(ρe(γ), ρe(γ
′))
with respect to γ′ shows that the trace Trγ(h) satisfies
Trγ(h) = Trρe(γ)(dγρe(h)),
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i.e. λ1 + · · · + λN = µ1 + · · · + µN . Arguing as in Lemma 3.4, we apply this fact to the
restrictions of γ and h to the span W of (e1, . . . , ei) for a given i, and get
λ1 + · · ·+ λi = Trγ|W (h|W ) ≤ µ1 · · ·+ µi
thanks to the min-max principle. 
Proof of Theorem 3.7. Pick a basis e, and observe that the differential dλιe : R
N → H(V )
at λ ∈ RN satisfies for all µ ∈ RN
λιe(λ)(dλιe(µ)) = µ mod SN .
As a result, ι∗
e
| · |χ is the constant Finsler norm χ on RN , and the χ-length of any smooth
path γ : [0, 1] → Ae joining γ = ιe(λ) to γ′ = ιe(λ′) thus satisfies
ℓχ(γ) ≥ χ(λ′ − λ) = dχ(γ, γ′),
with equality when γ is the image of the line segment [λ, λ′]. If γ : [0, 1] → N is now a
smooth path joining γ to γ′ in N diag(V ) only, the previous case applies to ρe ◦γ : [0, 1]→ Ae,
which combines with (ii) of Lemma 3.8 to give ℓχ(γ) ≥ ℓχ(ρe ◦ γ) ≥ dχ(γ, γ′). 
Part 2. Models and metrics
4. Analytification and models
This section reviews some well-known facts on Berkovich analytifications and models,
with an emphasis on the reduced fiber condition. We provide in particular a direct proof of
the relevant version of the Bosch-Lu¨tkebohmert-Raynaud reduced fiber theorem.
As before,K denotes a field equipped with an arbitrary (Archimedean or non-Archimedean)
complete absolute value. All schemes over K (or K◦ if K is non-Archimedean) considered
below are separated, unless otherwise specified.
4.1. Analytification. To each scheme X of finite type over K, Berkovich associates in [Ber,
§3.4] an analytification Xan. In the present paper, we only need the underlying topological
space, which is Hausdorff and locally compact. As such, the analytifications of X and of the
reduced scheme Xred coincide, but it will nevertheless be useful for inductive arguments to
allow X to be non-reduced.
Assume first that X is affine, i.e. X = SpecA with A a finite type K-algebra. The
topological space Xan is defined as the set of all multiplicative seminorms A extending
the given absolute value on K, endowed with the topology of pointwise convergence. The
multiplicative seminorm associated to x ∈ Xan is denoted by f 7→ |f(x)|. The set of f ∈ A
with |f(x)| = 0 is a prime ideal, thereby defining a natural continuous map ρ : Xan → X.
We thus have |f(x)| = 0 if and only if f vanishes at ξ = ρ(x), and f 7→ |f(x)| defines a norm
on the residue field κ(ξ).
Lemma 4.1. A function f ∈ A satisfies |f | ≡ 0 on Xan if and only if f is nilpotent.
Proof. For each closed point ξ ∈ X, the absolute value on K (uniquely) extends to the finite
field extension κ(ξ) of K, and ρ(Xan) therefore contains the set of closed points of X (in
fact, ρ injects Xan as the set of closed points of X if K is Archimedean, while ρ maps Xan
onto X when K is non-Archimedean). As a consequence, a function f ∈ A with |f | ≡ 0
vanishes at all closed points of X, and hence is nilpotent. 
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Consider now an arbitrary K-scheme of finite type X, and cover it with finitely many
affine open subschemes Ui. Since X is separated, each Uij = Ui ∩ Uj is affine, and Uanij is
homeomorphic to the inverse image of Uij in both U
an
i and U
an
j . We can thus glue U
an
i
and Uanj together along their common open subset U
an
ij to define the topological space X
an
with its continuous map ρ : Xan → X. The GAGA theorem [Ber, 3.4.8, 3.5.3] guarantees
that Xan is Hausdorff (since we always assume X separated), locally compact, and Xan is
compact if and only if X is proper.
Example 4.2. If K is Archimedean, the Gelfand-Mazur theorem yields the following de-
scription of Xan. When K = C, Xan is the usual analytification of X, i.e. Xan = X(C) with
its Euclidian topology. When K = R, Xan is identified with the set of closed points of X,
i.e. the quotient of (X ⊗ C)an = X(C) by complex conjugation.
Example 4.3. When K is non-Archimedean with valuation vK = − log | · |, Xan can be seen
as a space of semivaluations on X, i.e. real valuations on the residue fields of points of X.
More precisely, the bijective map x 7→ (ρ(x), vx) with vx(f) := − log |f(x)| describes Xan as
the set of pairs (ξ, v) where ξ ∈ X is a scheme point and v : κ(ξ)∗ → R is a rank 1 valuation
on the residue field κ(ξ) extending vK .
4.2. Models and reduction. In what follows, K is non-Archimedean (possibly trivially
valued). Recall that the valuation ring K◦ is then noetherian if and only if K is discretely
valued. Let X be a K-scheme of finite type.
Definition 4.4. A model of X is a (separated) flat, finite type K◦-scheme X together with
an identification of K-schemes XK ≃ X.
If X ′, X are two models of X, we say that X ′ dominates X if there is a proper morphism
X ′ → X compatible with the identifications with the general fiber.
The special fiber of a model X is the K˜-scheme of finite type Xs := XK˜ . In the trivially
valued case, X = X is the only model, and Xs = X.
Lemma 4.5. A model X is automatically finitely presented over K◦.
This follows from a general result of Raynaud-Gruson [RG71, The´ore`me 3.4.6], and goes
back to Nagata [Nag66, Theorem 3]. For the sake of completeness, we reproduce here
a simple argument due to Antoine Ducros [Duc], which is basically equivalent to that of
Nagata.
Proof. We claim that it is enough to prove the result when X is projective over K◦. Indeed,
arguing locally, we may first assume that X is affine, and we get the claim by choosing a
closed embedding in an affine space and passing to the schematic closure in the corresponding
projective space. Pick a closed embedding X →֒ PNK◦, and denote by I the corresponding
homogeneous ideal of R := K◦[t0, . . . , tN ]. Since both (R/I) ⊗ K and (R/I) ⊗ K˜ are
noetherian, we may choose a finitely generated homogeneous ideal I ′ ⊂ I such that R/I ′ →
R/I becomes an isomorphism after tensoring with either K or K˜. This means that the
finitely presented closed subscheme X ′ ⊂ PNK◦ defined by I ′ has the same special fiber and
generic fiber as X . If we can show that X ′ is flat over K◦, it will coincide with the schematic
closure of its generic fiber, which will prove that X = X ′ is finitely presented. But X ′ is flat
over K◦ if and only if the finite type K◦-module Vm := (R/I ′)m is free for all m ∈ N large
enough, which is indeed the case since dimK Vm ⊗K = dimK˜ Vm ⊗ K˜, by choice of I ′. 
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A model X of X determines a compact subset Xi 2 of Xan and a reduction map
redX : Xi → Xs,
as follows. If X is affine, i.e. X = Spec(A) with A a flat (i.e. torsion-free) finite type
K◦-algebra, then
Xi = {x ∈ Xan | |f(x)| ≤ 1 for all f ∈ A} ,
and the reduction redX (x) of x ∈ Xi is the point of Xs induced by the prime ideal {f ∈ A |
|f(x)| < 1}. In the general case, X is covered by finitely many affine open subschemes Ui,
whose generic fibers Ui give an affine open cover of X, and
Xi =
⋃
i
Uii ⊂
⋃
i
Uani = X
an.
In the language of Example 4.3, Xi consists of those semivaluations on X that admit a
center on X , and redX maps a semivaluation to its center, which is necessarily on Xs. By
the valuative criterion of properness, we thus have:
Lemma 4.6. For any model X ′ dominating X , we have (X ′)i = Xi, and Xi = Xan if X
is proper over K◦ (and hence X proper over K).
Example 4.7. In the trivially valued case, X is the only model, and Xi coincides with the
construction of [Thu07].
The compact set Xi associated to a model X can also be understood as (the underlying
topological space of) the generic fiber in the sense of [Ber94, §1] of the formal completion X̂
of X . As above, it is enough to consider the case where X = Spec(A) and X = Spec(A) are
affine. For any two nonzero π, π′ ∈ K◦◦, there exists n≫ 1 with πn ∈ K◦π′, and the formal
completion Â of A with respect to π is thus independent of the choice of π (set Â = A = A
in the trivially valued case). The K◦-algebra Â is flat and topologically of finite type, and
X̂ = Spf(Â) is thus an admissible formal K◦-scheme, whose generic fiber X̂η is defined as the
set of bounded multiplicative seminorms on the K-affinoid algebra Â := Â⊗K. Composing
such a seminorm with the canonical map A→ Â defines a continuous map X̂η → Xi, which
is easily see to be bijective by density of the image of A in Â, and hence a homeomorphism.
The following well-known result holds for the reduction map of any admissible formal
scheme (see for instance [GRW15, §2.13]).
Lemma 4.8. The reduction map redX : Xi → Xs of any model X is anticontinuous and
surjective. Further, the preimage Γ(X ) of the set of generic points of Xs is a finite set.
We shall call Γ(X ) the set of Shilov points. When X (and hence X) is affine, Γ(X )
is exactly the Shilov boundary of the K-affinoid domain Xi in the sense of [Ber, 2.4.4].
Covering a general model with affine open subschemes, we get:
Lemma 4.9. For any model X of X and f ∈ O(X), the sup-seminorm on Xi satisfies
‖f‖Xi := sup
Xi
|f | = max
Γ(X )
|f |.
2The letter i (’bet’) is the second letter of the Hebrew alphabet. The chosen notation follows the lead of
[Thu07].
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Example 4.10. If K is trivially valued and η is a generic point of X = Xs, the point of X
i
corresponding to the trivial valuation on κ(η) = OX,η is the unique Shilov point mapping to
η.
Example 4.11. Assume that K is nontrivially valued and X is normal, i.e. integrally closed
in X with X normal. For each generic point η of Xs, the local ring OX ,η is a rank one valua-
tion ring. This is of course well-known when X is noetherian (i.e. K discretely valued), while
the general case is proved in [Kna00, Theorem 2.6.1]. As observed in [GS13, Proposition
2.3], one easily checks that the corresponding point of Xi is the unique Shilov point of X
mapping to η.
Example 4.12. If we merely assume that X is integrally closed in X, it is still true that
there is a unique Shilov point mapping to any given generic point η of Xs. In the discretely
valued case, this is proved in [CLT09, Lemme 2.1]. In the densely valued case, the assumption
implies that Xs is reduced by Theorem 4.19 below, which also implies that redX : Xi → Xs
coincides with the affinoid reduction map, and we conclude by [Ber, Proposition 2.4.4].
4.3. Sup-seminorm, integral closure and reduced fiber. The goal of this section is to
review the relation between sup-seminorm, integral closure and reduced fiber.
Assume first that K is non-Archimedean and nontrivially valued, X = Spec(A) is affine
and X = Spec(A) is an affine model of X. Denote as above by Â the formal completion of A
with respect to any nonzero π ∈ K◦◦, by Â := Â⊗K the associated K-affinoid algebra, and
write f 7→ f̂ for the canonical map A→ Â (which is not injective in general, cf. Example 4.14
below). The affinoid algebra Â is equipped with the sup-seminorm ‖·‖sup, defined by setting
for g ∈ Â
‖g‖sup := sup
Xi
|g| = max
Γ(X )
|g|,
where the second equality holds by [Ber, 2.4.4]. The sup-seminorm on Xi of f ∈ A as in
Lemma 4.9 can thus be written as
‖f‖Xi = ‖f̂‖sup.
By [BGR, 6.2.1/4] and [Ber, 3.4.3], we have:
Lemma 4.13. The sup-seminorm on Â is a norm if and only if Â is reduced. This holds
in particular if A is reduced.
While A→ Â has dense image, it is not injective in general, even when A is reduced:
Example 4.14. If K is discretely valued, A := K is of finite type of K◦, and hence a model
of A = K, for which Â = {0} (thanks to Antoine Ducros for this simple example).
Proposition 4.15. The unit ball of ‖ · ‖sup coincides with the integral closure Â′ of Â in Â.
Similarly, the unit ball of ‖ · ‖Xi coincides with the integral closure A′ of A in A, and the
induced map A′ → Â′ further has dense image.
Corollary 4.16. A given f ∈ A is integral over A if and only if f̂ is integral over Â, and
A is integrally closed in A if and only if Â is integrally closed in Â.
We start with a useful observation.
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Lemma 4.17. For each f ∈ A, we have f ∈ A ⇐⇒ f̂ ∈ Â.
Proof. We imitate [BL86, Lemma 1.4]. Pick a non-zero π ∈ K◦◦ such that πf ∈ A, and note
that the canonical map A → Â induces an isomorphism A/πA ≃ Â/πÂ. If f̂ ∈ Â, we thus
have πf = πg for some g ∈ A, and hence f = g ∈ A after multiplying by π−1 in A. 
Proof of Proposition 4.15. That the unit ball of ‖ · ‖sup is the integral closure of Â is a
reformulation of [BGR, 6.3.4/1] (and the remark that follows). Before dealing with the unit
ball of ‖ · ‖Xi , we first establish the density of the image of A′ in Â′.
Let thus g ∈ Â′, so that gn +∑n−1i=1 bign−i ∈ Â for some bi ∈ Â. Since A → Â and
A → Â have dense images, we can pick sequences fj ∈ A and aij ∈ A with f̂j → g and
âij → bi as j →∞. As Â is open in Â (for instance by Lemma 4.18 below), it follows that
f̂nj +
∑n−1
i=1 âij f̂
n−i
j ∈ Â for all j ≫ 1, i.e. fnj +
∑n−1
i=1 aijf
n−i
j ∈ A, by Lemma 4.17. As a
result, fj is integral over A, i.e. fj ∈ A′, which proves that A′ → Â′ has dense image.
It remains to show that an element f ∈ A with ‖f‖Xi ≤ 1 is integral over A. Since
‖f̂‖sup ≤ 1, we already know that f̂ belongs to Â′. Since A′ → Â′ has dense image and Â
is open in Â, we find f ′ ∈ A′ with f̂ − f̂ ′ ∈ Â, i.e. f − f ′ ∈ A, and hence f ∈ A′ (see also
[CMor15, Theorem 2.10]) for a direct proof). 
Besides the sup-seminorm ‖ · ‖Xi , A is also equipped with a ’lattice seminorm’ ‖ · ‖A,
defined by
‖f‖A := inf {|α| | α ∈ K, f ∈ αA} .
By Example 4.14, this is again not a norm in general. However, similarly setting for g ∈ Â
‖g‖
Â
:= inf
{
|α| | α ∈ K, g ∈ αÂ
}
,
does yield a norm on Â:
Lemma 4.18. For each g ∈ Â, the infimum defining ‖g‖Â is achieved. In particular, Â is
the closed unit ball of ‖ · ‖
Â
, and K◦◦Â is its open unit ball.
Proof. The result is true for the polynomial ring B := K◦[t1, . . . , tr], since ‖ · ‖B̂ is then the
Gauss norm on the Tate algebra B̂ = K{t1, . . . , tr}. In the general case, choose a surjection
B := K◦[t1, . . . , tr] ։ A for some r ≥ 1, and observe that ‖ · ‖Â is the quotient seminorm
of ‖ · ‖
B̂
with respect to the induced surjection ρ : B̂ ։ Â. The kernel of ρ, being an ideal
in a Tate algebra, is strictly closed [BGR, 5.2.7/8]. By definition, this means that for each
g ∈ Â, there exists h ∈ B̂ such that ρ(h) = g and ‖h‖B̂ = ‖g‖Â. Since the desired result
holds for B̂, we can then find α ∈ K with |α| = ‖h‖B̂ = ‖g‖Â, which implies that h ∈ αB̂,
and hence g = ρ(h) ∈ αÂ. 
Theorem 4.19. As above, let X = SpecA be an affine model of X = SpecA. We then
have ‖ · ‖sup ≤ ‖ · ‖Â on Â, and hence ‖ · ‖Xi ≤ ‖ · ‖A on A. Consider further the following
properties:
(i) Xs is reduced;
(ii) ‖ · ‖sup = ‖ · ‖Â on Â;
(iii) ‖ · ‖Xi = ‖ · ‖A on A;
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(iv) Â is integrally closed in Â;
(v) A is integrally closed in A.
Then (i)⇐⇒ (ii)⇐⇒ (iii) =⇒ (iv)⇐⇒ (v). If K is densely valued, we also have (v) =⇒ (i),
so that (i)–(v) are then equivalent.
Proof. Pick a nonzero g ∈ Â. By Lemma 4.18, ‖g‖Â is in the value group |K∗|, and we may
thus assume that ‖g‖Â = 1 after multiplying g by a nonzero scalar. We then have g ∈ Â,
hence |g(x)| ≤ 1 for all x ∈ Xi, which proves that ‖g‖sup ≤ 1, and hence ‖ · ‖sup ≤ ‖ · ‖Â.
Suppose now that Xs is reduced, and assume by contradiction that g as above satisfies
‖g‖sup < 1. By [BGR, 6.2.3/2], g is topologically nilpotent, i.e. gn → 0. For n≫ 1, we thus
have ‖gn‖Â < 1, i.e. gn ∈ K◦◦Â; since A⊗ K˜ ≃ Â ⊗ K˜ is reduced, this implies g ∈ K◦◦Â,
which contradicts ‖g‖Â = 1. We have thus proved (i)=⇒(ii), which trivially implies (iii) by
composing with A→ Â. If (iii) holds, then ‖ · ‖A is power-multiplicative, i.e. ‖fn‖A = ‖f‖nA
for each f ∈ A and n ∈ N. In particular, fn ∈ K◦◦A ⇐⇒ ‖fn‖A < 1⇐⇒ f ∈ K◦◦A, which
means that A⊗ K˜ ≃ A/K◦◦A is reduced.
Since Â (resp. A) is the unit ball of ‖ · ‖
Â
(resp. ‖ · ‖A), Proposition 4.15 shows that (ii)
and (iii) respectively imply (iv) and (v), while Corollary 4.16 shows that (iv) and (v) are
equivalent.
Assume finally that K is densely valued and that (v) holds. To prove (i), we need to
show that each f ∈ A such that fn ∈ πA for some n ≥ 1 and π ∈ K◦◦ actually satisfies
f ∈ K◦◦A. Since K is densely valued, we can find π′ ∈ K◦◦ with |π|1/n ≤ |π′| < 1, and
hence π/π′n ∈ K◦. As a result, g := π′−1f ∈ A satisfies gn ∈ A, and hence g ∈ A, since
A is integrally closed in A. We have thus shown as desired that f = π′g ∈ K◦◦A (we are
grateful to Walter Gubler for his help with this argument). 
We conclude this section with the following rather special case of the scheme-theoretic
version of the Bosch-Lu¨tkebohmert-Raynaud reduced fiber theorem [BLR95, Theorem 2.1’].
Theorem 4.20. Assume that K is non-Archimedean and algebraically closed, and let X be
a reduced K-scheme of finite type. For each model X of X, the integral closure X ′ of X in
X is finite over X , and hence a model of X as well. Further, X ′s is reduced.
Note conversely that the existence of a model with reduced special fiber implies that X
is reduced, by [EGA, IV,12.1.1].
Proof of Theorem 4.20. In the trivially valued case, there is nothing to prove, and we thus
assume that K is nontrivially valued. Being algebraically closed, it is then densely valued,
and Theorem 4.19 thus shows that X ′s will automatically be reduced.
The finiteness of X ′ over X being local, we assume that X = Spec(A) is affine and use
the above notation. We will reduce the result to the Grauert-Remmert finiteness theorem,
basically arguing as in [BL86, Proposition 1.5] and [Tem10, Theorem 3.5.5, Step 3].
Since A is reduced, Â is reduced as well by Lemma 4.13, and [BGR, 6.4.1/5] thus shows
that Â′ is finite over Â, i.e. Â′ = ∑i Âgi for a finite set gi ∈ Â, in which we include 1
for convenience. As in the proof of Lemma 4.17, we can find for each i some fi ∈ A with
gi − f̂i ∈ Â, and hence Â′ =
∑
i Âf̂i. By Corollary 4.16, an element f ∈ A belongs to the
integral closure A′ of A in A if and only f̂ belongs to Â′ =∑i Âf̂i, which is also equivalent
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to f ∈ ∑iAfi by Lemma 4.17. We conclude as desired that A′ = ∑iAfi is finite over
A. 
Remark 4.21. The analogue of Theorem 4.20 fails in general for K an arbitrary non-
Archimedean, nontrivially valued field K. Let indeed X = Spec(A) be an affine reduced
K-scheme and X = Spec(A) be a model with integral closure X ′ in X. If K is discretely
valued, X ′ is finite over X , by excellence (but X ′s is of course not reduced in general). If K
is densely valued, the finiteness of X ′ over X implies that X ′s is reduced, and hence that the
sup-seminorm ‖ · ‖Xi = ‖ · ‖X ′i = ‖ · ‖A′ takes values in |K|, a condition that is not satisfied
in general when the group |K∗| is not divisible.
5. Metrics
This section introduces the class of Fubini-Study metrics, and compares it with the class
of model metrics. The main result is Theorem 5.14, which compares the sup-norms and
lattice norms induced by a model metric, and relies on the reduced fiber theorem.
In what follows, X denotes a projective K-scheme, where K is again a field complete with
respect to an arbitrary absolute value.
5.1. Continuous and bounded metrics. A line bundle L on X admits an analytification
Lan, which can for instance be obtained as the analytification of the total space of L. By a
continuous metric on a line bundle L over X, we mean an OX-linear function | · | : Lan → R+
such that for any section s of L on an open subscheme U of X, the induced function
|s| : Uan → R+ is non-zero and is continuous. We denote by C0(L) the space of continuous
metrics on L, for which we prefer to use additive notation. This amounts to the following
simple rules:
(i) if φ, φ are continuous metrics on L,L′, then −φ denotes the induced metric on
−L := L∗ and φ+ φ is the induced metric on L+ L′ := L⊗ L′;
(ii) if φ is a continuous metric on a line bundle L and s ∈ H0(U,L) is a section of L on
a Zariski open set U ⊂ X, then |s|φ : Uan → R+ denotes the corresponding length
function in the metric φ;
(iii) a continuous metric φ on the trivial line bundle OX is identified with the continuous
function − log |1|φ ∈ C0(X).
If φ, φ′ ∈ C0(L) are continuous metrics on the same line bundle L, φ−φ′ is thus a continuous
function on Xan, which satisfies
|s|φ′ = |s|φeφ−φ′ (5.1)
for any local section s of L. In other words, the space C0(L) of continuous metrics on L is
an affine space, modelled on the vector space C0(Xan) of (real-valued) continuous functions
on Xan.
A bounded metric on L is a metric of the form φ+ u with u a bounded function on Xan.
We denote by L∞(L) the space of such metrics, which we endow with the sup-norm distance
d(φ, φ′) := sup
Xan
|φ− φ′|.
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5.2. Fubini-Study metrics. The usual Fubini-Study metric on the tautological ample line
bundleO(1) over the projective space (also known as the Weil metric in the non-Archimedean
context) generalizes in a natural way as follows.
Definition 5.1. A metric φ on a line bundle L over X is called a Fubini-Study metric if
there exists m ≥ 1 with mL globally generated, a basis (si) of H0(mL) and positive constants
ci such that
(A) φ = 12m log
∑
i(ci|si|)2 (Archimedean case);
(NA) φ = 1m log maxi (ci|si|) (non-Archimedean case).
When ci = 1, we say that φ is a pure Fubini-Study metric. We denote by
FS(L) ⊂ C0(L)
the set of Fubini-Study metrics on L.
The existence of a Fubini-Study metric of course requires L to be semiample, i.e. mL is
globally generated for some m ≥ 1. The meaning of the notation is that for any choice of
an auxiliary continuous metric ψ on L, we respectively have
φ− ψ = 1
2m
log
∑
i
(ci|si|mψ)2
and
φ− ψ = 1
m
log max
i
(ci|si|mψ) .
This is indeed independent of the choice of ψ by (5.1). In particular, if ℓ is a local trivial-
ization of L around a point x, and if we are given a section s of L, and write the various
sections in the form si = aiℓ
m, s = aℓ, then
|s|φ(x) = |a(x)|
(
∑
i(ci|ai(x)|)2)1/2m
and
|s|φ(x) = |a(x)|
maxi (ci|ai(x)|)1/m
.
A Fubini-Study metric as above with ci ∈ |K∗| is pure, and every Fubini-Study is thus pure
if |K∗| = R∗+ (e.g. when K is Archimedean). In the general case, we have:
Proposition 5.2. If K is non-trivially valued, every Fubini-Study metric is a uniform limit
of pure Fubini-Study metrics.
The result fails in the trivially valued case, since the only pure Fubini-Study metric is
then the trivial metric (see Example 5.4 below). The result is obvious in the Archimedean
case, and we henceforth assume that K is non-Archimedean, nontrivially valued.
Lemma 5.3. Pick m ≥ 1 with mL globally generated and a generating family (si)1≤i≤r in
H0(mL). Then φ := 1m log maxi |si| is a pure Fubini-Study metric.
Proof. The K◦-module generated by the (si) is a lattice of H
0(mL), and hence admits a
K◦-basis (s′j). Writing each si (resp. s
′
j) as a K
◦-linear combination of the s′j (resp. si), it
is straightforward to see that φ = 1m log maxj |s′j|, which is thus a pure Fubini-Study metric
as (s′j) is a basis of H
0(mL). 
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Proof of Proposition 5.2. Any Fubini-Study metric can be written as φ = 1m maxi(log |si|+
λi) with (si) a basis of H
0(mL) and λi ∈ R. Since additive value log |K∗| is non-trivial,
Q log |K∗| is dense in R. Given ε > 0, we may thus find ℓ ≥ 1 and αi ∈ K∗ such that
|1ℓ log |αi| − λi| ≤ mε for all i. Fix a basis (σj) of H0(ℓmL), pick α ∈ K∗ with |α| < 1, and
set for each k ≥ 1
φk :=
1
ℓm
logmax
{
max
i
|αisℓi |,max
j
|αkℓmσj|
}
.
By Lemma 5.3, φk is a pure Fubini-Study metric, and we have by construction
−ε ≤ φk − φ ≤ max
{
ε, k log |α|+ logmax
j
sup
Xan
|σj |ℓmφ
}
≤ ε
for k ≫ 1. 
5.3. Model metrics. In this section, K is non-Archimedean (possibly trivially valued). A
model of a line bundle L on our given projective K-scheme X is a line bundle L on a
projective model X of X together with an isomorphism L|XK ≃ L compatible with the given
isomorphism XK ≃ X. When L = OX , each model of L is of the form OX (D) where D is a
vertical Cartier divisor on a projective model X , i.e. SuppD ⊂ Xs.
A model L of L defines a continuous metric φL on L, as follows. Cover X with finitely
many open subschemes Ui with a trivializing section τi of L. Since X is assumed projective
over K◦, we have Xan = Xi, which is thus covered by the compact sets Uii . We may thus
define a continuous metric φL on L
an by requiring that |τi|φL = 1 on Uii . This is indeed
well-defined, since any other trivializing section of L on Ui is of the form uiτi with ui ∈ O∗Ui
a unit, and hence |ui| ≡ 1 on Uii .
Example 5.4. If K is trivially valued, the model metric defined by the unique model (X,L)
is called the trivial metric of L.
Lemma 5.5. Let L be a model of L, with corresponding metric φL.
(i) For each m ≥ 1 we have φmL = mφL.
(ii) If a model X ′ dominates X , then the pull-back L′ of L to X ′ satisfies φL′ = φL.
Proof. If τ is trivializing section of L on an open set U , then τm is a trivializing section
of mL, and the pull-back of τ is a local trivialization of L′ on the inverse image U ′, which
satisfies U ′i = Ui since U ′ is proper over U . 
As a consequence of the first property, we may introduce:
Definition 5.6. A model metric on L is a metric of the form φ = φL, where L is a Q-model
of L, i.e. mL is a model of mL for some m ≥ 1.
A model function is a model metric φ on OX , identified with the function − log |1|φ.
Amodel function f is thus determined by a vertical Q-Cartier divisorD on some projective
model X of X. Every line bundle L on X admits a model metric φ, and any other model
metric on L is then of the form φ+ f with f a model function.
While the map L 7→ φL is not injective in general, we have:
Lemma 5.7. Let L, L′ be two models of a line bundle L defined on the same projective
model X of X, and assume that Xs is reduced. Then φL = φL′ if and only if L = L′ (as
models of L).
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Proof. Let U = Spec(A) be an affine open subscheme of X with trivializing sections τ ∈
H0(U ,L), τ ′ ∈ H0(U ,L′). Since L,L′ are both models of the same line bundle L, the
restrictions of τ, τ ′ to the generic fiber U = Spec(AK) of U satisfy τ ′|U = uτ |U with u ∈ AK
a unit. As φL and φL′ coincide, the definition of model metrics yields |u| ≡ 1 on Ui. Since
Us is reduced, Theorem 4.19 shows that ‖ · ‖sup = ‖ · ‖A on AK . As ‖u‖sup = ‖u−1‖sup = 1,
it follows that u and u−1 belong to A, i.e. u is a unit in A, and we conclude that L = L′. 
Remark 5.8. By Theorem 4.19, Xs reduced implies X integrally closed in X. In the dis-
cretely valued case, the latter condition is weaker in general, but it guarantees that A is the
unit ball of ‖ · ‖sup on AK by [CMor15, Theorem 2.1], and the above argument thus shows
that Lemma 5.7 is more generally valid as soon as X is integrally closed in X.
The next result describes the behavior of model metrics under pull-back.
Proposition 5.9. Let L be a line bundle on X, and φL be the model metric determined by
a Q-model L of L on a model X of X. For any projective morphism f : Y → X, the induced
metric f∗φ on f∗L is also a model metric. More precisely, the set of projective models Y of
Y such that f extends to a K◦-morphism f : Y → X is cofinite in the set of all projective
models, and we have f∗φL = φf∗L for any such model Y. Moreover, after possibly passing
to a model X ′ → X , if f : Y → X is flat we can assume that f : Y → X is flat.
Proof. Pick a projective model Y ′ of Y , and denote by Y the schematic (or flat) closure in
Y ′ ×K◦ X of the graph of f . Then Y dominates Y ′, and the projection Y → X extends f .
To see the last point, we may assume that L is a line bundle. Let (Ui) be a finite open cover
of Y with trivializing sections τi ∈ H0(Ui,L). Then (f−1(Ui)) is an open cover of Y with
trivializing sections f∗τi for f
∗L, and the result easily follows.
For the last point, by the main result of Raynaud-Gruson in [RG71], we can blow up X
and take the proper transform of Y to obtain a flat morphism f : X ′ → Y ′ of models. By
Lemma 5.5 this does not change the metrics induced by the models. 
We are now in a position to compare model metrics and Fubini-Study metrics (see
[CMor15, Proposition 3.8] for a related result).
Proposition 5.10. Assume that X is projective, and let φ be a continuous metric on L.
The following are equivalent:
(i) φ is a pure Fubini-Study metric;
(ii) φ is a model metric determined by a semiample Q-model L of L, i.e. mL is a globally
generated line bundle when m ∈ N is sufficiently divisible.
Corollary 5.11. A function u ∈ C0(Xan) is a model function if and only if u = φ− φ′ with
φ, φ′ pure Fubini-Study metrics on some ample line bundle.
Proof of Proposition 5.10. The key observation is that the Weil metric logmaxi |zi| on PrK
with homogeneous coordinates [z0 : · · · : zr] coincides with the model metric φO(1) deter-
mined by the canonical model of (Pr,O(1)) over K◦.
Let first φ be a pure Fubini-Study metric on L. After replacing L by a multiple, we may
assume that L is globally generated and φ = logmaxi |si| with (si) a basis of H0(L). These
sections induce a morphism of K-schemes f : X → PrK with an identification L = f∗O(1)
such that φ = f∗φO(1). By Proposition 5.9, X admits a projective model X such that f
extends to a morphism f : X → PrK◦, and φ is the model metric defined by (X , f∗O(1)).
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Since f∗O(1) is globally generated, this proves (i)=⇒(ii). Conversely, let L be a semiample
Q-model of L. After passing to a multiple, we may assume that L is a globally generated
line bundle. Choosing a K◦-basis (si) of the lattice H
0(L) yields a morphism f : X → PrK◦
with f∗O(1) = L, and hence φL = f∗φO(1) = logmaxi |si|, by Proposition 5.9. 
Proof of Corollary 5.11. One direction is clear, since a pure Fubini-Study metric is a model
metric, and a difference of model metrics is a model metric. Conversely, assume that u is
a model function. After multiplying u by a constant, we may assume that it is determined
by a vertical Cartier divisor D on a projective model X . Let L be a relatively ample line
bundle on X , and denote by L its restriction to X. For m≫ 1, D+mL is then (very) ample
on X , and u = φD+mL − φmL is a difference of pure Fubini-Study metrics on mL. 
5.4. The sup-norm of a model metric. The data of a bounded metric φ on L defines a
sup-seminorm ‖ · ‖φ on H0(X,L) by setting
‖s‖φ := sup
Xan
|s|φ
for each s ∈ H0(X,L). It follows from Lemma 4.1 that ‖s‖φ = 0 if and only if s is nilpotent,
and that ‖ · ‖φ is a norm if X is reduced.
In the remainder of this section, K is non-Archimedean. We first consider the behavior
of sup-norms under ground field extension.
Lemma 5.12. Let K ′/K be an arbitrary complete field extension, and denote by (X ′, L′) the
base change of (X,L) to K ′. Let also φ be a bounded metric on L, denote by φ′ its pull-back
to L′, and by ‖ · ‖′φ the ultrametric seminorm on H0(X ′, L′) = H0(X,L)⊗K ′ induced from
‖ · ‖φ by ground field extension as in Definition 1.25. Then ‖ · ‖φ′ ≤ ‖ · ‖′φ, and both coincide
with ‖ · ‖φ on H0(X,L) viewed as a subspace of H0(X ′, L′).
Proof. By Proposition 1.26, the restriction of ‖·‖′φ toH0(X,L) coincides with ‖·‖φ. Denoting
by p : X ′an → Xan the surjective projection map, we plainly have
‖s‖φ′ = sup
X′an
|s|φ ◦ p = sup
Xan
|s|φ = ‖s‖φ.
Now pick s′ ∈ H0(X ′, L′), and consider a decomposition s′ = ∑i α′isi with α′i ∈ K ′ and
si ∈ H0(X,L). Since ‖si‖φ′ = ‖si‖φ, we have ‖s′‖φ′ ≤ maxi |α′i|‖si‖φ, and taking the
infimum over all such decompositions yields as desired ‖s′‖φ′ ≤ ‖s′‖′φ. 
The inequality in Lemma 5.12 is strict in general. One has for instance:
Lemma 5.13. Assume that K is discretely and nontrivially valued, and let K ′/K be a finite
Galois extension. The following are equivalent:
(i) K ′/K is tamely ramified, i.e. K˜ ′/K˜ is separable and the ramification order [|K ′∗| : |K∗|]
is prime to the residue characteristic.
(ii) for each bounded metric φ on a line bundle L over a geometrically reduced projective
K-scheme X, we have ‖ · ‖φ′ = ‖ · ‖′φ in the notation of Lemma 5.12.
Proof. In the situation of (ii), ‖·‖φ′ is a Galois invariant norm onH0(X ′, L′) = H0(X,L)⊗K ′
(since X ′ is reduced). If K ′/K is tamely ramified, the descent result of [Rou77, Proposition
5.1.1] (see also [Pra01]) states that every Galois invariant norm is obtained by ground field
extension, and hence (i)=⇒(ii).
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Conversely, for X := SpecK ′, L = OX and φ the trivial metric, ‖ · ‖φ′ is the spectral
norm on K ′ ⊗K K ′, and [RTW15, §5.1] thus says that ‖ · ‖φ′ = ‖ · ‖′φ if and only if K ′ is
tamely ramified. 
The next result will be a key element in the proof of Theorem 8.5 below.
Theorem 5.14. Assume that X is geometrically reduced, and let φ be the model metric
determined by a line bundle L on a projective model X of X. The sup-norm ‖ · ‖mφ and the
lattice norm ‖ · ‖H0(X ,mL) on H0 (X,mL) then satisfy
‖ · ‖mφ ≤ ‖ · ‖H0(X ,mL) ≤ C‖ · ‖mφ.
for a uniform constant C > 1.
Lemma 5.15. Let φ be a model metric determined by a line bundle L on a projective model
X .
(i) For each s ∈ H0(X,L), we have supXan |s|φ = maxΓ(X ) |s|φ, where Γ(X ) ⊂ Xan
denotes the (finite) set of Shilov points associated to X .
(ii) We have ‖ · ‖φ ≤ ‖ · ‖H0(X ,L), the lattice norm determined by the lattice H0(X ,L) of
H0(X,L).
(iii) If Xs is further reduced, then ‖ · ‖φ = ‖ · ‖H0(X ,L).
Proof. Cover X with finitely many open subschemes Ui with trivializing sections τi ∈
H0(Ui,L). Denoting by Ui the generic fiber of Ui, we have s|Ui = fiτi with fi ∈ O(Ui),
and |s|φ = |fi| on Uii , by definition of a model metric. By Lemma 4.9, it follows that
supUii
|s|φ = maxΓ(Ui) |s|φ, and (i) follows since Xan =
⋃
i Uii and Γ(X ) =
⋃
i Γ(Ui).
In order to prove (ii) and (iii), we may assume that s is nonzero. Since ‖s‖H0(X ,L) belongs
to value group |K∗|, we may then multiply s be a scalar and assume that ‖s‖H0(X ,L) = 1,
i.e. s ∈ H0(X ,L) but s /∈ K◦◦H0(X ,L). Choose as above a finite cover X by affine open
subscheme Ui = Spec(Ai) with a trivializing section τi of L, and write s|Ui = fiτi with
fi ∈ Ai. On Uii , we have |s|φ = |fi| ≤ 1, and hence ‖s‖φ ≤ 1, which proves (ii).
Finally, suppose that Xs is reduced, and assume by contradiction ‖s‖φ < 1. For each i, we
then have supUii
|fi| < 1, and hence π−1i fi ∈ Ai for some nonzero πi ∈ K◦◦, by Theorem 4.19.
Setting π = πi0 for an index i0 achieving maxi |πi|, we infer π−1fi ∈ Ai for all i, and hence
π−1s ∈ H0(X ,L), a contradiction. 
Proof of Theorem 5.14. Fix an algebraically closed complete field extension K ′/K, and de-
note by (X ′, L′) the base change of (X,L) to K ′, by (X ′,L′) the base change of (X ,L) to
K ′◦. The pull-back φ′ of φ to L′ is the model metric determined by L′. By Lemma 5.12 and
Lemma 5.15, the norms ‖ · ‖′mφ and ‖ · ‖′H0(X ,mL) induced from ‖ · ‖mφ and ‖ · ‖H0(X ,mL) by
ground field extension satisfy
‖ · ‖mφ′ ≤ ‖ · ‖′mφ ≤ ‖ · ‖′H0(X ,mL),
and the latter is the lattice norm defined byH0(X ,mL)⊗K ′◦ ≃ H0(X ′,mL′), by Lemma 1.31.
Since X is geometrically reduced, X ′ is reduced, and Theorem 4.20 thus yields a model
X ′′ of X ′ with a finite morphism µ : X ′′ → X ′ such that X ′′s is reduced. By Lemma 5.5, we
have φ′ = φL′ = φµ∗L′ , and hence ‖ · ‖H0(X ′′,mµ∗L′) = ‖ · ‖mφ′ , by Lemma 5.15. All in all, we
get
‖ · ‖H0(X ′′,mµ∗L′) = ‖ · ‖mφ′ ≤ ‖ · ‖′mφ ≤ ‖ · ‖′H0(X ,mL) = ‖ · ‖H0(X ′,mL′),
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and it will thus be enough to show that ‖ · ‖H0(X ,mL′) ≤ C‖ · ‖H0(X ′′,mµ∗L′) for a uniform
constant C > 0. By the projection formula, we have an injection of K◦-modules
H0(X ′′,mµ∗L′)/H0(X ′,mL′) →֒ H0(X ′,F(mL′)),
where F := (µ∗OX ′′) /OX ′ is a coherent module on X ′ supported in the special fiber (cf. The-
orem A.6 for coherence), and hence π-torsion for some nonzero π ∈ K ′◦◦. We thus have
πH0(X ′′,mµ∗L′) ⊂ H0(X ′,mL′), and hence ‖ · ‖H0(X ′,mL′) ≤ |π|−1‖ · ‖H0(X ′′,mµ∗L′), which
yields the desired result. 
For later use, we also establish the following technical generalization of Theorem 5.14. A
bounded metric on a line bundle L over X induces for each r ≥ 1 a bounded metric φ⊠r on
the external tensor product L⊠r over Xr := X ×K · · · ×K X (r times). If φ is the model
metric determined by a line bundle L over X , then φ⊠r is the model metric determined by
L⊠r over X r := X ×K◦ · · · ×K◦ X .
Theorem 5.16. Assume that X is geometrically reduced, and let φi be a finite family of
model metrics on line bundles Li, with φi determined by a line bundle Li on a given model
X of X. We can then find a constant C > 1 such that for all integers r,mi ≥ 1, we have
‖ · ‖(∑imiφi)⊠r ≤ ‖ · ‖H0(X r ,(∑imiLi)⊠r) ≤ C
r‖ · ‖(∑imiφi)⊠r
as norms on H0(Xr,
∑
imiLi).
Note that Xr is reduced for each r, since X is geometrically reduced, so that ‖·‖(∑imiφi)⊠r
is indeed a norm.
Proof. Use the notation in the proof of Theorem 5.14. Since K ′ is algebraically closed, so is
its residue field K˜ ′; the K˜ ′-scheme X ′′s is thus geometrically reduced, and
(X ′′r)s = (X ′′ ×K ′◦ · · · ×K ′◦ X ′′)s = X ′′s ×K˜ ′ · · · ×K˜ ′ X ′′s
is therefore reduced. As above, we have
‖ · ‖H0(X ′′r ,(µr)∗(∑imiL′i)⊠r) = ‖ · ‖(∑imiφ′i)⊠r ≤ ‖ · ‖
′
(
∑
imiφi)
⊠r
≤ ‖ · ‖′
H0(X r,(
∑
imiLi)
⊠r)
= ‖ · ‖H0(X ′r ,(∑imiL′)⊠r),
and
H0
(
X ′′r, (µr)∗(
∑
i
miL′)⊠r
)
/H0
(
X ′r, (
∑
i
miL′i)⊠r
)
→֒ H0
(
X ′r,Fr(
∑
i
miL′i)⊠r
)
with Fr := ((µr)∗OX ′′r ) /OX ′r . It will thus be enough to show that Fr is πr-torsion, where
π ∈ K ′◦◦ annihilates F = (µ∗OX ′′) /OX ′ as above. Let U ′ = Spec(A′) be an affine open
subset of X ′. Since µ is finite, µ−1(U ′) = Spec(A′′) is also affine. Since πA′′ ⊂ A, we get
πrA′′⊗K◦ · · ·⊗K◦A′′ ⊂ A⊗K◦ · · ·⊗K◦A′, which implies as desired πr(µr)∗OX ′′r ⊂ OX ′r . 
6. Limits of Fubini-Study metrics
We introduce here uniform limits of Fubini-Study metrics, and a notion of semipositive
envelope of a continuous metric that arises naturally in this context, which we compare to
existing notions when an appropriate pluripotential theory is available. In what follows, X
still denotes a projective scheme over a complete valued field K.
44 SE´BASTIEN BOUCKSOM AND DENNIS ERIKSSON
6.1. Asymptotically Fubini-Study metrics. We introduce the following terminology,
and discuss its relation to known results on semipositive metrics.
Definition 6.1. We say that a continuous metric φ on a semiample line bundle L over X
is asymptotically Fubini-Study if it is a uniform limit of Fubini-Study metrics. We denote
by
FS(L) ⊂ C0(L)
the space of continuous metrics so defined.
Remark 6.2. A continuous metric φ as in Definition 6.1 is simply called semipositive in
[CMor15, §3.3], but we prefer to stick with the above, more precise, terminology to avoid
potential confusion with other notions of semipositivity.
Assume first that K is Archimedean (the case K = R merely consisting in working with
conjugation-invariant functions). In that case, both local and global pluripotential theory is
fully developed, and a (possibly singular) metric φ on L is unambiguously called semipositive
(or psh) if the function − log |τ |φ is plurisubharmonic for each local trivialization τ of L. An
asymptotically Fubini-Study metric is obviously continuous and semipositive. Conversely:
Theorem 6.3. If K is Archimedean and L is ample, every singular semipositive metric
φ on L is the limit of a decreasing sequence of Fubini-Study metrics φj . If φ is further
continuous, then φj converges uniformly to φ, and φ is thus asymptotically Fubini-Study.
Proof. The second part of the statement follows directly from Dini’s lemma. When X
is smooth, the result was proved by Demailly, based on the deep Ohsawa-Takegoshi L2-
extension theorem (see for instance [GZ05, Theorem 8.1] and its proof). In the general case,
we may assume that L is very ample, yielding a closed embedding X →֒ PV with V =
H0(X,L). By [CGZ13, Theorem B’], φ is the restriction of a singular semipositive metric
ψ on O(1) over PV . Since PV is smooth, Demailly’s result implies that ψ is the decreasing
limit of a sequence ψj of Fubini-Study metrics associated to sections of H
0(PV,O(mj)) with
mj →∞. We claim that the restriction of ψj to X is a Fubini-Study metric on L for j ≫ 1,
which will conclude the proof. For each j, we can find a basis (sji) of H
0(PV,O(mj)) such
that
ψj =
1
2mj
log
∑
i
|sji|2
If we denote by ‖·‖j the Hermitian norm on H0(PV,O(mj)) that has (sji) as an orthonormal
basis, it is well-known that
log
∑
i
|sji|2 = log max
s∈H0(PV,O(mj))\{0}
|s|
‖s‖j ,
cf. Lemma 6.13 below. For j ≫ 1, the restriction map H0(PV,O(mj)) → H0(X,mjL) is
surjective, and ‖ · ‖j thus induces a quotient norm ‖ · ‖′j on H0(X,mjL), which is also
Hermitian and satisfies(
max
s∈H0(PV,O(mj))\{0}
|s|
‖s‖j
)
|X = max
σ∈H0(X,mjL)\{0}
|σ|
‖σ‖′j
.
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If we choose an orthonormal basis (σjk) of H
0(X,mjL), we thus have
ψj |X = 1
2mj
log
∑
k
|σjk|2,
which proves as desired that ψj |X is Fubini-Study. 
We now turn to the non-Archimedean case. The first notion of semipositive metric intro-
duced in that context goes back to the work of Shou-Wu Zhang: a continuous metric φ on L
is semipositive in the sense of Zhang if it is a uniform limit of model metrics φj associated to
Q-models (Xj ,Lj) with Lj nef on the special fiber of Xj (we refer to [GM16] for a thorough
discussion). Note that this notion of semipositivity is not appropriate when K is trivially
valued, since it is then only satisfied by the trivial metric.
On the other hand, Chambert-Loir and Ducros introduced in [CLD12] a general notion
of smooth psh function on non-Archimedean analytic spaces, a typical example of which is
as follows: given invertible function u1, . . . , ur on a Zariski open set U ⊂ X and a smooth
convex function χ : Rr → R, the function χ(log |u1|, . . . , log |ur|) is smooth psh on Uan.
Naturally, a continuous metric φ on a line bundle L is said to be smooth psh if − log |τ |φ is
smooth psh on Uan for each trivializing section τ of L on a Zariski open U ⊂ X.
Example 6.4. Let s1, . . . sr ∈ H0(X,L) be sections without common zeroes, λ1, . . . , λr ∈ R,
and let maxε : R
r → R be a regularized max function. Then
φ := maxε {log |s1|+ λ1, . . . , log |sr|+ λr}
defines a smooth psh metric on L. This is indeed checked exactly as in [CLD12, 6.3.2].
Slightly generalizing [CLD12, §6.3.1], we introduce the following terminology.
Definition 6.5. A (possibly unbounded) metric φ on a line bundle L is psh-regularizable if
φ can be written as the decreasing limit of a sequence of smooth psh metrics φj on L.
Note that φ is automatically usc, and hence bounded above. If φ is continuous, the
convergence φj → φ is uniform by Dini’s lemma. Conversely, for any uniformly convergent
sequence (φj) of continuous metrics, we can find a sequence of constants cj → 0 such that
the new sequence (φj + cj) is decreasing, and it follows that a continuous, psh-regularizable
metric is the same as a globally psh-approachable metric in the sense of [CLD12, §6.3.1].
Theorem 6.6. Let φ be a continuous metric on a line bundle L.
(i) If φ is asymptotically Fubini-Study, then φ is psh-regularizable.
(ii) If K is non-trivially valued and L is ample, then φ is asymptotically Fubini-Study if
and only if φ is semipositive in the sense of Zhang.
The proof of (ii) is also sketched in [CMor15, Remark 3.18].
Proof of Theorem 6.6. By definition, continuous, psh-regularizable metrics form a closed set
under uniform limits, and we may thus assume that φ is a Fubini-Study metric in proving
(i). After replacing L with a multiple, there exists a basis (s1, . . . , sN ) of H
0(X,L) without
common zeroes and constants λi ∈ R such that φ = max {log |s1|+ λ1 . . . , log |sN |+ λN},
and φ is thus the uniform limit of the smooth psh metrics obtained by replacing max with
a regularized max maxε (compare [CLD12, 6.8.3]).
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We turn to (ii). Since K is nontrivially valued, every Fubini-Study metric is a uniform
limit of pure Fubini-Study metrics, by Proposition 5.2. By Proposition 5.10, the latter are
precisely the model metrics associated to Q-models (X ,L) with L semiample, and hence nef
on Xs, and it follows that every asymptotically Fubini-Study metric is semipositive in the
sense of Zhang.
To prove the converse, it is enough to show that a model metric φ = φL associated to
a Q-model (X ,L) with L nef on Xs is asymptotically Fubini-Study. Since L is ample, it
extends to an ample line bundle H on some projective model X ′ dominating X (cf. [GM16,
Lemma 4.12]). The pull-back L′ of L is nef on X ′s, and (1− ε)L′ + εH is thus ample on Xs
for every ε ∈ (0, 1) ∩Q. By [EGA, IV.9.6.4], (1− ε)L′ + εH is then ample on X , and hence
also semiample. The model metric φε it defines is thus a (pure) Fubini-Study metric, and
one immediately sees that φε → φL′ = φL uniformly. 
For later use, we also prove:
Lemma 6.7. Let L be a line bundle, s ∈ H0(X,L) a regular section, and denote by log |s|
the corresponding singular metric on L. We can then find two ample line bundles A,B, an
(unbounded) psh-regularizable metric φA on A and a smooth psh metric φB on B such that
L = A−B and log |s| = φA − φB.
Proof. Pick a very ample line bundle B such that A := L + B is also very ample. Let
(s1, . . . , sr) be a basis of H
0(X,B), and set
φA := maxε {log |s · s1|, . . . , log |s · sr|} , φB := maxε {log |s1|, . . . , log |sr|} ,
where maxε denotes as above a regularized max function for any fixed value of ε. We clearly
have log |s| = φA − φB, and φB is smooth psh by Example 6.4. To see that φA is psh-
regularizable, pick a basis (σ1, · · · σp) of H0(X,A), and observe that φA is the decreasing
limit of the sequence of smooth psh metrics
φA,j := maxε {log |s · s1|, . . . , log |s · sr|, log |σ1| − j, . . . , log |σp| − j} .

Remark 6.8. Still assuming that K is non-Archimedean, a general notion of singular semi-
positive metric has so far only been introduced when X is smooth, L is ample, and one the
following holds:
(ii) K is nontrivially valued and dimX = 1 [Thu05];
(iii) K is discretely or trivially valued, of residue characteristic 0 [BFJ16, BJ18].
In both cases, every singular semipositive metric φ is known to be the pointwise limit of a
decreasing sequence of Fubini-Study metrics, and hence is psh-regularizable. Note however
that it is not at all clear at this point that a smooth psh metric in the sense of [CLD12] is
semipositive in the sense of [BFJ16].
6.2. From norms to metrics. In this section, X is assumed to be reduced. The following
discussion is closely related to the point of view developed by Chen and Moriwaki in [CMor15,
§3.3]. We adopt an ’operational’ approach, which can be seen as an ’L∞-version’ of the one
used by Donaldson in his study of balanced metrics [Don01, Don2]. We denote by
Nm := N (H0(mL))
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the space of norms on H0(mL). Since X is reduced, the sup-seminorm ‖ · ‖mφ defined by a
bounded metric φ on L is a norm, and we may therefore introduce:
Definition 6.9. The sup-norm operator L∞m : L∞(L)→ Nm is defined by sending a bounded
metric φ to the induced sup-norm ‖ · ‖mφ on H0(mL).
Clearly, the sup-norms ‖ · ‖mφ induced by a given metric φ define a submultiplicative
graded norm on the section ring R(L), in the terminology of Section 2.6. The following
properties are straighforward.
Lemma 6.10. The sup-norm operator L∞m is non-increasing and m-Lipschitz, i.e. we have
d∞(‖ · ‖mφ, ‖ · ‖mφ′) ≤ m sup
Xan
|φ− φ′|
for any two bounded metrics φ, φ′ on L. If K is non-Archimedean, the image of L∞m is
contained in the set N ultrm ⊂ Nm of ultrametric norms on H0(mL).
Definition 6.11. Pick m ≥ 1 with mL globally generated. To each norm ‖ · ‖ ∈ Nm we
associate a metric FSm(‖ · ‖) on L by setting
FSm(‖ · ‖) := 1
m
log sup
s∈H0(mL)\{0}
|s|
‖s‖ . (6.1)
Remark 6.12. In the terminology of [CMor15, §3.2], FSm(‖·‖) is the quotient norm induced
by the surjective morphism H0(mL)⊗OX → OX(mL).
We shall soon see that the metric FSm(‖ · ‖) is in fact asymptotically Fubini-Study (and
hence continuous). At any rate, it is clear that
sup
Xan
∣∣FSm(‖ · ‖)− FSm(‖ · ‖′)∣∣ ≤ 1
m
d∞(‖ · ‖, ‖ · ‖′) (6.2)
for any two ‖ · ‖, ‖ · ‖′ ∈ Nm.
Lemma 6.13. Assume that mL is globally generated, let ‖ · ‖ be a diagonalizable norm on
H0(mL), and pick an orthogonal basis (si) for ‖ · ‖. Then
(A) FSm(‖ · ‖) = 12m log
∑
i
|si|
2
‖si‖2
(Archimedean case);
(NA) FSm(‖ · ‖) = 1m logmaxi |si|‖si‖ (non-Archimedean case).
In particular, a metric φ on L is Fubini-Study if and only if φ = FSm(‖·‖) with ‖·‖ ∈ N diag
for some m.
Proof. The result is well-known in the Archimedean case, and follows directly from Lemma 1.16
in the non-Archimedean case. 
Example 6.14. Assume that K is non-Archimedean, and let L be a semiample model of L.
The model metric φL and the lattice norm ‖ · ‖H0(mL) on H0(mL) are then related by
φL = FSm
(‖ · ‖H0(mL))
for any m ≥ 1 such that mL is globally generated. This follows indeed from Proposition 5.10
(and its proof).
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Since by Proposition 1.6 each norm ‖ · ‖ on H0(mL) is equivalent to a diagonalizable
one, Lemma 6.13 and (6.2) imply that FSm(‖ · ‖) is a bounded metric, and we thus get an
operator
FSm : Nm → L∞(L).
Theorem 6.15. Fix m ≥ 1 with mL globally generated.
(i) The image FSm(Nm) is closed in L∞(L), and contained in FS(L). In other words,
FSm(‖ · ‖) is asymptotically Fubini-Study for each norm ‖ · ‖ on H0(mL).
(ii) If K is non-Archimedean, we further have
FSm(Nm) = FSm(N ultrm ) = FSm(N diagm ).
(iii) The composition Pm := FSm ◦L∞m projects L∞(L) onto FSm(Nm), i.e. Pm(φ) = φ if
and only if φ ∈ FSm(Nm).
(iv) Pm is 1-Lipschitz, and satisfies Pm(φ) ≤ φ and ‖·‖mPm(φ) = ‖·‖mφ for each bounded
metric φ.
(v) If m divides m′, then Pm ≤ Pm′ and FSm(Nm) ⊂ FSm′(Nm′).
Proof. We first observe that FSm is non-increasing and 1/m-Lipschitz, by (6.2). By Lemma 6.10,
Pm := FSm ◦L∞ is thus non-decreasing and 1-Lipschitz. Next, we claim that
FSm ◦L∞m ≤ id, L∞m ◦ FSm ≤ id .
For each bounded metric φ and each section s ∈ H0(mL), we obviously have |s|mφ ≤ ‖s‖mφ.
From the definition of FSm (cf. 6.1) we conclude FSm(‖ · ‖mφ) − φ ≤ 0, and hence Pm =
FSm ◦L∞m ≤ id on L∞(L). Now pick a norm ‖ · ‖ ∈ Nm on H0(mL), and set φ := FSm(‖ · ‖).
By (6.1), each s ∈ H0(mL) satisfies ‖s‖mφ = supXan |s|mφ ≤ ‖s‖, and hence L∞m ◦ FSm ≤ id
on Nm. Pre-composing the previous inequalities with FSm and L∞m yields
FSm ◦L∞m ◦ FSm ≤ FSm, L∞m ◦ FSm ◦L∞m ≤ L∞m .
On the other hand, post-composing with the non-increasing operators L∞m and FSm yields
L∞m ◦ FSm ◦L∞m ≥ L∞m , FSm ◦L∞m ◦ FSm ≥ FSm,
In terms of Pm = FSm ◦L∞m , we have thus proved
Pm ◦ FSm = FSm, L∞m ◦ Pm = L∞m ,
which establishes (iii), (iv) as well as the closedness of FSm(Nm) in (i).
By submultiplicativity of the sup-norms, it is easy to see that m 7→ mPm(φ) is a subad-
ditive sequence for each bounded metric φ. As a result, Pm(φ) ≤ Pm′(φ) ≤ φ if m divides
m′, and hence FSm(Nm) ⊂ FSm′(Nm′) by the projection property of Pm, which settles (v).
By Theorem 1.19, each norm ‖ · ‖ ∈ Nm lies at metric at most logNm = O(logm) of
N diagm . Since FSm is 1/m-Lipschitz, it follows that FSm(‖ · ‖) is at distance O(m−1 logm)
to FSm(N diagm ), which is contained in FS(L) by Lemma 6.13. Now pick φ ∈ FSm(Nm). By
(iii), φ is also in FSkm(Nkm) for each k ≥ 1. It therefore lies at distance O((km)−1 log(km))
of FS(L) for all k, which yields as desired φ ∈ FS(L), i.e. the second half of (i).
Assume finally thatK is furthermore non-Archimedean. As observed above, the sup-norm
‖ · ‖mφ associated to any bounded metric φ is then ultrametric. If φ is in FSm(Nm), then
φ = Pm(φ) = FSm(‖ · ‖mφ) thus belongs to FSm(N ultrm ). By Theorem 1.19, N diagm is dense in
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N ultrm , and FSm(N diagm ) is thus dense in FSm(Nm) = FSm(N ultrm ), which concludes the proof
of (ii). 
As an application of the previous result, we prove that asymptotically Fubini-Study met-
rics are preserved under max.
Proposition 6.16. Suppose that φ,ψ are asymptotically Fubini-Study metrics on L. Then
max{φ,ψ} is also asymptotically Fubini-Study.
Proof. In the Archimedean case, this follows from Theorem 6.3. AssumeK is non-Archimedean.
By Theorem 6.15 and continuity of max, it is enough to show that FSm(N diagm ) is preserved
under max. Given ‖ · ‖, ‖ · ‖′ ∈ N diagm , pick a basis (si) of H0(mL) that jointly diagonalizes
them. Then
FSm(‖ · ‖) = 1
m
max
i
{log |si| − log ‖si‖},
FSm(‖ · ‖′) = 1
m
max
i
{log |si| − log ‖si‖′},
and hence
max{FSm(‖ · ‖),FSm(‖ · ‖′)} = 1
m
max
i
{log |si|+ λi}
with λi = max{− log ‖si‖,− log ‖si‖′}, which shows that max{FSm(‖ · ‖),FSm(‖ · ‖′)} ∈
FSm(N diagm ). 
We conclude this section with some remarks on the injectivity of the Fubini-Study opera-
tors FSm. Pick m ≥ 1 such that mL is very ample. Since any two norms in N diagm are jointly
diagonalizable, FSm is injective on N diagm if and only if FSm ◦ιs is injective for any basis
s = (si) of H
0(mL). Here ιs : R
Nm →֒ N diagm denotes as before the map sending λ ∈ RNm to
the norm ‖ · ‖ diagonalized in (si) and such that ‖si‖ = e−λi .
Example 6.17. Assume that K is trivially valued. Then (FSm ◦ιs)(0) = 1m maxi log |si| is
the trivial metric on L. If maxi λi = 0, [BHJ16, Proposition 2.12] implies that (FSm ◦ιs)(λ) =
(FSm ◦ιs)(0) if and only if the sections si with λi = 0 have no common zeroes, and FSm is
therefore not injective on N diagm for any m≫ 1 in general.
This is in contrast with the following result, which was very recently proved by Y. Hashimoto
[Has17].
Proposition 6.18. If K = C, X is smooth and L is ample, the operator FSm is injective
on the set N diagm of Hermitian norms on H0(mL) for any m such that mL is very ample.
Proof. Using the above notation, pick λ ∈ RNm and set
φλ := (FSm ◦ι)(λ) = 1
2m
log
∑
i
e−2λi |si|2.
For each continuous metric φ on L and volume form µ on X, the corresponding L2-norm
‖ · ‖µ,mφ satisfies ∫
X
e2m(φλ−φ)dµ =
∑
i
e−2λi‖si‖2µ,mφ. (6.3)
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By [Has17, Lemma 2.2], the map (φ, µ) 7→ ‖ ·‖µ,mφ ∈ N diagm is onto. In particular, the values
of ‖s1‖µ,mφ, . . . , ‖sNm‖µ,mφ can be arbitrarily prescribed, and (6.3) thus shows as desired
that λ is determined by φλ. 
6.3. Semipositive envelopes. We now consider the limit as m → ∞ of the projection
operators Pm.
Proposition 6.19. Let φ ∈ L∞(L) be a bounded metric on L.
(i) The sequence Pm(φ) converges pointwise to the bounded metric
P (φ) := sup
m
Pm(φ),
where the supremum ranges over all m such that mL is globally generated.
(ii) The resulting operator P : L∞(L)→ L∞(L) is non-decreasing and 1-Lipschitz.
(iii) For all m ∈ N, the sup-norms induced by φ and P (φ) on H0(mL) coincide.
(iv) If φ is continuous, then φ is asymptotically Fubini-Study if and only if P (φ) = φ,
and the convergence Pm(φ)→ φ is then uniform.
Proof. It was already noted in the proof of Theorem 6.15 that m 7→ mPm(φ) is subadditive.
By Fekete’s subadditivity lemma, this implies (i), and (ii) follows from the analogous prop-
erties for Pm. By (ii) of Theorem 6.15, φ and Pm(φ) induce the same sup-norms on H
0(mL).
Since Pm(φ) ≤ P (φ) ≤ φ, we infer (iii).
Assume next that φ is a Fubini-Study metric. By Lemma 6.13, we have φ ∈ FSm(Nm) for
some m. By Theorem 6.15, it follows that Pkm(φ) = φ for all k ≥ 1, and hence P (φ) = φ.
By continuity of P , the identity P (φ) = φ propagates to the closure FS(L). Conversely, if
P (φ) = φ is continuous, the convergence Pm(φ) → P (φ) = φ is uniform by Dini’s lemma,
and φ is thus asymptotically Fubini-Study, which settles (iv). 
Conjecture 6.20. Assume that L is ample. For any continuous metric φ on L, P (φ) is
continuous. Equivalently (by Dini’s lemma), Pm(φ) converges uniformly as m→∞.
As we show next, Conjecture 6.20 is equivalent the following basic regularization property,
which is known to hold in the cases discussed in Remark 6.8.
Conjecture 6.21. Let (φα) be a family of asymptotically Fubini-Study metrics, uniformly
bounded above. Then the usc upper envelope (supα φα)
∗ can be written as a decreasing net
of asymptotically Fubini-Study metrics ψj.
Lemma 6.22. Conjecture 6.21 and Conjecture 6.20 are equivalent.
Proof. Suppose first that Conjecture 6.21 holds, and let φ be a continuous metric on L.
Since each Pm(φ) is asymptotically Fubini-Study, P (φ) = supm Pm(φ) is lsc, and its usc
regularization P (φ)∗ is the decreasing limit of a net of asymptotically Fubini-Study metrics
ψj , by Conjecture 6.21. Since P (φ) ≤ φ and φ is continuous, limj ψj = P (φ)∗ ≤ φ, and (a
small variant of) Dini’s lemma therefore yields ψj ≤ φ + εj for some constants εj → 0. It
follows that ψj = P (ψj) ≤ P (φ) + εj , and hence P (φ)∗ ≤ P (φ) in the limit, which proves
that P (φ) is usc.
Conversely, asssume that P (φ) is continuous for each continuous metric φ, and let (φα)
be a family of asymptotically Fubini-Study metrics, uniformly bounded above. The metric
ψ := (supα φα)
∗, being usc, can be written as the limit of a decreasing net of continuous
metrics τj. For each α, j, we have φα ≤ τj , and hence φα = P (φα) ≤ P (τj), which in
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turn yields ψ ≤ P (τj) ≤ τj. We have thus written ψ as the limit of the decreasing net of
asymptotically Fubini-Study metrics P (τj). 
Example 6.23. Assume that K = C. By Theorem 6.3, any continuous semipositive metric
φ on L is asymptotically Fubini-Study, and hence satisfies P (φ) = φ. If φ is merely locally
bounded and semipositive, it can however happen that the usc envelope Q(φ) of all continuous
semipositive metrics ψ with ψ ≤ φ satisfies Q(φ) < φ at some point x ∈ X, and hence
P (φ)∗(x) ≤ Q(φ)(x) < φ(x) as well.
To get an example, it is enough to produce two semipositive metrics φ1 6= φ2 on L with
φ1 continuous, φ2 locally bounded, φ1 ≤ φ2 everywhere and φ1 = φ2 on a dense subset of X.
Indeed, we trivially have φ1 = Q(φ1) ≤ Q(φ2), and each continuous semipositive metric ψ
with ψ ≤ φ2 satisfies ψ ≤ φ1 on a dense set, and hence everywhere by lower semicontinuity
of ψ − φ1. Thus φ1(x) = Q(φ1) = Q(φ2) 6= φ2.
Now pick a dense sequence (zn) in the unit disc D ⊂ C and set u(z) :=
∑
n 2
−n log |z−zn|.
This function is subharmonic, bounded above on D, and has a dense polar set. The functions
v1 := 0 and v2 := e
u are both subharmonic on D, and satisfy v1 ≤ v2 ≤ C for some constant
C > 0 and v1 = v2 on a dense subset of D.
Consider the potential ϕ(z) = 12 log(1 + |z|2) of the Fubini-Study metric on O(1) over
P1. Set α := ϕ(1/2), δ := ϕ(2/3) − α > 0, d := ⌈C/d⌉ and set wi := max{d(ϕ − α), vi}
on D. For |z| ≤ 1/2, we have d(ϕ(z) − α) ≤ 0 ≤ vi(z), and hence wi(z) = vi(z). For
2/3 ≤ |z| ≤ 1, d(ϕ(z) − α) ≥ dδ ≥ C ≥ vi(z), and hence wi(z) = d(ϕ(z) − α). We can thus
extend each wi to a subharmonic function on C by setting wi(z) := d(ϕ(z) − α) for |z| ≥ 1.
Since wi(z) = d log |z| + O(1) near ∞, wi defines a locally bounded psh metric φi on O(d)
over P1, and φ1 is even continuous. By construction, we have φ1 ≤ φ2, with equality on a
dense set of P1, and we are done.
Part 3. Asymptotics of relative volumes
7. Monge-Ampe`re measures and Deligne pairings
After reviewing some basic properties of Monge-Ampe`re operators in the Archimedean
ad non-Archimedean cases, we relate them to naturally defined metrics on Deligne pairings
(Theorem 7.9).
7.1. Mixed Monge-Ampe`re measures. Let X be an n-dimensional projective K-scheme,
and L1, . . . , Ln be line bundles on X. The fundamental class of X is the n-dimensional cycle
[X] =
∑
i
mi[Xi],
where the Xi denote the n-dimensional irreducible components of X (with their reduced
structure) and mi is the length of the local ring of X at the generic point of Xi. The
intersection number of the Li is then defined as
(L1 · · · · · Ln) := degπ∗ (c1(L1) · · · · · c1(Ln) · [X]) ,
with π : X → SpecK the structure morphism.
Assume first that K = C, and let φ1, . . . , φn be continuous semipositive metrics on
L1, . . . , Ln. The fundamental work of Bedford and Taylord [BT76] enables to define a mixed
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Monge-Ampe`re measure
ddcφ1 ∧ · · · ∧ ddcφn = ddcφ1 ∧ · · · ∧ ddcφn ∧ δX
on Xan, with δX =
∑
imiδXi denoting the integration current. Indeed, each point of X
an
admits an (analytic) neighborhood U on which each Li admits a trivializing section τi, and
that embeds as a closed complex subspace of a polydisc DN . After perhaps shrinking the
latter, the continuous psh functions ui := − log |τ |φi extend to continuous psh functions on
DN , and [BT76] constructs a positive measure
ddcu1 ∧ · · · ∧ ddcun ∧ δU
on DN , with support in U . Viewed as a positive measure on U , it does not depend on the
choices made, and yields a globally defined positive measure ddcφ1∧· · ·∧ddcφn∧δX on Xan.
The operator
(φ1, . . . , φn) 7→ ddcφ1 ∧ · · · ∧ ddcφn
is multi-additive, symmetric, and continuous with respect to uniform convergence of metrics
and weak convergence of measures, and satisfies∫
Xan
ddcφ1 ∧ · · · ∧ ddcφn = (L1 · · · · · Ln).
When K = R, mixed Monge-Ampe`re measures on Xan can be similarly defined by pulling-
back everything to conjugation invariant objects on (XC)
an.
Assume now that K is non-Archimedean. Recall from Definition 6.5 that a (possibly un-
bounded) metric on a line bundle L is psh-regularizable if it can be written as the decreasing
limit of a sequence of smooth psh metrics on L. By [CLD12, 5.6.5], to any n-tuple φ1, . . . , φn
of continuous psh-regularizable metrics on L1, . . . , Ln is associated a mixed Monge-Ampe`re
measure
ddcφ1 ∧ · · · ∧ ddcφn = ddcφ1 ∧ · · · ∧ ddcφn ∧ δX ,
with the same properties as above. By Theorem 6.6, this applies in particular to asymptot-
ically Fubini-Study metrics.
Example 7.1. Assume that n = 0, i.e. X = SpecA with A a finite K-algebra. The pre-
vious construction produces a positive measure δX on the finite set X
an, which is described
as follows. We have a product decomposition A =
∏
iAi into local finite K-algebras Ai
corresponding to the connected components of X. The (reduced) irreducible components of
X are given by Xi = SpecKi, where the residue field Ki of Ai is a finite extension of K,
and the unique extension of the absolute value of K to Ki defines a point xi ∈ Xan. The
current δX =
∑
imiδXi is a measure on X
an, and the requirement that δXi has total mass
deg π∗[Xi] = [Ki : K] yields δXi = [Ki : K]δxi . As mi[Ki : K] = dimK Ai, we conclude that
δX =
∑
i
(dimK Ai)δxi .
The theory developed by Chambert-Loir and Ducros in general, and mixed Monge-Ampe`re
measures in particular, have the virtue of being invariant u
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Lemma 7.2. Let K ′/K be a non-Archimedean field extension. Pick continuous, psh-
regularizable metrics φ1, . . . , φn on line bundles L1, . . . , Ln over X, and denote by φ
′
1, . . . , φ
′
n
the pulled-back metrics on XK ′. Then
p∗(dd
cφ′1 ∧ · · · ∧ ddcφ′n) = ddcφ1 ∧ · · · ∧ ddcφn,
with p : XanK ′ → Xan the canonical projection map.
Proof. After regularization, we may assume that the φi are smooth psh. Pick a smooth,
compactly supported function f on Xan, and consider the smooth compactly supported
(n, n)-form α := f ddcφ1 ∧ · · · ∧ ddcφn. According to [Gub13, Proposition 5.13], there ex-
ists a Zariski open subset U ⊂ X with a closed embedding U →֒ Grm,K and a compactly
supported smooth (n, n)-superform on Rr such that α is obtained by pulling-back η by the
tropicalization map Trop : Uan → Rr. The integral ∫Xan α is then defined as the integral of
η on the tropical cycle Trop(U). Unravelling the definitions, it is clear that the pull-back of
α to XanK ′ is simply the pull-back of η by the tropicalization map Trop
′ : UanK ′ → Rr. The
construction of the tropical cycle of an algebraic variety being invariant under ground field
extension, we have Trop′(UK ′) = Trop(U) as tropical cycles, and we conclude as desired
that
∫
Xan α =
∫
Xan
K′
α′. 
We next introduce an extra line bundle L0 on X. Given continuous psh-regularizable
metrics φi, ψi on each Li, we then have the basic integration-by-parts formula∫
Xan
(φ0−ψ0) ddc(φ1−ψ1)∧ddcφ2∧· · ·∧ddcφn =
∫
Xan
(φ1−ψ1) ddc(φ0−ψ0)∧ddcφ2∧· · ·∧ddcφn.
(7.1)
This is indeed a consequence of the Stokes/Green formula in the smooth case [CLD12,
Theorem 3.12.2], and the general case follows by approximation.
We next turn to the following version of the Poincare´-Lelong formula, which will be
instrumental in relating mixed Monge-Ampe`re operators to Deligne pairings.
Theorem 7.3. Let φ0, ψ0 and φ1, . . . , φn be continuous psh-regularizable metrics on L0 and
L1, . . . , Ln, and assume also given a regular section s ∈ H0(X,Ln) with divisor Z. Then∫
Xan
log |s|φn ddc(φ0 − ψ0) ∧ ddcφ1 ∧ · · · ∧ ddcφn−1
=
∫
Zan
(φ0 − ψ0) ddcφ1 ∧ · · · ∧ ddcφn−1 −
∫
Xan
(φ0 − ψ0) ddcφ1 ∧ · · · ∧ ddcφn.
The proof is based on the following monotone continuity property of mixed Monge-Ampe`re
measures.
Lemma 7.4. Let φ0, ψ0 be psh-regularizable metrics on L0 with ψ0 continuous but φ0 possibly
unbounded, and for i = 1, . . . , n let (φij)j∈N be a decreasing sequence of continuous psh-
regularizable metrics converging to a continuous metric φi. Then
lim
j→∞
∫
Xan
(φ0 − ψ0) ddcφ1j ∧ · · · ∧ ddcφnj =
∫
Xan
(φ0 − ψ0) ddcφ1 ∧ · · · ∧ ddcφn.
The function φ0−ψ0 is usc, hence bounded above, and the above integrals are understood
in [−∞,+∞).
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Proof. The function φ0 − ψ0 being usc, the weak convergence of measures
ddcφ1j ∧ · · · ∧ ddcφnj → ddcφ1 ∧ · · · ∧ ddcφn
already implies
lim sup
j→∞
∫
Xan
(φ0 − ψ0) ddcφ1j ∧ · · · ∧ ddcφnj ≤
∫
Xan
(φ0 − ψ0) ddcφ1 ∧ · · · ∧ ddcφn.
By assumption, we can pick a decreasing sequence (φ0k) of smooth psh metrics on L0 with
φ0k → φ0. By monotone convergence,∫
Xan
(φ0 − ψ0) ddcφ1 ∧ · · · ∧ ddcφn = lim
k→∞
∫
Xan
(φ0k − ψ0) ddcφ1 ∧ · · · ∧ ddcφn
and ∫
Xan
(φ0 − ψ0) ddcφ1j ∧ · · · ∧ ddcφnj = lim
k→∞
∫
Xan
(φ0k − ψ0) ddcφ1j ∧ · · · ∧ ddcφnj
for each j, and it will thus suffice to prove an estimate∫
Xan
(φ0k − ψ0) ddcφ1j ∧ · · · ∧ ddcφnj ≥
∫
Xan
(φ0k − ψ0) ddcφ1 ∧ · · · ∧ ddcφn − εj (7.2)
with εj → 0 independently of k. Pick smooth psh metrics ψ1, . . . , ψn on L1, . . . , Ln. By
integration-by-parts (7.1), we have∫
Xan
(φ0k −ψ0) ddcφ1j ∧ ddcφ2j ∧ · · · ∧ ddcφnj −
∫
Xan
(φ0k −ψ0) ddcψ1 ∧ ddcφ2j ∧ · · · ∧ ddcφnj
=
∫
Xan
(φ1j−ψ1) ddcφ0k∧ddcφ2j∧· · ·∧· · ·∧ddcφnj−
∫
Xan
(φ1j−ψ1) ddcψ0∧ddcφ2j∧· · ·∧ddcφnj.
≥
∫
Xan
(φ1−ψ1) ddcφ0k∧ddcφ2j∧· · ·∧· · ·∧ddcφnj−
∫
Xan
(φ1j−ψ) ddcψ0∧ddcφ2j∧· · ·∧ddcφnj,
since φ1j decreases to φ1. Another integration-by-parts gives∫
Xan
(φ1−ψ1) ddcφ0k∧ddcφ2j∧· · ·∧· · ·∧ddcφnj−
∫
Xan
(φ1−ψ1) ddcψ0∧ddcφ2j∧· · ·∧· · ·∧ddcφnj
=
∫
Xan
(φ0k−ψ0) ddcφ1∧ddcφ2j∧· · ·∧· · ·∧ddcφnj−
∫
Xan
(φ0k−ψ0) ddcψ1∧ddcφ2j∧· · ·∧ddcφnj,
which sums up with the previous inequality to yield∫
Xan
(φ0k − ψ0) ddcφ1j ∧ · · · ∧ ddcφnj ≥
∫
Xan
(φ0k − ψ0) ddcφ1 ∧ ddcφ2j ∧ · · · ∧ · · · ∧ ddcφnj
+
∫
Xan
(φ1 − φ1j) ddcψ0 ∧ ddcφ2j ∧ · · · ∧ ddcφnj.
Iterating this argument, we get∫
Xan
(φ0k − ψ0) ddcφ1j ∧ · · · ∧ ddcφnj ≥
∫
Xan
(φ0k − ψ0) ddcφ1 ∧ ddcφ2 ∧ · · · ∧ · · · ∧ ddcφn
+
n∑
i=1
∫
Xan
(φi − φij) ddcφ1 ∧ · · · ∧ ddcφi−1 ∧ ddcψ0 ∧ ddcφi+1,j ∧ · · · ∧ ddcφnj.
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For each i = 1, . . . , n, ddcφ1 ∧ · · · ∧ ddcφi−1 ∧ ddcψ0 ∧ ddcφi+1,j ∧ · · · ∧ ddcφnj has total mass
(L0 · · · · · L̂i · · · · · Ln), and∣∣∣∣∫
Xan
(φi − φij) ddcφ1 ∧ · · · ∧ ddcφi−1 ∧ ddcψ0 ∧ ddcφi+1,j ∧ · · · ∧ ddcφnj
∣∣∣∣
≤ sup
Xan
|φi − φij |(L0 · · · · · L̂i · · · · · Ln),
thus tends to 0, providing the desired estimate (7.2). 
Proof of Theorem 7.3. Assume first that all the metrics are smooth psh. By the Poincare´-
Lelong formula [CLD12, Theorem 4.6.5], we have ddc log |s|φn = δZ − ddcφn in the sense of
currents, and hence∫
Xan
log |s|φn ddc(φ0−ψ0)∧ddcφ1∧· · ·∧ddcφn−1 =
∫
Xan
(φ0−ψ0) ddc log |s|φn∧ddcφ1∧· · ·∧ddcφn−1
=
∫
Zan
(φ0 − ψ0) ddcφ1 ∧ · · · ∧ ddcφn−1 −
∫
Xan
(φ0 − ψ0) ddcφ1 ∧ · · · ∧ ddcφn.
Consider now the general case, and pick a smooth psh metric φ′n on Ln. Then∫
Xan
log |s|φn ddc(φ0−ψ0)∧ddcφ1∧· · ·∧ddcφn−1−
∫
Xan
log |s|φ′n ddc(φ0−ψ0)∧ddcφ1∧· · ·∧ddcφn−1
=
∫
Xan
(φ′n − φn) ddc(φ0 − ψ0) ∧ ddcφ1 ∧ · · · ∧ ddcφn−1
=
∫
Xan
(φ0−ψ0) ddcφ1∧ · · ·∧ddcφn−1∧ddcφ′n−
∫
Xan
(φ0−ψ0) ddcφ1∧ · · · ∧ddcφn−1∧ddcφn,
by integration-by-parts. The desired formula for φn is thus equivalent to that for φ
′
n, and
we may hence assume wlog that φn is smooth psh.
Now pick decreasing sequences of smooth psh metrics φ0j , ψ0j , φ1j , . . . , φn−1,j converging
to φ0, ψ0, φ1, . . . , φn−1, so that∫
Xan
log |s|φn ddc(φ0j − ψ0j) ∧ ddcφ1j ∧ · · · ∧ ddcφn−1,j
=
∫
Zan
(φ0j − ψ0j) ddcφ1j ∧ · · · ∧ ddcφn−1,j −
∫
Xan
(φ0j − ψ0j) ddcφ1j ∧ · · · ∧ ddcφnj
by the smooth case just treated. On the one hand, the right-hand side of the equality
converges to∫
Zan
(φ0 − ψ0) ddcφ1 ∧ · · · ∧ ddcφn−1 −
∫
Xan
(φ0 − ψ0) ddcφ1 ∧ · · · ∧ ddcφn.
On the other hand, Lemma 6.7 gives a decomposition log |s| = φA − φB with φA psh-
regularizable and φB smooth psh. It follows that log |s|φn = φA − (φB + φn), and∫
Xan
log |s|φn ddc(φ0j − ψ0j) ∧ ddcφ1j ∧ · · · ∧ ddcφn−1,j
thus converges to ∫
Xan
log |s|φn ddc(φ0 − ψ0) ∧ ddcφ1 ∧ · · · ∧ ddcφn−1,
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by Lemma 7.4, which concludes the proof. 
Let finally φ1, . . . , φn be model metrics on L1, . . . , Ln. By Proposition 5.10, each φi
can be written as a difference of Fubini-Study metrics, and we can thus make sense of
ddcφ1 ∧ · · · ∧ ddcφn as a signed measure on Xan. Its support is in fact a finite set of Shilov
points; more precisely, [CLD12, Proposition 6.9.2] implies:
Lemma 7.5. Let L1, . . . ,Ln be Q-models of L1, . . . , Ln defined on the same projective model
X of X, and denote by φi := φLi the corresponding model metrics. The mixed Monge-Ampe`re
measure ddcφ1 ∧ · · · ∧ ddcφn is then supported in the finite set Γ(X ) of Shilov points of X .
7.2. Metrics on Deligne pairings. As a special case of a general construction discussed
extensively in Appendix A, the Deligne pairing associates to n + 1 line bundles L0, . . . , Ln
on the n-dimensional projective K-scheme X a line bundle 〈L0, . . . , Ln〉 on SpecK, i.e. a
one-dimensional K-vector space. This pairing is symmetric, multi-additive, and the data of
a regular section s0 ∈ H0(X,L0) with zero divisor Z defines a canonical isomorphism
〈L0, . . . , Ln〉 ≃ 〈L1|Z , . . . , Ln|Z〉. (7.3)
In particular, 〈OX , L1, . . . , Ln〉 is canonically identified with the trivial line bundle on
SpecK.
Example 7.6. When n = 0, the functor L0 7→ 〈L0〉 coincides with the norm functor. More
precisely, we then have X = SpecA with A a finite K-algebra, and every line bundle L0 on
X admits a trivializing section τ ∈ H0(X,L0) (which is then the same as a regular section).
By (7.3), τ defines an isomorphism of K-vector spaces 〈L0〉 ≃ K, i.e. a generator 〈τ〉 of
〈L0〉. Any other trivializing section is of the form uτ with u ∈ A a unit, and we have
〈uτ〉 = NA/K(u)〈τ〉 (7.4)
where the norm NA/K(u) ∈ K∗ is defined as the determinant of the endomorphism of the
K-vector space A given by multiplication by u.
Given suitably regular metrics φ0, . . . , φn on line bundles L0, . . . , Ln, our goal is to equip
〈L0, . . . , Ln〉 with a metric 〈φ0, . . . , φn〉 (i.e. a norm, but written in additive notation), re-
quired to be at least compatible with the symmetry and multiadditivity isomorphisms.
For n = 0, this is done by setting for any trivializing section τ ∈ H0(X,L0)
log |〈τ〉|〈φ0〉 =
∫
Xan
log |τ |φ0δX
where δX is the analytic fundamental class discussed in Example 7.1. In view of (7.4), the
next result shows that this defines a metric on 〈L0〉.
Lemma 7.7. If X = SpecA is a finite K-scheme, then∫
Xan
(log |u|)δX = log |NA/K(u)|
for all units u ∈ A.
Proof. By Example 7.1, we may assume that A is local, and we then have∫
Xan
(log |u|)δX = (dimK A) log |u(x)|,
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with x is the unique point of Xan, corresponding to the absolute value on the residue field
K ′ of A. A standard computation gives NA/K(u) = NK ′/K(u|K ′)m with m = dimK ′ A the
length of A (see for instance [Mor, Lemma 1.16.2]). It is also well-known that |NK ′/K(u)| =
|u|[K ′:K]K ′ = |u(x)|[K
′:K], and the result follows since dimK A = m[K
′ : K]. 
The above construction can be generalized to the setting of a finite and flat morphism of
projective K-schemes f : X → Y . Given a line bundle L on X, we can as before consider the
line bundle N(L) = NX/Y (L) on Y . The above lemma indicates that if φ is a metric on L,
N(L) inherits a natural metric N(φ), defined for any local trivialization τ ∈ H0(f−1(U), L)
by
|τ |N(φ)(y) :=
∏
i
|τ |φ(xi)mi . (7.5)
Here y ∈ Y an and ∑mi[xi] denotes the fundamental cycle of f−1(y).
Lemma 7.8. If φ is a continuous metric on L, then so is N(φ) on N(L). In the case φ is
asymptotically Fubini-Study, so is N(φ).
Proof. Arguing on each component of Y , we may assume wlog that f has constant degree e.
Assume first K is Archimedean. The finite flat morphism Xan → Y an of constant degree e
induces a natural map Y an → Syme(Xan), where the latter is the symmetric product. The
fact that the norm is continuous now results from the fact that for a continuous function
h : Xan → R, the function Syme(Xan) → R given by ∑ni[xi] 7→ ∏h(xi)ni is continuous.
This in turn follows from the continuity of the corresponding map (Xan)e → R and the
definition of the quotient topology on Syme(Xan). The second claim is standard in the
Archimedean setting since it is straightforward to verify that the curvature of N(L) is the
direct image under f of the curvature of L. It hence follows from Theorem 6.3.
Suppose now that K is non-trivially valued and non-Archimedean. It follows from defini-
tion (cf. (7.5)) that the norm is a e-Lipschitz continuous map from normed line bundles on
Xan to Y an. By density of model functions in the space of continuous functions, it suffices
to verify that the norm of a model function is a model function. By Lemma 7.13 and Propo-
sition 5.9 (and its proof) we can assume f extends to a proper and flat morphism f : X → Y
of models, and that mL is a model of mL. Flatness together with properness implies that
the fiber dimension is locally constant, and hence f is quasi-finite. As f is automatically
finitely presented these facts taken together implies it is also finite by [EGA, IV.8.11.1].
Now, for any point y ∈ Y there is an open neighborhood U of y, and a trivialization τ of L
on f−1(U). Since |τ |mφ(x′) = 1 for x′ ∈ f−1(y′) for y′ ∈ Ui, it follows from definition that
mN(φ) is the model metric induced by N(mL).
Since any asymptotically Fubini-Study metric is a uniform limit of metrics induced by
ample models, it is enough to show that the norm of such a metric is of the same type, which
follows from the well-known fact that the norm of an ample line bundle is ample.
In the trivially valued case, let K ′/K be a nontrivially valued non-Archimedean field
extension. Then the base change (Y ′)an → Y an is proper so continuity of any function
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Y an → R follows from continuity after base change. The diagram
(X ′)an //

Xan

(Y ′)an // Y an
is Cartesian in the category of Berkovich spaces, so that N(Lan)′ = N((Lan)′), and hence it
follows from the non-trivially valued case.
For any m such that L is globally generated, so is mN(L) by the above discussion. For
such m, by Lemma 1.28 and the argument in the proof of Proposition 6.16, we find a non-
Archimedean complete non-trivially valued extension K ′/K such that ‖ · ‖′mφ = ‖ · ‖mφ′
and ‖ · ‖′mN(φ) = ‖ · ‖mN(φ)′ = ‖ · ‖mN(φ′). The last equality follows from the equality
N(φ)′ = N(φ′), which follows from functoriality. It follows that Pm(φ)
′ = Pm(φ
′), so that
φ′ is also asymptotically Fubini-Study. By the same reasoning, Pm(N(φ))
′ = Pm(N(φ)
′).
We conclude by the above considerations and the non-trivially valued case that Pm(N(φ))
′
converges uniformly to N(φ)′. Since (Y ′)an → Y an is surjective this proves that Pm(N(φ))
converges uniformly to N(φ) so N(φ) is necessarily asymptotically Fubini-Study. 
Let now n be arbitrary. When K = C, Elkik [Elk90] associates to any (n + 1)-tuple
φ0, . . . , φn of smooth metrics on line bundles L0, . . . , Ln over an n-dimensional smooth pro-
jective K-scheme X a metric 〈φ0, . . . , φn〉 on 〈L0, . . . , Ln〉, compatible with the symmetry
and multiadditivity isomorphisms and satisfying the change-of-metric formula
〈φ0, . . . , φn〉 − 〈φ′0, φ1, . . . , φn〉 =
∫
Xan
(φ0 − φ′0) ddcφ1 ∧ · · · ∧ ddcφn
for any other smooth metric φ′0 on L0.
From now on, we assume that K is non-Archimedean. Let L0, . . . , Ln be line bundles on
the n-dimensional projectiveK-schemeX, and let L0, . . . ,Ln be models of L0, . . . , Ln defined
on the same projective model X of X. By Appendix A, their Deligne pairing 〈L0, . . . ,Ln〉 is
a line bundle over SpecK◦, compatible with the previous one on the generic fiber, and hence
a model of 〈L0, . . . , Ln〉 (i.e. a lattice in the one-dimensional K-vector space 〈L0, . . . , Ln〉).
This pairing is again symmetric and multi-additive, the corresponding isomorphisms being
compatible with the previous ones on the generic fiber. If the Li are merely Q-models of the
Li, we can thus make sense of 〈L0, . . . ,Ln〉 as a Q-model of 〈L0, . . . , Ln〉, by multilinearity.
The following result will be established in the next section.
Theorem 7.9. To any (n + 1)-tuple of continuous, psh regularizable metrics φ0, . . . , φn
on line bundles L0, . . . , Ln over an n-dimensional projective K-scheme X is canonically
associated a Deligne metric 〈φ0, . . . , φn〉 on 〈L0, . . . , Ln〉, with the following properties:
(i) these metrics are compatible with the multiadditivity and symmetry isomorphisms,
and commute with ground field extension;
(ii) for any other continuous, psh-regularizable metric φ′0 on L0, we have the change-of-
metric formula
〈φ0, . . . , φn〉 − 〈φ′0, φ1, . . . , φn〉 =
∫
Xan
(φ0 − φ′0) ddcφ1,∧ · · · ∧ ddcφn;
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(iii) if φ0, . . . , φn are model metrics determined by Q-models L0, . . . ,Ln of L0, . . . , Ln on
a projective model X of X, then 〈φ0, . . . , φn〉 = φ〈L0,...,Ln〉 is the model metric on
〈L0, . . . , Ln〉 defined by the Deligne pairing 〈L0, . . . ,Ln〉;
Note that Deligne metrics are uniquely determined by (ii) and (iii).
7.3. Proof of Theorem 7.9. Consider first an (n + 1)-tuple of model metrics φ0, . . . , φn
on line bundles L0, . . . , Ln over an n-dimensional projective scheme X. By Lemma 5.5, we
can find a projective model X of X and Q-models L0, . . . ,Ln of L0, . . . , Ln on X such that
φi = φLi for all i. The main step towards the proof of Theorem 7.9 is the following claim:
Lemma 7.10. The model metric 〈φ0, . . . , φn〉 := φ〈L0,...,Ln〉 on 〈L0, . . . , Ln〉 only depends
on the metrics φi = φLi.
This will be established below by induction on n, and we start with:
Lemma 7.11. When n = 0, the metric 〈φ0〉 as defined above coincides with the model
metric determined by 〈L0〉.
Proof. We have X = SpecA with A finite free over K◦. As recalled in Lemma A.12, any
line bundle on X is trivial in a neighborhood of the special fiber of X , and hence trivial on
X . A trivializing section τ ∈ H0(X ,L0) induces a trivializing section 〈τ〉 = NX/K◦(τ) of
〈L0〉, as well as a trivializing section τK ∈ H0(X,L0), such that |τK |L0 = 1 on Xan. We
infer
log〈τK〉〈φ0〉 =
∫
Xan
log |τK |L0δX = 0,
which precisely means that 〈φ0〉 is the model metric defined by 〈L0〉. 
Recall that a section s ∈ H0(X ,L) of a line bundle L on X is relatively regular if s is
locally a nonzerodivisor and the corresponding Cartier divisor Z := div(s) is flat over K◦.
This holds if and only if s does not vanish at the finite set of associated (i.e. generic and
embedded) points of Xs, and s then defines a canonical isomorphism
〈L0, . . . ,Ln〉 ≃ 〈L1|Z , . . . ,Ln|Z〉, (7.6)
compatible with (7.3) on the generic fiber. Recall also from Appendix A that Deligne
pairings are compatible with base change, and hence with arbitrary ground field extension.
Lemma 7.12. Let L be a relatively ample line bundle on a projective model X of X, and
let µ : X ′ → X be a higher projective model. For each m ≫ 1 we can then find a relatively
regular section s ∈ H0(X ,mL) such that µ∗s ∈ H0(X ′,mµ∗L) is also relatively regular.
Proof. It suffices to pick s that doesn’t vanish on the finite set of X made of the associ-
ated points of Xs together with the images of the associated points of X ′s. Compare with
Proposition A.9. 
In the case of curves fibered over a discrete valuation ring, the next statement appears in
[Eri, p. 117] and the same method generalizes, but we offer instead a direct proof:
Lemma 7.13. If µ : X ′ → X is a higher projective model, then
φ〈L0,...,Ln〉 = φ〈µ∗L0,...,µ∗Ln〉
as model metrics on 〈L0, . . . , Ln〉.
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Proof. For n = 0, this follows from Lemma 7.11. In the general case, we may assume that all
Li are relatively ample line bundles, by multiadditivity of Deligne pairings. After replacing
L0 with a multiple, Lemma 7.12 yields the existence of s ∈ H0(X ,L0) such that s and µ∗s
are both relatively regular. Denote by Z the zero divisor of s, and by Z its generic fiber.
Since Z ′ := µ−1(Z) is flat, it coincides with the schematic closure of Z in X ′, and hence is a
model of Z dominating Z. By the restriction property of Deligne pairings (7.6), the section
s induces isomorphisms
〈L0,L1, . . . ,Ln〉 ≃ 〈L1|Z , . . . ,Ln|Z〉
and
〈µ∗L0, µ∗L1, . . . , µ∗Ln〉 ≃ 〈(µ|Z′)∗(L1|Z), . . . , (µ|Z′)∗(Ln|Z)〉,
both inducing the same isomorphism 〈L0, . . . , Ln〉 ≃ 〈L1|Z , . . . , Ln|Z〉. We conclude by
induction on n. 
Proof of Lemma 7.10. Consider another choice of Q-models L′0, . . . ,L′n of L0, . . . , Ln, de-
fined on a projective model X ′ of X, such that φLi = φL′i for all i. Our goal is to show
that
φ〈L0,...,Ln〉 = φ〈L′0,...,L′n〉.
By multilinearity, we may assume that all Li,L′i are line bundles. We will be done if we can
reduce to the case where X = X ′ with Xs reduced, as φLi = φL′i then implies Li = L′i as
Q-models of Li, by Lemma 5.7. First, pick a projective model X ′′ of X dominating both X
and X ′ via µ : X ′′ → X and µ′ : X ′′ → X ′. Lemma 5.5 and Lemma 7.13 respectively show
that
φµ∗Li = φLi = φL′i = φµ′∗L′i
and
φ〈µ∗L0,...,µ∗Ln〉 = φ〈µ′∗L′0,...,µ′∗L′n〉.
Replacing the Li and L′i with their pull-backs to X ′′, we can thus assume that X = X ′. Since
all the objects considered are compatible with ground field extension, we may also assume
that K is algebraically closed. By the reduced fiber theorem (Theorem 4.20), we can again
pull-back everything to a higher model and arrange as desired that Xs is reduced. 
At this point, we have associated to any (n+1)-tuple of model metrics φ0, . . . , φn on line
bundles L0, . . . , Ln a model metric 〈φ0, . . . , φn〉 on 〈L0, . . . , Ln〉. Since Deligne pairings of
model line bundles are multi-additive, symmetric, and compatible with ground field exten-
sion, the same holds for the Deligne metrics 〈φ0, . . . , φn〉. We claim that they also satisfy
the change-of-metric formula, which boils down to the next result:
Lemma 7.14. Assume that L0 = OX , and view φ0 as a model function on Xan. Then
〈φ0, . . . , φn〉 =
∫
Xan
φ0 dd
cφ1 ∧ · · · ∧ ddcφn
Proof. By multiadditivity, we may assume that Ln is (relatively) ample on X . After replacing
Ln with a multiple, Lemma 7.12 guarantees the existence of s ∈ H0(X ,Ln) such that s is
relatively regular. Denote by Z the divisor of s, and by Z its generic fiber. The section s
induces isomorphisms
〈L0, . . . ,Ln〉 ≃ 〈L0|Z , . . . ,Ln−1|Z〉.
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Arguing by induction on n, we infer
〈φ0, . . . , φn〉 = 〈φ0|Z , . . . , φn−1|Z〉 =
∫
Zan
φ0 dd
cφ1 ∧ · · · ∧ ddcφn−1.
On the other hand, the Poincare´-Lelong formula of Theorem 7.3 gives∫
Xan
log |s|φn ddcφ0 ∧ ddcφ1 ∧ · · · ∧ ddcφn−1
=
∫
Zan
φ0 dd
cφ1 ∧ · · · ∧ ddcφn−1 −
∫
Xan
φ0 dd
cφ1 ∧ · · · ∧ ddcφn.
By Lemma 7.5, the measure ddcφ0 ∧ ddcφ1 ∧ · · · ∧ ddcφn−1 is supported in Γ(X ). On the
other hand, log |s|φn vanishes on Γ(X ) by Lemma 7.15 below. We thus have∫
Zan
φ0 dd
cφ1 ∧ · · · ∧ ddcφn−1 =
∫
Xan
φ0 dd
cφ1 ∧ · · · ∧ ddcφn,
which concludes the proof of Lemma 7.14. 
Lemma 7.15. Let s ∈ H0(X ,L) be a relatively regular section of a line bundle L on a model
X . Then |s|φL = 1 on Γ(X ).
Proof. Since s doesn’t vanish at the associated points of Xs, s is nonzero on the reduction
ξ := redX (x) of any Shilov point x ∈ Xan defined by X . In other words, s defines a
trivializing section of L on an open neighborhood U of ξ, and we infer |s|φL ≡ 1 on Ui, by
definition of the model metric φL. 
Consider finally the case of continuous, psh-regularizable metrics φ0, . . . , φn on L0, . . . , Ln.
We then define the metric 〈φ0, . . . , φn〉 by forcing the change-of-metric formula, i.e. we set
for any choice of model metrics ψi
〈φ0, . . . , φn〉 := 〈ψ0, . . . , ψn〉+
n∑
i=0
∫
Xan
(φi−ψi) ddcψ0∧ · · · ∧ ddcψi−1∧ ddcφi+1∧ · · · ∧ ddcφn.
Using the properties already established in the case of model metrics, this definition is easily
seen to be independent of the choice of model metrics ψi, multi-additive, symmetric, as well
as compatible with ground field extension, thanks to Lemma 7.2. This finishes the proof of
Theorem 7.9.
8. Asymptotics of relative volumes
In this section, X is a smooth projective scheme over a field K complete with respect to
an absolute value, L is an ample line bundle on X, and we set n := dimX, V := (Ln), and
Nm := dimK H
0(X,mL).
8.1. Monge-Ampe`re energy. TheMonge-Ampe`re measure of a continuous psh-regularizable
metric φ on L is the probability measure
MA(φ) := V −1(ddcφ)n.
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Definition 8.1. The relative Monge-Ampe`re energy E(φ,ψ) of two continuous psh-regularizable
metrics φ,ψ on L is defined as
E(φ,ψ) :=
1
n+ 1
n∑
j=0
V −1
∫
Xan
(φ− ψ)(ddcφ)j ∧ (ddcψ)n−j . (8.1)
Recall that φ− ψ is a continuous function on Xan, which may thus be integrated against
the Radon measures (ddcφ)j ∧ (ddcψ)n−j . The point of normalizing by the factor (n+ 1)V
is that we then have
E(φ+ c, ψ) = E(φ,ψ) + c
for all c ∈ R. Note also that the Monge-Ampe`re energy is invariant under ground field
extension, by Lemma 7.2. As in [BB10, Proposition 4.7], we further have the following
restriction property.
Lemma 8.2. If s ∈ H0(X,L) is a regular section with divisor Z, then
nEZ(φ|Z , ψ|Z) = (n+ 1)EX(φ,ψ) +
∫
Xan
log |s|φMA(φ)−
∫
Xan
log |s|ψMA(ψ).
Proof. By Theorem 7.3, we have for j = 0, . . . , n − 1∫
Xan
log |s|ψ (ddcφ)j+1 ∧ (ddcψ)n−1−j −
∫
Xan
log |s|ψ (ddcφ)j ∧ (ddcψ)n−j
=
∫
Zan
(φ− ψ) (ddcφ)j ∧ (ddcψ)n−1−j −
∫
Xan
(φ− ψ) (ddcφ)j ∧ (ddcψ)n−j .
Summing up these equalities, we get
nV EZ(φ,ψ) = (n+1)V EX(φ,ψ)−
∫
Xan
(φ−ψ) (ddcφ)n+
∫
Xan
log |s|ψ(ddcφ)n−
∫
Xan
log |s|ψ(ddcψ)n.
Noting that log |s|φ = log |s|ψ + (ψ − φ) concludes the proof. 
Proposition 8.3. Let φ, φ′, φ′′ be continuous psh-regularizable metrics on L. Then
d
dt t=0
E
(
tφ+ (1− t)φ′, φ′′) = V −1 ∫
Xan
(φ− φ′)(ddcφ)n =
∫
Xan
(φ− φ′)MA(φ), (8.2)
and we have the cocycle formula
E(φ, φ′′) = E(φ, φ′) + E(φ′, φ′′) (8.3)
Proof. A formal computation based on integration-by-parts (cf. (7.1)) gives (8.2), cf. [BB10,
Proposition 4.1]. As a consequence, the function f : [0, 1]→ R given by
f(t) := E(tφ+ (1− t)φ′, φ′′)− E(tφ+ (1− t)φ′, φ′)− E(φ′, φ′′)
satisfies f ′(t) = 0 for all t. Since f(0) = 0, we also have f(1) = 0, which yields the cocycle
formula. 
The cocycle formula suggests that E(φ,ψ) can be realized as a difference of metric on a
line bundle over SpecK. We saw in Section 7.2 that any continuous psh-regularizable metric
φ on K induces a metric 〈φn+1〉 on the Deligne pairing 〈Ln+1〉, and the change-of-metric
formula indeed yields:
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Lemma 8.4. The relative Monge-Ampe`re energy of two continuous psh-regularizable metrics
φ,ψ on L satisfies
(n + 1)V E(φ,ψ) = 〈φn+1〉 − 〈ψn+1〉.
8.2. Limits of relative volumes. The goal of the following sections will be to establish
the following result, which corresponds to Theorem A of the introduction.
Theorem 8.5. For any pair of continuous metrics φ,ψ ∈ C0(L), the scaled limit
lim
m→∞
1
mNm
vol(‖ · ‖mφ, ‖ · ‖mψ)
of the relative volumes of the induced sup-norms ‖ · ‖mφ, ‖ · ‖mψ on H0(mL) exists in R.
If we further assume that the semipositive envelopes P (φ), P (ψ) are continuous, then this
limit coincides with the relative Monge-Ampe`re energy E(P (φ), P (ψ)).
The continuity assumption holds in particular if P (φ) = φ and P (ψ) = ψ, i.e. when
φ,ψ are asymptotically Fubini-Study. Recall that we expect this assumption to be always
satisfied cf. Conjecture 6.20.
Theorem 8.5 was first settled in [BB10] when K is Archimedean, and in [BG+16] when
K is discretely valued and φ,ψ are asymptotically Fubini-Study.
We start with a few simple observations, reducing the general case of Theorem 8.5 to that
of Fubini-Study metrics.
Lemma 8.6. Assume that 1mNm vol(‖ · ‖mφ, ‖ · ‖mψ)→ E(φ,ψ) for any two φ,ψ in a dense
subset of the set FS(L) of Fubini-Study metrics. Then the second part of Theorem 8.5 holds.
Proof. Let φ,ψ ∈ C0(L), and assume that P (φ), P (ψ) are continuous. By Proposition 6.19,
φ and P (φ) induce the same sup-norms on H0(mL), and hence
1
mNm
vol(‖ · ‖mφ, ‖ · ‖mψ) = 1
mNm
vol(‖ · ‖mP (φ), ‖ · ‖mP (ψ)).
We may thus assume wlog that φ and ψ are asymptotically Fubini-Study. By assumption,
we may then find two sequences φj , ψj of Fubini-Study metrics for which the theorem holds
and such that φj → φ and ψj → ψ uniformly. Also by assumption, we have
lim
m→∞
1
mNm
vol(‖ · ‖mφj , ‖ · ‖mψj ) = E(φj , ψj)
for each fixed j. Now Lemma 8.7 below yields
lim
j→∞
1
mNm
vol(‖ · ‖mφj , ‖ · ‖mψj ) =
1
mNm
vol(‖ · ‖mφ, ‖ · ‖mψ)
uniformly with respect to m, while E(φj , ψj)→ E(φ,ψ) by continuity of E with respect to
the sup-norm. The result follows. 
Lemma 8.7. The relative volume 1mNm vol(‖·‖mφ, ‖·‖mψ) is 1-Lipschitz continuous in each
variable φ,ψ ∈ C0(L) with respect to the sup-norm.
Proof. By the cocyle formula
vol(‖ · ‖mφ1 , ‖ · ‖mφ2) = vol(‖ · ‖mφ1 , ‖ · ‖mφ3) + vol(‖ · ‖mφ3 , ‖ · ‖mφ2),
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it is enough to show that∣∣∣∣ 1mNm vol(‖ · ‖mφ, ‖ · ‖mψ)
∣∣∣∣ ≤ sup |φ− ψ|.
But Proposition 2.14 yields∣∣∣∣ 1Nm vol(‖ · ‖mφ, ‖ · ‖mψ)
∣∣∣∣ ≤ d∞(‖ · ‖mφ, ‖ · ‖mψ),
while
d∞(‖ · ‖mφ, ‖ · ‖mψ) ≤ m sup
Xan
|φ− ψ|
by Lemma 6.10. 
8.3. Review of the Archimedean case. In this section, we assume thatK is Archimedean.
Theorem 8.5 is then a special case of [BB10, Theorem A]. We review the argument here,
taking into account the simplifications owing to the fact that L is assumed to be ample, as
opposed to the general big case (cf. [BB10, §5.3]). By Lemma 8.6, it is enough to show that
1
mNm
vol (‖ · ‖mφ, ‖ · ‖mψ)→ E(φ,ψ)
when φ,ψ are smooth metrics with positive curvature. Let µ be a smooth, positive proba-
bility measure on X, and introduce the L2-norm ‖ · ‖µ,mφ on H0(mL) defined by
‖s‖2µ,mφ =
∫
X
|s|2mφdµ.
We trivially have ‖ · ‖µ,mφ ≤ ‖ · ‖mφ, and the Fubini-Study metric
Pµ,m(φ) := FSm(‖ · ‖µ,mφ)
thus satisfies
m sup
X
(Pµ,m(φ) − φ) = log sup
s∈H0(mL)\{0}
‖s‖mφ
‖s‖µ,mφ = d∞(‖ · ‖mφ, ‖ · ‖µ,mφ).
By the Bouche-Catlin-Tian-Zelditch theorem on asymptotic expansions of Bergman kernels,
we have
lim
m→∞
1
Nm
e2m(Pµ,m(φ)−φ)µ = V −1(ddcφ)n = MA(φ), (8.4)
in C∞-topology. In particular,
d∞(‖ · ‖mφ, ‖ · ‖µ,mφ) = m sup
X
(Pµ,m(φ)− φ) = O(logNm) = O(logm),
and the Lipschitz continuity and cocycle property of vol (cf. Proposition 2.14) thus shows
that the desired result is equivalent to
1
mNm
vol(‖ · ‖µ,mφ, ‖ · ‖µ,mψ)→ E(φ,ψ). (8.5)
By (8.2), the derivative of φ 7→ E(φ,ψ) is given by integration against MA(φ), and a simple
computation [BB10, Lemma 5.1] shows that the derivative of φ 7→ 1mNm vol(‖·‖µ,mφ, ‖·‖µ,mψ)
is given by integration against 1Nm e
2m(Pµ,m(φ)−φ)µ. Integrating (8.4) along the line segment
between φ and ψ therefore yields (8.5), and we are done.
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8.4. Existence of the limit. We assume from now on thatK is non-Archimedean (possibly
trivially valued until further notice). We first establish:
Lemma 8.8. For any two bounded metrics φ,ψ on L, 1mNm vol(‖ · ‖mφ, ‖ · ‖mψ) admits a
limit in R.
This result is closely related to the main result [CMac15], and could probably also be
obtained by adapting Witt Nystro¨m’s notion of Chebyshev transform [WN14].
Proof. According to the general convergence result of Theorem 2.31, it is enough to show
that the graded norm on R =
⊕
m∈NH
0(mL) induced by the sup-norms ‖ · ‖mφ is linearly
close to a multiplicative graded norm on R. Equivalently, we seek to produce a sequence of
norms ‖ · ‖m on each H0(mL) such that
(i) ‖s · s′‖m+m′ = ‖s‖m‖s′‖m′ for all s ∈ H0(mL), s′ ∈ H0(m′L);
(ii) C−m‖ · ‖mφ ≤ ‖ · ‖m ≤ Cm‖ · ‖mφ for some constant C > 1.
This is accomplished by Lemma 8.9 below. 
Lemma 8.9. There exists x ∈ Xan and a constant C > 1 such that
|s(x)|mφ ≤ ‖s‖mφ ≤ Cm|s(x)|mφ
for all m ∈ N and all s ∈ H0(mL). In particular, for this x, ‖s‖m := |s(x)|mφ defines a
norm satisfying (i) and (ii) above.
Proof. For any other choice of bounded metric φ′, (5.1) shows that
e−m sup |φ−φ
′||s(x)|mφ′ ≤ |s(x)|mφ ≤ em sup |φ−φ′||s(x)|mφ′ .
It is thus enough to show the result for one bounded metric φ on L, which we may thus
assume to be the model metric determined by a Q-model (X ,L) of (X,L) over K◦ (i.e. the
trivial metric, in the trivially valued case). Denoting by Γ(X ) ⊂ Xan the associated (finite)
set of Shilov points, we then have
‖s‖mφ = max
x∈Γ(X )
|s(x)|mφ
for all m ∈ N and s ∈ H0(mL), by Lemma 5.15. For each x ∈ Γ(X ), setting
‖s‖x,m := |s(x)|mφ defines a multiplicative graded norm on R, and it will thus be enough to
show that there exists x ∈ Γ(X ) such that
λ1(‖ · ‖mφ, ‖ · ‖x,m) = sup
s∈H0(mL)\{0}
log
‖s‖mφ
‖s‖x,m
is O(m). Since ‖ · ‖mφ is submultiplicative and ‖ · ‖x,m is multiplicative,
m 7→ λ1(‖ · ‖m, ‖ · ‖x,m) is subadditive, and m−1λ1(‖ · ‖mφ, ‖ · ‖x,m) admits, by Fekete’s
subadditivity lemma, a limit cx ∈ (−∞,+∞] (compare [BC, Lemma 1.4]). We thus need to
show that there is an x ∈ Γ(X ) such that cx < +∞. But since maxx∈Γ(X ) ‖ · ‖x,m = ‖ · ‖mφ,
we have
min
x∈Γ(X )
m−1λ1(‖ · ‖mφ, ‖ · ‖x,m) = 0,
and hence minx∈Γ(X ) cx = 0. 
Remark 8.10. The generalized Izumi inequality proved in [BJ18, Theorem 2.21] implies
that Lemma 8.9 holds true for any choice of quasimonomial/Abhyankar point x ∈ Xan.
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8.5. Proof of Theorem 8.5. Assume first that K is nontrivially valued.
Lemma 8.11. It is enough to prove Theorem 8.5 when φ,ψ are model metrics determined
by ample line bundles L,M on some model X .
Proof. By Proposition 5.2, the set of pure Fubini-Study metrics is dense in FS(L), and we
may thus assume that φ,ψ are pure Fubini-Study metrics, by Lemma 8.6. According to
Proposition 5.10, this means that φ,ψ are model metrics determined by semiample Q-line
bundles L,M on some models X ,X ′. After replacing X ,X ′ with a common higher model,
we may assume that X = X ′, and that L extends to an ample Q-line bundle H on X (cf.
[GM16, Lemma 4.12]). For each ε ∈ Q ∩ (0, 1), the Q-line bundles
Lε := (1− ε)L + εH, Mε := (1− ε)M+ εH
are ample, and it is immediate to check that the model metrics φε, ψε they determine con-
verge uniformly to φ,ψ respectively as ε→ 0. Using Lemma 8.7 as in the proof of Lemma 8.6,
we are thus reduced to the the case where φ,ψ are model metrics determined by two ample Q-
line bundles L,M on X . Finally, we already know by Lemma 8.8 that 1mNm vol(‖·‖mφ, ‖·‖mψ)
converges; we may thus replace L, L and M by a multiple and assume that L and M are
ample line bundles. 
Assuming that φ = φL and ψ = φM are as in Lemma 8.11, Theorem 5.14 shows that
d∞
(‖ · ‖mφL , ‖ · ‖H0(mL)) is bounded, and hence
vol
(‖ · ‖mφL , ‖ · ‖H0(mL)) = O(Nm)
by the Lipschitz property of vol. Similarly, vol
(‖ · ‖mφM , ‖ · ‖H0(mM)) = O(Nm), and it will
thus suffice to show that
1
mNm
vol
(‖ · ‖H0(mL), ‖ · ‖H0(mM))→ E(φL, φM), (8.6)
thanks to the cocycle property of vol and E. By Corollary 2.7, we have
det ‖ · ‖H0(mL) = ‖ · ‖detH0(mL), det ‖ · ‖H0(mM) = ‖ · ‖detH0(mM),
and hence
vol
(‖ · ‖H0(mL), ‖ · ‖H0(mM)) = φdetH0(mL)−detH0(mM), (8.7)
where the right-hand side is value on the point (SpecK)an of the model metric on detH0(mL)−
detH0(mL) = OSpecK defined by detH0(mL)− detH0(mM).
By Serre vanishing, the higher cohomology of mL and mM vanishes for m ≫ 1, and
Corollary A.16 yields Knudsen-Mumford expansions
detH0(mL) = m
n+1
(n+ 1)!
〈Ln+1〉+O(mn)
and
detH0(mM) = m
n+1
(n + 1)!
〈Mn+1〉+O(mn),
as Q-line bundles on SpecK◦, which yields
φdetH0(mL)−detH0(mM) =
mn+1
(n+ 1)!
φ〈Ln+1〉−〈Mn+1〉 +O(m
n).
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Combining this with (8.7), and using Nm =
mn
n! V +O(m
n−1) (by Riemann-Roch) and
φ〈Ln+1〉−〈Mn+1〉 = 〈φn+1L 〉 − 〈φn+1M 〉 = (n+ 1)V E(φL, φM)
(by Lemma 8.4), we get as desired (8.6).
Assume finally that K is trivially valued, and pick two Fubini-Study metrics φ,ψ on L.
By the Chen-Moriwaki result recalled in Lemma 1.28, we can find a complete field extension
K ′/K with K ′ nontrivially valued, and such that for each m the ground field extensions
‖ · ‖′mφ, ‖ · ‖′mψ of the sup-norms ‖ · ‖mφ, ‖ · ‖mψ to H0(mL)K ′ are the unique norms on
H0(mL)K ′ that coincide with ‖ · ‖mφ, ‖ · ‖mψ on H0(mL). Since the sup-norms ‖ · ‖mφ′ ,
‖ · ‖mψ′ with respect to the pulled-back metrics φ′, ψ′ satisfy the latter property, we infer
‖ · ‖′mφ = ‖ · ‖mφ′ and ‖ · ‖′mψ = ‖ · ‖mψ′ , and hence
vol(‖ · ‖mφ, ‖ · ‖mψ) = vol(‖ · ‖mφ′ , ‖ · ‖mψ′),
by Proposition 2.14 and . Since K ′ is non-trivially valued, the first part of the proof yields
1
mNm
vol(‖ · ‖mφ, ‖ · ‖mψ)→ E′(φ′, ψ′),
where the relative energy E′ is computed on the base change (X ′, L′) of (X,L) to K ′. As
already observed, we have E(φ,ψ) = E′(φ′, ψ′) by Lemma 7.2, and this concludes the proof
of Theorem 8.5 in the trivially valued case.
9. Transfinite diameter and Fekete points
Following the strategy developed in [BB10, BBW11] in the complex case, we use Theo-
rem 8.5 to show the existence of transfinite diameters, and then apply the differentiability
result of [BFJ15, BG+16, BJ18] to prove a non-Archimedean version of the equidistribution
of Fekete points established in [BBW11]. As in the previous section, X is a smooth projec-
tive scheme over a field K, complete with respect to an absolute value, and L is an ample
line bundle on X.
9.1. Existence of transfinite diameters. Set N := dimH0(X,L), and define the Van-
dermonde embedding
Ψ : detH0(X,L) →֒ H0(XN , L⊠N )
as the composition of the antisymmetrization operator detH0(X,L) →֒ H0(X,L)⊗N
s1 ∧ · · · ∧ sN 7→
∑
σ∈SN
(−1)sgn σsσ(1) ⊗ · · · ⊗ sσ(N) (9.1)
with the canonical isomorphismH0(X,L)⊗N ≃ H0(XN , L⊠N ). For each N -tuple (s1, . . . , sN )
of sections of L, Ψ(s1 ∧ · · · ∧ sN ) can be more informally written as the Vandermonde (or
Slater) determinant
Ψ(s1 ∧ · · · ∧ sN )(x1, . . . , xN ) = det(si(xj))1≤i,j≤N .
Given a reference norm ‖ · ‖ref on H0(L) and a continuous metric φ on L, the normalized
length fonction
V‖·‖ref (φ) :=
|Ψ(ω)|φ⊠N
det ‖ω‖ref ∈ C
0((XN )an)
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is independent of the choice of generator ω ∈ detH0(L). Note that the canonical map p :
(XN )an → (Xan)N is a homeomorphism when K is Archimedean, but is merely continuous
and surjective in the general non-Archimedean case.
Definition 9.1. The m-diameter of φ normalized by a norm ‖ · ‖ref on H0(mL) is defined
as
δm,‖·‖ref (φ) :=
(
sup
(XNm )an
V‖·‖ref (mφ)
)1/mNm
.
We will infer from Theorem 8.5 the following existence result for transfinite diameters.
Theorem 9.2. Let φ,ψ be two continuous metrics on L, and let (‖ · ‖m) be a sequence of
norms on H0(mL) asymptotically equal to (‖ · ‖mψ), i.e. d∞(‖ · ‖m, ‖ · ‖mψ) = o(m). Then
the limit
δ∞,ψ(φ) := lim
m→∞
δm,‖·‖m(φ)
exists in R+ and only depends on φ,ψ. In fact, we have
− log δ∞,ψ(φ) = lim
m→∞
1
mNm
vol (‖ · ‖mφ, ‖ · ‖mψ) ,
and hence
− log δ∞,ψ(φ) = E (P (φ), P (ψ))
if the semipositive envelopes P (φ), P (ψ) are assumed to be continuous.
Definition 9.3. The above limit δ∞,ψ(φ) is called the transfinite diameter of (X,φ) with
respect to ψ.
Remark 9.4. As in the complex case, it is more generally possible to introduce the transfinite
diameter of (A,φ) where A is a compact subset of Xan, but for simplicity we will stick to
the case A = Xan in the present paper.
Remark 9.5. The above relation between the transfinite diameter and the energy E led us
to choose a normalization that differs from the classical one by an exponent n/(n+ 1).
Together with Lemma 8.2, Theorem 9.2 yields the following Robin-Rumely formula for
the transfinite diameter (compare [Rum07, DMR, BB10]).
Corollary 9.6. Suppose as above that P (φ), P (ψ) are continuous, and let s0, . . . , sn ∈
H0(X,L) be a regular sequence of sections. Then
log δ∞,ψ(φ) =
1
n+ 1
n∑
i=0
(∫
Zani
log |si|P (φ)(ddcP (φ))n−i)−
∫
Zani
log |si|P (ψ)(ddcP (ψ))n−i
)
with Zi = {s0 = · · · = si−1 = 0}.
A continuous metric φ ∈ C0(L) defines for each m ∈ N sup-norms ‖ · ‖mφ and ‖ · ‖(mφ)⊠Nm
on H0(mL) and H0
(
(mL)⊠Nm
)
, respectively, which induce in turn two norms det ‖ · ‖mφ
and Ψ∗m‖ · ‖(mφ)⊠Nm on the determinant line detH0(mL), with
Ψm : detH
0(mL) →֒ H0 ((mL)⊠Nm)
the Vandermonde embedding as defined above. The next result compares these two norms
on detH0(mL), and will easily imply that Theorem 9.2 is in fact equivalent to Theorem 8.5.
NORMS, DETERMINANT OF COHOMOLOGY AND FEKETE POINTS 69
Lemma 9.7. For each φ ∈ C0(L) we have
d∞
(
det ‖ · ‖mφ,Ψ∗m‖ · ‖(mφ)⊠Nm
)
= o(mNm).
Observe first that d∞
(
det ‖ · ‖mφ,Ψ∗m‖ · ‖(mφ)⊠Nm
)
is 2mNm-Lipschitz continuous with
respect to φ ∈ C0(L), so that it is enough to prove the result for φ in a dense subset of C0(L).
The proof will be by comparison with certain pure diagonalizable norms, an L2-norm in the
Archimedean case, and a lattice norm in the non-Archimedean.
Lemma 9.8. Assume K is Archimedean, pick a continuous metric φ on L and a smooth
volume form µ on X, and denote by ‖ · ‖µ,φ and ‖ · ‖µN ,φ⊠N the induced L2-norms on H0(L)
and H0(L⊠N ). Then
Ψ∗‖ · ‖µN ,φ⊠N =
√
N ! det ‖ · ‖µ,φ
as norms on detH0(mL).
Proof. The statement is equivalent to [BB10, Lemma 5.3], and goes as follows. By Fubini,
the L2-norm ‖ · ‖µN ,φ⊠N on H0(L⊠N ) corresponds to the tensor norm ‖ · ‖⊗Nµ,φ under the
isomorphism H0(L⊠N ) ≃ H0(L)⊗N . If (si) is an orthonormal basis of H0(L) with respect
to ‖ · ‖µ,φ, then the tensors si1 ⊗ · · · ⊗ siN form an orthonormal basis of H0(L)⊗N with
respect to ‖ ·‖⊗Nµ,φ . This implies that the norm of s1∧· · ·∧sN under the anti-symmetrization
operator detH0(L) →֒ H0(L)⊗N has squared-norm equal to N !, and the result follows. 
Lemma 9.9. Assume K is non-Archimedean. Let L be a model of L, and ‖ · ‖H0(L), ‖ ·
‖H0(L⊠N) be the induced lattice norms on H0(L) and H0
(
L⊠N
)
. Then
Ψ∗‖ · ‖H0(L⊠N) = det ‖ · ‖H0(L).
Proof. The isomorphism H0(XN ,L⊠N ) ≃ H0(X ,L)⊗N shows that the lattice norm
‖ · ‖H0(L⊠N) corresponds to the tensor norm ‖ · ‖⊗NH0(L) under the isomorphism H0
(
L⊠N
) ≃
H0(L)⊗N . On the other hand, if (si) is an orthonormal basis of H
0(L) with respect to
‖ · ‖H0(L), then the tensors si1 ⊗ · · · ⊗ siN form an orthonormal basis of H0(L)⊗N with
respect to ‖ · ‖⊗N
H0(L)
, which means in the ultrametric case that the anti-symmetrization op-
erator detH0(L) →֒ H0(L)⊗N is an isometric embedding with respect to det ‖ · ‖H0(L) and
‖ · ‖⊗N
H0(L)
. 
Proof of Lemma 9.7. Assume first that K is Archimedean, and pick a smooth volume form
µ. By the Bernstein-Markov inequality, the sup-norm ‖ · ‖mφ and L2-norm ‖ · ‖µ,mφ on
H0(mL) satisfy
d∞ (‖ · ‖mφ, ‖ · ‖µ,mφ) = o(m),
and hence
d∞ (det ‖ · ‖mφ,det ‖ · ‖µ,mφ) = o(mNm). (9.2)
As in [BB10, Step 2, p.378], a successive application of the Bernstein-Markov inequality
in each variable similarly shows that the induced sup-norm ‖ · ‖(mφ)⊠Nm and L2-norm ‖ ·
‖µNm ,(mφ)⊠Nm on H0((mL)⊠Nm) satisfy
d∞
(
‖ · ‖(mφ)⊠Nm , ‖ · ‖µNm ,(mφ)⊠Nm
)
= o(mNm),
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and hence
d∞
(
Ψ∗m‖ · ‖(mφ)⊠Nm ,Ψ∗m‖ · ‖µNm ,(mφ)⊠Nm
)
= o(mNm) (9.3)
as well. Finally, since log (Nm!) = O(m
n logm) = o(mNm), Lemma 9.8 yields
d∞
(
det ‖ · ‖µ,mφ,Ψ∗m‖ · ‖µNm ,(mφ)⊠Nm
)
= o(mNm),
which combines with (9.2) and (9.3) to yield the desired estimate
d∞
(
det ‖ · ‖mφ,Ψ∗m‖ · ‖(mφ)⊠Nm
)
= o(mNm).
Assume now that K is non-Archimedean. Arguing as in §8, we may assume after ground
field extension that K is nontrivially valued, so that model metrics are dense in C0(L). As
already noted, d∞
(
Ψ∗m‖ · ‖(mφ)⊠Nm ,det ‖ · ‖mφ
)
is plainly 2mNm-Lipschitz continuous with
respect to φ ∈ C0(L); by density, it is thus enough to prove the result when φ = φL is a
model metric, determined by a Q-line bundle L extending L on some projective model X
of X. After replacing X with a higher model, we may assume that L also extends to an
(ample) line bundle H on X (cf. [GM16, Lemma 4.12]). Fix a ≥ 1 such that aL is a line
bundle, and write m = ka + r with k, r ∈ N and r < a. Since aL and H are line bundles,
Theorem 5.16 shows the existence of C > 0 independent of m such that
d∞
(
‖ · ‖(kaφ+rφH)⊠Nm , ‖ · ‖H0((kaL+rH)⊠Nm)
)
= O(Nm).
As φ− φH and r are bounded, it follows that
d∞
(
‖ · ‖(mφ)⊠Nm , ‖ · ‖H0((kaL+rH)⊠Nm)
)
= O(Nm),
and hence
d∞
(
Ψ∗m‖ · ‖(mφ)⊠Nm ,Ψ∗m‖ · ‖H0((kaL+rH)⊠Nm)
)
= O(Nm) (9.4)
By Lemma 9.9, we have
Ψ∗m‖ · ‖H0((kaL+rH)⊠Nm) = det ‖ · ‖H0(kaL+rH).
On the other hand, Theorem 5.14 yields
d∞
(‖ · ‖kaφ+rφH , ‖ · ‖H0(kaL+rH)) = O(Nm),
hence
d∞
(
det ‖ · ‖mφ,det ‖ · ‖H0(kaL+rH)
)
= O(Nm)
by boundedness of φ− φH, and we conclude that
d∞
(
Ψ∗m‖ · ‖(mφ)⊠Nm ,det ‖ · ‖mφ
)
= O(Nm)
when φ is a model metric. 
Proof of Theorem 9.2. By definition, we have
supV‖·‖m(mφ) =
‖Ψm(ωm)‖(mφ)⊠Nm
det ‖ωm‖m
for any choice of generator ωm ∈ detH0(mL). By Lemma 9.7, it follows that
log δm,ψ(φ) =
1
mNm
vol (‖ · ‖m, ‖ · ‖mφ) + o(1) = 1
mNm
vol (‖ · ‖mψ, ‖ · ‖mφ) + o(1)
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and we thus see that Theorem 9.2 is indeed equivalent to Theorem 8.5. 
9.2. Equidistribution of Fekete points. We assume in this section that one of the fol-
lowing holds:
(a) K is Archimedean;
(b) K is non-Archimedean, either trivially or discretely valued, and of residue character-
istic zero.
By [BB10, BFJ15, BG+16, BJ18], the semipositive envelope P (φ) of each continuous metric
φ ∈ C0(L) is then continuous, and for any auxiliary continuous sempositive metric ψ, the
operator φ 7→ E(P (φ), ψ) is differentiable on C0(L), with directional derivatives given by
d
dt t=0
E(P (φ+ tu), ψ) =
∫
Xan
u MA(P (φ)). (9.5)
Following the strategy of [BBW11], itself inspired by a variational argument due to Szpiro-
Ullmo-Zhang [SUZ97], we will then use (9.5) to infer from Theorem 9.2 an equidistribution
property for Fekete configurations.
Definition 9.10. Let φ ∈ C0(L) be a continuous metric on L. A Fekete configuration for
φ is a point P ∈ (XN )an such that
sup
(XN )an
|Ψ(ω)|φ⊠N = |Ψ(ω)|φ⊠N (P )
for some, hence any, generator ω ∈ detH0(L).
Theorem 9.11. Assume that the ground field K satisfies (a) or (b) above. For each m≫ 1,
pick a Fekete configuration Pm ∈ (XNm)an for mφ. Then Pm equidistributes to MA(P (φ))
as m→∞.
The statement means that ∫
Xan
u δPm →
∫
Xan
u MA(P (φ))
for each u ∈ C0(Xan), where we associate to P ∈ (XN )an the measure δP on Xan obtained
by averaging over the image of P in (Xan)N .
Proof. Fix an auxiliary continuous semipositive metric ψ on L, and pick for each m a
generator ωm ∈ detH0(mL). To say that Pm is a Fekete configuration for mφ means that
|Ψm(ωm)|(mφ)⊠Nm ∈ C0((XNm)an) is maximized (and, in particular, nonzero) at Pm. In
terms of
Fm(φ) := − 1
mNm
log
(
|Ψm(ωm)|(mφ)⊠Nm (Pm)
det ‖omm‖mψ
)
,
Pm is Fekete for mφ iff Fm(φ) = − log δm,ψ(φ). For each u ∈ C0(Xan), observe that
Fm(φ+ u) = Fm(φ) +
∫
Xan
u δPm .
Since Fm(φ+ u) ≥ − log δm,ψ(φ), Theorem 9.2 yields
lim inf
m→∞
Fm(φ+ u) ≥ E(P (φ + u), ψ)
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and
lim
m→∞
Fm(φ) = E(P (φ), ψ).
Replacing u with tu for 0 < t≪ 1, we infer
t lim inf
m
∫
Xan
u δPm = lim infm
(Fm(φ+ tu)− Fm(φ+ tu)) ≥ E(P (φ + tu), ψ)− E(P (φ), ψ),
and hence
lim inf
m
∫
Xan
u δPm ≥
d
dt t=0
E(P (φ + tu), ψ) =
∫
Xan
u MA(P (φ)).
Applying this to −u, we conclude as desired
lim
m
∫
Xan
u δPm =
∫
Xan
u MA(P (φ)).

9.3. The pullback formula. We consider in this section a polarized endomorphism f of
(X,L), i.e. a morphism f : X → X together with the data of an isomorphism f∗L ≃ dL
for some positive integer d > 1. Since f∗L is ample and f is necessarily proper, (f∗L)n =
dn(Ln) implies that f is finite (and flat, as X is assumed to be smooth), of degree dn. By
Theorem A.15, we thus have a canonical isomorphism
〈f∗Ln+1〉 ≃ dn〈Ln+1〉,
which combines with the given isomorphism f∗L ≃ dL to yield
dn+1〈Ln+1〉 ≃ dn〈Ln+1〉.
This defines a canonical section
Rf ∈ dn(d− 1)〈Ln+1〉, (9.6)
which we call the resultant section (see Corollary 9.17 below for the choice of terminology).
On the other hand, the map C0(L)→ C0(L) defined by φ 7→ d−1f∗φ, being 1/d-Lipschitz
continuous, admits a unique fixed point φf , the equilibrium metric of f . For any choice of
Fubini-Study metric φ, the metrics d−j(f j)∗φ are Fubini-Study as well, and they converge
uniformly to φf , which is thus asymptotically Fubini-Study.
Example 9.12. For any d ≥ 2, the equilibrium metric of the polarized endomorphism f of
(Pn,O(1)) induced by (x0, . . . , xn) 7→ (xd0 : · · · : xdn) is φf = maxi log |xi|.
Lemma 9.13. The resultant Rf ∈ dn(d− 1)〈Ln+1〉 has norm 1 with respect to the induced
metric dn(d− 1)〈φn+1f 〉.
Proof. For any continuous, psh-regularizable metric φ on L, the isomorphism 〈f∗Ln+1〉 ≃
dn〈Ln+1〉 is an isometry with respect to 〈f∗φn+1〉 and 〈φn+1〉. By definition of φf , the
isomorphism f∗L ≃ dL is an isometry with respect to f∗φf and dφf . It follows that the
induced isomorphism dn(d − 1)〈Ln+1〉 ≃ K is an isometry with respect to dn(d − 1)〈φn+1f 〉
and the canonical metric on K, hence the result. 
We now get the following pull-back formula for the transfinite diameter, which generalizes
[DMR], [BB10, §6.3] in view of Corollary 9.17 below.
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Theorem 9.14. Let φ,ψ be continuous metrics on L, and assume that P (φ), P (ψ) are
continuous. Then
δ∞,ψ(d
−1f∗φ) = cf (ψ)δ∞,ψ(φ)
1/d
with cf (ψ) > 0 such that
log cf (ψ) = − 1
V (n + 1)dn+1
log |Rf |dn(d−1)〈P (ψ)n+1〉.
Proof. By Lemma 9.15, we have P (d−1f∗φ) = d−1f∗P (φ). Since d−1f∗φf = φf , Theo-
rem 9.2 and the coycle formula for E give
log δ∞,ψ(d
−1f∗φ) = E
(
P (ψ), P (d−1f∗φ)
)
= E (P (ψ), φf ) + E
(
d−1f∗φf , d
−1f∗P (φ)
)
= E (P (ψ), φf ) + d
−1E (φf , P (φ))
= (1− d−1)E (P (ψ), φf ) + d−1E (P (ψ), P (φ))
= (1− d−1)E (P (ψ), φf ) + log δ∞,ψ(φ)1/d.
On the other hand, Lemma 9.13 yields
log |Rf |dn(d−1)〈P (ψ)n+1〉 = dn(d− 1)
(
〈φn+1f 〉 − 〈P (ψ)n+1〉
)
,
and hence
1
V dn+1
log |Rf |dn(d−1)〈P (ψ)n+1〉 = (n+ 1)(1 − d−1)E (φf , P (ψ)) .
The result follows. 
Lemma 9.15. Let f : Y → X be a finite, flat morphism of reduced projective K-schemes.
Suppose L is a line bundle on X, and φ any bounded metric on Lan. Then P (f∗φ) = f∗P (φ),
and in particular if P (φ) is continuous, so is P (f∗φ).
In the Archimedean case, this is a special case of [BB10, Proposition 2.9].
Proof. Denote the degree of f by e. We will show that any asymptotically Fubini-Study met-
ric ψ on f∗L with ψ ≤ f∗φ admits a majoration ψ ≤ f∗ϕ ≤ f∗φ, where ϕ is asymptotically
Fubini-Study.
If K is non-Archimedean non-trivially valued, it follows from Proposition 5.9 and 1-
Lipschitz continuity of f∗ that f∗FS(L) ⊆ FS(f∗L). The corresponding statement in
the trivially valued case follows from this one and considerations analogues to the proof in
Proposition 6.16.
We thus have the inequality f∗P (φ) ≤ P (f∗φ) and since P is non-decreasing we find that
ψ ≤ f∗ϕ ≤ f∗P (φ) ≤ P (f∗φ)
which implies the statement by taking supremum over all ψ = Pm(f
∗φ).
Recall that there is a natural metric N(ϕ) on the norm of a line bundle with metric ϕ
(cf. (7.5)). If we are given an asymptotically Fubini-Study metric ψ ≤ f∗φ, then N(ψ) ≤
N(f∗φ) = eφ, and f∗ 1eN(ψ) ≤ f∗φ. By Lemma 7.8, f∗ 1eN(ψ) is also asymptotically Fubini-
Study. For any positive integer k, define inductively Akψ = sup{f∗ 1eN(Ak−1ψ), ψ}, where
we set A0(ψ) = ψ. It is an asymptotically Fubini-Study metric by Proposition 6.16. By
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using an auxiliary bounded reference metric on L, e.g. φ, we may identify our metrics with
functions. Consider the fiberwise supremum
v(y) = sup
x′∈f−1(y)
ψ(x′).
We want to show that Akψ → f∗v uniformly as k →∞. By we have construction
0 ≤ (f∗v −Akψ(x) ≤ v(f(x))−
1
e
∑
x′∈f−1(f(x)
−mx′Ak−1ψ(x′)
 .
Here [f−1(y)] =
∑
mx′ [x
′] denotes the fundamental cycle of f−1(y). Since for any y ∈ Y an,
there is always at least one x ∈ f−1(y) such that Ak−1ψ(x) = v(y), it follows that any bound
Mk of the above can be choosen so that Mk ≤
(
1− 1e
)
Mk−1 ≤
(
1− 1e
)k
M0. We conclude
that Akψ → f∗v uniformly so that f∗v is asymptotically Fubini-Study and bounded below
by ψ, above by f∗φ. This construction is independent of the implicit auxiliary metric used.

9.4. The case toric varieties. We now illustrate the previous pull-back formula in the
toric case. We thus assume that (X,L) is a smooth projective polarized toric variety with
respect to a split torus T ≃ (Gm,K)n with character lattice M = Hom(T,Gm,K), which thus
corresponds to a Delzant polytope ∆ ⊂MR.
For each integer d ≥ 2, multiplication by d onM induces a polarized endomorphismmd of
(X,L), defining a an equilibrium metric φd on L and a resultant section Rd ∈ dn(d−1)〈Ln+1〉.
The next lemma describes the moduli space of polarized endomorphisms of degree d of (X,L).
Lemma 9.16. Set N = dimH0(X,L) = #(M ∩∆). The space of polarized morphisms of
degree d of (X,L) is parametrized by a Zariski open subset of
P
(
Hom
(
H0(X,L),H0(X, dL)
)) ≃ P (H0(X, dL)N )
whose complement Z has codimension N −n. In particular, Z has codimension greater than
1 unless (X,L) ≃ (Pn,O(1)).
Proof. Since X is smooth, R(X,L) is generated in degree one, the data of a polarized
endomorphism of (X,L) of degree d is equivalent to that of a linear map H0(X,L) →
H0(X, dL) whose image is basepoint free. As a result, the space of polarized endomorphisms
of degree d is isomorphic to the complement in P
(
H0(X, dL)N
)
of the projection Z of the
incidence variety
I =
{
([s1 : · · · : sN ], x) ∈ P
(
H0(X, dL)N
)×X, s1(x) = · · · = sN (x) = 0}
Since dL is basepoint free, the elements of H0(X, dL) vanishing at a given closed point x ∈ X
is a hyperplane, and it follows that dim I = n−1+N(Nd−1). We claim that the restriction
to I of the first projection H0(X, dL)N ×X → H0(X, dL)N is generically finite, which will
imply codimZ = NNd − 1− dim I = N − n. Indeed, if s1, . . . , sn ∈ H0(X, dL) is a regular
sequence of sections, the fiber of I over the N -tuple (s1, . . . , s1, s2, . . . , sn) ∈ H0(X, dL)N is
finite.
The last point of the lemma follows from the embedding X →֒ PH0(X,L), which is an
isomorphism iff N − n = 1. 
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In the case N = n − 1, i.e. (X,L) ≃ (Pn,O(1)), any polarized morphism of degree
d is given by z 7→ [f0(z) : . . . : fn(z)] for homogenous polynomials f0, . . . , fn, of degree
d, without common zeros, and the locus Z ⊂ P (H0(X,L)n+1) is an irreducible divisor of
degree (n+1)dn. As a result, it is defined by a unique polynomial Res(f0, . . . , fn) of degree
(n + 1)dn in the coefficients of the fi and normalized by Res(x
d
0, . . . , x
d
n) = 1, cf. [GKZ94,
Ch. 13].
Corollary 9.17. Let f be a polarized morphism of degree d of the smooth polarized toric
variety (X,L).
• If (X,L) ≃ (Pn,O(1)), then Rf = Res(f)Rd;
• if not, then Rf = Rd.
Proof. If (X,L) ≃ (Pn,O(1)), we can restrict along the hyperplane determined by xn = 0
and inductively compare how the Deligne products and the resultants change. In the case
of the resultant, the transformation is described by the Poisson formula [GKZ94, Ch. 13,
Theorem 1.2], and the Deligne products transform accordingly. This shows they are equal up
to some constant, and the constant is equal to 1 by evaluating at the polarized endomorphism
md.
If (X,L) is not isomorphic to (Pn,O(1)), the previous lemma shows that the space of polar-
ized degree d endomorphisms of (X,L) is isomorphic to an open subset U ⊂ P (H0(X, dL)N )
whose complement Z has codimension at least 2. The map f 7→ Rf/Rd defines a morphism
U → Gm, which is thus constant by normality and properness of P
(
H0(X, dL)N
)
, and hence
equal to 1 by evaluating at f = md. 
Remark 9.18. It follows from Lemma 9.13 that the constant cf (ψ) in Theorem 9.14 can
be expressed through E(φ, φcan). This is also the case for the arithmetic height of a toric
variety over the integers and one finds that
log |Rf |φ = log |Rf/Rd|+ dn(d− 1)h(X∆,Lφ).
In the case φ is given by the usual Fubini-Study metric on Pn, we have h(Pn,O(1)) =∑n
i=1
∑i
j=1
1
2j . For an exhaustive discussion on computations of arithmetic heights of toric
varieties we refer the reader to [BPS14].
Appendix A. Determinant of cohomology and Deligne pairings
The goal of this Appendix is to discuss (a slight generalization of) results of Knudsen-
Mumford [KM76], Deligne [Del], Elkik [Elk89], Munoz-Garcia [MG00] and Ducrot [Duc05],
which provide a rough Riemann-Roch theorem for the determinant of cohomology.
A.1. Discussion of the results. For a projective scheme X over a fieldK, the determinant
of cohomology of a line bundle L is the line (i.e. one-dimensional K-vector space)
λ(L) :=
n∑
i=0
(−1)i detH i(X,L),
where we use additive notation for tensor products of lines. If π : X → Y is now a flat
projective morphism of locally noetherian schemes, it was shown by Knudsen and Mumford
in [KM76] that the fiberwise determinant of cohomology of a line bundle L on X glues
together to define a line bundle λX/Y (L) on Y . Indeed, the derived direct image Rπ∗L is a
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perfect complex, i.e. there exists a bounded complex E• of vector bundles on Y with Rqπ∗L
as q-th cohomology sheaf, and the determinant of cohomology of L can then be described
as
λX/Y (L) =
∑
i
(−1)i detEi.
Denoting by n the relative dimension of π, the main result in F. Ducrot’s paper [Duc05] im-
plies that the functor λX/Y : P(X)→ P(Y ) so defined between the Picard categories of line
bundles on X and Y admits a unique polynomial structure of degree n+1 compatible with
base change and restriction to a relative Cartier divisor (see §A.8 for a precise statement).
This result recovers in one stroke the construction of Deligne pairings [Elk90, MG00] and
the Knudsen-Mumford expansion [KM76]. Indeed, it implies that the (n + 1)-st iterated
difference
〈L0, . . . , Ln〉X/Y :=
∑
I⊂{0,...,n}
(−1)n+1−|I|λX/Y
(∑
i∈I
Li
)
defines a multi-additive symmetric functor P(X)n+1 → P(Y ), the Deligne pairing, and that
we have for each L ∈ P(X) an expansion
λX/Y (mL) =
n+1∑
i=0
(
m+ i
i
)
Mi
with line bundles Mi on Y such that Mn+1 = 〈Ln+1〉X/Y . Whenever a Grothendieck-
Riemann-Roch theorem is available, we infer
c1
(〈L0, . . . , Ln〉X/Y ) = π∗(c1(L0) · · · · · c1(Ln)〉,
so that Deligne pairings lift the natural push-forward operation on the right-hand side to
the level of line bundles.
In the main body of the present paper, a version of these results in the possibly non-
noetherian setting of models over the valuation ring of a complete non-Archimedean field
is required, and the purpose of this appendix is to summarize the results leading to this
generalization. In order to keep the treatment uniform, we shall say in this appendix that a
scheme X is admissible if either
(i) X is locally noetherian, or
(ii) X is locally finitely presented over the valuation ring K◦ of some complete non-
Archimedean field K.
A.2. Polynomial maps. In order to motivate the definitions in §A.3, we briefly recall
some background on polynomial maps and difference calculus. It is well-known that a map
f : Z→ Z is polynomial of degree (at most) n if and only if it admits an expansion
f(m) =
n∑
i=0
(
m+ i
i
)
bi
with coefficients bi ∈ Z. More generally, a map f : A → B between commutative groups is
said to be polynomial of degree n if for any given x1, . . . , xr ∈ A we have an expansion
f(m1x1 + · · ·+mrxr) =
∑
0≤i1,...,ir≤n
(
m1 + i1
i1
)
. . .
(
mr + ir
ir
)
bi1...ir
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for all mi ∈ Z, with coefficients bi1...ir ∈ B.
Polynomiality can be characterized in terms of difference calculus. For a map f : Z→ B,
define the difference ∆f : Z→ B by
(∆f)(m) := f(m+ 1)− f(m).
Then
∆
(
m+ i
i
)
=
(
m+ i− 1
i− 1
)
,
which can be used to show by induction on n that f : Z→ B is a polynomial map of degree
n if and only if ∆n+1f = 0. For a map f : Zr → B, one can introduce partial difference
operators ∆i, and f is polynomial of degree n if and only if ∆
αf = 0 for all α ∈ Nr with
|α| = n+ 1, where we have set ∆α = Dα11 . . .∆αrr for each multiindex α.
Consider now a map f : A → B between commutative groups. Mimicking differential
calculus, one defines the difference at x δxf : A→ B of a map f : A→ B by setting
(δxf)(y) = f(x+ y)− f(x),
and the k-th iterated difference δkxf : A
k → B by
(δkxf)(x1, . . . , xk) := δx
(
y 7→ (δk−1y f)(x2, . . . , xk)
)
(x1)
= (δk−1x+x1f)(x2, . . . , xk)− (δk−1x f)(x2, . . . , xk).
The map δkxf : A
k → B so defined is symmetric, as follows from the explicit expression
(δkxf)(x1, . . . , xk) =
∑
I⊂{1,...,k}
(−1)k−|I|f
(
x+
∑
i∈I
xi
)
. (A.1)
Given x1, . . . , xr ∈ A, the map g : Zr → B defined by g(m1, . . . ,mr) = f(
∑
imixi) satisfies
(∆αg)(m1, . . . ,mr) = (δ
|α|∑
imixi
f)(xα11 , . . . , x
αr
r ) (A.2)
for all α ∈ Nr. Using this, we conclude that f : A→ B is polynomial of degree n if and only
if δn+1x f = 0 for all x ∈ A.
It is in fact enough to check this condition for x = 0. Indeed, the operator δk := δk0
determines all δkx by
(δkxf)(x1, . . . ) = (δ
kf)(x+ x1, . . . )− (δkf)(x, . . . ). (A.3)
It further satisfies
(δk+1f)(x1, y1, . . . ) = (δ
kf)(x1 + y1, . . . )− (δkf)(x1, . . . )− (δkf)(y1, . . . ),
and we thus see that f is polynomial of degree n if and only if δnf is multi-additive. Note
also that δk can be understood as a polarization operator, in the sense that δk(L(xk)) = k!L
for any symmetric multi-additive map L : Ak → B; we can thus view the multi-additive map
δnf : An → B associated to a polynomial map f : A→ B of degree n as the polarization of
its degree n part.
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Example A.1. Let X be an n-dimensional projective scheme over a field K, with structure
morphism π : X → SpecK, and pick a line bundle L on X. The Euler characteristic
χ(L) :=
n∑
i=0
(−1)i dimK H i(X,L)
only depends on the class of L in the Picard group Pic(X), and Snapper’s theorem implies
that χ : Pic(X) → Z is a polynomial map of degree n, with degree n polarization given by
the intersection pairing, i.e.
(δnχ)(L1, . . . , Ln) = (L1 · · · · · Ln) := deg π∗ (c1(L1) · · · · · c1(Ln) · [X]) .
For later use, we finally note:
Lemma A.2. Let f : A→ B is a polynomial map of degree n, and set for all 0 ≤ i ≤ n
fn,i(x) := (δ
if)(xi)− (δi+1f)(xi+1) + ...+ (−1)n−i(δnf)(xn).
Then f(mx) =
∑n
i=0
(
m+i
i
)
fn,i(x) for all x ∈ A and m ∈ Z.
Proof. Since f is polynomial of degree n, we have
g(m) := f(mx) =
n∑
i=0
(
m+ i
i
)
bi
for some bi ∈ B. Since ∆k0
(m+i
i
)
= 1 for k ≤ i and 0 otherwise, (A.2) yields
(δkf)(xk) = ∆k0g =
∑
i≥k
bi,
and hence bi = fn,i(x). 
A.3. Polynomial functors. A commutative Picard category is a ’stacky version’ of a com-
mutative group. It is defined as a category P in which all arrows are isomorphisms, together
with an additivity functor and functorial associativity and commutativity isomorphisms satis-
fying the expected compatibility conditions, and such that for any object x the endofunctors
y 7→ x+ y and y 7→ y + x are autoequivalences.
These axioms imply the existence of a neutral object 0 and of an inverse −x for each
object x, both unique up to unique isomorphism. The sum
∑
i∈I xi of a finite family (xi)i∈I
of objects in P is well-defined up to unique isomorphism, and satisfies the expected associa-
tivity rules. A commutative Picard category P is strictly commutative if the commutativity
isomorphism induces the identity on x + x for each x, in which case x and −x can be
contracted within a sum without raising any sign issue.
In practice for us, P will be the category of line bundles or Q-line bundles on a given
scheme, and isomorphisms between them, both of which are strictly commutative Picard
categories. Note that a commutative group can also be viewed as a strictly commutative
Picard category.
In what follows, P and Q are stricly commutative Picard categories. An additive functor
F : P → Q is a functor equipped with a functorial additivity isomorphism F (x + y) ≃
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F (x) +F (y) which is commutative, expressed by the commutativity of the induced diagram
F (x+ y) //

F (x) + F (y)

F (y + x) // F (y) + F (x)
,
and associative, i.e. the commutativity of the diagram
F ((x+ y) + z) //

F (x+ y) + F (z) // (F (x) + F (y)) + F (z)

F (x+ (y + z)) // F (x) + F (y + z) // F (x) + (F (y) + F (z)) .
These conditions then yield a consistent system of functorial additivity isomorphisms F (
∑
i∈I xi) ≃∑
i∈I F (xi) for all finite families (xi)i∈I in P.
A multi-additive functor F : Pn → Q is defined as a functor equipped with functorial
commutative and associative additivity data in each variable, such that expanding out sums
in the variables does not depend on the order the operation is performed. A symmetric
functor F : Pn → Q is a functor equipped with symmetry isomorphisms
F (xσ(1), . . . , xσ(n)) ≃ F (x1, . . . , xn)
for each permutation σ ∈ Sr, compatible with the group law on Sr, and a symmetric,
multi-additive functor has both structures, with the expected compatibility condition.
Define the k-th iterated difference at an object x in P of a functor F : P → Q as the
symmetric functor δkxF : Pk → Q defined by setting
(δkxF )(x1, . . . , xk) :=
∑
I⊂{1,...,k}
(−1)k−|I|F
x+∑
j∈I
xj
 ,
For x = 0, we simply set δk := δk0 . Recalling from §A.2 that a map f between commutative
groups is polynomial of degree n if and only if δnf is multi-additive, we introduce:
Definition A.3. A polynomial structure of degree n on F is defined as a structure of
multi-additive functor on δnF , compatible with its canonical symmetry.
Ducrot introduces in [Duc05, Definition 1.6.1] the notion of k-cube structure on F . By
[Duc05, Proposition 1.9], an (n+ 1)-cube structure on F induces a polynomial structure of
degree n on F (and the converse is probably true as well, by [Duc05, 1.5.1, (d)]). Ducrot’s
terminology comes from the following well-known result.
Example A.4. If L is a line bundle on an abelian variety A, the theorem of the cube asserts
that for any variety S, the functor FL : A(S) → P(S) defined by FL(x) := x∗L admits a
3-cube structure. It is thus quadratic in our sense, i.e. (x, y) 7→ (x+ y)∗L−x∗L− y∗L+0∗L
is biadditive. Further, the whole structure is compatible with base change.
In analogy with Lemma A.2, we have:
80 SE´BASTIEN BOUCKSOM AND DENNIS ERIKSSON
Lemma A.5. Suppose that F : P → Q admits a polynomial structure of degree n, and
define for 0 ≤ i ≤ n a functor Fn,i : Pi → Q by setting
Fn,i(x) = (δ
if)(xi)− (δi+1f)(xi+1) + ...+ (−1)n−i(δnf)(xn).
For all x ∈ P and m ∈ Z, we then have canonical functorial isomorphisms
F (mx) ≃
n∑
i=0
(
m+ i
i
)
Fn,i(x).
Proof. Define g : Z→ Q by g(m) := F (mx)−∑ni=0 (m+ii )Fn,i(x). Since
∆kmF (mx) =
k∑
i=0
(−1)k−i
(
k
i
)
F ((m+ ix) = (δkmxF )(x
k),
and ∆k0
(m+i
i
)
= 1 for k ≤ i and 0 otherwise, we have canonical isomorphisms (∆kg)(0) ≃ 0
for k = 0, . . . , n. Further,
(∆n−1g)(m + 1)− (∆n−1g)(m) = (∆ng)(m) = (δnmxF )(xn)− (δnF )(xn)
≃ (δnF )((m + 1)x, x, . . . , x)− (δnF )(mx, x, . . . , x)− (δnF )(x, . . . , x) ≃ 0,
for all m ∈ Z, by multiadditivity of δnF . Summing up these relations, we get
(∆n−1g)(m) ≃ (∆n−1g)(0) ≃ 0,
and iterating the argument finally yields g(m) ≃ 0 for all m. 
A.4. The determinant of a perfect complex. Let X be a scheme, and E be a vector
bundle on X, i.e. a finite locally free OX -module. One denotes by detE = ΛrkEE the
determinant line. If
0→ E′ → E → E′′ → 0 (A.4)
is an exact sequence of vector bundles, then there is a canonical isomorphism
detE ≃ detE′ + detE′′, (A.5)
where + denotes the tensor product of line bundles, in additive notation. However, given
two vector bundles E,F , the isomorphism
detE + detF ≃ det(E ⊕ F ) ≃ det(F ⊕E) ≃ detF + detE
induced by the canonical isomorphism E ⊕F ≃ F ⊕E coincides with the canonical commu-
tativity isomorphism only up to a factor (−1)(rkE)(rkF ).
To deal with this sign issue, one introduces the graded determinant functor E 7→ (detE, rkE)
with values in the Picard category of graded line bundles and modifies the commutativity
isomorphism as to satisfy the Koszul rule of signs indicated. For the purpose of the present
paper, it will however be enough to view detE as an object in the Picard category P(X)Q
of Q-line bundles on X, and we can thus ignore the previous sign issue.
Next, recall that a complex F • of OX -modules is
(i) pseudo-coherent if it is locally quasi-isomorphic to a bounded-above complex of vec-
tor bundles;
(ii) of locally finite Tor-dimension if it is locally quasi-isomorphic to a bounded complex
of flat OX -modules;
(iii) perfect if it is locally quasi-isomorphic to a bounded complex of vector bundles.
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By [Stacks, Tag 08CQ], F • is perfect if and only if it is pseudo-coherent and of locally finite
Tor-dimension. In [KM76, Theorem 2], Knudsen and Mumford showed that setting
detE• :=
∑
i
(−1)i detEi
for each bounded complex of vector bundles E• gives rise to a functor F • 7→ detF • from
the category of perfect complexes F • on X and quasi-isomorphims between them to P(X).
This functor commutes with base change (i.e. we have a canonical functorial isomorphism
detLf∗F • ≃ g∗F • for any morphism f : X ′ → X), it is additive with respect to short exact
sequences of complexes in the sense of (A.5), and satisfies a couple of other properties which
then uniquely characterize it up to unique isomorphism.
A.5. The direct image theorem. As mentioned in §A.1, we shall say for convenience that
a scheme X is admissible if it is is either locally noetherian (’noetherian case’) or locally
of finite presentation over the valuation ring K◦ of some complete non-Archimedean field
K (’valuative case’). Obviously, any scheme X locally finitely presented over an admissible
scheme is admissible. Further, any scheme X which is flat and locally of finite type (in
particular, proper) over a valuation ring K◦ as above is locally finitely presented over K◦
(by [Nag66, Theorem 3’] or [RG71, The´ore`me 3.4.6], cf. Lemma 4.5), and hence is admissible.
Recall that an OX -module F on a scheme X is coherent if it is locally finitely presented,
and for each open U ⊂ X, each locally finite submodule of F |U is locally finitely presented
as well. Crucially, the structure sheaf OX of any admissible scheme X is coherent, by [Ull,
Corollary 1.8]. The following direct image theorem is of course well-known in the noetherian
case, and follows from the work of Kiehl [Kie72] in the valuative case, as explained in [Ull,
Theorem 3.5, Proposition 3.6] (note that an admissible scheme admits an open cover by
stably coherent rings, by [Ull, Example 3.3]).
Theorem A.6. Let Y be an admissible scheme and π : X → Y be a proper, finitely presented
morphism. For each coherent OX-module F , Rqπ∗F is coherent for all q ∈ N (and zero for
q large enough, locally on Y ).
If we further assume that π is projective, Y is quasicompact and L is a π-ample line bundle
on X, then the usual Serre vanishing theorem is satisfied, i.e. for allm≫ 1 F (mL) := F⊗Lm
is π-globally generated and satisfies Rqπ∗F (mL) = 0 for q ≥ 1.
Corollary A.7. If π : X → Y is a flat, proper, finitely presented morphism with Y admis-
sible, then the derived direct image Rπ∗E is perfect for each vector bundle E on X.
Proof. Since Rqπ∗E = 0 for q ≫ 1, Rπ∗E is quasi-isomorphic to a bounded-above complex.
As OY is coherent, [Ull, Lemma 3.2] thus says that Rπ∗E is pseudo-coherent if and only it
has coherent cohomology, which is indeed the case by Theorem A.6. It thus remains to see
that Rπ∗E has locally finite Tor-dimension, which can be done verbatim as in [Stacks, Tag
08EV] (whose proof only uses the noetherianity assumption to get pseudo-coherence). 
A.6. Regular sequences. Let π : X → Y be a flat, locally finitely presented morphism of
schemes, and let s be a global section of a line bundle L on X, defining a closed subscheme
D ⊂ X. Recall that s is π-regular at x ∈ X if D is a relative Cartier divisor at x, i.e. s is
a nonzerodivisor in OX,x, and D is π-flat at x. If this holds for all x ∈ X, then s is simply
called π-regular. By [EGA, IV.11.3.7], s is π-regular at x if and only the restriction of s to
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the fiber through x is not a zerodivisor at x, and the set of x ∈ X at which this holds is
open.
More generally, a sequence of sections (s1, . . . , sp) of line bundles L1, . . . , Lp with zero
schemes D1, . . . ,Dp is π-regular if
s1, s2|D1 , . . . , sp|D1∩···∩Dp−1
are π-regular.
Lemma A.8. Let π : X → Y be flat, proper, finitely presented morphism of schemes, and
s be a global section of a line bundle L on X. Pick y ∈ Y , and assume that s is nonzero at
each associated point of Xy. Then s is relatively regular over an open neighborhood of y.
Proof. Denote by U ⊂ X the open set of points at which s is relatively regular. Since
Xy is noetherian (being of finite type over a field), the assumption implies that s|Xy is a
nonzerodivisor at each x ∈ Xy, and hence that Xy ⊂ U by the above results. As π is closed,
it follows that π−1(V ) ⊂ U for some open neighborhood V of y. 
As a consequence, we then have the following useful existence result for relatively regular
sections.
Proposition A.9. Let π : X → Y be a flat, projective, finitely presented morphism with Y
admissible, and let L be a π-ample line bundle on X. Then mL admits a relatively regular
section locally over Y for all m≫ 1.
Proof. By coherence of π∗(mL) and Lemma A.8, it is enough to show that for each closed
point y ∈ Y and all m ≫ 1, there exists s ∈ π∗(mL)y such that s|Xy is nonzero at all
associated points of Xy. By ampleness of L|Xy , for each m ≫ 1 we may find a section
in H0(Xy,mLy) not vanishing at the associated points of Xy (finitely many, since Xy is
noetherian). If we denote by a ⊂ OX the ideal sheaf of Xy, Theorem A.6 implies that
R1π∗(a(mL)) = 0 for all m ≫ 1. The restriction map π∗(mL)y → H0(Xy,mLy) is thus
surjective for m≫ 1, hence the result. 
A.7. The determinant of cohomology. Let π : X → Y be a flat, proper, finitely pre-
sented morphism with Y admissible. Thanks to Corollary A.7, we can introduce:
Definition A.10. The determinant of cohomology is the functor λX/Y : P(X) → P(Y )Q
that takes a line bundle L on X to the Q-line bundle
λX/Y (L) := detRπ∗L.
If L is π-acyclic, i.e. Rqπ∗L = 0 for q > 0, then π∗L is a vector bundle, and λX/Y (L) is
simply given as the ’naive’ determinant λX/Y (L) = detπ∗L. This holds in particular when
n = 0 (i.e. π finite flat), or for large enough multiples of a π-ample line bundle.
Proposition A.11. The determinant of cohomology satisfies the following two compatibility
properties.
(i) It commutes with base change: for any morphism f : Y ′ → Y with Y ′ admissible, let
X ′
g
//
π′

X
π

Y ′
f
// Y
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be the corresponding Cartesian square. Then we have a canonical functorial isomor-
phism
λX′/Y ′(g
∗L) ≃ f∗λX/Y (L).
(ii) If D is an effective relative Cartier divisor D on X, then we have a canonical func-
torial isomorphism
λX/Y (L)− λX/Y (L−D) ≃ λD/Y (L|D). (A.6)
Proof. Since L is flat over Y , we have Rπ′∗L
′ = Lf∗Rπ∗L, cf. [Stacks, Tag 0A1D]. On the
other hand, the determinant functor satisfies detLf∗ = f∗ det, hence (i). If D is an effective
relative Cartier divisor, the restriction exact sequence 0→ L(−D)→ L→ L|D → 0 induces
an exact sequence of perfect complexes 0 → Rπ∗L(−D) → Rπ∗L → R(π|D)∗L|D → 0, and
(ii) follows by additivity of det in exact sequences. 
A.8. Deligne pairings and Knudsen-Mumford expansion. In this section, we fix a
flat, projective, finitely presented morphism π : X → Y of constant relative dimension n,
with Y admissible.
When n = 0, π : X → Y is a finite flat morphism, and the determinant of cohomology
λX/Y provides a canonical and functorial construction of the norm of a line bundle [EGA,
II.6.5] (compare for instance [Fer98, Proposition 3.3]). To see this, recall first that the norm
NX/Y (f) ∈ OY of f ∈ π∗OX is defined as the determinant of the endomorphism of π∗OX
defined by multiplication by f , yielding a multiplicative map
NX/Y : π∗OX → OY . (A.7)
Now define a functor NX/Y : P(X)→ P(Y ) by setting
NX/Y (L) = (det π∗L)− (detπ∗OX)
= λX/Y (L)− λX/Y (OX) = (δλX/Y )(L),
Lemma A.12. For each line bundle L on X, NX/Y (L) coincides with the norm of L as
defined in [EGA, II.6.5].
Proof. Observe that if u ∈ H0(X,O∗X ) is a unit and L is a line bundle on X, multiplication
by u defines an isomorphism L ≃ L, whose induced isomorphism det π∗L ≃ det π∗L, and
hence also NX/Y (L) ≃ NX/Y (L), are both given by multiplication by NX/Y (u).
By [EGA, II.6.1.12.1], L is trivial in a neighborhood of each fiber of π, and Y therefore
admits an open cover (Yi) with L|Xi ≃ OXi on Xi := π−1(Yi). Set Yij = Yi ∩ Yj, Xij =
Xi ∩ Xj = π−1(Yij), and denote by uij ∈ H0(Xij ,O∗Xij ) the corresponding cocycle. The
transition isomorphism OXij ≃ L|Xij ≃ OXij is given by multiplication by uij . By the above
observation, applying the functor NX/Y yields an isomorphism OYij ≃ NX/Y (L)|Yij ≃ OYij
given by multiplication by NXij/Yij (uij), which precisely means that NX/Y (L) coincides with
the norm of L as defined in [EGA, II.6.5]. 
Arguing as in [Duc05, 4.1.1], we next prove:
Proposition A.13. There is a unique way to assign to each finite flat morphism π : X → Y
with Y admissible an additivity structure on the norm functor NX/Y : P(X) → P(Y ) that
is compatible with base change and such that the additivity isomorphisms
NX/Y (L+OX) ≃ NX/Y (L) +NX/Y (OX )
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are the canonical ones given by NX/Y (OX ) = OY .
Proof. Pick two line bundles L,L′ onX and a cover (Yi) of Y with trivializations L|Xi ≃ OXi ,
L′|Xi ≃ OXi . Given an additivity isomorphism
NX/Y (L+ L
′) ≃ NX/Y (L) +NX/Y (L′)
with the desired properties, the induced isomorphisms
NXi/Yi(OXi +OXi) ≃ NXi/Yi(OXi) +NXi/Yi(OXi)
are necessarily equal to the canonical ones obtained by multiplicativity of (A.7), which
proves uniqueness. To establish existence, it is then enough to argue locally on Y , since
compatibility on overlaps will follow from uniqueness, and the result is then straighforward,
using again that any line bundle on X is trivial locally over Y . 
In the terminology of §A.3, Proposition A.13 says that the functor λX/Y is polynomial
of degree 1 when n = 0. This is generalized by the next result due to F. Ducrot [Duc05,
Theorem 4.2]. h
Theorem A.14. [Duc05, Theorem 4.2] There exists a unique way to assign to each flat,
projective, finitely presented morphism π : X → Y of relative dimension n with Y admis-
sible a polynomial structure of degree n + 1 on λX/Y : P(X) → P(Y )Q with the following
properties:
(i) it commutes with base change;
(ii) it coincides with the above one when n = 0;
(iii) for any relative effective divisor D on X, the polynomial structures on λX/Y and
λD/Y are compatible with the canonical restriction isomorphism
λX/Y (L)− λX/Y (L−D) ≃ λD/Y (L|D).
More precisely, [Duc05, Theorem 4.2] proves the existence of a canonical (n + 2)-cube
structure on λX/Y , which yields (and is probably equivalent to) a polynomial structure of
degree n + 1 on λX/Y , as discussed in §A.3. Stricty speaking, the proof of Theorem A.14
assumes X and Y to be locally noetherian, but all the arguments apply to the valuative
case as well, once Corollary A.7 is available. Since a polynomial structure of degree n + 1
on λX/Y is by definition a multi-additive structure on the (n+ 1)-st difference
(δn+1λX/Y )(L0, . . . , Ln) =
∑
I⊂{0,...,n}
(−1)n+1−|I|λX/Y
(∑
i∈I
Li
)
,
and we can thus define the Deligne pairing as the functor P(X)n+1 → P(Y )Q that takes
line bundles L0, . . . , Ln on X to the Q-line bundle
〈L0, . . . , Ln〉X/Y := (δn+1λX/Y )(L0, . . . , Ln). (A.8)
Theorem A.15. The Deligne pairing satisfies the following properties.
(i) it is multi-additive, symmetric, and commutes with base change;
(ii) for each relative effective Cartier divisor D on X, we have canonical multi-additive
functorial isomorphisms
〈OX(D), L1, . . . , Ln〉X/Y ≃ 〈L1|D, . . . , Ln|D〉D/Y ;
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(iii) if f : X ′ → X is a finite flat of degree e, then we have canonical functorial isomor-
phisms
〈f∗L0, . . . , f∗Ln〉X′/Y ≃ e〈L0, . . . , Ln〉X/Y .
Proof. (i) follows directly from Theorem A.14. Given D as in (ii), taking the n-th iterated
difference of the restriction isomorphism
λD/Y (L|D) ≃ λX/Y (L)− λX/Y (L−D)
yields
〈L1|D, . . . , Ln|D〉D/Y = (δnλD/Y )(L1|D, . . . , Ln|D)
≃ (δnλX/Y )(L1, . . . , Ln)− (δn−DλX/Y )(L1, . . . , Ln) ≃ −(δn+1λX/Y )(−D,L1, . . . , Ln),
which is isomorphic to
(δn+1λX/Y )(D,L1, . . . , Ln) = 〈D,L1, . . . , Ln〉X/Y ,
by multiadditivity of δn+1λX/Y . Finally, let f : X
′ → X be finite and flat of degree e, so
that E := f∗OX′ is a rank e vector bundle. By the projection formula we have
R(π ◦ f)∗(f∗L) = Rπ∗Rf∗(f∗L) = Rπ∗(L⊗ E),
and we get (iii) thanks to [Duc05, Proposition 4.7.1], which yields a canonical isomorphism
between the (n+ 1)-st difference of L 7→ detRπ∗(L⊗ E) and e δn+1λX/Y . 
By Lemma A.5, we finally get the following generalization of [KM76, Theorem 4].
Corollary A.16. For each 0 ≤ i ≤ n+ 1, define a functor Fn+1,i : P(X)i → P(Y )Q by
Fn+1,i(L) :=
n+1∑
j=i
(−1)j−i (δjλX/Y ) (Lj),
For each line bundle L on X and m ∈ Z, we then have functorial isomorphisms
λX/Y (mL) ≃
n+1∑
i=0
(
m+ i
i
)
Fn+1,i(L) =
mn+1
(n+ 1)!
〈Ln+1〉X/Y +O(mn),
compatible with base change.
References
[BT76] E. Bedford, A. Taylor. The Dirichlet problem for a complex Monge-Ampe`re equation. Invent. Math.
37 (1976), 1–44. 7.1
[Ber] V.G. Berkovich. Spectral theory and analytic geometry over non-Archimedean fields. Mathematical
Surveys and Monographs, 33. American Mathematical Society, Providence, RI (1990). 4.1, 4.1, 4.2,
4.12, 4.3
[Ber94] V.G. Berkovich. Vanishing cycles for formal schemes. Invent. Math. 115 (1994), 539–571. 4.2
[BB10] R. Berman, S. Boucksom. Growth of balls of holomorphic sections and energy at equilibrium. Invent.
Math. 181 (2010), 337–394. (document), 8.1, 8.1, 8.2, 8.3, 8.3, 9, 9.1, 9.1, 9.1, 9.2, 9.3, 9.3
[BBW11] R. Berman, S. Boucksom, D. Witt Nystro¨m. Fekete points and convergence towards equilibrium
measures on complex manifolds. Acta Math. 207 (2011), 1–27. (document), 9, 9.2
[BGR] S. Bosch, U. Gu¨ntzer, R. Remmert. Non-Archimedean analysis. A systematic approach to rigid
analytic geometry. Grundlehren der Mathematischen Wissenschaften 261. Springer-Verlag, Berlin,
1984. 1.12, 1.3, 1.4, 4.3, 4.3, 4.3, 4.3, 4.3
[BL86] S. Bosch, W. Lu¨tkebohmert. Ne´ron models from the rigid analytic viewpoint. J. Reine Angew. Math.
364 (1986), 69–84. 4.3, 4.3
86 SE´BASTIEN BOUCKSOM AND DENNIS ERIKSSON
[BLR95] Bosch, Lu¨tkebohmert, Raynaud. Formal and rigid geometry IV. The Reduced Fibre Theorem. Invent.
Math. 119 (1995), 361–398. (document), 4.3
[BC] S. Boucksom, H. Chen. Okounkov bodies of filtered linear series. Compositio Math. 147 (2011),
1205–1229. (document), 2, 2.5, 2.6, 2.6, 2.6, 8.4
[BFJ15] S. Boucksom, C. Favre, M. Jonsson. Solution to a non-Archimedean Monge-Ampe`re equation. J.
Amer. Math. Soc. 28, 617–667 (2015). (document), 9, 9.2
[BFJ16] S. Boucksom, C. Favre, M. Jonsson. Singular semipositive metrics in non-Archimedean geometry. J.
Algebraic Geom. 25, 77–139 (2016). (document), 6.8
[BHJ16] S. Boucksom, T. Hisamoto and M. Jonsson. Uniform K-stability, Duistermaat-Heckman measures
and singularities of pairs. To appear in Ann. Inst. Fourier. 6.17
[BJ18] S. Boucksom, M. Jonsson. Singular semipositive metrics on line bundles on varieties over trivially
valued fields. arXiv:1801.08229. (document), 6.8, 8.10, 9, 9.2
[BG+16] J.I. Burgos, W. Gubler, P. Jell, K. Ku¨nnemann, F. Martin. Differentiability of non-archimedean
volumes and non-archimedean Monge-Ampe`re equations (with an appendix by Robert Lazarsfeld) .
arXiv:1608.01919. (document), 2.4, 2.4, 8.2, 9, 9.2
[BPS14] J.I. Burgos, P. Philippon, M. Sombra. Arithmetic geometry of toric varieties.Metrics, measures
and heights. Astrisque No. 360 (2014), 9.18
[CLD12] A. Chambert-Loir and A. Ducros. Formes diffe´rentielles re´elles et courants sur les espaces de
Berkovich. arXiv:1204.6277. (document), 6.1, 6.4, 6.1, 6.1, 6.1, 6.8, 7.1, 7.1, 7.1
[CLT09] A. Chambert-Loir and A. Thuillier. Mesures de Mahler et e´quidistribution logarithmique. Ann. Inst.
Fourier 59 (2009), no. 3, 977–1014. 4.12
[CMac15] H. Chen, C. Maclean. Distribution of logarithmic spectra of the equilibrium energy. Manuscripta
Math. 146 (2015), no.3, 365–394. (document), 8.4
[CMor15] H. Chen, A. Moriwaki. Extension property of semipositive invertible sheaves over a non-
archimedean field. arXiv:1510.06921. (document), 1.12, 1.5, 1.6, 1.6, 1, 4.3, 5.8, 5.3, 6.2, 6.1,
6.2, 6.12
[CLR03] T. Chinburg, C. F. Lau, and R. Rumely. Capacity and arithmetic intersection theory. Duke. Math.
J. 117 (2003), 229–285. (document)
[CL65] G.F. Clements, B. Lindstro¨m. A sequence of (±1)-determinants with large values. Proc. Amer. Math.
Soc. 16 (1965) 548–550. 2.5
[CGZ13] D. Coman, V. Guedj, A. Zeriahi. Extension of plurisubharmonic functions with growth control. J.
reine. angew. Math. 676 (2013), 33–49. 6.1
[Del] P. Deligne. Le de´terminant de la cohomologie. Contemporary Mathematics, 67, 1987. A
[DMR] L. De Marco, R. Rumely Transfinite diameter and the resultant. J. Reine Angew. Math. 611 (2007),
145–161. 9.1, 9.3
[Don01] S.K. Donaldson. Scalar curvature and projective embeddings. I. J. Differential Geom. 59 (2001), no.
3, 479-522. 6.2
[Don2] S.K. Donaldson. Scalar curvature and projective embeddings. II. Q. J. Math. 56 (2005), no. 3, 345–
356. 6.2
[Duc] A. Ducros. Sche´mas plats de type fini sur un anneau de valuation. Private communication. 4.2
[Duc05] F. Ducrot. Cube structures and intersection structures. J. Pure Appl. Algebra 195 (2005), no. 1,
33-73. (document), A, A.1, A.3, A.8, A.8, A.14, A.8, A.8
[EGA] J. Dieudonne´, A. Grothendieck. Ele´ments de ge´ome´trie alge´brique. 4.3, 6.1, 7.2, A.6, A.8, A.12, A.8
[Elk89] R. Elkik Fibre´s d’intersections et integrales de classes de Chern. Ann. Sci. Ec. Norm. Sup. 22 (1989)
195–226. A
[Elk90] R. Elkik Me´triques sur les fibre´s d’intersection. Duke Math. J. 61 (1990), 303–328. 7.2, A.1
[Eri] D. Eriksson Discriminants and Artin conductors J. reine angew. Math. 712 (2016), 107–121. 7.3
[Fer98] D. Ferrand. Un foncteur norme. Bull. Soc. Math. France 126 (1998), 1–49. A.8
[Ger81] P. Ge´rardin. Immeubles des groupes line´aires ge´ne´raux. In Noncommutative harmonic analysis
and Lie groups (Marseille, 1980), Lecture Notes in Math. 880, Springer-Verlag, 1981, 138–178.
(document), 1.3, 3.1
[GI] O. Goldman, N. Iwahori. The space of p-adic norms. Acta Math. 109 (1963), 137–177. 1.2, 1.5
[GKZ94] I. Gelfand, M. Kapranov, A. Zelevinsky Discriminants, Resultants, and Multidimensional Determi-
nants Birkha¨user Boston 1994. 9.4, 9.4
NORMS, DETERMINANT OF COHOMOLOGY AND FEKETE POINTS 87
[Gub13] W. Gubler. Forms and currents on the analytification of an algebraic variety (after Chambert-Loir
and Ducros). 7.1
[GJKM17] W. Gubler, P. Jell, K. Kuennemann, F. Martin Continuity of Plurisubharmonic Envelopes in Non-
Archimedean Geometry and Test Ideals (with an Appendix by Jos Ignacio Burgos Gil and Mart´ın
Sombra). arXiv:1712.00980 (document)
[GM16] W. Gubler, F. Martin. On Zhang’s semipositive metrics. arXiv:1608.08030. 6.1, 6.1, 8.5, 9.1
[GRW15] W. Gubler, J. Rabinoff, A. Werner. Tropical skeletons. arXiv:1508.01179. 4.2
[GS13] W. Gubler, A. Soto. Classification of normal toric varieties over a valuation ring of rank one.
arXiv:1303.1987. 4.11
[GZ05] V. Guedj, A. Zeriahi. Intrinsic capacities on compact Ka¨hler manifolds. J. Geom. Anal. 15 (2005),
no. 4, 607-639. 6.1
[Has17] Y. Hashimoto. Mapping properties of the Hilbert and Fubini-Study maps in Ka¨hler geometry.
arXiv:1705.11025. 6.2, 6.2
[Kap42] I. Kaplansky. Maximal fields with valuations. Duke Math.J.9 (1942),303–321. 1.1
[Kie72] R. Kiehl. Ein ”Descente”-Lemma und Grothendiecks Projektionssatz fu¨r nichtnoethersche Schemata.
Math. Ann. 198 (1972), 287–316. A.5
[KT] M. Kontsevich and Y. Tschinkel. Non-Archimedean Ka¨hler geometry. Unpublished manuscript.
[Kna00] H. Knaf. Divisors on varieties over valuation domains. Israel J. Math. 119 (2000), 349–377. 4.11
[KM76] F. Knudsen and D. Mumford. The projectivity of the moduli space of stable curves. I. Preliminaries
on ”det” and ”Div”. Math. Scand. 39 (1976), no. 1, 19–55. (document), A, A.1, A.4, A.8
[Mah41] K. Mahler. An analogue to Minkowski’s geometry of numbers in a field of series. Ann. Math. 42
(1941), 488–522. 2.27
[MB85] L. Moret-Bailly. Me´triques permises. Se´minaire sur les pinceaux arithme´tiques: la conjecture de
Mordell. Aste´rique 127 (1985) 29–87.
[Mor] A. Moriwaki. Arakelov geometry Translations of mathematical monographs 244 7.2
[MG00] E. Munoz-Garcia. Fibre´s dintersection. Compositio Math. 124 (2000), 21–252. A, A.1
[Nag66] M. Nagata. Finitely generated rings over a valuation ring. J. Math. Kyoto Univ. 5 no.2 (1966),
163–169. 4.2, A.5
[Par00] A. Parreau. De´ge´ne´rescences de sous-groupes discrets de groupes de Lie semi-simples et actions de
groupes sur des immeubles affines. Ph.D. Thesis, Universite´ Paris 11, Orsay, 2000. 3.2
[Poo93] B. Poonen. Maximally complete fields. Enseign. Math. 39 (1993), 87–106. 1.1
[Pra01] G. Prasad. Galois-fixed points in the Bruhat-Tits building of a reductive group. Bull. Soc. Math.
France 129 (2), 2001, 169–174. 5.4
[Rad52] R. Rado. An inequality. J. London Math. Soc. 27 (1952), 1–6. 3.1
[RG71] M. Raynaud, L. Gruson. Crite`res de platitude et de projectivite´. Techniques de ’platification’ d’un
module. Invent. math. 13 (1971), 1–89. 4.2, 5.3, A.5
[RTW15] B. Re´my, A. Thuillier, A. Werner. Bruhat-Tits building and analytic geometry. Berkovich spaces
and applications, 141–202. Lecture Notes in Math. 2119, Springer, Cham, 2015. 5.4
[Rou77] G. Rousseau. Immeubles des groupes re´ductifs sur les corps locaux. The`se Universite´ de Paris-Sud,
Orsay, 1977. 5.4
[Rum07] R. Rumely. A Robin formula for the Fekete-Leja transfinite diameter. Math. Ann. 337 (2007),
729–738. (document), 9.1
[Sch13] P. Scholze. p-adic Hodge theory for rigid-analytic varieties. Forum of Math., Pi (2013) 1. 2.4
[Ser] J.-P. Serre. Local fields. Graduate Texts in Mathematics 67, 1979. 2.4
[Stacks] The Stacks Project Authors. http://stacks.math.columbia.edu. A.4, A.5, A.7
[SUZ97] L. Szpiro, E. Ullmo, S.W. Zhang. E´quire´partition des petits points. Invent. Math. 127 (1997), 337–
347. (document), 9.2
[Tem10] M. Temkin. Stable modification of relative curves. J. Algebraic Geom. 19 (2010), 603–677. 4.3
[Tem14] M. Temkin. Metrization of differential pluriforms on Berkovich analytic spaces. arXiv:1410.3079.
2.3, 2.4, 2.4
[Thu05] A. Thuillier. The´orie du potentiel sur les courbes en ge´ome´trie analytique non archime´dienne.
Applications a´ la the´orie d’Arakelov. Ph.D. Thesis (2005), Universite´ de Rennes I, available at
http://tel.archives-ouvertes.fr/docs/00/04/87/50/PDF/tel-00010990.pdf. 6.8
88 SE´BASTIEN BOUCKSOM AND DENNIS ERIKSSON
[Thu07] A. Thuillier. Ge´ome´trie toro¨ıdale et ge´ome´trie analytique non archime´dienne. Application au type
d’homotopie de certains sche´mas formels. Manuscripta Math. 123 (2007), 381–451. 4.7, 2
[Ull] P. Ullrich. The direct image theorem in formal and rigid geometry. Mathematische Annalen (1995)
301, Issue: 1, page 69–104 A.5, A.5
[WN14] D. Witt Nystro¨m. Transforming metrics on a line bundle to the Okounkov body. Ann. Sci.ENS 47
(2014), 1111–1161. (document), 8.4
[Zha95] S.-W. Zhang. Positive line bundles on arithmetic varieties. J. Amer. Math. Soc. 8 (1995), 187–221.
CNRS-CMLS, E´cole Polytechnique, F-91128 Palaiseau Cedex, France
E-mail address: sebastien.boucksom@polytechnique.edu
Chalmers University of Technology and University of Gothenburg, SE-412 96, Gothenburg,
Sweden
E-mail address: dener@chalmers.se
