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Abstract A goniometric measuring setup enables acquisitions of an ob-
ject from different viewing angles and with different illumination angles and
is commonly used for a detailed spectral characterization of materials. In
this work, we investigate an additional aspect and consider how this setup
can be used to acquire 3D information about an object as a complement
to its spectral properties. This can be achieved for instance with stereo
acquisition, where two acquisitions of an object are imaged from different
directions. The large amount of acquisitions available with a goniomet-
ric measuring setup allows a simulation of different stereo systems with
different viewing angles. We thus analyzed the influence of the choice of
camera positions on the reconstruction of 3D information from these stereo
systems. The camera utilized on the measuring setup was a multispectral
camera featuring a filter wheel. With our method, the original object geom-
etry can be computed from the images acquired on the goniometric setup
with a mean accuracy of 153.9µm.
1 Introduction
Measuring an object or a material on a goniometric measuring setup enables the
characterization of its spectral reflectance function for different illumination and ac-
quisition angles. To this end, the measuring device, the light source or the object
itself can be rotated [1, 2, 3, 4]. The measuring device is a spectrophotometer [5, 6, 7]
or a set of photoelectric detectors [8] if the spectral data should be measured only
for single positions or averaged for small areas of the surface. For measuring material
on larger areas, imaging devices are placed on the goniometric setup, since they give
access to position-dependent information: RGB cameras are used for color acquisi-
tions [9, 10] and the utilization of a line-scan CCD [3], an imaging spectroradiome-
ter [1] or a multispectral camera [6, 11, 12, 13] enables accurate spectral acquisitions.
With these goniometric measurement setups, it is possible to measure bidirectional
reflectance distribution functions (BRDF) [1, 3, 4, 12, 14] or bidirectional texture
functions (BTF) [13] in order to describe materials.
Here, the goniometric measuring setup was not used for its primary purpose: the focus
was on the possibility to extract 3D information concerning the acquired object using
the different acquisition angles. Out of all the viewing positions available from the
data measured with the goniometric setup, it was possible to simulate different stereo
configurations by using only the acquisitions from two positions. This led to first
results about the extraction of 3D information. An essential advantage of using the
goniometric setup for stereo acquisitions is the large amount of acquisition angles that
are available: more feature points are detected thanks to the wide range of angles and
regions that are not visible for some angles are imaged anyway for other angles. The
images acquired on the setup can therefore give depth information about a measured
sample in addition to its BRDF: the setup can be used to measure either only BRDF
or BRDF and depth information simultaneously.
In the following, we first describe the experimental setup, which includes the mul-
tispectral camera as well as the goniometric measuring setup. Then, the camera
calibration performed on the setup is explained. The different stereo systems and the
corresponding depth information are compared in Section 4.
2 Experimental setup
The multispectral camera utilized in this work is depicted in Figure 1a. It was a
19-channel filter wheel camera composed of a monochrome sensor and 19 bandpass
color filters with bandwidths of ca. 10 nm and center wavelengths spread between
400 nm and 760 nm in steps of 20 nm. All the narrowband filters did not have the
same optical characteristics: their thicknesses, tilt angles and refraction indices were
slightly different.
With this goniometric measuring setup, in-plane measurements of materials can be
performed, which means that the normal to the material surface, the light source
and the measuring device are kept in the same plane, see Figure 1b. The object was
positioned on a small rotating table, the light source was fixed and the measuring
device was placed on an arm that can be rotated around the object. The object and
measuring device had the same rotational axis, collinear with the axis ~Y defining the
coordinate system in Figure 1b. By rotating the object, it is possible to set different
illumination angles in steps of 10◦. The angle of the measuring device was freely
adjustable with an accuracy of 0.1◦.
For the extraction of 3D information with this goniometric setup using stereo sys-
tems, the illumination angle was kept constant the whole time and the object surface
remained parallel to the plane defined by the vectors ~X and ~Y , see Figure 1b. The
object was imaged from several different camera positions with different angles. As
shown in Figure 1b, the camera was positioned between −60◦ and +30◦ in steps of
5◦ with the light source at +45◦. The angles were measured relatively to the vertical
of the object surface. This large amount of data enabled the simulation of different
stereo systems at different positions relative to the measured object and with different
angles between both cameras.
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Figure 1: (a) Multispectral camera with 19 color filters in a filter wheel and (b) go-
niometric measuring setup with fixed light source and different camera po-
sitions. For an object whose surface is parallel to the plane defined by the
vectors ~X and ~Y , this corresponds to a light source at +45◦ and camera
positions between +30◦ and −60◦. The angles are measured with respect
to the normal to the surface of the measured object. Both light source and
camera remained in the plane defined by the vectors ~X and ~Z.
3 Calibration
Before the actual stereo reconstruction can be performed using the acquired data, the
camera must be calibrated. A method based on the images of a planar checkerboard
pattern under different positions was utilized [15]. The calibration pattern is imaged
under different positions and the corners of the checkerboard pattern are detected
in the images. The camera parameters are then calculated from the corresponding
corner positions in the different images.
The acquisitions of the checkerboard pattern were performed directly on the gonio-
metric measuring setup. It was thus possible to set up the angles of camera and
object precisely and their positions were also reproducible. These features can bring
advantages for the calibration process, especially by simplifying the acquisition of the
required images of the checkerboard pattern.
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Figure 2: 46 camera positions utilized for calibration. The checkerboard pattern is
marked by a gray rectangle and the origin of the coordinate system at its
corner is marked by a black point. The 13 in-plane positions of the camera,
i.e., along the plane defined by the vectors ~X and ~Z, are marked with a
gray curve. The 33 other out-of-plane camera positions are only used for
calibration purpose and not for measuring materials.
A complete set of calibration images was first acquired from different camera positions
and for different object positions using the aforementioned measuring setup. All 46
acquisition positions are shown in Figure 2 using the view centered on the checkerboard
pattern. The checkerboard pattern was first positioned along the plane defined by
the vectors ~X and ~Y on the small rotating table. The multispectral camera was
then rotated: this led to the in-plane camera positions marked with a gray curve in
Figure 2.
Since the multispectral camera only rotates around the axis ~Y , acquisitions of the
calibration pattern performed out-of-plane are only possible by tilting the calibration
pattern itself. The calibration pattern was therefore tilted along the axis defined by ~X
and the camera was rotated around it. This was performed several times with different
tilt angles of the calibration pattern and led to the positions shown in Figure 2.
This complete set of calibration images was actually the basis for selecting the most
meaningful acquisition positions amongst them. By using only a subset of calibration
images, it would be possible to simplify and speed up the camera calibration on the
goniometric measuring setup. This was taken care of by a sequential selection of the
positions regarding the accuracy of the calculated camera parameters. Starting with
the complete set of all camera positions, the camera was calibrated. The accuracy
of the calibration was assessed using the reprojection error [15]: the 3D positions
of the corners of the checkerboard pattern are projected back into the image planes
using the intrinsic and extrinsic parameters obtained by calibration. The reprojection
error is then the distance in pixels between these reprojected corner positions and the
positions detected in the original images of checkerboard pattern.
To find the most meaningful camera positions and reduce the amount of acquisitions
necessary for calibration, the set of calibration images was successfully reduced. This
was performed by backward selection that "starts with all possible features, and drops
them one at a time" in order to enhance the performance of a system [16, p. 60]. With
this iterative method, one camera position was removed at each iteration with the
aim of improving the reprojection error.
The complete set of 46 camera positions (13 in-plane and 33 out-of-plane) was utilized
for backward selection. The subset of 13 in-plane camera positions shown with the
gray curve in Figure 2 was kept during the whole selection, since it is straightforward to
acquire on the goniometric measuring setup. The reprojection error was the smallest
after 20 iterations of backward selection: 0.2861 pixels. For a checkerboard pattern
positioned as shown in Figure 2, this corresponds to an error of approximately 55µm
along the surface of the checkerboard pattern. The camera positions obtained with
backward selection are shown in Figure 3.
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Figure 3: Optimized camera positions for calibration on goniometric setup. They were
obtained by backward selection, starting with the complete set of camera
positions presented in Figure 2.
4 Extraction of depth information
Depth information of the acquired object was extracted using stereo imaging, based
on the different stereo systems that can be simulated with the goniometric measuring
setup.
The algorithm for extraction of depth information was based on point matching. If
a given object point is observed by the left and right cameras, the corresponding left
and right image points are not found on the same pixel position. Indeed, a certain
shift occurs between both positions, which depends on the parameters of the stereo
system. The depth of the object point can then be derived from this shift: distant
object points lead to small shifts and closer object points to larger shifts.
Feature points were first detected on the object surface imaged by the left and right
cameras of the stereo system and correspondences between the feature points in both
images were found. Outliers were then identified and excluded, and a triangulation
was performed to retrieve the 3D positions of the feature points. The feature points
were detected using the SIFT algorithm (Scale Invariant Feature Transformation [17])
since it provides a high quantity of features in a reasonable processing time. The point
matching was performed without any previous rectification of the images.
Acquired objects
The different stereo systems were evaluated using the acquisitions of the two objects
shown in Figure 4, i.e., the cover of a box and half a sphere. Both were fixed on a
planar object on the rotating table. The planar cover box is a good test object for
such a measuring setup, since the quality of its reconstruction can be easily evaluated.
The exact 3D characteristics of these objects (positions, shapes, ...) were not available
but the following parameters were evaluated. For the box cover which was planar,
we assessed the absolute deviations of the reconstructed 3D points from the plane.
We first calculated the plane of the cover and then the absolute deviations of the
detected feature points with respect to this plane. For the half sphere, we evaluated
its radius based on the feature points. It should be close to 75.0mm, which is the
radius measured directly on the object.
The plane of the cover box as well as the sphere were fitted using the random sam-
ple consensus algorithm (RANSAC) [18] based on all feature points. For the plane
corresponding to the cover box, three random points were first selected from the fea-
ture points detected for the box cover. A plane was then calculated using these three
points, and the deviations of the other feature points with respect to this plane was
calculated. Then, three other random points were chosen and a new plane was calcu-
lated. This was performed as long as the improvements on the deviations were large
enough. The sphere was fitted similarly using four random points.
Stereo systems using two positions on the setup
Camera positions between the angles +30◦ and −60◦ are usually utilized on this
goniometric setup for measuring the BRDF of materials. For the extraction of depth
information, we limited the camera positions to the angles between +30◦ and −30◦:
(a) (b)
Figure 4: Scenes used for depth extraction: (a) the cover of a box and (b) half a
sphere were attached to the small rotating table, which is made visible by
gray edges.
acquisitions with larger viewing angles did not allow the detection of enough feature
points on the object surfaces. Thus, 13 images were acquired for the angles +30◦ to
−30◦ in steps of 5◦. Several different stereo systems with different angles between
both cameras were simulated: the angles between the cameras were set to 5◦, 10◦,
15◦, 20◦, 25◦ and 30◦.
Information from color channels
All 19 color channels of the multispectral camera were considered for the 3D recon-
struction. The feature points were detected in each color channel separately. Since the
structures of the object surface appearing in each color channel are slightly different,
so are the feature points, as shown with the example of the box cover in Figure 5.
Considering all color channels therefore allowed the detection of more feature points
and thus a coverage of the object surface that was more complete than with only one
color channel. The feature points of all color channels were utilized together for the
3D reconstruction.
Evaluation
The results obtained for the cover box and the half sphere are summarized in Table 1
and Table 2, respectively. For the simulated stereo systems, the angle of the left
camera was between −30◦ and +25◦ and the right camera was positioned between 5◦
and 30◦ from it. The table entry for the fifth column (left camera at angle −10◦) and
fourth row (angle 20◦ between both cameras) thus corresponds to the stereo system
with cameras at positions −10◦ and +10◦.
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Figure 5: Box cover with the feature points detected for all color channels, each color
channel being coded with a different color.
The results for the cover box were calculated by first fitting a mean plane on the
reconstructed 3D points and then averaging their mean absolute deviations from this
plane. These mean distances are given in Table 1 in micrometers and are also plotted
in Figure 6a. They were averaged over all feature points and all color channels. They
range from 151.9µm for a stereo system with an angle 30◦ between both cameras to
221.0µm for a stereo system with an angle 5◦ between both cameras. These values
are approximately 3 to 4 times larger than the reprojection error of 55µm obtained
from calibration in Section 3. For narrow stereo systems, i.e., for angles 5◦, 10◦ or
15◦ between the cameras, the mean distances are large and often reach 200µm. For
broader stereo systems, the distances become smaller. The distances are generally
larger for stereo systems positioned at the sides of the object and not in front of it:
for instance if the left camera is at −30◦, −25◦, 15◦ or 20◦, the results are worse than
when the left camera is at −5◦, see Figure 6a.
The results for the sphere were obtained by fitting a sphere using the reconstructed 3D
points and assessing its radius. The radii calculated are given in Table 2 in millimeters
and are plotted in Figure 6b. They were also averaged over all color channels and
all feature points. The radii vary between 71.95mm and 76.95mm. Some values for
broad stereo systems with the angle 30◦ between both cameras were not available
(N/A) because of a bad reconstruction of the sphere. For narrower stereo systems,
the radii remained close to the reference value 75.0mm. No strong dependence of the
accuracy with respect to the position of the stereo system is visible.
The angle between both cameras leading to the best results turned out to be 20◦ with
the previous results. The reconstruction obtained was accurate enough for the uti-
lization of depth information with BRDF characterization of a sample. With smaller
angles, the accuracy of reconstruction is not sufficient, as measured with the errors on
the box cover. Large angles do not allow a good reconstruction of the whole object:
the sphere could not be reconstructed in order to calculate meaningful radii.
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Figure 6: Graphic representation of the results for (a) the cover box and (b) the half
sphere, as written in Tables 1 and 2, respectively.
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5 Conclusions
We presented a goniometric setup whose first application is measuring the angle-
dependence of the reflectance functions of materials, but our aim here was to also
extract depth information about the acquired objects. The measuring device was a
multispectral camera featuring a filter wheel with 19 bandpass filters covering the
visible wavelength range. A method for selecting the best subset of camera positions
for the camera calibration was presented: since the positions can be set precisely,
this subset is reproducible. For 3D reconstruction, we utilized the complementary
information of the 19 color channels in order to detect more feature points along the
object surface.
Different stereo systems were simulated based on the camera positions that can be
adjusted on the goniometric measuring setup: the position of the stereo system and
the angle between both cameras were varied. The best angle between both cameras
was 20◦ and the best position of the stereo system was in front of the object. With
a stereo system in this configuration, the mean absolute deviation for feature points
of the cover box was 153.9µm and the mean radius obtained for the half sphere was
75.64mm.
In future work, other approaches to win 3D information using the goniometric setup
will be tested.
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