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Abstract—Sequence labeling is a fundamental task in natural
language processing and has been widely studied. Recently, RNN-
based sequence labeling models have increasingly gained atten-
tions. Despite superior performance achieved by learning the long
short-term (i.e., successive) dependencies, the way of sequentially
processing inputs might limit the ability to capture the non-
continuous relations over tokens within a sentence. To tackle the
problem, we focus on how to effectively model successive and
discrete dependencies of each token for enhancing the sequence
labeling performance. Specifically, we propose an innovative
and well-designed attention-based model (called position-aware
self-attention, i.e., PSA) within a neural network architecture,
to explore the positional information of an input sequence for cap-
turing the latent relations among tokens. Extensive experiments
on three classical tasks in sequence labeling domain, i.e., part-
of-speech (POS) tagging, named entity recognition (NER) and
phrase chunking, demonstrate our proposed model outperforms
the state-of-the-arts without any external knowledge, in terms of
various metrics.
Index Terms—Sequence labeling, self-attention, discrete con-
text dependency.
I. INTRODUCTION
Sequence labeling, named SL, is one of pattern recognition
task in the filed of natural language processing (NLP) and
machine learning (ML), which aims to assign a categorical
label to each element of a sequence of observed values, such
as part-of-speech (POS) tagging [1], chunking [2] and named
entity recognition (NER) [3], [4], [5] and etc. It plays a pivotal
role in natural language understanding (NLU) and signif-
icantly beneficial for a variety of downstream applications,
e.g., syntactic parsing [6], relation extraction [7] and entity
coreference resolution [8] and etc.
Conventional sequence labeling approaches are usually on
the basis of classical machine learning technologies, such as
Hidden Markov Models (HMM) [9] and Conditional Random
Fields (CRF) [10], which heavily rely on hand-crafted features
(e.g., with/without capitalized word) or language-specific re-
sources (e.g., gazetteers), making it difficult to apply them
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Fig. 1: Example: The impacts of Discrete Context Dependencies.
to new language-related tasks or domains. With advances
in deep learning, many research efforts have been dedicated
to enhancing SL [10], [3], [1] by automatically extracting
features via different types of neural networks (NNs), where
various characteristics of word information are encoded in
distributed representations for inputs [11] and the sentence-
level context representations are learned when end-to-end
training.
Recently, Recurrent Neural Network (RNN) together with
its variants, e.g., long-short term memory (LSTM) or gated
recurrent unit (GRU), have shown great success in modeling
sequential data. Therefore, many researches have devoted to
research on RNN based architectures for SL, such as BiLSTM-
CNN [12], LSTM-CRF [3], LSTM-CNN-CRF [1] and etc.
Despite superior performance achieved, these models have
limitations under the fact that RNNs recursively compose each
word with its previous hidden state encoded with the entire his-
tory information, but the latent independent relations between
each pair of words are not well managed. The sequential way
to process the inputs only focuses on modeling the long-range
successive context dependencies, while neglecting the discrete
context patterns.
Discrete context dependency plays a significant role in
sequence labeling tasks. Generally, for a given word, its
label not only depends on its own semantic information
and neighbor contexts, but may also rely on the separate
word information within the same sequences, which would
significantly affect the accuracy of labeling. Without loss of
generality, we take the part-of-speech (POS) tagging task as
example, as shown in Figure 1, the part-of-speech tag of word
“Industries” in Sentence-1 primarily depends on word “it”, and
thus should label with NNP, which refers to singular proper
noun. However, if such discrete context dependency is not
well modeled, “Industries” may tend to be labeled with plural
proper noun (NNPS) mistakenly, since a word ending with “-s”
and more so “-es” is more likely labeled with NNPS. Similar
to Sentence-2, assigning the part-of-speech tag list item marker
(LS) to word “B” should take account of word “A” and “C”,
where these three constitute a list. Therefore, it is essential to
selectively choose the contexts that have strong impacts on the
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tag of the given word.
Many works [13], [14], [15], [16] demonstrate that self-
attention is capable of effectively improving the performance
of several NLP tasks such as NER, POS tagging and semantic
role labeling, which is actually an attention mechanism of
computing a categorical distribution of the input sequence via
capturing dependencies over tokens. This inspires us to intro-
duce self-attention to explicitly model position-aware contexts
of a given sequence, which has been proven the effectiveness
by encoding absolute positions of the input sequence with
attentions for sequence labeling [15]. Sequentially, Shaw et
al. [17] present an alternative approach to take the account of
the relative distance between sequence elements for represen-
tation. Nevertheless, these approaches have similar problem,
that is, they only consider the absolute or relative position
information independent of the sequence tokens while neglect-
ing the interaction with the input representations. Hence, how
to effectively exploit the position information with attentions
for better modeling the context dependency is still an open
problem.
In this paper, we propose a novel RNN neural architecture
for sequence labeling tasks, which employs self-attention to
implicitly encode position information to provide complemen-
tary context information on the basis of Bi-LSTM, rather than
directly utilizing the relative distance of each pair of tokens
in the process of calculating attention scores, it is benefit for
inducing the latent relations among such tokens. Additionally,
we further propose an extension of standard additive self-
attention mechanism (named position-aware self-attention,
PSA) to model the discrete context dependencies of the input
sequence. Differ from previous works [15], [17], PSA main-
tains a variable-length memory to explore position information
in a more flexible manner for tackling the above mentioned
problem. That is, it jointly exploits three different positional
bias, i.e., self-disabled mask bias, distance-aware Gaussian
bias and token-specific position bias, to induce the latent
independent relations among tokens, which can effectively
model the discrete context dependencies of given sequence.
Additionally, we also develop a self-attentional context fusion
layer to address the self-disabled mask bias problem through
learning a parameter λ to adaptively combine the input and the
output of the position-aware self-attention and then generate
the context-aware representations of each token The extensive
experiments conducted on three classical benchmark datasets
within the domain of sequence labeling, i.e., the CoNLL 2003
NER, the WSJ portion of the Penn Treebank POS tagging and
the CoNLL 2000 chunking, demonstrate that our proposed
model achieves a significant improvement over the state-of-
the-arts. The main contributions of this work are as follows.
• We identify the problem of modeling discrete context
dependencies in sequence labeling tasks.
• We propose a novel position-aware self-attention to in-
corporate three different positional factors for exploreing
the relative position information among tokens; and also
develop a self-attentional context fusion within a novel
neural architecture to provide complementary context
information on the basis of Bi-LSTM for better modeling
the discrete context dependencies over tokens.
• Extensive experiments on part-of-speech (POS) tagging,
named entity recognition (NER) and phrase chunking
tasks verify the effectiveness of our proposed model.
Roadmap. The remaining of the paper is organized as follows.
In Section II, we review the related work, and in Section III we
presents a background on sequence labeling tasks, as well as
a Bi-LSTM-CRF baseline model, followed with the proposed
position-aware self-attention mechanism and self-attentional
context fusion layer in Section IV. Section V presents the
quantitative results on benchmark datasets, also includes an
in-depth analysis, case study and wraps up discussion over
the obtained results. Finally, Section VI concludes the paper.
II. RELATED WORK
There exist three threads of related work regarding our pro-
posed sequence labeling problem, namely, sequence labeling,
self-attention and position based attention.
A. Sequence Labeling
Sequence labeling is a category of fundamental tasks in
natural language processing (NLP), e.g., POS tagging, phrase
chunking, named entity recognition (NER) and etc. Most of
conventional high performance sequence labeling approaches
are based on classical statistical machine learning models,
such as HMM [18], CRFs [10], [19], Support Vector Ma-
chine (SVM) [20], Perceptron [21], and etc., where the well-
designed features are required for training. Although the
great success has been achieved by the traditional supervised
learning based methods, these methods still fail to achieve
good performances due to several facts, such as heavily relying
on handcrafted features/external domain-specific knowledge,
or poor generalization ability on the new datasets.
With the rise of deep learning, many research efforts have
been conducted on neural network based approaches to auto-
matically learning the feature representation for SL tasks. The
pioneering work is firstly proposed by Collobert et al. [11]
to extract context-aware features using a simple feed-forward
neural network with a fixed-size window, and generate the
final labeled sequence through a CRF layer, which yields
good performance in POS tagging, chunking, NER and etc.
However, such window-based methods essentially follow a
hypothesis, according to which the tags of an input word
mainly depend on its neighboring words, while neglecting the
global long-range contexts.
Hence, several variants of bidirectional recurrent neural
networks, e.g., Bidirectional Long-Short Term Memory (Bi-
LSTM) and Bidirectional Gated Recurrent Unit (Bi-GRU),
are proposed to encode long-range dependency features for
the representation learning of each word, and thus achieve
excellent performances. Huang et al. [22] initially employ a
Bi-LSTM model to encode contextual representations of each
word and then adopt a CRF model to jointly decode. Sub-
sequently, the proposed Bi-LSTM-CRF architecture is widely
used for various sequence labeling tasks. Lample et al. [3]
and Ma et al. [1] both extend such model with an additional
LSTM/CNN layer to encode character-level representations.
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Liu et al. [2] conduct a multi-task learning for sequence
labeling by incorporating a character-aware neural language
model. Zhang et al. [23] propose a multi-channel model to
learn the tag dependency via a combination of word-level
Bi-LSTM and tag LSTM. Besides, there also exist several
Bi-GRU based sequence labeling models, e.g., [24], [25].
However, these RNN-based architectures are poor in modeling
discrete context dependencies. In contrary, our proposed model
is based on the Bi-LSTM-CRF architecture with self-attention
mechanism to model the discrete position-aware dependencies
for addressing the sequence labeling problem.
B. Attention Mechanism
Self-Attention. Here, we mainly focus on reviewing self-
attention based methods. Self-attention is a special case of
the attention mechanism to flexibly capture both successive
and discrete dependencies over a given sequence. Indeed,
many studies have devoted to research on how to utilize self-
attention mechanisms to improve the performance of several
NLP tasks through aligning scores of different elements within
a sequence, such as reading comprehension [14], textual entail-
ment [16], sentiment analysis [16], machine translation [15],
language understanding [26] and semantic role labeling [13].
Cheng et al. [14] extend the LSTM architecture with self-
attention to enable adaptive memory usage during recurrence,
which favors to several NLP tasks, ranging from sentiment
analysis to natural language inference. Lin et al. [16] intro-
duce a sentence embedding model with self-attention, in which
a 2-dimensional matrix is utilized to represent the embedding
and each row of the matrix attends on a different part of the
sentence. The model is applied to author profiling, sentiment
analysis and textual entailment, and yields a significant perfor-
mance gain over other methods. Vaswani et al. [15] propose a
RNN/CNN free self-attention network to construct a sequence-
to-sequence (i.e., seq2seq) model and achieve the state-of-the-
arts in the neural machine translation (NMT) task. Shen et
al. [26] employ self-attention to encode sentences and achieve
great inference quality on a wide range of NLP tasks.
However, the purposes of these studies are different from
the current work and thus will not be discussed in detail.
The most related work is proposed by Tan et al. [13], where
they propose a deep neural architecture with self-attention
mechanism for semantic role labeling task and achieves the
excellent performance, which inspire us to follow this line
to apply self-attention to sequence labeling tasks for better
learning the word-level context features and modeling the
discrete dependencies over a given sequence.
Position based Attention. Attention mechanism has strong
ability to model dependencies among tokens, but it cannot
effectively make full use of the position information of the
sequence in its structure. Vaswani et al. [15] propose a
transformer model solely based on attention mechanism that
achieves excellent performance for Neural Machine Transla-
tion (NMT) tasks, and they also point out the problem of
neglecting the position information within attention in the
existing methods. As such, they consider to inject position
information using timing signal approach to encode absolute
position, and then embed it into the representation of the input
sequence in pre-processing progress with attentions. Follow-
ing the success of Transformer, several subsequent studies
using the Transformer architecture with the same strategy
are proposed [13]. Show et al. [17] extend the self-attention
mechanism to take into account the representations of the
relative distances among sequence elements, and yields the
substantial improvements in NMT task. Similarly, Sperber et
al. [27] model the relative position information by strictly
limit the scope of self-attention within their neighboring
representations, which favors to the long-sequence acoustic
modeling. Nevertheless, these approaches solely take account
of the absolute or relative position information independent
of sequence tokens while neglecting its interactions with
their input presentations. In contrast, our proposed position-
aware self-attention model explore the positional information
of the given sequence in a more flexible manner, i.e., mainly
focusing on modeling of discrete context dependencies of that
sequence.
III. PRELIMINARY
Typically, sequence labeling can be treated as a set of inde-
pendent classification tasks, which makes the optimal label for
each member and then the global best set of labels is chosen
for the given sequence at once. Suppose we have a sequence
(xˆ) composed of n tokens, i.e., xˆ = [x1, x2, . . . , xn]>, we aim
to assign a tag to each member and output the corresponding
globally best label sequence yˆ = [y1, y2, . . . , yn]>. Many
neural models are proposed for this task [3], [1]. By following
the success of the state-of-the-art neural network architecture,
we briefly describe a Bi-LSTM-CRF model for this task, which
often consists of three major stages:
Distributed Representation, represents words in low dimen-
sional real-valued dense vectors, where each dimension repre-
sents a latent feature. Besides pre-trained word embeddings for
the basic input, several studies [28], [1], [3] also incorporate
character-level representations for exploiting useful intra-word
information (e.g., prefix or suffix).
Context Encoder, captures the context dependencies and
learns contextual representations for tag decoding. Traditional
methods easily face the risk of gradient vanishing/exploding
problem, and thus several variants of RNNs, e.g., LSTMs [29],
are widely employed to be the context encoder architecture
for different sequence labeling tasks, owing to their promising
performance on handling such problems. Therefore, here we
briefly illustrate a special case of LSTM-CRF model, i.e., Bi-
directional LSTM-CRF, which incorporate past/future contexts
from both directions (forward/backward) to generate the hid-
den states of each word, and then jointly concatenate them to
represent the global information of the entire sequence.
However, the sequential way to process the inputs of RNNs
might weaken the sensitivity of modeling discrete context
dependencies, since it recursively compose each word with
its forward/backward hidden state that encodes the entire
history/future information. As such, the latent relationship
between each pair of words is not well extracted, which is
closely related to the final prediction task. To this end, in
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Fig. 2: Overview of proposed neural architecture.
this paper we propose a self-attentional context fusion layer
to better capture the relations among tokens and help to
model discrete context dependencies, via incorporating the
complementary context information at different layers in our
proposed neural architecture. We will detail it in the following
sections, respectively.
Tag Decoder, employs a CRF layer to produce a sequence
of tags corresponding to the input sequence. Typically, the
correct label to each element of a given sequence often
depends on the choices of nearby elements. As such, the
correlations between labels of adjacent neighborhoods are
usually considered for jointly decoding the best chain of labels
for the entire sequence. Additionally, CRF model has been
proven [10] to be powerful in learning the strong dependencies
across output labels, thus it is usually employed to make
the optimal label for each element of the input sequence.
Specifically, let Z = [zˆ1, zˆ2, . . . , zˆn]> be the output of context
encoder of the given sequence xˆ, and thus the probability
Pr(yˆ|xˆ) of generating the whole label sequence yˆ with regard
to Z is calculated by CRF model [2],
Pr(yˆ|xˆ) =
∏n
j=1 φ(yj−1, yj , zˆj)∑
y′∈Y(Z)
∏n
j=1 φ(y
′
j−1, y
′
j , zˆj)
, (1)
φ(yj−1, yj , zˆj)=exp(Wyj−1,yj zˆj + byj−1,yj ), (2)
where Y(Z) is the set of possible label sequences for Z;
Wyj−1,yj and byj−1,yj indicate the weighted matrix and bias
parameters corresponding to the label pair (yj−1, yj), respec-
tively. Then, we employ a likelihood function L to minimize
the negative log probability of the golden tag sequence for
training,
L = −
∑
xˆ∈X ;yˆ∈Y
log p(yˆ|xˆ), (3)
where X denotes the set of training instances, and Y indicates
the corresponding tag set.
IV. PROPOSED APPROACH
As aforementioned, RNN has limitations in modeling dis-
crete context dependencies of the given sequence, thus in this
paper we mainly focus on how to effectively model this kind of
context dependencies during the context encoder stage within
LSTM-CRF architecture (rf. Section III). Therefore, we pro-
pose a new neural architecture for sequence labeling (shown in
Figure 2), with a novel self-attentional context fusion layer that
provides the complementary context information. Specifically,
there are two context fusion layers are incorporated at different
levels in our proposed architecture, i.e., the one is used for re-
weighting the initial input (following the layer of distributed
representations), and the other is added for re-weighting the
output of word-level Bi-LSTM layer. Besides, a well-designed
position-aware self-attention mechanism with three different
positional factors is also incorporated into the layer, which
models the discrete context dependencies via exploring the
relative position information of tokens in a flexible manner.
Next, we will elaborate our proposed sequence labeling
model in detail. More concretely, Section IV-A will present the
proposed position-aware self-attention mechanism, followed
with the illustration of the proposed context fusion layer in
Section IV-B.
A. Position-Aware Self-Attention
In this section, we present a novel position-aware self-
attention for better inducing the importance of each token to
a specified token within the same sequence.
More concretely, assume the token representations of se-
quence X = [xˆ1, xˆ2, . . . , xˆn]> with xˆi ∈ Rd. To measure
the attention weight of each xˆj to a specified token xˆi, a
compatibility function f(xˆi, xˆj) is employed to measure the
pairwise similarity (i.e., the alignment score) of xˆi and xˆj ; and
then the alignment score is converted by a softmax function
with the normalization of all the n elements within X, i.e.,
ai(j) =
exp(f(xˆi, xˆj))∑
j′ exp(f(xˆi, xˆj′ ))
. (4)
Then, the output (sˆi ∈ Rd) of the self-attention of xˆi is a
weighted sum of representations of all tokens in X according
to the alignment scores, namely,
sˆi =
n∑
j=1
ai(j) xˆj . (5)
Many different self-attention mechanisms are proposed with
the above form, but are different in the compatibility function
f(xˆi, xˆj), here we adopt additive attention mechanism [30],
which is implemented by a one-layer feed-forward neural
network and is often superior to others in practice, which is
computed by
f(xˆi, xˆj) = wˆ
>σ(W(1)xˆi +W(2)xˆj + bˆ), (6)
where σ(·) is an activation function; W(1),W(2) ∈ Rd×d
indict the weight matrices; wˆ ∈ Rd is a weight vector, and bˆ
denotes the bias vector.
Recently, several researches have proven [15], [13], [17] that
position modeling is benefit for optimizing the self-attention
network, since self-attention cannot encode position informa-
tion of tokens in sequence. Although the position information
is implicitly encoded by LSTM in our neural architecture, the
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process of calculating alignment scores within self-attention
is independent of the relative distance of each pair of tokens.
However, the relative distance or position information is an
important factor for inducing the latent relations among them.
To this end, here we explore the positional information of an
input sequence to extend self-attention model with a different
and novel method, aiming to better model of discrete context
dependencies of sequence. To be specific, we adopt to incorpo-
rate three different positional factors, i.e., self-disabled mask
bias, distance-aware Gaussian bias and token-specific position
bias to construct the compatibility function, and which is thus
called position-aware self-attention and is rewritten by
f(xˆi, xˆj) = w
>σ(W(1)xˆi +W(2)xˆj + bˆ) + Ψij(xˆi), (7)
where Ψij(.) is a positional bias function to combine the above
three factors,
Ψij(xˆi) = α1Mij(xˆi) + α2Pij(xˆi) + α3Gij(xˆi), (8)
where αi is a trade-off parameter that controls the contribu-
tions of different biases and
∑
i αi = 1; Mij(.), Pij(.) and
Gij(.) are the output of such three factors, respectively. Next,
we will illustrate the details of each factor in the following
sections.
1) Self-Disabled Mask Bias: For a specific token xi, the
goal of our self-attentional model is to measure its dependency
on other tokens in the same sequence and further capture
discrete context information, thus it is benefit to prevent the
interference of itself information when calculating alignment
scores, through disabling the attention of each token to itself.
As such, we adopt diagonal-disabled mask in [26] for self-
attention, which is
Mij(xˆi) =
{
0, i 6= j,
−∞, i = j, (9)
where −∞ is used to neglect itself contribution in self-
attention.
2) Distance-Aware Gaussian Bias: Self-attention mecha-
nism models the global dependencies among input tokens
regardless of their distance, while the relative position in-
formation is important for modeling the local context in
sequence labeling tasks. Without loss of generality, we take
POS tagging as an example, the POS tag of a word is more
likely influenced by its neighbors, as compared with other
long-distance words. In order to favor the modeling of short-
range dependencies by self-attention, we take account of a
distance-aware Gaussian bias [31] to control the scope of
local context of a specified token xi, and by incorporating it
into the compatibility function, we make the relative distance
among tokens to explicitly affect the computation of their
corresponding attention weights. The distance-aware Gaussian
bias is defined as
Gij(xˆi) =
−(i− j)2
2ε2
, (10)
where i, j indicates the order of xˆi and xˆj ; parameter ε refers
to the standard deviation that is empirically set as ε = k2 ; and
k is a window size, which is set as 10 in our experiments.

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Fig. 3: Self-Attentional Context Fusion Network.
3) Token-specific Position Bias: Gaussian bias only takes
into account the information of relative distance among tokens,
however the way a relative distance affects the distribution of
attention might not be the same for different focused tokens,
and the discrete context dependencies within the sequence
also have much diversity. As such, modeling of the relative
distance should be further explored in a more flexible manner
for addressing the interactions between the representations
of relative positions and the input presentations. Inspired by
Shaw’s work [17] but different from it, a scalar Pij(xˆi) is
computed by the inner product of xˆi and C(i−j, r)-th element
of W(3)(.) , in which C(i − j, r) is estimated by the relative
distance between token xi and xj ,
Pij(xˆi) = xˆiW
(3)C(i−j,r), (11)
where W(3) ∈ R(2r+1)×d is a weight matrix; and r is a
nonnegative value that reflects the maximum margin between
two different tokens. In other words, the relative distance
between two tokens would be clipped to r if it is greater
than the threshold, and its value is equal to the window size
k1. The computation process can be given by C(i − j, r)
(analogous to [17]), which indicates the subscript of W(3)
and is calculated by
C(q, r) =
{
r, |q| > r,
q, q ≤ r. (12)
Note that the maximum of the relative position is clipped
to a threshold r follow the essential hypothesis, that is, the
precise relative position information is not useful while beyond
a certain distance.
B. Self-Attentional Context Fusion Layer
The success of neural networks stems from their highly
flexible non-linear transformations. Since attention mechanism
utilizes a weighted sum to generate the output vectors, whose
representational ability is limited. To further enhance the
1Note that in the remainder it has the similar meaning when the context is
clear and discriminative.
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power of feature extraction of the attentional layer, we take
account of employing two fully connected layers to transform
the outputs of the attention module, which is formally com-
puted by
s˜i = tanh[W
(z2) tanh(W(z1)sˆi + bˆ)], (13)
where W(z1),W(z2) ∈ Rd×d are trainable matrices; and sˆi
denotes the output of the self-attention of xˆi (rf. Eq 5).
As we introduce a diagonal-disabled mask (rf. Section
IV-A) to disable the attention of each token to itself, the output
of the proposed self-attention layer is insufficient for learning
context-aware representation. As such, we adaptively combine
the feature of each token with its context using a fusion gate.
Hence, the final context-aware representation (shown in Figure
3) of xi is linearly combine with input of the self-attention
layer xˆi and the output of the fully connected layers s˜i, namely
λ = sigmoid(W(f3) tanh(W(f1)xˆi +W(f2)s˜i)) (14)
x˜i = λ xˆi + (1− λ) s˜i (15)
where W(f1),W(f2),W(f3) ∈ Rd×d are trainable weight
matrices of the fusion gate.
V. EXPERIMENTS
A. Data Sets
We use three benchmark sequence labeling datasets for eval-
uation, i.e., CoNLL 2003 NER dataset (CoNLL03 NER) , the
Wall Street Journal portion of Penn Treebank dataset (WSJ)
and CoNLL 2000 chunking dataset (CoNLL00 chunking). The
details about such corpora are shown in Table I.
• CoNLL03 NER is a collection of news wire articles from
the Reuters corpus, which includes four different types
of named entities: PER, LOC, ORG, and MISC. We use
the standard dataset split [11] and follow BIOES tagging
scheme (B, I, O, E, S) [4].
• WSJ contains 25 sections and classifies each word into
45 different types of POS tags. Here, we also adopt a
standard data split method used in [23], namely, sections
0-18 as training data, 19-21 as development data, and
sections 22-24 as test data.
• CoNLL00 chunking uses sections 15-18 from the Wall
Street Journal corpus for training and section 20 for
testing. It defines 11 syntactic chunk types ( e.g.,, NP,
VP, ADJP) in addition to other. Following previous
works [32], we randomly sampled 1000 sentences from
the training set as development data.
B. Experimental Setting
We use LSTM to learn character-level representation of
words, and together with the pre-trained word embedding
contributes to the distributed representation for input. Then we
initialize word embedding with 100-dimensional GloVe [33]
and randomly initialize 30-dimensional character embedding.
Fine-tuning strategy is adopted that we modify initial word
embedding during gradient updates of the neural network
Corpus Type Train Dev Test
CoNLL03 NER Sentences 14,987 3,466 3,684Tokens 204,567 51,578 46,666
WSJ Sentences 38,219 5,527 5,462Tokens 912,344 131,768 129,654
CoNLL00 chunking Sentences 8,936 1,000 2,012Tokens 211,727 24,294 47,377
TABLE I: Statistics of CoNLL03 NER, WSJ and CoNLL00 chunking.
model by back-propagating gradients. The size of hidden state
of character/word-level Bi-LSTM are set to 100 and 300,
respectively. And we fix the depth of these layers as 1 in
our neural architecture. All weight matrices in our model are
initialized by Glorot Initialization [34], and the bias parameters
are initialized with 0.
We train the model parameters by the mini-batch stochastic
gradient descent (SGD) with momentum. The batch size and
the momentum are set at 10 and 0.9, respectively. The leaning
rate is updated with ηt = η01+ρt , where η0 is the initial learning
rate (0.01 for POS tagging and 0.015 for NER and chunking),
t is the number of epoch completed and ρ = 0.05 is the decay
rate. The dropout strategy is used for overcoming the over-
fitting on the input and the output of Bi-LSTM with a rate of
0.55, as well as the output of self-attention with a rate of 0.2.
We also use a gradient clipping [35] of 5.0 to avoid gradient
explosion problem. Early stopping [36] is applied for training
models according to their performances on development sets.
C. Evaluation Results and Analysis
1) Over Performance: This experiment is to evaluate the
effectiveness of sequence labeling on different datasets by our
approach. Specifically, we report standard F1-score for CoNLL
2003 NER and CoNLL 2000 chunking tasks, and accuracy for
POS tagging task on WSJ. In order to enhance the fairness of
the comparisons and verify the solidity of our improvement,
we rerun 5 times with different random initialization and report
both average and max results of our proposed model as well as
our re-implemented Bi-LSTM-CRF baseline. The comparison
methods used in this work are the state-of-arts in recent years
that usually compared in many previous work. The results for
these three tasks are given in Table II, Table III and Table
IV, respectively. Note we do not compare all of models listed
in Table II and Table IV, as such methods (with ∗) utilize
external knowledge excluding in the setting of training set, like
character type and lexicon features [12], shared information
learned from other tasks [24], other language models pre-
trained from large unlabeled corpus [32], [39], [40], [41].
Specifically, among the models listed in these tables, Col-
lobert et al.[11] employ a simple feed-forward neural network
with a fixed-size window for context feature extraction, and
adopt CRF method for jointly label decoding; Huang et al. [22]
introduce a Bi-LSTM-CRF model and outperform [11] by
0.51% and 0.14% on the task of NER and chunking, respec-
tively, since Bi-LSTM has a strong ability to extract long-range
context features; Lample et al. [3] utilize the same architecture
as baseline and further apply a LSTM layer to extract character
level features of words, which outperform [22] by 0.84% for
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Index & Model F1-scoreType Value(±std1)
Collobert et al., 2011 [11] reported 89.59
Passos et al., 2014 [5] reported 90.90
Huang et al., 2015 [22] reported 90.10
Lample et al., 2016 [3] reported 90.94
Ma and Hovy, 2016 [1] reported 91.21
Rei, 2017 [37] reported 86.26
Zhang et al., 2017 [38] reported 90.70
Zhang et al., 2018 [23] reported 91.22
Liu et al., 2018[2]2 avg 91.24±0.12max 91.35
Bi-LSTM-CRF3 [22] avg 91.01±0.21max 91.27
Our model avg 91.33±0.08max 91.42
Chiu and Nichols, 2016 [12]∗ reported 91.62±0.33
Yang et al., 2017 [24]∗ reported 91.26
Peters et al., 2017 [32]∗ reported 91.93±0.19
Peters et al., 2018 [39]∗ reported 92.22±0.10
Devlin et al., 2018 [40]∗ reported 92.80
Akbik et al., 2018 [41]∗ reported 93.09±0.12
1 std means Standard Deviation.
2 Here we do not report the result used in [2], but update it with the result according
to the first author’s github https://github.com/LiyuanLucasLiu/LM-LSTM-CRF,
where the author claimed that the original result is not correct.
3 Here we re-implement the classical Bi-LSTM model using the same model setting
and optimization method with our model.
TABLE II: Comparison of overall performance on CoNLL 2003
NER task. Note that methods labelled with ∗ indicate that external
knowledge are used and thus will not be compared for fairness in
our experiments.
Index & Model AccuracyType Value(±std)
Collobert et al., 2011 [11] reported 97.29
Santos and Zadrozny, 2014 [28] reported 97.32
Shen et al., 2007 [42] reported 97.33
Sun, 2014 [43] reported 97.36
Søgaard, 2011 [44] reported 97.50
Rei, 2017 [37] reported 97.43
Ma and Hovy, 2016 [1] reported 97.55
Yasunaga et al., 2017 [45] reported 97.58
Liu et al., 2018 [2] avg 97.53±0.03max 97.59
Zhang et al., 2018 [23] reported 97.59
Bi-LSTM-CRF [22] avg 97.51±0.04max 97.56
Our model avg 97.59±0.02max 97.63
TABLE III: POS tagging accuracy of our model on test data from
WSJ proportion of PTB, together with top-performance systems.
NER task; Similarly, Ma and Hovy [1] achieve a significant
improvement of 1.11% over [22] for NER by equipping the
Bi-LSTM-CRF model with a CNN layer to obtain character-
level representations of words, which indicates the importance
of exploiting useful intra-word information, and their proposed
model also becomes a popular baseline for most subsequent
work in this field; Zhang et al. [38] propose a method called
Multi-Order BiLSTM which combines low order and high
order LSTMs together in order to learn more tag dependencies,
and this method outperforms [22] by 0.6% and 0.55% on
Index & Model F1-scoreType Value(± std)
Collobert et al., 2011 [11] reported 94.32
Sun et al., 2014 [46] reported 94.52
Huang et al., 2015 [22] reported 94.46
Ma and Sun, 2016 [47] reported 94.80
Rei, 2017 [37] reported 93.88
Zhai et al., 2017 [48] reported 94.72
Zhang et al., 2017 [38] reported 95.01
Bi-LSTM-CRF [22] avg 94.92±0.08max 95.01
Our model avg 95.09±0.04max 95.15
Yang et al., 2017 [24]∗ reported 95.41
Peters et al., 2017 [32]∗ reported 96.37±0.05
Akbik et al., 2018 [41]∗ reported 96.72±0.05
TABLE IV: Comparison of overall performance on CoNLL00 chunk-
ing datatset. Note that methods labelled with ∗ indicate that external
knowledge are used and thus will not be compared for fairness in
our experiments.
the task of NER and chunking, however, it yields a worse
performance than [1]; Zhang et al. [23] propose a multi-
channel model that performs better than [1] with a slight
improvement of 0.01% and 0.04% on NER and POS tagging
tasks, which takes the long range tag dependencies into
consideration by incorporating a tag LSTM in their model; Liu
et al. [2] incorporate character-aware neural language models
into the Bi-LSTM-CRF model and outperform [1] by 0.02%
on NER task, but fail to achieve a better performance for POS
tagging.
Note the results show that our proposed model outperforms
our re-implemented Bi-LSTM-CRF model by 0.32%,0.08%
and 0.17% for the tasks of NER, POS tagging and chunking,
respectively, which could be viewed as significant improve-
ments in the filed of sequence labeling. Even compared with
the top-performance popular baseline [1], our model achieves
a much better result for both NER and POS tagging tasks
than other top-conference work in recent two years [38], [23],
[2], with an improvement of 0.12% and 0.04%, respectively.
Besides, the std (Standard Deviation) value of our model is
smaller than the one of Bi-LSTM-CRF, which demonstrates
our proposed method is more robust. We also observe that our
model consistently outperforms all these baselines for different
tasks. Because such models mostly adopt Bi-LSTM as their
context encoder architecture, which cannot directly induce the
relations among two words with a sequential way to process
the inputs, and thus omit modeling part of context depen-
dency especially some discrete patterns. By proposing a novel
position-aware self-attention and incorporating self-attentional
context fusion layers into the neural architecture, our proposed
model is capable of extracting the sufficient latent relationship
among words, thus can provide the complementary context
information on the basis of Bi-LSTM.
2) Ablation Study: In this section, we run experiments on
the CoNLL 2003 NER dataset to dissect the relative impact
of each modeling decision by ablation studies.
For better understanding the effectiveness of our proposed
position-aware self-attention in our model, we evaluate the
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No Model F1-score±std
1 w/o Ψij(xˆi) in Eq 7 91.15±0.12
2 add position encoding 91.05±0.19
3 Our model 91.33±0.08
TABLE V: Experimental results of various position modeling strate-
gies applied to self-attention.
Mij(xˆi) Pij(xˆi) Gij(xˆi) F1-score±std
No Yes Yes 91.12±0.21
Yes No Yes 91.07±0.05
Yes Yes No 91.19±0.24
Yes Yes Yes 91.33±0.08
TABLE VI: Experimental results for ablating three positional factors.
First layer Second layer F1-score±std
No No 91.01±0.21
No Yes 91.13±0.17
Yes No 91.27±0.05
Yes Yes 91.33±0.08
TABLE VII: Experimental results for ablating two self-attentional
context fusion layer.
Number of layers F1-score±std
1 88.7±0.23
2 88.79±0.39
3 88.57±0.23
4 88.51±0.34
5 88.06±0.19
6 87.62±0.17
TABLE VIII: Experimental results of the Transformer model.
performance of various position modeling strategies. Training
process is performed 5 times, and then the average F1-scores
are reported in Table V. Note that Model 3 is our final
proposed architecture. Model 1 remains the same as Model
3 except that it minus Ψij(xˆi) in Eq 7, which suggests there
exists no position information within self-attention. Model 2
applies an absolute position encoding before context encoder
layer on the basis of Model 1, which is the position modeling
strategy adopted by Vaswani et al. [15] in the Transformer
model. Comparing Model 1 with Model 3, we can see that
after removing the proposed positional bias Ψij(xˆi) the perfor-
mance decreases a lot, indicating that our proposed flexible ex-
tension of the self-attention achieves a significant improvement
since it effectively explores the positional information of an
input sequence. But Model 2 with absolute position encoding
yields worse performance than Model 1. We conjecture that
it is because the absolute position embedding might weaken
model’s ability to fusion context features in our architecture.
In order to better understand the working mechanism of
our proposed position-aware self-attention, we further analysis
the influence of three different positional factors incorporated
in it. One of the three factors is removed from proposed
positional bias function (Eq 8) each time and the results are
shown in Table VI. We can clearly see that the final proposed
model including all three factors achieves the best performance
and ablating any one bias contributes to a worse score. It
(a) NER (b) POS Tagging (c) Chunking
Fig. 4: Performances on Different Lengths.
demonstrates the effectiveness of our well designed positional
bias to explore the relative position information of tokens
from different perspectives. The result also shows that after
removing Pij(xˆi), the F1-score decreases the most, indicating
the token-specific position bias leads to a significantly better
performance since it considers the relative positions in a more
flexible manner by tacking the interactions with input repre-
sentations and has advantages in modeling discrete context
dependencies.
In addition, in order to investigate the influence of our
designed self-attentional context fusion layer, we also conduct
ablation tests where one of the two layers (rf. Figure 2) is
removed from our neural architecture each time. Table VII
shows that including either one self-attentional context fusion
layer contributes to an obvious improvement over the baseline
model, which verifies the effectiveness of our proposed self-
attentional context fusion layer to provide the complementary
context information at different levels and then enhance the
prediction.
The Transformer model [15] which is based on self-attention
mechanism has been proven to have strong capabilities for
feature extraction. We also evaluate the transformer with
different numbers of layers on CoNLL03 NER task, and the
result is given in Table VIII. In the experiment we adopt the
transformer as the context encoder architecture and remain the
distributed representations and tag decoder part of our model.
Table VIII shows that it yields a pretty poor performance
that even worse than most of our baselines. We conjecture
that it’s because the transformer model may be sensitive to
the hyper-parameters for different sequence labeling tasks,
since there are lots of hyper-parameters like dimension of
keys/queries/values, dimension of attention model, dimension
of inner-layer, number of heads and etc.
3) Performances on Different Length: We further analyze
the performance of different models with respect to the
different length of sentences. In Figure 4, we compare Bi-
LSTM-CRF baseline and our proposed model on different
sentence lengths. For NER and chunking, our model signif-
icantly outperforms Bi-LSTM-CRF on short sentences (sen-
tence length less than 5 on CoNLL2003, length less than 10
on CoNLL2000), which indicates that the improvement of
the proposed model on short sentences is much larger than
those on long sentences. The discrete context dependencies
with short distances in a sequence are captured very well by
our proposed model but simply neglected by Bi-LSTM-CRF.
For POS tagging, performances of the two models on different
sentence lengths are relatively comparable, while in the range
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Fig. 5: Performance of our model with various window sizes.
(a) Attention probability of word lower for the first case
(b) Attention probability of word higher for the second case
(c) Attention probability of word hit for the third case
(d) Attention probability of word upset for the fourth case
Fig. 6: Heatmaps of four cases.
of (20;40) our model performs slightly better than Bi-LSTM-
CRF.
4) Impact of Window Size: The window size k (rf. Section
IV-A2) is clearly a hyperparameter which must be optimized
for, thus we investigate the influence of the value of k on the
CoNLL2003 NER task. We also rerun 5 times with different
random initialization and report the average score, which is
consistent with our other experiments in this paper. The plot
in Figure 5 shows that when assigning the value of k to
10 we do outperform other models substantially. And with
other window sizes (except 2) our model performs relatively
well and is superior to the Bi-LSTM-CRF baseline (91.01%),
which also suggests the effectiveness of our proposed distance-
aware Gaussian bias to favor the local context dependencies
of sequence.
5) Case Study: In this section, we present an in-depth
analysis of results given by our proposed approach for better
understanding the influence of self-attention mechanism in our
proposed model. Without loss of generality, we take POS
tagging as the task and Bi-LSTM-CRF as the comparison
method for comparison. Table IX shows four cases that our
model predicts correctly but Bi-LSTM-CRF doesn’t. For better
comparison, we visualize the alignment score by heat-maps of
words that baseline model fails to predict their labels correctly.
In the first case, the POS tag of “lower” should be tagged
with adverb comparative (RBR), while Bi-LSTM-CRF recog-
nizes it as adjective comparative (JJR). It’s obvious that the
tag of “lower” is dependent on the 3rd word “open”, where an
adverb is associated with a verb, and the 4th word “sharply”
is a direct modifier of it. Figure 6(a) shows that for word
“lower” it pays more attention on “opened” and “sharply”,
while less on other words. Similar situation is shown in the
second case, where our model assigns correct POS tag to
“higher” which depends largely on its previous word “moved”
but Bi-LSTM-CRF fails. Regarding the third case, our model
succeeds in assigning verb past participle (VBN) to word “hit”
by considering “been” and “hard” while Bi-LSTM-CRF makes
a wrong decision. The consistent conclusion is also reflected
in Figure 6(c), that “been” and “hard” obtain large attention
from the focus word “hit”. And our model predict the POS tag
of “upset” correctly in the fourth case which can be speculated
from the common phrase “have been done by”.
Our analysis suggests that if the choice of assigning label to
a specified token xi depends on several other words, they will
receive a large amount of attention scores from xi, which also
provides a high level interpretability for our self-attentional
model.
VI. CONCLUSIONS
This paper proposes a innovative neural architecture for
sequence labeling tasks, in which a self-attentional context fu-
sion layer is designed and incorporated to better model discrete
and discontinuous context patterns of sequence. In particular,
we further propose a position-aware self-attention to induce
the latent independent relations among tokens over the input
sequence via three different bias, which can effectively model
the context dependencies of given sequence according to the
relative distance among tokens. Experimental results on part-
of-speech (POS) tagging, named entity recognition (NER) and
phrase chunking tasks demonstrate the effectiveness of our
proposed model which achieves state-of-the-art performance.
Furthermore, our analysis reveals the effects of each modeling
decision from different perspectives. In the future, we plan to
further apply our model to data from other domains such as
social media and empower more sequence labeling tasks.
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