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Abstract
In this paper we study the controllability of series connections of arbitrarily many linear systems. As the
main result, we completely determine the controllability and the possible controllability indices of a system
obtained by a special series connection of arbitrarily many linear systems.
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1. Introduction
Let S1, . . . , Sn be linear systems described by the following systems of ordinary differential
equations of the first degree:
Si
{
x˙i = Aixi + Biui
yi = Cixi i = 1, . . . , n, (1)
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where Ai ∈ Kni×ni , Bi ∈ Kni×mi , Ci ∈ Kpi×ni , i = 1, . . . , n, K ∈ {R,C}, while ui , yi , and xi
are the input, the output and the state, respectively, of Si , i = 1, . . . , n, for details see [4].
Since algebraic properties of the system Si depend only on the properties of the matrices Ai , Bi
and Ci , i = 1, . . . , n, we can consider them over an arbitrary field F. Also, recall that the system
Si is controllable if and only if the pair (Ai, Bi) is controllable:
Definition 1. Let A ∈ Fn×n, B ∈ Fn×m. The pair (A,B) is controllable if and only if one of the
following (equivalent) conditions is satisfied:
(1) minλ∈F rank
[
λI − A −B] = n,
(2) all invariant factors of the matrix pencil [λI − A −B] are trivial,
(3) rank [B AB A2B · · · An−1B] = n.
In this case we also say that the corresponding matrix [A B] and the pencil [λI − A −B]
are controllable.
In this paper we study series connections of more than two linear systems. In fact, we study
two different types of connections of n  3 linear systems, described by the following equations
ui+1 = Xiyi, where Xi ∈ Fmi+1×pi , i = 1, . . . , n − 1, (2)
and
uj =
j∑
i=2
Xj−1i−1yi−1, where Xj−1i−1 ∈ Fmj×pi−1 , 2  i  j  n. (3)
As a result of these connections, we obtain a new system S, with input u1, output yn and state
[xT1 · · · xTn ]T.
The connections of the type (2) are further called the series connections of the first type, and
for them the resulting system is controllable if and only if the matrix⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1 0 0 · · · 0 B1
B2X1C1 A2 0
.
.
. 0 0
0 B3X2C2 A3
.
.
. 0 0
...
.
.
.
.
.
.
.
.
.
...
...
0 0
.
.
. BnXn−1Cn−1 An 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4)
is controllable.
Analogously, the connections of the type (3) are further called the series connections of the
second type, and for them the resulting system is controllable if and only if the matrix⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1 0 0
.
.
. 0 B1
B2X11C1 A2 0
.
.
. 0 0
B3X21C1 B3X22C2 A3
.
.
.
...
...
.
.
.
.
.
.
.
.
.
.
.
. 0
...
BnXn−1 1C1 BnXn−1 2C2
.
.
. BnXn−1 n−1Cn−1 An 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (5)
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is controllable.
In fact, series connections of the first type describe connections of the linear systemsS1, . . . , Sn,
such that the input of Si+1 is a linear function of the output of Si , i = 1, . . . , n − 1.
On the other hand, series connections of the second type describe connections of the linear
systems S1, . . . , Sn, such that the input of Si+1 is a linear function of the outputs of S1, . . . , Si ,
i = 1, . . . , n − 1.
Necessary and sufficient conditions for the existence of matricesXi , i = 1, . . . , n − 1, such that
the matrix (4) is controllable, are given in [3]. However, the problems of determining the possible
controllability indices of the matrix (4), respectively (5), when matrices Xi , i = 1, . . . , n − 1,
respectively Xij , 1  j  i  n − 1, vary, are very difficult and remain open. For some partial
results see [1,8]. In order to generalize and extend these results, we have considered only lin-
ear systems S1, . . . , Sn, with the properties rank Bi = ni , i = 2, . . . , n, and rank Ci = ni , i =
1, . . . , n − 1. In this case, the problem of determining the possible controllability indices of the
matrix (4), when matrices Xi , i = 1, . . . , n − 1, vary, is equivalent to the problem of determining
the possible controllability indices of the matrix⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1 0 0 · · · 0 B1
X1 A2 0
.
.
. 0 0
0 X2 A3
.
.
. 0 0
...
.
.
.
.
.
.
.
.
.
...
...
0 0
.
.
. Xn−1 An 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (6)
when matrices Xi ∈ Fni+1×ni , i = 1, . . . , n − 1, vary.
Analogously, the problem of determining the possible controllability indices of the matrix (5),
when matrices Xij , 1  j  i  n − 1, vary, is equivalent to the problem of determining the
possible controllability indices of the matrix⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1 0 0
.
.
. 0 B1
X11 A2 0
.
.
. 0 0
X21 X22 A3
.
.
.
...
...
.
.
.
.
.
.
.
.
.
.
.
. 0
...
Xn−1 1 Xn−1 2
.
.
. Xn−1 n−1 An 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (7)
when matrices Xij ∈ Fni+1×nj , 1  j  i  n − 1, vary.
In this paper we solve the following problems:
Problem 1. Let F be an algebraically closed field. Let Ai ∈ Fni×ni , i = 1, . . . , n and B1 ∈
Fn1×m1 . Find necessary and sufficient conditions for the existence of matrices Xij ∈ Fni+1×nj ,
1  j  i  n − 1, such that the matrix (7) has prescribed controllability indices.
Problem 2. Let F be an algebraically closed field. Let Ai ∈ Fni×ni , i = 1, . . . , n and B1 ∈
Fn1×m1 . Let (A1, B1) be a controllable pair of matrices. Find sufficient conditions for the exis-
tence of matrices Xi ∈ Fni+1×ni , i = 1, . . . , n − 1, such that the matrix (6) is controllable with
prescribed controllability indices.
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2. Notation
Let F be a field. For any polynomial f , d(f ) denotes its degree. If f (λ) = λk − ak−1λk−1 −
· · · − a1λ − a0 ∈ F[λ], where k > 0, then the matrix[
e
(k)
2 · · · e(k)k a
]T
,
where e(k)i is the ith column of the identity matrix Ik and a = [a0 · · · ak−1]T, is called the
companion matrix for the polynomial f (λ).
Definition 2. Two matrices
M = [A B] , M ′ = [A′ B ′] , (8)
whereA,A′ ∈ Fn×n,B,B ′ ∈ Fn×m, are said to be feedback equivalent if there exists a nonsingular
matrix
P =
[
N 0
V T
]
where N ∈ Fn×n, V ∈ Fm×n, T ∈ Fm×m, such that M ′ = N−1MP .
If M and M ′ are feedback equivalent then we also say that the corresponding pairs (A,B) and
(A′, B ′) are feedback equivalent.
It is easy to verify that two matrices of the form (8) are feedback equivalent if and only if the
matrix pencils
R = [λI − A −B] and R′ = [λI − A′ −B ′] (9)
are strictly equivalent, for details see [5].
Further on in this paper, the concept of majorization in the sense of Hardy–Littlewood–Pólya
[6] is used. Given two sequences (a1, . . ., an), (b1, . . ., bn) ∈ Rn, we say that a = (a1, . . ., an)
is majorized by b = (b1, . . ., bn) and write a ≺ b if
j∑
i=1
a(i) 
j∑
i=1
b(i), 1  j  n − 1,
n∑
i=1
a(i) =
n∑
i=1
b(i),
where a(1)  · · ·  a(n) and b(1)  · · ·  b(n) are the elements of a and b, respectively, both in
nonincreasing order.
Also, we say that the partition a is obtained from the partition b by an elementary transformation
whenever there exist indices j and k with j < k, such that a(j) = b(j) − 1, a(k) = b(k) + 1, and
a(i) = b(i) for i /= j, k.
Furthermore, we have that(
a1, . . . , an
) ≺ (b1, . . . , bn)
if and only if (a(1), . . . , a(n)) is obtained from (b(1), . . . , b(n)) by successive applications of a
finite number of elementary transformations.
126 M. Dodig, F.C. Silva / Linear Algebra and its Applications 429 (2008) 122–141
By S(A,B) we denote the controllability matrix of the pair (A,B) i.e.
S(A,B) = [B AB A2B · · · An−1B] ∈ Fn×nm.
If rank S(A,B) = r , then select from left to right the first r linearly independent columns of
S(A,B). Write these columns as
{b1, Ab1, . . . , Ac1−1b1, b2, Ab2, . . . , Ac2−1b2, . . . , Acm−1bm},
where ci = 0 if bi is absent. Obviously rank B = {i|ci > 0}. The positive integers among
c1, c2, . . . , cm, ordered in nonincreasing order, are called the (nonzero) controllability indices
of the pair (A,B) and of the corresponding matrix [A B].
Moreover, the controllability indices of the matrix[
A B
] (10)
coincide with the column minimal indices of the corresponding matrix pencil[
λI − A −B] . (11)
Further on, we shall consider only the nonzero controllability indices.
3. Auxiliary results
Recall the definition of the Brunovsky canonical form of a controllable matrix pair:
If (A,B) ∈ Fn×n × Fn×m is controllable and k1  · · ·  ks > 0 are its controllability indices
then (A,B) is feedback equivalent to a matrix pair (Ac, Bc) such that
Ac = diag(A1, . . . , As), Bc =
[
diag(B1, . . . , Bs) 0
]
,
where
Ai =
[
0 Iki−1
0 0
]
∈ Fki×ki , Bi =
⎡⎢⎢⎢⎣
0
...
0
1
⎤⎥⎥⎥⎦ ∈ Fki×1, 1  i  s.
Lemma 1 (Lemma 3.4 in [1,2]). Let (A,B) ∈ Fn×n × Fn×m and assume that rank S(A,B) = r.
Then there exists a nonsingular matrix P ∈ Fn×n such that
PAP−1 =
[
A1 A2
0 A3
]
, PB =
[
B1
0
]
,
(A1, B1) ∈ Fr×r × Fr×m being a controllable pair. A pair (PAP−1, PB) is called a Kalman
decomposition of (A,B). Analogously, we say that [PAP−1 PB] is a Kalman decomposition
of [A B].
Lemma 2 (Lemma 4.2 in [1,7]). Let α1| · · · |αn and δ1, . . . , δn be 2n monic polynomials. Then
there exists an n × n triangular polynomial matrix with diagonal (δ1, . . . , δn) and α1| · · · |αn as
invariant factors if and only if
α1 · · ·αk| gcd{δi1 · · · δik , 1  i1 < · · · < ik  n}, 1  k  n − 1,
α1 · · ·αn = δ1 · · · δn.
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Lemma 3 (Lemma 4.3 in [1,9,10]). Let F be an algebraically closed field and let h1, . . . , hm and
α1| · · · |αm be nonnegative integers and monic polynomials, respectively. If
(h1, . . . , hm) ≺ (d(αm), . . . , d(α1)),
then there exist monic polynomials δ1, . . . , δm such that d(δi) = hi, 1  i  m and
α1 · · ·αk| gcd{δi1 · · · δik : 1  i1 < · · · < ik  m}, 1  k  m − 1,
α1 · · ·αm = δ1 · · · δm.
In [1] the following result has been proved:
Theorem 3 (Theorem 4.1 and Theorem 4.4 in [1]). Let F be an algebraically closed field. Let
Ai ∈ Fni×ni , i = 1, 2, and B1 ∈ Fn1×m1 . Let (A1, B1) be a controllable pair, with c1  · · · 
cs > 0 as controllability indices. Let k1  · · ·  ks > 0 be positive integers,∑si=1 ki = n1 + n2.
There exists a matrix X1, such that[
A1 0 B1
X1 A2 0
]
is controllable, and has k1  · · ·  ks as the controllability indices, if and only if the following
conditions hold:
(i) ki  ci, i = 1, . . . , s,
(ii) (k1 − c1, . . . , ks − cs) ≺ (d(αn2), . . . , d(αn2−s+1)),
where α1| · · · |αn2 , are the invariant factors of λI − A2 and s = rank B1.
Note that if r is the number of nontrivial invariant factors of λI − A2, then from the condition
(ii) follows:
s  r.
Our aim is to prolong this result for connections of three or more linear systems. In order to
do that we need two technical lemmas from the following section.
4. Technical lemmas
Lemma 4. Let mij , cj , j = 1, . . . , s, i = 1, . . . , t, be positive integers. Let ni, i = 1, . . . , t, be
nonnegative integers, n := ∑ti=1 ni. Let p = s + max{n1, . . . , nt }. Let li , i = 1, . . . , t, be non-
negative integers, such that li  p for every i = 1, . . . , t. Let Aik, k = 1, . . . , li , i = 1, . . . , t, be
nonnegative integers such that Ai1  · · ·  Aili for each i = 1, . . . , t, and such that
s∑
j=1
(mij − mi−1j ) + ni =
li∑
j=1
Aij , i = 1, . . . , t,
wherem0j = cj , j = 1, . . . , s.Letmij  mij ′ ,mij  mi
′
j  cj , for all 1  i′  i  t and 1  j 
j ′  s and let⎛⎝m11 − c1, . . . , m1s − cs, 1, . . . , 1︸ ︷︷ ︸
n1
⎞⎠ ≺ (A11, . . . , A1s+n1), (12)
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n2
⎞⎠ ≺ (A21, . . . , A2s+n2), (13)
...⎛⎝mt1 − mt−11 , . . . , mts − mt−1s , 1, . . . , 1︸ ︷︷ ︸
nt
⎞⎠ ≺ (At1, . . . , Ats+nt ). (14)
Then ⎛⎝mt1 − c1, . . . , mts − cs, 1, . . . , 1︸ ︷︷ ︸
n
⎞⎠ ≺
⎛⎝ t∑
i=1
Ai1, . . . ,
t∑
i=1
Aip, 0, . . . , 0︸ ︷︷ ︸
s+n−p
⎞⎠ . (15)
Proof. From (12)–(14) we obtain∑s
i=1(m1i − ci) + n1 = A11 + · · · + A1s+n1
. . .∑s
i=1(mti − mt−1i ) + nt = At1 + · · · + Ats+nt
⎫⎪⎬⎪⎭
⇒
s∑
i=1
(mti − ci) + n1 + · · · + nt =
t∑
i=1
Ai1 + · · · +
t∑
i=1
Aip. (16)
Now, for any i = 1, . . . , s, we have
mti − ci = mti − mt−1i + mt−1i · · · + m1i − ci 
t∑
i=1
Ai1,
so the same is true for maxi=1,...,s{mti − ci}. Furthermore, if i /= j ,
mti − ci + mtj − cj 
t∑
i=1
Ai1 +
t∑
i=1
Ai2.
Hence,
max
i,j=1,...,si /=j
{mti − ci + mtj − cj } 
t∑
i=1
Ai1 +
t∑
i=1
Ai2.
Analogously, we obtain
max{mti1 − ci1 + · · · + mtij − cij } 
t∑
i=1
Ai1 + · · · +
t∑
i=1
Aij ,
for 1  j  s, where the maximum is taken over all subsets {i1, . . . , ij } ⊂ {1, . . . , s} of j ele-
ments.
By using the property of majorization, we can assume that mti − ci  1, i = 1, . . . , s. Let
s + n1 + · · · + nt  j > s. Now, we have
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mt1 − c1 + · · · + mts − cs + 1 + · · · + 1︸ ︷︷ ︸
j−s
 mt1 − c1 + · · · + mts − cs + {i|ni  1} + {i|ni  2} + · · · + {i|ni  j − s}
= mt1 − mt−11 + mt−11 + · · · + m11 − c1 + mt2 − mt−12 + mt−12
+ · · · + m12 − c2 + · · · + mts − mt−1s + mt−1s + · · · + m1s − cs
+ {i|ni  1} + · · · + {i|ni  j − s} 
t∑
i=1
Ai1 + · · · +
t∑
i=1
Aij .
The last inequality follows from (12)–(14). This together with (16) concludes our proof. 
Lemma 5. Let k1  · · ·  ks > 0 and c1  · · ·  cs > 0 be nonincreasing sequences of positive
integers, ki  ci, i = 1, . . . , s.LetA1  · · ·  As  0 andB1  · · ·  Bs  0 be nonincreasing
sequences of nonnegative integers such that
(k1 − c1, . . . , ks − cs) ≺ (A1 + B1, . . . , As + Bs). (17)
Then there exists a nonincreasing sequence f1  · · ·  fs > 0 of positive integers such that
ki  fi  ci, i = 1, . . . , s, (18)
and such that
(f1 − c1, . . . , fs − cs) ≺ (A1, . . . , As), (19)
(k1 − f1, . . . , ks − fs) ≺ (B1, . . . , Bs). (20)
Proof. We shall define f1  · · ·  fs by induction on the number of elementary operations by
which partitions from (17) differ. Denote this number by n.
The base of induction is the case n = 0. In this case
ki − ci = Aσ(i) + Bσ(i)
for some permutation σ of {1, . . . , s}, and for all i = 1, . . . , s. In particular, we define f1, . . . , fs
in the following way
fi :=ci + Aσ(i) = ki − Bσ(i), i = 1, . . . , s.
Now, it is easy to see that
(f1 − c1, . . . , fs − cs) = (Aσ(1), . . . , Aσ(s)) ≺ (A1, . . . , As)
and
(k1 − f1, . . . , ks − fs) = (Bσ(1), . . . , Bσ(s)) ≺ (B1, . . . , Bs).
Also,
ki  fi  ci, i = 1, . . . , s.
Thus, we are left with proving that f1, . . . , fs are nonincreasing.
Let i  j , i, j = 1, . . . , s, then ci  cj .
If Aσ(i)  Aσ(j) then fi = ci + Aσ(i)  cj + Aσ(j) = fj , as wanted.
So, we are left with the case Aσ(i) > Aσ(j). Then σ(i) < σ(j), and hence Bσ(j)  Bσ(i).
Finally, from ki  kj , we obtain
Aσ(i) + Bσ(i) + ci = ki  kj = Aσ(j) + Bσ(j) + cj ,
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i.e.,
fi − fj  Bσ(j) − Bσ(i)  0,
as wanted.
Now we go to a general case. Suppose that the wanted f1  · · ·  fs exist if the partitions from
(17) differ by n − 1 elementary operations. Our aim is to prove that the wanted f1  · · ·  fs
exist if the partitions from (17) differ by n elementary operations. Let π be a permutation of the set
{1, . . . , s}, such that kπ(i) − cπ(i), i = 1, . . . , s, are in nonincreasing order, i.e., such that kπ(1) −
cπ(1)  · · ·  kπ(s) − cπ(s). Let r := min{i|Ai + Bi > kπ(i) − cπ(i)} and r ′ := max{i|Ai + Bi <
kπ(i) − cπ(i)}. Let l := max{i|Ai + Bi = Ar + Br} and l′ := min{i|Ai + Bi = Ar ′ + Br ′ }. Let
(C1, . . . , Cs) be a partition defined as
Ci :=Ai + Bi, i /= l, l′, (21)
Cl :=Al + Bl − 1, (22)
Cl′ :=Al′ + Bl′ + 1. (23)
From the definition of l and l′ we have that Al + Bl − 1  Al′ + Bl′ + 1, and thus, l < l′.
Hence, at least one of the following two inequalities is valid:
Al > Al′ or Bl > Bl′ .
Obviously, the partition (C1, . . . , Cs) differs from the partition (k1 − c1, . . . , ks − cs) by
n − 1 elementary operations, and from the partition (A1 + B1, . . . , As + Bs) by one elementary
operation. Furthermore, from the definition of l and l′, there exist two partitions (A˜1, . . . , A˜s)
and (B˜1, . . . , B˜s) satisfying
A˜1  · · ·  A˜s, B˜1  · · ·  B˜s,
such that
A˜i + B˜i = Ci, i = 1, . . . , s,
and
A˜i = Ai and B˜i = Bi, i /= l, l′,
so that at the positions l and l′ one of the following cases is valid:
A˜l = Al − 1, A˜l′ = Al′ + 1, B˜l′ = Bl′ , B˜l = Bl, (24)
B˜l = Bl − 1, B˜l′ = Bl′ + 1, A˜l′ = Al′ , A˜l = Al, (25)
A˜l = Al − 1, B˜l′ = Bl′ + 1, A˜l′ = Al′ , B˜l = Bl, (26)
B˜l = Bl − 1, A˜l′ = Al′ + 1, A˜l = Al, B˜l′ = Bl′ . (27)
Now, we can apply the induction hypothesis and conclude the existence of the positive integers
f˜1  · · ·  f˜s , satisfying
ki  f˜i  ci, i = 1, . . . , s,
(f˜1 − c1, . . . , f˜s − cs) ≺ (A˜1, . . . , A˜s),
(k1 − f˜1, . . . , ks − f˜s) ≺ (B˜1, . . . , B˜s).
We are left to show that in each of the cases (24)–(27), we can define f1, . . . , fs as required
in the lemma.
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Suppose that (24) is satisfied. Then define
fi := f˜i , i = 1, . . . , s. (28)
Such defined f1, . . . , fs are nonincreasing, satisfying ki  fi  ci , i = 1, . . . , s, and
(f1 − c1, . . . , fs − cs) ≺ (A˜1, . . . , A˜s) ≺ (A1, . . . , As).
The last is true since in the case (24), we have Al > Al′ which implies (A˜l, A˜l′) ≺ (Al, Al′).
The case (25) is completely analogous to the previous one, so define f1, . . . , fs as in (28).
Since the cases (26) and (27) are symmetric, we shall give the solution only for the case (26),
and the solution for the case (27) follows analogously.
Thus, suppose that (26) is satisfied. Our aim is to prove that there exists an indexm ∈ {1, . . . , s}
such that if we define f1, . . . , fs as
fi := f˜i , i = 1, . . . , s, i /= m, (29)
fm := f˜m + 1, (30)
they satisfy (18)–(20).
Let x1  · · ·  xs  0 and y1  · · ·  ys  0 be such that
(x1, . . . , xs) ≺ (y1, . . . , ys).
Let l, l′ ∈ {1, . . . , s}. Then
(x1, . . . , xi + 1, . . . , xs) ≺ (y1, . . . , yl + 1, . . . , ys),
(x1, . . . , xj − 1, . . . , xs) ≺ (y1, . . . , yl′ − 1, . . . , ys),
for i  l and j  l′, i, j = 1, . . . , s.
Thus, if l = max{i|Ai + Bi = Ar + Br} and l′ = min{i|Ai + Bi = Ar ′ + Br ′ }, in order (19)
and (20) to be valid, m can be any index from 1 to s, except some l − 1 indices (of the biggest l − 1
among (f˜i − ci)’s) and some s − l′ indices (of the smallest s − l′ among (ki − f˜i )’s). Denote the
remaining set of indices by S′ (S′ is nonempty since l < l′ ⇒ l − 1 + s − l′ < s).
In order (18) to be valid, we need to prove that there exists m ∈ S′ such that f˜m < km. Let
i ∈ {1, . . . , s} be such that f˜i = ki . Since B˜l′ > 0, we have that ki − f˜i is among the smallest
s − l′ of (kj − f˜j )’s, and hence i /∈ S′. Thus for all the indices m ∈ S′, f˜m < km.
Finally, in order f1, . . . , fs to be nonincreasing, we need to prove that there exists an index
m ∈ S′ such that fm−1  fm  fm+1, i.e., f˜m−1  f˜m + 1  f˜m+1. The second part of this
inequality is trivially satisfied, so we are left with proving the existence of an index m ∈ S′ such
that f˜m−1 > f˜m.
Divide f˜i’s, i = 1, . . . , s, into the groups of equals, i.e. f˜i and f˜j , i, j = 1, . . . , s, i /= j ,
belong to the same group if and only if f˜i = f˜j . Our aim is to prove that if i ∈ S′ then every j  i
such that f˜i = f˜j also belongs to S′. Indeed, since
f˜j − cj = f˜i − cj  f˜i − ci, (31)
and
kj − f˜j = kj − f˜i  ki − f˜i , (32)
we have that j ∈ S′. Finally, among all indices that belong to S′ choose the minimal ones in
the groups of equals f˜i’s. Denote this set by S, it is nonempty and any index m ∈ S satisfies all
required properties. This finishes our proof. 
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5. Main result – connections of the second type
In this section, we consider the series connections of the second type of three or more linear
systems. In Theorem 7 we give a complete solution to the Problem 1.
5.1. The controllable case
Theorem 4. Let Ai ∈ Fni×ni , i = 1, . . . , n, and B1 ∈ Fn1×m1 be such that the pair (A1, B1) is
controllable with c1  · · ·  cs > 0 as controllability indices. Let k1  · · ·  ks > 0 be positive
integers,
∑s
i=1 ki =
∑n
i=1 ni.There exist matricesXij ∈ Fni+1×nj , 1  j  i  n − 1, such that
the matrix⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1 0
.
.
. 0 0 B1
X11 A2 0
.
.
. 0 0
X21 X22 A3
.
.
.
.
.
.
...
.
.
.
.
.
.
.
.
.
.
.
. 0
...
Xn−11 Xn−12
.
.
. Xn−1n−1 An 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(33)
is controllable, and has k1  · · ·  ks as its controllability indices if and only if the following
two conditions are valid
(i) ki  ci, i = 1, . . . , s,
(ii) (k1 − c1, . . . , ks − cs) ≺
(
n∑
i=2
d(αini ), . . . ,
n∑
i=2
d(αini−s+1)
)
,
where αi1| · · · |αini are the invariant factors of λI − Ai, i = 1, . . . , n, and s = rank B1.
Note that if ri is the number of nontrivial invariant factors of λI − Ai , i = 1, . . . , n, then from
the condition (ii) we have
s  ri, i = 1, . . . , n.
Proof. Necessity: Suppose that there exist matrices Xij , 1  j  i  n − 1, such that the matrix
(33) has the wanted properties. Denote by f j1  · · ·  f js > 0 the controllability indices of the
submatrices of (33) formed by its first n1 + · · · + nj+1, j = 0, . . . , n − 1, rows. Here, f 0i = ci
and f n−1i = ki , i = 1, . . . , s. By Theorem 3, we obtain the following conditions:
f i−1j  f
i−2
j , j = 1, . . . , s, (34)
(f i−11 − f i−21 , . . . , f i−1s − f i−2s ) ≺ (d(αini ), . . . , d(αini−s+1)), (35)
for every i = 2, . . . , n.
So, by unifying these conditions, and by Lemma 4, we obtain:
ki  ci, i = 1, . . . , s,
(k1 − c1, . . . , ks − cs) ≺
(
n∑
i=2
d(αini ), . . . ,
n∑
i=2
d(αini−s+1)
)
,
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as wanted.
Sufficiency: Let the conditions (i) and (ii) be valid. Our aim is to prove that there exist matrices
Xij , 1  j  i  n − 1, such that the matrix (33) is controllable with k1  · · ·  ks as control-
lability indices. The proof will go by induction. The base of induction is the case n = 2, which is
already solved by Theorem 3.
Let n > 2. Suppose that there exists a nonincreasing sequence of positive integers f1  · · · 
fs such that:
fi  ci, i = 1, . . . , s, (36)
(f1 − c1, . . . , fs − cs) ≺
(
n−1∑
i=2
d(αini ), . . . ,
n−1∑
i=2
d(αini−s+1)
)
, (37)
and
ki  fi, i = 1, . . . , s, (38)
(k1 − f1, . . . , ks − fs) ≺ (d(αnnn), . . . , d(αnnn−s+1)). (39)
Then, from the induction hypothesis, there exist matrices Xij , 1  j  i  n − 2, such that
the submatrix formed by the first
∑n−1
i=1 ni rows of (33) is controllable, and has f1, . . . , fs as
controllability indices. Thus, by applying Theorem 3, there exist matrices Xn−1,j 1  j  n − 1,
such that the matrix (33) is controllable with k1  · · ·  ks as controllability indices.
So, we are left with proving the existence of f1  · · ·  fs which satisfy (36)–(39).
Let β(x) := ∑n−1i=2 d(αini−x+1) and α(x) :=d(αnnn−x+1), x = 1, . . . , s. Then the condition (ii)
becomes
(k1 − c1, . . . , ks − cs) ≺ (α(1) + β(1), . . . , α(s) + β(s)).
By Lemma 5, there exist nonincreasing, positive integers f1  · · ·  fs such that
ki  fi  ci, i = 1, . . . , s,
(f1 − c1, . . . , fs − cs) ≺ (β(1), . . . , β(s)),
(k1 − f1, . . . , ks − fs) ≺ (α(1), . . . , α(s)),
which concludes our proof. 
5.2. The noncontrollable case
Now we pass to a new problem. The following step is to solve the previous problem in the
noncontrollable case, i.e., when the pair (A1, B1) and the matrix (7) are not controllable. First,
we give Theorem 5, which is in some sense weaker than Theorem 5.1 from [1], but however more
useful in questions of prolongation:
Theorem 5. Let F be an algebraically closed field. Let A1 ∈ Fn1×n1 , B1 ∈ Fn1×m1 , A2 ∈ Fn2×n2
be such that the pair (A1, B1) is controllable with c1  · · ·  cs > 0 as controllability indices.
Let k1  · · ·  ks > 0 be positive integers, such that ∑si=1 ki  n1 + n2. There exists a matrix
X1 ∈ Fn2×n1 such that[
A1 0 B1
X1 A2 0
]
(40)
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has k1  · · ·  ks as controllability indices (the dimension of the noncontrollable block is d =
n1 + n2 −∑si=1 ki) if and only if the following conditions are valid:
(i) ki  ci, i = 1, . . . , s,
(ii)
⎛⎝k1 − c1, . . . , ks − cs, 1, . . . , 1︸ ︷︷ ︸
d
⎞⎠ ≺ (A1, . . . , As+d),
where Ai = d(αn2−i+1), i = 1, . . . , s + d, and α1| · · · |αn2 are the invariant factors of λI − A2.
Proof. Without loss of generality, consider the pair (A1, B1) in its Brunovsky canonical form
(Ac, Bc). Sufficiency of the conditions (i)–(ii) can be proved analogously as the sufficiency part
of the proof of Theorem 4.1 from [1] i.e., by using Lemma 2 and Lemma 3. These lemmas, together
with the condition (ii), allow us to put the matrix A2, by similarity operations, into a block lower
triangular form, such that the blocks below the principal diagonal have nonzero entries only in
their last rows. On the principal diagonal it has blocks in the form of companion matrices, the
first d of them of dimension 1 and the following s of them of dimension ki − ci , i = 1, . . . , s,
respectively.
Let Q :={i ∈ {1, . . . , s}|ki /= ci}. Define the matrix X1 such that it has zeros under the block
corresponding to ci inAc, for all i ∈ {1, . . . , s} \ Q. Now put units in the matrixX1 at the positions
(d +∑ji=1 (ki − ci), 1 +∑j−1i=1 ci), j ∈ Q, and all other entries in the matrix X1 put to be zeros.
Then the matrix (40) has k1  · · ·  ks as controllability indices and d is the dimension of its
noncontrollable part.
Now, we can proceed with the necessity part of the proof. Let f ji be the ith row of the identity
matrix Ij . Let⎡⎣K 0 0 0 J0 M 0 T 0
S 0 N 0 0
⎤⎦ , (41)
where
J :=diag(ex+1x+1, . . . , ex+1x+1︸ ︷︷ ︸
d
), S :=diag(f x+11 , . . . , f x+11︸ ︷︷ ︸
d
),
T :=diag(ek1k1 , . . . , e
ks
ks
), K :=diag(L, . . . , L︸ ︷︷ ︸
d
), M :=diag(U1, . . . , Us),
where L :=C(λx+1), Ui :=C(λki ), i = 1, . . . , s and x := max{k1, c1}. Also, the matrix N has the
same invariant polynomials as the matrix (40).
Thus, the matrix (41) is controllable and has
x + 2  · · ·  x + 2︸ ︷︷ ︸
d
 k1  · · ·  ks
as controllability indices. The submatrix[
M 0 T
0 N 0
]
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of (41), has the same feedback invariants as the matrix (40), i.e., they are feedback equivalent.
So, there exists an invertible matrix P =
[
P1 P2
P3 P4
]
∈ F(n1+n2)×(n1+n2) such that the matrix (41)
is feedback equivalent to the following one⎡⎣ K 0 0 J 0P2S A1 0 0 B1
P4S X1 A2 0 0
⎤⎦ . (42)
Furthermore, its submatrix[
K 0 0 J 0
P2S A1 0 0 B1
]
is controllable and has x + 1  · · ·  x + 1︸ ︷︷ ︸
d
 c1  · · ·  cs as controllability indices. Thus, if
denote by
A1 :=
[
K 0
P2S A1
]
, B1 :=
[
J 0
0 B1
]
, X := [P4S X1] ,
we have that the pair (A1, B1) is controllable with x + 1  · · ·  x + 1︸ ︷︷ ︸
d
 c1  · · ·  cs as
controllability indices. Also, X is such that the matrix[
A1 0 B1
X A2 0
]
(43)
is controllable with x + 2  · · ·  x + 2︸ ︷︷ ︸
d
 k1  · · ·  ks as controllability indices. Finally, by
applying Theorem 3, we obtain:
(i) ki  ci, i = 1, . . . , s,
(ii)
⎛⎝k1 − c1, . . . , ks − cs, 1, . . . , 1︸ ︷︷ ︸
d
⎞⎠ ≺ (A1, . . . , As+d),
as wanted. 
Now, we consider the case when the matrix pair (A1, B1) is not controllable. The result is
given in the following theorem:
Theorem 6. Let F be an algebraically closed field. Let A1 ∈ Fn1×n1 , B1 ∈ Fn1×m1 , A2 ∈ Fn2×n2
be such that the pair (A1, B1) has c1  · · ·  cs > 0 as controllability indices (n1 −∑si=1 ci =
δ  0). Let k1  · · ·  ks > 0 be positive integers,∑si=1 ki  n1 + n2. There exists a matrix
X1 ∈ Fn2×n1 such that[
A1 0 B1
X1 A2 0
]
(44)
has k1  · · ·  ks as controllability indices (the dimension of the noncontrolable block is d =
n1 + n2 −∑si=1 ki) if and only if the following conditions are valid:
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(i) d  δ,
(ii) ki  ci, i = 1, . . . , s,
(iii)
⎛⎝k1 − c1, . . . , ks − cs, 1, . . . , 1︸ ︷︷ ︸
d−δ
⎞⎠ ≺ (A1, . . . , Ad−δ+s),
where Ai = d(αn2−i+1), i = 1, . . . , d − δ + s, and α1| · · · |αn2 are the invariant factors of λI −
A2.
Proof. Sufficiency: Let[
N1 0 0
∗ M1 M2
]
be a Kalman decomposition of the matrix [A1 B1]. Here the pair (M1,M2) is controllable
with c1  · · ·  cs as controllability indices and N1 ∈ Fδ×δ . Thus, the matrix (44) is feedback
equivalent to the following one⎡⎣N1 0 0 0∗ M1 0 M2
X11 X12 A2 0
⎤⎦ , (45)
where X11 ∈ Fn2×δ , X12 ∈ Fn2×(n1−δ) and ∗ denotes unimportant entries.
Our aim is to define matrices X11 and X12 such that the matrix (45) has k1  · · ·  ks as
controllability indices and d as the dimension of the noncontrollable part.
Now, from the conditions (i)–(iii) and by applying Theorem 5, we have that there exists a
matrix X12 ∈ Fn2×(n1−δ) such that the matrix[
M1 0 M2
X12 A2 0
]
(46)
has k1  · · ·  ks as controllability indices, while its noncontrollable part is of the dimension
d − δ.
Now, the matrix (45) becomes⎡⎣N1 0 0 0∗ M1 0 M2
0 X12 A2 0
⎤⎦ . (47)
Put the submatrix (46) of (47) into its Kalman decomposition form. Now, the matrix (47) is
feedback equivalent to the matrix⎡⎣N1 0 0 0∗ N2 0 0
∗ ∗ M1 M2
⎤⎦ (48)
where (M1,M2) is controllable pair with k1  · · ·  ks as controllability indices and N2 ∈
F(d−δ)×(d−δ). Thus, the dimension of the noncontrollable part of the matrix (48) is d, as wanted.
Necessity: To prove the necessity of the conditions, suppose that there exists a matrix X1 such
that the matrix (44) has the required properties. As in the sufficiency part of the proof, it can be
shown that the matrix (44) is feedback equivalent to the matrix (45). Thus, there exist matrices
X11 and X12 such that the matrix (45) has wanted properties. Let f1  · · ·  fs be controllability
indices and d − δ′  0 be dimension of the noncontrollable part of the matrix
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M1 0 M2
X12 A2 0
]
. (49)
By applying Theorem 5, we obtain the following conditions:
(i) d  δ′,
(ii) fi  ci, i = 1, . . . , s,
(iii)
⎛⎝f1 − c1, . . . , fs − cs, 1, . . . , 1︸ ︷︷ ︸
d−δ′
⎞⎠ ≺ (A1, . . . , Ad−δ′+s).
Now, the matrix (45) is feedback equivalent to the matrix of the form (48), where the pair
(M1,M2) is controllable with f1  · · ·  fs as controllability indices and N2 ∈ F(d−δ′)×(d−δ′).
Thus, we have fi = ki , i = 1, . . . , s, and δ = δ′, which concludes our proof. 
Finally, we give the solution for the problem of series connection of the second type of arbitrarily
many linear systems in the noncontrollable case:
Theorem 7. Let F be an algebraically closed field. Let Ai ∈ Fni×ni , i = 1, . . . , n, and B1 ∈
Fn1×m1 be such that a pair (A1, B1) has c1  · · ·  cs > 0 as controllability indices (n1 −∑s
i=1 ci = δ  0). Let k1  · · ·  ks > 0 be positive integers, such that
∑s
i=1 ki 
∑n
i=1 ni.
There exist matrices Xij ∈ Fni+1×nj , 1  j  i  n − 1, such that the matrix⎡⎢⎢⎢⎢⎣
A1 0 B1
X11 A2 0
.
.
.
.
.
.
.
.
.
...
Xn−11
.
.
. Xn−1n−1 An 0
⎤⎥⎥⎥⎥⎦ (50)
has k1  · · ·  ks as controllability indices (the dimension of the noncontrollable block is d =∑n
i=1 ni −
∑s
i=1 ki  0) if and only if the following conditions are valid:
(i) d  δ,
(ii) ki  ci, i = 1, . . . , s,
(iii)
⎛⎝k1 − c1, . . . , ks − cs, 1, . . . , 1︸ ︷︷ ︸
d−δ
⎞⎠ ≺ ( n∑
i=2
Ai1, . . . ,
n∑
i=2
Aid−δ+s
)
,
where Aji = d(αjnj−i+1), i = 1, . . . , d − δ + s, and α
j
1 | · · · |αjnj are the invariant factors of λI −
Aj , j = 2, . . . , n.
Proof. Necessity: Suppose that there exist matrices Xij ∈ Fni+1×nj , 1  j  i  n − 1, such that
the matrix (50) has wanted properties. Let f i1  · · ·  f is > 0 be the controllability indices and
let di be the dimension of the noncontrollable part of the submatrix of (50) formed by its first∑i+1
j=1 nj rows, for every i = 0, . . . , n − 1. So, we have ci = f 0i and ki = f n−1i , i = 1, . . . , s,
d0 = δ and dn−1 = d .
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By Theorem 6, we obtain the following conditions:
di  di−1, (51)
f ij  f i−1j , j = 1, . . . , s, (52)⎛⎜⎝f i1 − f i−11 , . . . , f is − f i−1s , 1, . . . , 1︸ ︷︷ ︸
di−di−1
⎞⎟⎠ ≺ (Ai+11 , . . . , Ai+1di−di−1+s), (53)
for i = 1, . . . , n − 1.
Thus, by unifying the conditions (51)–(53) for all i = 1, . . . , n, and by Lemma 4, we obtain
(i) d  δ,
(ii) ki  ci, i = 1, . . . , s,
(iii)
⎛⎝k1 − c1, . . . , ks − cs, 1, . . . , 1︸ ︷︷ ︸
d−δ
⎞⎠ ≺ ( n∑
i=2
Ai1, . . . ,
n∑
i=2
Aid−δ+s
)
,
as wanted.
Sufficiency: Analogously as in the proofs of Theorem 4 and Theorem 6, our aim is to define
a nonincreasing sequence of positive integers f1  · · ·  fs and a nonnegative number d1 such
that d  d1  δ, and
ki  fi  ci, i = 1, . . . , s,⎛⎜⎝f1 − c1, . . . , fs − cs, 1, . . . , 1︸ ︷︷ ︸
d1−δ
⎞⎟⎠ ≺ (A(1), . . . , A(d1 − δ + s)),
⎛⎜⎝k1 − f1, . . . , ks − fs, 1, . . . , 1︸ ︷︷ ︸
d−d1
⎞⎟⎠ ≺ (B(1), . . . , B(d − d1 + s)),
where A(i) :=A2i , and B(i) :=
∑n
i=3 A
j
i , i = 1, . . . , d − δ + s.
Furthermore, if ki = ci for some i ∈ {1, . . . , s}, then we define fi :=ki = ci . So, we can “cut
off” those indices. Thus, we can assume that ki > ci , i = 1, . . . , s. Also, define ci = 1 and ki = 2,
for i = s + 1, . . . , s + d − δ.
Now, the condition (iii) becomes
(k1 − c1, . . . , ks+d−δ − cs+d−δ) ≺ (A(1) + B(1), . . . , A(d − δ + s) + B(d − δ + s)).
By Lemma 5, we have that there exist f1  · · ·  fs+d−δ > 0 such that
ki  fi  ci, i = 1, . . . , s + d − δ,
(f1 − c1, . . . , fs+d−δ − cs+d−δ) ≺ (A(1), . . . , A(d − δ + s)),
(k1 − f1, . . . , ks+d−δ − fs+d−δ) ≺ (B(1), . . . , B(d − δ + s)).
For i = s + 1, . . . , s + d − δ, we have
2  fi  1.
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If fi = 1, i = s + 1, . . . , s + d − δ, let m :=0. Otherwise, let
m := max{i|fs+i = 2}, d − δ  m > 0.
Then⎛⎝f1 − c1, . . . , fs − cs, 1, . . . , 1︸ ︷︷ ︸
m
⎞⎠ ≺ (A(1), . . . , A(m + s)),
⎛⎝k1 − f1, . . . , ks − fs, 1, . . . , 1︸ ︷︷ ︸
l
⎞⎠ ≺ (B(1), . . . , B(l + s)),
where m + l = d − δ.
Thus, let d1 :=d − l = δ + m. This concludes our proof. 
6. Connections of the first type – sufficient conditions
In this section we deal with the series connections of the first type of arbitrarily many linear
systems, i.e., we study the properties of the matrix⎡⎢⎢⎢⎢⎢⎢⎣
A1 0 0 · · · 0 B1
X1 A2 0 · · · 0 0
0 X2 A3 · · · 0 0
...
.
.
.
.
.
.
.
.
.
...
...
0 0
.
.
. Xn−1 An 0
⎤⎥⎥⎥⎥⎥⎥⎦ , (54)
when matrices X1, . . . , Xn−1 vary.
The problem of determining the controllability of the matrix (54) is solved in [3]. However,
the problem of determining the possible controllability indices of the matrix (54) when matri-
ces X1, . . . , Xn−1 vary, still remains open. In the following theorem, we present the sufficient
conditions for it. This result gives the solution to Problem 2.
Theorem 8. Let F be an algebraically closed field. Let Ai ∈ Fni×ni , i = 1, . . . , n, and B1 ∈
Fn1×m1 , rank B1 = s, be matrices such that the pair (A1, B1) is controllable with c1  · · · 
cs > 0 as its controllability indices. Let k1  · · ·  ks > 0 be positive integers. Let S = {i|ki /=
ci} ⊂ {1, . . . , s} and let r = S.
If
(o) ni  r, i = 1, . . . , n,
(i) ki  ci, i = 1, . . . , s,
(ii) (k1 − c1, . . . , ks − cs) ≺
(
n−1∑
i=2
D
i
1 + Dn1 , . . . ,
n−1∑
i=2
D
i
s + Dns
)
,
then there exist matricesXi ∈ Fni+1×ni , i = 1, . . . , n − 1, such that the matrix (54) is controllable
and has k1  · · ·  ks > 0 as controllability indices.
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Here Dji = d(αjnj−i+1), i = 1, . . . , s, and αi1| · · · |αini are the invariant factors of λI − Ai, ri
of them nontrivial, i = 2, . . . , n.Also, (Dj1, . . . , Djs ) is the maximal (in the sense of majorization)
nonincreasing partition majorated by the partition (Dj1 , . . . , Djs ) such that D
j
i > 0 for every
i = 1, . . . , r, and for each j = 2, . . . , n − 1.
Remark 9. Let j ∈ {2, . . . , n − 1}. Then (Dj1, . . . , Djs ) satisfy the following properties:
(D
j
1, . . . , D
j
s ) ≺ (Dj1 , . . . , Djs ),
and for every nonincreasing partition (x1, . . . , xs), such that
(x1, . . . , xs) ≺ (Dj1 , . . . , Djs ),
and such that xi > 0, i = 1, . . . , r, we have
(x1, . . . , xs) ≺ (Dj1, . . . , Djs ).
Since
∑s
i=1 D
j
i = nj  r , D
j
i with these properties always exist. In particular, we can de-
fine them explicitly as follows: if Djr > 0, then D
j
i :=Dji , i = 1, . . . , s. If Djr = 0 then let
b = max{a < r|∑ri=a+1 Dji  r − a}, and define
D
j
i :=Dji , i = 1, . . . , b,
D
j
b+1 :=
r∑
i=b+1
D
j
i − r + b + 1,
D
j
i :=1, i = b + 2, . . . , r,
D
j
i :=0, i = r + 1, . . . , s.
Proof. Put the pair (A1, B1) in its Brunovsky canonical form (Ac, Bc). Note that from the condi-
tion (ii) follows r  maxi=1,...,n{ri}, and hence Dji = 0, j = 2, . . . , n − 1, and Dni = 0 for every
i > s.
Let ki > ci , i = 1, . . . , s, i.e. let r = s. From the conditions (i) and (ii), and by applying Lemma
5 repeatedly, we obtain that there exist positive integers f i1  · · ·  f is , i = 1, . . . , n − 2, such
that
ki  f n−2i  f
n−3
i  · · ·  f 1i  ci, i = 1, . . . , s,
(f 11 − c1, . . . , f 1s − cs) ≺ (D21, . . . , D2s ),
(f 21 − f 11 , . . . , f 2s − f 1s ) ≺ (D31, . . . , D3s ),
· · ·
(f n−21 − f n−31 , . . . , f n−2s − f n−3s ) ≺ (D
n−1
1 , . . . , D
n−1
s ),
(k1 − f n−21 , . . . , ks − f n−2s ) ≺ (Dn1 , . . . , Dns ).
Since Dji  1, i = 1, . . . , s, j = 2, . . . , n − 1, we obtain that f 1i − ci  1 and f ji − f j−1i 
1, i = 1, . . . , s, j = 2, . . . , n − 2. Like in [1], since F is algebraically closed field, we can put
the matrices Aj into the following similar forms:
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PjAjP
−1
j = Cj =
⎡⎢⎢⎢⎢⎣
C
j
1 0
E
j
11 C
j
2
.
.
.
.
.
.
.
.
.
E
j
s−11 · · · Ejs−1s−1 Cjs
⎤⎥⎥⎥⎥⎦ ,
j = 2, . . . , n. Here Cji has the form of a companion matrix of the dimension f j−1i − f j−2i ,
j = 2, . . . , n, f 0i = ci , f n−1i = ki , i = 1, . . . , s, and matrices Ejik ∈ F(f
j−1
i −f j−2i )×(f j−1k −f j−2k ),
1  k  i  s − 1, j = 2, . . . , n, have all entries equal to zero except the ones in the last row.
Put units in the matrix P2X1 at the entries (
∑j
i=1 (f 1i − ci), 1 +
∑j−1
i=1 ci) for j = 1, . . . , s,
and all other entries in the matrix P2X1 put to be zero. Then the matrix[
Ac 0 Bc
P2X1 P2A2P
−1
2 0
]
(55)
is controllable and f 11  · · ·  f 1s are its controllability indices (f 1i  ci + 1, i = 1, . . . , s).
Furthermore, put units in the matricesPkXk−1P−1k−1, k = 3, . . . , n, at the entries (
∑j
i=1(f
k−1
i −
f k−2i ), 1 +
∑j−1
i=1 (f
k−2
i − f k−3i )), j = 1, . . . , s, and all other entries in the matricesPkXk−1P−1k−1,
k = 3, . . . , n, put to be zero. Obviously, such obtained matrix⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Ac 0
.
.
. 0 Bc
P2X1 C2
.
.
.
.
.
. 0
0 P3X2P−12 C3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0
.
.
. 0 PnXn−1P−1n−1 Cn 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(56)
is controllable and has k1  · · ·  ks as controllability indices, as wanted.
If there exists i ∈ {1, . . . , r} such that ki = ci , then put zeros in the matrix X1 under the block
corresponding to ci in Ac. In such a way we reduce the problem to the case s = r . 
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