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Abstract We generalize the multiscale overlapped domain
framework to couple multiple rate-independent standard dis-
sipative material models in the finite deformation regime
across different length scales. We show that a fully cou-
pled multiscale incremental boundary-value problem can be
recast as the stationary point that optimizes the partitioned
incremental work of a three-field energy functional. We also
establish inf-sup tests to examine the numerical stability
issues that arise from enforcing weak compatibility in the
three-field formulation. We also devise a new block solver
for the domain coupling problem and demonstrate the per-
formance of the formulation with one-dimensional numerical
examples. These simulations indicate that it is sufficient to
introduce a localization limiter in a confined region of inter-
est to regularize the partial differential equation if loss of
ellipticity occurs.
Keywords Domain coupling · Variational principle ·
Energy based coupling method · Multiscale modeling
1 Introduction
When subjected to certain loading conditions many materi-
als, such as metals and soils, develop concentrated strain in a
narrow zone as opposed to homogeneous deformation. Since
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strain localization may lead to the eventual failure of materi-
als, this phenomenon is of significant importance to modern
engineering applications.
The objective of this work is to introduce concurrent cou-
pling between sub-scale and macro-scale simulations for
inelastic materials that are prone to strain localization. Since
it is not feasible to conduct sub-scale simulations on macro-
scopic problems, we use the domain coupling method such
that computational resources can be efficiently allocated to
regions of interest [14,23,24,30]. To the best of our knowl-
edge, this is the first work focusing on utilizing the domain
coupling method to model strain localization in inelastic
materials undergoing large deformation.
Nevertheless, modeling strain localization with the con-
ventional finite element method may lead to spurious mesh-
dependent results due to the loss of ellipticity at the onset
of strain localization [31]. To circumvent the loss of mate-
rial stability, a localization limiter must be introduced. This
localization limiter can be (i) a nonlocal or gradient model
in which the constitutive response is governed by the gra-
dient or the integral of at least one local internal variable
[8], (ii) a rate dependent constitutive law [10], (iii) a mul-
tiphysics model that provides regularization through cou-
pling with heat or pore-fluid diffusion [1,27,33,34,39] or
(iv) a formulation that allows displacement discontinuities
[9,15,16,28,38]. These methods may help to maintain the
uniqueness of the governing equations and eliminate the
pathological dependence of the numerical solutions on the
mesh size. Herein, we use a variational nonlocal regulariza-
tion scheme to deal with material instabilities [29].
1.1 Previous work
Over the last two decades, an extensive body of work has
been proposed to simulate strain localization phenomena in
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different materials. Strain localization often occurs at a scale
several orders of magnitude smaller than the macroscopic
scale at which classical continuum mechanics applies, there-
fore it is difficult to account properly for the inherent fine
scale of the mechanical behavior to ensure correctness.
As pointed out by Aubertin et al. [2], methods used to
incorporate fine scale mechanical properties into macro-
scopic analysis can be classified into three categories. The
first method is to model the inherent multiscale character
and introduce a length scale through phenomenological laws.
For instance, Fleck and Hutchinson [22] introduce a strain
gradient into constitutive models such that multiple material
length parameters can be defined for the field equations cor-
responding to different dominant mechanisms. For problems
where the deformation band thickness is much smaller than
the mesh size, enhancement basis functions or localization
elements can be inserted to idealize the deformation band
with embedded strongly or weakly discontinuous displace-
ment fields [15,16,38].
Another class of methods is to incorporate micro-
structural information from unit cells to compute effective
macroscopic properties on the coarse domain [11,21]. By
passing stress, internal variables and dislocation information,
this approach provides a cohesive law to the coarse domain
and introduces a length scale that regularizes the govern-
ing equation. Kouznetsova et al. [26] introduce a gradient-
enhanced homogenization scheme in which the macroscopic
stress, strain measure and their gradients are obtained from
solutions of boundary value problems applied on representa-
tive volume elements. A similar unit cell approach has been
applied to porous flow problems recently by White et al. [37]
and Sun et al. [32] to conduct large scale flow simulations on
tomographic images. In both cases, the quality of the hier-
archical multiscale analysis depends on the existence of a
representative elementary volume and the design of sequen-
tial coupling schemes that establish an information exchange
across scales.
The third approach relies on the identification of a region
or sub-domain that is of high interest, then computational
efforts are concentrated in this most critical region where
strain localization occurs. The fine-scale processes in this
region are represented by using appropriate constitutive laws,
special numerical methods or fine meshes. This region is thus
connected to a coarse region in which a simpler low-cost
macroscopic model is used. The advantage of this method is
the ability to effectively allocate computational resources to
sub-domains based on the need to characterize their fine-scale
behavior. Previous work has established a variety of methods
that successfully couple discrete and continuum models (e.g.
Bauman et al. [6,30], Prudhomme et al. [7]), classical local
and nonlocal elastic continuum (e.g. Han and Lubineau [24])
and structural elements with various mesh refinements (e.g.
Ben Dhia and Rateau [14]).
Nevertheless, to the best of our knowledge, the domain
coupling method has not yet been applied to model strain
localization in materials exhibiting history dependent
mechanical behavior such as plasticity or damage.
1.2 Proposed method
We investigate how to use the domain coupling method to
conduct numerical simulations that are capable of captur-
ing strain localization without compromising computational
efficiency, numerical stability or accuracy. First introduced
by Ben Dhia [12], the domain coupling method is designed
to provide a flexible way to superpose and couple multi-
ple models in a globally defined domain such that computa-
tional resources can be allocated to the most critical region
of interest. The key components of the domain coupling
method include a coarse and a fine domain which are often
modeled by different constitutive laws or meshes or both,
an overlapped domain in which these two sub-domains are
coupled through a partition of unity, and a Lagrange multi-
plier to enforce the compatibility between them. Previously,
domain coupling methods were used for coupling atomic-
to-continuum field equations, as discussed in Bauman et al.
[6]. Guidault and Belytschko [23] adopt the framework to a
continuum-to-continuum coupling problem and find that this
formulation is well-posed if and only if a proper combina-
tion of weight functions and compatibility enforcer is used.
Bauman et al. [6] derive an inf-sup condition by introducing
a normed product space for coarse and fine displacements.
This inf-sup condition is used to assess stability of the cou-
pled atomic-to-continuum method. Han and Lubineau [24]
extend this work to couple local elastic continua to nonlo-
cal elastic continua in the small strain regime. In all these
works, the materials of interest are all path-independent and
therefore require no internal variables.
In this work, the point of departure is the extension of the
domain coupling framework to link a potentially nonlocally-
regularized model to a local standard dissipative model via an
incremental variational principle in finite strains. By apply-
ing a partition of unity to the Helmholtz free energy density
and the external potential, we derive a variational statement
for the concurrently coupled models in each of the parti-
tioned sub-domains. Various methods used to enforce com-
patibility between the coarse and fine deformation mappings
are analyzed. One-dimensional numerical examples are pro-
vided to demonstrate the computational efficiency, flexibility
and accuracy of the proposed approach.
2 Finite element formulation
In this section, we derive a three-field finite-deformation
finite element formulation of the overlapped domain prob-
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Fig. 1 Sub-domains B and ˜B of the dissipative solid body B subjected
to deformation ϕ and ϕ˜
lem by applying a partition of unity to the incremental energy
density functions and enforcing weak compatibility between
the deformation mappings of the coarse and fine scales.
2.1 Domain partition
Consider a body B partitioned into two sub-domains B and
˜B such that B = B ∪ ˜B and an overlapped region Bc =
B ∩ ˜B, as shown in Fig. 1. The coarse domain B occupies a
usually larger portion of the body despite being associated
with fewer degrees of freedom per volume. Conversely, the
fine domain ˜B occupies a usually smaller portion of the body
where critical mechanisms may occur and is hence modeled
by a more sophisticated constitutive law or meshed with more
degrees of freedom or both.
For consistency, henceforth denote as (·) and ˜(·) quanti-
ties related to B and ˜B respectively. The Dirichlet bound-
ary is the union of the partitioned Dirichlet boundaries, i.e.,
∂ϕB = ∂ϕB∪∂ϕ˜ ˜B. The partitioned body may contain an over-
lapped Dirichlet boundary ∂ϕBc, i.e., ∂ϕBc = ∂ϕB ∩ ∂ϕ˜ ˜B.
The von Neumann boundary is ∂T B = ∂T B ∪ ∂˜T ˜B, with an
overlapped von Neumann boundary ∂T Bc = ∂T B ∩ ∂˜T ˜B.
Note that it is possible to partition the body either in the ref-
erence or the current configurations. Our domain coupling
formulation, however, is derived with respect to the reference
configuration. This treatment is suitable for hyper-elasticity
or variational plasticity models used in conjunction with a
total Lagrangian finite element formulation. On the other
hand, for spatial material models a partition in the current
configuration should be used.
2.2 Domain coupling formulation
The deformation of the continuum inside the coarse and
fine sub-domains can be described by the mappings x =
ϕ(X, t) : B×[t1, t2] → R3 and x˜ = ϕ˜(X, t) : ˜B×[t1, t2] →
R
3
, with the coarse and fine deformation gradients defined
by F := Grad ϕ and ˜F := Grad ϕ˜ respectively.
The boundary ∂B, with the unit normal N , is the union of
a displacement boundary ∂ϕB, where the boundary displace-
ment χ : ∂ϕB × [t1, t2] → R3 is prescribed, and a traction
boundary ∂T B, where the traction T : ∂T B×[t1, t2] → R3 is
applied (∂ϕB∩∂T B = ∅). Conversely, the boundary ∂ ˜B, with
the unit normal ˜N , is the union of a displacement boundary
∂ϕ˜ ˜B, where the boundary displacement χ˜ : ∂ϕ˜ ˜B×[t1, t2] →
R
3 is prescribed, and a traction boundary ∂
˜T
˜B, where the trac-
tion ˜T : ∂
˜T
˜B × [t1, t2] → R3 is applied (∂ϕ˜ ˜B ∩ ∂˜T ˜B = ∅).
Let B : B × [t1, t2] → R3 and ˜B : ˜B × [t1, t2] → R3 be
the coarse and fine body forces described in the reference
configuration, respectively.
The point of departure for the domain coupling formula-
tion is the introduction of a partition of unity to the Helmholtz
free-energy density and external work density. Augmented
with a constraint term to enforce compatibility, the total free
energy becomes a three-field energy functional,




















φ · (ϕ − ϕ˜) + κ	2 Grad φ :
(Grad ϕ − Grad ϕ˜)] dV, (2.1)
where W (F, Z) and ˜W (˜F,˜Z) are the Helmholtz free-
energy densities of the coarse and fine sub-domains and Z
and ˜Z are corresponding collections of internal variables,
χ : B → [0, 1] and ψ : B → [0, 1] are weighting func-
tions of the Helmholtz free-energy density and the external
work density. Both weighting functions hold the following
properties in the non-overlapped domain,
χ(X) = ψ(X) =
{
1, X ∈ B\Bc;
0, X ∈ ˜B\Bc. (2.2)
In the overlapped domain, χ(X) and ψ(X) may be chosen
as constant or Ck functions. As pointed out by Guidault and
Belytschko [23] and Han and Lubineau [24], valid choices for
the weighting functions depends on how the compatibility is
enforced in the overlapped domain. The additional constraint
term [ϕ, ϕ˜,φ] is introduced to minimize the compatibil-
ity error between the coarse and fine domains, where κ is
a dimensionless parameter with κ = 0 or κ = 1 for L2 or
H1 compatibility errors, respectively. The parameter 	 is a
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length first introduced by Guidault and Belytschko [23] so
that the constraint remains dimensionless.
2.3 Variational statement
Assume that ϕ ∈ U := (W 12 (B))3, ϕ˜ ∈ ˜U := (W 12 (˜B))3
and φ ∈ V := (W 12 (Bc))3 in which W 12 (B) is the Sobolev
space of square-integrable functions with square-integrable
first derivatives. The functional (2.1) is optimized by apply-
ing variations with respect to the independent fields ϕ, ϕ˜
and φ. Define test functions corresponding to these fields as
ξ ∈ U ,˜ξ ∈ ˜U and η ∈ V , with ξ = 0 on ∂ϕB and˜ξ = 0 on





































η · (ϕ − ϕ˜) + κ	2 Grad η :
(Grad ϕ − Grad ϕ˜)] dV = 0. (2.3)
Here we assume that the mechanical responses of both
domains B and ˜B can be adequately described by standard
dissipative solid models such that P = ∂W/∂ F and ˜P =
∂ ˜W/∂˜F which are the first Piola–Kirchhoff stresses corre-
sponding to the coarse and fine sub-domains, respectively.
The corresponding Euler–Lagrange equations for (2.1) in
the non-overlapped domains are simply the balance of lin-
ear momentum equation corresponding to the coarse and fine
mappings from their reference to the current configurations,
i.e.,
Div P + B = 0 in B\Bc,
P N = T on ∂T B\∂T Bc, (2.4)
and
Div ˜P + ˜B = 0 in ˜B\Bc,
˜P N = ˜T on ∂
˜T
˜B\∂T Bc. (2.5)
In the overlapped domain, the Euler–Lagrange equations
read,
Div(χ P) + ψ B − φ + κ	2 Div Grad φ = 0 in Bc,
Div
[
(1 − χ)˜P] + (1 − ψ)˜B + φ − κ	2 Div Grad φ = 0 in Bc,
ϕ − ϕ˜ − κ	2 Div Grad(ϕ − ϕ˜) = 0 in Bc,
[
χ P + (1 − χ)˜P]N = ψT +(1−ψ)˜T on
∂T Bc. (2.6)
2.4 Discrete variational statement
Next, we introduce the spatial discretization for the primary
fields and test functions. In particular, let the Lagrange mul-
tiplier φ and coarse configuration mapping ϕ be spanned by
the same set of interpolation functions. Note that it is possible
to use three finite dimensional bases for the Lagrange mul-
tiplier and deformation mappings ϕ and ϕ˜. This, however,
would require an additional mesh for the Lagrange multi-
plier field, thus adding complexity to the formulation. Since
previous work by Guidault and Belytschko [23] has demon-
strated that interpolating the Lagrange multiplier φ and fine
mapping ϕ˜ with the same basis functions would lead to severe
shear locking, we instead interpolate φ and ϕ with the same
basis functions such that the finite dimensional formulation
can be simplified without introducing shear locking. Also,
we concentrate our attention to the overlapped domain Bc,
in which by virtue of this assumption the number of nodes
for the discrete coarse field ϕh and discrete Lagrange mul-
tiplier φh is the same. Outside the overlapped region, the
finite element formulation reduces to a standard one in each
of the purely coarse and purely fine domains due to the
properties of the weighting functions χ and ψ . Thus, we
have,
ϕh(X) := NA(X)ϕA ∈ U h, ξh(X):=NB(X)ξ B ∈ U h,
ϕ˜h(X) := λα(X)ϕ˜α ∈ ˜Uh, ˜ξh(X):=λβ(X)˜ξβ ∈ ˜Uh,
φh(X) := Na(X)φa ∈Vh, ηh(X):=Nb(X)ηb ∈ Vh, (2.7)
where (NA, NB) are interpolation functions for (ϕh, ξ h),
(λα, λβ) are interpolation functions for (ϕ˜h,˜ξ h), and (Na,Nb)
are interpolation functions for (φh, ηh) which are the same
as for the coarse deformation mapping but limited to the
overlapped domain. In addition (A, B) ∈ [1 . . . NU ], (α, β)
∈ [1 . . . N
˜U ] and (a, b)∈ [1 . . . NV ] are indices correspond-
ing to the coarse, fine and overlapped domains with NU ,
N
˜U and NV the number of nodes for their respective
domains. Furthermore U h ⊂ U , ˜Uh ⊂ ˜U and Vh ⊂ V
are finite-dimensional subspaces of U , ˜U and V spanned
by the corresponding interpolation functions. Introduc-
ing this discretization into the variational statement (2.3)
gives
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D[ϕh, ϕ˜h,φh](ξh) = RA[ϕh,φh] · ξ A = 0,
D[ϕh, ϕ˜h,φh](˜ξh) = ˜Rα[ϕ˜h,φh] ·˜ξα = 0,
D[ϕh, ϕ˜h,φh](ηh) = Rca[ϕh, ϕ˜h] · ηa = 0. (2.8)
where RA, ˜Rα and Rca are the residuals of the nonlinear

















































ϕ˜Na + κ	2 Grad ϕ˜ : Ba
)
dV, (2.9)
where BA, ˜Bα and Ba are third-order tensors that read,
BA = δik N A, j ei ⊗ e j ⊗ ek,
˜Bα = δikλα, j ei ⊗ e j ⊗ ek,
Ba = δik Na, j ei ⊗ e j ⊗ ek . (2.10)
The unknowns in the discrete variational statement are the
nodal values of ϕA, ϕ˜α and φa . Thus, they constitute a
system of nonlinear algebraic equations, i.e., RA[ϕh,φh]
= 0, ˜Rα[ϕ˜h,φh] = 0 and Rca[ϕh, ϕ˜h] = 0.
2.5 Linearization
To obtain solutions from the nonlinear discrete variational
statement, one may apply Newton-type methods or other
related linearization-based techniques so that incremental
solutions can be obtained from the directional derivative of
the residuals at each incremental step. Assuming that all loads
are conservative, the linear approximation of the residual at
(ϕn, ϕ˜n,φn) reads
RA[ϕn+1,φn+1] ≈ RA[ϕn,φn] + Dϕ RA[ϕn,φn]·

ϕ + Dφ RA[ϕn,φn] · 
φ,
˜Rα[ϕ˜n+1,φn+1] ≈ ˜Rα[ϕ˜n,φn] + Dϕ˜˜Rα[ϕ˜n,φn]·

ϕ˜ + Dφ˜Rα[ϕ˜n,φn] · 
φ,
Rca[ϕn+1, ϕ˜n+1] ≈ Rca[ϕn, ϕ˜n] + Dϕ Rca[ϕn, ϕ˜n]·





ϕ˜ denote the linear incremental displace-
ment from ϕn(B) to ϕn+1(B), and from ϕ˜n(˜B) to ϕ˜n+1(˜B)
respectively, and 
φ is the linear increment in the Lagrange
multiplier from φn to φn+1. Introducing the discretization
(2.7) for the increments, the directional derivatives with
respect to ϕn, ϕ˜n and φn read,
D RA[ϕn,φn] · 
ϕ = K AB · 
ϕB,
D˜Rα[ϕ˜n,φn] · 
ϕ˜ = ˜Kαβ · 
ϕ˜β,
D RA[ϕn,φn] · 
φ = C Ab · 
φb,
D˜Rα[ϕ˜n,φn] · 
φ = −˜Cαb · 
φb,
D Rca[ϕn, ϕ˜n] · 
ϕ = CTBa · 
ϕB,
D Rca[ϕn, ϕ˜n] · 






















λα Nb I + κ	2˜BTα : Bb
)
dV . (2.13)
The two-point tensors C=∂2W/∂ F∂ F and˜C=∂2 ˜W/∂˜F∂˜F
are fourth-order tensors evaluated in the configurations
ϕn(B) and ϕ˜n(˜B) respectively. Hence, the linearized discrete



























where F A = −RA[ϕn,φn] and ˜Fα = −˜Rα[ϕn, ϕ˜n]. This
completes the finite element formulation.
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3 Numerical stability
A necessary (but not sufficient) condition to obtain conver-
gent solutions for the nonlinear field equation is that its incre-
mental solution from the linearized system of equations is sta-
ble. Stability of the incremental solutions requires fulfilling
the coercivity condition. In addition, if solutions are com-
posed of multiple type of fields as expressed in (2.14), then
the selected finite dimensional spaces of the trial function
and solution fields must also satisfy the inf-sup condition.
[3,5,17,18].
The objective of this section is to describe a numerical
procedure to verify whether the formulation in Sect. 2.3 is
stable for the selected spaces U , ˜U and V .
3.1 Static condensation of the linearized three-field
equation
To simplify the analysis of the inf-sup condition, we first
condense the linearized three-field equation (2.14) into a two-
field problem. There are two possible ways to condense the
three-field problem. The first way is to eliminate the coarse














−CTMa K−1M B FB
]
. (3.1)
This static condensation procedure is only valid when K AB
is non-singular. This is true when appropriate boundary con-
ditions are prescribed in the coarse domain such that all rigid
body modes are eliminated [20]. Alternatively, one may elim-
inate the fine incremental displacement field and obtain a
two-field linearized field equation which reads
[




















This static condensation procedure requires that ˜Kαβ be non-
singular. This is true when appropriate boundary conditions
are prescribed in the fine domain such that all rigid body
modes in the fine domain are eliminated. In the following
analysis, we assume that at least one of the static condensa-
tion procedures in (3.1) and (3.2) is valid.
3.2 Discrete inf-sup condition in Euclidean space
Following the approach in Brezzi and Marini [17], and in
the spirit of Bathe [5], Chapelle and Bathe [19]. we present
a simple way to verify whether a particular choice of finite-
dimensional spaces of the configuration mappings U h , ˜Uh
and Lagrange multiplier Vh is stable. As mentioned previ-
ously, the test by no means supersedes the analytical proof
of the stability of the nonlinear boundary value problem.
Instead, our goal here is to provide some practical instrument
to determine whether spurious modes exist at each incremen-
tal step.
The key step to simplify the analysis is to take advantage
of the fact that the spaces U h , ˜Uh and Vh are all finite dimen-
sional and spanned by NA, λα or Na . This is accomplished
by passing from these discrete spaces to RC , RF or RL , in
which C := NU × N , F := N˜U × N and L := NV × N ,
with NU , N˜U and NV the number of nodes for U h , ˜Uh and
Vh respectively, and N the spatial dimension. We then may
use linear algebra to test whether the inf-sup condition is held
for a particular choice of U h , ˜Uh and Vh .
Here we adopt the approach of Brezzi and Marini [17] in
which the finite element spaces U , ˜U and V are equipped













Grad η : C−1 : Grad η dV . (3.3)
where χC and (1 − χ)˜C are strongly elliptic, fourth-order
tensors possessing major symmetries and χ ∈ (0, 1). Note
that by definition, norms must be strictly positive. Thus, the
strong ellipticity of both χC and (1 − χ)˜C are required if
the energy norms defined in (3.3) are used to construct the
inf-sup test. However, if either χC or (1 − χ)˜C becomes
singular, then a local loss of coercivity, as defined in Ben
Dhia [13], may occur. In order to obtain a stable solution for
the linearized field equation (2.14), two inf-sup conditions


















η ·˜ξ + κ	2 Grad η : Grad˜ξ dV
||˜ξ ||
˜U ||η||V
≥ β2 > 0, (3.5)
where β1 and β2 are positive constants. Now, notice that we
may construct a bijective map between U h and the Euclidean
space RC as
δ:=(δ1, . . . δA, . . . δNU ), (3.6)
where δ ∈ RC . Similarly, a bijective map can be constructed
between ˜Uh and RF ,
˜δ:=(˜δ1, . . .˜δα, . . .˜δN
˜U ), (3.7)
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where δ ∈ RF . A bijective map can be constructed as well
between Vh and RL as
θ :=(θ1, . . . θa, . . . θ NV ), (3.8)
in which θ ∈ RL . By replacing the function spaces U , ˜U
and V with the Euclidean spaces RC , RF and RL , the inf-
sup condition expressed in (3.4) and (3.5) can be rewritten





































≥ β2 > 0, (3.10)
where the matrix Qab corresponds to the last energy norm




BTa : C−1 : Bb dV . (3.11)
3.3 Discrete inf-sup test in Euclidean space
Once the inf-sup condition is expressed in Euclidean space,
we may determine the existence of β1 defined in (3.9). A
similar approach was previously used in Brezzi and Marini
[17] to derive inf-sup tests for a class of mortar finite element
formulations. First, we re-express the supremum in (3.9) by





















where z A := K
1
2
ABδB and span(z) = span(δ) = RC . Note
that the supremum is located at z A = K
1
2























By substituting (3.13) into the discrete inf-sup condition (3.9)






M N C Nbθb ≥ β21θa Qabθb ∀θ ∈ RL , (3.15)
The existence of the positive constant β1 is therefore guaran-
teed if the smallest eigenvalue of the following generalized




M N C Nb − λ Qab
)
θb = 0, (3.16)
where it is trivial to show that λ is in fact the largest possible
value for β1 such that the inequality expressed in (3.16) is
satisfied.
The eigenvalue problem corresponding to the existence
of β2 can be obtained via a similar procedure. The resultant







θb = 0. (3.17)
Note that both inf-sup tests (3.16) and (3.17) can be eas-
ily generalized for different normed spaces chosen for the
Lagrange multiplier. The only required change is to replace
the Q matrix by a new matrix corresponding to the respective
norm.
4 Nonlocal regularization at the fine scale
Due to loss of ellipticity, the partial differential equation (2.5)
may exhibit mesh dependence when used in conjunction with
constitutive modes that admit softening. This non-physical
dependence on mesh size can be alleviated by introducing a
length scale through regularization procedures [8,16,22,38].
Here we adopt a variational approach proposed by Mota et al.
[29] to regularize (2.5) in the fine domain and use numerical
examples to determine whether this is sufficient to alleviate
the pathological mesh dependence.
The method described in Mota et al. [29] proposes a vari-
ational principle that results in a projection of the internal
variable field Z that leads to bifurcation onto patches or sub-











The nonlocal domains D are non-overlapped partitions of the
fine domain which define the length scale of the problem.
The history-dependent behavior in the fine domain is then
computed with the nonlocal Z¯ instead of Z.
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5 Block solver for the overlapped domain problem
The linear system of equations in (2.14) may be ill-
conditioned if the components of K and ˜K are of much larger
magnitude than those of C and ˜C . In that case, an iterative
solver may fail to converge even though a unique solution
does exist. Furthermore, the resultant block matrix system
can be significantly more expensive to solve if a large por-
tion of the domain is overlapped. The efficiency and accuracy
of the solution scheme are improved by the introduction of
a simple algorithm designed specifically for the overlapped
domain problem.
5.1 Decoupled algorithm
Note that (2.14) can be solved sequentially if the numerical
values of the Lagrange multiplier are known. To illustrate
this point let us rewrite the global linear system of equations



























where K , ˜K , C and ˜C are the global matrices corresponding
to (2.11). The vectors 
















ϕ˜, F and ˜F are the global vectors corre-
sponding to (2.11). One important observation here is that
A is a block diagonal matrix. This is true even when there
are multiple coarse and fine domains in the system. Hence,
one may use static condensation in (5.1) to eliminate the dis-
placement increment 
ϕ and decouple the block system into
the following form









BT A−1 F. (5.5)
The resultant system of equations allows each domain to be
solved in parallel, since A is block diagonal. Evidently, one
does not directly compute the inverses of A or BT A−1 B
to solve (5.4) and (5.5), but rather uses iterative schemes or
special factorizations and the like to solve them.
5.2 Sequential solver for the concurrent coupling problem
Equations (5.4) and (5.5) may be solved with a three-
step algorithm in which one first computes the decou-
pled predictor incremental displacement field 
ϕpred :=
A−1 F, followed by the computation of the incremental
Lagrange multiplier 








Since A is a block diagonal matrix, the decoupled fine and
coarse incremental displacements can be solved for indepen-
dently to further improve efficiency. The resultant procedure
is summarized in Algorithm 1 in which we update the solu-
tion by solving two smaller and well-conditioned systems
twice instead of attempting to seek the solution of a larger,
ill-conditioned block system. This block system could also
be solved by a block-preconditioned Newton–Krylov scheme
(see Toh et al. [35] White and Borja [36]).
Algorithm 1 BlockSolver
Require: compute B at first step
initialize: k ← 0, ϕ(0)n+1 ← ϕn, ϕ˜(0)n+1 ← ϕ˜n, φ(0)n+1 ← φn
compute: Rn := R[ϕn,φn], ˜Rn := ˜R[ϕ˜n,φn]
while k < nmax or ||Rn ||/||R0|| > tolerance do
k ← k + 1
update: K , ˜K , A





























This section illustrates both the accuracy and efficiency of
the proposed multiscale method. Three numerical examples
are examined: the first is a one-dimensional patch test. We
use this example to explore the conditions under which the
domain coupling method fails to reproduce a linear displace-
ment field. The second example is adopted from Ben Dhia
and Rateau [14], Guidault and Belytschko [23] in which
a one-dimensional bar is deformed due to self-weight. In
the third example, a conical-shapped bar is loaded by pre-
scribing non-zero displacement at the base and fixed at the
tip.
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6.1 One-dimensional patch test
It is essential for domain coupling methods to pass the patch
test [4]. In other words, the overlapped problem is required to
reproduce an exact linear displacement field when the ana-
lytical solution is linear. A failed patch test indicates that
solutions obtained by the corresponding methods are not reli-
able and may contain spurious information due to numerical
deficiencies.
A one-dimensional patch test can be generated by apply-
ing prescribed displacements on both ends of a domain
with a uniform cross section area and no body force. The
solution should result in a linear displacement field and
homogeneous strain field [4]. The setup is as follows: let
B = [0, 1], ˜B = [0, 2/3] and B = [1/3, 1]. Let the dis-
placements u(0) = 0 and u(1) = 1 and the elastic modulus
and cross section area be both 1. The analytical solution is
u(x) = x .
First we turn our attention to the case in which a constant







1, X ∈ B\Bc;
1
2 , X ∈ Bc;
0, X ∈ ˜B\Bc.
(6.1)
As a result, the elastic strain energy is equally partitioned
in the coarse and fine domains. The size ratio between the
coarse and fine elements is hc/hf = 2. Figure 2a shows the
displacement, strain and Lagrange multiplier obtained via
L2 coupling and the constant weighting function. Note that
while the displacement fields of the coarse and fine domains
appear to be stable, we observe spurious oscillations in both
the strain and Lagrange multiplier. This result is consistent
with the findings in [23] which show that the domain cou-
pling method using a constant weighting function and L2
coupling is unstable. By contrast, Fig. 2b shows the dis-
(a) (b)
Fig. 2 1D patch test. Displacement, strain and Lagrange multiplier for constant weighting function (6.1)
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(a) (b)
Fig. 3 1D patch test. Displacement, strain and Lagrange multiplier for linear weighting function (6.2)
placement, strain and Lagrange multiplier field obtained by
H1 coupling, which is enabled by setting κ	2 = 1. The
results shown in Fig. 2b illustrate that H1 coupling leads to
compatible displacements and a stable Lagrange multiplier
in the overlapped region. The oscillations in the strain are
less severe as compared to the L2 coupling results shown in
Fig. 2b, although there are two small spikes in the strain at
the boundary of the coupling region.
Next, we repeat the calculation by replacing the constant








1, X ∈ B\Bc;
3x − 1, X ∈ Bc;
0, X ∈ ˜B\Bc.
(6.2)
Figure 3a, b show the results obtained via L2 and H1 cou-
plings with this linear weighting function. Both L2 and H1
coupling methods pass the patch test in the sense that both are
able to reproduce a homogeneous strain field. Nevertheless,
while the H1 coupling method produces a stable Lagrange
multiplier field, the L2 coupling method fails to do so. Results
from this patch test suggests that the H1 coupling with a lin-
ear weighting function is the most desirable choice for the
coupling domain, as it passes the patch test while maintaining
stability of the results.
6.2 Clamped bar loaded by self weight
We now use a one-dimensional small strain linear elastic-
ity problem to verify our implementation and analyze the
stability of the overlapped domain method. This example
has been previously studied by Ben Dhia and Rateau [14]
to illustrate the relationship between the coupling operator
and the deterioration of the condition number. Guidault and
Belytschko [23] further analyze how the continuity of the
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Fig. 4 One-dimensional
self-weighted bar problem (left)
with refinement on fine domain
(middle) and both fine and
coarse domains (right)
weighting function χ affects the stability of the H1 and L2
couplings.
Consider a one-dimensional vertical bar with uniform
cross section which is clamped at the top and the bottom.
Both the elastic modulus E and the body force of the bar fb




(x − L)x (6.3)
where L is the length of the bar. In this numerical example,
we set L = 3 and fb/2E = 1. We also set κ	2 = 1 and
κ = 0 for H1 and L2 couplings, respectively.
Let the mechanical response of both the coarse and fine
domains be governed by the same linear elastic constitutive
law. Furthermore, we define the coarse domain as B = [0, 2]
and the fine domain as ˜B = [1, 3], while choosing a constant
weighting function within the overlapped domain, χ = 0.5
on [1, 2] as depicted in Fig. 4. In these calculations, a one-
point quadrature rule is used to perform the numerical inte-
gration.
6.2.1 Numerical inf-sup test
Previous works such as Ben Dhia and Rateau [14] and
Guidault and Belytschko [23] have demonstrated the differ-
ence in stability of the H1 and L2 coupling methods through
numerical examples. On the other hand, the origin of spu-
rious oscillations in the Lagrange multiplier field has been
explained in terms of the attainment (or lack thereof) of the
inf-sup condition in Bauman et al. [6]. Prudhomme et al.
[30] investigate the fulfillment of the inf-sup condition for
particle-continuum models and, in fact, show that the inf-
sup constant tends to zero for the L2 coupling case. Here
our goal is to adopt inf-sup tests to check whether the inf-
sup condition has been attained for a given domain coupling
problem.
In this particular example, we use the two inf-sup tests
developed in Sect. 3 to investigate the origin of these oscilla-
tions. The tests are conducted as follows: first, we compute
the matrices ˜C, C, ˜K , K and Q; then we solve the two gen-
eralized eigenvalue problems as defined in (3.16) and (3.17).
In the first test (3.16), the existence of a positive inf-sup value
β1 is guaranteed if the smallest eigenvalue remains positive
and does not reach zero during refinement.
Figure 5 shows the smallest eigenvalue of the general-
ized eigenvalue problem (3.16) where we denote the number
of coarse elements as Nc. We find that for L2 coupling the
smallest eigenvalue oscillates around zero within machine
precision. On the other hand, although the eigenvalue cor-
responding to H1 coupling decreases as the mesh becomes
finer, it remains positive and does not vanish. These results
show that the statically condensed problem in (3.1) is unsta-
ble if L2 coupling is used to enforce compatibility.
In the second test defined by (3.17), the smallest eigen-
value is affected by both the level of refinement and the mesh
ratio between the coarse and fine meshes. Hence, we com-
pute the smallest eigenvalue corresponding to a wide range of
mesh ratios and levels of refinement to ensure the existence
of a positive inf-sup value β2.
Figure 6 compares the smallest eigenvalue of (3.17) of
the overlapped domain problem with H1 and L2 couplings.
Again, for L2 coupling the smallest eigenvalue is close to
zero within machine precision and also oscillating between
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Fig. 5 Clamped bar loaded by self weight. Upper bound of inf-sup value β1
(a) (b)
Fig. 6 Clamped bar loaded by self weight. Upper bound of inf-sup value β2
positive and negative for various combinations of mesh ratios
and mesh sizes. This result clearly shows that using L2 cou-
pling may lead to a lack of the inf-sup condition. For H1
coupling, on the other hand, we observe that while increasing
mesh refinement and/or mesh ratio may decrease the upper
bound value of the inf-sup value β2, the smallest eigenvalue
remains positive and the change with respect to mesh size is
stable.
Results from both inf-sup tests indicate that H1 cou-
pling is a more reliable way to enforce weak compatibility
if the Lagrange multiplier and the coarse deformation map-
ping share the same discretization. Although it is possible
to develop stabilization procedures to eliminate the oscilla-
tion modes in the L2 coupling formulation, these numerical
treatments are out of the scope of this work.
6.2.2 Conditioning of the domain coupling method
The domain coupling method requires two additional para-
meters: the weighting function χ(X), which determines how
the two energy density functions are partitioned, and the
length scale parameter κ	2, which determines the signifi-
cance of the displacement gradient compatibility in mini-
mizing the compatibility energy functional.
Guidault and Belytschko [23] conducted numerical exper-
iments on this self-weighted clamped bar problem to analyze
how different choices of Lagrange multiplier space affect
the kinematic compatibility and whether they lead to shear
locking in the overlapped domain. For a fixed length scale
parameter κ	2, they found that H1 coupling may lead to fine
and coarse displacement fields that lack compatibility within
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Fig. 7 Clamped bar loaded by self weight. Condition number cond(K )
with constant weighting function χ ranging from 0 to 1, κ(	/hc)2 rang-
ing from 10−15 to 105
the overlapped domain when their mesh sizes are of simi-
lar order, while it is beneficial for regions that couple two
meshes with very different mesh sizes.
Here our objective is to analyze how varying the length
scale parameter κ	2 and the weighting function χ affect the
numerical performance. As mentioned previously, our focus
is on the specific case in which the coarse displacement and
Lagrange multiplier fields are spanned by the same set of
basis functions.
Figure 7 shows the condition number cond(K ) that results
from various values ofχ andκ	2. We notice that the condition
number is insensitive to the value of the weighting function,
but is strongly dependent on the length scale parameter κ	2.
We find that the condition number of the linear system of
equations reaches a minimum when κ	2 = (hc)2.
6.2.3 Parametric effects on stability and accuracy
Next, we compare the solution fields obtained by setting
κ	2 = (hc)2 with those obtained with L2 coupling (κ = 0).
Figure 8a–f compare the displacement fields obtained from
L2 and H1 couplings with constant weighting function and
various mesh ratios. The results indicate that L2 coupling
performs well if hf = hc, but may introduce spurious oscil-
lations if the mesh ratio hc/hf is higher. This is due to the
fact that compatibility is only enforced weakly and that no
gradient control is applied in this case.
Figure 8b, d, f show the displacement field obtained with
H1 coupling. In contrast to the L2 results shown in Fig. 8a, c,
e, the coarse and fine displacement fields are more compatible
when the mesh ratio is higher. In all three simulations, H1
coupling does not exhibit any spurious oscillations in either
the fine or coarse displacement fields.
6.3 Singular bar
Consider a one-dimensional bar with cross section area
A(X) = A0
√
X clamped at X = 0 and with a prescribed
displacement d0 at the end X = L . For a linear elastic mater-







Note that the origin X = 0 is a singular point for the strain
that mimics the behavior of a sharp crack in linear elastic
fracture mechanics.
We solve this problem with L = 1 and E A0 = 1. The
overlapped domain is located at X ∈ [ 13 , 23 ] and the coarse
and fine strain energy densities are evenly partitioned in the
coupling region. Figure 9 shows a series of finite element
solutions for the same coarse mesh in X ∈ [0, 23 ] and with
fine meshes in X ∈ [ 13 , 1] with various levels of refinement
that converge to the analytical solution.
We examine this problem further by using now an isotropic
damage model with no inherent length scale [25] and the non-
local method described in Sect. 4, comparing non-regularized
and regularized results. This model postulates a Helmholtz
free-energy function in coupled form
W (C, ζ ) = (1 − ζ )W0(C), (6.5)
where C = FT F is the right Cauchy-Green tensor and
W0(C) is the Helmholtz free-energy of the undamaged mate-
rial. In order to accommodate large elastic deformations, we
choose a compressible Neo-Hookean-type energy density W0
that in conjunction with the singular bar solution (6.4) and
the damage model (6.5) lead to large strains near the singu-
lar point X = 0. In the particular case of one-dimensional
problems the undamaged energy density may be written as
W0 (λ) = 12 E
(
λ2 + λ−2 − 2
)
, (6.6)
where λ := dx/d X is the stretch, x = X + u is the position
of a material point in the current configuration and E is the
elastic modulus. The parameter ζ ∈ [0, 1] is the damage




1 − exp(−q/ι)] , q(t) = max
s∈[0,t] W0(s), (6.7)
where ζ∞ is the maximum possible damage and ι is the dam-
age saturation parameter. Using the nonlocal regularization
technique of Sect. 4, the mesh dependence can be alleviated









A(X)q d X, (6.8)
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Fig. 8 Clamped bar loaded by self weight. Displacement fields for constant weighing function (χ = 0.5) and various mesh ratios
where L D is a length scale parameter.
6.3.1 Regularized and non-regularized solutions
The nonlocal regularization is only applied to the fine
domain, while the coarse domain uses the conventional local
damage model. We set the length scale parameter L D =
0.1m, with a coarse mesh size hc = 0.05m. The mesh size
ratio hc/hf varies from 1 to 128. The overlapped domain is
located at X ∈ [0.25, 0.5 m]. The material parameters are:
E = 200 GPa, A0 = 10−9 m2, ζ∞ = 1, ι = 1 MJ. We enable
H1 coupling by setting κ	2 = 1 m2. A 1 m displacement is
prescribed in 100 equal-size incremental steps at X = 1 m.
Reference solutions in which both fine and coarse domains
are modeled by the non-regularized damage model are also
introduced for comparison.
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(a) (b)
(c) (d)
Fig. 9 Singular bar. Solutions obtained with H1 coupling with a constant weighing function (χ = 0.5) and various mesh ratios
(a) (b)
Fig. 10 Singular bar. Stretch from H1 coupling
Figure 10 compares the stretch field from the local-to-
local coupling and its nonlocal-to-local counterpart at the
end of the simulation. For clarity, only the stretch from
X ∈ [0, 2.5 m] is shown. The stretch fields obtained from the
local damage model clearly exhibit mesh-dependence. With-
out introducing any localization limiter, the stretch localizes
in the first finite element next to the singular tip. Hence, as we
refine the mesh in the fine domain, we obtain stretch profiles
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Fig. 11 Singular bar.
Load-displacement curves from
H1 coupling with a nonlocal
damage model in the fine mesh
and b local damage model in the
fine mesh
(a) (b)
that are pathologically dependent on the fine mesh size. On
the other hand, when the nonlocal damage model is used in
the fine domain, we observe a stretch profile that depends on
the length scale parameter L D , but not the fine mesh size.
Hence, as the mesh ratio increases, the stretch profile con-
verges.
Figure 11 compares the load-displacement curve obtained
with the fine domain modeled with and without nonlocal
regularization. Due to the pathological strain localization in
the first element, the load-displacement curve again exhibits
mesh-dependence in the local-to-local coupling case. By con-
trast, due to the use of the nonlocal regularization scheme in
the fine domain, the nonlocal-to-local coupling leads to a con-
verged load-displacement curve upon refinement. Note that
the nonlocal method is able to converge to a unique load-
displacement curve (although slowly) despite the severity of
the singularity in the bar.
6.3.2 Coupling between elastic and inelastic domains
In general, inelastic constitutive models are computationally
more demanding than their elastic counterparts. As a result,
significant reduction in computational costs can be obtained
if the inelastic constitutive model is only confined in a region
of interest where inelastic behavior is expected to take place.
In this example, we model the fine domain using the non-
local regularization method and the coarse domain with an
elastic material. Our objective here is to determine whether
one can use a simple elastic model to replicate mechanical
behavior in the far field, while concentrate computational
resources on a small region that has a finer mesh and a more
sophisticated constitutive model.
Fig. 12 Singular bar. Stretch field obtained from coupling between
elastic and inelastic models (red dots) and from inelastic models only
(blue line). (Color figure online)
We use again the singular bar example and set hc/hf = 10.
Figure 12 compares the two solutions, one obtained from a
domain with coupling between elastic and inelastic regions
(red dots) and the other with coupling between two inelastic
regions that use the same inelastic model (blue line). The two
yield almost identical results.
7 Conclusion
This work deals with energy-based domain coupling meth-
ods to enable multiscale modeling in continuum settings for
strain localization purposes. To our knowledge, this is the
first example of applying domain coupling methods to large
deformation with inelastic materials.
Due to the introduction of the Lagrange multiplier to
ensure the compatibility in the overlapped region(s), the
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resultant block system of equations may be ill-conditioned.
As a result, we introduce a sequential predictor-corrector
solver such that coarse and fine fields can be updated sequen-
tially from the more well-conditioned decoupled systems.
Thus, the method is also simplified by avoiding the assem-
bly of the full system of equations.
We introduce two inf-sup tests and apply them to examine
the stability of H1 and L2 couplings. The inf-sup tests reveal
that H1 coupling leads to much higher inf-sup values and
thus exhibits more stable behavior. The introduction of the
inf-sup tests provide an explanation of the spurious oscilla-
tion observed in the L2 coupling examples in Guidault and
Belytschko [23].
When strain localization occurs, it is necessary to intro-
duce a localization limiter to avoid pathological mesh depen-
dence. We test such a case and our results indicate that the
domain coupling method is able to eliminate the mesh depen-
dence when used in conjunction with a nonlocal regulariza-
tion method.
It is desirable for computational efficiency to introduce
more sophisticated constitutive models in a small domain
with finer meshes and use simpler constitutive laws and
coarse meshes to model the far field. This is possible to
achieve with the domain coupling method provided that the
fields that determine inelasticity are sufficiently small within
the coupling region.
We believe for all the aforementioned reasons that the
domain coupling method as presented here is a powerful tool
for multiscale simulations that lead to strain localization.
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