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Abstract
In comparative genomics, one wishes to deduce the evolutionary distance between different species by studying their genomes.
Using gene order information, we seek the number of times the gene order has changed between two species. One approach is to
compute the method of moments estimate of this edit distance from a measure of dissimilarity called the breakpoint measure. In
this paper, we extend the formulae and bounds of this estimate on gene permutations to genomes with duplicate genes.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Over the last decade, the application of mathematics in biology has increased rapidly, and one area where
combinatorics appears advantageous is comparative genomics. Using genomic information from several species, we
seek information on their relationship. For instance, the genomes of a set of organisms can be used to infer their
phylogenetic tree, that is how they have evolved from a common ancestor. A well-known phylogenetic tree obtained
already in the pregenomic era is presented in Fig. 1, to serve as an example.
More specifically, here we consider genome rearrangement problems, where information on the order of the genes
in different genomes allows us to infer which pairs of genomes are closely related, like Human and Chimpanzee, and
which are distantly related, like Human and Rhesus monkey. An accurate description of these distances allows us to
infer the phylogenetic tree of any set of species. In this paper, we concentrate on unichromosomal, circular genomes,
which are common in simpler organisms such as bacteria and viruses. For these organisms, genealogy is important,
since it is often hard to deduce which species a given bacterium or virus belongs to. A phylogenetic tree greatly aids
in finding its properties by deducing which species it is related to.
While related bacterial genomes have similar gene content, the orders in which the genes appear are different.
The gene order of a species changes over time, and by determining how many such changes have occurred, we may
estimate the time since two species diverged. It is of course impossible to measure the number of operations between
∗ Fax: +46 31 16 19 73.
E-mail address: ner@math.chalmers.se.
0166-218X/$ - see front matter c© 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2007.10.023
N. Eriksen / Discrete Applied Mathematics 156 (2008) 2320–2335 2321
Fig. 1. Evolution of anthropoid apes.
an unknown ancestor of two species, like A in Fig. 1, and one of its descendants (Human, say), since the genome of
the ancestor is not known. However, it suffices to know the distance between all present species, for instance between
Human and Chimpanzee, to establish the age of the ancestors.
There are a few ways the gene orders may change, and the operations usually regarded are the reversal, which
takes out a segment of genes and reinserts it in the opposite order, and the transposition, which moves a segment of
genes to another location. Reversals seem more common in nature [15], and are also the operations that are best fitted
for calculations—the reversal distance, that is the minimal number of reversals needed to transform a given genome
into another, is computable in polynomial time [13,4]. Computing the transposition distance or combinations seems
harder, with only approximations known [3,10,12], and computing the reversal distance without information on the
orientation of the genes is NP-hard [6].
Apart from computational problems, there are other difficulties with using edit distances. These are lower bounds of
the true distance, and especially for distant species, they are not tight. One cure is to compute more refined estimates
of the true distance, using for instance the method of moments. Formulae for the expected (true) reversal distance
giving rise to a reversal distance [11] or a breakpoints distance (to be defined below) [9,18,19] exist, which increase
the scope of the distance computations.
In this paper, we extend these method of moments estimates to genomes with duplicate genes, which are fairly
common in nature. Instead of modelling our genomes as signed, circular permutations of n distinguishable genes, we
allow for duplicates and assume that the genomes are signed and circular permutations of a multiset.
The standard way to treat duplicates is to somehow match them, to obtain a permutation. In the exemplar
matching [16], one seeks but one matching for each duplicated gene, disregarding all other duplicates of that gene.
The matching is chosen such that the distance considered is minimised. Considering maximum matching ([1] and
the references therein), one seeks the minimal distance under the constraint that as many duplicates as possible are
matched. Both these approaches give NP-complete problems under almost any distance. The same is true for the
reversal edit distances using signed genomes with at most 2 duplicates of each gene [7].
We build on the results in [9,18,19] to compute the method of moments estimate of the reversal distance given
a measured breakpoint distance, allowing duplicate genes. In this approach, we never pair gene duplicates between
the species, which allows us to avoid the NP-completeness of the previously mentioned approaches. Instead, we only
consider the progress of a single gene at a time, computing the probability that it will be followed by a breakpoint
introducing gene after the application of t reversals.
In Section 2, we present the approaches of each of the papers [9,18,19], and in Section 3 we formally introduce
duplicate genes and generalise the result from [18]. This is followed by a presentation of a related model and
generalisations of the results in [19,9]. We end the paper by presenting simulations which show that our formulae
work very well and indicate at what level of duplication we no longer can trust them.
2. Definitions and a summary of earlier results for non-duplicate genomes
At gene level, most bacterial genomes can be regarded as a necklace of distinguishable beads (genes), that can
appear in different orders. Each bead also has distinguishable right and left sides, such that reorienting a single bead
gives a different necklace. Rotating the entire necklace or turning it over does of course not change the necklace.
Thus, for a model genome pi = [pi1 pi2 . . . pin], we take a signed permutation on [n], that is an ordinary permutation
in Sn with a plus or a minus sign attached to each element. To account for the sameness of rotated and flipped over
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Fig. 2. The genome [1 3 −2].
genomes, we introduce an equivalence relation ≡. We have [pi1 pi2 . . . pin] ≡ [pik pik+1 . . . pin pi1 pi2 . . . pik−1] for
1 ≤ k ≤ n and [pi1 pi2 . . . pin] ≡ [−pin −pin−1 . . .−pi1]. The set of genomes modulo≡ is denoted Gn and the identity
genome is denoted id = [1 2 . . . n].
Example 1. The genome in Fig. 2 can be written as, for instance, [1 3 −2] or [3 −2 1] or even [−3 −1 2] (reading in
the opposite direction). Usually, we let 1 to be the first element in the linear order.
There are several ways a genome spontaneously changes its gene order, one of which will be relevant to us here. A
reversal (or inversion) is the operation which for any 1 ≤ i < j ≤ n transforms pi = [pi1pi2 . . . pin] to
[pi1 . . . pii − pi j − pi j−1 . . .− pii+1 pi j+1 . . . pin].
The set of reversals on Gn is denoted Rn .
One usually thinks of the reversal as the operation that cuts out a segment of genes and reinserts it in the opposite
direction. There are also other operations, such as block transpositions, where a segment is cut out and reinserted
elsewhere in the genome, and reversed block transpositions, also known as transversals, in which the transposed
segment is also reversed, but we shall not consider them here. Reversals are by far the most studied operation, both
commonly occurring in nature and given by polynomial time distance computations.
A gene b is said to follow the gene a in pi if there is a signed permutation τ = [a b τ3 . . . τn] such that pi ≡ τ .
There is a breakpoint between genes a and b in pi relative to τ if b follows a in pi but not in τ , and an adjacency
between a and b if b follows a in both pi and τ . For example, there are four breakpoints in id = [1 2 3 4 5 6] relative
to τ = [1 −4 −3 2 −5 6], since 2 no longer follows 1 in τ , 3 no longer follows 2, 5 no longer follows 4, and 6 no
longer follows 5. Observe, however, that 4 follows 3 in [1−4−3 2−5 6] ≡ [3 4−1−6 5−2] and 1 follows 6, giving
two adjacencies. The number of breakpoints in pi relative to τ is a dissimilarity measure between pi and τ .
There are several ways to compute distances between genomes pi and τ . For each set of operations, such as
reversals, block transpositions and others, including combinations, one defines the distance d(pi, τ ) as the minimal
number of operations needed to transform pi into τ . There are many papers devoted to computing such distances,
for example [13,6,8]. The operations may also be weighted in different ways [5,10]. Unfortunately, the computation
of most of these distance functions are either NP-hard or of unknown complexity, with the reversal distance as a
prominent, linearly computable [2], exception. A simple, but somewhat crude alternative is of course the breakpoint
measure. We use dbrp(pi, τ ) = dbrp(τ, pi) for the number of breakpoints in pi relative to τ , and dbrp(pi) = dbrp(pi, id).
Similarly, drev is the reversal distance.
However, even the easily computed reversal and breakpoint distances have problems with applicability when the
true distance increases. Since both are integer-valued functions bounded from above by the number of genes, n,
they both underestimate evolutionary relations more than n reversals apart. Simulations of reversal distances between
genomes t reversals apart, that is drev(pi) for pi ∈ Pnt = {r1r2 . . . rt : ri ∈ Rn, 1 ≤ i ≤ t}, typically give a graph
similar to the one of the reversal distance (crosses) in Fig. 3. While drev(pi) ≈ t for t ≤ 3n/4, this cannot be said for
larger t . Breakpoint distances dbrp(pi) behave similarly, except for their shorter linear phase.
Let bexp(t) = E[dbrp(pi) : pi ∈ Pnt ]. The method of moments estimate of t , that is
t∗(pi) = b−1exp(dbrp(pi)),
was first introduced by Wang and Warnow in 2002 [19]. It estimates which number of reversals t is expected to give
the measured breakpoint distance dbrp(pi). As can be gathered from Fig. 3, using t∗(pi) = b−1exp(dbrp(pi)) instead of
t∗(pi) = drev(pi) significantly increases the time for which the estimate provides useful information, from t ≤ 3n/4
for drev to at least t ≤ 5n/4.
N. Eriksen / Discrete Applied Mathematics 156 (2008) 2320–2335 2323
Fig. 3. Results from estimating evolutionary reversal distance in 300 simulation of genomes in G400. The crosses are simply drev, the dots are the
method of moments estimate t∗(pi) = b−1exp(dbrp(pi)), and the circles from an alternative method based on expected reversals distances [11]. The
two latter methods keep their linearity throughout this range, whereas the reversal distance is far from linear. This figure is taken from [11].
In the mentioned paper, Wang and Warnow give upper and lower bounds for bexp(t) in a general setting where any
set of generating operation is allowed, and suggest their mean as an approximation of bexp with bounded error. For
reversals, their result is the following.
Theorem 2 (Wang and Warnow [19]). Assume that pi ∈ Pnt . Then, the expected number of breakpoints in pi is
bounded by
(n − 1)
(
1−
(
1− 2
n − 1
)t)
≤ bexp(t) ≤ n
(
1−
(
1− 2
n
)t)
.
Taking the arithmetical mean of the two bounds, one obtains an approximation of bexp(t) with an error of O(1).
Alternatively, for an exact but messier computation, Wang [18] presents a formula for bexp, again allowing for
many different sets of generating operations. We should note that the reversal case was first mentioned by Sankoff and
Blanchette in 1999 [17]. For a recent summary of the results of Wang and Warnow, see their chapter in Mathematics
of Evolution and Phylogeny [20].
All of these computations rely on the fact that to compute bexp, it is enough to consider two initially adjacent genes
and then trace the position of the second of these. Keeping pi1 fixed in position, pi2 can fill any one of the remaining
n − 1 positions and also has the choice of orientation. Thus, letting each position, with orientation, constitute a state
in a Markov chain, we get 2n − 2 states. Assuming identical and independent distribution on Rn , it turns out that all
the elements of the transition matrix Cn are easy to compute.
We let the first state correspond to the position following pi1, with the original orientation, and conclude that if pi2
ends up in this state we have an adjacency, and otherwise a breakpoint. Thus, the probability that t operations gives a
breakpoint between genes pi1 and pi2 is 1 − e1C tneT1 , where e1 = (1, 0, . . . , 0). Since the same holds for any pair of
initially adjacent genes, we get
bexp(t) = n
(
1− e1C tneT1
)
.
This exact expression takes some time to compute for large n, and neither it nor the previously suggested
approximation seems to have an analytical inverse. In search for such an inverse, Eriksen [9] investigated the transition
matrix Cn , or rather the integer matrix Mn =
( n
2
)
Cn . Since Mn is real and symmetric, it can be diagonalised
2324 N. Eriksen / Discrete Applied Mathematics 156 (2008) 2320–2335
orthogonally. This leads to the formula
bexp(t) = n
1−
2n−2∑
j=1
v2jλ
t
j( n
2
)t
 ,
where λ1 ≥ λ2 ≥ · · · ≥ λ2n−2 are the eigenvalues of Mn and∑ v2j = 1. Furthermore, the following was proved about
the distribution of the eigenvalues: The largest eigenvalue is λ1 =
( n
2
)
, and λ2 = λ3 = λ4 =
(
n−1
2
)
. The eigenvalues(
n−k
2
)
+
(
k
2
)
for 2 ≤ k ≤ d n−22 e occur with multiplicity three (or two for the last one if n is odd). Abundant numerical
observations indicate that the remaining eigenvalues can be written
(
n−k
2
)
+
(
k
2
)
−ε(n, k) for 1 ≤ k ≤ d n−22 e, where
ε(n, k) are positive and small. (To be truthful, ε(n, d n−22 e) is relatively large, but this does not affect the analysis at
large.)
We also have some information on the coefficients. It was shown that v21 = 12n−2 and v22 + v23 + v24 = 34 − 12n−2 .
In addition, abundant observations indicate that v25 converges to 1/4 quickly as n goes to infinity, and hence all other
coefficients must converge to zero.
With these results in mind, it is only natural to compute an approximation of bexp(t) by setting v25 = 1/4 and
ε(n, 1) = 0. This yields
bexp(t) ≈ n
(
1− 1
2n − 2
)[
1−
(
1− 2
n
)t]
,
and consequently
t∗(pi) ≈
log
(
1− dbrp(pi)n− n2n−2
)
log
(
1− 2n
) .
This approximation has no proved error bounds, but extensive simulations indicate that errors are small, well within
a breakpoint for bexp. We thus have three ways of estimating t∗, by numerically inverting an exact but computationally
demanding computation of bexp, by applying the same inversion scheme to a simple approximation of bexp with proved
error bounds, and by using a simple approximation of t∗ directly, with small but rigorously unbounded error.
3. Duplicate genes
We now introduce duplicate genes. The genome, still circular, signed and containing n genes, now takes its genes
from the multiset S of positive integers. We say that such a genome has content S and use G(S) to denote the set of
genomes with content S. Let |i |S denote the number of times i occurs in S.
Definition 3. Let pi and τ belong to G(S). There is a breakpoint between genes a and b, not necessarily different, in
pi relative to τ if this instance of b follows this instance of a in pi but b does not follow a anywhere in τ . Likewise,
there is an adjacency between a and b if this instance of b follows this instance of a in pi and b follows a at least once
in τ , and a potential adjacency between a and b if this instance of b does not follow this instance of a in pi but b
follows a in τ . The number of adjacencies in pi relative to τ is denoted a(pi, τ ) and the number of potential adjacencies
in pi relative to τ is denoted apot(pi, τ ). The multiset of genomes in G(S) which are generated from τ ∈ G(S) using t
reversals is denoted
P St (τ ) = {τr1r2 . . . rt : ri ∈ R|S|, 1 ≤ i ≤ t}.
Ideally, we would have liked to define breakpoints differently. For instance, if pi = [1 1 2 2 3] and τ = [1 2 3 1 2],
then there are two breakpoints in pi relative to τ but only one in τ relative to pi . Thus, dbrp(pi, τ ) 6= dbrp(τ, pi). It is
N. Eriksen / Discrete Applied Mathematics 156 (2008) 2320–2335 2325
also not hard to find pi and τ such that pi 6= τ but dbrp(pi, τ ) = 0. Our definition of breakpoints gives that dbrp no
longer is a measure.
There are ways we could improve on the breakpoint definition. For instance, if b follows ak1 times in pi and k2 6= k1
times in τ , we could say that this gives rise to |k2−k1| breakpoints in pi relative to τ , which would keep the symmetry
and allow for higher values of dbrp. However, to compute dbrp(pi, τ ) we would then need to keep track not only of one
instance of genes a and b in pi , but of all instances of these genes. The number of states in the Markov chain would
grow dramatically and make the computation of the method of moments estimate very hard.
We thus stick with the less sophisticated, but more tractable, definition. It is one of the very few ways to keep things
local, the breakpoint after a gene depending only on which gene end up to follow it. We will also see in Section 5
that dbrp is a reliable function that gives the information we need. In particular, we would not have been able to draw
any conclusions if dbrp(pi, τ ) and dbrp(τ, pi) had not been close to each other, and significantly larger than zero for
well-separated genomes.
We let τ be the genome we start with. Of course, we can no longer assume that τ = id; indeed, what is the id on S?
The expected number of breakpoints will depend on τ , and we need to consider the sets of right and left neighbours
N Rτ (i) = {pi2 : pi ≡ τ, pi1 = i > 0}, N Lτ (i) = {pi1 : pi ≡ τ, pi2 = i > 0}.
Theorem 4. Let S be a multiset on n elements and let τ ∈ G(S). If pi is taken from a uniform distribution on P St (τ ),
the expected number of breakpoints between pi and τ is given by
bexp(τ, t) = n − 12wC
t
ne
T
1 ,
where w = (w j )2n−2j=1 ,
w2i−3 = |{pi : pi ≡ τ, pi1 = a, pii = b, b ∈ N Rτ (a)}| + |{pi : pi ≡ τ, pi1 = a, pii = b, a ∈ N Lτ (b)}|,
w2i−2 = |{pi : pi ≡ τ, pi1 = a, pii = −b, b ∈ N Rτ (a)}| + |{pi : pi ≡ τ, pi1 = −a, pii = b, a ∈ N Lτ (b)}|,
and e1 = (1, 0, . . . , 0).
Proof. We start by noting some differences from the non-duplicated case. First, each adjacency could then be handled
by either keeping the first gene fixed and leaving the other one to move about, or keeping the second fixed and the first
free. Either way, the probabilities for a breakpoint or an adjacency stays the same. For genomes with duplicate genes,
this is no longer the case.
Consider the genome τ = [1 2 −1 3 2]. We note that 1 is followed by 2 and −2, so there are two reversals
([1 (2 −1) 3 2] and [1 (2 −1 3 2)]) that would break the adjacency [1 2] and give a new adjacency, if we keep the first
1 fixed. Alternatively, we read τ backwards as pi = [−2 −1 −2 −3 1]. Then, −2 is followed by −1 and −3, so there
is only one reversal that would break the adjacency [−2 −1] for another adjacency. The probability for a breakpoint
depends on which system of reference we use.
To come around this problem, we note that when 2 is placed to follow 1, we get a right neighbour 2 to 1 and a
left neighbour 1 to 2. Either both of these belong to their respective neighbour set or none does. We can thus count
the expected number of neighbours in the neighbour sets after t reversals and half this to get the expected number of
adjacencies.
The proof now follows easily. In w, each element should count the number of pairs (a, b) which are potentially
adjacent and at some specific distance from each other. Their potential adjacency is equivalent to them being in each
others right and left neighbour sets, respectively, and thus exactly what the formulae give. 
We can thus compute bexp for genomes with duplicate genes as easy as for non-duplicate genomes. What
about approximations, then? Unfortunately, both the approximations mentioned above have their troubles. The
approximation of Wang and Warnow requires more calculations, which will be presented below, but worse, the
approximation error increases significantly. This is discussed in Section 5.
On the other hand, the approximation of Eriksen relied on computation of the first elements of all eigenvectors of
Mn . For duplicate genes we need to consider the entire eigenvectors, which seem hard to compute. Thus, the previous
approach will not be successful in this context.
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There is, however, a cure for this problem. The following Section shows that the approximation is actually
the exact solution of a simplified model. We then show that this simplified model can easily be expanded to
genomes with duplicate genes. The generalisation of the approximation of Wang and Warnow will also be given
there.
4. Approximations for genomes with duplicate genes
The approximation of Wang and Warnow mentioned above is a reduction to a two state Markov chain, which
with careful choices of transition probabilities u and s gives upper and lower bounds on the probabilities that a pair
of initially adjacent genes are separated after t reversals. It is fairly straightforward to extend these computations to
pairs of genes that are initially separated, which we need to solve the duplicate case. The approximation of Eriksen,
however, seems harder to generalise, since it relies on computations of eigenvectors. While the first element of these
was easy to compute, it seems hopeless to efficiently compute all their elements, which are needed for non-adjacent
gene pairs.
We will now show that this approximation too is based on a two state Markov chain, and compute values of u and
s that give good approximations of t∗(pi, τ ) even for duplicate genes. The idea is that instead of approximating the
formula, we approximate the model in which we compute the formula. We will introduce a model of ‘signed’ and
‘unsigned’ reversals, in which the exact formula for t∗(pi, τ ) equals Eriksen’s approximation. This model can then
be extended to duplicate genes and give a formula for t∗ that is exact in the new model and an approximation of the
formula in the previous model with signed reversals. Based on these calculations, it is then easy to generalise the
bounds for bexp to the duplicate case.
We start with the new model. At WABI 2002, where [9] was presented, a member of the audience raised the
question of whether the model with eigenvalues
(
n−k
2
)
+
(
k
2
)
− ε(n, k) could be seen as a somewhat erroneous
model, where the correct model had ε(n, k) = 0 for all n and k. In some respect, this turns out to be true: there is an
alternative model which has ε(n, k) = 0 and which can be interpreted in terms of reversals.
Consider the unnormalised transition matrix Mn from [18]. If the states are ordered as {2,−2, 3,−3, . . . , n,−n},
the elements in Mn = (mi j ) are given by
mi j =

min{|u| − 1, |v| − 1, n + 1− |u|, n + 1− |v|}, if uv < 0;
0, if u 6= v, uv > 0;( |u| − 1
2
)
+
(
n + 1− |u|
2
)
, otherwise.
Here u = (−1)i+1(d i2e + 1) and v = (−1) j+1(d j2 e + 1), that is, u and v are the (signed) positions of the states that
correspond to row i and column j , respectively.
For example, we have
M5 =

6 1 0 1 0 1 0 1
1 6 1 0 1 0 1 0
0 1 4 2 0 2 0 1
1 0 2 4 2 0 1 0
0 1 0 2 4 2 0 1
1 0 2 0 2 4 1 0
0 1 0 1 0 1 6 1
1 0 1 0 1 0 1 6

,
with eigenvalues {10, 6, 6, 6, 4.8284, 4, 4, −0.8284}.
To proceed, we invoke the following definition.
Definition 5. The disturbance matrix Dn = (di j ) is defined by
di j = (−1)
i+ j+1
2
min{|u| − 1, |v| − 1, n + 1− |u|, n + 1− |v|},
where again u = (−1)i+1(d i2e + 1) and v = (−1) j+1(d j2 e + 1).
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Example 6. For n = 5, the disturbance matrix is given by
D5 = 12

−1 1 −1 1 −1 1 −1 1
1 −1 1 −1 1 −1 1 −1
−1 1 −2 2 −2 2 −1 1
1 −1 2 −2 2 −2 1 −1
−1 1 −2 2 −2 2 −1 1
1 −1 2 −2 2 −2 1 −1
−1 1 −1 1 −1 1 −1 1
1 −1 1 −1 1 −1 1 −1

.
If we subtract it from M5, we get
M5 − D5 = 12

13 1 1 1 1 1 1 1
1 13 1 1 1 1 1 1
1 1 10 2 2 2 1 1
1 1 2 10 2 2 1 1
1 1 2 2 10 2 1 1
1 1 2 2 2 10 1 1
1 1 1 1 1 1 13 1
1 1 1 1 1 1 1 13

,
which has eigenvalues {10, 6, 6, 6, 6, 4, 4, 4}.
This example generalises in a natural way to the following lemma.
Lemma 7. The matrix An = Mn − Dn has eigenvalues
( n
2
)
with multiplicity 1,
(
n−k
2
)
+
(
k
2
)
with multiplicity 4 for
1 ≤ k ≤ b n2 c − 1, and
( d n2 e
2
)
+
( b n2 c
2
)
with multiplicity 1 for even n and 3 for odd n.
Proof. Let An = Mn − Dn . One gets immediately that the elements ai j are given by
ai j =

1
2
min{|u| − 1, |v| − 1, n + 1− |u|, n + 1− |v|}, if u 6= v;( |u| − 1
2
)
+
(
n + 1− |u|
2
)
+ 1
2
min{|u| − 1, n + 1− |u|}, otherwise.
We now present the eigenvectors of An . The common row sum is
( n
2
)
, so
( n
2
)
hasw0 = (1, 1, . . . , 1) as eigenvector.
Consider the vectors
w1 = (1, 0, 0, . . . , 0,−1, 0),
w2 = (0, 1, 0, . . . , 0,−1),
w3 = (1,−1, 0, . . . , 0, 1,−1),
w4 =
(
n − 3
2
,
n − 3
2
,−1, . . . ,−1, n − 3
2
,
n − 3
2
)
.
They are orthogonal to each other and to w0. We claim that they are eigenvectors with eigenvalue
(
n−1
2
)
. This is quite
clear for the first three, and for the fourth, we see that Anw4 takes the values
n − 3
2
((
n − 1
2
)
+ 2
)
− 2n − 6
2
=
(
n − 1
2
)
n − 3
2
on the first and last two positions, and
−
((n
2
)
− 4
2
)
+ 4 (n − 3)
2
1
2
= −n
2 − n
2
+ 2n
2
− 2
2
= −n
2 + 3n − 2
2
= −
(
n − 1
2
)
on the intermediate positions.
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Consider the (2n − 6) × (2n − 6) matrix obtained from An by removing the first and last two rows and columns,
and then reducing each element by 1/2 and each diagonal element by an additional n − 2. We claim that the result is
An−2. The size is of course the same, and it is easy to see that it holds for off-diagonal elements. On the diagonal, with
index |u| = ` in An and |u| = `− 1 in the new matrix, we have (assuming, without loss of generality, that ` ≤ n2 + 1)(
`− 1
2
)
+
(
n + 1− `
2
)
+ `− 1
2
− 1
2
− (n − 2)
=
(
`− 2
2
)
+
(
`− 2
1
)
+
(
n − `
2
)
+
(
n − `
1
)
+ `− 2
2
− (n − 2)
=
(
(`− 1)− 1
2
)
+
(
(n − 2)+ 1− (`− 1)
2
)
+ (`− 1)− 1
2
.
Hence, the procedure described above gives An−2.
But this also shows that if w = (w1, w2, . . . , w2n−6) 6= (1, 1, . . . 1) is an eigenvector of An−2, then v =
(0, 0, w1, w2, . . . , w2n−6, 0, 0) is an eigenvector of An . In particular, the four eigenvectors w1,w2,w3,w4 of
An−2(k−1) will, with 2(k − 1) zeros added at both ends, have eigenvalue(
n − 2(k − 1)− 1
2
)
+
k−1∑
j=1
(n − 2 j) =
(
n − (k − 1)− 1
2
)
−
k−1∑
j=1
(n − (k − 1)− j − 1)+
k−1∑
j=1
(n − 2 j)
=
(
n − k
2
)
+
k−1∑
j=1
((k − 1)− j + 1)
=
(
n − k
2
)
+
(
k
2
)
.
Since they are orthogonal to the previously computed eigenvectors, we have 2n−2 orthogonal eigenvectors, in noting
that for a 4 × 4-matrix or smaller, w0 and w4 coincide, and for a 2 × 2-matrix, w1, w2 and w3 all reduce to (1,−1).
Thus, the lemma is proved. 
The model related to the transition matrices An can be described as follows. Multiply An by two to get an integer
matrix. Now, we leave to the reader to verify that the element in position (i, j) in 2An equals the number of reversals
that move an element in state i to state j , if we, apart from the ordinary reversals, also allow the corresponding
’unsigned’ reversals, that is reversals transforming pi = [pi1pi2 . . . pin] to
[pi1 . . . pii pi j pi j−1 . . . pii+1 pi j+1 . . . pin].
Note that the unsigned reversals that flip one element only are silent (i.e. they do not permute the genome), so the
silent reversal has multiplicity n. The transition matrix An thus describes the Markov chain where any reversal, signed
or unsigned, is chosen at random from the uniform distribution. We denote this modelMus and the original model
Ms.
We should immediately note thatMus is not a sound model. Unsigned reversals are only relevant when all signs
are disregarded, that is when we work with unsigned genomes. In fact, an unsigned reversal would in general give
many breakpoints, contrary to signed reversals which can only increase the number of breakpoints by two. This means
that this is a model of unsigned and signed reversals only from a local point of view, when a gene is kept fixed and we
consider the probability of it being followed by a breakpoint. On the other hand, this is all we use in the calculations.
We can therefore useMus for computing t∗(pi), even though it does not model the entire process of what we wish to
compute.
Theorem 8. Let pi ∈ Sn . InMus, the method of moments estimate of the expected number of reversals giving dbrp(pi)
breakpoints is the same as the approximation inMs obtained in [9], that is
t∗(pi) =
log
(
1− dbrp(pi)n− n2n−2
)
log
(
1− 2n
) .
N. Eriksen / Discrete Applied Mathematics 156 (2008) 2320–2335 2329
Fig. 4. The two state Markov chain of two genes subject to reversals according to theMus model. We have the probability s = (2n− 3)/n(n− 1)
that two adjacent genes will separate and the probability u = 1/n(n − 1) that two potentially adjacent genes will unite.
Proof. The Markov chain of the relation between any pair of genes is graphically described in Fig. 4. State
Adj corresponds to their adjacency and state Sep to them being separated, and u and s are the probabilities that
they should be united and separated, respectively. The probability of ending up in state Sep after t steps when starting
in state Adj is, according to [19],
P tu =
s
s + u
(
1− (1− (s + u))t) .
We have s = (2n − 3)/n(n − 1), which is close to the value inMs, which was s = 2/n. However, in contrast with
Ms, the probability that the genes should unite is the same for all states, namely u = 1/n(n − 1). This gives
P tu =
2n − 3
2n − 2
(
1−
(
1− 2
n
)t)
.
From this, we compute
bexp(t) = nP tu = n
(
1− 1
2n − 2
)[
1−
(
1− 2
n
)t]
,
and consequently
t∗(pi) =
log
(
1− dbrp(pi)n− n2n−2
)
log
(
1− 2n
) . 
Having a two state Markov chain, we now wish to generalise this result to duplicate genes. We then need to know
the probability of being in state Sep after t steps when starting in state Sep, since there will usually be quite a number
of potentially adjacent genes to start with in the presence of duplicates.
Lemma 9. Consider the two state Markov chain depicted in Fig. 4. The probability of ending up in state Sep after t
steps when starting in state Sep is
P ts = (1− u − s)t + P tu .
Proof. It is easy to see that P0s = 1 + P0u = 1 fulfills our expectations. Also, since both P tu and P ts admit to the
recursion
P t+1s = (1− P ts )s + (1− u)P ts = (1− u − s)P ts + s,
we get, by induction that
P t+1s = (1− u − s)P ts + s
= (1− u − s)t+1 + (1− u − s)P tu + s
= (1− u − s)t+1 + P t+1u . 
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Theorem 10. Let S be a multiset on n elements and let pi, τ ∈ G(S). InMus, the method of moments estimate t∗(pi, τ )
of the number of reversals giving rise to dbrp(pi, τ ) breakpoints is
t∗(pi, τ ) =
log
1− dbrp(pi,τ )
n− 14n−4
∑
j∈S
| j |Ssτ ( j)

log
(
1− 2n
) ,
where
sτ (i) =
∑
j∈N Rτ (i)
| j |S +
∑
j∈N Lτ (i)
| j |S − |{i,−i} ∩ N Rτ (i)| − |{i,−i} ∩ N Lτ (i)|.
Proof. Let τi be fixed in τ and allow the other genes to move about. By sτ ( j) we denote the number of genes in τ
that follow j in either direction, that is in any σ ≡ τ , and consequently has the potential to form an adjacency with an
element j of τ . We get
sτ (i) =
∑
j∈N Rτ (i)
| j |S +
∑
j∈N Lτ (i)
| j |S − |{i,−i} ∩ N Rτ (i)| − |{i,−i} ∩ N Lτ (i)|,
since if ±i ∈ Sτ (i), this instance of i cannot follow itself.
Considering all pairs of genes a and b such that b follows a in the reference genome τ , the number of such pairs
that end up in the separation state is really apot(pi, τ ), not dbrp(pi, τ ) which we seek. Without duplicate genes, we have
dbrp = apot, but with duplicates we use dbrp + a = n and a + apot =∑ | j |Ssτ ( j)/2 to get
dbrp(pi, τ ) = apot(pi, τ )+ n −
∑ | j |Ssτ ( j)
2
. (1)
Also, with s = (2n − 3)/n(n − 1) and u = 1/n(n − 1), we get
E[apot(pi, τ ) : pi ∈ P St (τ )] = nP tu +
(∑ | j |Ssτ ( j)
2
− n
)
P ts
= nP tu +
(∑ | j |Ssτ ( j)
2
− n
)
(P tu + (1− s − u)t )
=
(∑ | j |Ssτ ( j)
2
− n
)
(1− s − u)t +
∑ | j |Ssτ ( j)
2
s
(s + u)
(
1− (1− s − u)t)
=
(∑ | j |Ssτ ( j)
2
− n
)(
1− 2
n
)t
+
(
1− 1
2n − 2
) ∑ | j |Ssτ ( j)
2
(
1−
(
1− 2
n
)t)
=
∑ | j |Ssτ ( j)
2
− n +
(
n −
∑ | j |Ssτ ( j)
4n − 4
)(
1−
(
1− 2
n
)t)
.
Inserting this into Eq. (1) and solving for t proves the theorem. 
Example 11. Consider the genome τ = [1 −1 2 1 −1 3 2 2] with genes taken from S = {1, 1, 1, 1, 2, 2, 2, 3}, and
which read backwards becomes [1 −1 −2 −2 −3 1 −1 −2]. We have |1|S = 4, |2|S = 3 and |3|S = 1. We also find
N Rτ (1) = {−1}, N Lτ (1) = {2,−2,−3}, N Rτ (2) = {1, 2}, N Lτ (2) = {−1, 2, 3}, N Rτ (3) = {2}, and N Lτ (3) = {−1}. This
gives sτ (1) = 4+ 3+ 3+ 1− 1 = 10, sτ (2) = 4+ 3+ 4+ 3+ 1− 1− 1 = 13 and sτ (3) = 3+ 4 = 7. All together
we get∑
j
| j |Ssτ ( j)
2
= 4 · 10+ 3 · 13+ 1 · 7
2
= 86
2
= 43.
We can check that this is correct. The sum should give the number of possible adjacencies, including the existing
ones. Looking at the combination [1 −1], we have 2 adjacencies and 4 pairs in the breakpoint state, taking account
of the fact that the order of the pair does not count here. The adjacency [−1 2] occurs once, with 11 pairs in the
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breakpoint state, and [−1 −2] occurs twice, with 10 pairs in the breakpoint state. The remaining adjacencies [−1 3],
[2 2] and [−2 −3] all occur once, with 3, 5, and 2 pairs in the breakpoint states, respectively. Summing this gives
6+ 12+ 12+ 4+ 6+ 3 = 43 once more.
Computing upper and lower bounds of bexp for duplicate genes in the modelMs is now easy.
Theorem 12. Assume that τ ∈ G(S) and pi ∈ P St (τ ). Then, the expected number of breakpoints between pi and τ is
bounded by(
n −
∑ | j |Ssτ ( j)
2n
)(
1−
(
1− 2
n − 1
)t)
≤ bexp(τ, t) ≤ n
(
1−
(
1− 2
n
)t)
.
Proof. From [19] and the proof of Theorem 10, it follows that letting s = 2/n and replacing u with umax = 2/n(n−1)
or umin = 0 in(
n − u
s + u
∑ | j |Ssτ ( j)
2
)
(1− (1− s − u)t )
gives lower and upper bounds on bexp, respectively. 
Unfortunately, these bounds are in general quite far from bexp in the presence of many duplicates. Note for instance
that the upper bound is independent of S, which means that it becomes less useful as the number of duplicates
increases. The next Section shows the behaviour of these bounds in simulations on different sets S.
The formula for t∗(pi, τ ) is very similar to the formula for the non-duplicate case from Theorem 8,
t∗(pi) =
log
(
1− dbrp(pi)n− n2n−2
)
log
(
1− 2n
) .
The difference is in extending the number of possible adjacencies from n to the adjacency sum aτ =∑ j | j |Ssτ ( j)/2.
For genomes with duplicates, aτ is in general significantly greater than n. It also depends on the original genome τ ,
which introduces a new problem. In applications, we never try to deduce the number of reversals which, when applied
to a known τ gave rise to a known pi . Instead, we seek the number of reversals that, when applied to an unknown
τ (the ancestor), gave rise to the two descendants pi (1) and pi (2). When τ did not enter the formula, this was of no
concern to us, but now it introduces a complication. Which τ should we use in our formula?
While it is possible to compute the expectation of the adjacency sum over an identical distribution on all genomes
with gene content S, it is not trivial, and computing the standard deviation must be considered hard. Fortunately, most
τ with genes taken from a given S have similar adjacency sums. As we shall see in the next section, the estimated
standard deviation from simulations is small compared to the mean, and thus we can use, for instance, api (1) or api (2)
or their mean.
5. Qualitative assessment and range of confidence
The original method of moments estimate t∗(pi) inMus was benchmarked in [11], and the results indicated that we
could use it for n = 400 up to about 600 applied reversals. For more scrambled genomes, we cannot obtain reliable
results, as the slope of bexp(t) becomes too low. What happens when we introduce duplicate genes?
The effect of introducing duplicate genes is that the limit that bexp(τ, t) approaches as t goes to infinity is lowered.
The speed with which the limit is approached is the same regardless of S, namely (1− 2/n)t . Thus, if the limit is not
significantly reduced, the new formula should be useful in the same broad range of applied reversals for all S, but a
significant reduction of the limit will reduce the usefulness of the estimate.
We have chosen eight sets Si to see how bexp(τ, t) behaves under different conditions. The sets are described in
Table 1 and include a non-duplicate set (S1), three sets with equal number of duplications on all genes (S2 to S4) and
four sets with different number of duplications, of which the last contains a very high number of duplications of one
gene. In each case, τ is chosen from a uniform distribution. To compare with, we have gathered information on a few
2332 N. Eriksen / Discrete Applied Mathematics 156 (2008) 2320–2335
Table 1
Test sets for bexp(τ, t)
Name Content
S1 {1, 2, 3, . . . , 400}
S2 {15, 25, 35, . . . , 805}
S3 {110, 210, 310, . . . , 4010}
S4 {120, 220, 320, . . . , 2020}
S5 {110, 29, 38, . . . , 10, 11, . . . , 355}
S6 {120, 219, 318, . . . , 20, 21, . . . , 210}
S7 {125, 224, 323, . . . , 25, 26, . . . , 100}
S8 {1100, 260, 340, 420, 510, 65, 7, 8, . . . , 171}
Each set contains 400 genes, and ab indicates that gene a occurs b times. The sets include the non-duplicate case, several cases with even duplication
distribution and several cases with uneven duplication distributions.
Table 2
Some real bacterial gene contents, taken from [14]
Name Genes Singletons Duplicated genes Top duplicates
Chalmydia trachomatis 960 769 80 9, 6, 5, 4, 4, 3, 3, 3
Echerichia coli 4788 2061 825 17, 16, 14, 14, 13, 12, 12, 12
Shigella dysenteria 2782 1485 352 68, 44, 34, 33, 25, 20, 19, 16
For each species, the number of genes, the number of singletons, the number of duplicated genes and the number of copies of the most duplicated
genes are given.
Table 3
The mean and the standard deviation of the absolute error and the expectation and the standard deviation of the adjacency function for all test sets
S1 S2 S3 S4 S5 S6 S7 S8
Mean |t∗ − t | 13.3 15.6 22.8 44.8 13.6 17.9 27.4 30.6
Mean t∗ − t 1.7 1.8 3.8 14.0 1.5 2.4 6.5 8.8
St. dev. |t∗ − t | 21.0 25.3 42.6 89.9 21.4 30.0 53.4 61.0
Mean aτ /(2n − 2) 0.5 12.4 47.4 159.0 1.6 25.8 80.0 140.1
St. dev. aτ /(2n − 2) 0.0 0.1 0.5 3.3 0.1 1.2 2.3 3.0
real data sets (Table 2, taken from [14]). From these, we can conclude that sets S2 to S4 are not realistic, but they give
a measure on the degree of duplication that we can allow. Sets S5 to S8 are more realistic, although the number of
duplications in S8 and the low number of different genes in S7 are very uncommon.
For each of these test sets, we have made simulations. We have randomly taken a genome from the identical
distribution on all genomes with content Si , and then performed t reversals, taken at random from the identical
distribution on {1, 2, . . . , 600}. Finally, we have computed the number of breakpoints and t∗ (inMus) and plotted
this as a function of t (Fig. 5). In all the graphs, we see that while the number of breakpoints is not a linear function
of t , t∗ behaves linearly throughout the interval.
If the number of breakpoints exceeds n − api/(2n − 2), t∗ will not give a real value. In the graph, we have plotted
the line y = n − aτ /(2n − 2). For the sets with large adjacency sum, in particular S4 and S8, we have had to remove
some simulations that exceeded this limit. We can also see that for these sets, t∗ gets scattered a lot at the right end.
Nevertheless, we can conclude that on the whole, the method works.
In addition, we have plotted the function bexp(τ, t) inMus and its lower and upper bounds inMs. We find that
bexp(τ, t) follows the simulated values of dbrp(pi, τ ) very well, which explains the linearity of t∗. For the bounds,
however, too many duplicates spoil their usefulness. For the sets S4, S7 and S8, the upper bound extends well above
the limit limt→∞ bexp(τ, t) = n − aτ /(2n − 2), t∗ and the lower bound is equally far below. Thus, these bounds are
not tight if the genes are heavily duplicated.
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Fig. 5. Computing the expected number of reversals given the number of breakpoints, for the sets described in Table 1, with the odd-numbered sets
to the left and even-numbered to the right, increasing downwards. With the true number of reversals t at the respective abscissas, the breakpoints
are shown as green stars and the estimated number of reversals as red dots. While the breakpoints do not depend linearly on the number of reversals,
the estimated number of reversals stay close to the function y = t . We also have the function bexp(τ, t) and its upper and lower bounds computed in
the previous Section. We note that the upper bound in some cases extend far above the limit limt→∞ bexp(τ, t) and that the lower bound is equally
far below. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
To put numbers to these figures, we have computed the mean and the standard deviation of the absolute error, that
is |t∗ − t |, the mean of the error t∗ − t and the mean and the standard deviation of the adjacency sums for these sets,
based on 10 000 simulations. The values are collected in Table 3.
Again, S4 and S8 stand out as problematic sets. On the other hand, we are astonished that we can say something
about such highly duplicated sets at all. We also note that having five duplicates of all genes, or up to ten duplicates
of a few genes does not seem to have any effect. For sets similar to these, the method of moments estimate works as
well as one could hope for.
On all sets, t∗ overestimates t , especially for sets with many duplicates. This is probably in its entity due to the fact
that for large t , a few breakpoints higher than expected will make t∗ go through the roof. Since the largeness of t is
related to the adjacency sum, we see this effect most clearly when aτ is large.
Finally, we address the question whether it would make a difference had we chosen to use t∗ inMs instead ofMus.
There is definitely a difference in computation time, but the results might also improve by using the more realistic
model. To test this, we have computed the difference between t∗ inMs and t∗ inMus, and the results can be found
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Fig. 5. (continued)
Fig. 6. The difference between t∗ forMs andMus. To the left we have 50 instances of τ with content S4 and to the right content S6. We note the
larger spread, but also the smaller difference, in the presence of many duplicates.
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in Fig. 6 for S4 and S6. In both the cases, and the situation is similar for all Si , the error stays well within a breakpoint
and is thus negligible in practice.
We note two interesting things. First, this error depends on the permutation τ we start with, but especially for sets S
with few duplicates, there is little difference between different τ . Second, the error does not increase with the number
of duplicates. This should be seen in the light of the relation betweenMs andMus. With many duplicates, the number
of potential adjacencies that can be united by a signed reversal is approximately equal to those that can be united by
an unsigned reversal already at time t = 0. Then, the difference betweenMs andMus is less pregnant than it is in
the presence of few duplicates, where the potential adjacencies will unite almost exclusively by signed reversals for
small t .
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