Abstract. In this paper we present an all-optical network architecture and a systolic routing protocol for it. The -dimensional optical butterfly ( 
Introduction
Optics offers a possibility to increase the bandwidth of intercommunication networks. Optical communication offers several advantages in comparison with its electronic counterpart, for example, a possibility to use broader bandwidth and insensitivity to external interferences. These advantages have been covered, e.g., by Saleh and Teich in their book [12] .
Our work is motivated by another kind of communication problem, namely the emulation of shared memory with distributed memory modules [6] . If a parallel computation has enough parallel slackness, the implementation of shared memory can be reduced to efficient routing of an Butterfly networks are widely used in intercommunication machineries. There are several reasons to the popularity of butterfly networks. Firstly, they have a simple recursive structure. Secondly, in an ¢ -dimensional butterfly any input " is linked to any output " $ # by a unique path of length ¢ [7] . Most of implementations of butterfly based networks use packet switching as the routing strategy [7, 9, 13] . A drawback of packet switching is that routing decisions must be done in electronic form. Liu and Gu have presented an all-optical implementation based on wavelength-division multiplexing (WDM) [8] . An advantage of their implementation is that electro-optic conversions are avoided. A disadvantage is that a number of wavelengths and wavelength converters are needed to realize connections.
In this work we present an all-optical network architecture and a systolic routing protocol for it. The ¢ -dimensional optical butterfly network consists of ¢ % nodes and ¢ edges. Processors are deployed at the level 0 nodes of the network. Routing nodes are connected to each other by optical links. In this paper we present a novel packet routing protocol, called the systolic routing protocol. Additionally, when a packet is injected into the routing machinery, neither electro-optic conversions are needed during its path from source to target processor nor any collisions may happen between two distinct packets. An
A . Section 2 presents the internal structure of routing nodes and the structure of an
network. In Section 3 we introduce the systolic routing protocol. Section 4 presents the analysis of our construction. Section 5 sketches conclusions and future work.
Optical Butterfly with Systolic Routers
We study on the
and having 3 4 processing nodes. We represent the structure of routing nodes in Section 2. The basic component of routing nodes is the electrically controlled all-optical 2 ( 2 switch. Switches can be implemented by LiNbO) technology [12] . The construction of routing nodes ensures that signals never collide and routing of the packets works correctly if we can arrange a situation that both incoming packets never prefer the same output link. We will show that this kind of situation is arrangeable. The construction of 3-dimensional
Construction of Optical Butterfly
's is presented in Figure 2 . In Figure 2 , a circle indicates a processing node, a rounded square Our construction has two characteristics. Firstly, straight edges are always leading to the same block and cross edges are always leading to the adjacent block of the (sub)butterfly. Secondly, treatment of packets can be arranged uniformly at each router of the network because of uniform connections between routers. 
Feasibility of

¡ £ as a Systolic Router
The switching time of LiNbO) switches lies in the range of 10-15 ps [12] . The length of packet ( ¢¨ ) can be evaluated by equation
, where is the size of the packet in bits, © 0 7 m/ns is the speed of light in vacuum,
is the refraction index of fiber [12] , and is the link bandwidth. Assuming the bandwidth to be =100 Gb/s, the length of a bit in a fiber is¨ ¦ mm.
In order to estimate the feasibility of a 6-dimensional
(having 64 processing nodes) let us assume the link bandwidth to be !£ ¡ clock cycles for each packet. We consider the requested parameters to be reasonable and the architecture to be feasible to construct in the near future.
Routing in Optical Butterfly
We have developed a routing algorithm for
. In Section 3.1 we present properties of routing information and transitions between blocks. Section 3.2 introduces preprocessing phase. Preprocessing phase consists of determining of the control sequence and determining the routing table that will control the routing. Section 3.3 introduces the routing algorithm for the optical butterfly.
Properties of Routing
Determining the Routing Information.
¢ " ) be a bit sequence indicating the edges used by a packet on its path from the source to the target in an the packet should be routed from router on level % to level % ¤ F H using a straight edge leading to the same block. Clearly, we can construct an ¢ -ary routing bit sequence for any source/destination pair so that it leads correctly the packet through the
. To notice this, let us assume that in a bit sequence ' # , the % 'th bit stands for the edge leading to the wrong subnetwork. We just substitute the initial bit sequence by . The meaning of the information is that the packet from 2 3 to 2 must be routed from the sender to the first level router using a cross edge, from the first level router to the second level router using a straight edge, and from the second level router to the destination using a straight edge.
Determining Transitions Between
Blocks. . According to our construction the router should be in the invert state. Correspondence between two-bit routing information, transitions between blocks, and required state of router is presented in Table 1 .
Because all the routers have two incoming and two outgoing links, each router can 
Initialization Phase
In our contruction injected packets have no routing information. When a packet arrives a routing node it is routed into an adjacent or the same block according to the state of the router. Anyway we are able to arrange a control system so that every packet injected into the
reaches its target. We will use a cyclic control bit sequence and timing of injections of packets.
Determining the Control Sequence. , and synchronizing injections of packets so that they reach every routing node in the correct state. Precondition of all-to-all routing is that Fredricksen has presented an algorithm to construct a de Bruijn sequence [2] . The algorithm is Prefer one and it can be presented as follows: 
is the length of de Bruijn sequence, and in invert states otherwise. Determining of the control sequence is necessary to do only once at the initialization phase of the
Determining the Routing Table. The optical butterfly has a number of properties. Firstly, structure of routers and connections between them are uniform. Secondly, it is possible to determine a unique routing bit sequence for any packet from a source 2 is controlled by the static control bit sequence¨ § . For these reasons we are able to determine a routing table for every connection at the initialization phase. 
Routing Algorithm for the Optical Butterfly
At the initialization phase each processor determines the control sequence and the routing table. This must be done when the system is set up. At the beginning of routing each processor of the
has a number of packets to send. In the preprocessing phase each processor 2 ¡ inserts packets destined to processor 2 into sending buffer the maximum load is implies work-optimality. We ran some experiments to get an idea about the cost. We ran 5 simulation rounds for each occurrence using a visualizator programmed with Java [4] . Packets were randomly put into output buffers and the average value of the routing time over all the 5 simulation rounds were evaluated. The average cost was evaluated using equation
§ © ¨
, where !¨ i s the average routing time. Figure 4 gives support to the idea that 1 does not need to be extremely high to get a reasonable routing cost.
Conclusions and Future Work
We have presented a systolic routing protocol for optical butterfly. No electro-optical conversion is needed during the transfer and all the packets injected into the routing machinery are guaranteed to reach their destination. The simple structure presented and the systolic routing protocol are useful and realistic and offer work-optimal routing of A .
An advantage of our construction is that the overall number of links is However, a drawback arise, when the systems are scaled up. Putting elements in the physical space requires at least a volume of size A [15, 16] . The length of wires between routing nodes increase with respect to the physical space required.
