INTRODUCTION
============

Eukaryotic chromosomes are packaged in condensed chromatin structures whose primary unit, the nucleosome, is composed of about 147 DNA base pairs wrapped around a histone octamer ([@B1],[@B2]). Nucleosomes, as well as the enzymes that remodel and modify them, are key regulators of genome activity ([@B3]). Nucleosome positioning can affect the accessibility of underlying DNA to the nuclear environment and as such plays an essential role in the regulation of cellular processes ([@B4],[@B5]). Nucleosome formation and/or positioning depends on intrinsic properties of the DNA sequence such as flexibility or natural bending of adjacent base pairs ([@B6; @B7; @B8; @B9; @B10]). In particular, repetitive occurrences of curved DNA motifs positioned at intervals of one turn of the double helix can contribute to DNA curvature and facilitate its wrapping around the histone surface. In yeast, the contribution of the DNA sequence to nucleosomal organization has been observed at a few promoters ([@B11],[@B12]). Nucleosomal organization is generally analysed by using micrococcal nuclease (MNase) digestion of chromatin. In chromatin, MNase cleaves DNA preferentially within the linker region and at nuclease-hypersensitive sites found at regulatory regions such as promoters. To perform large-scale studies of nucleosomal organization, the distribution of MNase cleavage sites is determined throughout genomic regions or in the whole genome by means of either oligonucleotide tiling arrays or massive sequencing ([@B12; @B13; @B14; @B15]). Unfortunately, systematic biases such as MNase cleavage specificity, composition-dependent labelling or hybridization biases inherent to the microarray procedure were generally not assessed. Such studies have nevertheless provided data sets that make it possible to analyse the parameters determining chromatin organization. In particular, the DNA sequence was proposed to play a role in yeast nucleosomal organization with particular emphasis on periodic occurrences of curved DNA motifs that were strongly preferred by nucleosomes ([@B16],[@B17]). Correlation with the GC content of DNA was also observed ([@B15],[@B18]). To what extent can nucleosome occupancy be deduced from the analysis of genome sequences? In the study presented here, we used only physical modelling of the wrapping of DNA around nucleosomes to predict *ab initio* chromatin organization and its role in gene regulation without using any training or regression-based procedure. We also assessed some of the biases introduced by the experimental procedures. This allowed us to demonstrate the predictive power of physical modelling in organisms as diverse as yeast, fly and nematode.

MATERIALS AND METHODS
=====================

Physical model
--------------

We implemented *ab initio* prediction of nucleosome occupancy along DNA sequences by computing the free-energy landscape associated with the bending of DNA around histone octamers to form nucleosomes. To evaluate this elastic free-energy, we assumed that a DNA chain of length *L* is constrained at position *i* around the histone octamer to form an ideal superhelix of radius *R* = 4.19 nm and pitch *P* = 2.52 nm ([@B19]). This geometry of the DNA chain can be defined by the following roll, tilt and twist angle distributions: for *j* = *i*, ...,*i* + *L* − 1 and with: κ = (2π)^2^R / (*P*^2^ + (2π*R*)^2^),ω = Ω~3~( *j* ) − 2π*P* / (*P*^2^ + (2π*R*)^2^) Assuming that the DNA chain is an inextensible and unshearable elastic rod, the elastic energy required to form such a superhelix depends solely on the roll, tilt and twist deformations given by: where *A*~1~, *A*~2~ and *A*~3~ are the stiffnesses associated with the tilt, roll and twist fluctuations around their equilibrium values Ω*~o~*~1~, Ω*~o~*~2~ and Ω*~o~*~3~, respectively. These elastic parameters depend on the sequence at positions *j* = *i*,\...,*i* + *L* − 1 along the nucleosomal DNA. Equilibrium values Ω*~o~* and stiffnesses are determined as in ([@B10]). We neglect anisotropic bending deformations and we retain only the isotropic deformations controlled by the 'isotropic' stiffness *A* = (*A*~1~+*A*~2~)/2. We assume that *A*( *j* ) = *A*\*τ~*m*~( *j* ), where *A*\* = 50 nm is the stiffness of the 'standard' (random) sequence and *τ~m~*, a sequence dependent modulating factor. Similarly, for the twist stiffness we use: with *A*~3~ = 75 nm ([@B20]). As described in ([@B10]), τ*~m~*(*j*) is defined as the ratio of the local dinucleotide melting temperature over the average dinucleotide melting temperature of standard DNA: τ~*m*~( *j* ) = *T*~*m*~( *j* )/T \*~*m*~. This is very closely correlated to the stacking energy and bending stiffness of DNA ([@B10]). We also take into account the entropic cost associated with the transition of the DNA chain from the unconstrained state (free DNA) to the superhelical configuration given by: where The free-energy landscape is finally obtained by using the standard thermodynamical relation: The energy profile can actually be decomposed into two contributions: where: and:

Δ*F*\_mean(*i*) is the sum of the energies required (a) to form a straight fragment from the original intrinsically curved fragment and (b) to form the appropriately curved nucleosomal DNA. It depends mainly on the modulus of the intrinsic curvatures \|Ω~*o*1,2~\| of the DNA fragment. Δ*F*\_mean(*i*) takes into account the contributions of DNA motifs that either increase or decrease the intrinsic curvature and as such predict the regions with high nucleosome occupancy as well as nucleosome instability regions.Δ*F*\_osc(*i*,ϕ~*i*~) is the component that is dependent on the phase. It is a rapidly varying term in the case of a uniformly fixed phase, i.e. it oscillates with a 2π/ω≈10.4 bp period. The amplitude of these oscillations increases with the ∼ 10 bp periodic component of the distribution of intrinsically curved motifs in the *j* = *i*,...,*i*+*L* DNA fragment. For the wrapping length we chose *L* = 73 bp, which gave the best correlation with the experimental data ([Supplementary Figure 1](http://nar.oxfordjournals.org/cgi/content/full/gkn262/DC1)). Interestingly, this is similar to the length of DNA centered around the dyad axis, which is tightly bound to the tetramer histone surface ([@B1],[@B21]).

In order to take into account the resolution of experimental data, we performed a linear coarse graining of the free-energy. This eliminates the ∼ 10 bp oscillations due to the Δ*F*\_osc component and is equivalent to taking into account the contribution of Δ*F*\_mean only. In the manuscript, we termed Δ*F* the result of the linear coarse graining performed at a scale of 50 bp for *Saccharomyces cerevisiae* and of 100 bp for *Drosophila melanogaster*. In the figures, for the sake of clarity, −Δ*F* values have been translated so that the mean value calculated for the corresponding sequences was set to zero.

Alternatively, as shown in [Supplementary Figure 5](http://nar.oxfordjournals.org/cgi/content/full/gkn262/DC1), we also computed the nucleosome energy landscape *E*(*i*) using the method recently developed by Tolstorukov *et al*. ([@B22]). We could thus compute the elastic energy cost associated with the formation of a nucleosome at all genomic positions, taking into account not only the cost of the roll, tilt and twist deformations (which define the relative orientation between successive base pairs), but also such rigid-base pair deformation parameters as the slide, shift and rise deformations (which define the relative displacement between successive base pairs). Furthermore, we took into account all the coupling between all deformation parameters such as roll--slide or twist--stretch. The values of the spontaneous deformations as well as the stiffness and coupling constants were as described by Olson *et al*. ([@B23]). The nucleosome geometry corresponding to the values of all deformations over 145 bp steps were computed from the crystal structure of the nucleosome ([@B19]) by using the 3DNA software package ([@B24]).

*In silico* method to define nucleosome positions
-------------------------------------------------

To determine nucleosome-linker boundaries from the experimental data, we developed a hidden Markov model (HMM) that was similar to the one described by Yuan *et al*. ([@B12]) and we used the Matlab toolbox available at <http://www.cs.ubc.ca/~murphyk/Software/HMM/hmm.html>. We smoothed the energy profile with a 500 bp window and discretized it at a 10 bp scale. We designed the model with 14 highly positioned nucleosome states, 18 weakly positioned states and a linker state. We estimated the model parameters with the forward--backward algorithm on the whole chromosome III and inferred the hidden states with the Viterbi algorithm. We then deduced our predicted nucleosome positions from the highly positioned nucleosome states. To simulate the random expectations, we randomly drew 100 times the same number of positions uniformly along the chromosome III.

Statistical analysis
--------------------

Calculations of *K*-means, clustering imaging and the Pearson method used to calculate the point-to-point correlation *r* were all performed in the R software environment <http://www.r-project.org> with the standard packages.

Data source
-----------

### Sequence data

The genome of *S. cerevisiae* (Build 25-JUL-2005) was downloaded from NCBI (<http://www.ncbi.nlm.nih.gov>). Other annotated complete yeast genomes were downloaded from Genolevure (<http://cbi.labri.fr/Genolevures>). The genome of *D. melanogaster* (Build 4.2.1) was downloaded from Flybase <http://flybase.bio.indiana.edu>.

### Experimental data

Experimental nucleosome occupancy data for *S. cerevisiae* (log2ratio) were retrieved from ([@B12]). We computed the occupancy profile of H2AZ-containing nucleosome in *S. cerevisiae* from the [supplementary data](http://nar.oxfordjournals.org/cgi/content/full/gkn262/DC1) of the massive sequencing analysis performed by Albert *et al*. ([@B13]). We assumed that the nucleosomes were 146 bp long and we retained those found with BlastN at percent identities \>0.95. We defined the occupancy profile at each genomic site by the log of the number of H2AZ nucleosomes overlapping this site. We used the set of data made available in a study by Mito *et al*. ([@B25],[@B26]), which they performed on one-third of the *D. melanogaster* genome by using tiling arrays at 100 bp resolution; these experiments analyse MNase-treated chromatin compared to either genomic DNA or genomic DNA digested *in vitro* with MNase to estimate nucleosome occupancy.

RESULTS
=======

Physical model used to predict nucleosome occupancy
---------------------------------------------------

To predict nucleosome occupancy in a manner applicable to a range of eukaryotic genomes, we made the assumption that nucleosome positioning depends solely on the physical properties of DNA. Accordingly, to evaluate the probability that a nucleosome occupies a given position, we computed the energy necessary for the corresponding DNA fragment to be incorporated into a nucleosome. Using the intrinsic parameters of the DNA double helix (considered here as an elastic rod) we determined the free-energy cost of bending a DNA fragment of given sequence from its natural curvature to the final superhelical structure around the histone core. These parameters include the natural bending of each dinucleotide step given by the equilibrium values of the roll, tilt and twist angles and the elastic parameters of the deformations of dinucleotides around these equilibrium values ([@B10]). By computing free-energy values in windows centered at each nucleotide position along a genome sequence, we obtained an energy landscape for nucleosome occupancy. This landscape presents a fast (∼  10 bp) oscillating component superimposed with a slowly varying component (Equations [1](#M1){ref-type="disp-formula"} and [2](#M2){ref-type="disp-formula"} in Materials and methods section). Finally, smoothing the energy landscape by a window corresponding to the resolution of the experimental data led to the energy profile, −Δ*F*, which was compared to *in vivo* nucleosome occupancy data as determined by measuring the accessibility to MNase of genomic DNA in chromatin ([@B12],[@B26]).

The physical model predicts nucleosome occupancy in *S. cerevisiae*
-------------------------------------------------------------------

In yeast, we observe a significant correlation between predicted values and experimental data ([Figure 1](#F1){ref-type="fig"} and [Supplementary Figure 2](http://nar.oxfordjournals.org/cgi/content/full/gkn262/DC1)). In the experimental occupancy profiles, oscillations on the scale of ∼ 170 bp have been associated with positioned nucleosomes ([@B12]). These oscillations coincided with oscillations of the calculated −Δ*F* profile in coding regions as well as in intergenic regions. We measured the quality of the discrimination between nucleosome forming and nucleosome inhibiting sequences achieved with our free-energy calculation by measuring the area under a receiver operating characteristic (ROC) curve ([Supplementary Figure 3](http://nar.oxfordjournals.org/cgi/content/full/gkn262/DC1)). The ROC score was equal to 0.72 for the complete test set and was equal to 0.85, 0.90 and 0.95 for the 8, 4 and 2% extreme fragments, respectively. This showed that the DNA fragments presenting the largest and lowest nucleosome occupancy values were efficiently discriminated, i.e. corresponded to fragments presenting large and low values of the −Δ*F* free-energy. These results are similar to those obtained in a recent study performed with the same experimental nucleosome occupancy data with a support vector machine classifier ([@B18]). Reciprocally, the DNA fragments of the data set presenting extreme values of the −Δ*F* free-energy corresponded to fragments with the highest and lowest nucleosome occupancy values showing that the most accurate predictions were obtained with the DNA fragments that most favour or inhibit nucleosome positioning (*ROC* = 0.88 for the 8% extreme fragments). A similar analysis was performed with a larger data set, a recently published genomewide *S. cerevisiae* nucleosome occupancy data ([@B15]). Here also, the ROC score demonstrates the predictive power of our model: DNA fragments with extreme nucleosome occupancy values were efficiently classified by their −Δ*F* free-energy values ([Supplementary Figure 3](http://nar.oxfordjournals.org/cgi/content/full/gkn262/DC1)); reciprocally, fragments with extreme −Δ*F* values corresponded to fragments with the highest and lowest nucleosome occupancy values (*ROC* = 0.87 for the 8% extreme fragments). Figure 1.Comparison of energy profile −Δ*F* (blue line, ordinate units are in *kT*) with experimentally determined nucleosome occupancy in *S. cerevisiae* \[red line: log2ratio of hybridization data retrieved from ([@B12])\]. Red ovals represent nucleosome positions predicted in ([@B12]). (**A**) Representative portion of chromosome III. (**B**--**E**) Local views of regions presented in the experimental analysis of nucleosome occupancy ([@B12]); (B) HIS3 promoter; (C) CHA1 promoter (note that the theoretical model predicts the presence of a positioned nucleosome separating the divergent promoters. This nucleosome is detected at a lower frequency than predicted, presumably because of the influence of the machineries interacting with the two surrounding promoters); (D, E) local views of chromosome III regions showing both localized and delocalized nucleosomes. In abscissa, units are 100 kb in (A), 1 bp in (B, C), 10 kb in (D, E). The correlation between experimental data and −Δ*F* values over the whole chromosome III region analysed is *r* = 0.45, *P* \< 10^−15^. Figure 2.Comparison of predicted nucleosome occupancy −Δ*F* (blue line) with experimentally determined nucleosome occupancy \[red line, retrieved from ([@B12])\] in *S. cerevisiae* promoter regions of different architecture. (**A**) Average values corresponding to 473 promoters aligned by start codon; the correlation between experimental and predicted values is *r* = 0.87, *P* \< 10^−15^. (**B**) As in (A) for 320 TATA-less promoters. (**C**) As in (A) for 82 TATA-containing promoters. Figure 3.Performances of the HMM method for nucleosome position prediction. Cumulative distribution of the distances between centres of experimentally determined nucleosomes and nucleosomes predicted by our HMM approach (plain line) compared with random expectation (dashed line).

A striking correlation between prediction and experimental data was observed in promoter regions ([Figure 1](#F1){ref-type="fig"}A, [Supplementary Figure 2](http://nar.oxfordjournals.org/cgi/content/full/gkn262/DC1) and close-up views in [Figure 1](#F1){ref-type="fig"}B--E). Eukaryotic promoters present a low nucleosome occupancy region rendering DNA accessible to the transcription machinery and to regulatory factors ([@B12],[@B27; @B28; @B29]). The energy profiles we calculated are in agreement with this, presenting a deep minimum in a number of promoter regions. Averaging over all promoters analysed by Yuan *et al*. ([@B12]), we find that the mean experimental profile and the predicted profile at the 5′-end of *S. cerevisiae* genes both display a characteristic V-shape centered 100 bp upstream of the start codon ([Figure 2](#F2){ref-type="fig"}A) which corresponds to low nucleosome occupancy. This segment is bordered on both sides by regions with large −Δ*F* and nucleosome occupancy values. In addition, the four positioned nucleosomes at the 5′-end of the coding region spanning the fragment (0   −   600 bp) that are visible in the averaged experimental data ([@B12]) are predicted to some extent by our model with this promoter set. The mean −Δ*F* profile computed for all annotated *S. cerevisiae* protein coding genes presented the characteristic V-shape pattern predicted for promoters analysed experimentally, indicating that this pattern is a general intrinsic property shared by most *S. cerevisiae* promoters ([Figure 5](#F5){ref-type="fig"}, *S. cerevisiae* profile). Previous studies ([@B13],[@B17]) highlighted differences in promoter architecture between TATA-less and TATA-containing promoters. In agreement with experimental data, by averaging the mean −Δ*F* profile over each category, we predict the characteristic V-profile followed by successive peaks for TATA-less promoters and an irregular nucleosomal architecture for TATA-containing promoters ([Figure 2](#F2){ref-type="fig"}B and C). This further demonstrates the ability of our model to capture sequence dependencies of chromatin architecture. Furthermore, our model was also able to discriminate between nucleosome sequence sets with various enrichment levels for nucleosome-positioning sequences ([Supplementary Figure 4](http://nar.oxfordjournals.org/cgi/content/full/gkn262/DC1)). Moreover, when computing the nucleosome energy profile using a recently developed threading method that uses a similar but more detailed model \[e.g. integrating the elasticity of the full set of rigid base pair helical parameters ([@B22])\], we obtained similar results (See Material and methods section and [Supplementary Figure 5](http://nar.oxfordjournals.org/cgi/content/full/gkn262/DC1)). This indicates that, at the coarse-grained level considered here, our simple model is quite effective, even though some of its simplifications might not be as effective at a fine-grain level, in particular, to describe rotational positioning.

Nucleosome positions inference
------------------------------

The accuracy of nucleosome positioning can vary not only along the sequence, but also according to the experimental procedure used to monitor it. In the initial chromosome tiling array mapping ([@B12]), 50-mer oligonucleotides were tiled with 20 bp spacing, the MNase-digested chromatin DNA was labelled by random priming, and the log2 of the ratio of the chromatin DNA to naked DNA signal was used to detect well-positioned nucleosomes by HMM modelling. As an approximation, one could consider the model as based on the detection of positive log ratio values on six to eight successive probes bracketed by one or more negative value probes. If there were more than eight successive probes with positive values, the nucleosomes were interpreted as delocalized. The energy profile was used to determine the nucleosome positions on the whole chromosome III with a similar HMM, where the hidden states inferred with the Viterbi algorithm were interpreted as linker or nucleosome states. This automated method allows for an objective comparison of our predictions with experimentally determined nucleosome positions, by measuring the distance between respective centres. This analysis revealed that our model displays significant performance ([Figure 3](#F3){ref-type="fig"}) with up to 82% improvement on random expectation, in particular, if some flexibility is given to the interpretation of the precision of nucleosome positioning. Fifty-one percent of the centres that we predicted were within 40 bp of the centres predicted by HMM analysis of the experimental data, compared with the 28% expected by chance. These performances are well above those obtained with an alternative model ([@B16]) that is based on the role of periodic DNA-bending motifs that favour DNA wrapping around the histone octamer ([@B6; @B7; @B8; @B9; @B10]). This sustains that our physical model seemingly better captures the complexity of the distribution of curved DNA motifs (density and organization) with positive or negative contributions that ultimately reproduce the observed nucleosome occupancy. It should be noted, however, that the HMM approach extracts from the statistical distribution of nucleosome positions, as detected by a 20 bp-step MNase digestion profile, the most abundant nucleosome positions and thus converts a complex profile into a binary nucleosome-linker profile. This reductionist process can provide the false impression that nucleosomes are very precisely positioned even when they are statistically distributed around preferred positions. Furthermore, systematic experimental biases can modify the profiles that would then lead to erroneous inferences at some positions with the HMM approach. Indeed, two independent nucleosome positioning studies performed in yeast using tiling arrays at different resolutions led to relatively similar nucleosome distribution profiles that gave rise to more distinct HMM profiles ([@B15]). In addition, labelling biases due to the procedures used in the chromosome tiling analyses are presumably responsible for the reduction of several neighbouring, rotationally positioned nucleosomes to a single nucleosome position. Indeed, the labelling of nucleosome-length fragments by random priming is not uniform, with a 5′--3′ gradient of labelling for each DNA strand, whose steepness varies according to the experimental conditions. Thus, nucleosomes appear shorter than their actual length and indeed, in the study by Yuan *et al*. ([@B12]), positive signals observed on six successive probes (75% of the total) were already assigned to well-positioned nucleosomes, even though they corresponded to 120 bp MNase-resistant regions only. Accordingly, the positive signals observed on seven or eight successive probes should already be interpreted as more than a single nucleosome position. A higher variability in nucleosome positioning is indeed clearly visible in the massive sequencing mapping of H2A.Z-containing nucleosomes in yeast that allowed direct measurements of the accuracy of nucleosome positioning around promoters \[([@B13]), see also a comparison of nucleosome distributions as visualized by different analyses in [Supplementary Figure 6](http://nar.oxfordjournals.org/cgi/content/full/gkn262/DC1)\]. Thus, a more faithful view of nucleosome position is provided by the experimental nucleosome occupancy profiles, which directly reflects the probability of nucleosome distribution along the DNA sequence rather than reducing the complex distribution to the dominant nucleosome positions. The similarity between this profile and the energetic profile predicted by our model reveals that the physical parameters of DNA greatly contribute to the probability of nucleosome occupancy at a given position rather than determine precise nucleosome positions.

Divergent genes
---------------

To what extent is this nucleosomal organization common to divergent promoters? Indeed, in some instances divergently transcribed adjacent gene promoters share a short, low-nucleosome density region targeted by common regulatory factors. In *S. cerevisiae*, the length of DNA separating adjacent divergent ORFs, *d*, exhibits a bimodal distribution with peaks at 270 and 600 bp, allowing us to separate these genes into two sets ([Figure 4](#F4){ref-type="fig"}A). Neighbouring promoters (*d* \< 300 bp) present a mean nucleosome occupancy profile with a unique ∼ 200 bp low nucleosome occupancy region shared by both promoters ([Figure 4](#F4){ref-type="fig"}B). This class is illustrated by the PET56/HIS3 divergent genes ([Figure 1](#F1){ref-type="fig"}B) ([@B11]). In contrast, distant promoters (300 \< *d* \< 600 bp) exhibited two distinct low nucleosome occupancy regions separated from each other by a variable zone with higher nucleosome density ([Figure 4](#F4){ref-type="fig"}C) as exemplified by the GRX1/LSB5 genes ([Figure 1](#F1){ref-type="fig"}E). The mean −Δ*F* profiles computed for these two classes of genes reproduced remarkably well the experimental data ([Figure 4](#F4){ref-type="fig"}B and C). Thus, in yeast, a chromatin architecture specific to promoters of divergently transcribed neighbouring genes is written in the DNA sequence, which suggests that this organization can allow particular types of concerted regulation. Figure 4.Nucleosome occupancy in promoter regions of adjacent diverging genes in *S. cerevisiae*. (**A**) Histogram of distance *d* between start codons of 3006 diverging *S. cerevisiae* coding sequence (CDS). The bimodal distribution was fitted with two Gaussian curves; mean: 270 bp (red line) and 600 bp (blue line). (**B**) Mean nucleosome occupancy (red line) and −Δ*F* (blue line) profiles of CDS separated by *d* \< 300 bp (200 genes); in abscissa, the region used for analysis spans from the centre of the region separating the start codons to +200 bp. The correlation between predicted and experimental values is *r* = 0.95, *P* \< 10^−15^. (**C**) As in (B) for CDS separated by 300 \< *d* \< 600 bp (78 genes); the correlation between predicted and experimental values is *r* = 0.90, *P* \< 10^−15^.

Other yeast species
-------------------

This predicted chromatin organization is evolutionarily conserved among yeast species. This is demonstrated by the fact that the mean energy profiles −Δ*F* computed in all promoter regions of different yeast species are similar to that which, in *S. cerevisiae*, predicts a region with low nucleosome occupancy (−200 to 0 bp) followed by a region with high nucleosome occupancy near the start codon ([Figure 5](#F5){ref-type="fig"}). *Schizosaccharomyces pombe* and *Yarrowia lipolytica* are evolutionarily distant from *S. cerevisiae* and present a larger predicted region of nucleosome instability in the promoter. The evolutionary conservation of the energetic profiles further highlights the importance of the physical parameters of DNA in the formation of nucleosome instability regions within promoters. Figure 5.Predicted promoter nucleosome occupancy profiles of different yeast species. −Δ*F* profiles calculated for all annotated genes (ORFs) of the indicated yeast genomes. The numbers of analysed gene promoters were *Candida glabrata* (5272), *Debaryomyces hansenii* (6895), *Kluyveromyces lactis* (5331), *S. cerevisiae* (5806), *S. pombe* (5082), *Y. lipolytica* (6666). The *S. pombe* profile is in agreement with the low histone density found at promoters ([@B35]).

Drosophila melanogaster
-----------------------

If, as observed in yeast, nucleosome occupancy can be inferred from the physical properties of DNA, our methodology should equally apply to evolutionarily distant eukaryotes. To test for such universality, we first analysed nucleosome occupancy measurements that were performed using massive sequencing of chromatin from the nematode *Caenorhabditis elegans* ([@B14]). Due to the relatively low sequencing coverage, the distribution of nucleosome positions is reliably established on repeated sequences only. As can be seen for the 5S RNA genes, our physical model predicts the pattern of nucleosome distribution ([Supplementary Figure 7](http://nar.oxfordjournals.org/cgi/content/full/gkn262/DC1)). To extend the generality of our prediction further, we took advantage of a study of histone H3.3 replacement in *D. melanogaster* ([@B25],[@B26]), in which chromatin sensitivity to MNase was determined at a resolution that was sufficiently high to permit analysis of promoter accessibility. To appreciate the experimental biases in the data set, we first compared the signals obtained with MNase-treated chromatin in promoter regions with the ratio of chromatin to naked DNA that was either sheared to similar length by sonication or digested *in vitro* with MNase ([Figure 6](#F6){ref-type="fig"}A). As in yeast, we noted that the experimental profile displays a V-shaped pattern spanning a ∼ 100--200 bp region with low nucleosome density upstream the transcription start site ([Figure 6](#F6){ref-type="fig"}A). The chromatin alone profile displays a much larger trough than observed with the ratio of chromatin to DNA digested *in vitro* with MNase that corrects for both hybridization, labelling and MNase-specificity biases. Hybridization and labelling biases alone, as detected by comparing the chromatin profile with the ratio of chromatin to sonicated DNA, contributes a significant proportion of the large trough that can be attributed, at least in part, to the presence of AT-rich stretches in the promoters that affects systematically the intensity of the hybridization signals ([Supplementary Figure 8](http://nar.oxfordjournals.org/cgi/content/full/gkn262/DC1)). We used the experimental data corrected with DNA digested *in vitro* with MNase because they correct for most of the experimental biases that one can anticipate. Strikingly, with this corrected data set, the trough of chromatin accessibility includes the transcription start site, a situation that has also been observed recently in human promoters ([@B30]). Next, we examined whether the nucleosome organization at promoters was correlated with the transcription rate. As performed by Mito *et al*. ([@B25]), genes were rank-ordered on the basis of RNA Pol II density and divided into three subsets. We observed that experimentally derived mean nucleosome occupancy at promoters of genes with high and intermediate Pol II density presents a deep and narrow V-shaped profile, in contrast with that of promoters of weakly expressed genes, where the trough is hardly visible ([Figure 6](#F6){ref-type="fig"}B). Hence, nucleosome depletion at promoters parallels gene activity in *Drosophila*. Remarkably, the shape of these profiles is tightly correlated with the corresponding −Δ*F* profiles ([Figure 6](#F6){ref-type="fig"}C) showing that the intrinsic physical properties of promoter DNA play a significant role in the correlation observed between nucleosome depletion and the transcription rate. This correlation is observed not only on the mean profile but also on the juxtaposed individual profiles of the genes rank-ordered on the basis of RNA Pol II density ([Figure 6](#F6){ref-type="fig"}D). Reciprocally, the transcription activity of a gene can be significantly inferred from the nucleosome-occupancy energy profile of its promoter. By classifying the promoter energy curves into two classes using a clustering algorithm, we obtained a deep V-profile (class 1) and a wide and shallow profile (class 2) similar to the profiles of high and low expression gene promoters (compare [Figure 6](#F6){ref-type="fig"}C and D and [Supplementary Figure 9A](http://nar.oxfordjournals.org/cgi/content/full/gkn262/DC1) and B). Highly transcribed genes preferentially cluster in class 1 (V-profile) whereas promoters with low polymerase density cluster in class 2 (shallow profile), further highlighting the link between transcriptional activity and the physical properties of promoter DNA in *Drosophila* ([Supplementary Figure 9C](http://nar.oxfordjournals.org/cgi/content/full/gkn262/DC1)). The location of the centre of the trough is not identical, however, between the predicted and experimental profiles, with the centre of the −Δ*F* profile being shifted by about 150 bp upstream the centre of the experimental trough. This shift appears specific of *Drosophila* promoters as we observed that the predicted and corrected experimental profiles overlapped very well at the non-promoter regulatory regions that were analysed by Mito *et al*. ([Figure 6](#F6){ref-type="fig"}G and H) ([@B26]). The trough of chromatin accessibility seen at the enhancers and boundary elements that are targeted by the Trithorax and Polycomb group proteins zeste and Ez/Psc could be accurately predicted by our physical model and was not repositioned, in contrast to our observations at promoters. Figure 6.Comparison of predicted energy profile with experimental nucleosome occupancy in *D. melanogaster* regulatory regions. (**A**) Using experimental data retrieved from ([@B26]) the chromatin profile (log of nucleosomal DNA, plain line) and the chromatin profiles corrected for hybridization biases (log of nucleosomal DNA over naked DNA treated by sonication, dashed line) and MNase cleavage specificity biases (log of nucleosomal DNA over naked DNA treated by MNase hybridization data, dotted line) were aligned by transcription start site at 1610 chromosome 2L promoter regions. (**B--D**) Relationship between nucleosome occupancy and transcriptional activity. The 1610 gene promoters were rank ordered on the basis of RNA Pol II density and divided into three subsets ([@B25]): high (blue line), middle (green line) and low (red line) Pol II density. (B) Experimental values corrected for both biases (log of nucleosomal DNA over naked DNA treated by MNase hybridization data) as in (A). (C) Predicted nucleosome occupancy −Δ*F* profiles. (D) Colour-scale image of −Δ*F* profiles, red and blue for high and low energy values, respectively. (**E**, **F**) Comparison of experimental profiles \[as in (B), red line\] and −Δ*F* profiles (blue line) aligned at 390 Zeste-binding sites (E) and 198 EZ+PSC peaks (F).

DISCUSSION
==========

This study shows that nucleosome occupancy can be significantly predicted *ab initio* by physical modelling of DNA wrapping around the histone core. Because the model involves no DNA--protein interaction parameters, our data indicate that, in respect to the dominant features that control nucleosome occupancy, the nucleosome essentially behaves as a neutral DNA-wrapping cylinder. Thus, the model should have a more-or-less universal predictive power across numerous eukaryotic genomes, a conclusion supported by its effectiveness in both yeast and fly and reinforced by the experimental results obtained for nucleosome occupancy in the 5S gene of *C. elegans* \[([@B14]), [Supplementary Figure 7](http://nar.oxfordjournals.org/cgi/content/full/gkn262/DC1)\]. In vertebrates, however, nucleosome occupancy in promoter regions may rely on a different set of physical parameters, in particular in CpG islands (unpublished observations). Furthermore, nucleosomes can occupy unfavourable positions *in vivo* due to the action of energy-consuming nucleosome remodelling complexes such as the Iswi2 complex ([@B31]). In addition, nucleosome spacing, and therefore positioning, can differ between metazoan cell-types and upon variation of linker histone H1 levels ([@B32],[@B33]). Thus, we do not expect a DNA-based physical model to predict every nucleosome position occupied *in vivo* in all species. The model does, however, accurately predict average nucleosome occupancy at key regulatory regions. It has long been established that chromatin is accessible at active promoters and that promoter accessibility often results from the concerted action of transcription factors and chromatin-remodelling complexes ([@B3]). The model establishes the physical basis of promoter accessibility, showing on a large scale that nucleosome organization at promoters results at least in part from sequence-derived energy effects that (i) hinder DNA curving and nucleosome formation upstream of transcribed regions and (ii) facilitate nucleosomal formation in regions bordering this nucleosome instability region. The physical properties of DNA affecting promoter accessibility might contribute to some extent to gene expression. In extreme cases, they might on their own give rise to a nucleosome-free region that would be freely accessible to transcription factor binding. Alternatively, by destabilizing nucleosomes they might facilitate remodelling triggered by transcription factor binding and/or action of chromatin-remodelling complexes. Such a possibility is supported by our comparative analysis of *Drosophila* promoters and non-promoter regulatory regions. Our model predicts in both cases the existence of a region unfavourable for nucleosome formation that coincides with the nucleosome-depleted region commonly observed in chromatin at active regulatory regions. However, in promoters the centre of the observed trough is shifted towards the transcription start site when experimental biases are corrected, whereas the prediction and experimental data overlap perfectly at other regulatory regions. This suggests that, at promoters, repositioning of the nucleosome-free region might frequently occur as a consequence of the recruitment of some component of the basal transcription machinery. The recruitment of transcription factor IID, and in particular of the TATA-binding protein (TBP), might be responsible for this specific repositioning. Indeed, during the course of the activation of a well-studied higher eukaryote promoter, the β-interferon promoter, it was shown that a complex of activating transcription factors was first assembled upstream the transcription start site in a nucleosome-free region, and that, following recruitment of chromatin-remodelling complexes, neighbouring nucleosomes became more mobile, allowing TBP recruitment and repositioning of a nucleosome away from the promoter ([@B34]). If such a process occurred in many fly promoters, it would explain why, on average, the nucleosome-free region can be shifted away from the region that is unfavourable for nucleosome formation: this latter region would behave as an entry point for factors that would then promote recruitment of the basal transcription machinery which in turn would exclude nucleosome around the transcription start site. In most yeast promoters and in fly non-promoter regulatory regions, the physical properties of DNA would determine the location of the nucleosome-free region more directly. Strikingly, our analyses show that in *Drosophila*, the transcriptional rate appears to be dependent not only on regulatory factors and chromatin-modifying enzymes, but also on the physical properties of promoter DNA. Thus, in our proposed interpretation of fly promoter behaviour, the physical properties of DNA would favour the efficiency of upstream transcription factor recruitment, which would subsequently determine the efficiency of basal transcription machinery recruitment and activation, as well as the global efficiency of chromatin remodelling. In general, it appears that the importance of these physical properties of DNA for chromatin organization and gene regulation surpasses current expectations.

Our analysis also reveals some of the difficulties encountered in global nucleosome positioning analyses. ChIp-chip data can have systematic biases due to either the labelling procedure or the hybridization properties of the oligonucleotides when a systematic tiling strategy is used. Labelling by random priming can lead to biases in the relative representation of the nucleosomal DNA at the centre and the edges of the nucleosome. This can cause reduction in the apparent average length of individual nucleosomes and lead to an underappreciation of the extent of diversity of nucleosome positions. Furthermore, hybridization biases might be observed with non-isothermal array designs because, within a certain range, the efficiency of hybridization depends on the GC content of the oligonucleotide probe. Since there is an overlap between the sequence-dependent physical properties of DNA that affect DNA structure and flexibility and those that affect DNA hybridization, it might be difficult to unambiguously interpret the correlation between DNA sequence features and apparent chromatin organization. Indeed, AT-rich regions simultaneously correspond to large roll angle values affecting markedly the −Δ*F* value in our model, and are correlated with various parameters like major and minor groove size and mobility and free energy of bending, which were proposed to be correlated with nucleosome positions in yeast ([@B15]). Furthermore, they also affect DNA hybridization, and thus signal strength and reliability in the microarray analysis. Indeed, we observed in fly promoters that this can cause systematic biases in the data. We must keep in mind that it is also possible that these biases were not fully corrected, even when the ratio of chromatin to naked DNA was analysed, because systematic variations in signal intensity might cause systematic errors following background subtraction and intensity normalization. Such biases cannot, however, be fully responsible for the correlation we observed, because the correlation was also observed following direct determination of nucleosome position in both yeast and nematode by massive sequencing. Finally, biases due to MNase cleavage specificity were also observed with the fly data where this parameter was assessed. The yeast ChIp-chip data were not properly or not at all controlled for this parameter, whereas the massive sequencing of H2A.Z-containing nucleosomes in yeast revealed the existence of a sequence-dependent cleavage preference for MNase ([@B13]), which could also be responsible for systematic biases in nucleosome position determination and for part of the correlation between DNA sequence and experimental data. Nevertheless, even if such biases do cause local inaccuracies, the correlation between the prediction and the experimental data is strong enough to resist our attempts to take into account as much as possible potential and visible experimental biases. The sequence-dependent DNA physical properties clearly participate in chromatin organization and genome activity in various species. In particular, in *Drosophila*, the transcription rate appears remarkably affected by the physical properties of promoter DNA. This reveals the importance of these properties for chromatin organization and gene regulation. Accurate and unbiased large-scale nucleosome organization determination in combination with the ability to decipher such level of information from physical modelling of DNA should shed new light on the relationships between genome sequences and activities.
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