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ABSTRACT 
The connections between linearizations of regular matrix polynomials ZJ h) under 
shift and inversion of the parameter are developed and used to obtain a new formula 
for the realization of L(A)-‘. In the self-adjoint case nondegenerate indefinite scalar 
products are obtained in which the fundamental (companion) linearizations arc 
self-adjoint. 6 19% Elsevier Scienccx Inc. 
1. INTRODUCTION 
Given matrices A,,, A,, . . . , A, E cnx ‘I, a function 
L(A) := 2‘4, + ... +AA, + A,, (1.1) 
from @ to C”“’ IS called a matrix polynomial. The notion of a linearkatiotl 
of Z,(A) is a basic tool in the study of the algebraic properties of matrix 
polynomials and is very well understood in the case that A, is nonsingular. In 
this note we collect some results concerning linearization when det A, = 0. 
but det L(A) f 0, i.e. the regular case. 
In this situation, it is natural to rely on a parameter “shift and invert” 
strategy to transform the regular matrix polynomial to one with an invertible 
leading coefficient. Such a strategy is carefully developed here, beginning 
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with the notion of linearization introduced in Reference [2]. When AT = A 
for j = 0, 1, . . . , 1, L(A) is said to be a self-adjoint matrix polynomial, and 
when det A, z 0 a comprehensive theory has been developed linking a 
linearization with a certain indefinite scalar product on C/n. When det A, = 0 
this scalar product becomes degenerate, and here we study the possible 
choices for a nondegenerate scalar product on @In in which linearizations will 
have natural symmetry properties. 
Section 2 below contains the development of some linearizations based on 
companion forms of the polynomials, and this is used to obtain a new, 
tractable form for the resolvent L(A)-’ in Section 3. Section 4 contains 
preliminaries on self-adjoint regular polynomials, and in Section 5, formulae 
for nondegenerate scalar products associated with the two fundamental 
(companion) linearizations are obtained. 
2. LINEARIZATION OF REGULAR MATRIX POLYNOMIALS 
When det A, = 0, the matrix polynomial L(A) of (1.1) is said to have an 
eigenvalue at infinity. Its algebraic multiplicity and its partial multiplicities are 
defined to be those of the zero eigenvalue of the reverse polynomial: 
L#( A) := h’L( h-l). (2.1) 
With this convention the sum of the algebraic multiplicities of all eigenvalues 
of L(h) is In. 
As in [2], a pencil of matrices AG - A of size In X In is said to be a 
bnearization of L(A) if 
[ “b^’ zl~:-J = E(A)(AG - A)F(A) 
and 
L#( A) 0 
0 4(n - 1) 1 
= H(A)(AA - G)K 
(2.2) 
‘( A) * (2.3) 
where E(A), F(A), H(A), K(A) are In X In matrix polynomials with constant 
nonzero determinants. Classical results of Smith and Kronecker (see [l] or 
the appendix of [5]) ensure that the properties of the eigenvalues of L(A), 
both finite and infinite, are reproduced in a linearization AG - A. 
REGULAR MATRIX POLYNOMIALS 
Define the following In X In matrices with n X n blocks: 
A, = diag [ I, I, I,. . . , I, A,], 
1 0 . . . 0 
0 1 . . : 
0 
0 0 ... 1 
-A, -A, ... -A,_, 
. . . 0 -A,, 
. . . 0 -A, 
. . . 0 -A, 
. . . . 
. . . I -A/-, 
Then Propositions 1.1 and 1.2 of [2] are: 
PROPOSITION 1. Zf L(h) is a regular matrix polynomial, then AA,, - C,, 
and A A, - B, are linearizations of L( A). 
PROPOSITION 2. Any tzL’o linearizations of a regular matrix polynomial 
are strictly equivalent. 
If L( (Y) # 0, we define the shifted polynomial L,(A) := L( (Y - A) and 
then, on taking the reverse polynomial, define 
K(A) = [L,(A)]+! = A’L(cr - A-‘) (2.4) 
with the invertible leading coefficient L( cx). In fact, if K(A) = c:= (, A’K,. 
then 
C-P (I__.) 
q= (l_j)!L J(a), j = 0, 1 ?...> 1 (2.5) 
Our first lemmas give the relationship between linearizations for L(A) and 
L,(A), and for L(A), L#( A). Combining these, we connect the linerizations 
for L(A) and K(A). 
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LEMMA 3. 
h) and 
The pencil h ALa - BLm is a linearization of L,(h) = L( CY - 
E( AA,_ - BL,)F( L) = AA, - (aA, - BL), (2.6) 
where E, F(L) are block upper triangular, are nonsingular, and have block 
entries : 
Ejk = (-l)j_’ j” 1: &jzn, 
i 1 
l<j<k<l, (2.7) 
I 
Ejk ) l<j<k<l-1, 
qk= EjlA,, l<j<l--1, k=l, (2.8) 
-Z, j=k=l. 
Proof. By verification. Note that the rows of E have alternating signs 
and the columns contain the binomial coefficients of degrees 0, 1,2, . . . ,I - 1. 
Also, F differs from E only in its last column. ??
It is easily verified that if D = diag [ I, . . . , I, ( - l)lp ‘I 1 then 
E-l = E, F(L)-’ = DF(L)D. 
The next lemma is also an easy verification. 
(2.9) 
LEMMA 4. The pencil h A L.+ - B,x is a linearization of L#( A), and 
where 
0 
1; 0 Z 
&AA,+ - B&(L) = AB, - A,, 
. . . 0 z 
* 0 
z .** : 
0 . . . 0 I S(L) = r 
0 . . . Z -A,- I 
I: 
. . . 
Z . . . 
0 . . . * 4 . (2.10) 0 -A, 0 -Z 
REGULAR MATRIX POLYNOMIALS 49 
PRO;OSITION ,5. The pencil AA, - B, is a linearization of K(A), and if 
E, = EE, F, = F(L,)F(L), then 
E,( AA, - B,)F” = h( cuA, - BJ - A,. (2.11) 
Proof Using the definition (2.4) and Lemma 4, we have 
E^( AA,) - B,)$( I,,) = hB,_ - A,<,. 
Then Lemma 3 gives hBLm - ALa = E-‘[h(aA, - B,,) - A,]F(L)P’, and 
the result follows immediately. H 
Notice that Equation (2.11) is also equivalent to 
AA, - B, = E,[ hB, + (A, - cxB,)]Fo. (2.12) 
Note also, for future reference, that 
e(L)-’ = 
0 . . . I -4 
. . 
i ... 0 -A,, 
0 . . . . . . -1 
(2.13) 
3. REALIZATION OF L(A)- ’ 
The important notion of a right l-pencil pair for a regular matrix 
polynomial was introduced in Reference [2, p. 7821, and generalizes that of a 
standard pair for the case when A, is nonsingular (see [3] or Chapter 14 of 
[lo]). In particular, defining 
x,,=[o ... 0 11 
with 1 blocks of size n X n, Proposition 2.2 of [2] asserts that (X,,, AA, - B,) 
is a right l-pencil pair for L(A). 
The equivalence of Equation (2.12) is now extended to pairs (as on p. 792 
of [2]), and we see that the pairs 
(X,,, AAL - BL). (X,F& AB, + (A, - CZB,)) (3.1) 
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are strictly equivalent, and therefore the second pair of (3.1) is also ,a right 
Z-penc$ pair for L(h). However, using the equalities I!{’ = F-‘(F)-’ = 
DFDF-‘, it is easily verified that X, F{ ’ = X,. Thus, 
(X,, 4~ + (A, - ‘Y&)) (3.2) 
is a right Z-pencil pair for L(A). 
Now consider the product X,,(hB, + A, - crBK)-’ and write 
R= [R1 R, ... Ri] = -X&a - A)& -A,]-‘. 
Thus, R is the unique solution of 
R[( a - A)& - AK] = -X0, 
or, writing CL = cr - h, 
-z 0 *-- 0 -CL&l 
pl -I ‘.. 0 -ILK, 
[RI R, ..* RI] ; *.. ; 
0 -Z -G-2 
0 PI -/-%, -K, 
= [o ... 0 -I]. 
A straightforward calculation (familiar from [lo], [3], and elsewhere) yields 
Rj = P’-~R[, i = 1,2,. . . , 1 and 
( /_tK, + ... +pK,_, + K,)R, = 1. 
Hence K( ppl)Rl = p_lZ. But it follows from (2.4) that K( p-‘> = p-lL(A) 
and so R, = L(A)-I, and we obtain 
R=X,(hR,+A,-aR,)-‘=L(h)-‘[(a-h)‘-’I,...,(a-A)T,Z]. 
(3.3) 
REGULAR MATRIX POLYNOMIALS 
It follows from (3.3) that: 
THEOREM 6. lf L( A) is a regular matrix polynomial and det LC a > Z 0, 
then_for i = 1,2, . . . ,I, 
(a - A)'-'L(h)-' = X,(AB, + A, - &I,)-‘Xi’, (3.4) 
where X,'l 1 = [0, . . . . 0, Z,0,...,017‘, and Zappears in position 1 - i + I. 
The equations (3.4) (for i = 1,2, . . . , 1) can be interpreted as realizations 
of the rational functions ( CY - A)“+ 'L(h)-' in terms of a matrix pencil (see 
171). These realizations are more tractable than the corresponding formulae of 
[3; Section 7.51 or [2, Theorem 6.11. Since the McMillan degree of L(A)-' is 
necessarily In, it also follows (as in [7]) that the realization (3.4) for i = 1 (at 
least) is necessarily minimal in the sense of pencil realizations. 
4. SELF-ADJOINT POLYNOMIALS 
Suppose now that AT = Aj for j = 0, 1, . . . , 1 in (1.1). Then L(A) is said 
to be self-adjoint and A; = A,, BF = C,. Define the block-Hankel matrix 
Al 
4 
H,= . 1: Al 0 
. . . 
. . . 
Al 
0 :I ;, (4.1) 
It is cle?r that H, is hermitian and indefinite. When det A, z 0 we may 
define C, := Ai ’ C,, and then 
H,C?, = (H&)* = 6; H,. (4.2) 
FurthermoreA HL is nonsingular. The relation (4.2) is then interpreted as 
sayin that C, is self-adjoint in the nondegenerate indefinite scalar product 
on @ ? ” determined by H,. This observation is the basis of much of the theory 
of self-adjoint matrix polynomials (see [4], for example). 
If det A, = 0, a condition that we want to admit, then det H, = 0 and 
H, determines a degenerate inner product. Here, we pursue the question of 
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a natural choice of a nondegenerate inner product. Notice also that it can no 
longer be assumed that c^, exists, and so we are to work in terms of the 
(pencil) linearizations h A, - B, or hA, - Bz, where both A, and B, may 
be singular. 
DEFINITION 7. A matrix pencil hA - B is said to be H-self-adjoint 
(where H is a hermitian matrix) if ( A*HB)* = A*HB. 
For information on such pencils see [9] and [6]. The following statement 
will be important in the sequel and is easily verified. 
PROPOSITION 8. Zf AA - B is H-self-adjoint and 
Y-l( AA - B) X = h/f - I?, 
then A A^ - 6 is Ef-self-adjoint, where f? = Y *HY. 
Solutions to our problem are to be proposed involving the matrix H, 
formed as in (4.1) from the polynomial K(h) of (2.4). First, we consider some 
other approaches and note, first of all, that AA, - Bz is not H,-self-adjoint 
in general. 
EXAMPLE 9. Let 1 = 2. Then 
and if we define 
f&c Al Z 
[ 1 I 0’ 
then AA, - C, is Ei,-self-adjoint. This appears as Exercise 2.10.9 of [9], and 
fii, is a simple choice of nondegenerate scalar product. The question arises: 
Is there a generalization of this choice to polynomials of higher degree? A 
positive answer will be contained in Theorem 12. But first we show that some 
simple and natural extension hypotheses do not provide an answer. 
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Let us enquire first of all whether it is possible to preserve the block- 
Hankel structure of (4.1) in an indefinite scalar product, as in the case when 
1 = 2. Define an arbitrary block-Hankel triangular matrix 
H= 
H, H3 +.. H, 
H, 0 
. . 
. : : 
H, 0 ... 0 IT (4.3) 
for which H, is nonsingular. Then the following theorem holds; the straight- 
fonvard proof is omitted for brevit\.. 
PHOPOSITION 10. The pencil AA, - BE is H-selfkljoint (where H hm 
the.fonn (4.3)) ifand only 7 2 one of these two condition.s h&y: 
(a) H, = A, = I, 
(b) 1 = 2. 
Case (a) is, of course, the classical linearization for the case of a monk, 
self-adjoint polynomial. In case (b) one may choose H,, = I, H, = A,, which 
is just Example 9. 
Examination of a block-Hankel form 
H= 
H, ... H, H, 
yields no nondegenerate scalar products in which AA,, - Bz is self-adjoint. 
Our extension of Example 9 can be generated as follows: Let 
A, A, ... A,_, Z 
A, A/ 0 
Zq, = : .: *: .: : . 
A 1-1 A, : 
Z () . . . . . . 0 
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Then it is easily verified that AA, - Bz is I?,-self-adjoint. This extends 
A 
Example 9, but if det A, = 0 and 1 > 3, then H, determines a degenerate 
scalar product. In the next section a nondegenerate generalization is ob- 
tained. 
5. THE CHOICE OF PENCIL AND SCALAR PRODUCT 
Discussion of pencil linearizations and scalar products is complicated by 
the fact that in going from an H-self-adjoint pencil to its adjoint, the inner 
product for the adjoint involves the inverse of H (see Corollary 2.2 of [6]). In 
particular: 
LEMMA 11. If A is nonsingular, then h A - B is H-self-adjoint if and 
only if hA* - B* is (A*HA)-‘-self-adjoint. 
Proof. Check the self-adjoint property of AA* - B* and use N to de- 
note congruence to obtain 
(A*)*( A*HA)-‘B* = H-‘A-*B* N A*H( H-lA*B*) HA 
= B*HA = ( A*HB)*. ??
For the first and second companion pencils h A, - Bz and AA, - B, 
we now have: 
THEOREM 12. Let L(A) be a regular self-adjoint matrix polynomial, let 
(Y E R with L( cr > nonsingular, and def ine K(A) (with nonsingular leading 
coeficient) as in (2.4). Then (with E,, F, defined as in Proposition 5): 
(a) AA, - B, is self-adjoint with respect to (E, H, E,* >-‘. 
(b) AA, - Bz is self-adjoint with respect to (AK FO)-lHK(AK FJ-*. 
This proposition suggests that the first companion pencil AA, - Bz has 
some computational advantage over the second, as it involves H, rather than 
HK1. (The other inverses here are easily found.) 
Proof. (a): As K(A) 1s self-adjoint with invertible leading coefficient, the 
(classical) linearization AK ’ Bi is self-adjoint with respect to H,, i.e., 
H, A,‘Bg is self-adjoint. It follows that 
HK1( H, AilB;)Hi’ = A;lB; Hi’ 
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is self-adjoint, and (as A: = A,) so is HiiB, Ai ‘, and also 
A#l,‘B,A~‘)A, = AK&l& = A*,H,‘B,. 
Thus, h A, - B, is H,l-self-adjoint. It follows that hB, - (aB, - A,) is 
also Hii -self-adjoint. Now apply Proposition 8 to the strict equivalence of 
(2.12) to obtain the result. 
(b): Since AA, - B, is Hi’-self-adjoint [see part (a)], Lemma 11 tells us 
that AA, - Bi is (A,H,lAK)-‘-self-adjoint, i.e. (Ai’ll, A,‘)-self-adjoint. 
It follows that AB: + (A, - CYB~) is also ( Ai ’ H, Ai i)-self-adjoint. 
But (2.12) implies 
hA,> -BE = F,*[hR; + (A, - aB;)]E,T, 
and another application of Proposition 8 implies that AA,, - Bi is 
Fn ‘( Ai’ll, Ai ‘)Fi *-self-adjoint, and hence the result. ??
Special Cases 
In computing with the results of Theorem 12 it is useful to take advantage 
of the explicit inverses of Equations (2.9) and (2.13). When 1 = 2 it is found 
that 
(A&-‘H,(A,F,)-* = ;I :, > [ 1 
so that Example 9 is a special case. 
When 1 = 3 it is found that 
* 
[ - 
* al 
* aA3 -A, -1 , CYl -1 0 1 
where * denotes an unspecified matrix. More generally, by partitioning the 1 
blocks of each matrix into 1 - l- and I-sized submatrices, it can be shown 
that the last block row of (AKF,,P’H,(A,Fo)P* is 
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Finally, we note the following result, which in some cases may be the 
most convenient. If the coefficients of K(A) are to be computed, it may be 
better to work entirely with K(A) and disregard its origins in L(A). 
PROPOSITION 13. With the hypothesis of Theorem 12, the pencil 
AA,%; + (I - aA,%;) (5.1) 
is a linearization of L(A) and is H,-self-adjoint. 
Proof. It follows easily from (2.12) that the pencil (5.1) is strictly 
equivalent to AA, - Bz. As the latter is a linearization of L(A), so is (5.1). 
We have 
( I~,AK~)H~( I - (YA,‘B,) = B, A,~H, - uB, A,IH, A,lB,. 
As the last term is hermitian, we have only to show that the same is true of 
B,A,‘H,. But A,%; [h f t t e us companion matrix of K(A)] is Hk-self- 
adjoint, i.e., H, A,‘Bi 1 h ‘s ermitian. Since (H, A,‘Bi)* = B, Ai1 H,, the 
proof is complete. 1 
It is significant that in Theorem 12 and Proposition 13 all the scalar 
products are congruent to H,. We note also that the notions of definiteness 
of real eigenvalues and the order of neutrality of the polynomial are pre- 
served in the transformation from L(A) to K(A) [see [ll]). 
REFERENCES 
1 F. R. Gantmacher, The Theory of Matrices, Vols. I, II, Chelsea, New York, 1959. 
2 I. Gohberg, M. A. Kaashoek, and P. Lancaster, General theory of matrix 
polynomials and band Toeplitz operators, Integral Equations Operator Theory 
11:776-882 (1988). 
3 I. Gohberg, P. Lancaster, and L. Rodman, Matrix Polynomials, Academic, New 
York, 1982. 
4 I. Gohberg, P. Lancaster, and L. Rodman, Matrices and Indefinite Scalar 
Products, Birkhauser, Basel, 1983. 
5 I. Gohberg, P. Lancaster, and L. Rodman, Iwariant Subspaces of Matrices with 
Applications, Wiley, New York, 1986. 
6 I. Krupnik and P. Lancaster, H-selfadjoint and H-unitary matrix pencils, SIAM J. 
Matrix Analysis Appl., to appear. 
REGULAR MATRIX POLYNOMIALS 57 
7 I. Krupnik and P. Lancaster, Minimal pencil realizations of rational matrix 
functions with symmetries, Canadian Math. Bull. (to appear). 
8 P. Lancaster, A. Markus, and V. Matsaev, Perturbations of G-srlfadjoint opera- 
tors and operator polynomials with real spectrum, in Recent Deoelaprtwh itr 
Operator Thy and Its Applications, Oper. Theo? Ad\-. Appl. 87. Birkhallwl 
Basel, 1996, pp. 207-221. 
9 P. Lancaster and L. Rodman, Algebraic Riccati Eyuations. Oxford U. P.. Oxf&tl. 
1995. 
10 P. Lancaster and M. Tismenetsky, The Theoy ofMatrires with Apphtimr, 2nd 
ed., Academic, Orlando, Fla., 19%. 
11 A. Ran and P. Zizler, On self-adjoint matrix polvnomials with constant signaturc~. 
Linem- Algebra Appl., 259:133-lx53 (1997). 
Recriced 1 October 1996; find manuscript mcepted 24 Fehaq 1997 
