This paper reports the finding of a new chaotic system in a simple three-dimensional (3D) autonomous system with two nonlinear terms, which has rich and complex dynamical behaviors, and its control. Of particular interest is the fact that new chaotic system has a chaotic attractor, one stable node-focus and one unstable saddle-focus. To understand the complex dynamics of the system, some basic dynamical properties, such as equilibria, stability, the complete mathematical characterizations for Hopf bifurcation are rigorously derived and studied. Furthermore, the existence of singularly degenerate heteroclinic cycles for a suitable choice of parameters is investigated. Finally, the control problem of a new unusual chaotic system is investigated using negative feedback control. The ordinary feedback control, dislocated feedback control, enhancing feedback control and speed feedback control are used to suppress chaos to unstable equilibrium. The design is also illustrated with both simulations and experiments.
Introduction
Since the first remarkable chaotic model, i.e., the Lorenz system [1, 2] was presented, there is a huge volume of literature devoted to the studies of the Lorenz system. Among the chaotic systems that are closely related but not topologically equivalent to the Lorenz system, it is particularly worth mentioning the Chen system [3] , which is a dual system to the Lorenz system in the sense defined by Vanȇcek andCelikovský [4] . Lü and Chen [5, 6] furthermore found another chaotic system, which represents a transition between the Lorenz and the Chen systems in the sense of Vanȇcek andCelikovský. Sprott embarked upon an extensive search for autonomous three-dimensional chaotic systems by computer simulation in [7] [8] [9] . Later, literature [10] [11] [12] introduced some new 3D chaotic systems. It is very important to note that all such 3D autonomous chaotic systems have three particular equilibria: one saddle and two unstable saddle-foci [13] (for example, the Lorenz system, the Chen system, the Lü system, the conjugate Lorenz-type system [14] et al.). In particular, Yang and Chen [15] found the 3D chaotic system has three equilibria: one saddle and two stable equilibria, or only two stable node-foci [16] . The other 3D chaotic systems, such as the original Rössler system [17] and diffusionless Lorenz system (DLS) [18] , have two unstable saddle-foci. Recently, Wei and Yang [19] also introduced a new chaotic system with only two stable equilibria. The above mentioned systems have a common property, i.e., two symmetry equilibria always have the same stability. Therefore, it is interesting to ask whether or not there are 3D autonomous chaotic systems that have two symmetry equilibria with the opposite stability such that the chaotic systems are similar to the original Lorenz system but their attractors are different in topological structure? This question will be addressed in the present paper.
On the other hand, since chaos has a broad spectrum of applications in the fields of biological systems, electrical engineering, computer and information processing, etc., controlling these complex chaotic dynamics for engineering applications has emerged as a new and attractive field and has developed many profound theories and methodologies. Following the pioneer work of Ott et al., different control strategies for stabilizing chaos also have been proposed, such as adaptive control, time delay control, and fuzzy control. Generally speaking, there are two main approaches for controlling chaos: feedback control and non-feedback control. Among the typical and methods (see e.g. [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] as well as their references), the feedback control is especially attractive and has been commonly applied to practical implementation due to its simplicity in configuration and implementation. In [39] , the authors, by using negative feedback control, suppressed 4D hyperchaos to an unstable equilibrium. Therefore, it is interesting to ask whether or not it is possible, by using negative feedback control, to suppress chaos to the unstable equilibrium in the chaotic system with the stable equilibrium, and not to be captured by the sink? This question will also be addressed in the present paper.
During recent years, reports about chaos have concentrated on not only proposing new and interesting chaotic systems or studying chaos control and chaos synchronization [5, 15, [40] [41] [42] [43] , but also theoretically analyzing their local and global characteristics which are essential for what is meant by chaos. For example, there have been some detailed bifurcation analyses about the obtained chaotic systems [19, [44] [45] [46] [47] [48] [49] [50] [51] . All researches of these show that these systems have rich nonlinear dynamics and are of significance in practical applications.
Motivated by the above works, in this paper, a new chaotic system with one stable node-focus and one unstable saddlefocus is introduced, which is a 3D autonomous system of ordinary differential equations, with a total of six terms on the right-hand side, of which there are only two nonlinear terms. And, the stability of two symmetrical equilibria for the new system is always opposite. In this sense, the new system is not topologically equivalent to the original Lorenz system, Chen system, Lü system and DLS. To understand the complex dynamics of system, such as equilibria, stability, bifurcation and Lyapunov exponents are analyzed. Furthermore, the existence of singularly degenerate heteroclinic cycles for a suitable choice of the parameters is investigated. The design is also illustrated with both simulations and experiments. Finally, the control problem of a new unusual chaotic system is also investigated.
The rest of this paper is organized as follows. In Section 2, the new simple chaotic system with one stable node-focus and one unstable saddle-focus is introduced. In Section 3, some basic dynamical properties, such as, dissipativity, equilibria, stability of equilibria, saddle-node bifurcation and Hopf bifurcation are analyzed in detail. The existence of singularly degenerate heteroclinic cycles for a suitable choice of the parameters is investigated in Section 4. Simulation results are then presented in Section 5, which visualize and illustrate the very rich complex dynamical behaviors. In Section 6, it is implemented via an electronic circuit and tested experimentally in a laboratory, showing very good agreement with the simulation results. In Section 7, the control problem of a new chaotic system is investigated using negative feedback control. Finally, conclusions are drawn in Section 8.
The chaotic system
In this section, the new three-dimensional (3D) autonomous ODE system is presented as following
where a is a positive constant, b is a real constant, c is a constant parameter, and x, y, z are the state variables. If b > 0, it possesses two equilibria E
The system has a simple form, but can display complicated and unusual dynamical behaviors. One will show that, by several traditional ways of describing chaotic attractors, the system is indeed chaotic.
This system is found to be chaotic in a very wide parameter range and has many interesting complex dynamical behaviors.
When (a, b, c) = (1.5, 1.7, 0.05), the three Lyapunov exponents are
and the Lyapunov dimension is D L = 2.2992. Moreover, numerical simulations have verified that system (1) indeed has a chaotic attractor when (a, b, c) = (1.5, 1.7, 0.05), as depicted in Fig. 1 . Fig. 2 shows the power spectrum of time series x(t) for this chaotic system. In particular, let (a, b, c) = (1.5, 
Obviously, E + is an unstable saddle-focus, and E − is a stable node-focus [15] . Thus, chaotic system (1) indeed has one stable node-focus and one unstable saddle-focus.
On the basis of the above analysis, one finds some interesting relationships between mathematical analysis and graphical analysis. The two equilibria are the center of two chaotic attractors, respectively, from Fig. 1 . While, one cannot determine which equilibria is an unstable saddle or not only by watching figures. Therefore, the two measures-graphical analysis and mathematical analysis are both prerequisites. One is visual and with an image. And the other is accurate and in-depth. These Poincaré maps are shown from different sections at different points (see Fig. 3 ). Obviously, there is a huge difference between them. Here is a question, how does one select the section and the point when the Poincaré map is selected as a tool? Most of the published papers say that the motion is chaotic when the Poincaré cross section has some patches of fractal structure dense points. Now, we can get that it is not entirely correct. By definition, we know easily that the Poincaré map is a projection for the three-dimensional phase trajectory of the system on the selected section. Therefore, it is necessary to observe the features of the three-dimensional phase trajectory of the system. Then, the selected section should be within the range of the phase trajectory. Finally, we can get a perfect Poincaré map. In a word, the Poincaré map is the two-dimensional phase trajectory. And it is more suitable for hyperchaotic systems for which we cannot get a fourdimensional phase trajectory. 
Some basic properties
This section investigates the dynamical behaviors of the chaotic system (1), including dissipativity, equilibria and stability, saddle-node bifurcation and Hopf bifurcation.
Dissipativity
For system (1), it is noticed that ∇V = −at in time t. This means that each volume containing the system orbit shrinks to zero as t → ∞ at an exponential rate, −a, which is independent of x, y and z. Therefore, all system orbits are ultimately confined to some subset of zero volume, and the asymptotic motion settles on some attractors.
Equilibria and stability
It is clear that when c = 0, system (1) (and thus its solution) is invariant under the transformation T (x, y, z) → (−x, −y, z). This means that any orbit that is not itself invariant under T must have its ''twin'' orbit in the sense of this transformation.
By solving the following equations: 
The linearized system (1) at E ± (x ± , y ± , z ± ) now yields the Jacobian matrix
and their characteristic equation
Furthermore, (iii) if c = 0, the system undergoes a Hopf bifurcation at equilibrium E
Proof. One only proves the stability of equilibria. According to the Routh-Hurwitz criterion, it is easy verify that the equilibrium E − is stable in case c > 0 and E + is stable for c < 0. In the following, one will prove that E + is unstable in case c > 0.
Consider characteristic equation (2) at equilibrium E + :
First, it is to easy to verify that Eq. (3) does not satisfy the conditions of the Routh-Hurwitz criterion, which implies that all roots of Eq. (3) never have a negative real part. Next one will prove that all roots of Eq. (3) are positive real parts for c > 0. Otherwise, suppose that Eq. (3) has a pure imaginary root λ = iω, (ω ∈ R + ) when c > 0. Substituting it into (3) yields
It follows that c = 0, ω = √ 2b. It is in contradiction with c > 0, which implies Eq. (3) does not have pure imaginary roots.
Thus equilibrium E + is unstable in case c > 0.
Similarly, considering characteristic equation (2) at equilibrium E − :
one can prove that the equilibrium E − is unstable in case c < 0. One omits it. Finally, one considers the case c = 0. When c = 0, E + and E − have the same characteristic equation
It is easy to compute that the above equation has three roots λ 1 = −a, λ 2,3 = ±i √ 2b. Thus, the first condition for Hopf bifurcation is satisfied.
Let λ = α(c) + iω(c) and differentiate Eq. (3) (Eq. (4), respectively) with respect to c. Then, one will obtain
Consequently, Hopf bifurcation exists at E + (E − , resp.). The proof is complete.
Remark 1.
Let c ̸ = 0. The stability of E + is always opposite to that of E − . From Theorem 1, it is easy to see that system (1) is not topologically equivalent to the original Lorenz system, Chen system, Lü system, Rössler system and DLS.
Remark 2. Fix c = 0. One observes: system (1) has no equilibrium for b < 0; system (1) has non-isolated equilibrium O z (0, 0, z) for b = 0; for b > 0, system (1) has two equilibria E + and E − . One calls the symmetric bifurcation which occurs when the parameter b crosses the zero value a degenerate saddle-node bifurcation, due to the line of equilibrium which exists for b = 0.
In the following, the stability and expression of the Hopf bifurcation of system (1) at E + is investigated, by using the normal form theory [52, 53] , some rigorous mathematical analysis and symbolic computations. 
,
(iv) the expression of the periodic solution of system (1) from the Hopf bifurcation is
where
Proof.
. Then, system (1) becomes
where, A + is defined in Section 3.2,
Denote c = c 0 = 0, and
and (x 1 , y 1 , z 1 )
T . The system (10) is transformed into
 .
Furthermore,
Meanwhile, one has
.
Based on the above calculation and analysis, one can compute the following quantities:
where constants L 1 and L 2 are defined as in Theorem 2 and
From (1) at E + is non-degenerate and supercritical, and the bifurcating periodic solution exists for c > 0 and is stable; if L 1 > 0 holds, it follows that µ 2 < 0 and β 2 > 0, which implies that the Hopf bifurcation of system
(1) at E + is non-degenerate and subcritical, and the bifurcating periodic solution exists for c < 0 and is unstable.
Furthermore, the period and characteristic exponent are:
. And the expression of the bifurcating periodic solution is (except for an arbitrary phase angle):
T , where the matrix Q is defined as in (6), 
By tedious computations, one can obtain
where L 3 , L 4 and D are defined as in Theorem 2.
Based on the above discussion, Theorem 2 is indeed established.
Remark 3.
Similarly, the stability and expression of the Hopf bifurcation of system (2) at E − is also presented.
Singularly degenerate heteroclinic cycles
For b = c = 0, the system (1) reduces to
which has the line of equilibria (0, 0, z), z ∈ R. Remember one is considering a > 0. The Jacobian matrix of system (7) at the equilibrium point (0, 0, z) is given by
The characteristic equation at (0, 0, z) is given by
Therefore, the eigenvalues with corresponding eigenvectors are
Providing z < −a/4, the eigenvalues λ 1,2 are complex with negative real parts. Considering also the corresponding eigenvectors (9), this implies that the solutions locally spiraling toward the equilibrium point Q * = (0, 0, z) on a surface tangent to the plane spanned by the eigenvectors v 1,2 , hence in a direction normal to the z-axis. If 0 > z > −a/4, the eigenvalues λ 1,2 are real and negative. Hence, trajectories move toward the z-axis without spiraling. For z > 0, the eigenvalues λ 1,2 are real with opposite signs. Then taking into account the eigenvectors v 1,2 , the system has a normally hyperbolic saddle at the point P * = (0, 0, z). In the specific case in which z = 0 the equilibrium point (0, 0, 0) is more degenerate, having two vanishing eigenvalues.
By the above analysis and a detailed numerical study (see Fig. 4 ) of the solutions of system (1) with b = c = 0 and a > 0 has been made, which clearly indicate that the system presents an infinite set of singularly degenerate heteroclinic cycles. Each one of these cycles is formed by one of the one-dimensional unstable manifolds of the saddle P * , which connects P * with the normally hyperbolic focus Q * , as t → +∞. As the system presents an infinite number of normally hyperbolic saddles P * and foci Q * , there exists an infinite set of singularly degenerate heteroclinic cycles. In Fig. 4 , some of them are shown: for each initial condition considered sufficiently close to the saddle P * at the z-axis, a singularly degenerate heteroclinic cycle is created. We observe that the saddles P * and the stable focus Q * extend to infinity on the negative and positive parts of the z-axis.
In the following, fixing a = 1.5, one considers behaviors of the system (1) 
Lyapunov exponents and bifurcation diagrams
To further study the dynamical behaviors of system (1), many numerical simulations have been carried out, which verify that system (1) not only has a chaotic attractor, but also displays very sophisticated dynamical behaviors. (1) is located in the chaotic range. When a passes through 5.3, the topology structure of the system changes dramatically and the system is attracted into a sink. On the basis of the above discussion, we can conclude that any nonlinear dynamical tool has its own superiority. And it describes the characteristics of the system from different aspects. However, the Lyapunov exponent is a necessary tool to determine the chaos, and the Bifurcation diagram describes the process leading to chaos. Phase trajectory can describe attractors of the chaotic system, intuitively. All of the three methods are the most basic.
Circuit realization of the new chaotic system
In retrospect, to implement the chaotic system via circuitry, there are two common methods: one is to use piece-wise linear functions to replace the quadratic product terms xz and y 2 , and another is to use an absolute-value function and a switch function to replace the two nonlinear terms. In this section, the system (1) is implemented by directly using analog multiplier to substitute the quadratic product term, without changing the original nonlinearity.
An electronic circuit has been designed to realize the new chaotic system (1), as shown in Fig. 12 .
The circuit consists of three channels to conduct the integration of the four state variables x, y and z, respectively. The operational amplifiers LM741 and associated circuitry perform the basic operations of addition, subtraction, and integration. The nonlinear terms of system (1) are implemented with the analog multipliers AD633. This circuit performs the original equations directly, and it has taken into consideration of the working voltage scope for the operational amplifiers and analog multipliers, as well as their saturation property. Moreover, the sector voltage processing is completed in some channels. The occurrence of the chaotic attractor can be clearly seen from Fig. 13(a)-(c) . By comparing it with Fig. 1(a)-(c) , it can be concluded that a good qualitative agreement between the numerical simulation and the experimental realization is obtained.
Controlling the new chaotic attractor
From Theorem 1 one knows that the new chaotic system (1) with a > 0, b > 0 and c > 0 has an unstable equilibrium
and it is unstable. In this section, one will control chaos in system (1). Ordinary feedback control, dislocated feedback control, enhancing feedback control, and speed feedback control are used to suppress chaos to unstable equilibrium. Moreover, numerical simulations are applied to verify the effectiveness of chosen controllers.
. Then, system (1) becomes (10) and the unstable equilibrium E + becomes the unstable equilibrium O(0, 0, 0) of the system (10). Next, one is to control the chaotic system (10) to the unstable equilibrium O by using the feedback control approach. Assume that the controlled chaotic system is given by
T is external negative feedback control inputs which will be suitably derive the trajectory of the chaotic system, specified by ( x 1 , y 1 , z 1 ) to the equilibrium O(0, 0, 0) of the uncontrolled system (i.e., u = 0).
Ordinary feedback control
For the ordinary feedback control, the system variable is often multiplied by a coefficient as the feedback gain, and the feedback gain is added to the right-hand of the corresponding equation.
, and the controlled chaotic system be 
Then, according to the Routh-Hurwitz criterion, the real parts of all the roots λ in ∆(λ) = 0 are negative if and only if
, the controlled chaotic system (11) is asymptotically stable at equilibrium E(0, 0, 0).
Let (a, b, c) = (1.5, 1.7, 0.05). When k > 0.20071, the controlled chaotic system (11) is asymptotically stable at equilibrium E(0, 0, 0).
Dislocated feedback control
If a system variable multiplied by a coefficient is added to the right-hand of another equation, then this method is called dislocated feedback control. 
where k is the feedback coefficient. When k > c, system (12) will gradually converge to the unstable equilibrium point O(0, 0, 0) .
Then, according to the Routh-Hurwitz criterion, when k > c, the controlled chaotic system (12) is asymptotically stable at equilibrium E(0, 0, 0).
Let (a, b, c) = (1.5, 1.7, 0.05). When k > 0.05, the controlled chaotic system (12) is asymptotically stable at equilibrium E(0, 0, 0). Obviously, the infimum of this dislocated feedback coefficient of the new chaotic system is smaller than that of the ordinary feedback coefficient.
Enhancing feedback control
It is difficult for a complex system to be controlled by only one feedback variable, and in such cases the feedback gain is always very large. So we consider using multiple variables multiplied by a proper coefficient as the feedback gain. This method is called enhancing feedback control. T , and the controlled chaotic system is considered as follows:
where k is the feedback coefficient. When k > 0.0153948, system (13) will gradually converge to the unstable equilibrium point
Proof. The characteristic equation of system (13) at O is
Then, according to the Routh-Hurwitz criterion, when k > 0.0153948, the controlled chaotic system (13) is asymptotically stable at equilibrium E(0, 0, 0).
Obviously, the infimum of the enhancing feedback coefficient of the new chaotic system is smaller than that of the ordinary feedback coefficient.
Speed feedback control
For the feedback control, the independent variable of a system function is often multiplied by a coefficient as the feedback gain, so the method is called displacement feedback control. Similarly, if the derivative of an independent variable is multiplied by a coefficient as the feedback gain, it is called speed feedback control.
, and the controlled chaotic system be
where k is the feedback coefficient. When k > c/b, system (14) will gradually converge to the unstable equilibrium point O(0, 0, 0). (14) is where
Proof. The characteristic equation of system
Then, according to the Routh-Hurwitz criterion, the real parts of all the roots λ in ∆(λ) = 0 are negative if and only if k > c/b. Thus, the proof is complete.
Let (a, b, c) = (1.5, 1.7, 0.05). When k > 0.0294118, the controlled chaotic system (14) is asymptotically stable at equilibrium E(0, 0, 0).
Numerical results
To verify the effectiveness and feasibility of the control approach, by using the Matlab program, the numerical simulations have been completed. In the simulations, the initial values are taken as [
The behaviors of the states (x 1 (t), y 1 (t), z 1 (t)) of the controlled chaotic systems (11)- (14) From Figs. 22-25 , it can be concluded that a good qualitative agreement between the numerical simulation and the experimental realization is obtained.
Conclusions
In this paper, a new chaotic system with one stable node-focus and one unstable saddle-focus is introduced. Some complex dynamical behaviors, such as equilibria, stability, bifurcation and Lyapunov exponents are analyzed. The corresponding chaotic attractor is first numerically verified through investigating phase trajectories, Lyapunov exponents, bifurcation path and Poincaré projections, showing that new simple chaotic system indeed has rich and complex dynamics. The complete mathematical characterizations for Hopf bifurcation are rigorously derived and studied. Furthermore, the existence of singularly degenerate heteroclinic cycles for a suitable choice of the parameters is investigated. Its analogue electronic circuit implementation is illustrated. Finally, the control problem of a new unusual chaotic system is investigated using negative feedback control. The ordinary feedback control, dislocated feedback control, enhancing feedback control and speed feedback control are used to suppress unusual chaos to unstable equilibrium. Numerical simulations are presented to demonstrate the effectiveness of the proposed controllers. These control methods are also used to control other chaos or hyperchaotic systems.
These will be our next stage of the research priorities, to better explore splendid examples of a system in which chaos is conniving with stable equilibria, to a deeper investigation of the basin of attraction around stable equilibrium, and to answer the most important question: is it possible to prove that the observed attractor persists all the time? Why is the chaotic trajectory not captured by the sink?
