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SPRINGER CORRESPONDENCES FOR DIHEDRAL GROUPS
PRAMOD N. ACHAR AND ANNE-MARIE AUBERT
Abstract. Recent work by a number of people has shown that complex reflec-
tion groups give rise to many representation-theoretic structures (e.g., generic
degrees and families of characters), as though they were Weyl groups of al-
gebraic groups. Conjecturally, these structures are actually describing the
representation theory of as-yet undescribed objects called spetses, of which
reductive algebraic groups ought to be a special case.
In this paper, we carry out the Lusztig–Shoji algorithm for calculating
Green functions for the dihedral groups. With a suitable set-up, the output of
this algorithm turns out to satisfy all the integrality and positivity conditions
that hold in the Weyl group case, so we may think of it as describing the
geometry of the “unipotent variety” associated to a spets. From this, we
determine the possible “Springer correspondences”, and we show that, as is
true for algebraic groups, each special piece is rationally smooth, as is the full
unipotent variety.
1. Introduction
Many constructions arising in the representation theory of reductive algebraic
groups really depend only on the Weyl group. In recent years, it has been discovered
that many of these constructions can be generalized to the setting of complex
reflection groups (e.g., cyclotomic Hecke algebras [2, 3, 9], generic degrees [22], root
lattices (on Z [28], on a ring of algebraic integers [27]), families of characters [29, 7,
15, 25]). Indeed, it has been conjectured that these constructions actually describe
the representation theory of some as-yet undescribed algebraic object called a spets.
In this paper, we add to this list by studying the “geometry of the unipotent variety”
associated to the dihedral groups, via the Lusztig–Shoji algorithm for computing
Green functions (see [30], [18, §24]).
It has already been observed by various people that this algorithm is something
that lends itself to generalization to complex reflection groups (see [13, 31, 32]).
We will review the algorithm in detail later, but for now, let us simply recall that
in order to carry out the algorithm for a Weyl group W of an algebraic group, one
must first have some information about the Springer correspondence for that group.
At a rudimentary level, the required information is the partitioning of Irr(W ) into
disjoint subsets, one for each unipotent class.
If we are working with a complex reflection group W , how do we choose such
a partition? In [13], Geck and Malle used families of characters as the subsets of
the partition. Of course, when W is a Weyl group, this is quite different from the
“correct” partitioning by the Springer correspondence. Nevertheless, it seems likely
to have geometric meaning: they conjectured that the algorithm in this form can be
used to compute the number of Fq-points in a special piece of the unipotent variety
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(see [13, Conjectures 2.5–2.7], as well as [20, 33]). Separately, Shoji [31, 32] has
studied the algorithm for imprimitive complex reflection groups by partitioning the
characters using combinatorial objects called “symbols” (these are generalizations
of the symbols and u-symbols that occur in the representation theory of algebraic
groups of classical type).
An important feature of the original Lusztig–Shoji algorithm is that its output
obeys certain integrality and positivity conditions. This is a consequence of geo-
metric considerations on the unipotent variety; the algorithm itself, a priori, need
not obey them. However, Geck and Malle conjecture that their version of the algo-
rithm also satisfies these properties, and Shoji proves that some of them hold for
his version as well.
In this paper, we take a somewhat different approach: rather than fixing a par-
tition in advance, we consider all partitions subject to certain initial constraints,
and we seek to identify those (if any) for which the output of the algorithm satisfies
appropriate integrality and positivity conditions. For W a finite complex reflection
group and χ an irreducible character of it, let bχ denote the largest power of q
dividing the fake degre of χ. Then we choose a cyclotomic Hecke algebra H for
W and we fix a set S of irreducible characters of W including all special charac-
ters. (Here χ is said to be special if bχ is equal to the largest power of q dividing
the generic degree of χ, where the latter is defined with respect to the canonical
symmetrizing trace on H.) We look for partitions of Irr(W ) into disjoint subsets
C such that (among other conditions) each C contains a unique member (called
the Springer character of C) on which b attains its minimal value and the set of
all Springer characters is precisely S. In the case when W is the Weyl group of a
reductive connected algebraic group G then we can take for the Springer charac-
ters of W all the irreducible characters which correspond, via the (actual) Springer
correspondence, with the trivial local system on a unipotent class. In particular,
this set of characters of W is in bijection with the set of unipotent classes in G and
it depends on G itself.
Remarkably, when W is a dihedral group, it turns out that in most cases (in
all cases, under a minor additional condition), for a given set S, there is a unique
partition of the desired sort. In view of this uniqueness, it seems justified to refer
to that partition as “the” Springer correspondence with respect to S. (Moreover,
our results are compatible with the various “true” Springer correspondences when
the dihedral group is a Weyl group of type A2, B2, or G2—see section 4.) For
that partition, we can then interpret the output of the Lusztig–Shoji algorithm as
giving information about the geometry of a hypothetical “unipotent variety” for
the dihedral group. In particular, we find that, as is true for algebraic groups, the
unipotent variety is rationally smooth [5], as is each special piece [16, 20].
We make all this precise in Section 2, where we review the Lusztig–Shoji al-
gorithm, and define the various conditions and constraints mentioned above. In
Section 3, we review some basic facts about the dihedral group, and we give precise
statements (and proofs for some) of the main results. This section also includes a
tabulation of the output of the Lusztig–Shoji algorithm. The one remaining task
is the proof of the uniqueness result mentioned above; this occupies the entirety of
Section 5.
For Weyl groups, the Springer characters are precisely those which arise as jWW ′χ,
where j denotes truncated induction, W ′ is the stabilizer in W of a point of the
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maximal torus, and χ is a special character of W ′. In [1], the authors have studied
an analogue of this procedure in the case of spetsial complex reflection groups,
including the dihedral groups. In this way, one obtains a preferred set Spf of
Springer characters. The description of Spf for the dihedral groups will be recalled
in Section 6.
On the other hand, it is very natural to consider the dihedral groups as a class
of non-crystallographic Coxeter groups. Then Kriloff and Ram have proved in [17,
§3.4] that, as for Weyl groups, there exists a one-to-one correspondence between the
irreducible characters of a dihedral group W and the tempered simple H-modules
with real central characters, where H is a graded Hecke algebra associated to W .
Such a correspondence, combined with the partition of irreducible characters of W
defined here, will provides a partition of the set of tempered simple H-modules with
real central characters.
2. The Lusztig–Shoji algorithm
Let W be a finite complex reflection group acting on a vector space V . Let q be
an indeterminate and PW (q) denote the Poincare´ polynomial of W :
PW (q) =
dimV∏
i=1
qdi − 1
q − 1
,
where d1, . . . , ddimV are the degrees of W . Next, for any class function f of W , we
define a polynomial R(f) by
R(f)(q) =
(q − 1)dimV PW (q)
|W |
∑
w∈W
detV (w)f(w)
detV (q · idV − w)
.
If χ is an irreducible character of W , then R(χ) is commonly known as the fake
degree of χ. In this case, we define bχ to be the largest power of q dividing R(χ).
We note that (see [23, (6.2)])
(1) R(detV ⊗ f)(q) = q
N∗R(f)(q−1).
(Here N∗ is the number of reflections in W , and − is the complex conjugation.
Of course, for a Coxeter group, detV and detV are both just the sign character.
Hence the equation (1) is a generalization to complex reflection groups of [10,
Proposition 11.1.2].)
Next, let Ω be the square matrix with rows and columns indexed by Irr(W )
defined as follows:
Ω = (ωχ,χ′)χ,χ′∈Irr(W ), ωχ,χ′ = q
N∗R(χ⊗ χ′ ⊗ detV ).
Definition 2.1. A Lusztig–Shoji datum for a complex reflection group W is a
triple (X,<, a), where X = {C} is a partition of Irr(W ) into disjoint subsets (that
is, Irr(W ) =
⊔
C∈X C); the relation < is a total order on X ; and a : X → N is an
order reversing function. The member of X to which a given χ ∈ Irr(W ) belongs
is called its support, and the statement suppχ = C is equivalent to the statement
that χ ∈ C.
Definition 2.2. A system of Green functions with respect to a Lusztig–Shoji da-
tum (X,<, a) is a solution to the matrix equation
(2) PΛP t = Ω,
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where P and Λ are also square matrices of rational functions over Z[q] with rows
and columns indexed by Irr(W ), subject to the following conditions:
(3)
Pχ,χ′ =
{
0 if suppχ < suppχ′,
δχ,χ′q
aC if suppχ = suppχ′ = C,
Λχ,χ′ = 0 if suppχ 6= suppχ
′.
The following notation for picking out certain submatrices of these matrices will
be useful:
Pχ,C = (Pχ,χ′ )χ′∈C ΛC = (Λχ,χ′ )χ,χ′∈C ΩC,C′ = (ωχ,χ′)χ∈C,χ′∈C′
We have the following fundamental fact:
Proposition 2.3 (Lusztig, Shoji, Geck–Malle). Every Lusztig–Shoji datum admits
a unique system of Green functions.
For a proof, see [13, Proposition 2.2]. (In loc. cit., the proposition is stated only
for finite Coxeter groups, and only for a certain specific Lusztig–Shoji datum, but
the proof is in fact completely general.) In the course of the proof, one obtains an
inductive formula for computing P and Λ, as follows: Given C ∈ X , suppose that
the blocks Pχ,C′ and ΛC′ are known for all C
′ < C and all χ ∈ Irr(W ). Then ΛC and
Pχ,C are given by
ΛC = q
−2aC
(
ΩC,C −
∑
C′<C
PC,C′ΛC′P
t
C,C′
)
(4)
Pχ,C = q
−aC
(
Ωχ,C −
∑
C′<C
Pχ,C′ΛC′P
t
C,C′
)
Λ−1C if suppχ > C.(5)
(Of course, if suppχ ≤ C, then Pχ,C is determined by (3).)
We choose a cyclotomic Hecke algebra H for W (see [9]). Then H admits a
canonical symmetrizing trace. Indeed, the form defined in [6] satisfies (1)(a) and
(1)(b) of [8, Theorem-Assumption 2] (the fact that it turns H into a symmetric
algebra is proved in [24]); on the other hand, since it follows from [11] that the
corresponding Schur elements are as conjectured in [22, Vermutung 1.18], the form
satisfies also (1)(c) of [8, Theorem-Assumption 2] by [8, Lemma 2.7]. Such a form
is unique.
Then one can consider the generic degrees of the characters of W defined with
respect to H and the above symmetrizing trace. Recall that a character χ ∈ Irr(W )
is said to be special if bχ is equal to the largest power of q dividing the generic degree
of χ. In addition, H determines the families of characters of Irr(W ) (see [29], [25]),
which play a role below.
In the following definition, we list a number of desirable properties that a
Lusztig–Shoji datum may have.
Definition 2.4. Choose a cyclotomic Hecke algebra H for W . A Lusztig–Shoji
datum (X,<, a) is said to be a Springer correspondence forW andH if the following
additional conditions are satisfied:
(1) For each C, we have aC = min{bχ | χ ∈ C}. Moreover, there is a unique
member of C (called the Springer representation of C) on which b attains
its minimum value.
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(2) Every special representation of W occurs as a Springer representation of
some C ∈ X .
(3) If χ′ is a nonspecial representation in the same family as the special repre-
sentation χ, then suppχ′ ≤ suppχ.
(4) The entries of Λ are polynomials with integer coefficients, and the entries
of P are polynomials with nonnegative integer coefficients.
(5) If χ ∈ C, then Pχ,χ′ is divisible by q
aC for all χ′.
In this case, the sets C are called unipotent classes. A class is special if its Springer
representation is.
Remark 2.5. Let W be the Weyl group of a reductive connected algebraic group
G. We assume that G is defined over Fq with Frobenius map F and that there
exists a maximal torus T of G which is defined and split over Fq. Recall that
the (actual) Springer correspondence is a map ν from Irr(W ) to the set of pairs
(C, E), where C is a unipotent G-conjugacy class in G and E is a G-equivariant
irreducible local system on C. Let X be the partition of Irr(W ) induced by ν, that
is, X = {C}, where C = CC is the set of χ ∈ Irr(W ) such that ν(χ) = (C, E) for
some G-equivariant irreducible local system E on C. Let a : X → N be the function
defined by aC := dimBu, where Bu is the variety of Borel subgroups of G containing
u ∈ C.
All the above properties (1)–(5) hold in the this case:
(1) If χ ∈ C then we have aC = dimBu ≤ bχ (see [35, §1.1]). Moreover, if ν(χ) =
(C, Q¯ℓ) then we have aC = bχ (see [4, Corollary 4]). Hence (1) is satisfied
and the “Springer representations” ofW are the irreducible representations
of W which correspond, via the (actual) Springer correspondence, with the
trivial local system on a unipotent class. In particular, the set of Springer
representations is in bijection with the set of unipotent classes.
(2) For χ ∈ Irr(W ) let a′χ denote the largest power of q dividing the generic
degree of χ. We have a′χ ≤ aC if χ ∈ C (see [19, Cor. 10.9]). In particular,
when χ is special, it then follows from (1) that a′χ = aC = bχ.
(3) Property (3) is satisfied (see [12, Proposition 2.2]).
(4) Let Ω˜ = (ω˜χ,χ′)χ,χ′∈Irr(W ), where
ω˜χ,χ′ = q
dimT−1/2(codimC+codimC′) ·
|GF |
|W |
·
∑
w∈W
χ(w)χ′(w) · |TFw |
−1,
where ν(χ) = (C, E) and ν(χ′) = (C′, E ′).
Using the fact that aC = 1/2(codimC − dimT ) (see [10, (5.10.1)]), we
see that
ωχ,χ′ = q
aC+aC′ · ω˜χ,χ′ .
Lusztig proved in [18, §24] (see especially [18, (24.5.2)]) that the equation
P˜ΛP˜ t = Ω˜ with respect to the unknown variables Λ, P˜ admits a solution
with Λχ,χ′ ∈ Z[q], P˜χ,χ′ ∈ Z[q] and
P˜χ,χ′ =
{
0 if suppχ < suppχ′,
1 if suppχ = suppχ′ = C,
Λχ,χ′ = 0 if suppχ 6= suppχ
′.
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Then the matrices P and Λ with Pχ,χ′ = q
aC P˜χ,χ′ where ν(χ) = (C, E)
satisfy the condition (3) in Definition 2.2.
(5) Since P˜χ,χ′ ∈ Z[q], we have that Pχ,χ′ is divisible by q
aC for all χ′ ∈ Irr(W ).
Any system of Green functions gives rise to a partial order  on X that is
compatible with, but in general weaker than, the order <, as follows:  is the
transitive closure of the relation
C  C′ if there exist χ ∈ C and χ′ ∈ C′ such that Pχ,χ′ 6= 0.
In the case of a Springer correspondence, we call this the closure order on unipotent
classes. A special piece is then defined just as for algebraic groups: it is the union
of a special class and all those nonspecial classes in its closure that are not also in
the closure of any smaller special class.
3. The dihedral groups
Our work on the dihedral groups will take place in the following framework: we
fix a set S ⊂ Irr(W ), including all special characters, and we look for Springer
correspondences (X,<, a) whose set of Springer representations is precisely S.
Remark 3.1. It seems reasonable to fix the set of Springer representations in advance
because for Weyl groups, there is an elementary way to compute the set of Springer
representations without knowing the full Springer correspondence. (The set of
Springer representations is precisely the set of representations arising as jWW ′χ,
where j denotes truncated induction, W ′ is the stabilizer in W of a point of the
maximal torus, and χ is a special character of W ′, see [10, § 12.6].)
An analogue of this procedure in the dihedral groups provides a preferred set
Spf of Springer representations, to which one can apply the results obtained here
(see section 6).
Henceforth, we work only with the dihedral group W = I2(m). We begin by
recalling some facts about the representation theory of I2(m). Its irreducible rep-
resentations are:
χ0, χ1, . . . , χ⌊m−1
2
⌋, ǫ; and χr, χ
′
r if m = 2r.
Here, χ0 is the trivial representation, ǫ is the sign representation, and we have
bχi = i for all i, bχ′r = r, and bǫ = m.
The representations χ1, . . . , χ⌊(m−1)/2⌋ are all 2-dimensional, while χ0, ǫ, and χr
and χ′r are 1-dimensional. The special representations are χ0, χ1, and ǫ.
The matrix Ω is described in the following table. Recall that Ω is symmetric;
below, to reduce clutter, we have only recorded the part of Ω below the diagonal.
In the table below i and j are assumed to be non-zero.
Ω χ0 χi χr χ
′
r ǫ
χ0 q
2m
χj q
m+j
+ q
2m−j
q
m+|i−j|
+ q
m+i+j
+ q
2m−i−j
+ q
2m−|i−j|
χr q
3
2
m
q
3
2
m−i
+ q
3
2
m+i
q
2m
χ
′
r q
3
2
m
q
3
2
m−i
+ q
3
2
m+i
q
m
q
2m
ǫ q
m
q
m+i
+ q
2m−i
q
3
2
m
q
3
2
m
q
2m
Let S be a set of irreducible representations of I2(m) including χ0, χ1, and ǫ.
In case m is even and S contains exactly one of χr and χ
′
r, we assume henceforth,
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without loss of generality, that it in fact contains χ′r. (This assumption will allow
us to simply some formulas by treating χr and the various χi with i < r uniformly.)
Let us define a sequence of integers
(6) d0 < d1 < · · · < dN < m/2 where d0 = 0 and d1 = 1
by {χi ∈ S | i < m/2} = {χd0 , . . . , χdN}. We will show that I2(m) admits a
Springer correspondence whose set of Springer representations is precisely S. We
will use the following notation for unipotent classes:
Ck : class with Springer representation χdk
Cχr , Cχ′r , Cǫ : classes with Springer representations χr, χ
′
r, ǫ, respectively
Note that Cǫ is automatically a singleton, since there are no characters χ with
bχ > bǫ. Similarly, if χ
′
r ∈ S, then Cχ′r must be a singleton: the only character χ
with bχ > bχ′r is ǫ, which is already the Springer representation of another class.
The same argument applies to Cχr if χr ∈ S.
Theorem 3.2. Let S and d0, . . . , dN be as above. I2(m) admits a Springer corre-
spondence whose set of Springer representations is precisely S. Every such Springer
correspondence has the form
C0 = {χ0}
Ck = {χdk , χdk+1, . . . , χdk+1−1} ∪ {χfk+1+1, χfk+1+2, . . . , χfk} for 1 ≤ k ≤ N − 1
CN =

{χdN , χdN+1, . . . , χ⌊(m−1)/2⌋} if m odd, or m even and χr, χ
′
r ∈ S
{χdN , χdN+1, . . . , χfN } if m even, χr /∈ S and χ
′
r ∈ S
{χdN , χdN+1, . . . , χr−1, χr, χ
′
r} if m even and χr, χ
′
r /∈ S
Cχr = {χr} if χr ∈ S
Cχ′r = {χ
′
r} if χ
′
r ∈ S
Cǫ = {ǫ}
for a suitable sequence of integers f1 ≥ f2 ≥ · · · ≥ fN . (It is possible that fk = fk+1,
in which case the second part of Ck is empty.)
Moreover, except in the case where m is even and S contains exactly one of χr
and χ′r, we actually have fk = ⌊
m−1
2 ⌋ for all k, so I2(m) admits a unique Springer
correspondence whose set of Springer representations is S.
On the other hand, if m is even and S contains χ′r but not χr, then for any
integers r = f1 ≥ · · · ≥ fN ≥ dN such that fk − fk+1 ≤ dk+1 − dk for each k, there
is a Springer correspondence as above.
We introduce the following notation: if suppχ ≥ C and suppχ′ ≥ C, then let
(7) Y Cχ,χ′ = γ
−1
(
ωχ,χ′ −
∑
C′<C
Pχ,C′ΛC′P
t
χ′,C′
)
where γ = qm − 1
It is then clear from (4) that
(8) ΛC = q
−2aCγ
(
Y Cχ,χ′
)
χ,χ′∈C
.
Below, we will give formulas for Y C and P . It is then immediate to compute Λ.
Henceforth, for the sake of brevity of notation, we will generally write “i” instead
of “χi,” as well as “r
′” for “χ′r.” We also write Y
(k) for Y Ck .
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C0
...
CN
Cǫ
C0
...
CN
||
BB
Cχr
BB
Cχ′r
||
Cǫ
C0
...
CN
Cχ′r
Cǫ
m odd, or m even, m even,
m even and r, r′ /∈ S r, r′ ∈ S r′ ∈ S, and r /∈ S
Table 1. Closure order of unipotent classes in dihedral groups
Let
ι =

1 if m is odd, or if m is even and r, r′ /∈ S,
0 if m is even, r′ ∈ S, and r /∈ S,
−1 if m is even and r, r′ ∈ S.
In Section 5, we will establish the following formulas for Y (k) by induction on k:
Y
(N)
ij = q
m−|i−j| + ιqi+j Y
(N)
ir′ =
{
qi+r if i < r,
0 if i = r
Y
(k)
ij =

qm−|i−j| − qm+i+j−2dk+1 if i, j < dk+1,
0 if i < dk+1 ≤ fk+1 < j
or j < dk+1 ≤ fk+1 < i,
qm−|i−j| − qm−i−j+2fk+1 if i, j > fk+1.
We will simultaneously show that P is given by
Pij =

qi if i < j and j ∈ S
qdk+fk−i if i > j = fk for some k
0 otherwise
Pir′ =
{
qi if r′ ∈ S and i < r
0 otherwise
Pχ,ǫ = R(χ)
(Here, the formula for Pij is only valid under the assumption that supp i > supp j.)
Now, recall that a variety Z is rationally smooth (see [14, Appendix]) if
HizIC(Z, Q¯l) =
{
Q¯l if i = 0,
0 otherwise
for all z ∈ Z.
In the original Lusztig–Shoji algorithm, the entries of P enjoy the following inter-
pretation in terms of intersection cohomology complexes: if χ corresponds to the
local system E on the unipotent class C, and likewise χ′ corresponds to E ′ on C′,
then we have
(9) Pχ,χ′ =
∑
i≥0
[E ′ : HiIC(C¯, E)]qa(C)+i,
where a(C) is the dimension of the Springer fiber over a point of C. (See [18,
Theorem 24.8], but note that the definition of Ω is slightly different there, resulting
in a slightly different formula for P .)
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If we now interpret the entries of P for a dihedral group via (9) as describing
the geometry of some unknown variety, we obtain the following result.
Theorem 3.3. With respect to any Springer correspondence, every special piece of
I2(m) is rationally smooth. The full unipotent variety is also rationally smooth.
Proof. The classes C0 and Cǫ each constitute a special piece by themselves, so they
are obviously rationally smooth. For the “middle” special piece, which contains the
special class C1, we see that P1dk = q for all k, and P1r′ = q, but P1i = 0 if i is not
a Springer representation, so this piece is rationally smooth as well.
The second sentence is simply the observation that P0i = 1 if i is a Springer
representation, and P0i = 0 otherwise. 
Now, suppose a group admits multiple Springer correspondences for a fixed set
S of Springer representations. Since S is fixed, it is possible to identify unipotent
classes in distinct Springer correspondences, and it makes sense to compare the
support of a given χ ∈ Irr(W ) in various Springer correspondences.
In this situation, a Springer correspondence X is called maximal if suppX χ ≥
suppX′ χ for all χ ∈ Irr(W ) and all other Springer correspondences X
′ for S. There
is some evidence (see Remark 3.5 below) that the actual Springer correspondences
for algebraic groups satisfy a maximality condition of this type; perhaps it is some-
thing that should be added to Definition 2.4. In any case, for the dihedral groups,
if we require maximality, then S determines a unique Springer correspondence in
all cases.
Theorem 3.4. For any set S of irreducible representations of I2(m) with χ0, χ1, ǫ ∈
S, there is a (necessarily unique) maximal Springer correspondence for I2(m) whose
set of Springer representations is S.
Proof. There is only something to prove in the case that m is even, r′ ∈ S, and
r /∈ S. We define fk inductively. Let f1 = r, and then for k > 1, let fk =
max{dN , fk−1 − (dk − dk−1)}. 
Remark 3.5. Note that the uniqueness proved in Theorem 3.4 is not of ”global
nature”, in the sense that it depends on the choice of the set S (the set of Springer
representations in our terminology). In the case of the dihedral group of order 8,
that is, the Weyl group of type B2, this set will not be the same for the Springer
correspondences associated to groups in odd characteristic, characteristic 2 or to
disconnected groups (see section 4). Hence we get more than one Springer corre-
spondence for the group B2.
4. Compatiblity with known Springer correspondences
4.1. Connected algebraic groups in odd characteristic. In the cases m =
3, 4, 6, when I2(m) is in fact the Weyl group of a connected algebraic group of
type A2, B2, G2 respectively, it is easy to verify that the unique maximal Springer
correspondence of Theorem 3.4 coincides with the “true” Springer correspondence,
as found in, say, [10, Section 13.3]. The Springer correspondences for these three
groups are given below.
For algebraic groups of types A2 and B2, both the unipotent classes and the
representations of the Weyl group are labelled by partitions (or pairs of partitions).
In G2, unipotent classes are named by their Bala–Carter labels, and representations
have been named using Carter’ s notation [10]. To identify representations in these
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notations with our χi’s, it suffices to compute bχ for all of them. In types A2 and
B2, this can be done with [10, Propositions 11.4.1 and 11.4.2], while for G2, the
required information is included in the notation (we have bφd,n = n). In types B2
and G2, one has a choice of which representation to label as χr and which as χ
′
r;
we have made the choice that agrees with Theorem 3.2. The corresponding sets S
are {χ0, χ1, ǫ}, {χ0, χ1, χ
′
2, ǫ}, {χ0, χ1, χ2, χ
′
3, ǫ}, in type A2, B2, G2, respectively.
Type A2
class reps.
[3] [3] = χ0
[2, 1] [2, 1] = χ1
[13] [13] = ǫ
Type B2
class reps.
[5] ([2],∅) = χ0
[3, 12] ([1], [1]) = χ1; ([1
2],∅) = χ2
[22, 1] (∅, [2]) = χ′2
[15] (∅, [12]) = ǫ
Type G2
class reps.
G2 φ1,0 = χ0
G2(a1) φ2,1 = χ1; φ
′
1,3 = χ3
A˜1 φ2,2 = χ2
A1 φ
′′
1,3 = χ
′
3
1 φ1,6 = ǫ
4.2. Bad characteristics. It follows from [34] that for connected algebraic groups
of both types B2 in characteristic 2 and G2 in characteristic 3, the partially ordered
set of unipotent classes has the form of second diagram in Table 1 of the present
paper (the one in which the two classes Cχr and Cχ′r cannot be compared). Then, the
explicit computations of the Springer correspondences in these two cases, provided
by [21] and [35], show that they coincide with those given by Theorem 3.2. The
same references show that the Springer correspondence for G2 in characteristic 2
coincides with the one in good characteristic. Hence the Springer correspondences
associated to reductive groups of rank 2 in bad characteristic are recovered by our
theorem.
4.3. Non-connected algebraic groups. We will consider below two Springer
correspondences which occur “in nature,” associated to the group B2 and to two
types of disconnected groups.
We assume here that the characteristic equals 2. Let G(5) be the group defined
as the extension of GL(5) by the order 2 automorphism of the diagram. There are
5 unipotent classes of G(5) which are not contained in GL(5), and the partial order
is here of the kind of the second diagram of Table 1 of section 3 of the present
paper. Then Table 2 on page 314 of [26] shows that the Springer correspondence
for this group coincides also with the one given by Theorem 3.2. We have S =
{χ0, χ1, χ2, χ
′
2, ǫ}.
Let GO6 be the general orthogonal group over an algebraically closed field of
characteristic 2, the extension of SO6 by a non-trivial graph automorphism of order
2. There are 4 unipotent classes which are not contained in SO6, the corresponding
partial order between them is of the form of the third diagram of Table 1 of section 3
of the present paper, and Table 4 on page 318 of [26] shows that the restricted
Springer correspondence for this group coincides also with the one deduced from
Theorem 3.2. We have S = {χ0, χ1, χ
′
2, ǫ}.
The Springer correspondences for the two above groups are given below, where
unipotent classes are labelled as in [26].
Group G(5)
class reps.
[5] ([2],∅) = χ0
[3, 12] ([1], [1]) = χ1
[3, 120] ([1
2],∅) = χ2
[22, 1] (∅, [2]) = χ′2
[15] (∅, [12]) = ǫ
Group GO6
class reps.
[6] ([2],∅) = χ0
[4, 12] ([1], [1]) = χ1; ([1
2],∅) = χ2
[23] (∅, [2]) = χ′2
[2, 14] (∅, [12]) = ǫ.
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5. Proof of Theorem 3.2
The proof of Theorem 3.2 is quite straightforward: we simply attempt to carry
out the Lusztig–Shoji algorithm. If the attempt succeeds, and if the solution satis-
fies the conditions given in Section 1, then we will have produced a Springer corre-
spondence. In fact, we will find that if the unipotent classes are not as described in
the theorem, then the attempt to calculate Pχ,C fails (there is no solution that is a
matrix with entries which are polynomials with nonnegative integer coefficients).
We define
fk = max{i | 1 ≤ i ≤ m/2 and supp i ≥ Ck}.
In the case thatm is even, r′ ∈ S, and r /∈ S, the theorem states that the inequality
fk − fk+1 ≤ dk+1 − dk must hold. We actually prove below that, irrespective of
whether this inequality holds or not, there is a system of Green functions in which
the entries of P are Laurent polynomials with nonnegative integer coefficients, and
the entries of Λ are polynomials with integer coefficients.
The formula for P given in the previous section holds in this more general setting.
The restriction fk − fk+1 ≤ dk+1 − dk is an immediate consequence of requiring
Pχ,χ′ to be a polynomial divisible by q
asupp χ .
5.1. Proof outline. We will study the unipotent classes in increasing order, start-
ing with the trivial class. For each unipotent class C, we carry out the following
four steps:
5.1.1. Compute Y Cχ,χ′ , using known formulas for lower classes. We assume that we
are in the case when there is exactly one highest class, say D, below C. From the
definition of Y Cχ,χ′ , we have
Y Cχ,χ′ = γ
−1
(
ωχ,χ′ −
∑
C′<C
Pχ,C′ΛC′P
t
χ′,C′
)
= Y Dχ,χ′ − γ
−1Pχ,DΛDP
t
χ′,D
In most cases, the matrices Pχ,D and Pχ′,D each have a single nonzero entry
(see 5.1.2), so the above equation reduces to
Y Cχ,χ′ = Y
D
χ,χ′ − q
−2aDPχ,S(χ)Y
D
S(χ),S(χ′)Pχ′,S(χ′)(10)
for suitable characters S(χ), S(χ′) ∈ D. Once we obtain this formula, the formula
for ΛC follows immediately.
5.1.2. Set up equations for finding Pχ,C . From (5) and (8), we have
Pχ,CY
C
C,C = q
aCY Cχ,C
Selecting one entry from both sides of this equation, we have
(11)
∑
χ′′∈C
Pχ,χ′′Y
C
χ′′,χ′ = q
aCY Cχ,χ′
The details of the argument from here on vary, but the main ideas are as follows:
• Since Pχ,χ′′ is a polynomial with nonnegative coefficients, Pχ,χ′′ |q=1 is a
nonnegative integer. Moreover, this integer is 0 if and only if Pχ,χ′′ is the
zero polynomial.
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• Evaluating the entire equation (11) at q = 1, with judicious choices of χ′,
may allow one to deduce strong constraints on the χ′′ with Pχ,χ′′ 6= 0.
• If Pχ,χ′′ |q=1 = 1, then Pχ,χ′′ is a power of q.
Typically, one shows that there is a unique χ′′ ∈ C such that Pχ,χ′′ 6= 0. Let
S(χ) denote this χ′′. Next, one shows that Pχ,S(χ) is a power of q, say q
b. By
reconsidering (11), one may find an equation relating b to S(χ).
5.1.3. Determine the members of C. To prove that χ ∈ C, we assume that in fact
suppχ > C, and we try to use the work of the previous step to compute Pχ,C . (We
will have already explicitly determined the members of all lower classes, so we know
that suppχ 6< C.) This calculation leads to a contradiction, from which we deduce
that χ ∈ C.
5.1.4. Give a formula for Pχ,C. Knowing the members of C often enables us to
obtain further conditions on those χ that actually have suppχ > C. Using these
conditions, one can determine the values of b and S(χ) (as defined in 5.1.2), and
hence obtain a formula for Pχ,C .
5.2. The trivial unipotent class. For the smallest unipotent class, we cannot
use (10) to compute Y Cǫ . Rather, we must use (4) and (7) directly:
Λǫ,ǫ = q
−2m(ωǫ,ǫ) = 1 and Y
Cǫ
χ,χ′ = γ
−1ωχ,χ′ .
Finally, from (5),
Pχ,ǫ = q
−m(ωχ,ǫ) · 1 = q
−mqmR(χ⊗ ǫ⊗ ǫ) = R(χ).
5.3. The classes with Springer representation r or r′. We will carry out the
appropriate calculations for Cχ′r . (Recall that we have assumed that if exactly one
of χ′r and χr is in S, then in fact χ
′
r ∈ S.) If χr ∈ S as well, the calculations for
Cχr are identical.
From a similar argument as in (10), we have
Y
Cχ′r
χ,χ′ = γ
−1ωχ,χ′ − q
−2mR(χ)γ−1ωǫ,ǫR(χ
′) = (ωχ,χ′ −R(χ)R(χ
′))/γ.
In the following table, we carry out this calculation in all cases. Throughout, we
assume that 1 ≤ i, j < m/2.
Y
C
χ′r
00
= (q
2m
− q
0
q
0
)/γ = q
m
+ 1
Y
C
χ′r
0j
= (q
m+j
+ q
2m−j
− q
0
(q
j
+ q
m−j
))/γ
= q
m−j
+ q
j
Y
C
χ′r
0r
− (q
3r
− q
0
q
r
)/γ = q
r
Y
C
χ′r
ir
= (q
3r−i
+ q
3r+i
− (q
i
+ q
m−i
)q
r
)/γ
= q
r+i
Y
C
χ′r
ij
= (q
m+|i−j|
+ q
m+i+j
+ q
2m−i−j
+ q
2m−|i−j|
− (q
i
+ q
m−i
)(q
j
+ q
m−j
))/γ
= (q
2m−|i−j|
+ q
m+|i−j|
− q
m−i+j
− q
m+i−j
+ q
m+i+j
− q
i+j
)/γ = q
m−|i−j|
+ q
i+j
Y
C
χ′r
rr = (q
2m
− q
r
q
r
)/γ = q
2r
Y
C
χ′r
rr′
= (q
m
− q
r
q
r
)/γ = 0
By a fortunate coincidence, we can combine many of these formulas. Below, we
permit 0 ≤ i, j ≤ m/2:
Y
Cχ′r
ij =
{
qm−|i−j| + qi+j if i, j < m/2,
qi+j if i = r or j = r.
Next, (11) gives
Pir′ · q
2r = qrY
Cχ′r
ir′ if i < r,
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from which it follows that Pir′ = q
i.
5.4. General arguments for the class CN .
5.4.1. Formula for Y (N). From (10), we have
Y
(N)
ij = Y
Cχ′r
ij − (1− ι)q
−2rPir′Y
Cχ′r
r′r′ Pjr′
=
{
qm−|i−j| + qi+j − (1− ι)q−2rqi(q2r)qj if i, j < r,
qi+j − (1− ι) · 0 if i = r or j = r
We can now set up the various versions of (11) that we will require. Let
δ =
{
0 if r /∈ CN ,
1 if r ∈ CN ,
δ′ =
{
0 if r′ /∈ CN ,
1 if r′ ∈ CN .
First, suppose i < m/2. For all j ∈ CN , j < r, we have
(12)
∑
l∈CN
l<r
Pil(q
m−|l−j| + ιql+j) + δPirq
j+r + δ′Pir′q
j+r = qdN (qm−|i−j| + ιqi+j).
If, in fact, δ = 1, so that r ∈ CN , then we also have
(13)
∑
l∈CN
l<r
Pilq
l+r + Pirq
2r + δ′Pir′ · 0 = q
dN qi+r.
An analogue of this holds if δ′ = 1.
On the other hand, if supp r > CN , then we have
(14)
∑
l∈CN
l<r
Prl(q
m−|l−j| + ιql+j) + δ′Prr′q
j+r = qdN qj+r,
and, additionally, if δ′ = 1,
(15)
∑
l∈CN
l<r
Prlq
l+r + Prr′q
2r = qdN · 0.
5.4.2. Calculation of Pi,CN . Let us assume now that we have shown that the left-
hand side of (12) reduces to a single nonzero term, indexed by some l ∈ CN , and
that, moreover, the coefficient Pil is a power of q, say Pil = q
b. (This will require
slightly different arguments depending on ι.) So (12) reduces to
qb(qm−|l−j| + ιql+j) = qdN (qm−|i−j| + ιqi+j)
qb+m−|l−j| + ιqb+l+j = qdN+m−|i−j| + ιqdN+i+j(16)
for all j ∈ CN , j < m/2. In particular, for j = dN , the preceding equation becomes
(17) qb+m−l+dN + ιqb+l+dN = qm−|i−dN |+dN + ιqi+2dN
If ι = 1, we must decide which term on the left corresponds to each term on the
right. We do this by comparing exponents. Since l < m/2, we evidently have
b+m− l + dN > b+ l + dN . Similarly,
m− |i− dN |+ dN =
{
m+ i (if i < dN ) > i+ 2dN since dN < m/2,
m− i+ 2dN (if i > dN ) > i+ 2dN since i < m/2.
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Therefore, (17) implies that
qb+m−l+dN = qm−|i−dN |+dN and, if ι = 1, qb+l+dN = qi+2dN ,
and hence
(18) b = l− |i − dN | and, if ι = 1, b = i+ dN − l.
5.5. The class CN when ι = 1. We will begin by showing that if m is even, then
r, r′ ∈ CN . Suppose, for instance, that supp r > CN instead. Then, (14) evaluated
at q = 1 can hold only if Prl = 0 for all l < r, and δ
′Prr′ |q=1 = 1. In particular, it is
necessarily the case that δ′ = 1. But now these values for Prl and Prr′ violate (15).
So it must be that r ∈ CN . The same argument, with the roles of r and r
′ reversed,
shows that r′ ∈ CN .
Now, suppose that i < m/2. Ifm is even, then comparing (13) with the analogous
equation in which r and r′ are exchanged (recall that δ = δ′ = 1) shows that
Pir = Pir′ . Suppose they are both nonzero. Then, evaluating (12) at q = 1 shows
that in fact Pir |q=1 = Pir′ |q=1 = 1 (since we are in the case ι = 1), and, furthermore,
that Pil = 0 for all l < r. Pir and Pir′ must be powers of q; say Pir = Pir′ = q
b.
Now (12) reduces to
2qbqj+r = qdN+m−|i−j| + qdN+i+j .
In order for there to be a b satisfying this equation for all j ∈ CN , j < r, it must
be that dN +m− |i− j| = dN + i+ j for all such j. Therefore,
m = i+ j + |i− j| = 2max{i, j},
in contradiction to the fact that i, j < m/2. We conclude that Pir = Pir′ = 0.
We now drop the assumption that m is even, and we return to (12) with the
knowledge that the last two terms of the left-hand side vanish in all cases. Again
considering that equation at q = 1, we see that there is a unique l ∈ CN , l < m/2,
such that Pil is nonzero. For that l, we know that Pil|q=1 = 1, so Pil must be
a power of q, say qb. We are therefore in the situation of Section 5.4.2, and (18)
holds.
5.5.1. Members of CN . We have already shown at the beginning of the section that
r, r′ ∈ CN . Now, suppose that dN < i < m/2. If i /∈ CN , then we can calculate Pil
as above, and the formulas in (18) say
b = l − i+ dN = i+ dN − l.
But this implies that i = l, which is absurd. Therefore, if dN < i < m/2, it must
be that i ∈ CN . We conclude that
CN =
{
{dN , dN + 1, . . . , (m− 1)/2} if m is odd,
{dN , dN + 1, . . . , r − 1, r, r
′} if m is even.
In particular, fN = ⌊
m−1
2 ⌋ in all cases.
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5.5.2. Calculation of Pi,CN . It remains to consider the case i < dN . We must
determine the unique l such that Pil 6= 0, and then we must give a formula for that
Pil. The formulas (18) now say
b = l − dN + i = i+ dN − l.
These imply that l = dN , and hence that b = i. Thus, if i < dN and j ∈ CN , we
have
Pij =
{
qi if j = dN ,
0 otherwise.
5.6. The class CN when ι = 0. In this case, we obviously have δ
′ = 0 (as r′ is
the Springer representation of a smaller class). Moreover, since qj+r = qm−|r−j|,
the equation (12) can be rewritten in the more concise form∑
l∈CN
Pilq
m−|l−j| = qdN qm−|i−j|.
Evaluating this at q = 1 shows that there is a unique l ∈ CN such that Pil 6= 0,
and that for that l, Pil is a power of q. As before, the arguments of Section 5.4.2
hold. There is now only one term on each side of (16), and we conclude that
b+m− |l − j| = dN +m− |i− j|, or
(19) b = dN − |i − j|+ |l − j| for all j ∈ CN
5.6.1. Members of CN . Suppose dN < i < fN . If supp i > CN , then we could use
the above formula to compute Pi,CN . Putting j = dN and j = fN respectively
in (19), we find that
b = dN − (i− dN ) + (l − dN ) = dN − i+ l
b = dN − (fN − i) + (fN − l) = dN + i− l
This equations together imply that i = l, which is absurd. Therefore,
CN = {dN , dN + 1, . . . , fN}.
5.6.2. Calculation of Pi,CN . We now know that either i < dN or i > fN . Suppose
i < dN . As above, putting j = fN into (19) shows that b = dN + i − l. On the
other hand, the first formula in (18) simplifies to b = l−dN+ i. These two formulas
together imply that l = dN and b = i.
Now, suppose that i > fN . This time, putting j = fN into (19) gives
b = dN − (i− fN ) + (fN − l) = dN − i− l + 2fN .
On the other hand, (18) now says that b = l − i + dN . These two together imply
that l = fN , and that b = dN + fN − i. We conclude that if i /∈ CN and j ∈ CN ,
then
Pij =

qi if i < dN and j = dN ,
qdN+fN−i if i > fN and j = fN ,
0 otherwise.
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5.7. The class CN when ι = −1. The calculations required in this case are nearly
identical to those to be done in Section 5.8. Indeed, by introducing the notation
dN+1 = fN+1 = m, we see that (12) is the same as the first equation in (20) below,
with k = N . Some of the cases considered below are inapplicable here, since the
inequalities i > fN+1 and j > fN+1 cannot occur. To determine CN and calculate
Pi,CN , however, we simply quote the appropriate portions of the results from the
following section. We have
CN = {dN , dN + 1, . . . , r − 1}
and, if i < dN and j ∈ CN ,
Pij =
{
qi if j = dN ,
0 otherwise.
5.8. Larger unipotent classes.
5.8.1. Formula for Y (k). From (10), we have
Y
(k)
χ,χ′ = Y
(k+1)
χ,χ′ − q
−2dk+1Pχ,S(χ)Y
(k+1)
S(χ),S(χ′)Pχ′,S(χ′).
We will first treat the case k = N − 1. If i, j < dN , we have
Y
(N−1)
ij = q
m−|i−j| + ιqi+j − q−2dN qi(qm + ιq2dN )qj
= qm−|i−j| − qm+i+j−2dN .
Next, if i < dN and fN < j, then ι = 0, and we have
Y
(N−1)
ij = q
m−(j−i) − q−2dN qi(qm−(fN−dN ))qdN+fN−j = 0.
Finally, if i, j > fN , then again ι = 0, and
Y
(N−1)
ij = q
m−|i−j| − q−2dN qdN+fN−i(qm)qdN+fN−j
= qm−|i−j| − qm−i−j+2fN .
Next, we carry out analogous calculations for Y (k), assuming that the formulas for
Y (k+1) and the various Pij for j ∈ Ck+1 are known. If i, j < dk+1, then
Y
(k)
ij = q
m−|i−j| − qm+i+j−2dk+2 − q−2dk+1qi(qm − qm+2dk+1−2dk+2)qj
= qm−|i−j| − qm+i+j−2dk+1 .
Next, if i < dk+1 and j > fk+1, then
Y
(k)
ij = 0− q
−2dk+1qi · 0 = 0.
(It should be noted that the 0 in the second term may arise in two different ways:
if fk+1 ∈ Ck+1, then Y
(k+1)
dk+1,fk+1
= 0, but on the other hand, if fk+1 /∈ Ck+1,
then Pj,Ck+1 = 0.) Finally, if i, j > fk+1, then if fk+1 /∈ Ck+1 (which implies
fk+1 = fk+2), we have
Y
(k)
ij = q
m−|i−j| − qm−i−j+2fk+2 − q−2dk+1 · 0 = qm−|i−j| − qm−i−j+2fk+1 .
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On the other hand, if fk+1 ∈ Ck+1, then
Y
(k)
ij = q
m−|i−j| − qm−i−j+2fk+2
− q−2dk+1qdk+1+fk+1−i(qm − qm−2fk+1+2fk+2)qdk+1+fk+1−j
= qm−|i−j| − qm−i−j+2fk+1
5.8.2. Calculation of Pi,Ck . Suppose supp i > Ck and j ∈ Ck. From the description
of classes below Ck, we know that i, j /∈ {dk+1, dk+1 + 1, . . . , fk+1}. There are
therefore four versions of (11) to consider, depending on whether i < dk+1 or
i > fk+1, and whether j < dk+1 or j > fk+1.
Note that if j < dk+1, then all terms on the left-hand side of (11) with l > fk+1
vanish, since Y
(k)
jl = 0 for those terms. Likewise, if j > fk+1, then all terms with
l < dk+1 vanish.∑
l∈Ck
l<dk+1
Pil(q
m−|l−j| − qm+l+j−2dk+1) = qdk(qm−|i−j| − qm+i+j−2dk+1) if i, j < dk+1,
∑
l∈Ck
l>fk+1
Pil(q
m−|l−j| − qm−l−j+2fk+1) = 0 if i < dk+1, j > fk+1,
∑
l∈Ck
l<dk+1
Pil(q
m−|l−j| − qm+l+j−2dk+1) = 0 if i > fk+1, j < dk+1,
(20)
∑
l∈Ck
l>fk+1
Pil(q
m−|l−j| − qm−l−j+2fk+1 ) = qdk(qm−|i−j| − qm−i−j+2fk+1 ) if i, j > fk+1.
Now, evaluating these equations at q = 1 is useless—both sides vanish—but if
we differentiate with respect to q first, we obtain useful information. Starting from
the first equation in (20), we obtain∑
l∈Ck
l<dk+1
dPil
dq
(qm−|l−j| − qm+l+j−2dk+1)
+
∑
l∈Ck
l<dk+1
Pil((m− |l − j|)q
m−|l−j|−1 − (m+ l + j − 2dk+1)q
m+l+j−2dk+1−1)
= (dk +m− |i− j|)q
dk+m−|i−j|−1
− (dk +m+ i+ j − 2dk+1)q
dk+m+i+j−2dk+1−1.
Evalutating at q = 1, we obtain∑
l∈Ck
l<dk+1
Pil|q=1(2dk+1 − l − j − |l − j|) = 2dk+1 − i − j − |i− j|.
Now, l + j + |l − j| = 2max{l, j}, and likewise for the right-hand side, so we have
(21)
∑
l∈Ck
l<dk+1
Pil|q=1(dk+1 −max{l, j}) = dk+1 −max{i, j} if i, j < dk+1.
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Analogous calculations starting from the other equations in (20) yield∑
l∈Ck
l>fk+1
Pil|q=1(min{l, j} − fk+1) = 0 if i < dk+1, j > fk+1,(22)
∑
l∈Ck
l<dk+1
Pil|q=1(dk+1 −max{l, j}) = 0 if i > fk+1, j < dk+1,(23)
∑
l∈Ck
l>fk+1
Pil|q=1(min{l, j} − fk+1) = min{i, j} − fk+1 if i, j > fk+1.(24)
Note that min{l, j}− fk+1 > 0 for all l > fk+1. Thus, (22) implies that if i < dk+1,
then Pil|q=1 = 0 for all l > fk+1, and hence Pil = 0 for all l > fk+1. Similarly, (23)
implies that if i > fk+1, then Pil = 0 for all l < dk+1.
Now, let g = max{l ∈ Ck | l < dk+1}, and let h = min{l ∈ Ck | l > fk+1}. (Of
course, h might not exist, if Ck contains no members larger than fk+1.) Putting
j = g into (21) and j = h into (24), we find that∑
l∈Ck
l<dk+1
Pil|q=1(dk+1 − g) = dk+1 −max{i, g} if i, j < dk+1,(25)
∑
l∈Ck
l>fk+1
Pil|q=1(h− fk+1) = min{i, h} − fk+1 if i, j > fk+1.(26)
Note that if g < i < dk+1, then no positive integers Pil|q=1 satisfy (25), since
dk+1− g > dk+1− i > 0. Thus, if i < dk+1, then it is necessarily the case that i < g
as well. Now, (25) says that∑
l∈Ck
l<dk+1
Pil|q=1(dk+1 − g) = dk+1 − g,
so as usual, there is a unique l such that Pil is nonzero, and for that l, Pil is a
power of q, say qb. The first equation in (20) now reduces to
qb(qm−|l−j| − qm+l+j−2dk+1) = qdk(qm−|i−j| − qm+i+j−2dk+1).
By matching exponents of corresponding terms, we see that b + m − |l − j| =
dk +m− |i − j|, and b+m+ l + j − 2dk+1 = dk +m+ i+ j − 2dk+1. Therefore,
(27) b = dk + |l− j| − |i− j| and b = dk + i− l.
Similarly, if i > fk+1, it follows from (26) that i > h. One then deduces that there
is a unique nonzero Pil, and that it is of the form q
b, where
(28) b = dk + |l− j| − |i− j| and b = dk − i+ l.
5.8.3. Members of Ck. We wish to show that if dk < i < dk+1, or if fk+1 < i < fk,
then i necessarily belongs to Ck. As usual, we show this by trying to calculate Pi,Ck
and deriving a contradiction.
Suppose that dk < i < dk+1. Putting j = dk into (27) gives
b = dk + (l − dk)− (i− dk) = dk + l− i and b = dk + i− l.
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Together, these imply that i = l, which is absurd. Similarly, if fk+1 < i < fk, then
we put j = fk in (28) to find that
b = dk + (fk − l)− (fk − i) = dk − l + i and b = dk + i− l,
again deducing that i = l. Thus, if dk < i < dk+1 or fk+1 < i < fk, it cannot be
the case that supp i > Ck. We already know that supp i 6< Ck, so we conclude that
Ck = {dk, dk + 1, . . . , dk+1 − 1} ∪ {fk+1 + 1, fk+1 + 2, . . . , fk}.
5.8.4. Calculation of Pi,Ck . We now know that either i < dk or i > fk. In the
former case, we put j = dk into (27) and find that
b = dk + (l − dk)− (dk − i) = i+ l − dk and b = dk + i− l.
Together, these imply that b = i and l = dk. Similarly, if i > fk, putting j = fk
in (28) gives
b = dk + (fk − l)− (i − fk) = dk − l − i+ 2fk and b = dk − i+ l,
which implies that l = fk and b = dk + fk − i. We conclude that
Pij =

qi if i < dk and j = dk,
qdk+fk−i if i > fk and j = fk,
0 otherwise.
6. A preferred set of Springer representations
In this section, we will describe the construction of the set of Springer represen-
tations that we have obtained in [1].
Recall first that any reflection subgroup of I2(m) is isomorphic to a group I2(d)
where d|m. We set
si =
[
0 ζi
ζ−i 0
]
,
and for each divisor d of m (including d = m), we identify I2(d) with the subgroup
of GL(V ) generated by s0 and sm/d. In the case when m/d is even, we denote
by I ′2(d) the subgroup of I2(m) generated by s1 and sm/d+1. The group I
′
2(d) is
isomorphic to I2(d), but is not conjugate to it. Any reflection subgroup of I2(m) is
conjugate to a I2(d) or to a I
′
2(d).
We will denote the irreducible representations of I2(d) by
χ
(d)
0 , χ
(d)
1 , . . . , χ
(d)
⌊(d−1)/2⌋; ǫ
(d); and, if d is even, χ
(d)
d/2, χ
(d)′
d/2 ,
with χ
(m)
i = χi, for 0 ≤ i ≤ ⌊(m − 1)/2⌋, ǫ
(m) = ǫ, and, if m is even, χ
(m)′
r = χ′r,
where r = m/2.
We have j
I2(m)
I2(d)
(χdi ) = j
I2(m)
I′2(d)
(χdi ) = χi, for i = 0, 1. On the other hand, we can
fix a choice between χr and χ
′
r in order that the following holds
j
I2(m)
I2(d)
(ǫ(d)) =
{
χd if d 6= m/2,
χ′r if d = r = m/2
and
j
I2(m)
I′2(d)
(ǫ(d)) = χd.
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We will define a subset Spf of Irr(I2(m)) as follows. If m = 2, we put Spf =
Irr(I2(2)). If m > 2 is odd,
Spf = {χ0, χ1, ǫ} ∪ {χd | d divides m and is a power of a prime number} .
If m > 2 is even, and r = m/2,
Spf = {χ0, χ1, ǫ}∪{χd | d 6= r divides m and is a power of a prime number}∪{χ
′
r} .
In [1, Def. 8.5], a notion of pseudoparabolic subgroup of a finite complex reflection
group has been introduced. Then Theorem 8.13 of [1] says that the set Spf is the
set of all the irreducible representations of I2(m) which are obtained by truncated
induction from special representations of pseudoparabolic subgroups.
We write m as m = pn11 p
n2
2 · · · p
nk
k where p1, p2, . . ., pk are prime numbers such
that p1 < p2 < · · · < pk. The sequence of integers (6) d0 < d1 < · · · < dN−1 < dN
with respect to S = Spf satifies
dn1+n2+···+ni−1+l = p
n1
1 p
n2
2 · · · p
ni−1
i−1 p
l−1
i ,
for 1 ≤ i ≤ k− 1 and 0 ≤ l ≤ ni, with N = n1+ · · ·+nk and dN = p
n1
1 p
n2
2 · · · p
nk−1
k
if m is not a power of 2 and with N = n− 1 and dN = 2
n−2 if m = 2n, n ≥ 2.
Example 6.1. Assume that m = 2p with p an odd prime number. Here we have
N = 2, d2 = p = r and Spf = {χ0, χ1, ǫ}∪{χ2}∪
{
χ′p
}
. From Theorems 3.2 and 3.4,
we obtain that the maximal Springer correspondence with respect to Spf has the
form C0 = {χ0}, C1 = {χ1, χp}, C2 = {χ2, χ3, . . . , χp−1}, C
′
χp = {χ
′
p} and Cǫ = {ǫ}.
It contains the actual Springer correspondence of G2 = I2(6) in good characteristic
as a special case (see section 4.1).
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