Outlier detection in mixed-attribute space is a challenging problem for which only few approaches have been proposed. However, such existing methods suffer from the fact that there is a lack of an automatic mechanism to formally discriminate between outliers and inliers. In fact, a common approach to outlier identification is to estimate an outlier score for each object and then provide a ranked list of points, expecting outliers to come first. A major problem of such an approach is where to stop reading the ranked list? How many points should be chosen as outliers? Other methods, instead of outlier ranking, implement various strategies that depend on user-specified thresholds to discriminate outliers from inliers. Ad hoc threshold values are often used. With such an unprincipled approach it is impossible to be objective or consistent. To alleviate these problems, we propose a principled approach based on the bivariate beta mixture model to identify outliers in mixed-attribute data. The proposed approach is able to automatically discriminate outliers from inliers and it can be applied to both mixed-type attribute and single-type (numerical or categorical) attribute data without any feature transformation. Our experimental study demonstrates the suitability of the proposed approach in comparison to mainstream methods.
values of these parameters is not a straightforward task.
152
To alleviate the aforementioned drawbacks of existing approaches for detect-153 ing outliers in the mixed-attribute space, we propose in this paper a principled 154 approach which is able to automatically identify outliers. In our approach, we 155 first estimate an outlying score, for each object, in the numerical space and 156 another score in the categorical space. Next, we associate to each data point a 157 two dimensional vector containing the estimated scores: one dimension contains 158 the score estimated in the numerical space while the second one contains the 159 outlying score calculated in the categorical space. We assume that, in both 
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We summarize the significance of our work as follows: 182 1. We view the task of identifying outliers from a mixture modeling perspec-183 tive, on which we devise a principled approach which is able to formally 184 discriminate between outliers and inliers, while previous works provide 185 only a ranked list of objects expecting outliers to come first. 
Proposed Approach

200
We begin by fixing a proper notation to be used throughout the paper. Let 
209
In our approach, we propose first to estimate, for each object O i , an outlier 210 score in the numerical space and another score in the categorical space. Then,
211
we associate to each data point a two-dimensional outlier score vector V i con-
212
taining the two estimated scores. Finally, based on 
where, for a specific dimension l in S num , kN N j (o of the difference between two numerical attribute values of a specific dimension.
237
The outlier score defined in (1) is the sum, over all dimensions in the numer- 
It easy to show that this linear inversion doesn't affect the ranking-stability of we propose a probabilistic approach that uses the bivariate beta mixture model 338 to automatically discriminate outliers from inliers in the full-dimensional space.
339
The probabilistic model framework is described in the follows. bivariate beta component is expressed as
B(V id |x md , y md ) is the probability density function of the univariate beta distri-357 bution which is given by
where Γ(.) is the gamma function given by Γ(α) = 
The logarithm of the likelihood function is given by
where N m is the size of the m th component.
366
We note that the parameters pair {x md , y md } is independent from all other pairs. The problem of estimating the parameters of the model can thus be reduced to the estimation of the parameters pair {x md , y md } independently over each dimension of the outlier score vectors belonging to component m. In this setting, the value { x md , y md } that maximizes the likelihood can be obtained by taking the derivative of the expectation of the log-likelihood function with respect to x md and y md and setting the gradient equal to zero as
Equations (11), (12) and (13) yield the following expression
where ψ(.) is the digamma function given by ψ(α) = Γ (α) Γ(α) .
371
Since the digamma function is defined though an integration, a closed-form solution to (14) does not exist. So the parameters pair {x md , y md } can 373 be estimated using the Newton-Raphson method (Ypma, 1995) . Specifically, 374 {x md , y md } are estimated iteratively:
where I is the iteration index, h m and H m are respectively the vector of the 376 first derivatives and the matrix of the second derivatives of the log likelihood 377 function of the m th component.
378
The vector h m is defined as 
ψ (.) is the trigamma function given by ψ (α) =
The Newton-Raphson algorithm for the update of equation (15) 
where µ md and σ 
405
The complete data is thus defined by the sets η and V. The likelihood of the 406 complete data is then:
and the complete log likelihood is:
The EM algorithm can now be used to estimate P. Specifically, the algo- 
413
In the Expectation step: each latent variable η im is replaced by its expecta-414 tion as follows
In the Maximization step: the mixing coefficients {λ m } and the parameters 416 { x 1 , . . . , x M , y 1 , . . . , y M } are calculated using the values of η im estimated in the 417 Expectation step. Specifically, the mixing coefficients are calculated as
The parameters
are estimated using the Newton-Raphson algorithm, based on (15), as described 420 in the previous subsection. Estimate { x md , y md } (m=1,...,M ; d=1,2) using (15); 
Algorithm 2: Estimating the number of components in the mixture
The optimal number of componentsM begin
Estimate ICL − BIC(P, M ) using (24);
Estimate the parameters of the mixture using Algorithm 1; performs well in selecting the number of components in the beta mixture. ICL-BIC has been also used in Dean and Nugent (2013) to select the number of beta mixture components. Accordingly, we use in our method ICL-BIC to identify the optimal number of components. The ICL-BIC criterion is given by
where Q M denotes the number of parameters of the model with M components 
Automatic Identification of Outlier
448
Once the optimal number of components has been identified, we focus now 
Experimental Evaluation
489
In this section, we devise an empirical study to evaluate the suitability of the 490 proposed approach. In the following, we first describe the technique that we have 491 adopted to produce data for use in outlier detection and the performance metrics 
Data Preparation and Metrics
We draw the attention of the reader to the fact that, at the time of writing 498 this paper, there is a shortage of standard benchmark data that can be used 499 to evaluate outlier detection algorithms. Most of the publicly available labeled 500 data are primarily designed for classification and machine learning applications.
501
If the real data are unlabeled, then the evaluation of outlier detection accuracy 502 must be done based on domain knowledge or with the help of a domain expert.
503
However, this scenario is not practical for the purpose of evaluation since domain 504 knowledge is not always available. All these factors make the evaluation of the 505 proposed methodology a challenging task.
506
In this paper, we saliently illustrate the performance of our approach in 507 handling outliers using real data from the UCI Machine Learning Repository 1 .
508
Most of these data sets are labeled for classification purposes. Here, we have 509 to be aware of the fact that these class labels are not the perfect ground truth 510 in the sense that they do not correspond necessarily to potential outliers in 511 the data. Keeping these issues in mind, we have adopted a principled way to 512 produce real data for use in outlier detection.
513
In our experiments, similar to the work in (Das in the categorical space, we inject novel objects in the data set in such a way 522 that, for each dimension t, the attribute value of the newly generated object is 523 randomly selected from the whole set of distinct categorical values that form 524 dimension t in the original data. Outliers in the mixed-attribute space are a random combination of the newly generated objects in both the numerical and 526 the categorical spaces.
527
For the purpose of evaluation, we used the following standard metrics: (1)
528
Accuracy, which corresponds to the proportion of correctly partitioned objects, 
Experiments on Mixed-Attribute Data
535
The goal of the experiments conducted in this section are to evaluate the 536 suitability of the proposed approach in handling outliers in mixed-attribute data.
537
We compare the performance of our approach to that of ODMAD (Koufakou since this metric represents a good trade-off between TPR and FPR.
545
We considered mixed-attribute data sets taken from the UCI Machine Learn-
546
ing Repository. As mentioned in the previous subsection, to obtain data sets 547 for use in outlier detection, we generated outlier objects by randomly flipping randomly placed throughout the entire space. In this setting, it is probable that 587 some of the outlier objects will have attribute values related to normal objects 588 in the data set under investigation. Under these circumstances, it is possible 589 that few outlier objects will have low outlier score values and consequently be 590 considered as inliers.
To summarize, the results presented in Fig. 7 
Experiments on Numerical Data
604
The experiments described in this section aim to illustrate the capability 605 of the proposed methodology in detecting outlier objects in numerical data.
606
As discussed at the end of Section 2, when the data contains only numerical (1). Then, we model these scores as a mixture of univariate beta mixture. 
630
To demonstrate the effectiveness of our approach, we compared its perfor- those which correspond to the highest F-measure value.
656
As can be seen from Fig. 10 
679
To identify the optimal number of components in the mixture, we set M max to we can see that ITB-SP achieves the lowest FPR, that is 3.40%, while the pro-717 posed method reports an average 4.48% of false positives. Overall, the results 718 illustrated in Fig. 13 suggest that both approaches display good performance.
719
Our approach has, however, the non-negligible advantage of automatically dis-720 criminating outliers from inliers while ITB-SP requires the number of outliers in 721 the data to be specified by the user. As discussed earlier, in real applications for which no prior knowledge about the data is available, it is not always possible
723
for the user to set accurately the value of this parameter. 
