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One of the bottlenecks for the recent increase in air traffic density is near the airport, wherewake vortices, bounded
by the terrain, could easily rebound into the landing corridor and remain there for a long period of time while
maintaining their strength. The threat of near-ground wake vortex could be mitigated by the plate-line technology,
which places a series of thin plates across the landing corridor before the runway; the technology was shown to
significantly reduce the time it takes for wake vortex dissipation. The current investigation aims to better understand
factors such as plate dimension and lateral position influences on the generation of secondary vortex structure and
ultimately the dissipation rate of a wake vortex pair. It is found that the wake dissipation could be sped up further by
optimizing the lateral position of the plate relative to the obstacle–vortex contact location, while the height of the plate
could be significantly reduced without noticeably affecting the performance of the obstacle set.
I. Introduction
A DVANCES in aviation technology and economic developmentin previously underdeveloped nations around the world in the
past few decades has led to a substantial increase in the civil aviation
market. The change in air travel market requires civil aviation
authorities around the world to look for ways to accommodate the
increasingly congested flight infrastructures, both in air and on land.
One of the solutions for increasing air traffic density was through the
RECAT (wake vortex re-categorisation) program, which would
reduce the aircraft separation minima established by the International
Civil Aviation Organization (ICAO) with the intention of preventing
wake turbulence encounter [1–3]. Because the original wake
separation category was developed based on the maximum takeoff
mass of the aircraft instead of wake characteristics, a larger aircraft
under “heavy” category such as the Boeing 747 following a smaller
heavy aircraft such as MD-11 would need to observe the same
separation distance as the MD-11 following the 747; this would result
in an unnecessary restriction on number of aircraft flying a given path.
The increased density of air traffic en route would mean that hub
airports near maximum capacity such as Singapore’s Changi
International Airport must find a way to efficiently accommodate the
incoming traffic while maintaining flight safety. During the
development of theWake Vortex Prediction andMonitoring System,
evidence was found that wake behavior near the runway vicinity can
be a bottleneck for reducing flight separation [4]. The study showed
that reduced separations were mostly close to the runway threshold.
Near ground, the trajectory of an aircraft wake could easily rebound
into the path of a following landing aircraft that might not have the
altitude required to recover from such an encounter. Additionally,
studies regarding the effect of crosswind on wake dissipation near
ground [5,6] have shown that the upwind vortex could hover above
the runway and remain a safety hazard for a significantly longer
period of time. The need to mitigate wake encounter hazard near
airports prompted the development of plate-line obstacles by DLR,
German Aerospace Center at Oberpfaffenhofen, Germany [7]. The
current study, in collaboration with DLR, aims to increase our
understanding of near-ground wake dissipation with obstacles and
the further development of the plate line technology for application at
airports.
II. Previous Studies
The generation of aircraft wake vortices starts due to the pressure
imbalance at the wing tip, where air from the high-pressure region
below the wing wraps around the wing tip toward the lower-pressure
region above thewing. Under certain circumstances, the wake vortex
from a larger aircraft could exceed the roll control authority of a
trailing aircraft, resulting in aircraft damage and passenger injuries
[8]. A goodoverviewof thewakevortex research up until 1990 can be
found in the annotated bibliography by Hallock [9]. It included some
of the research that formed the basis of ICAO’s Wake Turbulence
Category, originally published in 1978 under the 11th edition of
ICAODocument 4444 [1]. Since then, the exponential growth in civil
air travel resulted in greatly increased air traffic density in air and
around the airport, resulting in more aircraft traveling closer to the
separation minima. Yet even with the implementation of wake
turbulence separation between aircrafts, wake turbulence encounters
are still being reported, the majority of which occurr during the
approach phase of the flight [10]. The increase in air traffic density,
the development of Doppler lidar wake measurement system, and the
increase in computational capacity in recent years triggered an increase
in wake vortex studies, including a number of field tests [11–17],
laboratory experiments [17–19], numerical studies [5,20–29], and
stability analysis studies [23,28,30,31]. An up-to-date review dealing
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with dynamics and instabilities of vortex pairs can be found in Leweke
et al. [32]. A summary of wake vortex evolution in ground proximity
and on the previous works done on the usage of obstacles for wake
dissipation is presented next.
As the wake vortices come into the “in ground effect” region, the
dissipation of the vortex pair is controlled by the interaction between
the vortical flow and the viscous boundary layer near ground. Direct
numerical simulation (DNS) [29,32,33] studies at low Reynolds
number (up to ReΓ  5;200) have shown that these vortex systems
exhibit elliptical instability due to the interaction between the wake
vortex and a secondary vortex formed by the vortex–ground
interaction (the ground-effect vortex) and would lead to self-
amplifying curvature in the secondary vortex. The interaction
between the primary and the secondary vortex would lead to the
bursting of vortex core upon linking of the two structures [29,34].
Additionally, it was observed that the formation of vortex ring due to
Crow instability would not occur unless the initial vortex height is
greater than five times the initial vortex separation b0. Instead, the
vortex deformation due to long-wave instability manifests as vertical
half-loops with each end linking with the ground [35]. Large-eddy
simulations (LES) [7] conducted at Reynolds number of 23,100 with
the addition of crosswind flow showed that the secondary vortex
would not detach cleanly from the boundary flow but instead forms
hairpinlike structures. However, these flow structures behave much
in the same way as the deformed secondary vortex, leading to local
bursting of thewake vortex core, where linking of the flow structures
occurs.
The LES simulations have showed that the accelerated breakdown
of the wake vortex is related to the secondary vortex structure (SVS)
wrapping around and linking with the primary vortex core [7,29].
This led to the investigation of using externally created SVS to
increase the dissipation rate of the wake vortex in a similar manner,
which could be beneficial in cases where accelerated wake vortex
dissipation is desirable, such as when atmospheric conditions
suppress the formation of SVS or limit the interaction between SVS
and the wake vortex.
An early study of wake vortex dissipation using ground-based
devices was conducted by Hydronautics under NASA contract [36],
which investigated a number of passive and active devices for vortex
disruption and containment. However, the experiment was only
evaluated based on photographic records, and no qualitative
measurements were taken; the experiments were also conducted
before our current understanding of SVS’s role in wake dissipation
was established and did not account for its effect.
The usage of ground-based obstacles for the generation of SVS
was first proposed by Stephan et al. [7] in 2013, who conducted LES
to study the decay mechanisms of wake vortex behavior near ground
and the implementation of ground-based obstacles as artificial
enhancement device for wake dissipation. Two different obstacle
types were considered in the study: the 0.2b0 × 0.2b0 (h × w) square
cylinder, where b0 is the initial wake vortex separation distance, and
the 0.1b0 × 0.2b0 “plate line” obstacles. The first obstacle was used
for initial LES analysis to visualize SVS creation and the interaction
between the SVS and the wake vortex; it was also used in a water
towing-tank study conducted in the Wasser Schleppkanal Göttingen
(WSG) facility [37]. The plate-line obstacles were developed after
considering the construction cost and safety hazard to aircraft in case
of runway excursion and to prevent the obstruction of navigation
equipment. Although the volume of the obstacle is greatly reduced
compared to the square cylinder obstacle, simulations have shown
that the plate line provides at least a similar level of wake vortex
dissipation. The usage of plate lines for wake encounter mitigation
was further studied in flight tests and by simulations using a hybrid
Reynolds-averaged Navier–Stokes (RANS)–LES solver that
accounts for the aircraft geometry and the termination of wake
production upon the touchdown of the aircraft [38–40]. Simulations
were also carried out to investigate the effect of crosswind on the
performance of the plate lines, which showed that acceleration of
vortex decay due to the obstacle plates is still observed under
crosswind condition [7]. Optimizations of plate-line parameters was
also conducted using a combination of LES solutions and a kriging
method algorithm to perform probabilistic multi-element optimiza-
tion of the plate aspect ratio with fixed height, the interplate
separation distance, and the aircraft type [41].
The studies presented in this paper began in late 2014 with the
ultimate goal of implementing passive devices to enhance wake
dissipation at Singapore’s Changi International Airport. To that end,
LES studies of different obstacle configurations [42–44] andweather
conditions [6] have been conducted using both the open-source
OpenFOAM tool set and the in-house JetCode, a branch of Stanford’s
CDP code. The relevant portion of our obstacle configuration studies
is discussed in Sec. III.C.
III. Simulation Setup
Numerical simulations in this study are conducted at Nanyang
Technological University using the high-memory node on the
Nanyang Analytical server hosted by the high-performance
computing center. OpenFOAM version 2.2.x is used in the
investigation, with the solver employed being the default
incompressible Navier–Stokes equation solver using the pressure
implicit with splitting of operator (PISO) algorithm [45]. LES
turbulence modeling is used in the study to accurately capture the
vortical flow, which could not be done using RANS simulations. On
the other hand, running the simulation usingDNS for the domain size
needed would exceed what the hardware can support. The subgrid-
scale turbulence is resolved using the dynamic Smagorinsky model
implemented by Passalacqua,†† which obtained the Smagorinsky
constant using local cell face averaged values developed by Lilly
[46]. Simulations are conducted using dynamic time steps based on a
fixed maximumCourant number of 0.8; the average Courant number
throughout the domain is significantly less than 0.01. The
comparison of simulation data withWSGmeasurements is presented
in Fig. 1. Note that the data for 36.6 million cells are only available
until t  2.0.
A. Simulation Domain and Boundary Conditions
The simulation domain used in this work is based on the test-
section dimensions of thewater canal from theWSGexperiments [7].
The cross-section area of the water canal is 1.1 × 1.1 m, where the
width corresponds to roughly 6b0 and the height of the simulation
domain is set to 2b0 to limit themesh size and reduce thememory and
disk storage requirement; the length of the simulation domain is set to
8b0. A schematic of the simulation domain with the baseline obstacle
setup used in this study is shown in Fig. 2.
The velocity boundary condition consists of a fully resolved, no-
slip boundary at the floor, the side walls, and the obstacles; the top
wall is set as full-slip wall; the end walls, normal to the axis of the
vortex (i.e., the aircraft’s direction of travel) employed periodic
boundary conditions. The pressure boundary conditions are set to
zero-gradient condition,which enforces all pressure gradients normal
to the patch to be zero on all surfaces. The subgrid-scale turbulence
kinetic energy k on the no-slip walls is set to zero.
The simulation domain is discretized as a structured mesh.
Boundary-layer meshes with a sufficient refinement (z1  0.0003 m
on the floor patch) with a growth rate of 1.2 to support fully resolved
near-wall flows are implemented for all no-slip surfaces. Calculations
show that y < 1.0 and ymax < 4.0 on all no-slip patches throughout
the simulation. A small growth rate of 1.01 is implemented on the
mesh away from thewallmesh to limit the totalmesh size, resulting in
a total mesh size of ∼12 million cells for the whole computational
domain.
B. Modeling of Wake Vortex
A simplified wake vortex model is used in the present study based
on the assumption that thewake is generated by awing at low angle of
attack with a clean profile. The clean wing assumption allows us to
model the vortex detaching from each wing tip using a single vortex
††Data available online at https://github.com/AlbertoPa/
dynamicSmagorinsky [retrieved April 2014].
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structure due to the fast roll up. A wing in high-lift configuration
would generate a much noisier wake profile that consists of primary
vortex structures, from thewing tip and the flap tips, surrounded by a
number of smaller vortices generated by the various protrusions from
thewing aswell as thewake produced as a result of the higher angle of
attack. The initialization of the wake vortex is done by imposing the
vortex velocity profile onto the y–z plane all along the x (axial)
direction. The resulting vortex structures and their placement within
the simulation domain are shown in Fig. 2.
Although there are several equations describing the velocity
profile of wake vortices [21,24], the Lamb–Oseen vortex model is
used here to maintain compatibility with previous LES results. The
velocity formulation of the Lamb–Oseen vortex is defined as
Vθ;0r 
Γ0
2πr

1 − exp

−
r2
r2c;0

(1)
It employs the initial values Γ0 and rc;0 taken from the WSG
particle image velocimetry measurements. The initial vortex
characteristics from the WSG experiments are listed in Table 1.
The characteristics and circulation decay pattern of the normalized
WSG wake vortex pair have been shown to be equivalent to the
normalized wake vortex behavior of an Airbus 340 aircraft [7].
However, the Reynolds number used in the WSG study
(ReΓ  52;000) and the complementary LES (ReΓ  23;100) are
both much lower than that which occurrs in practice. The present
study is conducted similar to the WSG study, at ReΓ  52;000.
The initial height of the vortex used in the current study is set to
h0  1.0b0, which is different from the 0.5b0 used for the cases
shown in Fig. 1 and the WSG setup. The initial height is raised to
reflect the flight height that has been considered to bemore realistic as
reported in recent investigations for the adjustment of wake vortex
separations by the various civil aviation agencies [47–49].
C. Ground Obstacles Setup
The ground obstacle parameters investigated in this work are an
extension to the preliminary results as reported in our previous
conference papers, which showed LES simulation results using
different “shapes” of ground obstacles [42], lateral positioning [43],
and aspect ratios, given a constant area of the obstacle plate [44].
Selected previous results related to the shape study are included in
this section because these influenced the subsequent direction of our
investigation on the position and aspect ratio. The results of the later
study are presented and discussed in Sec. IV.
The obstacles investigated in the shape study are configured to see
if repositioning the plates at an angle would affect the strength and
propagation speed of the SVS.A schematic of these obstacles viewed
in the top-down direction is displayed in Fig. 3. The effects of these
obstacles on circulation of themodeledwakevortex at predetermined
sampling planes are shown in Fig. 4.
Because of the difference of the ground obstacle shapes, distinct
SVS patterns are observed: the SVS generated by baseline and
obstacle 1 both consisted of a single Ω loop structure with counter-
rotating legs originating from the outer edges of the obstacle; obstacle
2 generates two flow structures, with a weaker Ω loop at the outer
edges and a concentrated airstream at the apex of the chevron;
obstacle 3, modeled as a vortex generator with the aim of preventing
wakevortex rebound and prolong contact between thevortex pair and
the ground, generates two weaker Ω loops instead. Examples of the
different SVSs generated are shown in Fig. 5.
Although none of the angled obstacle designs are deemed practical
due to the limitations of flight safety and navigation, the simulation
data do offer some insights for improving the baseline obstacle setup.
The differences of the wake dissipation patterns between baseline,
obstacle 1, and obstacle 3 suggest that the x–z projected area of the
obstacle plays a more dominant role than the obstacle shape on
the strength and propagation speed of the SVS. Furthermore, the
dissipation pattern between obstacles 1 and 2 shows that the
separation distance between the obstacles affects the timing of initial
SVS generation.
The observation on the x–z project area leads us to hypothesize that
the wake vortex circulation reduction close to the obstacles is related
to the energy being taken out by the interaction between the obstacle
and the vortical flow, and thus the obstacle with higher drag would
remove more vortex strength. Another way to look at it is that, by
maintaining the obstacle x–z project area, which directly affects
inviscid drag, the height of the obstacle could be reduced while
maintaining a very similar level of wake reduction. This is especially
important after discussing with our colleagues at Civil Aviation
Authority of Singapore (CAAS) and Changi International Airport,
who raised concerns regarding the height of the original obstacles.
Further investigation into how to change the obstacle height while
maintaining its area to be constant (thus the different aspect ratios) is
conducted using the set of ground obstacles presented in Fig. 6.
On the other hand, the observation on the obstacle separation could
lead to further optimization of plate-line formation, which is designed
with a 0.45b0 lateral separation between ground plates. Our results
showed that the obstacle pair with less separation (obstacle 2) began a
circulation dissipation earlier. This leads to the hypothesis that the
closer placed obstacles would better block the diverging flow between
thewake vortex pair, thus delaying the vortices from naturally moving
apart while increasing the energy taken out of the vortex system. The
placement of the obstacles in the y direction is shown in Fig. 7, where
the gray line indicates the initial y position of thewakevortex pair. The
x–z profile of all obstacle plates is 0.2b0 × 0.2b0.
Table 1 Variables used to initialize the
wake vortices based on WSG measurements
Variable Value
Initial vortex circulation Γ0 0.052 m2∕s
Initial vortex core rc;0 0.009 m
Initial vortex separation b0 0.153 m
Time for normalization b0∕V0t0 2.8258 sa
aCalculated using V0  Γ0∕2πb0.
Fig. 2 Simulation domain scaled by initial vortex separation b0
(baseline obstacle setup).
Fig. 1 Comparison of circulation data from simulation domain with
various mesh density.
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An additional set of ground obstacles is tested under the obstacle
separation framework that uses multiple plates located at 0.2, 0.5,
0.8b0 on each side of the centerline. The separation distance between
the plates for the multiplate setup is chosen based on the flow
visualization from the previous setups, which showed that the
obstacle-generated SVS could extend for up to 0.3b0 behind the
obstacle before the link between SVS and the obstacle wake is
severed. The assumption for this setup is that, by placing the obstacle
plates with a 0.3b0 separation, the SVS generated would be
continuous, resulting in a longer interaction time between the SVS
and the wake vortex.
IV. Results and Discussion
The simulation data are logged at 0.5 s (t  0.177) intervals. The
circulation of the wake vortex is evaluated by first extracting data at
the sample slice locations (x  0, 1.05, and 3.6, where x  0 is the
center point of the domain, and the positions are normalized with b0)
using postprocessing software ParaView; the extracted data are then
postprocessed using the in-house GNU-Octave program that tracks
the vortex center and calculates Γmax. The center point for each of the
wake vortices is tracked by finding the minimum pressure location
within a predefined search radius of the previously known vortex
center point, whereas the circulation Γmax is calculated using
Γmax  maxrfΓrg (2)
where the value of r is evaluated at t  0 and coincides with the
scaled equivalent of a circulation within 15 m from the vortex center,
Γ15. It should be noted that, although the value for
Γ5–15  0.1
Z
15
5
Γr dr
is commonly used for evaluation ofwakevortex hazard, the data from
the WSG experiment are only available in Γmax. The resulting
circulation plots from the different obstacle setups are depicted in
Figs. 8–11.
The influence of the difference in ground obstacle height is
especially apparent in Fig. 8a, appearing as cascading dropoff of the
circulation curve between t  0.2 ∼ 0.8 starting from the tallest
(lowest aspect ratio) to the shortest (highest aspect ratio). However,
the SVS created by the taller obstacles that produced the initial
circulation reduction does not appear to be connected to the ground-
effect vortex (i.e., the vortex created by the flow separation between
wake vortex and ground) and hence is not continuously energized by
the ground-effect vortex as described in Stephan et al. [7].
Because of the limited lifespan of these initial SVS, the primary
vortex flow straddling the low-circulation region created by the
obstacle right above x  0 would be quickly accelerated by the
vortical flow on either side due to viscous effects. The large initial
reduction in circulation could also be caused by the taller obstacle
coming into contact with the wake vortex. The reacceleration of
primary vortex segments over x  0 can be seen as the circulation
recovery at t ∼ 0.7 in Fig. 8a. However, once the subsequent SVS
Fig. 3 Top-down view of obstacle dimensions used in the obstacle “shape” study.
Fig. 4 Γmax [based on Eq. (2)] plot with different obstacle shapes. The
experimental data are from the WGS study [17].
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creation generated by the obstacle is connected to the ground-effect
vortex, a more permanent circulation reduction occurs; these SVS
would quickly reduce the circulation to a comparable level as all other
obstacles by t ∼ 1.75.
The influence of the short-lived initial SVS and the subsequent
recovery can also be seen farther away from the ground obstacle at
x  1.05 (Fig. 8b). The circulation curve of the wake vortex
evolution past t  2.0, however, is still dominated by the ground-
effect vortex. On the other hand, the temporary circulation surge from
the AR  1∕4 and R  4∕9 cases between t  1.5 ∼ 2.2 at x 
3.6 (Fig. 8b) is most likely due to the flow collision at the periodic
boundary from the remnant of the initial SVS.
The circulation plots from the ground obstacles with three high
aspect ratios are shown in Fig. 9. Again, the sequence of the initial
dropoff of the circulation curve is related to the height of the obstacle.
Even with the delayed creation of SVS comparing to the taller
obstacles, the connection of SVS with ground-effect vortex and the
subsequent accelerated decay of the primary vortex still occurred.
Once the SVS drags the ground-effect vortex around the primary
vortex at t ∼ 2.0, however, the circulation curve shows similar
trends regardless of the obstacles used. This observation echoes the
assumption we made that the obstacle with lower profile can be used
while the area of the obstacle remains constant.
On the other hand, the lateral separation distance between the
obstacle plates appears to have very little impact on the circulation
curves for the cases presented in Fig. 10, whereas significant
difference can be seen between the baseline case and all other cases
presented in Fig. 11. The difference between the two sets of data is
likely due to the trajectory of the wake vortex. As a counter-rotating
vortex pair descends toward the ground, the flowfield resulting from
the ground effect pushes the vortices away from each other and away
from the y centerline of the simulation domain. The obstacle pair with
the least separation distance is closest to the centerline and thus has
the least influence on the wake vortex due to the vortex path. As the
lateral separation between the obstacle pair increases past the initial
vortex separation distance b0, the effect of obstacles on the reduction
in circulation becomes a lotmore apparent. Themore pronounced the
circulation reduction is likely due to the proximity of the obstacle
plate to the vortex instead of the separation distance between the
plates, as previously assumed.
Unlike the cases shown in Fig. 10a, the circulation curve in most
cases displayed in Fig. 11a also shows a smoother transition from the
obstacle SVS-induced wake vortex decay and the ground-effect
vortex powered decay due to the proximity of their position of origin
in the lateral direction. The difference in transition can be seen,
for example, between the baseline case and the 0.6b0 case: the
circulation curve for the baseline case reaches a plateau at t ∼ 1.0
followed by a kink at t  1.5 that indicates the beginning of decay
due to the ground-effect vortex; the same pattern is not seen in the
0.6b0 case, showing a smooth line. A more noticeable circulation
recovery occurs at x  0 in the 0.8b0 case that is not seen in all other
cases, yet this recovery is not seen in the other sample slices at
x  1.05 and x  3.6, which points to a localized event where the
flow feature does not propagate outward; visualizing the flowfield
would be needed to further analyze this phenomenon.
Stephan et al. [7] showed that plate lines with a plate size of
0.1b0 × 0.2b0 offered a similar circulation reduction as a square
cylindrical obstacle with a cross-sectional area of 0.2b0 × 0.2b0,
whereas our previous simulations showed that the baseline plate
setup showed lower initial wake dissipation due to SVS compared to
the square cylindrical obstacle. As such, the circulation curve of the
multiplate setup with a plate separation of 0.3b0 meets our
expectation compared to the baseline setup. However, the multiplate
setup is not expected to show a lower level of dissipation compared to
the 0.8b0 case because the outermost plates are located at 0.8b0 from
Fig. 5 Isosurface plot showing the SVS generated by different obstacle shapes at t  0.354.
Fig. 6 Side view (in y direction) of all obstacle plates studied, showing different aspect ratios.
Fig. 7 Obstacle setups used in the separation study.
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the y centerline in both cases. One explanation for the reduction of the
obstacle effectiveness is that instead of extending and adding strength
to the SVS created by the preceding plate, the SVS generated by
multiple plates would interfere with each other and lower the
effectiveness of the setup. This hypothesis could explain the finding
of Stephan et al. [41] that ground plates with an interplate separation
distances of 0.45b0 offered the best performance while increasing or
reducing that distance both reduces the effectiveness of the obstacle
setup. For the plate separation of less than 0.45b0, the SVS created
from the plate closest to the primary vortex would connect to the
ground-effect vortex but fail to sustain the connection as the SVS
created from the next plate supersedes it; this would result in a local
disruption of the ground-effect vortex, thus reducing its ability to
increase wake vortex dissipation directly above the obstacles. On the
other hand, the obstacle plates located too far apart would behave in a
similar fashion as the 0.2b0 case in this study, where the plates are
located too far away from the vortex trajectory to have a direct impact
with the generation of SVS.
Although the circulation data recorded at the three sample slices
are helpful in gauging the relative performance between the different
obstacle setups, a better understanding of the interaction between the
obstacle-generated SVS, the ground-effect vortex, and the aircraft
wake vortex can only be seen using flow visualization. The
postprocessing of the simulation data and the flow visualization are
carried out using the open source postprocessor ParaView** plotting
the isosurface of kωk  79, whereω  ωt0. The color contours on
the isosurface are based on lateral vorticity. These visualizations are
presented in Figs. 12–15.
Figure 12 demonstrates the influence of the obstacle height on the
progress of SVS generation at t  0.483. The difference in the SVS
generation is in good agreement with our earlier observation on the
obstacle height, as seen in Fig. 8a. Figure 13 highlights the
differences between the flowfield generated by different plate aspect
ratios using the AR  4 and AR  1∕4 cases.
Although the SVS of the AR  4 obstacle has yet to complete its
wrap around at t  0.805, the SVS from AR  1∕4 has already
interwoven into the primary vortex structure and began to spread the
instability outward along the vortex axis. It is not until the connection
between the SVS and the ground-effect vortex is made that the
distinct flow structure could be observed as shown in Fig. 13f. The
difference in formation of the SVS would explain the difference of
the circulation curves observed in Fig. 8a and is further illustrated in
the zoomed-in isosurface plot of the SVS from the aforementioned
obstacles in Fig. 14.
Fig. 8 Circulationplots of groundobstacleswith a corresponding aspect
ratio setup from Fig. 6. Fig. 9 Circulationplots at threex locations along the vortex axis for the
three high-aspect-ratio obstacle setups comparing to the baseline setup
from Fig. 6.
**Version 3.12.0.
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The obstacle-generated SVS can be seen in Fig. 14a to detach from
the obstacle’s wake while maintaining a distinct flow structure apart
from the contact point with the wake vortex. The same observation is
not achieved on the taller obstacle. Although the stronger obstacle-
generated SVS from the obstacles with a larger aspect ratio initially
reduces the circulation by a larger amount comparing to the oneswith
a smaller aspect ratio, the advantage is leveled off once the ground-
effect vortex contributes to the vortex decay.
For cases where the obstacle plates are placed at different
separation distances, we are more interested in the overall structure
and the shape of the SVS, as shown in Fig. 15. The arrow in Fig. 15b
indicates the deformation caused by the obstacle-generated SVS,
whereas the circle indicates the position of the ground-effect vortex.
The disconnect between the obstacle-generated SVS and the ground-
effect vortex in the circulation plots in Fig. 10a can be seen in the
0.3b0 case shown in Fig. 15c. In the case of 0.2b0, the obstacle-
generated SVS is too weak to show up in the isosurface plot, but its
influence can still be seen with the deformation of the ground-effect
vortex. The SVS visualization shows that the difference in circulation
reduction between the plate separation setups is related to the
connection of the obstacle-generated SVS with the ground-effect
vortex.
The visualization of the 0.8b0 case also offers an explanation for
the unexpected circulation recovery shown in Fig. 11a. The obstacle
plate can be seen protruding into the SVS flowfield circulating the
primary vortex structure in Fig. 15g, thus reducing the integrity and
the effectiveness of the SVS flow structure until the vortical flow can
be restored by the energy from the ground-effect vortex.
One of the more surprising observations from Fig. 15 is the
difference in the diameter of the isosurface tube representing the
primary vortex structure. To better understand the reason for this
discrepancy, color contours of the vorticity field are taken from
the x  0 sample slice and shown in Fig. 16.
The contour plots show that the primary vortex structure retains its
circular shape better in the 0.2b0 case, which experiences less flow
disruption from SVS but shows a more diffused vorticity profile.
Although quantifying the circulation with Γmax is necessary in the
present work because the initial data comparison is done with the
WSG data, the typical reported circulation values from the studies on
aircraft wake vortex are based on the average of circulation over
5–15 m around the vortex core, or Γ5–15. The parameter Γ5–15 is
chosen for comparison because the value derived from simulations
shows a better agreement with LIDAR measurements for the initial
vortex; the parameter is computedwith the equation given as follows:
Fig. 10 Circulation plots at three x locations along the vortex axis for
obstacle setup (from Fig. 7) located between the initial vortex y position
and the wake vortex centerline.
Fig. 11 Circulation plots at three x locations along the vortex axis for
obstacle setup (from Fig. 7) located beyond the initial wake vortex y
position.
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Fig. 12 Visualization at t  0.483, showing isosurface for kωk  79 and the onset of secondary vortex structure.
Fig. 13 Visualization with isosurface for kωk  79 and the separation in ground–boundary layer for obstacleAR  4 and obstacle AR  1∕4.
Fig. 14 Isosurface visualization with kωk  79 of SVS generated by the obstacles. View in the axial direction.
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Γ5–15 
1
10
Z
15 m
5 m
Γr dr (3)
The circulation distribution plots are constructed by first
identifying the vortex center for each of the primary vortices at
sample y–z slices with constant x intervals, followed by calculating
the Γ5–15 values for each of the primary vortices at these sample
locations and subsequently averaging the two values for port and
starboard vortices. For the structured mesh setup, the sampling could
also be done at all x positions. The resulting circulation over time data
for each of the x positions is then used to construct the pseudocolor
contour plots. The vertical axis is the normalized time t  t∕t0; the
Fig. 15 Isosurface visualization with kωk  79 of SVS generated by the obstacles at t  1.129.
Fig. 16 Color contour of the wake vortex sampled from x  0 at t  1.129 with kωk  79 contour line in white.
Article in Advance / WANG ETAL. 9
D
ow
nl
oa
de
d 
by
 D
LR
 D
EU
TS
CH
ES
 Z
EN
TR
U
M
 F
U
R 
on
 A
ug
us
t 2
3,
 2
01
7 
| ht
tp:
//a
rc.
aia
a.o
rg 
| D
OI
: 1
0.2
514
/1.
C0
343
46 
horizontal axis is the normalized x position x∕b0, with x  0 being
the location of the obstacle; and the color scale is the normalized
5–15 m circulation Γ  Γ∕Γ0, where darker colors corresponds to
weaker circulation. The domain-wide circulation plots are presented
in Fig. 17.
The pseudocolor plots confirm earlier observations that aircraft
wake dissipation under the influence of ground obstacles consists of
two stages; the first stage is the local decay of the wake vortex due to
the interaction between the primary vortex and the obstacle-
generated SVS, and the second stage is the earlier occurrence of the
ground-effect vortex decay comparing to the case without ground
obstacles, which is induced by the obstacle-generated SVS, and the
subsequent propagation of vortex decay along the primary vortex
axis. The start of each stage can be seen in Fig. 17 as a darkened line
on the pseudocolor plots, indicated by the arrows, as the passing SVS
deformed the wake vortex structure. Note that, although the effect of
0.2b0 plate on the circulation reduction is not apparent in Fig. 17b, the
early detachment of ground-effect vortex could still be observed in
the case where only the 0.2b0 plates are installed. The propagation
speed of the SVS can also be calculated by the Δt∕Δx slope in the
pseudocolor plots as well as the changes in SVS propagation
over time.
The multiple-plate case appears to produce a weaker initial
reduction through SVS while also showing a delayed onset of the
domain-wide vortex decay compared to the plate pairs. This is most
likely due to the weaker obstacle-generated SVS because the vortex
tangential velocity reduced in magnitude as the flow passes through
successive ground plates, creating a weaker SVS behind the obstacle
plate each time. The existence of multiple obstacle-generated SVSs
also reduces the energy collected from the ground-effect vortex
through successive connection and reconnection to the SVS
generated by each of the plates. This supports the earlier observation
through the isosurface visualization (see Fig. 15) and suggests that
thesemultiple plates should be positioned far enough apart from each
other such that the SVS created would not interfere with each other.
Finally, the effect of the periodic boundary conditions in the flight
direction can be seen in the contour plots as the darkened region with
the reversed slope originating from the x  4 locations. The
results show that the circulation reduction due to flow collision at the
domain boundaries could occurs as early as t  1.5, depending on
the propagation speed of the initial obstacle-generated SVS.
V. Conclusions
Three-dimensional large-eddy simulation studies at ReΓ 
52; 000 for the purpose of optimizing ground-based obstacle plates
for accelerating aircraft wake vortex dissipation are carried out on
Nanyang Technological University’s high-performance computing
facility using OpenFOAM solvers. The present work considers two
hypotheses raised in the authors’ previous studies; the first is that
the effectiveness of the ground-based plates depends on its area,
such that the aspect ratio of these plates can be adjusted while
retaining the same level of wake vortex dissipation, and the second
is that the separation distance between the parallel plates has some
influence on the level of dissipation that could be achieved,
although the exact relationship was not quantified in our previous
studies. The current study confirms the first hypothesis, showing
that, with a constant plate area, the aspect ratio of the plates does not
have significant influence on the long-term level of wake vortex
dissipation.
On the other hand, the current study shows that the obstacle plates
located at more than 0.5 times the initial vortex separations b0 from
the extended runway centerline (y centerline for the simulation
domain) are associated with a significantly faster dissipation
compared to those located within that distance to the centerline. The
fully spatial–temporal circulation analysis suggests that this
difference may be related to the proximity of the plate to the
location where the flow separation of the ground-boundary flow
occurred (hence the creation of the ground-effect vortex) in the case
without any obstacles. As the SVS extends close enough to the
separation location for the “clean” case (without plates), it would
induce an earlier separation at the vorticity layer at the ground,
resulting in the linking of the obstacle-generated SVS and the
ground-effect vortex, leading to an acceleration in decay. The present
study also suggests that, in cases where a series of plates are
employed, such as in the plate-line setup, having two successive
plates too close together would cause an interference between SVSs
generated by the plates, ultimately leading to reduced effectiveness of
the ground obstacles. This finding is consistent with the results of a
plate-line optimization study [41].
The findings from the present study suggest that the obstacle
height could be further reduced to achieve similar dissipation
performance, which could allow the obstacles to be placed closer to
the runway threshold if regulations allow. By placing the obstacle
plates closer to the runway threshold, it could be possible to prevent
vortex reconnection or the connection of vortices with the ground,
thus forming relatively stable half-loops. The findings also suggest
that, for setups where crosswind transport of the vortices is not a
concern, a single pair of obstacle plates could be sufficient to induce
enough wake vortex dissipation within the ground-effect region to
avoid the hazard of wake vortex encounter under the current
regulations. To substantiate this expectation, a study with a plate pair
and a series of weak crosswinds would need to be conducted.
Fig. 17 Circulation distribution with respect to normalized time and normalized axial position.
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