Abstract. For a fixed digraph G, the Constraint Satisfaction Problem with the template G, or CSP(G) for short, is the problem of deciding whether a given input digraph H admits a homomorphism to G. The dichotomy conjecture of Feder and Vardi states that CSP(G), for any choice of G, is solvable in polynomial time or NP-complete. This paper confirms the conjecture for a class of oriented trees called special triads. As a corollary we get the smallest known example of an oriented tree (with 33 vertices) defining an NP-complete CSP(G).
Introduction
A digraph G is a finite set V (G) of vertices with a set of edges E(G) ⊆ V (G) 2 . For digraphs H, G, a homomorphism f : H → G is an edge-preserving mapping f : V (H) → V (G).
For a fixed finite digraph G, CSP(G), also called the G-coloring problem, is the following decision problem:
INPUT:
A digraph H.
OUTPUT: Is there a homomorphism H → G?
This class of decision problems receives a great deal of attention lately, mainly because of the work of Feder and Vardi [FV99] . The authors conjectured a large natural class of NP problems avoiding the complexity classes between P and NPcomplete (assuming P = NP). The class include k-SAT problems, k-COLORING problems, solving a system of linear equations over finite fields and many others. In the same article they proved that each such problem is in the same complexity class as CSP(G) for some digraph G. Thus their dichotomy conjecture can be stated as follows: Question 1.1. For every digraph G, CSP(G) is either tractable or NP-complete.
For brevity, we say that G is NP-complete (tractable), if CSP(G) is NP-complete (tractable).
Dichotomy for undirected graphs was proved in [HN90] . For directed graphs, [GWW92] verified that every oriented path is tractable. For oriented cycles, dichotomy was established in [Fed01] . A number of other cases were investigated and in some cases dichotomies proved; many are summarized in book [HN04] . Two important open cases were singled out: The first was a possible generalization of [HN90] to digraphs without sources and sinks (i.e., digraphs such that every vertex has an incoming and outgoing edge), with an explicit dichotomy conjectured in [BJH90] . The other was a quest to prove dichotomy for oriented trees (at the other end of the spectrum from digraphs without sources and sinks). Among trees, [HNZ96a, HNZ96b] focused on the simplest possible trees other than oriented paths, so-called triads, consisting of three oriented paths meeting at one vertex. Among the triads, the authors of [HNZ96a, HNZ96b] identified a subclass of so-called special triads, which have sufficient structure to allow at least some examples to be handled. The structure of special triads is examined in this paper.
The groundbreaking work of Jeavons, Cohen, and Gyssens [JCG97] successively developed and refined by Bulatov, Jeavons, and Krokhin [BJK05] and Larose and Tesson [LT07] has shown strong ties between the constraint satisfaction problem and universal algebra. This"algebraic approach" led to a rapid development of the subject, see the survey of Bulatov, Jeavons, Krokhin [KBJ05] for an overview. Using a recent algebraic result of Maróti and McKenzie [MM08] , the authors [BKN08a, BKN08b] proved the dichotomy for digraphs with no sources or sinks, thus substantially generalizing the result of Hell and Nešetřil mentioned above and confirming the conjecture of [BJH90] .
The quest for dichotomy in trees remains elusive, but in this paper this is completely solved for special triads, proving dichotomy, and giving a structural description of tractable and NP-complete triads. Such results seemed out of reach of non-algebraic methods. In particular, it seems the algebraic method yields definitely better tools to prove NP-completeness, as shown by a comparison of the proof of Theorem 3.4 and a proof in [HNZ96a] for one particular triad. The structural description (of P and NP-complete cases) are given in terms of the existence of homomorphisms amongst the paths forming the special triads. These descriptions were first used in [HNZ96b] . There is an error in one of the cases considered there (Theorem 4.4 in [HNZ96b] ) and this is fixed by the main result of the present paper (compatible mappings of [HNZ96b] do not suffice to characterize easy instances, one has to refine this classification as done in Theorem 3.4).
As a byproduct we get a smallest known example of an NP-complete oriented tree, see Figure 1 . The first such example was found in [GWW92] (287 vertices), the construction was simplified in [Gut91] (81 vertices), and a special triad with 45 vertices was found in [HNZ96a] . The special triad on Figure 1 has 33 vertices and it seems quite likely that this is an NP-complete oriented tree with the smallest number of vertices, but we don't have a proof of this conjecture.
We wish to thank Pavol Hell and Jaroslav Nešetřil for their useful comments.
Digraphs, Special triads
Let G be a digraph and a, b ∈ V (G) be its vertices. The fact that (a, b) ∈ E(G) will be denoted by a 
A digraph G is called a core, if every homomorphism G → G is surjective. It is easy to see that for any digraph G we can find a core G ′ such that
In particular CSP(G) has the same complexity as CSP(G ′ ). An oriented tree is a digraph G which can be obtained from a tree T (undirected graph without a cycle) by orienting its edges, that is, for every edge {a, b} of T we have either a An oriented path is a digraph obtained by orienting an undirected path. That is, an oriented path P has vertices v 0 , . . . , v n and edges e 0 , . . . , e n−1 , where e i is either
The net length of a path P is denoted by alg(P) and defined as alg(P) = |#{i : P is called minimal, if the net length of any of its subpaths is strictly smaller than alg(P). We can alternatively describe a minimal path as follows: a minimal path has a unique vertex of level 0 (called the initial vertex), a unique vertex of level alg(P) (called the terminal vertex), and the initial and terminal vertices are the endpoints {v 0 , v n } of the path. We will need the following easy lemma.
Lemma 2.1. Let P 1 , . . . , P n be minimal paths of the same net length l with initial vertices i 1 , . . . , i n and terminal vertices t 1 , . . . , t n , respectively. Let Q be an oriented tree of net length l. Then every homomorphism f :
Proof. It is not hard to prove (see [HHMNL88] ) that there is a minimal path S of net length l homomorphic to all of the paths P 1 , . . . , P n . Let a, b be the initial vertex and the terminal vertex of S, respectively. Consider the natural homomorphism
. . , i n and g(b) = t 1 , . . . , t n . It can be readily seen that every homomorphism from a minimal path of net length l to an oriented tree of net length l maps the initial vertex to a vertex of level 0 and the terminal vertex to a vertex of level l. By using this fact for the homomorphism f g : S → Q we obtain level(f g(a)) = 0 and level(f g(b)) = l and the claim follows.
A triad is an oriented tree with just one vertex of degree 3. We concentrate on a special case: Definition 2.2. Let P 1 , P 2 , . . . , P 6 be minimal oriented paths of the same net length. By a special triad given by the paths P 1 , . . . , P 6 we mean the oriented tree obtained from the disjoint union of P 1 , . . . , P 6 by identifying the initial vertices of P 1 , P 2 , P 3 into a single vertex 0, and identifying the terminal vertices of P i and P i+3 to a single vertex i for i = 1, 2, 3.
A special triad is illustrated on Figure 2 (arrows on this picture denote "direction" of paths, not edges.) A special triad has four vertices of level zero, namely 0, 4, 5, 6 and three vertices of the highest level, namely 1, 2, 3. We assume, slightly abusing the formalism, that the paths P i are subdigraphs of the special triad.
Note that a special triad defined in [HNZ96b] can be an inverse of our special triad (which, according to the Definition 2.2, is not a special triad). All the results of our paper hold for such inverses and our definition was chosen to simplify the presentation of the material.
Compatible operations and CSP, Main theorem
By an n-ary operation on a set A we understand a mapping A n → A, where A n = A × · · · × A is the cartesian power of A. For a digraph G we say that an operation w on V (G) is compatible with G (or w is compatible with G) if w is a homomorphism w :
. . , b n ). It was shown in [JCG97] that the complexity of CSP(G) depends only on the set of all compatible operations. In this article we use majority, totally symmetric idempotent and weak near-unanimity operations.
Definition 3.1.
• An n-ary operation t on a set A is said to be idempotent, if t(a, a, . . . , a) = a for every a ∈ A.
• A ternary operation m on a set A is called a majority operation, if
• An n-ary operation t on a set A is called totally symmetric, if {a 1 , . . . , a n } = {b 1 , . . . , b n } implies t(a 1 , . . . , a n ) = t(b 1 , . . . , b n )
for any a 1 , . . . , a n , b 1 , . . . , b n ∈ A.
• An n-ary operation w on a set A is called a weak near-unanimity operation, if it is idempotent and w(a, a, . . . , a, b) = w(a, a, . . . , a, b, a) = · · · = w(b, a, a, . . . , a)
for any a, b ∈ A.
The existence of a compatible majority operation, or a compatible totally symmetric idempotent operations of all arities ensures tractability [FV99] :
Theorem 3.2. Let G be a digraph satisfying one of the following conditions:
• G admits a compatible majority operation.
• For every n ≥ 1, G admits a compatible n-ary totally symmetric idempotent operation. Then CSP(G) is tractable.
On the other hand, non-existence of certain compatible operations implies NPcompleteness. The following theorem is a combination of the results in [BJK05] and [MM08] .
Theorem 3.3. Let G be a digraph which is a core and admits no compatible weak near-unanimity operation. Then CSP(G) is NP-complete.
The algebraic dichotomy conjecture of Bulatov, Jeavons and Krokhin states (comp. [BKJ00] ) that the converse is also true, i.e. CSP(G) is conjectured to be tractable if G is a digraph admitting a compatible weak near-unanimity operation. Now we can formulate our main theorem.
Theorem 3.4. For every special triad G, CSP(G) is either tractable or NPcomplete. More specifically, let G be the special triad given by paths P 1 , . . . , P 6 .
(1) If there exist i, j ∈ {1, 2, 3}, i = j and a homomorphism P i+3 × P j → P i , then G admits a compatible totally symmetric idempotent operation of any arity.
(2) If there exist i, j, k ∈ {1, 2, 3} pairwise distinct and homomorphisms
It is easy to check that the special triad on Figure 1 satisfies neither (1) nor (2) (for instance P 4 × P 2 → P 1 , since P 2 − → P 4 and P 2 → P 1 ). Moreover, among special triads which satisfy neither (1) nor (2), the one on Figure 1 has the minimal number of vertices.
Tractable cases
In this section we describe all tractable special triads. In Section 5 we show that the remaining ones are NP-complete.
First we prove case (1) of Theorem 3.4.
Lemma 4.1. Let G be the special triad given by paths P 1 , . . . , P 6 . Assume that there exist distinct i, j ∈ {1, 2, 3} such that P i+3 × P j is homomorphic to P i . Then G admits a compatible n-ary totally symmetric idempotent operation t n for every n ≥ 1. Without loss of generality we can assume that i = 2 and j = 3, so that we have a homomorphism f : P 5 × P 3 → P 2 .
Proof. Let H be a graph with a vertex set V (H) = P(V (G)) \ {∅} and such that for A, B ⊆ V (G) we have
We define two auxiliary sets U = V (P 3 ) \ {0, 3} consisting of inner vertices of the path P 3 and W = V (G) \ U . Moreover, we define a partial order on the set V (G) according to the following schema: vertices appearing in a diagram below to the left are smaller (under <) than those appearing to the right:
Note that the sets U and W are linearly ordered and therefore the operation min is well defined on them.
The definition of a homomorphism h from H to G is recursive: let R ⊆ V (G) (1) if not all the vertices from R have the same level, then put R ′ R to be the set of all the vertices of the lowest level in R, we define h(R) to be equal to h(R ′ ); otherwise (2) if all the vertices from R have the same level then:
(2.3.3) if 5 < min(R ∩ W ), then we put h(R) = min(R ∩ U ).
Note that if any of the vertices 0, . . . , 6 belongs to R, then either case (1) or case (2.1) applies, so h is well defined. It remains to prove that h is a graph homomorphism. Let us fix R, S ∈ V (H) such that R H − → S; we will show that h(R) G − → h(S). Let R ′ and S ′ be the vertices of the lowest level in R and S respectively. Obviously
and the homomorphism h for R ′ and S ′ is defined in part (2). Let l denote the level of vertices from R ′ , then the vertices in S ′ have level l + 1. It is easy to see that if l = 0 and l + 1 = hgt(G) then the same subcase of (2) applies to the definition of h(R ′ ) and h(S ′ ) and h(R ′ )
. Therefore we can assume that l = 0 or l + 1 = hgt(G).
If
(according to part (2.1) of the definition). Note that there exists a unique vertex of G which can belong to U ∩ S ′ -we denote this vertex by s. The proof splits into cases with respect to part of the definition for h(S ′ ):
− −−− → s ′ and the case is solved; • cases (2.2) and (2.3.3): h(S ′ ) = s which implies that 0 ∈ R ′ ⊆ {0, 6} and further that h(R ′ ) = 0; and finally
where second equality follows from Lemma 2.1.
In the other case l + 1 = hgt(G) and
W , then the conclusion is obvious, so we can assume that 3 ∈ S ′ and r ∈ R ′ ∩ U for the unique vertex r such that r P3 − → 3. As before we consider cases wrt to the part of the definition for h(R ′ ):
• case (2.1) is impossible as r ∈ R ′ ∩ U ; • cases (2.2) and (2.3.3): S ′ = {3} and h(R ′ ) = r and the conclusion holds;
• case (2.3.1):
− → 2 and therefore,
This shows that h is a graph homomorphism and concludes the proof.
Next we prove case (2) of Theorem 3.4.
Lemma 4.2. Let G be the special triad given by paths P 1 , . . . , P 6 . Let i, j, k ∈ {1, 2, 3} be pairwise different. Assume that there exist homomorphisms
Then G admits a compatible majority operation.
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Proof. Without loss of generality we can assume that i = 1, j = 2, k = 3, so that we have homomorphisms u : P 4 × P 5 × P 3 → P 1 , v : P 4 × P 2 × P 6 → P 1 , w : P 4 × P 2 × P 3 → P 1 .
Now we define the majority operation m on V (G). Let a, b, c ∈ V (G).
( 
We claim that the definition of m is correct. The only possibility where we can apply more rules is the case 4, where a ′ lies on both P 1 and P 4 or b ′ lies on both P 2 and P 5 or c ′ lies on both P 3 and P 6 . But in this case a Lemma 4.3. Let G be a special triad which is not a core. Then there exist i, j ∈ {1, 2, 3}, i = j and a homomorphism P i+3 × P j → P i .
Proof. Any homomorphism maps the set {4, 5, 6} into {0, 4, 5, 6}. If a homomorphism is an identity map on this set then it is an identity map on V (G) as well. In the opposite case there are distinct i, j ∈ {1, 2, 3} such that either P i+3 → P i , or P j → P i (and P j+3 → P i+3 ). In both cases P i+3 × P j → P i .
NP-complete cases
In this section we show that the special triads, which were not shown to be tractable in the previous section, are NP-complete.
So, let G be the special triad given by paths P 1 , . . . , P 6 and assume that (i) G is a core.
(ii) For all distinct i, j ∈ {1, 2, 3} we have P i+3 × P j → P i .
(iii) For all pairwise distinct i, j, k ∈ {1, 2, 3} we have
We will show that G has no compatible weak near-unanimity operation. This, together with Theorem 3.3, will conclude the proof of Theorem 3.4. Striving for a contradiction we assume that (iv) G has a compatible n-ary weak near-unanimity operation w.
We will use the following construction.
Definition 5.1. Let Z ⊆ {1, 2, 3, 4, 5, 6} and let i z , t z denote the initial and terminal vertices of P z , respectively (for all z ∈ Z). We define G Z by
From Lemma 2.1 it follows that E(G Z ) ⊆ {(0, 1), (0, 2), (0, 3), (4, 1), (5, 2), (6, 3)}. Next we show that the operation of taking the inverse digraph, the composition of digraphs and the construction in the last definition preserve compatible operations:
Lemma 5.2. Let G, H be digraphs with the same vertex set, both compatible with an operation t. Then the graphs G −1 and H • G are compatible with t. If G is a special triad and Z ⊆ {1, 2, 3, 4, 5, 6}, then G Z is compatible with t.
Proof. All of the constructions in the statement are special cases of primitive positive definitions, which are known (and easily seen) to preserve compatible operations.
Lemma 5.3. The set {1, 2, 3} is closed under the operation w, i.e. w(x) ∈ {1, 2, 3} for everyx ∈ {1, 2, 3} n . . . , x n ), therefore w(x 1 , . . . , x n ) ∈ {1, 2, 3}.
Proof
We will use the previous claim in all what follows, without explicit mentioning. The assumptions (ii) and (iii) will be used to prove the existence of certain graphs compatible with w. Using (ii) we will construct [a, b]-graphs: An [a, b]-graph is depicted in Figure 4 (only vertices 1, 2, 3 are drawn) . In the picture, solid arrows are edges, dotted arrows mean that there is certainly no edge and no arrow means that there may be an edge or may not. Proof. Let us consider the case a = 1, b = 2, the other cases can be proved in the same way. From assumption (ii) we know that P 4 × P 2 → P 1 , thus in the digraph G {1,4} we have 4 → 1, 0 → 2, 0 → 1 (see Figure 5 ). Now Proof. The proof is similar to the proof of the previous lemma. Let us assume that a = 1, b = 2, c = 3. From assumption (iii) we know that P 4 × P 5 × P 3 → P 1 or P 4 × P 2 × P 6 → P 1 or P 4 × P 2 × P 3 → P 1 . In the first case we consider the digraph K = G {4,5,3} , in the second case K = G {4,2,6} and in the third case K = G
{4,2,3}
(see Figure 7) . The digraph H = G {1,2,3,4,5,6} • K −1 is either a [1, 2, 3]-graph (in the second and third case) or a [1, 3, 2]-graph (in the first and third case). From Lemma 5.2 we know that the operation w is compatible with H.
Lemma 5.8. For any a, b ∈ {1, 2, 3} and tuplex ∈ {a, b} n , t(x) ∈ {a, b}.
