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Noise and errors are inevitable parts of any practical implementation of a quantum computer.
As a result, large-scale quantum computation will require ways to detect and correct errors on
quantum information. Here, we present such a quantum error correcting scheme for correcting the
dominant error sources, phase decoherence and energy relaxation, in qubit architectures, using a
hybrid approach combining autonomous correction based on engineered dissipation with traditional
measurement-based quantum error correction. Using numerical simulations with realistic device
parameters for superconducting circuits, we show that this scheme can achieve a 5- to 10-fold increase
in storage-time while using only six qubits for the encoding and two ancillary qubits for the operation
of the autonomous part of the scheme, providing a potentially large reduction of qubit overhead
compared to typical measurement-based error correction schemes. Furthermore, the scheme relies
on standard interactions and qubit driving available in most major quantum computing platforms,
making it implementable in a wide range of architectures.
I. INTRODUCTION
Quantum mechanics as a tool for computation has
gained significant traction due to the promising progress
in quantum algorithms that could outperform classical
computing [1–6]. Nevertheless, quantum computers still
face the challenge of inevitable interaction with the sur-
rounding environment. Great progress has been made
on the hardware side in creating well isolated and highly
controllable systems with long coherence times, achiev-
ing improvements to coherence times of several orders
of magnitude [3, 7]. Nevertheless, for many of the most
promising architectures, achieving error rates low enough
to perform quantum computational tasks to arbitrary
precision still poses a significant challenge [7, 8]. To solve
this problem, it will therefore be necessary to engineer
systems where the physical errors can be detected and
corrected. Many protocols have been developed for such
quantum error correcting (QEC) schemes [9–17], and a
number of experiments have investigated their useful-
ness and implementability [18–27]. Common to many
of these schemes is the concept of performing measure-
ments of specific stabilizer operators in order to detect
errors. However, measurements tend to take a significant
amount of time, they can introduce additional errors, and
they often require both additional quantum resources
and additional classical signal analysis hardware [27–29].
As a result, recent work have been done on investigat-
ing how engineered interactions and dissipation can be
used to replace these measurements, leading to systems
capable of autonomously correcting errors without the
need for potentially error-introducing measurements and
corresponding real-time classical logic [30–35]. In the
case of platforms that require low temperatures, a ma-
jor advantage of these autonomous schemes is a reduced
information transfer between the cryogenic environment
and a room temperature classical electronics system for
feedback, leading to a decrease in generated entropy and
increased energy-efficiency.
Here we present a novel hybrid error correction scheme
that utilizes simple interactions and engineered dissipa-
tion to implement partially self-correcting QEC codes.
This scheme provides a means to reduce the overhead
required in typical measurement-based QEC schemes. To
demonstrate the principles of this hybrid QEC scheme,
we consider a system with 8 physical two-level (qubit)
systems, two of which are coupled strongly to the envi-
ronment, and show that it can store one logical bit of
quantum information, i.e. a single logical qubit. Even
with such a simple setup, the scheme achieves a 5- to
10-fold increase of storage lifetimes. While the scheme is
general, we consider superconducting circuits as a case in
point. Using parameters corresponding to state-of-the-art
superconducting transmon qubits, we demonstrate that
storage lifetimes of around 1 millisecond are achievable
using hybrid QEC.
II. RESULTS
The minimal setup of this hybrid quantum error correct-
ing scheme (hQEC) requires a set of qubits that interact
with standard spin-spin exchange of strength Jx and Ising
interactions of strength Jz, in combination a Heisenberg
XXZ interaction. These are realizable in most practi-
cal platforms of relevance for quantum computing and
quantum information processing. A subset of our qubits
are assumed to have energy relaxation rates, i.e. to de-
cay fast to their ground state. This can be achieved by
coupling the qubit to a controllable environment that
absorbs energy on a fast timescale. Additionally, we ap-
ply driving to the qubits, and we use ancilla qubits to
measure ’syndrome’ operators on a subset of the qubits in
our architecture. All of these requirements are standard
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2Fig. 1. Geometry of the hQEC system, schematic depiction of the corresponding error correction
scheme, and a plot of the resulting error correction performance. (A): Schematic depiction of the six data
and two ’shadow’ qubits setup. The vertical interactions in each block (A,B, and C) are of Heisenberg XXZ type,
while the horizontal interactions between blocks are exchange XX interactions. (B): Simulation results for the storage
fidelity achieved for the states | 1 〉L and 1√2 (|0〉+ |1〉)L in the 6-qubit hybrid scheme from (a), with results for an
uncorrected single qubit included for comparison. The inset depicts behaviour on short time-scales resulting from the
interplay of continuous decoherence and discontinuous active correction steps. (C): A schematic depiction of the error
correction steps. Starting from a valid state on the left, the system can either undergo phase-errors or loss-errors. If a
phase-error occurs, g0 = +1 and the active correction is performed to correct the error (Top). If a loss-error occurs,
the error oscillates until it is either corrected or converted to a phase error by shadow-qubit decay (Bottom). During
the oscillations, g0 = −1, thus active correction is disabled.
tools in quantum technology platforms. As a model for
the general noise on the system, we assume two chan-
nels; excitation loss (energy relaxation of the qubit) and
phase noise. Our hybrid QEC scheme can overcome both
of these noise channels by a combination of passive and
active error correction steps.
A. Example of Implementation
As a concrete example to illustrate the physics of the
corrective procedure and its performance, we consider
an implementation with six ’data’ qubits (circles) shown
in Fig. 1. The example uses an additional two high-loss
qubits, so-called ’shadow’ qubits (squares), to passively
protect one logical qubit against spontaneous decay (this
can be reduced to a single shadow—see App. B 2). To pro-
tect against phase noise, we implement an active measure-
ment protocol using a relatively standard QEC syndrome
protocol that we describe below. The geometry of the im-
plementation consists of a set of three two-qubit pairs that
are coupled via an XXZ term, while the pairs are coupled
via exchange interactions, see Fig. 1A. The full Hamilto-
nian of the system is given by H = H0 +Hpair +Hchain
3where
H0 =
∑
i∈{A,B,C}
j∈{1,2}
1
2
Ωσzi,j +
1
2
ΩS σ
z
S1 +
1
2
ΩS σ
z
S2 , (1)
Hpair =
∑
i∈{A,B,C}
[
Jx
(
σxi,1σ
x
i,2 + σ
y
i,1 σ
y
i,2
)
+ Jz σ
z
i,1σ
z
i,2
]
,
(2)
Hchain = δ
2∑
j=1
(
σxA,jσ
x
B,j + σ
y
A,jσ
y
B,j
)
+ δ
2∑
j=1
(
σxB,jσ
x
C,j + σ
y
B,jσ
y
C,j
)
. (3)
On these couplings, we impose the requirements
δ  Jx, Jz  Ω,ΩS , (4)
which implies that Hpair dominates the dynamics and
constrains the terms in Hchain to predominantly operate
in subspaces that are degenerate under Hpair. The essen-
tial role of Hchain is to couple the pairs in a chain such
that errors can propagate from one pair to the others and,
eventually, to the shadow qubits, where the autonomous
error correction takes place. The shadow qubits are cou-
pled to the data qubits through a driving term which has
the interaction-picture form [36]
Hd =A
(
σ+C,2σ
+
S2
exp
(
i (2Jz − Jx) t
~
)
+ h.c.
)
+A
(
σ+A,2σ
+
S1
exp
(
i (2Jz + Jx) t
~
)
+ h.c.
)
, (5)
where the driving strength A is comparable to δ, i.e. weak
compared to Hpair. Along with the large dissipative loss
in the shadow, this driving term gives a state-dependent
effect that is the key to the autonomous part of the QEC
process. The full model used in the simulations below is
given in App. A 1. Note that while autonomous correction
does not require the parameters of the model to change,
tunability of the interactions is likely to be an advantage
when performing state preparation, gates, and readout.
The autonomous part of the correction is schematically
illustrated in Fig. 1C; in the event of a photon loss in
one of the pairs, the state of the system is projected
to an orthogonal subspace, and the resulting error state
can travel along the chain. Once the error reaches the
shadow at one of the ends, the coupling of shadow and
data qubit is engineered to detect the presence of the
error, prompting the driving to either correct the error
completely or transform it to a phase error that is handled
by the active QEC.
The few-qubit model presented in Fig. 1 consist of three
blocks (A,B, and C), each with two qubits. We first define
two-qubit subspaces for each pair of the form
|±〉 = 1√
2
(|↑↑〉 ± |↓↓〉) . (6)
These are degenerate eigenstates of Hpair with eigenvalues
E± = Jz. If a photon loss error occurs in a single block,
the resulting state will be a linear combination of
|T 〉 = 1√
2
(|↑↓〉+ |↓↑〉) (7)
|S〉 = 1√
2
(|↑↓〉 − |↓↑〉) , (8)
with eigenvalues ET = Jx − Jz and ES = −Jx − Jz,
respectively. Hence, the error projects our state into an
orthogonal subspace of error states, and this error is then
free to move through the system. The full encoding of
the logical qubit uses a repetition code across the blocks
as follows
α |↓〉+ β |↑〉
7→ α |↓〉L + β |↑〉L
= α |↓〉 |+ + +〉 |↓〉+ β |↓〉 |− − −〉 |↓〉 , (9)
where the spin-down on either side represent the two
’shadow’ qubits, S1 and S2 in Fig. 1. When there are no
errors, the shadows will be in their ground (spin-down)
state.
B. Correction Processes
To see how errors affect our system, assume that a
decay error occurs in one of the two qubits in block A,
resulting in the state
α |↓〉 |↑↓ + +〉 |↓〉+ β |↓〉 |↑↓ − −〉 |↓〉
=α (|↓〉 |T + +〉 |↓〉+ |↓〉 |S + +〉 |↓〉) (10)
+ β (|↓〉 |T − −〉 |↓〉+ |↓〉 |S − −〉 |↓〉) .
The dynamics of the four different states that result from
the error are similar, and the correction mechanism can be
explained using the state |↓〉 |T + +〉 |↓〉 as an example.
We first observe that this state has the same energy w.r.t.
Hpair as |↓〉 |+ T +〉 |↓〉 and |↓〉 |+ + T 〉 |↓〉. This implies
that the XX exchange interactions (horizontal lines in
Fig. 1A) will couple these states, and hence the T error will
propagate along the chain. We now engineer a parametric
drive (i.e. the first term of Eq. (5)) on the right-hand
shadow qubit, S2 in Fig. 1, such that a component of the
form
|↓〉 |+ + T 〉 |↓〉 ,
will be driven into the state
|↓〉 |+ + ↑↑〉 |↑〉 =
|↓〉 |+ + +〉 |↑〉+ |↓〉 |+ + −〉 |↑〉 . (11)
Due to its large loss rate, the shadow will quickly decay
and leave the system in the state
|↓〉 |+ + +〉 |↓〉+ |↓〉 |+ + −〉 |↓〉 . (12)
4The essential observation is that our scheme has converted
a decay error into either a corrected state or a phase er-
ror, without performing any measurements on the system.
Similarly, the S error states are corrected on the left-hand
side by the shadow S1. An important advantage of our
implementation is the symmetry of correction on the left-
and right-hand shadows, which implies a symmetry of the
autonomous operation on two components of the logical
qubit, α and β, hence avoiding any unwanted and random
phase among these components. The full technical details
of this mechanism are discussed in App. A 2 and B, in-
cluding a discussion of how one can eliminate one of the
shadows at the cost of a minor reduction in performance.
It is particularly illuminating to consider the au-
tonomous correction in the framework of stabilizer
codes [37]. It is straightforward to see that the three
stabilizers for each of the blocks are given by
g1 = (Z Z I I I I)
g2 = (I I Z Z I I)
g3 = (I I I I Z Z) ,
where the notation refers to operations on the six qubits
(A1,A2,B1,B2,C1,C2). One way to understand the action
of the autonomous part of the code is that it automatically
checks g1, g2 and g3. If an error is detected, it is either
corrected or turned into a phase error, as in (12).
The final step to complete our hybrid quantum memory
is the correction of phase errors through an active mea-
surement strategy. Here we can use standard weight-4
parity checks [26, 38]. As shown in App. A 3, one needs
to measure the two stabilizers
g4 = (XXXX I I)
g5 = (I I X X X X) ,
to detect and correct any of the phase errors, i.e. to
perform corrections of the form
|+ + −〉
|+ − +〉
|− + +〉
 −→ |+ + +〉
|− − +〉
|− + −〉
|+ − −〉
 −→ |− − −〉 . (13)
There is one important caveat to applying active phase
correction in this manner, namely that it may interfere
with the passive error correction of decay errors (see
App. A 3 for details). To prevent this error channel, we
introduce the stabilizer
g0 = (Z) (Z Z Z Z Z Z) (Z) .
A measurement of g0 = −1 indicates that a decay loss
is being processed and implies that we should refrain
from doing the active phase correction measurements. In
Fig. 1C, we show a schematic of how the full scheme
works.
C. Performance of the Scheme
In Fig. 1B we show the memory preserving quality of
the hQEC code for two different logical states, assuming
physical qubit decay on a timescale of T1 = 40 µs and
pure dephasing noise on a timescale of Tφ = 80 µs, and
assuming that we measure g0 every TA = 0.25 µs (see
below for discussions of these timescales). As seen in the
plot, the code significantly outperforms the single-qubit
lifetime, giving a ten-fold enhancement of the lifetime for
the superposition states (| ↑〉L + | ↓〉L)/
√
2, while giving
almost a factor of 5 enhancement on the state | ↑〉L. App.
A 4 and C gives the details of the calculation and the
parameters, including a discussion of the initial reduction
in the storage fidelity that is a generic feature of many
quantum error correction schemes. We note that these
numbers do not require any fine-tuning of parameters
beyond a few basic criteria on the Heisenberg interac-
tions in the chain (see App. A). The lifetime grows with
increasing strength of the autonomous correction and
with the single-qubit lifetime. For single-qubit lifetimes
of 80−100 µs [39, 40], the hybrid scheme can potentially
achieve lifetimes of around 1 millisecond. Additionally,
the scheme is able to outperform single qubits even when
the time between measurements is increased significantly.
For instance, lifetimes of the state | ↑〉L of over 100 µs are
still achievable when TA is increased to 750 µs, a timescale
currently achievable using off-the-shelf hardware [27, 28].
Interestingly, this reduction in correction frequency ac-
tually yields improved storage of the superposition state
due to an interplay between the symmetries inherent in
the scheme and the reduction of quantum-Zeno effects
related to the measurements (See App. E for details on
the scaling of performance with TA and physical-qubit
lifetimes).
III. DISCUSSION
In conclusion, we have shown how active and passive
error correction elements can be leveraged in hybrid QEC
schemes for efficient quantum memories. As a concrete
example, we studied a qubit model with six data qubits,
but the working principle of combining passive correction
of particular stabilizers with active correction of others
is a generic one. As an illustration of this point, the
appendices contains a small selection of different schemes
adapted from the one presented in the main text. These
show how hybrid schemes afford flexibility for trading
complexity and performance—Simpler implementations
with fewer driving tones or with only a single shadow qubit
is possible, at the cost of slightly reduced performance.
Conversely, improved performance can be achieved by sup-
pressing second order processes, at the cost of a slight in-
crease in the complexity of the interactions of the scheme.
An interesting question is how to expand on these
quantum memory models in order to also perform a set
of fault-tolerant gates on the systems (see App. A 5 for
5more details). We expect that the type of hybrid codes
presented above may be well-suited as a first layer of a
concatenated code to provide enhanced performance over
raw physical qubits. For instance, the residual errors in
the concrete examples presented above are dominated
by logical bit-flips, thus these schemes would be well-
suited for concatenation with a simple bit-flip repetition-
code [25].
While the physical parameters were adopted to super-
conducting circuits, our schemes requires tunable Heisen-
berg interactions and single-qubit driving, both of which
are standard tools of major quantum technology platforms.
Additionally, great flexibility with respect to parameters
exist, with little to no fine-tuning required. While large
interaction strengths and relatively rapid active correction
is preferable, the hQEC scheme improve coherence for
a wide range of parameters, and display very favourable
scaling with respect to physical-qubit lifetimes.
It is our hope that the generic and flexible nature of the
hybrid error-correction ideas presented here will afford
them great applicability, leading to new and exciting av-
enues for incorporating autonomous correction principles
into a wide range of qubit architectures
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Appendix A: Detailed Analysis of the hQEC Scheme
This section contains a more detailed description of
the hQEC-scheme from the main text, along with a
few mentions of (and references to) some of the results
and alternative schemes presented in other parts of the
supplementary material.
1. The System
The system we will be considering is depicted in Fig.
1A. It consists of a total of 8 spin-1/2 systems, which
we will refer to as qubits in keeping with quantum infor-
mation tradition. 6 of these qubits constitute our data
qubits. It is this part of the system that will store the
quantum information that we wish to protect from the
effects of errors. This protection will be partially supplied
by the remaining two qubits, referred to as shadow qubits.
It is these shadow qubits that we will later subject to
engineered dissipation. We will denote the two states
of each qubit as |↓〉 and |↑〉 respectively. Inspired by
superconducting qubits, we will think of the |↓〉 as the
ground state of each qubit and |↑〉 as an excited state
with significantly higher energy. Additionally, we will
imagine that our system is weakly coupled to a surround-
ing environment with low thermal energy compared to
the energy difference between the two levels. As a result,
an excited qubit is likely to decay by emitting energy to
the surroundings, for example in the form of a photon,
but the low temperature of the surroundings will make
the inverse process of photon capture unlikely. Thus we
will consider our system as subjected to only two types
of noise: Photon losses flipping the spin from ”up” to
”down”, and dephasing errors disturbing the relative sign
of these two wave function components. It is these errors
we will now aim to detect and correct. To more easily
facilitate the discussion of how this works, let us represent
the state of a given qubit as a vector using the association
|↑〉 =
(
1
0
)
|↑〉 =
(
0
1
)
.
This allows us to represent any linear operator on the
state space of the qubit as a 2 by 2 matrix, which in
turn can be written in terms of the 3 Pauli matrices
σx, σy, σz and the identity I. In order to specify what
qubit a given operator acts on we will use subscripts,
with the data qubits described by both a column index
i ∈ {A,B,C} and row index j ∈ {1, 2}, and the shadow
qubits referred to simply by the subscripts S1 and S2 (see
Fig. 1A). With these conventions sorted, we can now
approach the problem of how to use engineered dynamics
and dissipation to protect information stored in the data
qubits. Consider therefore a Hamiltonian of the form
H = H0 +Hpair +Hchain ,
where
H0 =
∑
i∈{A,B,C}
j∈{1,2}
1
2
Ωσzi,j +
1
2
ΩS σ
z
S1 +
1
2
ΩS σ
z
S2 ,
Hpair =
∑
i∈{A,B,C}
[
Jx
(
σxi,1σ
x
i,2 + σ
y
i,1 σ
y
i,2
)
+ Jz σ
z
i,1σ
z
i,2
]
,
Hchain = δ
2∑
j=1
(
σxA,jσ
x
B,j + σ
y
A,jσ
y
B,j
)
(A1)
+ δ
2∑
j=1
(
σxB,jσ
x
C,j + σ
y
B,jσ
y
C,j
)
.
The first of these terms, H0, is simply the energy difference
between the two states mentioned above. It is included
here mostly for conceptual consistency, since it commutes
6with the other contributions and plays little role in most of
the subsequent arguments, although it will come in handy
once driving is introduced to the system. The second
term constitutes a Heisenberg XXZ-coupling between
the two qubits in a given column. We will assume that
the strengths of this coupling is smaller than the single
qubit energies Ω, ΩS , but that it is much larger than the
interaction strength of the third term, i.e. that
δ  Jx, Jz  Ω,ΩS . (A2)
This will allow the Heisenberg interaction to act as a
backbone for the dynamics of the system, constraining
other, weaker terms like Hchain to predominantly induce
dynamics within the subspaces degenerate with respect
to the large Hpair (as can be seen from rotating wave
arguments). Finally, Hchain constitutes an interaction
between neighbouring qubits within a row. It is this in-
teraction that will allow errors to move along the rows of
the system, and which will therefore allow us to extract
and correct errors in the central B-column of data qubits
without having to couple a separate shadow qubit to this
pair.
At this point, it is worth noting that this Hamiltonian is
relatively simple in form. It contains only 2-spin inter-
actions among nearest neighbours, all expressible using
products of two Pauli matrices, and with each interaction
conserving the total z-component of the spin–or equiv-
alently, the total single qubit energy as defined by H0.
Hopefully, this relative simplicity of the model increases
its potential for experimental implementation, e.g. in the
superconducting circuits that inspired its construction.
As a first step towards understanding how the dynamics
of this simple model helps mitigate errors, let us start by
getting rid of H0 by changing to the interaction picture
related to this Hamiltonian. This yields an interaction-
picture Hamiltonian consisting of only the two interactions
HI = e
i
H0t
~ (H −H0)e−i
H0t
~ = Hpair +Hchain .
Since the first of these is assumed significantly stronger
than the second, the natural states for understanding the
dynamics must be the eigenstates of Hpair. We therefore
define the following notation for the state of two qubits
within a column:
|±〉 = 1√
2
(|↑↑〉 ± |↓↓〉)
|T 〉 = 1√
2
(|↑↓〉+ |↓↑〉) (A3)
|S〉 = 1√
2
(|↑↓〉 − |↓↑〉) .
Each of these is an eigenstate of the Heisenberg XXZ-
interaction, with eigenvalues E± = Jz, ET = Jx − Jz and
ES = −Jx − Jz respectively. We will specify the state
of the system as a whole by combining three of these
symbols to specify the state of the data qubits and two
arrows to specify the states of the shadow qubits, i.e. a
state with the first qubit pair in the ’+’ state, the second
in the ’S’ state, the third in the ’−’ state and both the left
and right shadow qubits in the ’↓’ state will be written
as |↓〉 |+ S −〉 |↓〉.
The final step in setting up the system is adding the
engineered dissipation through the shadow qubits at the
edge of the system. Consider therefore these qubits to be
constructed in such a way that they are very dissipative,
i.e. in such a way that they are very prone to the photon-
loss error introduced above. Additionally, assume that
we add to the interaction-picture Hamiltonian a driven
interaction between shadow qubits and data qubits of the
form
Hd =A
(
σ+C,2σ
+
S2
exp
(
i (2Jz − Jx) t
~
)
+ h.c.
)
+A
(
σ+A,2σ
+
S1
exp
(
i (2Jz + Jx) t
~
)
+ h.c.
)
,
(A4)
where ”h.c.” is the hermitian conjugate and σ± =
1
2 (σ
x ± iσy) are the ladder-operators that increase (+)
or decrease (−) the z-component of the corresponding
spins. The strength A of this interaction is chosen so
that it is on the same order as δ, i.e. weak compared
to our backbone Hamiltonian. As a result, a rotating
wave argument shows that the driving is only capable of
coupling states where the the difference in energy related
to the Heisenberg interaction matches the frequency of
the driving. As a result, the first driving term is only able
to induce oscillations of the form
. . . |T 〉 |↓〉
l
. . . |↑ ↑〉 |↑〉 ,
manipulating the state of the last qubit column and the
right shadow qubit. Similarly, the second term only oper-
ates on the first data qubit column, inducing transitions
of the form
|↓〉 |S〉 . . .
l
|↓〉 |↑ ↑〉 . . . .
It is worth noting that an effective driving of the form (A4)
can be achieved using relatively simple sinusoidal driving.
The first term can be achieved using the Schro¨dinger-
picture driving terms of the form
2A cos
(
Ω + ΩS + 2Jz − Jx
~
t
)
σxC,2σ
x
S2 , (A5)
since the large energy scale of Ω and ΩS means that
rotating wave-like arguments will allow all other contribu-
tions than the ones in Eq. (A4) to be neglected once the
shift to the rotating frame has been performed. Similarly,
sinusoidal driving of the form
2A cos
(
Ω + ΩS + 2Jz + Jx
~
t
)
σxA,2σ
x
S1 (A6)
7achieves the second driving term.
2. Error Correction of Photon Loss
Having introduced the system and the notation used
to describe it, we can now illustrate the error correcting
properties of this system. We will encode one qubit worth
of information (called a logical qubits) into the state of
the data qubits as follows:
α |↓〉+ β |↑〉
7→ α |↓〉L + β |↑〉L
= α |↓〉 |+ + +〉 |↓〉+ β |↓〉 |− − −〉 |↓〉 . (A7)
Both of these two components are eigenstates of the back-
bone Heisenberg-XXZ part of the Hamiltonian, and so
the encoded information will be left alone by this interac-
tion. However, they are strictly speaking not eigenstates
of Hchain and Hd. Let us due to the symmetry of the
situation focus on the state |+ + +〉, omitting the state
of the shadow qubits for brevity. This state is coupled by
Hchain to the states
|S S +〉 |T T +〉
|+ S S〉 |+ T T 〉 . (A8)
Luckily, the backbone Hamiltonian ensures that these
states will be detuned by an energy ∆E = 4Jz ± 2Jx.
As long as both of these energies are much larger than
the scale δ of Hchain, transitions to these states due to
this contribution to the Hamiltonian will be heavily sup-
pressed. In other words, our backbone Hamiltonian is
performing its duty and constraining Hchain from inter-
fering with the storage of information in the absence of
errors. A small complication to this reasoning is that the
states of (A8) in turn couple to states such as |+ − −〉
that have the same energy as the original state. As a
result, transitions to these states will sometimes occur
due to second order processes occurring through a vir-
tual excitation of the states in (A8). However, the rate
of such transitions scale with (δ/∆E)
2
, so by keeping δ
sufficiently small compared to the scales of the backbone
Hamiltonian these transitions can be made to only occur
on timescales of about 100 µs, which allows them to be
partially suppressed via. quantum-Zeno effects related to
the active error correction that will be introduced in App.
A 3 below. Additionally, it is possible to further suppress
these second order effects through further engineering
of the interactions of the model—see App. D. We may
therefore conclude that Hchain will leave our stored infor-
mation alone. A similar conclusion can easily be drawn
about Hd—Simply put, the driving frequencies of this
term do not match any of the possible transitions that
Hd could induce starting from the states in Eq. (A7). We
thus conclude that information can be safely stored in
our system, at least as long as it is not disturbed by noise
or decays.
Assume, however, that an error does occur by way of a
decay in the second qubit of the first data qubit column.
This results in our system picking up a component of the
form:
α |↓〉 |↑↓ + +〉 |↓〉+ β |↓〉 |↑↓ − −〉 |↓〉
=α (|↓〉 |T + +〉 |↓〉+ |↓〉 |S + +〉 |↓〉) (A9)
+ β (|↓〉 |T − −〉 |↓〉+ |↓〉 |S − −〉 |↓〉)
due to the loss of one of the excitations from the |↑↑〉-
component previously stored in the first column of qubits.
The dynamics of the system will process each of the
four states above in a very symmetrical manner, so let
us for definiteness consider what happens to the state
|↓〉 |T + +〉 |↓〉. The first thing to note is that this state
has the same energy with respect to the Heisenberg back-
bone as the states |↓〉 |+ T +〉 |↓〉 and |↓〉 |+ + T 〉 |↓〉. As
a result, nothing prevents Hchain from coupling these
states. This essentially allows the error, represented by
the ”T” in the notation of the state, to move along the
chain of qubit pairs from left to right. At some point, this
motion will result in a component of the form
|↓〉 |+ + T 〉 |↓〉 ; ,
at which point our driven interaction will take over, in-
ducing a transition to
|↓〉 |+ + ↑↑〉 |↑〉 =
|↓〉 |+ + +〉 |↑〉+ |↓〉 |+ + −〉 |↑〉 . (A10)
In reality, the oscillations among this state and the three
states containing a ”T” can be rather more complicated
than indicated by this explanation, but the central point
remains: as time passes, components of the form (A10) is
picked up due to oscillations induced by Hchain and Hd.
Although this new state looks a lot like the components
present before the error, these oscillations would be of
little help to us without the engineered dissipation, since
we would in time simply oscillate back into the original
error states again. However, by making the shadow qubit
lossy, the decay of this object can be used as a valve in the
Hilbert space. Every time some probability accumulates
for finding the system in the state (A10), there will be a
chance of a decay, and hence within a few oscillations we
can be almost certain that a decay has occurred and that
we are therefore now in the state
|↓〉 |+ + +〉 |↓〉+ |↓〉 |+ + −〉 |↓〉 .
Both of these states are left alone by the Hamiltonian as
explained above, and hence our journey of autonomous er-
ror correction ends here. The process is depicted schemat-
ically in Fig. 1D and 1E. We see that the process has
terminated in a superposition of two states. The first of
these is exactly the |+ + +〉-state that gave rise to the
|T + +〉 when the error occurred. In other words, this
component corresponds to a corrected error. As for the
second component, we note that it is not the corrected
8|+ + +〉-state that we want, but rather this state with a
σz (i.e. a phase) applied to one of the qubits in the first
pair. The second term therefore still contains an error,
but the type of error has been converted from a photon
loss to a phase error. We will deal with such phase errors
separately using active error correction below. Thus, as
long as such an active error correction step can be applied
before any further errors occur, this phase error will also
be extracted from the second component. The end result
is that the error has been corrected in both components,
and thus the erroneous |T + +〉 has been removed and
the entire population of it transferred back to the correct
|+ + +〉-state.
The error correction of the other 3 components of Eq.
(A9) proceed in a similar manner, with the only differ-
ence being that it is the left-hand shadow qubit S1 that
corrects the states containing an ”S”, rather than the
right-hand shadow qubit S2. It is important to note that
although this gives asymmetry between the correction of
S- and T -errors, there is still rigid symmetry in the way
in which the component related to the amplitude α and
the component related to the amplitude β corrected. This
symmetry is essential, since the dynamics of the error
states will tend to result in the accumulation of phases
that will depend on the exact nature of the oscillations
and how long they are allowed to run before a decay in the
shadow qubit occurs. Had the error components related
to α and β components been treated asymmetrically, for
instance because they were corrected by different shadow
qubits, they would therefore tend to pick up non-identical
random phases, resulting in an effective dephasing of the
logical qubit:
α |0〉L + β |1〉L −→ αeiφ1 |0〉L + βeiφ2 |1〉L .
Only because of the degree of symmetry in the correction
can we be sure that φ1 = φ2, and thus that the phases
become a meaningless global phase.
The correction of errors in other qubit pairs proceeds
through the same type of oscillations. Indeed, the error
states that would appear in these decays are exactly the
ones already participating in the oscillations of Fig. 1D
and 1E. One thing to note is that it is important to
engineer the way that the states couple in such a way
that there is nowhere within the error-state subspace
(i.e. the subspace spanned by the states in Eq. (A9))
that does not experience oscillations to the state with
an excitation in the shadow qubit. If such a subspace
were to exist, it would not be corrected, resulting in
the slow accumulation of these erroneous components,
resulting in a breakdown of the error correction. In this
case, such a subspace cannot exist simply due to the
topology of how the states couple. It is for this reason
we require Jx non-zero, since this makes the energies of
S and T -states become different, thereby allowing us to
address these two states individually. One can actually
circumvent this requirement by by adjusting the geometry
of the setup. In this way, only a single driving frequency
ω = (Ω + ΩS + 2Jz − Jx) /~ is required, at little to no
expense of code performance. Additional details on this
scheme can be found in App. B 1.
An obvious and somewhat related related question is
whether we really need two separate shadow qubits to
perform correction similar to the one above. It turns out
that this is not strictly speaking necessary, but forcing a
single shadow qubit to pull double duty tends to result in
poorer overall performance of the autonomous correction.
Additional details can be found in App. B 2.
3. Error Correction of Phase Errors
As mentioned above, we need to be able to handle phase
errors, both for their own sake and to handle the phase
errors occurring as a result of the photon-loss correction.
We envision this to be done using standard active error
correction methods wherein syndrome measurements are
performed and the results of the measurements are used
to determine what error correction steps are needed. The
desired operation is the correction
|+ + −〉
|+ − +〉
|− + +〉
 −→ |+ + +〉
|− − +〉
|− + −〉
|+ − −〉
 −→ |− − −〉 (A11)
that is, a simple majority rule among the signs is to be
performed. This can be done by measuring the so-called
stabilizers
g4 = σ
x
A,1σ
x
A,2σ
x
B,1σ
x
B,2
g5 = σ
x
B,1σ
x
B,2σ
x
C,1σ
x
C,2 .
These can be written more succinctly by numbering the
data qubits using their (i, j)-indices as n = 2i + j and
switching to a shorter but equally conventional notation:
g4 = (XXXX I I)
g5 = (I I X X X X) ,
wherein the n’th entry in the vector represents the opera-
tor acting on the n’th qubit, and the sigmas have been
removed for legibility. Measuring these to properties and
performing the operation
g4 = +1, g5 = +1 −→ (I I I I I I)
g4 = −1, g5 = +1 −→ (Z I I I I I) (A12)
g4 = +1, g5 = −1 −→ (I I I I Z I)
g4 = −1, g5 = −1 −→ (I I Z I I I)
performs the desired correcting operation.
While this simple procedure works as advertised on the
states of (A11), it does not play well with the autonomous
part of the error correction. To see why this is the case,
consider again the situation where an error has put us
9into the state from Eq. (A9). In fact, let us now consider
a more general case where the error could have occurred
on either of the two qubits in the first column. In this
case, the state would read
|ψ±〉 =α (|T + +〉 ± |S + +〉)
+ β (|T − −〉 ± |S − −〉)
with the sign determined by which qubit experienced the
decay. Since the active error correction would not be able
to distinguish a |T 〉 from a |+〉 and an |S〉 from a |−〉,
running an active error correction step on this state would
result in the state
|ψ±〉 measure−→
{
α |T + +〉 ± β |S − −〉 g1 = +1
α |S + +〉 ± β |T − −〉 g1 = −1
correct−→ α |T + +〉 ± β |S − −〉 .
This final state explicitly breaks the symmetry of the pas-
sive error correction of the α and β components–one now
proceeds through the correction of S by the left shadow
qubit and the other proceeds through the correction of the
T error by the right shadow qubit. As a result, different
phases will be picked up, and logical dephasing will occur.
Even more damningly, the state may actually already
have experienced dephasing in the form of the sign that
may have appeared between the two components—a dis-
tortion of the encoded information that in fact occurred
as soon as g1 was measured. In other words, active cor-
rection on a system that has experienced photon loss will
by itself cause dephasing, and will set up the autonomous
dynamics to cause even more.
Since the problem arise already at the measurement
phase, solving this problem must require that we change
the detection scheme. By adding a measurement of both
data and shadow qubits
g0 = (Z) (Z Z Z Z Z Z) (Z)
as a first step to our active error correction procedure,
we are able to detect if the passive error correction is
currently in effect (−1) or not (+1). Aborting the active
error correction step if −1 is measured therefore means
we leave the passive correction alone, thus avoiding any
unwanted interplay between the active and passive error
correction. As an added benefit, avoiding measurements
on the states when the passive error correction is running
also allows us to avoid quantum-Zeno effects that would
result from repeatedly observing the state of our system,
and which could freeze the oscillatory dynamics that are
so essential to the passive error correction.
4. Code Performance
Having looked at both the passive and active correction,
as well as the interplay between them, we now have all of
the components needed for the proposed error correction
scheme. The result of these processes in operation can be
seen on Fig. 1B. In this figure, an initial state |ψ0〉 was
encoded into both a single qubit and two copies of our 6-
qubit code, one with and one without the error correction
in operation. Using the python package Qutip [41], system
dynamics were then simulated, including the presence of
photon-losses on a timescale of T1 = 40 µs and dephasing
noise on a timescale of Tφ = 80 µs. In the figure is depicted
how well each system retained the encoded information,
quantified as the storage fidelity
Fstorage (t) = Tr (ρ (t) |ψ0〉 〈ψ0|) , (A13)
where ρ(t) is the density matrix representing the state of
the system at time t. In other words, storage performance
is quantified simply as the likelihood of observing the
system to be in the original state |ψ0〉 after time has
passed and errors have attempted to corrupt the encoded
information. To make sure that our code is operating
as a fully fledged quantum memory, the initial state was
chosen as the superposition state
|T 〉 = 1√
2
(|↑〉+ |↓〉) . (A14)
However, the symmetric way the dynamics treat the two
states |↑〉L and |↓〉L used for encoding indicates that the
noise experienced by the encoded logical qubit is likely
to be similarly symmetric, for instance by manifesting
as logical σxL-like noise. This noise does not affect (A14),
thus to detect it we run the simulations also for the state
|↑〉.
As can be seen from Fig 1B, the code manages to
outperform the single qubit despite having 6 times as
many qubits and hence 6 times as many errors to deal
with. Indeed, with the parameters used in this figure (see
Fig. 1H), the code manages to increase the lifetime related
to the exponential decay of the storage fidelity for the
state 1√
2
(|0〉+ |1〉) from T ∗2 = 27 µs for the single qubit
to T ∗2 ' 288 µs for the six-qubit code. As expected, the
|↑〉-state is not protected quite as well, but the code still
manages an increase in coherence time from T1 = 40 µs
to T1 = 179 µs. Note that for the determination of these
values, we have neglected the initial decay of storage
fidelity during the first few microseconds. This decay
is very common in error correcting schemes, and is the
result of the system having to have a small but non-
zero probability of containing an error before the error
correction can start operating. In other words, the early
dynamics will consist of the accumulation of population
in the error states, and only once this has happened for
a little while will the error correction start operating,
leading to the pseudo-equilibrium between of errors and
correction that characterizes the later behaviour. The
initial decrease in fidelity, measured as the intersection of
the exponential fit with the t = 0 axis, is about 4.2%.
The performance of the code is of course dependent on
the choice of parameters used for the simulation, with
increases in the size of the constants of the Hamiltonian
and the loss-rate of the shadow qubits leading to better
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passive correction, and active correction with a higher
frequency generally leading to stronger active protection
(see E 1 for details). Note, however, that no fine-tuning of
parameters beyond the criteria of Eq. (A2) and an ability
to accurately adjust the driving frequency is required
for the scheme to operate. The parameters used in the
simulation in Fig. 1B is reproduced in the table on Fig.
1H, and the performance of the code with other choices
is depicted in Fig. 1F and 1G. Addtional information on
the parameters used in this figure can be found in App.
C 1.
5. General Properties of Proposed Code
As suggested by the stabilizer formalism appearing in
section A 3, the error correcting code in Eq. (A7) is in
fact at its heart a simple stabilizer code. The full set of
stabilizers of the code are
g1 = (Z Z I I I I)
g2 = (I I Z Z I I)
g3 = (I I I I Z Z)
g4 = (XXXX I I)
g5 = (I I X X X X) ,
with the three stabilizers g1, g2 and g3 enforced by the
autonomous error correction and only the enforcement of
the two final stabilizers (and g0) requiring measurements
and external pulses. A central question when dealing with
such an encoding is how easy or difficult it is to perform
operations on the stored data. One particularly interest-
ing class of operations are transverse operations, defined
as the operations that can be performed by independently
applying operations to each of the six qubits in the code,
or in the case of two-qubit gates: by independently apply-
ing operations between each pair of corresponding qubits
of two 6-qubit blocks. It can be shown that any stabilizer
code allows for a transverse implementation of logical
X and Z operators if the right basis is chosen for the
encoding [10], and this is indeed the case here:
ZL = (XX I I I I)
XL = (Z I Z I Z I) .
Additionally, the two-qubit CNOT [42] gate may be
transversally performed between two logical qubits of
our encoding by performing CNOTs between each pair
of corresponding qubits in the two data-qubit blocks, al-
though the target and control roles will be reversed for
the logical qubits compared to the operations on the data
qubits and an additional ZL is needed on the control
qubit:
CNOTL(control, target)
= ZL,control
6∏
i=1
CNOT(targeti, controli) .
One thing to keep in mind is that the transversality of the
gates above does not imply that they are fault tolerant, i.e.
that they operate correctly in the presence of errors[10].
The reason that this rather common implication does not
hold in this case is that it only applies to codes capable
of correcting arbitrary single qubit errors, and the code
presented here does not have this property. Indeed, for
the code to be able to correct arbitrary single-qubit errors,
it would need to be able to correct σx-errors on both the
first and second data qubits. However, the effect of such
an error on the first qubit is identical to performing a
ZL and then performing the error on the second qubit.
Since the code has no way of knowing whether a ZL was
done by the experimenter or an error—indeed it is not
even allowed to detect the state of the logical qubit at
all lest it destroy superposition states—it cannot possibly
hope to correct both of these errors, because correctly
countering one of them would necessarily lead to the other
one experiencing a spurious ZL operation. The result of
this is that only the XL-operator is actually fault tolerant,
and only with respect to photon-loss and dephasing errors.
Thus more involved methods would likely be necessary
in order to develop a fault tolerant gate set. Due to the
fact that fault tolerance is a property related to concate-
nation of codes [10] and the fact that concatenation of
autonomous code would require couplings of rapidly in-
creasing complexity in order to couple logical qubits in a
manner similar to Eq. (A1), one interpretation of this is
that the scheme presented here would be most useful as
the first layer of a series of concatenated codes. In this
way, the layers of code build on top of our scheme could
ensure fault tolerance while benefiting from the improved
coherence times of our scheme compared to raw physical
qubits.
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Fig. 1. Structure, properties and performance of the main hQEC scheme. (A) Schematic depiction of the
six data and two ’shadow’ qubits setup of the main hQEC scheme. The vertical interactions in each block (A,B, and
C) are of Heisenberg XXZ type, while the horizontal interactions between blocks are exchange XX interactions. (B)
Simulation results for the storage fidelity achieved for the states | 1 〉L and 1√2 (|0〉+ |1〉)L in the 6-qubit hybrid
scheme from (A), with results for an uncorrected single qubit included for comparison. The inset depicts behaviour on
short time-scales resulting from the interplay of continuous decoherence and discontinuous active correction steps. (C)
A schematic depiction of the error correction steps. Starting from a valid state on the left, the system can either
undergo phase-errors or loss-errors. If a phase-error occurs, g0 = +1 and the active correction is performed to correct
the error (Top). If a loss-error occurs, the error oscillates until it is either corrected or converted to a phase error by
shadow-qubit decay (Bottom). During the oscillations, g0 = −1, and thus active correction is disabled. For further
details, see App. A 2 and A 3. (D) Simulation of the oscillations along the chain occurring when an eror has ocurred
and the hQEC-system has been put into the state |T + +〉. The plotted quantities are the probability of observing
the data qubits in the three states |T + +〉, |+ + −〉 and |+ + +〉 as a function of time after the initial decay. Note
the fact that the state is initially corrected to a superposition of |+ + +〉 and |+ +−〉. Only once an active error
correction step is applied in the middle of the simulation is the erroneous of these components eliminated and the
correction to the state |+ + +〉 completed. (E) Schematic depiction of the oscillations of the T -error and subsequent
error correction by decay of the shadow qubit. (F-G) Plots depicting the scaling of the performance of the code
presented in the main text for storing the two states | 1 〉L and 1√2 (|0〉+ |1〉)L when the interaction-strengths, shadow
loss-rates and the frequency of active correction have all been scaled by either a factor of 0.75, 1.0 or 1.25 (see App.
C 1 for details). (H) Parameters used for the simulations in Fig. 1A. Note that the simulations were performed in the
rotating frame related to H0, except a small amount of ΩS was kept since the sum Ω + ΩS plays a role in limiting
what transitions are driven by Hdriv. The specified timescales are the timescales related to photon loss (T1) and phase
errors (Tφ) in the data quits, photon loss in the shadow qubits (TS), and the time between the active error correction
steps (TA). For more details on the choice parameters see App. C 1.
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Appendix B: Alternative Schemes
In this section we provide further details on the struc-
ture required to make an autonomous error correction
scheme work. From these considerations, we then intro-
duce a few alternative schemes to the one from the main
text, including a scheme using simpler interactions and
only a single driving-tone, and a scheme using only a
single shadow-qubit.
1. Alternative Driving Schemes
A central challenge in making autonomous error
correction is to engineer the system dynamics in such
a way that the states resulting from an error always
oscillate into a corrected state with an excitation
in a shadow qubit. As we saw above, one way to
achieve this is to couple the relevant states in the way
schematically depicted in Fig. 2A. Specifically, in the ro-
tating frame of H0 +Hpair, the dynamics of the four states
{|T + +〉 |↓↓〉 , |+T +〉 |↓↓〉 , |+ + T 〉 |↓↓〉 , |+ + ↑↑〉 |↑↓〉}
can be described using rotating wave approximation
arguments by the Hamiltonian
H˜ =

0 2δ 0 0
2δ 0 2δ 0
0 2δ 0 A√
2
0 0 A√
2
0
 , (B1)
which is of the general form
H˜ = α
0 1 0 01 0 1 00 1 0 β
0 0 β 0
 .
One can easily show that for any non-zero β, this matrix
has no eigenvectors without a non-zero component of
the last, error correcting state. It turns out that this is
equivalent to saying that no matter what state in the
subspace we pick as the initial state, it will at some point
pick up a non-zero error correcting component, and hence
be successfully corrected. To see why this is the case,
imagine that we did have an initial state ~v that never
picked up a correcting component. We could then write
this state in terms of the eigenstates ~vi of the Hamiltonian
as follows:
~v =
4∑
i=1
ai~vi ,
with the ai’s a suitable set of complex coefficients. The
time-evolved state would then be given by
~v(t) =
4∑
i=1
ai~vie
−iEi~ t ,
where Ei is the energy of the eigenstate ~vi. The fact that
the last component is always zero would translate to the
criterion
(~v(t))4 =
4∑
i=1
ai (~vi)4 e
−iEi~ t = 0 ∀t ,
where (~v)k is the k’th component of the vector ~v. But
if this expression is to be zero at all times, the indepen-
dence of complex exponentials tells us that the coefficients
related to each oscillation frequency must sum to zero
separately. In other words, for each degenerate subset
Dj ⊆ {1, 2, 3, 4} of the eigenstates of the Hamiltonian, we
must have that
∑
i∈Dj
ai (~vi)4 = 0 ∀j . (B2)
Assuming we started with a properly normalized state, we
also know that
∑
i |ai|2 = 1, meaning at least one of the
ai-coefficients is non-zero. Letting D be the degenerate
subspace related to such a non-zero coefficient, the object
v˜ =
1√∑
i∈D |ai|2
∑
i∈D
ai~vi
must then a well-defined normalized state. Since it is
constructed as a superposition of eigenstates from the
same degenerate subspace, it is even an eigenstate of the
Hamiltonian. Additionally, examining Eq. (B2) reveals
that the fourth component of this new state must neces-
sarily be zero. Thus we see that having a state that has no
correcting component at any point in time will necessarily
allow us to construct an eigenvector of the Hamiltonian
with the same property. We therefore conclude that if
no eigenstates without correcting component exist, no
states that never pick up correcting components can exist,
and hence no error state exist that escapes the grasp of
our autonomous correction. The above considerations
easily generalize, allowing us to easily check if any driv-
ing scheme will work or not simply by checking if it has
eigenstates without components in the states responsible
for the autonomous correction. Note that our problem is
reminiscent of an inverse dark-state problem–rather than
engineering the system to operate without population in
the unstable states of the system, we explicitly try to
make sure that such a population will always arise.
For an example of driving that does not work, consider
the case where Jx = 0. In this case, the driving frequen-
cies related to transitions from S and T to |↑↑〉 become
identical, and as a result both of the shadow qubits will
interact with both the T - and S-error subspaces. The
resulting coupling geometry will therefore be the one de-
picted in Fig.2B, with an effective coupling Hamiltonian
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that takes the form
H˜ = α

0 1 0 0 0 0 β1 0
1 0 1 0 0 0 0 0
0 1 0 0 0 0 0 β2
0 0 0 0 1 0 β1 0
0 0 0 1 0 1 0 0
0 0 0 0 1 0 0 β2
β∗1 0 0 β
∗
1 0 0 0 0
0 0 β∗2 0 0 β
∗
2 0 0

when the states are ordered as indicated by the numbers
on Fig. 2B and a star is used to denote complex conjugates.
It is then clear that a state of the form
1
2
(
1 0 −1 −1 0 1 0 0)T
will be an eigenstate of the system with zero energy and
no component in the error correcting subspace related
to the two final entries. As a result, this state will tend
to accumulate uncorrectable population, leading to a
breakdown of the error correction (see Fig. 2C). Note
that this persists even if the couplings along the chain
(i.e. the two δ’s appearing in Hchain) are not identical,
thus resulting in a Hamiltonian of the more general form
H˜ =

0 α1 0 0 0 0 β1 0
α∗1 0 α2 0 0 0 0 0
0 α∗2 0 0 0 0 0 β2
0 0 0 0 α1 0 β1 0
0 0 0 α∗1 0 α2 0 0
0 0 0 0 α∗2 0 0 β2
β∗1 0 0 β
∗
1 0 0 0 0
0 0 β∗2 0 0 β
∗
2 0 0

.
In this case, the troublesome eigenstate is simply
1√
2 |α1|2 + 2 |α2|2
(
α2 0 −α∗1 −α2 0 α∗1 0 0
)T
,
supporting the claim made in App. A that the success or
failure of a driving scheme tends to depend more strongly
on the topology of how states are coupled than on spe-
cific parameter choices. To further underline this point,
imagine that we instead used the geometry depicted in
Fig. 3A while still letting Jx vanish. In this case, the
couplings take the form from Fig. 3B. Note that because
the two shadow qubits now couple to different data qubit
rows, a relative sign appears the matrix elements related
to the coupling of the shadow qubits to the S-states. This
sign, essentially inherited from the sign in the definition
of |S〉 in Eq. (A3), means the Hamiltonian now takes the
form
H˜ =

0 α1 0 0 0 0 0 0
α∗1 0 α2 0 0 0 0 0
0 α∗2 0 β1 β2 0 0 0
0 0 β∗1 0 0 β
∗
1 0 0
0 0 β∗2 0 0 −β∗2 0 0
0 0 0 β1 −β2 0 α∗2 0
0 0 0 0 0 α2 0 α
∗
1
0 0 0 0 0 0 α1 0

,
inheriting again the state ordering from the corresponding
Fig. 3B. Looking for eigenvectors of the form(
aT bT cT 0 0 cS bS aS
)T
with some arbitrary eigenvalue λ then yields the equations
β∗1 (cT + cS) = 0 (B3)
β∗2 (cT − cS) = 0 ,
which, assuming non-zero parameters β1, β2 6= 0, leads to
the requirement that
cT = cS = 0 .
Looking at the T -part of the eigenvalue equation:
α1bT = λaT
α∗1aT + α2cT = λbT
α∗2bT = λcT
and using cT = 0 now yields that aT and bT must also
vanish as long as α1 and α2 do not. Similarly, aS and
bS must vanish. We thus conclude that the only way
to construct a vector that fulfils the eigenvalue-equation
H˜~v = λ~v and that has zeroes on the entries related to
error correction is to have ~v = 0, confirming that no eigen-
vector without corrector-state components exist. Note
that the sign appearing in Eq. (B3) due to having shad-
ows coupled to both rows of data qubits played a vital
role in these arguments, further indicating the topological
nature of the driving question.
What we may conclude is that the operation of the au-
tonomous error correcting code depends in an essential
way on the topology of how the error states and error
correcting states are coupled. In contrast, the exact choice
of parameters is of lesser importance, although it can still
play a role in determining the speed of the correction and
the degree of validity of the rotating wave arguments used
to derive the Hamiltonians of this section. Additionally,
we can conclude that by altering the real-space geometry
of how the qubits are connected to one another, we are
actually allowed to forego the rather complicated Heisen-
berg XXZ-couplings in favour of simpler couplings of the
form σzj,1σ
z
j,2. This has the added benefit that the two
driving frequencies mentioned in the main text become
identical, meaning only a single driving tone is needed
in order to run the error correction. From an experimen-
tal stand point, it is likely that this scheme is easier to
implement, even though the dynamics of the system are
not quite as intuitive as for the system investigated in
the main text. One thing to keep in mind, however, is
that setting Jx to zero may make the scheme more fragile
with respect to asymmetries in the couplings induced by
Hchain along the top and bottom row of data qubits. To
see why, imagine that Hchain takes the more general form
Hchain = (δ1 + ∆1)
 ∑
k∈{x,y}
σkA,1σ
k
B,1

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+ (δ1 −∆1)
 ∑
k∈{x,y}
σkA,2σ
k
B,2

+ (δ2 + ∆2)
 ∑
k∈{x,y}
σkB,1σ
k
C,1

+ (δ2 −∆2)
 ∑
k∈{x,y}
σkB,2σ
k
C,2

= δ1
 ∑
k∈{x,y}
[
σkA,1σ
k
B,1 + σ
k
A,2σ
k
B,2
]
+ δ2
 ∑
k∈{x,y}
[
σkB,1σ
k
C,1 + σ
k
B,2σ
k
C,2
]
+ ∆1
 ∑
k∈{x,y}
[
σkA,1σ
k
B,1 − σkA,2σkB,2
]
+ ∆2
 ∑
k∈{x,y}
[
σkB,1σ
k
C,1 − σkB,2σkC,2
] .
In this case, only the two first terms appearing in this
expression would actually participate in driving the tran-
sitions depicted in Fig. 2A. The two terms related to the
asymmetries ∆1 and ∆2 would instead drive transitions
such as
|T + +〉 ←→ |− S +〉 . (B4)
In other words, they would still allow errors to move
through the system, but would in the process allow the
nature of both the error and the ±-states to change. This
leads to processes that corrupt the stored information,
thus breaking the autonomous scheme. Luckily, such
transitions are suppressed as long as Jx is much larger
than the ∆i’s, since in this case the 4Jx energy difference
between T - and S-states effectively suppresses transitions
like the one in (B4). Even though the Jx = 0-scheme lacks
this protection, it is still able to achieve T ∗2 coherence
times in the range 239 µs to 325 µs and T1 coherence times
in the range 144 µs to 226 µs as long as rigid symmetry is
maintained (i.e. ∆1 = ∆2 = 0), thus exhibiting similar
performance to the scheme from the main text in this limit.
A plot illustrating the performance of the JX = 0-scheme
is depicted in Fig. 3C.
2. Error Correction with a Single Shadow Qubit
In the scheme presented in the main text, the correction
of S- and T -errors proceeded independently, with each
error correction process having its own shadow qubit and
driving term in the Hamiltonian. However, looking at the
error state from Eq. (A9), it seems like this separation
might be unnecessary. If we could instead find a way to
have the full subspace of error states
|T ± ±〉 |↓〉 , |± T ±〉 |↓〉 , |± ± T 〉 |↓〉
|S ± ±〉 |↓〉 , |± S ±〉 |↓〉 , |± ± S〉 |↓〉
oscillate to a state of the form |± ± ↑ ↑〉 |↑〉 in such a
way that the two signs ± are treated symmetrically, then
error correction should be able to proceed through a
single shadow qubit in exactly the same ’oscillate-decay-
active correction’-sequence as in the main scheme. As
mentioned in App. B 1, the coupling would have to be
constructed somewhat carefully in order to avoid inert
states that dodge the error correction protocol. Inspired
by the driving implemented in the main text, one way to
implement working error correction would be to couple
the states as depicted on Fig. 4A. It is easy to show using
the methods of App. B 1 that this coupling topology
indeed implements working error correction. In order to
achieve such a set of effective couplings, four ingredients
are required. The first three are straightforward: We still
need the Hamiltonian Hchain in order to couple the data
qubit pairs to each other along the rows, we still need a
Hamiltonian of the form
Hdriv,A = 2A cos
(
Ω + ΩS + 2Jz − Jx
~
t
)
σxC,2σ
x
S
to couple the single remaining shadow qubit to the chain
of data qubits in such a way that oscillations of the form
. . . |T 〉 |↓〉
l
. . . |↑ ↑〉 |↑〉
are induced, and we still need our backbone Hamiltonian
Hpair to constrain all of these oscillations. In other words,
we need to keep the Hamiltonian terms that allow for the
correction of the T states. The fourth and final ingredient
we need is a way to couple the S-states to the T -states
so that they can also be corrected. This can be achieved
by adding the following term:
Hdriv,B = 2B cos
(
2Jxt
~
)
σzA,1 . (B5)
With this added term, all of the couplings of Fig. 4A are
present and accounted for. The only consideration left is
therefore whether any couplings surplus to these couplings
have appeared. It turns out that this is not the case as
long as Jx is non-zero. Indeed, letting Jx be zero would
allow both S- and T -states to couple to the shadow qubit,
thus giving us a different coupling topology than the one
in Fig. 4A and ultimately resulting in a breakdown of
the autonomous correction due to similar arguments to
those introduced in App. B 1. In fact, setting Jx to zero
introduces even more problems than just a breakdown of
the error correction—it also introduces additional errors.
To see why, note that setting Jx = 0 would mean that
the two transitions
|+〉 ←→ |−〉 (B6)
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|T 〉 ←→ |S〉 (B7)
will both be transitions between states that have the same
energy as defined by Hpair. As a result, neither transition
will require time-dependent driving, and thus both of
these transitions will be induced equally well by the term
(B5) when Jx = 0. But we recognize the first of these
transitions as exactly the transition that would result
from single qubit phase noise. In other words, setting Jx
to zero effectively turns Hdriv,B into an additional source
of phase noise on the first pair of qubits! The only way
to avoid this is to make sure that the transition (B7) is
detuned from the zero-energy (B6)-transition so that we
can drive one without driving the other. Since adjusting
the relative energies of S- and T states was exactly what
Jx was useful for, this further underlines the importance
of Jx if correction using a single shadow qubit is to work.
The performance of the single-shadow scheme with non-
zero Jx is depicted on Fig. 4B. As can be seen from this
figure, the performance of the single shadow scheme is not
as good as the two-shadow scheme, likely because of the
smaller ratio of correcting states to error states leading to
smaller relative populations in the correcting states and
thus slower corrective decay. Nevertheless, T1 lifetimes in
the range 90.7 µs to 133 µs and T ∗2 lifetimes in the range
146 µs to 192 µs can be achieved using the parameters of
Fig. 4C.
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Fig. 2. Breakdown of autonomous error correction for Jx = 0. (A) Schematic representation of the way error
states and error correcting states are coupled by Hchain and Hd for the scheme presented in the main text. (B)
Corresponding couplings when Jx is set to zero. (C) Plot depicting the storage fidelity as a function of time for the
coupling toplogy depicted in (B), i.e for the scheme presented in the main text in the case where Jx is set to zero with
all other parameters unchanged. Note the significantly reduced performance compared to Fig. 1B, indicating the
presence of non-corrected subspaces within the space of error-states.
18
A B C
1 1 1
2 2 2
S1
S2
1 2 3
8 7 6 5
4
0 10 20 30 40 50 60 70 80
Time [ ]
0.0
0.2
0.4
0.6
0.8
1.0
St
or
ag
e 
Fi
de
lit
y
6 Qubit Code:
Single Qubit:
| + L
| +
| 1 L
| 1
Fig. 3. hQEC with an alternative coupling geometry. (A) Schematic depiction of an alternative coupling
geometry that allows for autonomous correction even in the case where Jx vanishes, in contrast to the scheme from the
main text (See Fig. fig:JX0Megafig). (B) Schematic depiction of the coupling topology related to this geometry in the
case Jx = 0. (C) Plot depicting the storage-performance of the alternative coupling geometry. The parameters used
are identical to those used to generate Fig. 1B, except Jx has been set to zero.
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Fig. 4. Single-shadow hQEC-scheme. (A) Schematic depiction of the coupling topology of the single-shadow
hQEC-scheme presented in App. B 2. (B) Storage-fidelity of this scheme for the states |↑〉 (Left) and 1√
2
(|↑〉+ |↓〉)
(Right) for different values of the parameters of the model. For reference the storage performance of a single
unprotected qubit is also reproduced on both plots. (C) Parameters used to generate the plots in (B), as well as
throughout App. B 2.
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Appendix C: Details on Results and Methods
Below, we provide further details on the parameters
used in the hQEC schemes presented, as well as a more
detailed description of the methods used to investigate
the error-correction performance of these schemes.
1. Parameters and Results
Most of the simulations presented throughout this pa-
per used the same set of parameters, namely the ones
depicted in Fig. 1H. However, occasionally other pa-
rameters were used, either for pedagogical reasons or to
indicate how the correction scales with the magnitude of
the parameters. Specifically, a separate set of parameters
were used to generate the more schematic Fig. 1D, and
scaled parameters were used to generate two of the three
error-corrected graphs on Fig. 1G, as well as to provide
the upper and lower bounds on the T1 and T
∗
2 -intervals
given for the alternative geometry in App. B 1. The
complete set of parameters used for 2-shadow schemes
is depicted in Fig. 5A. As mentioned in both the main
text and App. B 1, the precise values of these parameters
do not play an essential role in the operation of the error
correction scheme. As a result, only a limited number of
considerations have gone into picking these parameters.
The central guiding principle inherited from Eq. (A2)
was the requirement that
ΩS  Jx, Jz, 4Jz ± 2Jx  A, δ .
Additionally, requiring the ability to combat realistic
decoherence-rates sets a lower bound on the rate of error
correction, and thus on the magnitude of Jx, Jz and A.
Combining these considerations with a bit of trial and er-
ror yielded the values of ΩS , Jx, Jz and A depicted in Fig.
5A. Since the dynamics within the subspace of error states
is highly dependent on the ratio of A and δ, a small ana-
lytical investigation was performed in order to optimize
this ratio. Specifically, a maximization of the magnitude
of the correcting component picked up by the three states
resulting from decay in the first, second or third qubit pair
was performed. As a result of this investigation, the ratio
of the two parameters was fixed at 0.179
√
2. Next, the
value of TS was picked as the lowest value where further
increases did not improve error correction performance
any further when using the fixed interaction strengths
already picked. Additionally, the rate of active correction
was chosen sufficiently large that dephasing was kept in
check. Thus we arrived at the parameters above. In fact,
we specifically arrived at the ’Strength=0.5’-parameters,
with the rest of the parameters being almost a direct
rescaling of these parameters. The only deviation from
a straight scaling was a small adjustment of the relative
strength of the driving, i.e. of the size of A. The reason
for this was that numerical investigations indicated that
at low overall error correction strengths, the correction
scheme needs as much help as it can get, and thus benefits
from a stronger driving to make up for the weaker overall
correction. In contrast, stronger overall error correction
do not need a correspondingly stronger driving, and thus
better performance can be achieved by making A smaller
so that the problematic second-order processes mentioned
in App. A 3 are better suppressed. Note a separate set
of parameters (”1.0”) was used for Fig. 1D in order to
better emphasize both the oscillatory dynamics and the
role of the active correction.
The parameters used for the alternative driving scheme
from App. B 1 are a direct copy of the ones used for the
main scheme. Thus, it is possible that small improve-
ments could be achieved for this scheme by adjusting
the parameters, for instance by changing the value of A
or by altering the ratio of A and δ fixed by analytical
investigations of the standard scheme. Similarly, the pa-
rameters used for the single-shadow scheme introduced in
App. B 2 (Fig. 4C) were also adapted directly from the
parameters of the 2-shadow schemes. In order to fix the
new B-parameter, a small set of analytical and numerical
investigations were performed and the strength of this
interaction relative to A was fixed. Additionally, the size
of the parameter A was adjusted slightly compared to the
2-shadow schemes since the overall weaker error correction
of the single shadow qubit meant a larger overall driving
strength was needed in order to partially compensate this
weakness. Note that the single-shadow scheme showed
increased sensitivity to the size of A compared to the 2-
shadow schemes. To illustrate this effect and the tradeoffs
that it can lead to, two sets of ’1.0’ parameters, identical
except for the value of A, were tested (see Fig. 4C). The
coherence times of both sets of parameters are depicted
in Fig. 5B along with a general overview of the rest of
the results of this paper.
2. More on Methods
The method used for obtaining the data on coherence
times and initial fidelity loss was as follows: First, the
behaviour of the system was simulated using the Python
package QuTiP [41] for both of the two initial states | ↑ 〉
and 1√
2
(|↓〉+ |↑〉). The Hamiltonian used in the simu-
lation was either a sum of the terms in Eq. (A1), (A5)
and (A6) for the main scheme or the corresponding mod-
ified Hamiltonians for the alternative-geometry scheme
and the single-shadow schemes. Photon-loss and phase-
noise on the data-qubits and photon loss on the shadow
qubits was modelled as white noise using the Lindblad
collapse-operator methods built into the QuTiP frame-
work. While this is a relatively good model of photon-loss
noise in many types of superconducting qubits [32, 43–46],
it is not strictly speaking an accurate description of phase
noise, which tends to be of the more correlated telegraph-
or 1/f -varieties [32, 43–45, 47–50]. The reasons why this
noise model was chosen despite its shortcomings are two-
fold. Firstly, we can note that most of the states connected
21
by the phase-noise operator σz (for instance | + + +〉
and |+ + −〉) have the same energies. As a result, no
Ramsey spin-echo-like effects are in play, and thus the dif-
ference between the results obtained from different types
of noise spectra should be negligible. If anything, the
suppressed nature of telegraph- and 1/f -noise at higher
frequencies should make these forms of noise easier to
guard against than the white noise used for our simula-
tions, and thus we can think of the results presented here
as a worst case scenario for our error correcting schemes.
Secondly, there is significant additional computational
cost associated to simulating non-white noise spectra. As
a result, doing 100 µs-scale simulations of the dynamics of
the system under the influence of non-white noise turned
out to be practically unfeasible.
To include active correction, the simulation was done
in short intervals of length TA, with an active error correc-
tion step at the end of each interval. The active correction
was implemented by conjugating the density matrix out-
put from the simulation by suitable operators. In other
words, it was treated in an instantaneous idealized form
rather than modelled as a realistic extended readout and
correction process. This was mostly done for conceptual
simplicity in order to better illustrate the performance
of the code without also having to worry about details
related to the readout procedure. After performing the
active correction procedure, the simulation was restarted
using the resulting density matrix as the initial state.
During each simulation interval, a set of data points
{(ti, Fstorage(ti))} describing the time evolution of the
storage fidelity was recorded and stored for later use.
The simulation-process would continue in this start-
stop fashion until the total time evolution reached 200 µs,
at which point the it was terminated. Thus the output
of the simulation was a large set of points chronicling
the decay of the storage fidelity over a timespan of 200 µs
after a perfect initialization of the code–that is, sets of
data points like the ones depicted on graphs throughout
the paper. In order to extract the decoherence times and
initial fidelity loss from these data, a fit of the form f(t) =
A exp (−Bt) + C was performed on the data in the time
interval [10 µs; 200µs]. The reason for omitting the first
10 µs was to avoid the anomalous short-term behaviour
that is not well approximated by the exponential decay
model, and whose shape provides little information about
the long-term performance of the code. The final step
was to translate the fitting parameters A, B and C into
corresponding decoherence times T and initial fidelity
losses Loss (T ) using the expressions:
T =
1
B
Loss(T ) = 1− (A+ C) = 1− f(0) .
In this way, simulations of the storage of the state | ↑ 〉
provided the values of T1 and Loss (T1), and simulations
of the storage of the state 1√
2
(|↓〉+ |↑〉) provided the
values of T ∗2 and Loss (T
∗
2 ).
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Fig. 5. Parameters and main results. (A) Sets of parameters used throughout the article in all of the schemes
containing 2 shadow qubits. Whenever an interval of coherence times are given, the lowest and highest values
correspond to the parameter sets ’0.75’ and ’1.25’, respectively. Note that a special set of parameters were used for
Fig. 1D in order to better emphasize the different parts of the error correction process. (B) Overview of the
simulation results presented throughout the text. T1 and T
∗
2 denote the characteristic timescales for the decay of the
storage-fidelities of the state | ↑ 〉 and 1√
2
(|↓〉+ |↑〉), respectively. Similarly, Loss(T1) and Loss(T ∗2 ) denote the initial
loss of fidelity before error correction kicks in for this pair of benchmark-states. For details, see the App. C 2.
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Appendix D: Second Order Effects
While rotating-wave approximations allow for relatively
simple and accurate explanations of most of the error
correcting dynamics, the weaker higher-order effects will
on long timescales begin to influence the dynamics as
well. In this section, we look at how these higher-order
effects influence the storage-performance of our scheme,
and investigate how this influence can be suppressed using
weak engineered interactions.
1. Suppression of Second Order Transitions
A central part of the analysis of the dynamics induced
by the Hamiltonians of Eq. (A1) was the assumption that
the term Hpair was sufficiently strong that any dynamics
that did not preserve the energy related to this term would
be heavily suppressed due to rotating-wave-like effects,
at least unless appropriate driving was supplied to com-
pensate, as in the case of Hd. This energy-conservation
constraint is of central importance in suppressing un-
wanted transitions that may otherwise be induced by the
term Hchain. For instance, Hchain is capable of inducing
transitions of the form
|± ± ±〉 ←→ |T T ±〉 , |± T T 〉|S S±〉 , |± S S〉 , (D1)
which would lead to the corruption of the two logical
states |± ± ±〉 when combined with the error-correction
mechanisms of our hQEC scheme. Only because the cou-
pling of 2δ between these states is much smaller than the
4Jz±2Jx detuning resulting from Hpair can we be certain
that the transitions are suppressed, and thus certain that
our information is not corrupted by the very same inter-
actions responsible for part of the hQEC-scheme itself.
However, while no significant population will occur in
the states on the right-hand side of (D1) due to these
energy-conservation arguments, population is still able to
flow through them to other states. As a result, they are
able to facilitate transitions that do conserve the energy
of Hpair. Specifically, a small investigation reveals that
Hchain also couple the states on the right hand side of
(D1) to another set of states, yielding a more complete
coupling-diagram:
|± ± ±〉 ←→ |T T ±〉 , |± T T 〉|S S±〉 , |± S S〉 ←→
|± ∓ ∓〉
|∓ ∓ ±〉 .
(D2)
The states on the left hand side and the states on the
right hand side have the same Hpair-energy, and thus
transitions between them are not forbidden by arguments
related to conservation of energy. Of course, such a tran-
sition would have to happen through what is essentially a
tunneling-event through the energy-barrier of the middle
states, meaning the transition-rates from left to right will
likely be heavily suppressed. Nevertheless, we will see
below that these transitions are still able to influence the
behaviour of our scheme on long timescales. This is prob-
lematic, because a transition from left to right followed by
a measure-correct step would result in a logical bit-flip:
|± ± ±〉 −→ |∓ ∓ ∓〉 ,
and thus to a corruption of the stored information, at
least unless the system happens to be storing a state
immune to this σxL-like bit-flip noise.
In order to investigate the magnitude of this problem,
let us think of Hpair as the dominant Hamiltonian of the
system, and Hchain as a small perturbation. In this way,
we can use standard methods of perturbation-theory to
extract estimates for transition-rates. Specifically, ex-
panding the wavefunction in the eigenstates of Hpair:
|ψ(t)〉 =
∑
a
ca(t) |ψa〉 , (D3)
one can write the following perturbative expansion for
the evolution of the coefficients [51]:
ca(t) = ca(0) +
1
i~
∑
b
∫ t
0
cb(0) [Hchain]a,b exp
(
iEabt
′
~
)
dt′
+
1
(i~)2
∑
b
∑
c
∫ t
0
∫ t′
0
[
cc(0) [Hchain]a,b [Hchain]b,c
× exp
(
iEa,bt
′
~
)
exp
(
iEb,ct
′′
~
)]
dt′′dt′
+O
(
H3chain
)
,
(D4)
where [Hchain]a,b = 〈ψa|Hchain |ψb〉 are matrix-elements
of the perturbation in the unperturbed basis and Ea,b =
Ea − Eb the change of Hpair-energy related to the tran-
sition |ψb〉 → |ψa〉. Note that we have kept terms up
to second order in our small perturbation Hpair because
the effect we are looking for is exactly a second order
transition—It requires at least two applications of Hpair
to move from the left-hand side to the right-hand side in
Eq. (D2). On a related note, lets assume the indices of
Eq. (D3) are such that
|ψ0〉 = |+ + +〉
|ψ1〉 = |− − +〉 ,
and that the initial state of the system is that we are fully
in the |ψ0〉-state, i.e. ca(0) = δa,0. The central question
is then how quickly this population will tend to transfer
to the error-state |ψ1〉, i.e. how quickly c1(t) will tend to
grow as time passes. Plugging the assumptions about the
initial state into the perturbative expansion yields
c1(t) =
1
i~
∫ t
0
[Hchain]1,0 exp
(
iE1,0t
′
~
)
dt′
+
1
(i~)2
∑
b
∫ t
0
∫ t′
0
[
[Hchain]1,b [Hchain]b,0
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× exp
(
iE1,bt
′
~
)
exp
(
iEb,0t
′′
~
)]
dt′′dt′
+O
(
H3chain
)
.
The two states |ψ0〉 and |ψ1〉 are not coupled directly, so
[Hchain]1,0 = 0, and thus the first term vanishes. For the
second term we get two nonzero contributions, namely
|ψb〉 = |S S+〉 and |ψb〉 = |T T +〉. For both of these
contributions, [Hchain]1,b [Hchain]b,0 = −4δ2, meaning
c1(t) ' − 4δ
2
(i~)2
∑
b
∫ t
0
∫ t′
0
exp
(
iE1,bt
′
~
)
exp
(
iEb,0t
′′
~
)
dt′′dt′
= − 4δ
2
(i~)2
∑
b
∫ t
0
exp
(
iE1,bt
′
~
)
~
iEb,0
[
exp
(
iEb,0t
′
~
)
− 1
]
dt′
=
4δ2
i~
∑
b
1
Eb,0
∫ t
0
[
1− exp
(
iE1,bt
′
~
)]
dt′
=
4δ2
i~
∑
b
1
Eb,0
[
t− ~
iE1,b
(
exp
(
iE1,bt
~
)
− 1
)]
,
where we have used that E1,b + Eb,0 = E1 − E0 = 0
because the initial and final states are degenerate with
respect to Hpair. Defining
∆T = 4Jz − 2Jx
∆S = 4Jz + 2Jx ,
we see that three terms emerge:
c1(t) ' − 4δ
2
i~
(
1
∆T
+
1
∆S
)
t
− 8iδ
2
∆2T
exp
(
i∆T t
2~
)
sin
(
i∆T t
2~
)
− 8iδ
2
∆2S
exp
(
i∆St
2~
)
sin
(
i∆St
2~
)
The last two terms represent rapid oscillations in the
population of the error state. However, the prefactors are
only on the order of 1 · 10−5 for the standard parameters
from Fig. 1H. In comparison, the coefficient of the linear
term is 33 kHz, leading to a more sizeable contribution
of about 8.3 · 10−3 during the time TA. Of course, the
probability of the syndrome measurements collapsing the
system to the error state is quadratic in this amplitude,
so only a population on the order of 10−3 % is expected
to be lost at each active correction step. However, over
the course of 100 µs we will have about 400 of these
corrections, meaning the lost fidelity accumulates to about
2.8%. Additionally, an identical analysis reveals a similar
rate of error induced by the process
|+ + +〉 −→ |+ − −〉 .
Thus in total we expect these second-order processes
to be able to reduce the storage-fidelity over 100 µs
by about 5%. Note that a similar process corrupts
|− − −〉 in a completely symmetrical way. Indeed, as
mentioned above, this rigid symmetry implies that the
states 1√
2
(|+ + +〉 ± |− − −〉) should be unaffected by
this error channel. In other words, these second order
processes explain some of the reduced performance of
storing |↑〉L compared to 1√2 (|↓〉L + |↑〉L), though App.
E 1 will reveal that there are other factors at play in this
discrepancy as well. Nevertheless, it would be nice if the
detrimental second-order effects could be suppressed. As
we will now see, one way to do this is to take advantage
of the first-order term in Eq. (D4). In the calculations
above, this term vanished due to the fact that there was
no direct couplings between the initial and final states.
However, adding such a direct coupling essentially allow
us to cancel the second-order effects using a weak first-
order effect. Specifically, we consider an additional term
in the Hamiltonian of the form:
Hsup = η δ
2∑
j=1
(
σzA,jσ
z
B,j + σ
z
B,jσ
z
C,j
)
, (D5)
that is, we add a σzσz-style interaction to the chain-
Hamiltonian, with relative strength η compared to the
original contributions. This induces a direct coupling
between the initial and final states:
[Hsup]0,1 = 2 η δ .
Adding this term to our perturbation therefore yields the
following extra first-order term to the analysis above
1
i~
∫ t
0
[Hsup]1,0 exp
(
iE1,0t
′
~
)
dt′ =
2ηδ
i~
t .
To second order no other changes occur as a result of the
new term, and thus we get
c1(t) ' 2δ
i~
[
η − 2δ
(
1
∆T
+
1
∆S
)]
t
− 4iδ
2
∆2T
exp
(
i∆T t
2~
)
sin
(
i∆T t
2~
)
(D6)
− 4iδ
2
∆2S
exp
(
i∆St
2~
)
sin
(
i∆St
2~
)
.
From this we conclude that by setting
η = 2δ
(
1
∆T
+
1
∆S
)
, (D7)
we should be able to cancel the dominant second order
effect. For the parameters used in the main text, this re-
quires η = 5.3 · 10−3. In other words, the new term needs
to be very weak compared to the original interactions in
Hchain . This is not surprising, since our new interaction is
a direct and unsuppressed coupling while the interactions
from Hchain that it needs to cancel only arise as highly
suppressed second-order effects. Note that for implemen-
tations such as superconducting circuits, small couplings
of the σzσz-variety may in fact be unavoidable [52], mean-
ing extra complexity is not necessarily incurred by adding
Hsup to the model, except perhaps through the complex-
ity related to controlling the relative strength compared
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to Hchain. However, proposals for implementations where
this relative strength is tuneable is possible already ex-
ist [53, 54]. Additionally, we see from Eq. (D6) and Fig.
6B and 6C that any value of η between 0 and 1% will lead
to a reduced rate of second order transitions, meaning
limited fine-tuning is required. We are therefore hopeful
that the second-order suppression scheme presented here
may be implementable without too much overhead.
Of course, before any such efforts are undertaken, we
need to sure that the suppression-scheme actually works
and leads to the expected improvements in performance.
Simulation-data showing the effect of η = 5.0 · 10−3 when
otherwise using the parameters from the main text is
depicted on Fig. 6A. As can be seen from this figure,
our suppression scheme indeed manages to improve the
storage-performance for the state |↑〉L, bringing it closer
to the performance related to the state 1√
2
(|↓〉+ |↑〉).
Specifically, the T1 is increased from 178.7 ± 0.2 µs to
215.8± 0.4 µs.
To further illustrate the validity of the considerations
above, further simulations were performed using different
values of η between 0 and 1%. The coherence times and
final storage-fidelities extracted from these simulations are
depicted on Fig. 6B and 6C. From these figures, we see
that the value of η calculated above using perturbation-
theory very closely matches the value resulting in the
best storage-performance. In fact, quadratic fits to the
fidelities yield maximas at η = 0.529± 0.002% and η =
0.530± 0.004%, while the coherence times seems to have
a maximum at η = 0.524 ± 0.003—all values in very
good agreement with the perturbation-theory value of
η = 0.527. Additionally, the simulations allow us to
estimate improvement to storage-fidelity and coherence
time achievable for the default parameters when applying
the second-order suppression scheme. Specifically, we see
that T1 can be improved by 37.2± 0.8 µs without altering
the T ∗2 -time at all, and that the storage fidelity of the state
|↑〉 after 100 µs can be improved by 3.51± 0.06%, which
is close to the ∼ 5% improvement we were hoping to be
able to achieve by correcting for second-order processes.
2. AC Stark Shifts
As explained in A, the effects of the driving are con-
strained through detuning due to the fact that the scale
of the pairwise interaction Hamiltonian Hpair is much
larger than the scale of the driving Hamiltonian Hd, i.e.
A  Jx, Jz. However, as illustrated in App. D 1 above,
this suppression works best at suppressing first order tran-
sitions. Indeed, as illustrated in this section, combining
two first order transitions into a second order effect al-
lowed us to start and end in states that are not detuned
from each other, and thus to escape the effects of detuning
at the cost of a significantly reduced coupling strength.
While App. D 1 focused on second order processes with
differing start- and end-points, i.e. transitions, it is also
possible for second order processes to start and end at
the same state. In this case, the result is a shift in the
energy of the corresponding state, known as the AC Stark
shift. In the case of our encoding into the states |±〉,
such a shift could be problematic. After all, our driving
Hamiltonians leave states of the form |↑ ↑〉 |↓〉 completely
untouched:
Hd(t) |↑ ↑〉 |↓〉 = 2A
(
σ+2 σ
z
S + σ
−
2 σ
−
S
)
cos (ωt) |↑ ↑〉 |↓〉
= 0 ,
while it does induce couplings for the state |↓ ↓〉 |↓〉:
Hd(t) |↓ ↓〉 |↓〉 = 2A
(
σ+2 σ
z
S + σ
−
2 σ
−
S
)
cos (ωt) |↓ ↓〉 |↓〉
=
√
2A cos (ωt) (|T 〉 − |S〉) |↑〉
In other words, the |↓ ↓〉 |↓〉-state is susceptible to AC-
Stark shifts while the state |↑ ↑〉 |↓〉 is not, leading to
differing energies of these states and thus to oscillations
between the two states
|±〉 |↓〉 = 1√
2
(|↑ ↑〉 ± |↓ ↓〉) |↓〉 .
Since flipping these signs is equivalent to a phase error,
the effect of the AC-Stark shift will be to introduce an
effective additional contribution to the phase noise of the
driven qubit pairs, i.e. to the two pairs at the ends of the
3-pair chain of the scheme presented in the main text.
In order to determine the severity of this problem, the
magnitude of the Stark shift is estimated using second
order pertubation theory. Specifically, consider a system
that evolves under a Hamiltonian of the form
H(t) = H0 + H˜ cos (ωt) ,
with H0 and H˜ time-independent and the magnitude of
the driving-term H˜ small compared to the magnitude
of H0. Additionally, consider an eigenstate |ψa〉 of H0
with the property that the driving-term only couples it
off-resonantly to the other H0-eigenstates {|ψk〉}k, and
where 〈ψa| H˜ |ψa〉 = 0. The Stark shift of such a state as
a result of the driving term can then be written on the
form [51]
∆Ea = −1
2
∑
k 6=a
∣∣∣〈ψk| H˜ |ψa〉∣∣∣2 Ek − Ea
(Ek − Ea) 2 − ~2ω2 ,
where Ek is the unperturbed energy of the state |ψk〉, i.e.
H0 |ψk〉 = Ek |ψk〉 .
Applying this expression to a system consisting of a qubit-
pair coupled to a shadow qubit through the Hamiltonians
H0 = Jx (σ
x
1σ
x
2 + σ
y
1σ
y
2 ) + Jzσ
z
1σ
z
2 + ΩSσ
z
S
H˜ = 2A
(
σ+2 σ
z
S + σ
−
2 σ
−
S
)
ω± =
ΩS + 2Jz ± Jx
~
,
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i.e. considering one of the end qubit-pairs in isolation,
gives a shift of the state |↓ ↓〉 |↓〉 of
∆E± =
A2
4
(
ΩS − 2Jz ± Jx
2Jz (ΩS ± Jx) +
ΩS − 2Jz ∓ Jx
ΩS (2Jz ± Jx)
)
.
Plugging in the parameter-values of Fig. 1H, this gives
∆E+ = 4.4 kHz× 2pi~ ∆E− = 5.9 kHz× 2pi~ ,
corresponding to oscillations in the |±〉-subspace with
periods of
T+ = 230µs T+ = 170µs
depending on whether the S- or T -correcting driving is
applied. These predictions are borne out by simulations
of the system.
To give an estimate of how severe an effect such oscil-
lations have on our error correction scheme, lets consider
the probability that a state originally in the state |+〉 |↓〉
is still in this state after a time t. Simple quantum me-
chanics predicts that this is given by
P±(t) =
∣∣∣∣cos(pi tT±
)∣∣∣∣2 . (D8)
The reasonable thing to compare this effect to is the
dephasing effects due to noise. These would reduce the
probability as
P (t) =
1
2
(
1 + e−
t
T
)
. (D9)
with the dephasing from the simulations in the main
text happening on the timescale T = 20 µs. Thus by
comparing equations (D8) and (D9), we can extract an
effective dephasing timescale Teff:
1
2
(
1 + e
− tTeff,±
)
=
∣∣∣∣cos(pi tT±
)∣∣∣∣2
=⇒ Teff,± = −t
log
(
2
∣∣∣cos(pi tT±)∣∣∣2 − 1) .
The interpretation of this effective timescale is that it
is the timescale that phase-noise would need to have in
order to be able to corrupt the stored |+〉-state as much
as the unitary dynamics do given the same amount of
time t. The relevant timescale in which both noise and
unitary dynamics are allowed to run rampant must be
the time between active correction steps, i.e. t = 0.25 µs.
Plugging this into the expressions above yields an effective
timescale of the Stark-shift induced dephasing of
Teff,+ = 11 ms Teff,− = 5.9 ms .
Thus, the dephasing due to the Stark effect happens on
a timescale that is almost 3 orders of magnitude longer
than the dephasing resulting from the noise affecting the
individual qubits. In other words, it does not add a
significant contribution to the phase-errors that our code
needs to correct, and can to good approximation simply
be ignored.
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Fig. 6. Suppression of second-order transitions. (A) Storage fidelity for the state |↑〉 as a function of time
when suppression of second order effects detailed in App. D 1 is either enabled (black) or not enabled (red). For
reference, the corresponding time-evolution of the storage fidelity for the state 1√
2
(|↓〉+ |↑〉) is plotted as well (blue).
The parameters used in the simulations are the same as those used in the main text (See Fig. 1H), except in the case
of the black line for the addition of the interaction (D5) with a strength η = 0.005. (B) Dependency of the coherence
times T1 and T
∗
2 on the strength η of the interactions suppressing second-order effects. Vertical lines mark both η = 0
and the ideal value of η as predicted by Eq. (D7). Additionally, the plots contain fits to the data of quadratic form.
These fits are mostly to guide the eyes, though they were also used to extract a few key metrics used in the discussion
at the end of App. D 1. (C) Plot of the storage fidelity for the states |↑〉 after 100 µs or 200µs as a function of the
strength of the second-order suppression scheme from App. D 1. As in (B), η-values of zero and the value from Eq.
(D7) are marked, and simple fits to the data are added to guide the eyes.
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Appendix E: Scaling of Performance with Key
Parameters
While App. C provided information on how the per-
formance of the scheme scales with the overall strength
of the applied error correction, it did not comment on
how the performance of the scheme depends on a pair
of parameters of key practical importance, namely the
coherence times of the underlying physical qubits and
the frequency with which the active correction-steps can
be applied. In this section, these dependencies are inves-
tigated, resulting in estimates for the tolerances of the
scheme with respect to these parameters, as well as some
further insights into the dominant residual errors affecting
different logical states.
1. Dependency on TA
A central question in schemes that rely on repeated
measurements is how often these measurements need to
be performed in order for the scheme to work. After
all, there is a limit to how often it is feasible to perform
measurements in many architectures—Indeed, the diffi-
culty of performing frequent measurements was a central
part of the motivation for using autonomous correction-
methods in the first place. A reasonable question to
ask is therefore how the lifetime of encoded information
scales when the time TA between the measure-and-correct
steps is varied. Additionally, it tuns out that answering
this question will also uncover some surprising properties
of the scheme, as well as help elucidate why the opera-
tor g0 = (Z)(ZZZZZZ)(Z) is preferable to the simpler
operator g0 = (I)(ZZZZZZ)(I).
To investigate the questions above, simulations similar
to those presented in the main text were performed for
different values of TA, with all other parameters fixed
to the values given in Fig. 1H except for a rescaling
of A by 75% to improve storage of |↑〉L (see Fig. 7D).
From these simulations, the decay lifetimes and the initial
fidelity-loss was then extracted using the methods ex-
plained in App. C 2. The main results from this process
are given in Fig 7. From these data we ascertain two
things. Firstly, we see that the storage-performance for
the state |↑〉L decays as you increase the time between
corrections and thus allow more and more errors to ac-
cumulate. In other words, successfully storing this state
requires corrections to happen as frequently as possible.
Surprisingly, however, the opposite trend seems to be in
effect for the state 1√
2
(|↓〉+ |↑〉)L. For this state, the
coherence time seems to increase the longer you wait be-
tween active correction-steps. Of course, the escalating
initial loss of fidelity during the first few microseconds
probably renders this effect impractical to use (see Fig.
7C), but from a fundamental standpoint it seems odd that
less frequent correction should result in the accumulation
of fewer errors instead of more. The explanation for this
effect seems to require two insights. Firstly, consider the
state 1√
2
(|↓〉+ |↑〉)L:
1√
2
(|↓〉+ |↑〉)L =
1√
2
(|+ + +〉+ |− − −〉) .
In the event of photon-losses, the autonomous dynamics
would partially remove this error and partially convert it
into phase-errors, i.e. it would introduce components of
the form:
1√
2
(|− + +〉+ |+ − −〉)
1√
2
(|+ + −〉+ |− − +〉) . (E1)
If we assume that active corrections are rare, all three
of these components would be allowed to survive for a
significant amount of time, and thus further errors could
occur. Another photon loss followed by a correction would
then introduce a new component
1√
2
(|− + −〉+ |+ − +〉) (E2)
as well as shuffle the population around among the three
other components. Similarly, phase errors would also
shuffle between these four states. In fact, the only way to
exit the subspace spanned by the four states would be to
experience multiple decays within the ∼ 1.5 µs time-frame
that it takes for the autonomous correction to operate.
As long as this does not happen, the large degree of
symmetry in how the autonomous correction treats |+〉
and |−〉 guarantees that we stay within the subspace.
But looking at each of the four contributing states, we
see that they are all corrected back to 1√
2
(|↓〉+ |↑〉)L
by the measure-correct step detailed in the main text.
In other words, allowing a long time to pass between
active corrections will result in more population being
picked up by the states in (E1) and (E2), but this will not
matter—As soon as we actually do the active correction
step, this population will all be corrected back into the
original, errorless state anyway. This explains how both
1√
2
(|↓〉+ |↑〉)L and 1√2 (|↓〉 − |↑〉)L tend to be immune to
detrimental effects of long TA-times. Contrast this with
the state
|↑〉L = |− − −〉
which will tend to pick up components of the form
|+ − −〉 |− + −〉 |− − +〉 (E3)
from a single error, and components of the form
|+ + −〉 |− + +〉
|+ − +〉 |+ + +〉 (E4)
from multiple errors. Of these components, only the
ones in (E3) are corrected back to the initial state by an
active correction step, while the others would instead be
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mapped to the state |↓〉L = |+ + +〉. In other words, the
active correction needs to be applied before a second error
can occur, otherwise the active correction inadvertently
introduce a σxL-operation on the state |↑〉L. As a result,
quick correction, and thus low TA, is highly beneficial to
the storage of this state.
A convenient way to summarize the results above is to
think of the residual errors of the logical qubit as consist-
ing mainly of σxL-like noise which can be suppressed by
short TA’s, or which could alternatively be dealt with by
concatenating the hybrid-code with a bit-flip code like
the 3-qubit repetition code [42, 55]. From this and the
more detailed considerations above, it is no longer sur-
prising that the coherence time of 1√
2
(|↓〉+ |↑〉)L is not
adversely affected by long TA-times while the coherence
time of |1〉L is. However, what we observe from Fig. 7A
is that storage of 1√
2
(|↓〉+ |↑〉)L is not just unaffected
by large values of TA, but actually seems to benefit from
them. To see why this is the case, we first note that the
problem persists even if the correction-step is switched off,
indicating that the detrimental effect to the performance
stems from the measurement-part of the measure-correct
steps. This indicates that the decreased performance for
low values of TA may be the result of quantum-Zeno ef-
fects interfering with the autonomous correction [56]. To
investigate this possibility further, a set of simulation of
how the system behaves when starting in the error-state
1/
√
2 (|T + +〉+ |T − −〉) was run. To simplify the in-
terpretation of the dynamics, all other noise-channels than
the ones related to the shadow qubits were switched off.
Since the property that we are interested in investigat-
ing is how the autonomous correction is influenced by
measurements related to the active error correction, so
a reasonable quantity to look at is the population of the
error states, i.e. the subspace spanned by the states
1√
2
|0〉 (|T + +〉+ |T − −〉) |0〉
1√
2
|0〉 (|+T +〉+ |−T −〉) |0〉 Loss errors (E5)
1√
2
|0〉 (|+ + T 〉+ |− − T 〉) |0〉
1√
2
|0〉 (|+ + 11〉+ |− − 11〉) |1〉 ,
as well as the populations of the corrected state and the
state where the T -error has been converted to a phase-
error:
1√
2
|0〉 (|+ + +〉+ |− − −〉) |0〉 Corrected (E6)
1√
2
|0〉 (|+ + −〉+ |− − +〉) |0〉 Phase error (E7)
A sample simulation showing the evolution of these
populations is shown on Fig. 8A. During the evolu-
tion depicted on this figure, combined measurement- and
correction-steps are applied after every microsecond. Com-
paring this reference evolution to similar evolutions where
additional measurements are inserted (see Fig. 8B), we
see that the measurements indeed seem to disturb the
dynamics slightly, leading to an increased population of
the error states and a decreased population of the cor-
rected states. Since the error states are the ones that can
potentially lead to corruption of the encoded information
when additional errors take place, it makes sense that
an increased population in these states would result in
a decreased coherence time. Note that from a physical
standpoint, these effects do make sense—by observing
g0, we are repeatedly detecting if the system is in the
subspace of loss-error states (i.e. (E5)) or in the subspace
of the dephased and corrected states (i.e. (E6) and (E7)).
From quantum-Zeno considerations [56], we would expect
such observations to freeze dynamics in place and inhibit
transitions from one of these subspace to the other. In
other words, the repeated measurements inhibit the de-
cays responsible for correcting our error, resulting in the
increased population in the error states and a decreased
population in the corrected states that we observe. Look-
ing at Fig. 8B, we see that this is a relatively small effect,
even for the rapid 16 MHz measurement-rate used in this
figure. Nevertheless, a quick order-of-magnitude estimate
shows that the effects observed on Fig. 8B should indeed
be able to result in decreases in fidelity of the magni-
tude observed on Fig. 7C. Specifically, since each qubit
decays about once every 40 µs, we would expect photon-
loss errors in the six qubits to occur at a rate of about
R = (6/40)µs−1. After each decay, there is a period
of about half a microsecond where there is an increase
of population in susceptible states of about 0.3%. The
risk that a decay occurs for this population during that
0.5 µs window must be about P ' R · 0.5 µs, leading to
a population-loss of 0.4% · P . Thus we can estimate the
rate at which additional corruptions occur as
R · 0.3% · P = R2 · 0.5µs · 0.3% ,
and thus the total amount of lost fidelity over 200 µs will
be
R2 · 0.5 µs · 200 µs · 0.3% ' 1% .
The actual observed decrease in fidelity at the top of the
active-correction spikes for these parameters is approxi-
mately 5%. In other words, the effect of the additional
population in the error states has the right order of mag-
nitude. However, the effect does not seem quite severe
enough to be the sole explanation for the decrease in
fidelity—at least if our crude estimates are to be believed.
Thus it is likely that another mechanism exist which con-
tributes to the corruption of encoded information in a
similar manner. A promising candidate for this would
be logical dephasing, i.e. the accumulation of population
in states similar to those in (E5), (E6) and (E7), but
with the relative sign of the two components in these
expressions reversed. Indeed, simulations show that the
repeated measurements results in an ever-increasing addi-
tional population in these logically dephased states (see
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Fig. 8C). While the rate of accumulation is relatively
slow (about 0.01 %µs ), the long 200 µs timescales involved
in the storage of information in our scheme could result
in this effect giving rise to a 1− 2% decrease in fidelity,
and thus to decoherence on the same scale as the effect
investigated above.
One thing to note is that the degree to which the mea-
surements impact the dynamics depends strongly on the
type of measurements performed. As explained above,
the process inhibited by the repeated measurements of
g0 = (Z)(ZZZZZZ)(Z) is the decay of the shadow qubit.
However, it is in principle possible to operate the er-
ror correction code with a reduced form of the operator,
namely g0 = (I)(ZZZZZZ)(I). In this case, the transi-
tion from g0 = −1 to g0 = +1 would happen already at
the oscillations
|↓〉 |± ± T 〉 |↓〉 ↔ |↓〉 (|± ±+〉+ |± ± −〉) |↑〉
rather than at the shadow-qubit decay. This oscillation
occurs on the timescale pi~A√
2
= 0.35 µs, which is relatively
long compared to the timescale TS = 0.08 µs of shadow-
qubit decay. Since slower dynamics are expected to suffer
more severely from Zeno-effects, we therefore expect this
version of the scheme to suffer more heavily when fre-
quent measurements are introduced—a prediction which
is confirmed by the plot on Fig. 8D.
To sum up, it seems reasonable to expect the
storage-performance of the state 1√
2
(|↓〉+ |↑〉)L to be
relatively independent of TA, because as long as the
autonomous correction works as it should, this state will
be immune to the errors that result from large values
of TA. However, as we have seen above, performing
frequent measurements disturbs the dynamics responsible
for the autonomous correction, leading to both a slower
correction of errors and an increased rate of logical
dephasing. Combining these two facts explains the
trend for 1√
2
(|↓〉+ |↑〉)L-storage depicted in Fig. 7A.
In contrast, |↑〉L is highly sensitive to additional errors
occurring before an active correction-step, meaning
low TA-values are a required to store this state well.
Additionally, it is not sensitive to logical dephasing,
and is thus immune to part of the detrimental effects
of frequent measurements. Combining these facts fully
explain the data depicted on Fig. 7A. Finally, we have
concluded that the choice of operator for g0 has a large
influence on the severity of any quantum Zeno effects,
and thus motivated the choice of g0 made in the main text.
2. Scaling with Coherence Times of Physical
Qubits
As we have seen in previous sections, the dynamics
related to the autonomous correction is not infallible, but
tends to introduce small errors on its own through small
second-order effects, as well as a small amount of logical
dephasing when combined with the measurements of the
measure-correct part of the scheme. A central question is
the combined severity of these effects. Since the resulting
decoherence will persist even as the coherence times of
the physical qubits are scaled up, a way to quantify this
severity is to look at how the storage-performance of the
scheme depends on the coherence times of the underlying
physical qubits. Simulations investigating this question
are depicted on Fig. 9. On this figure, Fig. 9A and 9B
depict how the coherence times of the encoded logical
qubit change as the rate of physical errors are scaled
down. Specifically, each data-point represents the coher-
ence times (T1)
L and (T ∗2 )
L of the logical qubit when the
rate of photon-loss errors γ1 =
1
T1
and the rate of dephas-
ing errors γφ =
1
Tφ
of the physical qubits are rescaled by
a factor κ ∈ {0.4, 0.6, 0.8, 1.0}. For the red datapoints, no
adjustments were made to the scheme except this rescal-
ing of the errors. However, as can be seen from Fig. 9A
and 9B, this leads to the coherence times of the scheme
saturating at about 600 µs even in the limit where the
coherence times of the physical qubits reach 100 µs. To
improve upon this, we used the fact that progressively
lower physical error rates require progressively weaker
active correction. Thus by slowly decreasing the strength
of the driving-parameter A (and hence also δ) in tandem
with the reduction of physical error rates, the rate of
problematic transitions induced by the autonomous driv-
ing can be kept in check while still providing sufficiently
quick autonomous correction to combat the reduced error
rates. The resulting performance is depicted in green on
Fig. 9. Finally, a small additional improvement could
be achieved by adding the protection from second-order
processes detailed in App. D 1, leading to the blue data-
points on Fig. 9. For reference, the plots also contain the
physical-qubit lifetimes:
(T1)
P (κ) =
40 µs
κ
(T ∗2 )
P (κ) =
26.6 µs
κ
and a theoretical estimate of how the coherence times are
expected to increased based on how they depend on the
strength of the parameters of the autonomous scheme.
This prediction is based on the realization that rescaling
the unit of time [t] as follows:
[t′] =
1
κ
[t]
results in the unit-less numerical values representing the
coupling-strengths of the scheme having to be rescaled by
a similar factor, since they essentially represents oscilla-
tion frequencies:
J˜ ∼ oscillations
[t]
=
1
κ
oscillations
[t′]
∼ 1
κ
J˜ ′ .
Here, we have used a tilde to signify the fact that these
are the unitless quantities used in the simulation. Thus a
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rescaling of the unit of time results in a rescaling of the
entire Hamiltonian related to the autonomous part of the
correction:
H˜ ′ =
1
κ
H˜ ,
In a similar vein, the change of units results in a rescaling
of the decay-rates:
γ˜′1 =
1
κ
γ˜1
γ˜′φ =
1
κ
γ˜φ
γ˜′S =
1
κ
γ˜S .
In contrast, TA is rescaled as:
TA = T˜A [t] = T˜
′
A [t
′] =
1
κ
T˜ ′A [t]
⇒ T˜ ′A = κT˜A .
Note that all of these rescalings cannot have any influ-
ence on the actual physical results from the simulation,
since they simply represent a different choice of units.
As a result, any physical time-scale T that we extract
from running simulations with a given set of parameters
{H˜, γ˜1, γ˜φ, γ˜S , T˜A} must fulfil
T (H, γ1, γφ, γS , TA) = T˜
(
H˜, γ˜1, γ˜φ, γ˜S , T˜A
)
[t]
= T˜
(
H˜ ′, γ˜′1, γ˜
′
φ, γ˜
′
S , T˜
′
A
)
[t′] ,
which results in the relation
T˜
(
H˜, κγ˜1, κγ˜φ, γ˜S , T˜A
)
=
1
κ
T˜
(
1
κ
H˜, γ˜1, γ˜φ,
1
κ
γ˜S , κT˜A
)
.
Now, we arrived at this result by imagining a rescaling of
units, but the above property must hold no matter the
reason that the input-parameters are rescaled. In other
words, the above also holds if the unit of time is fixed
but the physical parameters of the model are changed,
meaning we are allowed to conclude:
T (H,κγ1, κγφ, γS , TA) =
1
κ
T
(
1
κ
H, γ1, γφ,
1
κ
γS , κTA
)
What we see from this is that a rescaling of the error-rates
of the physical qubits by κ can be related to a rescaling of
the strength of the autonomous correction by 1κ through
a rescaling of the hQEC-scheme by 1κ :
H → 1
κ
H
γS → 1
κ
γS
TA → κTA .
In other words, we have found a precise relation between
the effects of scaling the strength of error correction and
the effects of scaling the strength of single-qubit errors.
since (T1)
L and (T ∗2 )
L are both physical timescales ex-
tracted from our simulations, the scaling-result applies
to both of these quantities. Given a lot of data has al-
ready been gathered about the scaling of coherence times
when the strength of correction is changed (see App. C 1),
this allows us to give a theoretical estimate for how the
coherence times are expected to scale as a function of κ.
Specifically, fits yield
(T1)
L
(
1
κ
H, γ1, γφ,
1
κ
γS , κTA
)
' (78 µs) 1
κ
+ 29 µs
(T ∗2 )
L
(
1
κ
H, γ1, γφ,
1
κ
γS , κTA
)
' (144 µs) 1
κ
+ 134 µs ,
and thus
(T1)
L (H,κγ1, κγφ, γS , TA) ' (78 µs) 1
κ2
+ (29 µs)
1
κ
(T ∗2 )
L (H,κγ1, κγφ, γS , TA) ' (144 µs) 1
κ2
+ (134 µs)
1
κ
.
It is these trendlines that are depicted on Fig. 9A and 9B.
Note that while the data fitted to yield these estimates
were all in the range κ ∈ [0.8, 2.0], the model seems to fit
well with blue and green data points even for much lower
values of κ.
With the content of Fig. 9A and 9B now explained in
detail, what can we actually conclude from this figure?
With respect to the T1-time of the encoded qubit, we see
that this follows the theoretical prediction very well once
the driving-strength is adjusted, which indicates that the
scheme still works in essentially the same way for the
low physical error-rates as for the larger error rates from
which the theoretical prediction was extracted. In other
words, it does not seem that the errors induced by the
scheme itself dominates until at values of κ lower than the
0.4 reached in our simulations. With respect to the actual
coherence times, we see a steady increase as the lifetimes
of the physical qubits are increased, culminating in a
T1-time of 970 µs in the situation where (T1)P = 100 µs
and (T ∗2 )
P
= 66 µs. Similarly, we see that milli-second
coherence times can also be reached with respect to T ∗2 ,
but that these data display a larger deviation from the
predicted behaviour, indicating that performance may
be saturating for κ less that 0.4 due to the second order
transitions and quantum-Zeno effects mentioned at the
beginning of this section. Nevertheless, coherence times
on the order of a millisecond should be achievable for our
scheme given physical qubits of sufficiently high quality.
While the above considerations gives a good idea of
the absolute level of performance one can hope to extract
from the code, another important question is how large
of an improvement the scheme provides compared to a
single physical qubit with a similarly increased coherence
time. After all, it is the improvement compared to an
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uncorrected qubit that is the central figure of merit for
any error correction scheme. In Fig. 9C and 9D, we
therefore plot the ratio between the coherence time of the
scheme and that of a single physical qubit. As can be
seen from this plot, this ratio actually increases as the
error rates of the physical qubits are decreased, indicating
that the coherence times of the error-correction scheme
increase more rapidly than those of the physical qubits. Of
course, in the limit κ = 0 the single qubit will have infinite
coherence time while second order processes will result in
our scheme having a finite coherence time, meaning the
ratio of coherence times should tend to zero in this limit.
As a result, the increasing ratio with decreasing κ cannot
hold for very small values of κ, a fact already indicated
by the T ∗2 -data. Nevertheless, we see that the scheme can
provide improvements to coherence times of more than
an order of magnitude if given access to sufficiently good
physical qubits
Note that the theoretical predictions for the ratios
actually says a lot about the capabilities of the correction
schemes. Specifically, since(
(T1)
L
(T1)P
)
(κ) ' 4.9 1
κ
+ 0.72(
(T ∗2 )
L
(T ∗2 )P
)
(κ) ' 5.3 1
κ
+ 4.9 ,
we see that our scheme will tend to provide an improve-
ment to T ∗2 -times of about a factor 5 even in the presence
of strong noise, while improvements to T1-times are more
fragile towards noisy physical qubits, and for sufficiently
strong noise may degrade to the point of having worse
relaxation-time than a single physical qubit.
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Fig. 7. Performance-scaling with frequency of active correction. (A) Characteristic timescales for the
storage of the states |↑〉 and 1√
2
(|↑〉+ |↓〉) as a function of the time TA between active correction steps. Data for two
different parameters sets are used, corresponding to the default parameters used in the main text (”Default A, δ”) and
parameters where the parameters A and δ have been rescaled to 75% of their default value in order to improve storage
of the |↑〉-state. (See Fig. 5A and (C) for further details). (B) The initial fidelity-loss as a function of TA for the same
states as parameters as those used in (A). (C) Comparison of the storage-fidelity as a function of time when the state
1√
2
(|↓〉+ |↑〉)L is stored using either two different values of TA. (D) Data used to generate (A) and (B).
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Fig. 8. Quantum-Zeno effects from repeated measurements. (A) Population in the loss-error states of (E5)
(red), the phase-error states of (E6) (yellow), and the corrected state (E7) (green) as a function of time when the
system is initialized with an error and allowed to evolve without noise and decays in the data qubits. The parameters
used are the same as in the main text except the time between corrections (TA) is 1µs. (B) Changes in the
populations of the three classes of states introduced in (A) as a result of 15 additional equally spaced measurements
being inserted between each correction-step. (C) Changes in populations of the logically dephased versions of the
subspaces introduced in (A) due to the same increase in measurement-frequency as in (B). Note the change in scaling
of the population-axis compared to (B) and (D). (D) A plot of the same quantities as in (B), but for a scheme where
the reduced operator g0 = (I)(ZZZZZZ)(I) is used instead of the operator g0 = (Z)(ZZZZZZ)(Z) used in the rest
of the paper.
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Fig. 9. Scaling of coherence times with the quality of the underlying physical qubits. (A and B)
Coherence times for a logical qubit encoded using the scheme from the main text when the error-rates of the physical
qubits are rescaled by a factor κ. The plots contain data from both a scheme with parameters fixed to those of Fig.
1H (red), a similar scheme where the driving-strength A is adjusted for better performance (green), and a scheme
where this adjustment is combined with the protection from second-order processes detailed in App. D 1 (blue). For
reference, the lifetime of the physical qubits is added, as well as a theoretical prediction of the performance of the
scheme (see App. E 1 for details). (C and D) A plot of the same information as depicted on (A) and (B), except all
coherence times are measured relative to the corresponding coherence time of a single physical qubit.
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