Equi-chordal and equi-isoclinic tight fusion frames (ECTFFs and EITFFs) are both types of optimal packings of subspaces in Euclidean spaces. In the special case where these subspaces are one-dimensional, ECTFFs and EITFFs both correspond to types of optimal packings of lines known as equiangular tight frames. In this brief note, we review some of the fundamental ideas and results concerning ECTFFs and EITFFs.
INTRODUCTION
In various settings, the following problem arises: given a d-dimensional Hilbert space H, and positive integers c and n with c ≤ d, how should we choose n subspaces {U j } n j=1 of H, each of dimension c, such that the minimum pairwise distance between these subspaces is as large as possible? That is, what are the optimal ways of packing n points in the Grassmannian space that consists of all c-dimensional subspaces of H? This is the central problem of a seminal paper by Conway, Hardin and Sloane. 4 Of course, the answer here depends on how we define the distance between two such subspaces. One popular choice is to let P j : H → H be the orthogonal projection operator onto U j , and to define the chordal distance between U j and U j to be
times the Frobenius (Hilbert-Schmidt) distance between their projections. In that setting, our goal is to maximize dist 
Much previous work on this problem focuses on the special case where c = 1. In this case, letting ϕ j be any unit vector in the 1-dimensional subspace U j , we have P j = ϕ j ϕ * j and, as detailed in a later section, (1) becomes
That is, our goal in this case is to choose unit vectors {ϕ j } n j=1 in H of minimal coherence max j =j | ϕ j , ϕ j |. Here, the Welch bound 12 states that for any positive integers n ≥ d, any unit vectors {ϕ j } n j=1 in H satisfy
Moreover, it is well-known 11 that {ϕ j } n j=1 achieves equality in this bound if and only if it is an equiangular tight frame (ETF) for H, namely when the value of | ϕ j , ϕ j | is constant over all j = j (equiangularity) and there exists α > 0 such that n j=1 | ϕ j , x | 2 = α x 2 for all x ∈ H (tightness).
In this short paper, we review some known results about these concepts, including how the Welch bound (2) generalizes in the c > 1 case to the simplex bound of Conway, Hardin and Sloane, 4 which itself arises from a classical result by Rankin. 10 Nearly all of these ideas are taken from Conway, Hardin and Sloane, 4 or from more recent investigations into these same ideas, notably an article by Dhillon, Heath, Strohmer and Tropp, 5 as well as one by Kutyniok, Pezeshki, Calderbank and Liu.
As we shall see, in order to achieve equality in the simplex bound, a sequence {U j } n j=1 of c-dimensional subspaces of H is necessarily a tight fusion frame, 2 that is, there necessarily exists α > 0 such that n j=1 P j = αI. In particular, {U j } n j=1 achieves equality in the simplex bound if and only if it is an equi-chordal tight fusion frame (ECTFF) for H. 7 Refining that analysis leads to equi-isoclinic subspaces, 8 and in particular, to equi-isoclinic tight fusion frames (EITFFs). In the special case when c = 1, both ECTFFs and EITFFs reduce to ETFs.
In the next section, we introduce the notation and basic concepts that we will need. In Section 3, we review some classical results of Rankin 10 concerning optimal packings of points on real unit spheres. Conway, Hardin and Sloane used these results to prove their simplex bound and orthoplex bound, and we review their approach in the fourth section. In Section 5, we provide a streamlined proof of the simplex bound, and use it to explain why ECTFFs and EITFFs are the optimal solutions to two variants of the subspace packing problem. In the final section, we interpret ECTFFs and EITFFs in terms of the principal angles between two subspaces.
PRELIMINARIES
Let H be a d-dimensional Hilbert space over a field F which is either R or C. The synthesis operator of a finite sequence of vectors {ϕ j } n j=1 in H is the operator Φ : F n → H, Φy := n j=1 y(n)ϕ j . Its adjoint is the analysis operator Φ * : H → F n , (Φ * x) = ϕ j , x where the inner product here is taken to be conjugate-linear in its first argument. In the special case where H = F d , which here is always assumed to be equipped with the standard (complex) dot product, Φ is the d×n matrix whose jth column is ϕ j , and Φ * is its conjugate-transpose. Composing these two operators gives the corresponding frame operator ΦΦ * :
A sequence of unit vectors {ϕ j } n j=1 in H is equiangular if there exists β ≥ 0 such that | ϕ j , ϕ j | 2 = β for all j = j ; to clarify, under this definition, it is not the vectors themselves that are necessarily equiangular, but rather, the lines they span. Meanwhile, {ϕ j } n j=1 is a tight frame for H if there exists α > 0 such that
spans H. In particular, we need n ≥ dim(H). By the polarization identity, {ϕ j } n j=1 is tight with tight frame constant α > 0 precisely when
Here, ϕ * j : H → F is the linear functional ϕ * j x := ϕ j , x that arises as the adjoint of viewing ϕ j as an operator ϕ j : F → H, ϕ j (c) := cϕ j . In the special case where ϕ j is unit norm, the operator ϕ j ϕ * j is the orthogonal projection operator onto the line span{ϕ j }. That is, a unit norm tight frame corresponds to a collection of rank-one orthogonal projection operators which sum to a scalar multiple of the identity operator. In this case, the tight frame constant α is necessarily the redundancy n d of the frame since the diagonal entries of the Gram matrix Φ * Φ are all 1 and so αd = Tr(αI) = Tr(ΦΦ * ) = Tr(Φ * Φ) = n.
When {ϕ j } n j=1 is both equiangular and a tight frame for H we say it is an equiangular tight frame (ETF) for H. As detailed in a later section, being an ETF is equivalent to achieving equality in the Welch bound.
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The theory of unit norm tight frames naturally generalizes to subspaces {U j } n j=1 of H of dimension c > 1. Here, for each j = 1, . . . , n, let Φ j : F c → H be the synthesis operator for an orthonormal basis
is an orthonormal basis for U j implies that Φ * j Φ j = I and that P j = Φ j Φ * j is the orthogonal projection operator onto U j . The Gram matrix Φ * Φ of the nc concatenated vectors {ϕ j,k } n j=1 c k=1 is called a fusion Gram matrix of {U j } n j=1 , and can be regarded as an n × n array of c × c submatrices. Specifically, for any j, j = 1, . . . , n, the (j, j )th block of Φ * Φ is the cross-Gramian Φ *
, and is the sum of the corresponding rank-c orthogonal projection operators {P j } n j=1 ,
Note here that the fusion Gram matrix of a fusion frame is not unique, as it depends on the particular choice of orthonormal basis for each U j . (To be clear, the diagonal blocks of any fusion Gram matrix are all I regardless.) However, the fusion frame operator is unique, as the orthogonal projection operator onto U j is invariant with respect to such choices. More precisely, each Φ j is unique up to right-multiplication by unitary c × c matrices, meaning Φ j Φ * j is unique while Φ * j Φ j is only unique up to right-and left-multiplication by unitaries. Because of this, it is more natural to generalize the notion of a tight frame to this "fusion" setting than it is to generalize the notion of an equiangular frame. Indeed, as noted in the introduction, {U j } n j=1 is a tight fusion frame for H if the corresponding fusion frame operator (3) is αI for some α > 0; in this case taking the trace of this equation gives αd = Tr(αI) = n j=1 Tr(P j ) = nc and so α is necessarily nc d . To generalize equiangularity, we want some way to take the "modulus" of the off-diagonal cross-Gramians Φ * j Φ j that is invariant with respect to left-and right-multiplication by unitaries. As we shall see, there is more than one option here: taking the Frobenius norms of these matrices leads to the notion of equi-chordal subspaces, while taking the induced 2-norms of these matrices leads to equi-isoclinic subspaces.
OPTIMAL PACKINGS ON THE SPHERE
Conway, Hardin and Sloane 4 give two distinct sufficient conditions for a sequence {U j } n j=1 of c-dimensional subspaces of a d-dimensional Hilbert space H to form an optimal packing with respect to the chordal distance (1). These results are often referred to as the simplex bound and orthoplex bound. The traditional proofs of these results depend on Rankin's earlier work concerning optimal packings on real spheres, 10 that is, ways to arrange n unit vectors in R d whose minimum pairwise distance is as large as possible. In particular, the traditional proof of the simplex bound depends on the following concept: is rank(Φ) = n − 1.
Regular simplices are optimal packings on real unit spheres. For example, in R 3 , an optimal packing of two unit vectors consists of a pair of antipodal unit vectors, whereas an optimal packing of three unit vectors consists of three equally-spaced vectors in a great circle, and an optimal packing of four unit vectors forms a tetrahedron, namely regular simplices with n = 2, 3 and 4 vectors, respectively. To prove this formally, note that for any finite sequence {ϕ j } n j=1 of unit norm vectors in a real Hilbert space,
That is, for any such vectors we have − 
We summarize these facts in the following result:
Lemma 3.2. For any finite sequence {ϕ j } n j=1 of unit norm vectors in a real Hilbert space,
where equality holds if and only if {ϕ j } n j=1 is a regular simplex.
We need n ≤ d + 1 in order to achieve equality here: if {ϕ j } n j=1 is a regular simplex that lies in H then n − 1 = span(Φ) ≤ dim(H) = d. For example, the optimal packing of n = 5 unit vectors in R 3 cannot be a regular simplex. In fact, as we now discuss, when n > d + 1 one can prove a bound that is stronger than that given in Lemma 3.2.
In particular, when n > d + 1, we have max j =j ϕ j , ϕ j ≥ 0 for any unit vectors {ϕ j }
As noted by Rankin, 10 equality can be achieved here with 2d vectors by choosing {ϕ j } n j=1 to be an orthonormal basis along with its antipodes, i.e., {±δ j } d j=1 ; such a sequence of vectors is known as an orthoplex.
THE SIMPLEX AND ORTHOPLEX BOUNDS
To obtain the simplex and orthoplex bounds of Conway, Hardin and Sloane, we apply Lemmas 3.2 and 3.3 to the normalized traceless components of orthogonal projection operators. To be precise, let {U j } n j=1 be c-dimensional subspaces of F n where F is either R or C, and for each j = 1, . . . , n, let P j be the n × n matrix which is the orthogonal projection operator onto U j . The operators {P j } n j=1 lie in the real Hilbert space of all d×d self-adjoint matrices; here, the inner product is the Frobenius (Hilbert-Schmidt) inner product A, B Fro := Tr(A * B), and this space has dimension
or d 2 depending on whether F is R or C, respectively. A d × d self-adjoint matrix is traceless if its trace is zero, namely if it lies in the orthogonal complement of I. Since Tr(P j ) = dim(U j ) = c for all j, the traceless component of any P j is
To continue, note
for all j, j . In particular,
for all j, meaning
is a normalized sequence of vectors in a real Hilbert space of dimension
F is R or C, respectively. Moreover, by (5),
for all j, j . As such, applying Lemma 3.2 to {Q j } n j=1 and recalling (1) then gives
). (6) Rearranging this expression gives the simplex bound of Conway, Hardin and Sloane:
If we instead solve for max j =j P j , P j Fro above, we obtain a lower bound on that quantity which is equivalent to the simplex bound (7):
Note that by Lemma 3.2, (7) and (8) hold precisely when {Q j } n j=1 forms a simplex in the space of all (traceless) self-adjoint operators, namely when P j , P j Fro = c(nc−d) d(n−1) for all j = j . Recall this can only happen if
is a tight fusion frame for F
d .
An important fact seemingly overlooked by Conway, Hardin and Sloane is that the simplex bound (7), when equivalently reexpressed as (8) , is a generalization of the Welch bound (2). To see this, note that when c = 1, then for each j = 1, . . . , n we have P j = ϕ j ϕ j where ϕ j is a unit vector in the 1-dimensional subspace U j . Moreover, by cycling a trace (and realizing that the trace of a scalar is itself), we have
for all j, j . As such, in the c = 1 case, (8) (2). This realization inspired the discussion given in the next section; there, we obtain a more direct proof of (8) by generalizing a modern proof of the Welch bound.
To conclude this section, we note that when F = R and n > . In this regime, we can instead apply Lemma 3.3 to {Q j } n j=1 to obtain the following alternative to (6):
In the case where F = C, these same bounds apply when n > d 2 . When rearranged, this yields Conway, Hardin and Sloane's orthoplex bound:
. In the special case where c = 1 and P j = ϕ j ϕ * j for all j, this becomes
a bound met by mutually unbiased bases as well as by other interesting constructions, such as the union of a standard basis and a harmonic ETF arising from a Singer difference set. 
EQUI-CHORDAL AND EQUI-ISOCLINIC TIGHT FUSION FRAMES
In this section, we give an alternative derivation of (8), an inequality that is equivalent to Conway, Hardin and Sloane's simplex bound (7). This is not a new proof per se: it essentially combines the main ideas of the previous section with those of the proof of Lemma 3.2, while eliminating some unnecessary technicalities.
Recall from Section 2, that a sequence {U j } of c-dimensional subspaces of
To continue simplifying, we express the Frobenius norm (entrywise 2-norm) of the fusion Gram matrix in terms of the Frobenius norms of the cross-Gramians {Φ * j Φ j } n j,j =1 , recalling that Φ * j Φ j = I for all j = 1, . . . , n:
Rearranging this inequality yields (8) , namely the inequality that is equivalent to the simplex bound. Moreover, equality in (9) only occurs when both inequalities hold with equality, namely when
is constant over all j = j . Recall our first property here means {U j } n j=1 is a tight fusion frame for F d . Meanwhile, our second property is equivalent to {U j } n j=1 being equi-chordal, namely that the chordal distance between any two distinct subspaces is the same value:
That is, equality in (9) is achieved precisely when {U j } n j=1 is equi-chordal and is a tight fusion frame. We summarize these facts in the following result:
be a sequence of c-dimensional subspaces of F d . For each j = 1, . . . , n, let Φ j be the d × c synthesis operator of an orthonormal basis for U j , and let P j = Φ j Φ * j be the corresponding orthogonal projection operator. Then max
where equality holds if and only if {U j } n j=1 is an equi-chordal tight fusion frame (ECTFF) for F d , namely if and only if both
is a tight fusion frame, namely there exists some α > 0 such that
is equi-chordal, namely there exists some β ≥ 0 such that Tr(P j P j ) = Φ * j Φ j 2 Fro = β for all j = j , or equivalently, that the squared chordal distance 1 2 P j − P j 2 is constant over all j = j .
In this case, α and β are necessarily We now further refine these ideas to obtain another bound that can only be achieved by equi-isoclinic subspaces. Recall that the Frobenius norm of a matrix is the 2-norm of its singular values, while its induced 2-norm is the ∞-norm of its singular values, yielding the following bound: writing A ∈ C c×c as A = UΣV * where U and V are unitary,
Moreover, equality here is only achieved when the singular values {σ k } c k=1 are constant, namely when there exists some σ ≥ 0 such that Σ = σI. As the singular values of A ∈ C c×c are the square roots of the eigenvalues of A * A and AA * , this occurs precisely when A * A = σ 2 I, or equivalently, when AA * = σ 2 I. That is, for any
, and equality is achieved if and only if A is a scalar multiple of a unitary matrix. Note that in this case, the value σ is uniquely determined by the Frobenius norm of A, namely
Fro . Using these ideas, we can continue (11) as
obtaining the lower bound max j =j Φ *
. Here, we have equality precisely when we have equality in (11) and Φ * j Φ j has constant singular values for any j = j . That is, equality in (12) holds precisely when {U j } n j=1 is an ECTFF and there exists σ ≥ 0 such that Φ * j Φ j Φ * j Φ j = σ 2 I for all j = j ; note the value of σ here is independent of j, j , satisfying
. As we now discuss, sequences of subspaces with this special property are themselves a subject of interest.
In particular, a sequence of c-dimensional
Note that conjugating this expression by Φ j gives
for all j = j . Conversely, as we now explain, if there exists some σ ≥ 0 such that the subspaces {U j } n j=1 satisfy (13) for all j = j , then they are equi-isoclinic. Indeed, (13) implies that P j (P j P j −σ 2 I) = 0, meaning the range of P j P j − σ 2 I lies in ker(P j ) = ker(Φ j Φ * j ) = ker(Φ * j ). That is, 0 = Φ * j (P j P j − σ 2 I) = (Φ * j P j Φ j − σ 2 I)Φ * j . Since Φ * j Φ j = I, multiplying this equation on the right by Φ j gives Φ * j Φ j Φ * j Φ j = Φ * j P j Φ j = σ 2 I. We summarize these facts as follows: 
where equality holds if and only if {U j } n j=1 is an equi-isoclinic tight fusion frame (EITFF) for (ii) {U j } n j=1 is equi-isoclinic, namely there exists some σ 2 ≥ 0 such that Φ * j Φ j Φ * j Φ j = σ 2 I for all j = j , or equivalently, that P j P j P j = σ 2 P j for all j = j .
In this case, {U j } n j=1 is necessarily an ECTFF for In the special case where c = 1, ECTFFs are equivalent to EITFFs since the induced 2-norm of a 1 × 1 matrix equals its Frobenius norm. In fact, in this case, both ECTFFs and EITFFs correspond to ETFs: letting {ϕ j } n j=1 be unit vectors chosen from the 1-dimensional subspaces {U j } n j=1 we have P j = ϕ j ϕ * j and Tr(P j P j ) = ϕ * j ϕ j 2 Fro = | ϕ j , ϕ j | 2 .
