From a system theory perspective, p53 network dynamics is interesting since it can exhibit three dynamical modes of p53, namely low-level equilibrium, oscillation, and high-level equilibrium. Each of these modes are associated with different cell fate outcomes: cell survival, cell cycle arrest, and apoptosis. The literature reveals that a high level (apoptosis) is seen only after ending the oscillation phase, so called two-phase dynamics, which provides the decision of apoptosis depending on the oscillation duration. This paper proposes that a negative feedback can keep time by counting the pulses of oscillation to take the decision of apoptosis or cell survival. P53DINP1, which is the mediator of this feedback, is added as a variable to a 2-D oscillator model of the p53 network. The resulting canonical 3-D model successfully replicates the two-phase dynamics. That is, it possesses temporary oscillatory behavior, in which first oscillations (first phase) and then high level state (second phase) are observed. By introducing a new variable to the core oscillator in the p53 network, this study demonstrates that p53 network can be considered a modular structure, which consists of an oscillator and other variables that control this oscillator to contribute to cell fate determination.
Introduction
P53 gene regulatory network responds to Double Strand Breaks (the most deleterious type of DNA damage) by regulating the necessary biological processes such as DNA repair, cell cycle arrest (i.e. the cell stops growing to avoid passing the damaged DNA to baby cells) and apoptosis (i.e. programmed cell death) [1] . Experiments show that these processes are associated with different dynamical modes of p53 concentration level. More specifically: i) Low level of p53 indicates that there is no DNA damage in the cell so the cell can continue its normal cell cycle progression [2] . In other words, the cell may eventually proliferate since there is no DNA damage. ii) Oscillation of p53 level is the indicator of DSBs in DNA [3] [4] [5] [6] . It has been shown that oscillation of p53 level helps to repair DSBs and also causes cell cycle arrest [7] . The oscillation of p53 lasts until the DSBs are repaired, and goes to low level after the repair. However, if the repair takes too long, then the dynamical mode of p53 switches from the oscillation to a high level [8] . iii) High level of p53 triggers apoptosis, thus removing the irreparable cell from the organism [9] [10] [11] .
To regulate the response to DSBs, there are three different dynamical modes (low level equilibrium, oscillations, and high level equilibrium) and three critical mode transitions. The first transition is from low level to oscillations upon the formation of DSBs; the second transition is from oscillations to low level upon the repair of DSBs; and the third transition is from oscillations to high level if the repair takes too long. According to discussions in the literature, there is no direct transition from low level to high level of p53. In other words, p53 level goes to high level Demirkıran et al. A Canonical 3-D P53 Network Model that Determines Cell Fate by Counting Pulses only after an oscillatory phase. This mechanism is considered to be useful due to the fact that it will try to repair DNA damage giving the cell a chance of surviving before taking the decision of apoptosis [3, 8] . In the literature several oscillator models have been proposed based on ATM inhibition of p53 inhibitor Mdm2 [3, 6] . Models based on the feedback loop interaction between ATM and Wip1 dynamics have also been proposed in keeping with experimental studies demonstrating that coaction of ATM and Wip1 is crucial in the regulation of cell cycle checkpoints and apoptosis [6, [12] [13] [14] [15] .
Although oscillatory dynamics of p53 alone have been studied extensively, the study of three dynamical modes of p53 in the same model is restricted to only a few studies [16] . The study in [17] proposes a model that exhibits these modes in a two-phase dynamics fashion in which the high level of p53 (the second phase) is observed only after the oscillation of p53 (the first phase). In the model by [17] , the duration of DSB repair activity determines if there will be a mode transition from the oscillations to high level of p53. In this sense, the model of [17] understands the duration of DSB repair activity by a pulse counting mechanism which counts the pulses of oscillation. If the number of pulses passes a certain value while the repairing process continues, then the decision of apoptosis is made. If the DSBs are repaired before a certain number of pulses are exhibited, then p53 goes to low level and the cell survives.
Although the model by successfully shows these three distinct modes, the intuitive understanding of the model is very hard since the model is 17 dimensional and has too many tuned parameters [17] . Recently, Demirkıran et al. [18] successfully reduced the two-phase dynamics model by into a 2-dimensional model with rational terms, which is capable of showing these three distinct modes when the critical parameters of the model are changed externally [17, 18] . The reduced 2-D model is shown to be a relaxation oscillator model which enhances the understanding of oscillations as well making corrections on the interpretation of the original 17-D model [19] .
Although the reduced 2-D model with rational terms has provided a greater depth of understanding, the terms of the model are too complex [19] . Thus, Demirkıran et al. [18] proposed a simple canonical 2-D model of polynomial type, whose parameters are interpreted from p53 network interactions [20] . This simple canonical 2-D model is also capable of exhibiting 3 distinct modes when the critical parameters of the model are changed externally in the solver algorithm. In the study presented by this paper, we have extended the model in [20] by introducing new variables that automatically manipulate those critical parameters, so that a response in a two-phase dynamics fashion can be obtained. The main goal of this paper is to provide mechanistic insights into the two-phase dynamics and into the pulse counting mechanism. In this regard, our contributions in this paper are as follows:
• We propose a simple 3-D model extending the canonical 2-D model in [20] , which makes the decision of apoptosis by a pulse counting mechanism.
•
The 3-D model which we introduce suggests a new minimal motif as a decision block for gene regulatory networks.
We show that a simple negative feedback (not necessarily a bistable hysteretic switch) can also cause a switching action, thus suggesting a new Oscillation Accumulation Triggered Genetic Switch (OATGS) mechanism.
The outline of the paper is as follows. In Section 2, we introduce the model and how new parameters can be tuned by giving mechanistic insights. In Section 3, we discuss that the introduced model is a new compact motif with the property of coincidence detection. In Section 4, we conclude with an emphasis on the modular perspective of p53 network.
Model Description
The schematic illustration of the interaction between the components of the model are illustrated in Figure 1 . P53DINP1 was introduced as a new component to the ATM*-Wip1 system in [20] to inform ATM*-Wip1 system about the duration of DSB repair activity. The working mechanism of the resulting system is as follows. When there are DSBs in DNA, the repair molecules form complexes with DSBs, so-called DSB-complexes (DSBCs), until the repair finishes. These complexes act as external stimuli that excite the system such that [ATM*] (active ATM level) and [Wip1] oscillate. As [ATM*] oscillates, it promotes the accumulation of P53DINP1 protein, which is revealed as an accumulating component in two-phase dynamics model in another paper [19] . If DSBCs disappear, meaning that DSBs are repaired, then the ATM level goes down. If DSBCs persist long enough then P53DINP1 accumulates to a certain threshold level that cuts off Wip1 feedback loop as illustrated in Figure 1 . Thus, in contrast to the model in [20] , the proposed model in this study responds to DSBs in a two-phase dynamics fashion by considering the duration of oscillations via a pulse counting mechanism. This is not in keeping with the study conducted in [20] in which the response is obtained by manipulating the parameters externally in the solver. In the proposed model ( " is needed to obtain the bistability property of ATM [21, 23] , which can be obtained from a 3 rd order polynomial [24, 25] and also stays for the self-degradation of ATM. Wip1 is known to be a strong inhibitor of ATM [12] . Therefore, the term "-c[ATM*][Wip1]" is included to represent the deactivation property of Wip1. Table 1 ) is constructed with the constant production term "z", a self-degradation term "n", following the steps of [20] in modelling Wip1 feedback loop. Not in keeping with [20] , the constant parameter is replaced by (4) to take P53DINP1 dynamics into account. Also, a new variable (2) are taken from [20] , with one exception, namely that the constant parameter m is replaced by the function m f (P53DINP1). The model in [20] was based on the interaction between ATM* and Wip1 isolated from P53DINP1 effect. The model was capable of exhibiting three distinct modes, namely low level equilibrium, oscillations and high level equilibrium. Following a minimalist approach, the model in [20] was designed not to have p53 as a variable since ATM is the upstream mediator of p53 and oscillations of p53 result from oscillations of ATM as detailed in the references [18] [19] [20] . Thus, [ATM*] was chosen as the representative variable of p53 network dynamics. In our study, we follow the same approach again. Thus, in this minimal approach of modelling p53 network dynamics, p53 is not introduced as a dynamic variable but assumed to follow ATM dynamics. The change in [P53DINP1] can be observed as in Figure 2 . It accumulates over oscillations and distracts Wip1 feedback loop when its level passes above a certain threshold level, which is around 1. Thus, [P53DINP1] functions as a switch when its level passes above a certain threshold level.
Tuning the Parameters for P53DINP1
Equation (3) is a simple example of a negative autoregulation observed in gene regulatory networks [26] . The change of [P53DINP1], i.e. derivative, is equal to the difference between its production due to [ATM*] and self-degradation. 
Negative Feedback Loop Naturally Accumulates over Oscillations as a Counting Mechanism
An important property of a simple negative feedback loop is that it does not decay from an arbitrary state to an initial condition. At the same time, it reaches that arbitrary state if the latter state is smaller than the steady state (Figure 4 ). To make this point, we have solved the below equation for different arbitrary states of T i . Table 1 . (Note that a.u. stands for arbitrary unit) In order to demonstrate this we take [ATM*] as a sine wave and solve the below equation:
where Figure 5 demonstrates that a negative feedback loop can be used as a counting mechanism. It counts the pulses, and after passing a threshold the target network can change the mode. Herein ε determines how fast [P53DINP1] will move towards the threshold while εb determines how fast it will decay. Since b determines the steady state value, with a proper guess we guarantee that [P53DINP1] will eventually pass the threshold and with ε we may tune the number of counts until the threshold.
A Compact Motif Capable of Exhibiting Two-phase Dynamics
Several motifs have been proposed in the literature, such as oscillator motifs and switch motifs [26, 27] . These simple motifs are the building blocks of more complex gene regulatory systems. In this paper, we introduce a new motif depicted in Figure 6 . It consists of i) a bistable switch (ATM), ii) a fast negative feedback loop (Wip1) responsible for the oscillations together with ATM, and iii) a slow negative feedback loop (P53DINP1) responsible for counting the pulses to give the decision of apoptosis. This compact motif with only essential components models the response mechanism of p53 network to DSBs.
In this compact motif, oscillations occur due to the interaction between bistable switch of ATM and negative feedback of Wip1 upon the stimulus [19] . The high level is observed when P53DINP1 level accumulates above a certain threshold value which distracts the feedback loop of Wip1. In this case, the system is left only with bistable ATM dynamics, thus ATM level switches to high state and stays there (Figure 7 ). Low level is observed due to the fact that bistable ATM do not receive input stimulus thus staying at low level. This notion emphasizes the importance of ATM characteristics on the formation of response to DSBs. That is, other variables in the motif control the ATM dynamics. More specifically, i) Wip1 feedback loop allows for oscillations by frustrating bistable ATM [19] , ii) P53DINP1 makes ATM switch from oscillations to high level by distracting Wip1 feedback loop (Figure 8) , and iii) the extinction of stimulus make ATM switch to low level.
The compact motif capable of exhibiting two-phase dynamics is a new one: We have shown that a negative feedback can be used as both a counting mechanism and as a switch. Similar to our study, a generic OATGS, which is able to exhibit transient oscillations, was studied in [28] . However, our mechanism is substantially different from theirs. For instance, [28] proposed a 7-D model that only allows the transitions from low level equilibrium to oscillation and oscillation to low level equilibrium. That is, as the input stimulus persists for a long time, the oscillator causes accumulation of a protein which then shuts off the oscillator to low value. In contrast, in our case, accumulating protein P53DINP1 shuts off the oscillator to a high level if the input stimulus persists for a long time. So, our proposed model, although with lower dimensionality, is richer in dynamics: the proposed model allows for the transitions from low level to oscillation, oscillation to low level and oscillation to high levels, which are relevant to two-phase dynamics. Both the schematic diagram from [28] and ours are sketched in Figure 9 .
Coincidence Detection
An interesting property of the proposed model is its ability of coincidence detection [26] . Coincidence detection is the phenomenon that describes the support from the past signal to the current signal. We re-simulate Figure 2 with more adjacent pulses of DNA damage as given in Figure 10 . This time, apoptosis is observed after 3 pulses as opposed to 4 pulses of [ATM*]. This is due to the simple fact that between time interval 20 and 30 there is not enough time for [P53DINP1] to drop to basal level. So, if new DSBs occur before the cell fully gets rid of the signs of a prior DNA damage, then the cell takes the apoptosis decision earlier than normal. This may give the organism survival advantage, since frequent DNA damage in the cell may be Schematic diagram of (a); OATGS by [28] and the motif proposed in this paper (b) Figure 10 . Demonstration of the coincidence detection property of the proposed motif a signal for some serious failure in the repair mechanism or in some biological functions. Thus, the cell takes the decision of apoptosis quickly.
Conclusion
In our previous studies, we have emphasized the importance of re-considering p53 network as an integrated system consisting of an oscillator and other subsystems that control this oscillator to contribute to cell fate [18] [19] [20] . In this direction, this paper has introduced a novel subsystem that informs the duration of the repair activity to p53 network oscillator system to determine cell fate. A negative feedback can provide an accumulating variable which can be used as a pulse counting mechanism to keep the information about the duration of oscillations. The resulting modular system consists of a minimum number of components: two variables for oscillations and one for keeping time. As new findings are revealed from p53 network experiments, the proposed mathematical models can be extended and used modularly. Although we investigate the specific case of the count and decide a mechanism for p53 network, the model can be applied to other gene regulatory networks where the decision is based on an accumulating variable.
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