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Resumo
David Mumford introduziu o conceito de regularidade de um feixe coerente no espac¸o pro-
jetivo em termos de cohomologia local, generalizando um argumento cla´ssico de Castelnuovo.
Nessa dissertac¸a˜o sob a visa˜o da a´lgebra comutativa, introduziremos o conceito de regularidade
de mo´dulos graduados finitamente gerados sobre o anel de polinoˆmios. Primeiramente realizamos
um estudo preliminar sobre teoria da dimensa˜o e em especial sobre a func¸a˜o de Hilbert. Tambe´m
estudamos noc¸o˜es ba´sicas em mo´dulos Cohen-Macaulay, propriedades dos nu´meros graduados
de Betti e dos funtores de cohomologia local. No capı´tulo principal, definimos a regularidade
de Castelnuovo-Mumford utilizando os shifts de resoluc¸o˜es livres. Logo apo´s, mostramos que a
definic¸a˜o de regularidade pode ser dada em termos de cohomologia local, dando eˆnfase aos casos
de mo´dulos Artinianos e Cohen-Macaulay.
Palavras Chave: Regularidade, func¸a˜o de Hilbert, mo´dulo Cohen-Macaulay, sizı´gias, cohomolo-
gia local.
6
Abstract
David Mumford introduced the concept of regularity of a coherent beam into the projective
space in terms of local cohomology, generalizing a classic argument of Castelnuovo. In this disser-
tation under view of commutative algebra, we will introduce the concept of regularity of finitely
generated graduated modules on the ring of polynomials. First, we perform a preliminary study
on dimension theory and especially on Hilbert’s function. We also studied the basics of Cohen-
Macaulay modules, properties of Betti’s graduated numbers, and the local cohomology functors. In
the main chapter, we define the regularity of Castelnuovo-Mumford using the free resolution shifts.
Soon after, we show that the definition of regularity can be given in terms of local cohomology,
with emphasis on the cases of Artinian and Cohen-Macaulay modules.
Keywords: Regularity, Hilbert function, Cohen-Macaulay module, syzygy, local cohomology.
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Lista de sı´mbolos
Sı´mbolo Descric¸a˜o
grF(R) anel graduado associado de R com respeito a filtrac¸a˜o F
∆f(−) operador diferenc¸a da func¸a˜o f
V (I) conjunto dos ideais primos que conteˆm o ideal I
`R(M) comprimento do R-mo´dulo M
ht I altura do ideal I
dimk V dimensa˜o do k-espac¸o vetorial V
rank(F ) posto do mo´dulo livre F
Supp (M) suporte do mo´dulo M
AssM conjunto dos primos associados do mo´dulo M
annM anulador do mo´dulo M
hR(M,−) func¸a˜o de Hilbert do R-mo´dulo graduado M
sI(M,−) func¸a˜o de Hilbert-Samuel com respeito ao ideal de definic¸a˜o I
dimM dimensa˜o de Krull do mo´dulo M
δ(M) dimensa˜o de Chevallay do mo´dulo M
λ(M) grau do polinoˆmio de Hilbert-Samuel do mo´dulo M
J(R) radical de Jacobson do anel R
Ext iR(−,−) i-e´simo bifuntor entensa˜o
TorRi (−,−) i-e´simo bifuntor torc¸a˜o
grade (I,M) grade do ideal I sobre o mo´dulo M
depthM profundidade do mo´dulo M
pdR(M) dimensa˜o projetiva do R-mo´dulo M
µ(M) nu´mero mı´nimo de geradores do mo´dulo M
C(∆) complexo obtido do complexo simplicial ∆
Hi(∆, k) i-e´sima homologia reduzida do complexo simplicial ∆∧i(M) i-e´sima poteˆncia exterior do mo´dulo M
ΓI(−) funtor de I-torc¸a˜o
H iI(−) i-e´simo funtor de cohomologia local em relac¸a˜o ao ideal I
C(x1, . . . , xt;M) complexo de Cˇech do mo´dulo M com respeito ao ideal I = (x1, . . . , xt)
M∨ mo´dulo dual do mo´dulo M
regM regularidade de Castelnuovo-Mumford do mo´dulo M
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Introduc¸a˜o
Os primeiros trac¸os da existeˆncia da regularidade de Castelnuovo-Mumford apareceram no se´culo
XIX, muito antes de sua definic¸a˜o formal. No artigo “Sui multipli di una serie lineare di gruppi
di punti appartenente ad una curva algebrica”[1893], Guido Castelnuovo (1865-1952) estudando
certas se´ries lineares sobre o espac¸o projetivo P3, propo˜e o problema da postulac¸a˜o: qual a di-
mensa˜o de se´ries lineares sobre uma curva alge´brica X de grau d que sa˜o cortadas por superfı´cies
de grau f? Perguntar sobre tal dimensa˜o e´ igual a perguntar: quantas condic¸o˜es lineares a curva X
impo˜e a superfı´cie S que conte´m X . Esse problema pode ser tratado em condic¸o˜es homolo´gicas
pensando na sobrejetividade de certos mapas entre mo´dulos de cohomologia.
Inspirado nos trabalhos de Castelnuovo, David Mumford em 1966, escreve formalmente a
primeira definic¸a˜o da regularidade, utilizando cohomologia de feixes coerentes sobre o espac¸o
projetivo: um feixe coerente F sobre Pnk e´ dito m-regular no sentido de Castelnuovo se
H i(Pnk ,F(m− i)) = 0
para todo i > 0 e a regularidade do feixe F e´ o ı´nfimo dos nu´meros inteiros m, tais que F e´
m-regular.
A regularidade tambe´m se tornou um conceito fundamental na a´lgebra comutativa. O artigo
“U¨ber die Theorie der algebraischen Formen”[1890], por David Hilbert (1862-1943) fundamenta a
teoria de resoluc¸o˜es livres de ideais, utilizando o ce´lebre teorema das sizı´gias (Teorema 3.3.9). Em
1982, Akira Ooishi definiu por meio de cohomologia local a regularidade de mo´dulos graduados
finitamente gerados, que foi introduzido por Alexander Grothendieck (1928-2014). Alguns anos
depois, David Eisenbud e Shiro Goto utilizando o teorema das sizı´gias de Hilbert, mostram que
a definic¸a˜o dada por Akira Ooishi esta´ intimamente ligada com resoluc¸o˜es livres minimais e seus
nu´meros de Betti.
Uma situac¸a˜o em que a regularidade de Castelnuovo-Mumford pode ser aplicada esta´ na per-
gunta: quando a func¸a˜o de Hilbert torna-se polinomial? Veremos no Capı´tulo 3, uma boa resposta
atrave´s dos nu´meros de Betti. No Capı´tulo 5, mostraremos que a regularidade controla tal situac¸a˜o,
sendo que no caso de mo´dulos Cohen-Macaulay, isto fica muito bem determinado: podemos cal-
cular o menor nu´mero inteiro em que a func¸a˜o de Hilbert vem a concordar com o seu polinoˆmio
utilizando a regularidade e a profundidade do mo´dulo.
Ale´m de sua importaˆncia histo´rica e de seu papel fundamental em a´lgebra comutativa e geo-
metria alge´brica, um dos motivos determinantes para a escolha deste tema e´ deixar uma refereˆncia
para estudantes que pretendem iniciar um estudo em tal conteu´do, uma vez que existem poucos
textos com este assunto na literatura, especialmente na literatura brasileira.
Os pre´-requisitos ba´sicos para um melhor entendimento dessa dissertac¸a˜o, em sua esseˆncia
e´ um primeiro curso de a´lgebra comutativa, em conteu´dos como: primos associados, suporte,
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decomposic¸a˜o prima´ria, localizac¸a˜o, produto tensorial, mo´dulos planos, poteˆncias exteriores, di-
mensa˜o de Krull para ane´is, altura de ideais, mo´dulos Noetherianos e mo´dulos Artinianos. Tambe´m
e´ preciso noc¸o˜es ba´sicas de categorias, funtores e limites diretos.
Veremos a seguir como esta´ disposta esta dissertac¸a˜o, descrevendo um breve resumo de cada
capı´tulo.
No Capı´tulo 1, introduziremos os conceitos de ane´is e mo´dulos graduados, apresentando uma
versa˜o graduado do lema de Nakayama. Falaremos sobre filtrac¸o˜es, culminando no lema de Artin-
Rees e no teorema da intersec¸a˜o de Krull. Definiremos polinoˆmios binomiais e as func¸o˜es de
Hilbert e Hilbert-Samuel provando que estas sa˜o de tipo-polinomial. Definiremos dimensa˜o e
sistema de paraˆmetros de mo´dulos, finalizando o capı´tulo com o teorema da dimensa˜o de Krull.
No segundo capı´tulo, definiremos sequeˆncias regulares, expondo um caso em que estas sa˜o
invariantes por permutac¸o˜es. Definiremos grades de ideais sobre mo´dulos, e um importante invari-
ante no caso local: a profundidade. Faremos a demonstrac¸a˜o da fo´rmula de Auslander-Buchsbaum.
Definiremos ane´is e mo´dulos Cohen-Macaulay e ane´is regulares, exibindo algumas de suas propri-
edades.
O terceiro capı´tulo e´ dedicado ao estudo das sizı´gias. Definiremos resoluc¸o˜es livres graduadas
minimais e os nu´meros graduados de Betti. Veremos como a func¸a˜o de Hilbert pode ser calculada
atrave´s dos nu´meros de Betti, indicando quando a func¸a˜o de Hilbert vem a ser polinomial. Estuda-
remos um pouco sobre a teoria de complexos simpliciais e como podemos aplica´-la para calcular
resoluc¸o˜es de ideais monomiais. Apresentaremos um crite´rio para decidir se o complexo obtido de
um complexo simplicial rotulado por monoˆmios e´ minimal. No final, faremos a demonstrac¸a˜o do
teorema das sizı´gias de Hilbert.
O quarto capı´tulo e´ uma ra´pida abordagem sobre os funtores de cohomologia local. Introduzi-
mos a definic¸a˜o dos funtores de I-torc¸a˜o, sendo estes exatos a` esquerda e definiremos os funtores
de cohomologias local como seus funtores derivados a` direita. Logo apo´s, caracterizaremos os
funtores de cohomologia local por limites diretos de funtores de extensa˜o. Definimos o complexo
de Cˇech, relacionando suas cohomologias com as cohomologias locais. Para finalizar, veremos o
teorema da dualidade local e os teoremas da nulidade e na˜o-nulidade.
O Capı´tulo 5 e´ o principal e utiliza a teoria desenvolvida nos quatros primeiros capı´tulos. Pri-
meiramente, definiremos a regularidade de Castelnuovo-Mumford atrave´s de deslocamentos das
sizı´gias. Agora, utilizando a regularidade, veremos a partir de quando a func¸a˜o de Hilbert concorda
com o seu polinoˆmio de Hilbert. Para caracterizar a regularidade atrave´s dos mo´dulos de cohomo-
logia local, vamos introduzir a noc¸a˜o de mo´dulos d-regulares e fracamente d-regulares. Demons-
traremos que quocientes de mo´dulos por elementos quase-regulares preservam d-regularidade. A
partir daı´, podemos caracterizar a regularidade como sendo o menor nu´mero inteiro d em que o
mo´dulo e´ d-regular. Veremos que no caso de mo´dulos Artinianos, a regularidade pode ser calcu-
lada olhando apenas para a estrutura graduado do mo´dulo. No caso de mo´dulos Cohen-Macaulay
veremos que o ca´lculo da regularidade e´ feito reparando a estrutura do mo´dulo quocientado por
uma sequeˆncia regular maximal. E por fim, se o mo´dulo e´ Cohen-Macaulay podemos calcular efe-
tivamente o menor nu´mero inteiro que transforma a func¸a˜o de Hilbert em uma func¸a˜o polinomial,
a partir da regularidade.
Por fim, no capı´tulo 6 faremos um pequeno apeˆndice em a´lgebra homolo´gica sobre mo´dulos
projetivos, injetivos, resoluc¸o˜es projetivas, resoluc¸o˜es injetivas e funtores derivados.
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Capı´tulo 1
Func¸o˜es de Hilbert e de Hilbert-Samuel
Um fato bastante importante em a´lgebra comutativa e´ quando reconhecemos em um anel (ou em
um mo´dulo) uma estrutura graduada “razoa´vel”. Para tais ane´is (ou mo´dulos), muitos aspectos
teo´ricos ficam bem administrados. Por exemplo, dependendo de qua˜o razoa´vel seja a parte ho-
mogeˆnea de grau zero podemos entender as demais partes homogeˆneas a`s custas de resultados de
a´lgebra linear, atrave´s das chamadas func¸o˜es de Hilbert e de Hilbert-Samuel. Essas func¸o˜es aca-
bam sendo invariantes do anel (ou mo´dulo) que capturaram outros invariantes importantes (como
exemplo, a dimensa˜o e a multiplicidade). Nesse capı´tulo nosso objetivo e´ discutir os va´rios con-
ceitos e propriedades que sa˜o subjacentes a essas func¸o˜es.
1.1 Ane´is e Mo´dulos Graduados
Seja (G,+) um mono´ide comutativo, isto e´, um conjunto munido com uma operac¸a˜o associativa,
comutativa, possuindo elemento neutro. Um anelR e´ ditoG-graduado se seu grupo aditivo (R,+)
admite uma decomposic¸a˜o em soma direta de subgrupos abelianos Rg
R =
⊕
g∈G
Rg
satisfazendo RgRh ⊆ Rg+h, para todos g, h ∈ G.
Os elementos de Rg sa˜o chamados de elementos homogeˆneos de grau g do anel graduado
R. Em particular, todo elemento a ∈ R pode ser escrito de forma u´nica como uma soma finita
a =
∑
g∈G ag de elementos homogeˆneos ag ∈ Rg. Dizemos nesse caso que ag e´ a componente
homogeˆnea de grau g de a.
Tipicamente, iremos considerar nesse trabalho ane´is graduados em que G = N,Z,Nn ou Zn.
Observac¸a˜o 1.1.1. Qualquer anel R admite ao menos uma G-graduac¸a˜o. Para isso, basta conside-
rarmosR0 = R eRg = 0 para cada g 6= 0. Chamamos esta de graduac¸a˜o trivial deR. Certamente,
esta e´ uma graduac¸a˜o grosseira que na˜o produz nenhuma informac¸a˜o adicional.
Exemplo 1.1.2. Seja S um anel. O exemplo padra˜o de anel N-graduado e´ o anel de polinoˆmios
R = S[x1, . . . , xn]. Sua N-graduac¸a˜o usual e´ dada pela seguinte decomposic¸a˜o
R =
⊕
d≥0
S[x1, . . . , xn]d,
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onde S[x1, . . . , xn]d e´ o S-mo´dulo livre de posto
(
n+d−1
d−1
)
com base formada por todos os monoˆmios
de grau d.
Exemplo 1.1.3. Tambe´m podemos oferecer uma Nn-graduac¸a˜o para o anel de polinoˆmios R =
S[x1, . . . , xn] (S anel qualquer). Se α = (α1, . . . , αn) ∈ Nn, denote xα = xα11 · · ·xαnn . A Nn-
graduac¸a˜o e´ dada por
R =
⊕
α∈Nn
Rα
onde Rα e´ o S-mo´dulo livre gerado pelo monoˆmio xα. Este tipo de graduac¸a˜o sera´ utilizada no
Capı´tulo 3, especialmente na Sec¸a˜o 3.2.
Exemplo 1.1.4. Seja R = S[x] o anel de polinoˆmios sobre um anel S. Podemos tornar R um anel
Z2-graduado da seguinte forma
R = Sp ⊕ Si
onde Sp = S + Sx2 + Sx4 + · · · e´ a componente de grau 0¯ e Si = Sx + Sx3 + Sx5 + · · · e´
a componente de grau 1¯. Com a N-graduac¸a˜o dada no Exemplo 1.1.2, o elemento 5 + x4 na˜o e´
homogeˆneo, mas pela Z2-graduac¸a˜o este e´ homogeˆneo, pois possui grau 0¯.
Fixado um mono´ide comutativo G, podemos notar os ane´is G-graduados como os objetos de
uma categoria onde os morfismos sa˜o definidos da seguinte maneira.
Definic¸a˜o 1.1.5. Um morfismo ϕ : R → S entre dois ane´is G-graduados e´ dito ser morfismo
graduado se preserva graduc¸a˜o, isto e´, se ϕ(Rg) ⊆ Sg para todo g ∈ G.
Seja R um anel G-graduado. Dizemos que um R-mo´dulo M e´ G-graduado se (M,+) admite
uma decomposic¸a˜o em soma direta de subgrupos abelianos Mg
M =
⊕
g∈G
Mg
compatı´vel com a graduac¸a˜o de R, ou seja, Rg.Mh ⊆Mg+h para todos g, h ∈ G.
Tal como no caso dos ane´is graduados, os elementos em Mg sa˜o chamados de homogeˆneos de
grau g e todo elemento em M pode ser escrito de forma u´nica como soma de suas componentes
homogeˆneas. Ale´m disso, um morfismo de R-mo´dulos sera´ dito graduado se preserva graduac¸a˜o.
Notac¸a˜o: Denotaremos por Md(a) o deslocamento por a, isto e´, Md(a) = Ma+d.
Dado R =
⊕
n≥0Rn um anel N-graduado, podemos notar R0 como subanel de R. Sendo
assim, podemos enxergar R como a´lgebra sobre R0. Ale´m disso, cada componente Mn de um
R-mo´dulo graduado M pode ser considerada como R0-mo´dulo.
Exemplo 1.1.6. Seja R um anel e I ⊆ R um ideal. Enta˜o a soma direta
RR(I) =
∞⊕
n=0
In = R⊕ I ⊕ I2 ⊕ · · ·
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e´ um anel graduado, onde a multiplicac¸a˜o e´ herdada de R. O anel RR(I) e´ chamado anel de
Rees sobre I . Se o consideramos como R-a´lgebra, chamamos RR(I) de a´lgebra de Rees sobre I .
Considere agora M um R-mo´dulo. A soma direta
RM(I) =
∞⊕
n=0
InM = M ⊕ IM ⊕ I2M ⊕ · · ·
define um RR(I)-mo´dulo graduado, no qual a multiplicac¸a˜o por escalar e´ herdada da ac¸a˜o de R
em M .
Abaixo, segue algumas propriedades sobre ane´is e mo´dulosN-graduados e em especial no caso
em que a componente de grau zero e´ Artiniano.
Proposic¸a˜o 1.1.7. Seja R =
⊕
d≥0Rd um anel graduado. Enta˜o R e´ Noetheriano se, e so´ se, R0
e´ Noetheriano e R e´ finitamente gerado como a´lgebra sobre R0.
Demonstrac¸a˜o. Se R e´ finitamente gerado como a´lgebra sobre R0 enta˜o R e´ isomorfo a um quoci-
ente do anel de polinoˆmios R0[x1, . . . , xn]. Como R0 e´ Noetheriano enta˜o pelo teorema da base de
Hilbert, segue queR e´ Noetheriano. Reciprocamente, seR e´ Noetheriano, enta˜oR0 e´ Noetheriano,
pois R0 ∼= R/I , onde I e´ o ideal
⊕
d≥1Rd. Por hipo´tese, I e´ finitamente gerado, digamos pelos
elementos homogeˆneos a1, . . . , ar com respectivos graus n1, . . . , nr. Seja, R′ = R0[a1, . . . , an].
Mostraremos que R = R′. Para tal, e´ suficiente mostrar que Rn ⊆ R′, para todo n ≥ 0. Pela
definic¸a˜o de R′, temos que R0 ⊆ R′. Por induc¸a˜o, assuma que Rd ⊆ R′ para todo d ≤ n − 1, e
n > 0. Se a ∈ Rn ⊆ I , enta˜o a pode ser escrito na forma a = c1a1 + · · · + crar, onde cada ci e´
um elemento homogeˆneo de grau n− ni < n. Por hipo´tese de induc¸a˜o temos que ci ∈ R′, e como
ai ∈ R′, segue que a ∈ R′.
Proposic¸a˜o 1.1.8. Seja R =
⊕
n≥0Rn um anel graduado. Assuma que R0 e´ Artiniano e R e´ fini-
tamente gerado como a´lgebra sobre R0. Se M =
⊕
n≥0Mn e´ um R-mo´dulo graduado finitamente
gerado, enta˜o cada Mn e´ finitamente gerado como R0-mo´dulo.
Demonstrac¸a˜o. Por hipo´tese, R0 e´ Artiniano e em particular Noetheriano. Como R e´ finitamente
gerado como R0-a´lgebra, segue pela Proposic¸a˜o 1.1.7 que R e´ Noetheriano, donde M e´ R-mo´dulo
Noetheriano. Seja Nn = Mn ⊕ (
⊕
m>nMm). Desse modo, Nn e´ finitamente gerado sobre R,
digamos por x1, x2, . . . , xt. Por definic¸a˜o de Nn, cada xi pode ser escrito como xi = yi + zi, com
yi ∈ Mn e zi ∈
⊕
m>nMm. Mostraremos que y1, . . . , yt geram Mn sobre R0. Com efeito, se
y ∈Mn, enta˜o y e´ da forma
y =
t∑
i=1
aixi (ai ∈ R).
Pela graduac¸a˜o de R, podemos escrever ai = bi + ci com ai ∈ R0 e ci ∈ (
⊕
j>0Rj). Dessa forma,
teremos
y =
t∑
i=1
(bi + ci)(yi + zi) =
t∑
i=1
biyi
pois, os elementos bizi, ciyi e cizi esta˜o em
⊕
m>nMm.
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Corola´rio 1.1.9. Com as mesmas hipo´teses da Proposic¸a˜o 1.1.8, o comprimento `R0(Mn) do R0-
mo´dulo Mn e´ finito para todo n ≥ 0.
Demonstrac¸a˜o. ComoR0 e´ Artiniano (Noetheriano),Mn e´ Artiniano (Noetheriano), e pela Proposic¸a˜o
1.1.8, Mn e´ R0-mo´dulo finitamente gerado, segue que `R0(M0) <∞.
Definic¸a˜o 1.1.10. ConsidereR um anelG-graduado eM umR-mo´duloG-graduado. Um submo´dulo
N ⊆M e´ ditoG-graduado seN herda a graduac¸a˜o deM , isto quer dizer que, (N,+) se decompo˜e
como
N =
⊕
g∈G
N ∩Mg
Em especial, um ideal I ⊆ R e´ dito ser ideal homogeˆneo se I e´ submo´dulo graduado de R, visto
como R-mo´dulo.
Segue direto da Definic¸a˜o 1.1.10 que o quociente de M por N admite uma graduac¸a˜o de ma-
neira natural dada por
M
N
=
⊕
g∈G
Mg
N ∩Mg .
Ale´m disso, tambe´m temos a sequeˆncia exata de mo´dulos G-graduados
0→ N →M →M/N → 0
A pro´xima proposic¸a˜o caracteriza ideais homogeˆneos em termos de elementos homogeˆneos.
Proposic¸a˜o 1.1.11. Considere (G,+) um grupo abeliano, R =
⊕
g∈GRg um anel G-graduado e
I ⊆ R um ideal. Enta˜o, sa˜o equivalentes:
(a) I e´ ideal homogeˆneo.
(b) Para todo a =
∑
g∈G
ag em R, a pertence a I se, e somente se, ag ∈ I para todo g ∈ G.
(c) I e´ gerado por elementos homogeˆneos.
Demonstrac¸a˜o. A equivaleˆncia entre (a) e (b), e a implicac¸a˜o de (b) para (a), seguem simplesmente
das definic¸o˜es. Para a implicac¸a˜o de (c) para (a) suponha que I seja gerado pelos elementos
homogeˆneos ai. Daı´, para cada a ∈ I podemos escrever a = b1ai1 + · · · + bnain com bi ∈ R.
Escreva cada bi =
∑
g∈G bi,g, com bi,g ∈ Rg. Assim, o termo de grau g em a e´
ag = b1,g−deg(ai1 )ai1 + · · ·+ bn,g−deg(ain )ain
Donde, ag ∈ I .
E´ interessante notar que as estruturas graduadas herdam propriedades de casos mais comuns,
como no caso de ane´is locais. Um o´timo exemplo e´ o teorema ana´logo ao lema de Nakayama,
agora pedindo apenas localidade na componente de grau 0. Este e´ chamado de lema de Nakayama
homogeˆneo.
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Lema 1.1.12 (Nakayama Homogeˆneo). SejamR =
⊕
n≥0Rn um anel graduado, sendo (R0,m0, k)
anel local e m = m0
⊕
n>0Rn o ideal homogeˆneo maximal de R. Se M e´ um R-mo´dulo graduado
finitamente gerado enta˜o
µR(M) = dimkM/mM
onde µR(M) denota a quantidade mı´nima de geradores homogeˆneos de M .
Demonstrac¸a˜o. Escolha m1, . . . ,mr ∈ M elementos homogeˆneos tais que suas imagens em
M/mM formam uma k-base. Basta mostrar quem1, . . . ,mk geramM . DefinaN = (m1, . . . ,mk).
Dessa forma, M = N+mM e assimM/N = m(M/N). SeM 6= N , enta˜oM/N e´ umR-mo´dulo
na˜o-nulo graduado e finitamente gerado. Sendo assim, tome s o menor inteiro tal que (M/N)s 6= 0.
Daı´, (M/N)s = m0(M/N)s, contrariando a versa˜o local do lema de Nakayama. Logo, M = N ,
como querı´amos.
1.2 Filtrac¸o˜es e Lema de Artin-Rees
Definic¸a˜o 1.2.1. Se R e´ um anel, uma filtrac¸a˜o em R e´ uma famı´lia de subgrupos aditivos F =
{Rn} tal que
(a) R = R0 ⊇ R1 ⊇ . . . ⊇ Rn ⊇ . . .
(b) RnRm ⊆ Rn+m para quaisquer m,n ∈ N.
Chamamos o par (R,F) de anel filtrado. De maneira ana´loga, dada uma famı´lia de subgrupos
aditivos F = {Mn}, define-se filtrac¸a˜o de um mo´dulo M sobre um anel filtrado R, e dizemos que
M e´ mo´dulo filtrado.
Na sequeˆncia, apresentamos dois exemplos de filtrac¸o˜es bastante importantes em a´lgebra co-
mutativa.
Exemplo 1.2.2. Seja I um ideal de um anel R e M um R-mo´dulo. As famı´lias F = {In},
G = {InM} sa˜o filtrac¸o˜es de R e M respectivamente, as chamadas filtrac¸o˜es I-a´dicas.
Exemplo 1.2.3. Seja I um ideal de um anel R. Suponha S o complementar em R da unia˜o de
todos os primos associados de R/I , em sı´mbolos,
S = R\
⋃
P∈AssR/I
P.
A n-e´sima poteˆncia simbo´lica de I, denotada por I(n), e´ a imagem inversa do ideal S−1In pelo
mapa de localizac¸a˜oR −→ S−1R. A famı´lia F = {I(n)} e´ uma filtrac¸a˜o deR chamada de filtrac¸a˜o
simbo´lica de R.
Seja F = {Rn} uma filtrac¸a˜o de R. O anel graduado associado de R com respeito a F e´
definido como
grF(R) =
⊕
n≥0
Rn/Rn+1
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onde o produto entre elementos homogeˆneos de grF(R) e´ definido da seguinte maneira: se a ∈ Rm
e b ∈ Rn enta˜o
(a+Rm+1)(b+Rn+1) = ab+Rm+n+1.
Se M e´ um mo´dulo sobre R, definimos o mo´dulo graduado associado de M com respeito a
filtrac¸a˜o F como
grF(M) =
⊕
n≥0
RnM/Rn+1M.
Se a ∈ Rm e x ∈ RnM definimos a multiplicac¸a˜o por escalar por
(a+Rm+1)(x+RnM) = ax+Rm+n+1M.
De forma que, grF(M) e´ um mo´dulo graduado sobre o anel graduado grF(R).
Notac¸a˜o: Sejam I um ideal de um anel R e M um R-mo´dulo. Na situac¸a˜o particular em que F for
a filtrac¸a˜o I-a´dica escreveremos grI(R) e grI(M) em vez de grF(R) e grF(M), respectivamente.
Tambe´m chamaremos grI(R) e grI(M) simplesmente de anel graduado associado de I e mo´dulo
graduado associado de I, respectivamente.
Exemplo 1.2.4. Seja R = k[[x1, . . . , xn]] o anel das se´ries de poteˆncias formais sobre um corpo k.
Considere F a filtrac¸a˜o m-a´dica, onde m = (x1, . . . , xn) e´ o u´nico ideal maximal de R. Observe
que f ∈ md se, e somente se, todos os termos de f tem grau no ma´ximo d. Assim, identificando
os termos de grau no ma´ximo d + 1 com 0, conseguimos um isomorfismo entre md/md+1, e os
polinoˆmios homogeˆneos de grau d. Logo, tomando a soma direta sobre todos os d ≥ 0, temos o
isomorfismo
grm(R)
∼= k[x1, . . . , xn].
Observac¸a˜o 1.2.5. O exemplo acima e´ um caso particular do Teorema 2.1.14, para a sequeˆncia
x = x1, . . . , xn, uma vez que
k[[x1, . . . , xn]]
(x1, . . . , xn)
∼= k.
Definic¸a˜o 1.2.6. Seja M um R-mo´dulo filtrado com filtrac¸a˜o {Mn} e I um ideal de R. Dizemos
que {Mn} e´ uma I-filtrac¸a˜o se IMn ⊆ Mn+1, para todo n. Uma I-filtrac¸a˜o e´ dita ser I-esta´vel se
IMn = Mn+1, para n 0.
Note que a filtrac¸a˜o I-a´dica e´ I-esta´vel.
Proposic¸a˜o 1.2.7. Seja M um mo´dulo finitamente gerado sobre um anel Noetheriano R, I ⊆ R
um ideal e suponha que {Mn} e´ uma I-filtrac¸a˜o de M . Sa˜o equivalentes:
(a) {Mn} e´ I-esta´vel;
(b) Defina o anel graduado R∗ =
⊕
n≥0 I
n, e o R∗-mo´dulo graduado M∗ =
⊕
n≥0Mn. Enta˜o,
M∗ e´ finitamente gerado.
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Demonstrac¸a˜o. Sejam Nn =
n⊕
i=0
Mi e
M∗n = M0 ⊕ · · · ⊕Mn ⊕ IMn ⊕ I2Mn ⊕ · · ·
Como Nn e´ finitamente gerado sobre R, enta˜o M∗n e´ finitamente gerado sobre R
∗. Por hipo´tese
{Mn} e´ I-filtrac¸a˜o, logo M∗n ⊆ M∗n+1 para todo n ≥ 0, e ainda pela definic¸a˜o de M∗ temos a
igualdade
M∗ =
⋃
n≥0
M∗n.
Dessa forma, M∗ e´ finitamente gerado sobre R∗ se, e so´ se, M∗ = M∗m, para algum m. Noutras
palavras, Mm+k = IkMm, para todo k ≥ 1, o que e´ equivalente a dizer que a filtrac¸a˜o {Mn} e´
I-esta´vel.
Se {Mn} e´ uma filtrac¸a˜o do R-mo´dulo filtrado M e N e´ um submo´dulo de M , enta˜o as
filtrac¸o˜es induzidas em N e M/N sa˜o dadas por Nn = N ∩ Mn e (M/N)n = (Mn + N)/N ,
respectivamente.
Lema 1.2.8 (Artin-Rees). Sejam M um mo´dulo finitamente gerado sobre um anel Noetheriano
R e N um submo´dulo de M . Suponha que M possui uma filtrac¸a˜o I-esta´vel {Mn}, onde I e´ um
ideal de R. Enta˜o, a filtrac¸a˜o induzida em N tambe´m e´ I-esta´vel.
Demonstrac¸a˜o. Sejam R∗ =
⊕
n≥0 I
n, M∗ =
⊕
n≥0Mn e N
∗ =
⊕
n≥0Nn como na Proposic¸a˜o
1.2.7. ComoR e´ Noetheriano, enta˜o I e´ finitamente gerado, portantoR∗ e´ finitamente gerado como
R-a´lgebra, pois seus elementos podem ser expressos de forma polinomial no conjunto finito dos
geradores de I . Segue da Proposic¸a˜o 1.1.7 que R∗ e´ Noetheriano. Por hipo´tese, M e´ finitamente
gerado sobre R e a filtrac¸a˜o {Mn} e´ I-esta´vel, enta˜o pela Proposic¸a˜o 1.2.7, M∗ e´ finitamente
gerado sobre R∗. Logo, N∗ e´ finitamente gerado sobre R∗, novamente pela Proposic¸a˜o 1.2.7,
temos que {Nn} e´ I-esta´vel.
No caso de ane´is locais temos o importante
Teorema 1.2.9 (Intersec¸a˜o de Krull). Seja R um anel Noetheriano e I ( R um ideal pro´prio. Se
R e´ local ou um domı´nio, enta˜o ⋂
n≥0
In = (0).
Demonstrac¸a˜o. Denote J =
⋂
n≥0 I
n. Uma vez que a filtrac¸a˜o I-a´dica e´ I-esta´vel, segue pelo
Lema 1.2.8 que a filtrac¸a˜o {J ∩ In} e´ I-esta´vel. Daı´, existe c ∈ N, tal que para todo n ∈ N,
J = J ∩ Ic+n ⊆ JIn
implicando na igualdade J = JIn. Assim, se R e´ local, J = (0) pelo lema de Nakayama. Agora,
se R e´ domı´nio, localize R por um ideal maximal m ⊇ I , e pelo caso local que acabamos de
mostrar Jm = (0). Mas o fato de R ser domı´nio implica na injetividade do mapa de localizac¸a˜o
R −→ Rm. Logo, J ⊆ Jm e J = (0).
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1.3 Func¸a˜o e Polinoˆmio de Hilbert
Definic¸a˜o 1.3.1. Definimos o operador diferenc¸a (ou derivada discreta) de uma func¸a˜o f : Z→ Q
por
∆f(n) = f(n+ 1)− f(n).
Se d ≥ 0 denotaremos as d iterac¸o˜es do operador diferenc¸a por ∆df , convencionando ∆0f = f .
Definic¸a˜o 1.3.2. Um polinoˆmio binomial e´ um polinoˆmio em Q[x] da forma, (d ∈ Z)
(
x
d
)
=

x(x− 1)(x− 2) · · · (x− d+ 1)
d!
, se d ≥ 0;
0, se d < 0;
Observe que
(
x
d
)
e´ um polinoˆmio de grau d para cada d ∈ N.
Observac¸a˜o 1.3.3. Como e´ bem conhecido,
(
n+1
d
)
=
(
n
d
)
+
(
n
d−1
)
para cada n ∈ N. Assim,
o polinoˆmio p(x) =
(
x+1
d
) − (x
d
) − ( x
d−1
)
possui infinitas raı´zes em Q. Logo, p(x) deve ser o
polinoˆmio nulo, ou seja,
∆
(
x
d
)
=
(
x
d− 1
)
.
Definic¸a˜o 1.3.4. Uma func¸a˜o f : Z → Q e´ dita de tipo-polinomial se assintoticamente concorda
com um polinoˆmio g(x) ∈ Q[x], isto e´, f(n) = g(n) para todo inteiro n  0. O grau de f sera´
tomado como o grau de g.
Note que o grau de f esta´ bem definido. Com efeito, se tive´ssemos dois polinoˆmios concor-
dando com f para valores suficientemente grandes, enta˜o a diferenc¸a entre eles seria um polinoˆmio
com infinitas raı´zes, logo seria o polinoˆmio nulo. Convencionaremos que o grau do polinoˆmio nulo
e´ igual a −1.
Proposic¸a˜o 1.3.5. As seguintes propriedades sa˜o verificadas:
(a) Seja p(x) ∈ Q[x] um polinoˆmio de grau d. Enta˜o p(n) ∈ Z para todo inteiro n 0 se, e so´
se, p(x) e´ uma combinac¸a˜o Z-linear de polinoˆmios binomiais.
(b) Considere uma func¸a˜o f : Z→ Z. Enta˜o f e´ de tipo-polinomial de grau d se, e so´ se, ∆f e´
de tipo-polinomial de grau d− 1.
Demonstrac¸a˜o. (a) De fato, qualquer combinac¸a˜o Z-linear de polinoˆmios binomiais assume valo-
res inteiros. Suponha enta˜o, que p(n) ∈ Z para todo inteiro n 0. Argumentaremos por induc¸a˜o
sobre d que p(x) e´ uma combinac¸a˜o Z-linear de polinoˆmios binomiais. Se d = 0, o resultado
e´ claro. Suponha d > 0. Os polinoˆmios binomiais
(
x
i
)
formam uma Q-base de Q[x], e assim
podemos escrever
p(x) = ad
(
x
d
)
+ ad−1
(
x
d− 1
)
+ · · ·+ a1
(
x
1
)
+ a0
(
x
0
)
(ai ∈ Q).
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Devemos mostrar que ai ∈ Z. Para tal, considere a derivada discreta
∆p(x) = ad
(
x
d− 1
)
+ ad−1
(
x
d− 2
)
+ · · ·+ a1
(
x
0
)
.
Por hipo´tese, ∆p(n) = p(n + 1) − p(n) ∈ Z para todo n  0. Enta˜o, pela hipo´tese de induc¸a˜o
ad, . . . , a1 ∈ Z. Daı´,
a0 = p(x)− ad
(
x
d
)
− ad−1
(
x
d− 1
)
− · · · − a1
(
x
1
)
.
e´ um polinoˆmio constante que assume valores inteiros. Portanto, a0 ∈ Z.
(b) Se f e´ de tipo-polinomial de grau d, pelo item anterior podemos escrever seu polinoˆmio
correspondente da forma
p(x) = ad
(
x
d
)
+ ad−1
(
x
d− 1
)
+ · · ·+ a1
(
x
1
)
+ a0
(
x
0
)
(ai ∈ Z).
Pela Observac¸a˜o 1.3.3,
∆p(x) = ad
(
x
d− 1
)
+ ad−1
(
x
d− 2
)
+ · · ·+ a1
(
x
0
)
.
Portanto, ∆f e´ de tipo-polinomial de grau d−1. Para a recı´proca, suponha que q(x) e´ o polinoˆmio
correspondente a ∆f. Utilizando o item anterior novamente podemos escrever
q(x) = ad
(
x
d− 1
)
+ ad−1
(
x
d− 2
)
+ · · ·+ a1
(
x
0
)
(ai ∈ Z).
Consideremos a “integral discreta” de q(x) :
r(x) = ad
(
x
d
)
+ ad−1
(
x
d− 1
)
+ · · ·+ a1
(
x
1
)
.
Pela Observac¸a˜o 1.3.3, ∆r(x) = q(x). Logo, ∆(f − r)(n) = 0 para todo n  0, ou seja, uma
constante a0 = f(n) − r(n). Assim, se consideramos p(x) = r(x) + a0, temos um polinoˆmio de
grau d e ainda para todo n 0, p(n) = r(n) + f(n)− r(n) = f(n).
Utilizando o princı´pio de induc¸a˜o e a parte (b) da proposic¸a˜o anterior temos o seguinte
Corola´rio 1.3.6. Seja f : Z→ Z uma func¸a˜o nume´rica e d ≥ 0 um inteiro. As seguintes condic¸o˜es
sa˜o equivalentes:
(a) ∆df(n) = c, c 6= 0 e n 0.
(b) f e´ de tipo-polinomial de grau d.
Demonstrac¸a˜o. A implicac¸a˜o de (b) para (a) e´ clara, uma vez que se escrevemos o polinoˆmio
correspondente a f em termos de polinoˆmios binomiais, a cada iterac¸a˜o do operador diferenc¸a
o grau deste decai em 1. Por induc¸a˜o em d provaremos a outra implicac¸a˜o. Se d = 0, enta˜o o
corola´rio e´ trivialmente satisfeito. Suponha agora d > 0. Como ∆df(n) = ∆d−1(∆f(n)) = c,
c 6= 0 e n  0, por hipo´tese de induc¸a˜o ∆f(n) e´ de tipo-polinomial de grau d − 1 e dessa forma
pela Proposic¸a˜o 1.3.5, f e´ de tipo-polinomial de grau d.
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Definic¸a˜o 1.3.7. SejaR =
⊕
n∈ZRn um anel graduado eM =
⊕
n∈ZMn umR-mo´dulo graduado
cujas componentes possuem comprimento finito para todo n. A func¸a˜o de Hilbert e´ definida por
hR(M,n) = `R0(Mn)
Exemplo 1.3.8. Seja k um corpo e R = k[x1, . . . , xr]. Enta˜o uma k-base de Rn e´ formada pelos
monoˆmios de grau n em x1, . . . , xr. Daı´,
h(R, n) = `k(Rn) = dimk Rn =
(
n+ r − 1
r − 1
)
e´ uma func¸a˜o polinomial de grau r − 1.
Exemplo 1.3.9. Considere (R,m, k) um anel local Noetheriano e a k-a´lgebra graduada
B =
⊕
n≥0
mn
mn+1
= k ⊕ m
m2
⊕ m
2
m3
⊕ · · ·
Se m e´ gerado por w1, . . . , wr, temos um morfismo sobrejetor graduado de k-a´lgebras
k[x1, . . . , xr]→ B, xi 7−→ wi + m2.
Para a sobrejetividade, considere um elemento homogeˆneo qualquer a + mn+1 ∈ m
n
mn+1
. Em
particular, a ∈ mn ⊆ m = (w1, . . . , wr). Assim, a e´ da forma
a =
∑
α1+···+αr=n
βα1,...,αrw
α1
1 · · ·wαrr .
Temos enta˜o
a+ mn+1 =
∑
α1+···+αr=n
βα1,...,αrw
α1
1 · · ·wαrr + mn+1
=
∑
α1+···+αr=n
(βα1,...,αr + m)(w1 + m
2)α1 · · · (wr + m2)αr .
Logo, todo elemento homogeˆneo e´ escrito em termos de w1 +m2, . . . , wr+m2, como os elementos
homogeˆneos geram a k-a´lgebraB, enta˜o seus elementos sa˜o combinac¸o˜es dew1+m2, . . . , wr+m2.
Donde, o morfismo e´ sobrejetor. Uma vez que este morfismo e´ graduado, enta˜o seu nu´cleo e´ um
ideal homogeˆneo, e pelo primeiro teorema dos isomorfismos, temos que B e´ um quociente de
k[x1, . . . , xr] por um ideal homogeˆneo. Assim, pelo Exemplo 1.3.8
h(B, n) = dimk Bn ≤
(
n+ r − 1
r − 1
)
.
Mostraremos que sob certas condic¸o˜es que a func¸a˜o de Hilbert e´ de tipo-polinomial. Para isto,
precisamos de mais alguns preparativos.
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Proposic¸a˜o 1.3.10 (Aditividade do Comprimento). Suponha que temos uma sequeˆncia exata de
R-mo´dulos
0 −→ A1 −→ A2 −→ · · · −→ An −→ 0
com todos os comprimentos finitos. Enta˜o, temos a aditividade do comprimento, isto e´,
`(A1)− `(A2) + · · ·+ (−1)n−1`(An) = 0
Demonstrac¸a˜o. Isso e´ feito decompondo a sequeˆncia em sequeˆncias exatas curtas da forma
0→ N →M →M/N → 0
e aplicando o fato de que `(M) = `(N) + `(M/N).
O pro´ximo teorema nos diz condic¸o˜es suficientes para que a func¸a˜o de Hilbert seja de tipo-
polinomial.
Teorema 1.3.11 (Hilbert). SejaR =
⊕
n≥0Rn um anel graduado. Assuma queR0 e´ Artiniano eR
e´ finitamente gerado como a´lgebra sobreR0, com todos os geradores a1, . . . , ar pertencentes aR1.
Se M e´ R-mo´dulo graduado finitamente gerado, enta˜o sua func¸a˜o de Hilbert e´ do tipo-polinomial
de grau no ma´ximo r − 1.
Demonstrac¸a˜o. Utilizaremos induc¸a˜o sobre r. Se r = 0, enta˜o R = R0. Escolha um conjunto
finito de geradores homogeˆneos deM sobreR. Se d e´ o ma´ximo dos graus desses geradores, enta˜o
Mn = 0 para todo n > d, implicando que h(M,n) = 0. Assim, a func¸a˜o de Hilbert concorda com
o polinoˆmio nulo para valores suficientemente grandes. Suponha enta˜o r > 0. Sejam ar ∈ R1 e
λr : Mn →Mn+1 a multiplicac¸a˜o por ar. Denote por Kn o kernel de λr e por Cn o cokernel de λr.
Enta˜o, temos a sequeˆncia exata
0 −→ Kn −→M λr−→Mn+1 −→ Cn −→ 0
Seja K = ⊕n≥0Kn e C = ⊕n≥0Cn. Assim, K e´ submo´dulo de M e C e´ um quociente de M ,
logo sa˜o finitamente gerados. Enta˜o pelo Corola´rio 1.1.9, h(K,n) < ∞ e h(C, n) < ∞. Pela
Proposic¸a˜o 1.3.10, temos
h(K,n)− h(M,n) + h(M,n+ 1)− h(C, n) = 0.
Daı´, ∆h(M,n) = h(C, n)− h(K,n) Por outro lado, observe que ar anula K e C, logo K e C sa˜o
finitamente gerados como T -mo´dulos, onde T e´ o subanel gerado por a1, . . . , ar−1. Por hipo´tese
de induc¸a˜o, h(K,n) e h(C, n) sa˜o de tipo-polinomial de graus no ma´ximo r − 2, implicando
que ∆h(M,n) tambe´m e´. Donde pela Proposic¸a˜o 1.3.5, h(M,n) e´ de tipo-polinomial de grau no
ma´ximo r − 1.
Um anel como no Teorema 1.3.11, adicionado com a localidade na componente de grau zero
e´ chamado de anel homogeˆneo. Veremos abaixo que a desigualdade obtida no Teorema de Hilbert
passa a ser igualdade no caso de ane´is homogeˆneos.
Teorema 1.3.12. Seja R um anel homogeˆneo e M um R-mo´dulo graduado finitamente gerado de
dimensa˜o d. Enta˜o a func¸a˜o de Hilbert h(M,n) e´ de tipo-polinomial de grau d− 1.
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Demonstrac¸a˜o. Se M = 0, o polinoˆmio nulo (de grau −1), satisfaz o teorema. Enta˜o, assuma
M 6= 0. Dessa forma, escolha P1 ∈ AssM . Enta˜o, P1 e´ ideal homogeˆneo e existe submo´dulo
graduado N1 ⊆ M tal que N1 ∼= (R/P1)(a1). Se N1 6= M , escolhamos P2 ∈ Ass (M/N1). Como
antes, existe submo´dulo graduado N2 ⊆ M , com N2/N1 ∼= (R/P2)(a2). Continuando dessa
maneira, como M e´ Noetheriano conseguimos uma cadeia finita
0 = N0 ⊆ N1 ⊆ · · · ⊆ Nm = M
de submo´dulos graduados de M tais que Ni+1/Ni ∼= (R/Pi)(ai), para cada i = 1, . . . ,m. Assim,
por definic¸a˜o h(M,n) =
∑m
i=1 h((R/Pi)(ai), n). Observe que d = sup{dim(R/Pi)}. Como os
valores da func¸a˜o de Hilbert so´ assume valores na˜o-negativos para n  0, enta˜o o polinoˆmio
que a descreve e´ o nulo ou possui coeficiente lı´der na˜o-negativo, e como consequeˆncia o grau
da soma desses polinoˆmios e´ o ma´ximo dos graus. Assim, basta provar o teorema para o caso
M = R/P , para P um ideal primo homogeˆneo. Argumentaremos por induc¸a˜o em dimR/P = d.
Se dimR/P = 0, enta˜o R/P e´ corpo e P e´ o u´nico ideal homogeˆneo maximal m0 ⊕n>0 Rn de
R, onde m0 e´ o ideal maximal de R0. Logo, para todo n > 0, h(R/P, n) = `(Rn/Pn) = 0. Se
dimR/P > 0, como R e´ homogeˆneo, podemos escolher um elemento homogeˆneo x 6= 0 em R/P
de grau 1. Donde a sequeˆncia
0 −→ (R/P )(−1) x−→ R/P −→ R/(x, P ) −→ 0
e´ exata. Pela Proposic¸a˜o 1.3.10, temos
∆h(R/P, n) = h(R/P, n+ 1)− h(R/P, n) = h(R/(x, P ), n+ 1).
Uma vez que R/P e´ domı´nio, a Proposic¸a˜o 1.4.11 juntamente com o Teorema 1.5.7 nos garante
que dimR/(x, P ) = d−1. A hipo´tese de induc¸a˜o nos diz que ∆h(R/P, n) e´ de tipo-polinomial de
grau d−2. Se d > 1, o Corola´rio 1.3.6 implica que ∆d−1(h(R/P, n)) = ∆d−2(∆h(R/P, n)) e´ uma
constante na˜o-nula para valores suficientemente grandes de n. Se d = 1, enta˜o ∆d−1(h(R/P, n)) =
h(R/P, n) = h(R/P, 0) +
∑n
i=1 h(R/(x, P ), i) e´ constante para n 0, pois h(R/(x, P ), i) = 0,
para i  0 e essa constante e´ na˜o-nula pois h(R/P, 0) 6= 0. Em qualquer caso, o Corola´rio 1.3.6
conclui o desejado.
1.4 Polinoˆmio de Hilbert-Samuel
Definic¸a˜o 1.4.1. Seja (R,m) um anel Noetheriano local. Um ideal I de R, e´ dito ser ideal de
definic¸a˜o se existe algum n ≥ 1, tal que mn ⊆ I ⊆ m.
Observe em particular que m e´ ideal de definic¸a˜o.
Proposic¸a˜o 1.4.2. Seja (R,m) um anel Noetheriano local. Enta˜o I e´ ideal de definic¸a˜o se, e so´ se,
R/I e´ Artiniano.
Demonstrac¸a˜o. Afirmamos que I e´ ideal de definic¸a˜o se, e somente se,
√
I = m. Com efeito, se
I ideal de definic¸a˜o, enta˜o mn ⊆ I ⊆ m, para algum n ≥ 1. Daı´, m = √mn ⊆ √I ⊆ √m = m.
Reciprocamente, uma vez que R e´ Noetheriano, enta˜o m e´ finitamente gerado, digamos m =√
I = (a1, . . . , ar). Assim, existem n1, . . . , ni ≥ 1 tais que anii ∈ I . Defina n = n1 + · · · + nr.
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Mostraremos que mn ⊆ I . Observe que mn e´ gerado pelos elementos da forma ai11 · · · airr , com
i1 + · · ·+ ir = n. Enta˜o, existe ij ≥ nj , para algum j = 1, . . . , r, pois caso contra´rio i1 + · · ·+ ir <
n1 + · · · + nr = n. Logo, os geradores de mn esta˜o em I . Assim, mn ⊆ I ⊆ m, pois m e´ o
u´nico maximal de R. Da equivaleˆncia verificada acima, temos assim que, I e´ ideal de definic¸a˜o
se, e somente se, m =
√
I =
⋂
P⊇I P , em outras palavras, todo primo contendo I e´ maximal,
equivalentemente, R/I e´ Artiniano pelo teorema da correspondeˆncia.
Seja I um ideal de definic¸a˜o de um anel local Noetheriano (R,m). Se M e´ um R-mo´dulo
finitamente gerado, enta˜o M/IM e´ um R/I-mo´dulo finitamente gerado. Pela Proposic¸a˜o 1.4.2,
R/I e´ Artiniano, sendo que M/IM tambe´m e´ Artiniano, ou seja, possui comprimento finito. Com
as filtrac¸o˜es I-a´dicas o anel graduado associado e o mo´dulo graduado associado sa˜o dados por
grI(R) =
⊕
n≥0
In/In+1 e grI(M) =
⊕
n≥0
InM/In+1M.
Como R e´ Noetheriano, digamos que I seja gerado por a1, . . . , ar. Analogamente ao Exemplo
1.3.9, as imagens a1 + I2, . . . , ar + I2 em I/I2 geram grI(R) sobre R/I . Pelo Teorema 1.3.11,
h(grI(M), n) = `R/I
(
InM
In+1M
)
<∞.
Como I anula InM/In+1M , enta˜o
`R
(
InM
In+1M
)
= `R/I
(
InM
In+1M
)
<∞.
Estamos querendo garantir que nessas condic¸o˜es `R
(
M
InM
)
<∞. Para isso faremos induc¸a˜o sobre
n. Se n = 0, o resultado e´ claro. Suponha enta˜o n > 0. Pelo terceiro teorema dos isomorfismos, a
sequeˆncia abaixo e´ exata
0 −→ I
nM
In+1M
−→ M
In+1M
−→ M
InM
−→ 0
Pelo comenta´rio acima `R
(
InM
In+1M
)
< ∞, e por hipo´tese de induc¸a˜o `R
(
M
InM
)
< ∞. Donde, por
1.3.10,
`R
(
M
In+1M
)
= `R
(
InM
In+1M
)
+ `R
(
M
InM
)
<∞. (1.1)
Estamos prontos para definir a func¸a˜o de Hilbert-Samuel.
Definic¸a˜o 1.4.3. Se I e´ um ideal de definic¸a˜o de um anel local Noetheriano (R,m). Se M e´ um
R-mo´dulo finitamente gerado, enta˜o a func¸a˜o de Hilbert-Samuel e´ dada por
sI(M,n) = `R
(
M
InM
)
.
Observac¸a˜o 1.4.4. Pela equac¸a˜o (1.1), temos
∆sI(M,n) = `R
(
InM
In+1M
)
= h(grI(M), n).
Enta˜o, pelo Teorema 1.3.11, ∆sI(M,n) e´ de tipo-polinomial de grau no ma´ximo r − 1, e pela
Proposic¸a˜o 1.3.5 segue que sI(M,n) e´ de tipo-polinomial grau no ma´ximo r.
23
Observac¸a˜o 1.4.5. Dada uma func¸a˜o nume´rica f : Z→ Q temos que
b−1∑
a
∆f(n) = f(b)− f(a).
Exemplo 1.4.6. Seja k um corpo, S = k[x1, . . . , xd], n = (x1, . . . , xd), R = Sn e m = nn. O
polinoˆmio de Hilbert-Samuel de R com relac¸a˜o ao maximal m e´ o polinoˆmio binomial
sm(R, n) =
(
n+ d− 1
d
)
.
De fato, pela observac¸a˜o anterior
∆sm(R, n) = dimk
(x1, . . . , xd)
n
(x1, . . . , xd)n+1
=
(
n+ d− 1
d− 1
)
,
pois os elementos xi11 · · ·xidd , nos quais i1 + · · · + id = n, geram (x1, . . . , xd) como R-mo´dulo,
enta˜o pelo lema de Nakayama, suas imagens x¯i11 · · · x¯idd , formam uma k-base para
(x1, . . . , xd)
n
(x1, . . . , xd)n+1
,
e temos exatamente
(
n+d−1
d−1
)
desses elementos. Daı´,
n−1∑
i=0
∆sm(R, n) =
n−1∑
i=0
(
i+ d− 1
d− 1
)
=
n−1∑
i=0
∆
(
i+ d− 1
d
)
.
Pela Observac¸a˜o 1.4.5, temos da equac¸a˜o acima
sm(R, n)− sm(R, 0) =
(
n+ d− 1
d
)
+
(
d− 1
d
)
.
O resultado segue pois sm(R, 0) =
(
d−1
d
)
= 0.
Exemplo 1.4.7. Sejam S = k[x, y], I = (y2 − x3) e n = (x, y), onde k e´ um corpo. Definimos
R = Sn/In.Afirmamos que o polinoˆmio de Hilbert-Samuel deR em seu ideal maximalm = (x¯, y¯)
tem grau 1 e e´ dado por
sm(R, n) = 2n− 1.
Pela Observac¸a˜o 1.4.4, temos ∆sm(R, n) = dimk(mn/mn+1). Temos os isomorfismos de k-
espac¸os vetoriais
mn
mn+1
=
(n/I)n
(n/I)n+1
=
(nn + I)/I
(nn+1 + I)/I
∼= n
n + I
nn+1 + I
.
Notemos que o ideal
nn + I
nn+1 + I
e´ gerado pelos monoˆmios x¯iy¯j tais que i+ j = n. Se n = 0, enta˜o
dimk
n0
n + I
= dimk S/n = dimk k = 1.
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Se n ≥ 1 e j ≥ 2, como xi+3yj−2 ∈ nn+1, e´ verdade que
xiyj = xiy2yj−2 ≡ xix3yj−2 = xi+3yj−2 ≡ 0 mod nn+1 + I.
Dessa forma, x¯n e x¯n+1y¯ sa˜o suficientes para gerar
nn + I
nn+1 + I
. Mostraremos que estes sa˜o linear-
mente independentes sobre k. Com efeito, se a, b ∈ k, enta˜o
ax¯n + bx¯n+1y¯ = 0¯⇐⇒ axn + bxn−1y + (y2 − x3)f(x, y) ∈ nn+1,
para algum f(x, y) ∈ k[x, y]. Fazendo a substituic¸a˜o x 7→ t2 e y 7→ t3, terı´amos at2n + bt2n+1 ∈
(t2n+2) em k[t] implicando que a = b = 0. Logo,
∆sm(R, n) =
{
1, se n = 1;
2, se n ≥ 1.
Finalmente,
n−1∑
i=1
∆sm(R, i) =
n−1∑
i=1
2.
Pela Observac¸a˜o 1.4.5, sm(R, n)− sm(R, 1) = 2(n− 1). Como sm(R, 1) = 1, conseguimos
sm(R, n) = 2n− 2 + 1 = 2n− 1.
Observac¸a˜o 1.4.8. O polinoˆmio de Hilbert-Samuel depende da escolha do ideal de definic¸a˜o I ,
mas o grau λ(M) de sI(M,n) e´ invariante para qualquer escolha possı´vel. Para tal, seja t um
inteiro positivo tal que mtn ⊆ In ⊆ mt. Daı´, sm(M, tn) ≥ sI(M,n) ≥ sm(M,n). Se p1(x) e p2(x)
sa˜o os polinoˆmios de sm(M,n) e sI(M,n), respectivamente temos,
p1(tn) ≥ p2(n) ≥ p1(n).
Dividindo por p2(n) temos a desigualdade
p1(tn)
p2(n)
≤ 1, e assim deg p1 ≥ deg p2. Da mesma forma,
dividindo por p1(n) conseguimos deg p2 ≥ deg p1. Donde, temos a igualdade desejada.
O pro´ximo teorema nos revela uma espe´cie de aditividade do comprimento para a func¸a˜o de
Hilbert-Samuel.
Teorema 1.4.9. Seja I um ideal de definic¸a˜o do anel local Noetheriano (R,m) e considere uma
sequeˆncia exata de R-mo´dulos finitamente gerados
0 −→M ′ −→M −→M ′′ −→ 0.
Enta˜o
sI(M
′, n) + sI(M ′′, n) = sI(M,n) + r(n),
onde r(n) e´ de tipo-polinomial de grau menor que λ(M), e o coeficiente lı´der de r(n) e´ na˜o-
negativo.
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Demonstrac¸a˜o. Temos os seguintes isomorfismos
M/InM
M ′/(M ′ ∩ InM)
∼= M/I
nM
(M ′ + InM)/In
∼= M
M ′ + InM
∼= M/M
′
(M ′ + InM)/M ′
∼= M/M
′
In(M/M ′)
∼= M
′′
InM ′′
.
Este u´ltimo, segue da hipo´tese que a sequeˆncia e´ exata, implicando que M/M ′ ∼= M ′′. Do
isomorfismo dos extremos, segue que a sequeˆncia
0 −→M ′/(M ′ ∩ InM) −→M/InM −→M ′′/InM ′′ −→ 0
e´ exata. Denote M ′n = M
′ ∩ InM . Pela Proposic¸a˜o 1.3.10,
sI(M,n)− sI(M ′′, n) = `R (M ′/M ′n) .
Logo, `R (M ′/M ′n) e´ de tipo-polinomial. Como a filtrac¸a˜o I-a´dica e´ I-esta´vel, pelo Lema 1.2.8, a
filtrac¸a˜o {M ′n} e´ I-esta´vel, isto e´, existe m tal que IM ′n = M ′n+1 para n ≥ m. Assim, para n ≥ 0,
temos In+mM ′ ⊆ M ′ ∩ In+mM = M ′n+m, o que implica que In+mM ′ ⊆ M ′n+m = InM ′m ⊆
InM ′. Consequentemente,
`R(M
′/In+mM ′) ≥ `R(M ′/M ′n+m) ≥ `R(M ′/InM ′).
Reescrevemos como,
sI(M
′, n+m) ≥ `R(M ′/M ′n+m) ≥ sI(M ′, n).
Por argumentos ana´logos aos da Observac¸a˜o 1.4.8, temos que sI(M ′, n) e `R(M ′/M ′n) possuem
o mesmo grau e mesmo coeficiente lı´der. Fazendo r(n) = sI(M ′, n) − `R(M ′/M ′n), obtemos
uma func¸a˜o de tipo-polinomial de grau menor que deg `R(M ′/M ′n) ≤ deg sI(M,n) = d(M), com
coeficiente lı´der na˜o-negativo. Finalmente,
sI(M,n) + r(n) = `R(M
′/M ′n) + sI(M
′′, n) + sI(M ′, n)− `R(M ′/M ′n)
= sI(M
′, n) + sI(M ′′, n).
Corola´rio 1.4.10. Seja N um submo´dulo de M , onde M e´ um mo´dulo finitamente gerado sobre
um anel local Noetheriano (R,m). Enta˜o, λ(N) ≤ λ(M).
Demonstrac¸a˜o. Tome I um ideal de definic¸a˜o de R. Considere a sequeˆncia tautolo´gica
0 −→ N −→M −→M/N −→ 0
Pelo Teorema 1.4.9, existe um func¸a˜o de tipo-polinomial r(n), tal que deg r(n) < λ(M) e ainda
sI(N, n) ≤ sI(N, n) + sI(M/N, n) = sI(M,n) + r(n).
Donde, λ(N) ≤ λ(M).
Para um caso particular, podemos obter uma importante relac¸a˜o entre os graus dos polinoˆmios
de Hilbert-Samuel.
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Proposic¸a˜o 1.4.11. Sejam (R,m, k) um anel local Noetheriano, r ∈ m e S = R/(r). Enta˜o:
(a) λ(S) ≥ λ(R)− 1;
(b) λ(S) = λ(R)− 1, se r ∈ R na˜o e´ divisor de zero em R.
Demonstrac¸a˜o. Sendo m¯ a imagem dem, temos que (S, m¯) e´ local Noetheriano com mesmo corpo
residual de R. Para cada n > 0, a sequeˆncia
0 −→ (r)
mn ∩ (r) −→
R
mn
−→ S
mn
−→ 0
e´ exata, pois temos os isomorfismos
S
mn
=
R/(r)
(mn + (r))/(r)
∼= R
mn + (r)
e
mn + (r)
mn
∼= (r)
mn ∩ (r) .
Por 1.3.10, obtemos
s(R, n) = s(S, n) + `R
(
(r)
m ∩ (r)
)
.
Afirmac¸a˜o 1: Para todo n ≥ 1,
`R
(
(r)
m ∩ (r)
)
≤ s(R, n− 1).
De fato, o produto por r define um morfismo sobrejetor
fr :
R
mn−1
−→ (r)
mn ∩ (r)
Assim,
`R
(
(r)
m ∩ (r)
)
+ `R(ker fr) = `R
(
R
mn−1
)
= s(R, n− 1).
Afirmac¸a˜o 2: Se r na˜o e´ divisor de zero, existe c > 0, tal que para n 0,
`R
(
(r)
m ∩ (r)
)
≥ s(R, n− c).
Pelo Lema 1.2.8, para n  0, existe c > 0, tal que mn(r) ⊆ (r)mn−c. Isto induz um morfismo
sobrejetor
h :
(r)
m ∩ (r) −→
(r)
(r)mn−c
Novamente considere o morfismo sobrejetor produto por r,
gr : R −→ (r)
(r)mn−c
.
Sendo r e´ na˜o divisor de zero, ker gr = mn−c, e pelo primeiro teorema dos isomorfismos
R
mn−c
∼= (r)
(r)mn−c
.
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Dessa forma, o morfismo
gr ◦ h : (r)
m ∩ (r) −→
R
mn−c
tambe´m e´ sobrejetor e a Afimac¸a˜o 2 segue pelo mesmo argumento da Afirmac¸a˜o 1.
Da Afirmac¸a˜o 1, s(S, n) ≥ s(R, n) − s(R, n − 1) = ∆s(R, n − 1), para n  0. Sabemos
pela Proposic¸a˜o 1.3.5, deg ∆s(R, n) = λ(R) − 1, e portanto λ(S) ≥ λ(R) − 1, provando o
item (a). Por outro lado, se r na˜o e´ divisor de zero, a Afirmac¸a˜o 2 nos concede c > 0, tal que
s(S, n) ≤ s(R, n)− s(R, n− c), para n 0. Como no item (a), teremos λ(S) ≤ λ(R)−1, donde
temos a igualdade proposta no item (b).
1.5 Dimensa˜o e Sistemas de Paraˆmetros de um Mo´dulo
Lembremos que a dimensa˜o de um anel R, denotada por dimR e´ o comprimento ma´ximo das
cadeias ascendentes de ideais primos de R. A dimensa˜o de um R-mo´dulo M , intuitivamente,
pensamos em cadeias ma´ximas de ideais primos que contribuem para M , no sentido que esta˜o no
suporte de M .
Definic¸a˜o 1.5.1. Seja M um R-mo´dulo na˜o-nulo, enta˜o definimos a dimensa˜o de Krull ou sim-
plesmente dimensa˜o de M por
dimM = dim
(
R
annM
)
.
Convencionamos a dimensa˜o do mo´dulo nulo igual a −1. A codimensa˜o de M e´ o nu´mero
codimM = dimR− dimM.
Exemplo 1.5.2. Considere M = Z4 × Z2 como Z4-mo´dulo. Observe que annZ4M = (0¯), logo
dimM = dimZ4/(0¯) = dimZ4 = 0,
pois Z4 e´ local com u´nico ideal primo (maximal) (2¯). O fato dimM = 0 tambe´m e´ pelo fato de
que M e´ Z4-mo´dulo Artiniano.
Para mo´dulos finitamente gerados sobre ane´is locais Noetherianos, temos outra importante
Definic¸a˜o 1.5.3. Seja M um mo´dulo finitamente gerado sobre um anel local Noetheriano (R,m).
Um sistema de paraˆmetros de M e´ um conjunto {a1, . . . , an} ⊆ m tal que M/(a1, . . . , an)M
possui comprimento finito. A dimensa˜o de Chevallay, denotada por δ(M), e´ o tamanho mı´nimo
de um sistema de paraˆmetros.
Observac¸a˜o 1.5.4. Se (R,m) e´ anel local Noetheriano, enta˜o {a1, . . . , an} ⊆ m e´ sistema de
paraˆmetros se, e so´ se,
√
(a1, . . . , an) = m. Isso pode ser visto de forma ana´loga a demonstrac¸a˜o da
Proposic¸a˜o 1.4.2. Em particular, qualquer conjunto gerador {a1, . . . , ad} de um ideal de definic¸a˜o
e´ um sistema de paraˆmetros.
Exemplo 1.5.5. Seja S = k[[x, y, z]] o anel de se´ries formais sobre um corpo k, e I = (xy, xz).
Enta˜o {z¯, x¯ + y¯} e´ um sistema de paraˆmetros de S/I . Para ver isso, denote J = (z¯, x¯ + y¯)
e m¯ = (x¯, y¯, z¯) o ideal maximal de S/I . Como x¯y¯ = x¯z¯ = 0¯, temos que x¯(x¯ + y¯) = x¯2 e
y¯(x¯ + y¯) = y¯2. Logo, temos as incluso˜es m¯2 = (x¯2, y¯2, z¯2, y¯z¯) ⊆ J ⊆ m¯. Portanto, J e´ um ideal
de definic¸a˜o, e pela observac¸a˜o anterior, temos o desejado.
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Exemplo 1.5.6. Considere
R = k[x, y](x,y)/(y
2 − x3),
no qual k e´ um corpo qualquer. Enta˜o, {x¯} e´ um sistema de paraˆmetros de R. Com efeito, como
y¯2 = x¯3, enta˜o y¯ ∈√(x¯). Daı´, δ(R) ≤ 1. Mais ainda, se tive´ssemos δ(R) = 0, enta˜o m = √(0¯),
ou seja, m seria nilpotente e assim o polinoˆmio de Hilbert-Samuel sm(R, n) seria constante, o que
na˜o e´ o caso pelo Exemplo 1.4.7. Logo, δ(R) = 1.
No Exemplo 1.4.7. e no exemplo anterior vimos que λ(R) = δ(R) = 1, onde R e´ o mesmo
anel citado nestes exemplos. Mais ainda, dimR = 1, pois temos a cadeia ma´xima de primos em
R,
(0¯) ⊆ (x¯, y¯).
O pro´ximo teorema nos diz que as igualdades λ(R) = δ(R) = dimR ocorreram na˜o apenas por
coincideˆncia. Estamos prontos enta˜o para o famoso Teorema da Dimensa˜o de Krull.
Teorema 1.5.7 (Dimensa˜o de Krull). Seja M um mo´dulo finitamente gerado sobre um anel local
Noetheriano (R,m). Enta˜o, temos as igualdades
λ(M) = δ(M) = dimM.
Demonstrac¸a˜o. Mostraremos utilizando argumentos de induc¸a˜o que
dimM ≤ λ(M) ≤ δ(M) ≤ dimM.
Passo 1: dimM ≤ λ(M).
Se λ(M) = −1, enta˜o sm(M,n) = `R(M/mnM) = 0, para n 0. Assim,M/mnM = 0, ou seja,
M = mnM , logo pelo lema de Nakayama,M = 0 e dimM = −1. Enta˜o, suponha que λ(M) > 0.
Como AssM e´ um conjunto finito, seja P ∈ AssM , tal que dimM = cohtP = dimR/P . Por
definic¸a˜o de primo associado, existe um morfismo injetor R/P −→ M , e assim pelo Corola´rio
1.4.10, λ(R/P ) ≤ λ(M). Se mostrarmos que dimR/P ≤ λ(R/P ), enta˜o segue o Passo 1, pois
dimM = dimR/P ≤ λ(R/P ) ≤ λ(M). Para tal, e´ suficiente mostrar que para qualquer cadeia de
ideais primos em R, P = P0 ( · · · ( Pt o comprimento t e´ no ma´ximo λ(R/P ). Se t = 0, enta˜o
R/P 6= 0 e λ(R/P ) 6= −1. Dessa forma, assuma t ≥ 1 e que o resultado vale para t− 1. Escolha
a ∈ P1\P e considere os ideais primos Q tais que Ra+ P ⊆ Q ⊆ P1. Como Ra+ P ⊆ Q, enta˜o
(R/(Ra+P ))Q 6= 0. Assim, escolhaQ elemento minimal em Supp (R/(Ra+P )). Em particular,
Q ∈ Ass (R/(Ra + P )). Dessa maneira existe morfismo injetor de R/Q para R/(Ra + P ) e por
1.4.10, λ(R/Q) ≤ λ(R/(Ra + P )). Uma vez que a cadeia Q ( · · · ( Pt possui comprimento
t−1, a hipo´tese de induc¸a˜o implica que t−1 ≤ λ(R/Q) ≤ λ(R/(Ra+P )). Aplicando o Teorema
1.4.9 na sequeˆncia exata
0 −→ R/P a−→ R/P −→ R/(Ra+ P ) −→ 0
obtemos,
sm(R/P, n) + sm(R/(Ra+ P ), n) = sm(R/P, n) + r(n),
onde r(n) e´ uma func¸a˜o de tipo-polinomial possuindo grau menor λ(R/P ). Dessa maneira a
equac¸a˜o acima implica que λ(R/(Ra + P )) < λ(R/P ). Daı´, t − 1 < λ(R/P ) e portanto,
t ≤ λ(R/P ).
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Passo 2: λ(M) ≤ δ(M).
Se δ(M) = −1, enta˜o M = 0 e λ(M) = −1. Assuma M 6= 0, r = δ(M) ≥ 0 e sejam
a1, . . . , ar ∈ m tais que `(M/(a1, . . . , ar)M) <∞.
Afirmac¸a˜o 3: Se I = (a1, . . . , ar), P = annM e Q = I + P , enta˜o Supp (R/Q) = {m}.
Como M/IM ∼= M ⊗ R/I , temos que Supp (M/IM) = Supp (M) ∩ Supp (R/I) e ainda
V (P ) ∩ V (I) = V (Q) = Supp (R/Q). Por outro lado, Supp (M/IM) = {m}, o que prova
a afirmac¸a˜o. Da mesma forma, AssR/Q = {m}, ou seja, Q e´ um ideal m-prima´rio, ou ainda, Q e´
um ideal de definic¸a˜o de R. Ponha R¯ = R/P , Q¯ = Q/P e considere M como R¯-mo´dulo. Enta˜o
R¯ e´ anel local Noetheriano e Q¯ e´ um ideal de definic¸a˜o de R¯ gerado por a¯1, . . . , a¯r. Dessa forma
pela Observac¸a˜o 1.4.4, o grau do polinoˆmio de Hilbert-Samuel sQ¯(M,n) e´ no ma´ximo r. Mas,
pelo teorema da correspondeˆncia `R¯(M, Q¯nM) = `R(M,QnM), ou seja, sQ¯(M,n) = sQ(M,n).
Donde, λ(M) ≤ r = δ(M).
Passo 3: δ(M) ≤ dimM Se dimM = −1, enta˜o M = 0 e δ(M) = −1. Suponha enta˜o
M 6= 0. Se dimM = 0, enta˜o `R(M) < ∞ e δ(M) = 0. Assuma que dimM > 0. Consi-
dere P1, . . . , Pt ∈ AssM tais que cohtPi = dimM , para i = 1, . . . , t. Como dimM > 0, para
cada i, Pi ⊆ m, e assim pelo lema da esquiva
m *
t⋃
i=1
Pi.
Daı´, podemos escolher a ∈ m, tal que a /∈ Pi, para cada i e denote N = M/aM .
Afirmac¸a˜o 4: Supp (N) ⊆ Supp (M)\{P1, . . . , Pt}.
Com efeito, se NP 6= 0, enta˜o MP 6= 0 e ainda NPi = 0, pois a /∈ Pi, sendo que a e´ invertı´vel.
Como dimM = cohtPi, pela Afirmac¸a˜o 4, dimN < dimM , ou ainda, dimN + 1 ≤ dimM .
Considere r = δ(N) e a1, . . . , ar ∈ m tais que N/(a1, . . . , ar)N possui comprimento finito. Por
outro lado, pelo primeiro teorema dos isomorfismos temos
M/(a, a1, . . . , ar)M ∼= N/(a1, . . . , ar)N.
Assim, δ(M) ≤ r + 1, e por hipo´tese de induc¸a˜o δ(N) ≤ dimN . Contudo,
δ(M) ≤ r + 1 = δ(N) + 1 ≤ dimN + 1 ≤ dimM.
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Capı´tulo 2
Mo´dulos Cohen-Macaulay
Mo´dulos Cohen-Macaulay sa˜o aqueles em que o invariante alge´brico coincide com o invariante
geome´trico. Apesar de ser uma hipo´tese forte, ainda e´ suficientemente geral, no sentido que exis-
tem uma imensa quantidade de exemplos de tal estrutura na geometria alge´brica, teoria dos inva-
riantes e na combinato´ria. Ja´ os ane´is regulares sa˜o no melhores tipos de ane´is Cohen-Macaulay,
isso pois sa˜o verso˜es mais abstratas de ane´is de polinoˆmios e de se´ries formais sobre um corpo.
Aqui estudaremos algumas de suas principais caracterı´sticas e propriedades, introduzindo mais um
importantı´ssimo invariante em a´lgebra comutativa.
2.1 Sequeˆncias Regulares
Definic¸a˜o 2.1.1. SejaM umR-mo´dulo. Dizemos que x ∈ R e´ um elementoM -regular se xm = 0
implica m = 0, para todo m ∈M , noutras palavras, x na˜o e´ divisor de zero em M .
Definic¸a˜o 2.1.2. Uma sequeˆncia x = x1, . . . , xn de elementos de R e´ dita ser uma M -sequeˆncia
regular ou apenas uma M -sequeˆncia se:
(a) xi e´ um elemento M/(x1, . . . , xi−1)M -regular, para todo i = 1, . . . , n;
(b) M/xM 6= 0.
Em algumas situac¸o˜es, podemos dizer tambe´m que M e´ um x-regular mo´dulo. Uma sequeˆncia
x e´ dita ser uma M -sequeˆncia fraca, se somente a condic¸a˜o (a) for satisfeita.
Observac¸a˜o 2.1.3. Se (R,m) for anel local, M um R-mo´dulo finitamente gerado e x ⊆ m, enta˜o
a condic¸a˜o (b) e´ automaticamente satisfeita pelo lema de Nakayama.
Exemplo 2.1.4. Um exemplo cla´ssico de sequeˆncia regular e´ x = x1, . . . , xn no anel de polinoˆmios
R = S[x1, . . . , xn]. Se S for um corpo, esta tambe´m e´ uma sequeˆncia regular no anel de se´ries
formais F = S[[x1, . . . , xn]].
Exemplo 2.1.5. A sequeˆncia xz − y2, x2t2 − yz3, x2yt2 − xz4 na˜o e´ uma R-sequeˆncia, onde
R = S[x, y, z, t]. De fato, note que −z3(xz − y2) + y(x2t2 − yz3) = x2yt2 − xz4, logo
x2yt2 − xz4 ≡ 0 mod (xz − y2, x2t2 − yz3)
Dessa forma, x2yt2 − xz4 na˜o e´ elemento R/(xz − y2, x2t2 − yz3)-regular.
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O pro´ximo exemplo nos diz que permutac¸o˜es de sequeˆncias regulares nem sempre resultam em
sequeˆncias regulares.
Exemplo 2.1.6. Sejam k um corpo e S = k[x, y, z]. Mostraremos que x(y− 1), y, z(y− 1) e´ uma
S-sequeˆncia, mas x(y − 1), z(y − 1), y na˜o e´ uma S-sequeˆncia. De fato, e´ claro que x(y − 1) e´
na˜o-divisor de zero em S. Se para f ∈ S, yf¯ = 0¯ em S/(x(y − 1)), enta˜o existe g ∈ S tal que
yf = x(y − 1)g.
Isto nos diz que, y | x(y− 1)g, mas y - x(y− 1), implicando que y | g. Logo, g = yg′, para algum
g′ ∈ S. Assim,
yf = x(y − 1)yg′,
isto e´, f = x(y − 1)g′ e f¯ = 0¯. Isso mostra que y e´ elemento S/(x(y − 1))-regular. Para mostrar
que z(y − 1) e´ regular em S/(x(y − 1), y) considere h ∈ S tal que z(y − 1)h¯ = 0¯. Isto equivale a
dizer que
z(y − 1)h ∈ (x(y − 1), y) = (x, y).
Como z /∈ (x, y), y − 1 /∈ (x, y) e o ideal (x, y) e´ primo segue que h ∈ (x(y − 1), y), ou seja,
h¯ = 0¯. Ale´m disso,
S 6= (x(y − 1), y, z(y − 1)) = (x, y, z) = (x, y, z)S,
isto e´, S/(x, y, z)S 6= 0. Temos mostrado enta˜o que x(y− 1), y, z(y− 1) e´ uma S-sequeˆncia. Para
ver que x(y − 1), z(y − 1), y na˜o e´ uma S-sequeˆncia, basta notar que
x(z(y − 1)) = z(x(y − 1)) ∈ (x(y − 1)),
mas x /∈ (x(y − 1)).
Em contrapartida ao exemplo anterior, temos condic¸o˜es para que qualquer permutac¸a˜o de uma
sequeˆncia regular ainda seja uma sequeˆncia regular. Isto e´ mostrado na proposic¸a˜o a seguir.
Proposic¸a˜o 2.1.7. Sejam M um mo´dulo finitamente gerado sobre um anel Noetheriano R, x =
x1, . . . , xn uma M -sequeˆncia em que todos os xi’s esta˜o no radical de Jacobson J(R). Enta˜o
qualquer permutac¸a˜o de x e´ uma M -sequeˆncia.
Demonstrac¸a˜o. Como toda permutac¸a˜o e´ produto de transposic¸o˜es adjacentes, enta˜o basta con-
siderar a transposic¸a˜o intercambiando x1 e x2. Primeiramente, x1 e´ elemento M/x2M -regular.
Para isto, suponha x1m¯ = 0¯, com m¯ ∈ M/x2M . Daı´, x1m ∈ x2M , e existe m′ ∈ M tal que
x1m = x2m
′. Como por hipo´tese x2 e´ elemento M/x1M -regular, enta˜o m′ ∈ x1M . Dessa forma,
m′ = x1z, para algum z ∈ M . Como x1 e´ M -regular, enta˜o m = x2z, o que implica m¯ = 0¯.
Falta mostrar que x2 e´ M -regular. Para tal, mostraremos que se N e´ um submo´dulo de M anulado
por x2, enta˜o N = x1N , pois assim como x1 ∈ J(R), pelo lema de Nakayama, N = 0. Ja´ temos
x1N ⊆ N , enta˜o basta mostrar que N ⊆ x1N . Se n ∈ N , enta˜o x2n = 0. Como x2 e´ M/x1M -
regular, enta˜o n ∈ x1M , digamos n = x1w, para algum w ∈M . Dessa forma, x2x1w = x2n = 0.
Pore´m, x1 e´ M -regular, implicando que x2w = 0 e w ∈ N . Donde, n = x1w ∈ x1N , como
querı´amos.
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Corola´rio 2.1.8. SejamM um mo´dulo finitamente gerado sobre um anel local Noetheriano (R,m).
Enta˜o qualquer permutac¸a˜o de uma M -sequeˆncia tambe´m e´ uma M -sequeˆncia.
Demonstrac¸a˜o. Os termos de uma M -sequeˆncia sa˜o na˜o-invertı´veis, logo esta˜o no maximal m =
J(R) e o resultado segue da Proposic¸a˜o anterior.
A pro´xima proposic¸a˜o nos diz condic¸o˜es para que a regularidade de uma sequeˆncia seja carre-
gada quando estendemos o mo´dulo.
Proposic¸a˜o 2.1.9. Considere os ane´is R, S, M um R-mo´dulo, x = x1, . . . , xn uma M -sequeˆncia
fraca, ϕ : R −→ S um morfismo, e N e´ um S-mo´dulo, R-plano. Enta˜o x ⊆ R e ϕ(x) ⊆ S sa˜o
(M ⊗R N)-sequeˆncias fracas. Se x(M ⊗R N) 6= (M ⊗R N), enta˜o x e ϕ(x) sa˜o (M ⊗R N)-
sequeˆncias.
Demonstrac¸a˜o. Por definic¸a˜o a multiplicac¸a˜o por xi coincide com a multiplicac¸a˜o por ϕ(xi), enta˜o
consideremos apenas x. Por induc¸a˜o em n, consideremos n = 1. O caso geral e´ feito de forma
similar. Como x1 e´ M -regular, a multiplicac¸a˜o x1 : M −→M e´ injetiva, e assim x1 ⊗N tambe´m
e´, pois N e´ plano. Daı´, x1 e´ (M ⊗R N)-regular, uma vez que x1 ⊗N e´ a multiplicac¸a˜o por x1 em
(M ⊗RN). Ale´m disso, 0 6= (M ⊗RN)/x1(M ⊗RN) ∼= (M/x1M)⊗RN e assim M/x1M 6= 0.
Corola´rio 2.1.10. Sejam R um anel Noetheriano, M um R-mo´dulo finitamente gerado, x uma
M -sequeˆncia e um P ∈ Supp (M) contendo x. Enta˜o x (vista em RP ) e´ uma MP -sequeˆncia.
Demonstrac¸a˜o. Considere o mapa de localizac¸a˜o R −→ RP . Sabemos que RP e´ R-plano. Mais
ainda, por hipo´tese MP 6= 0, logo pelo lema de Nakayama MP 6= PMP . Em particular, MP 6=
xMP , e segue o resultado pela Proposic¸a˜o anterior.
As duas pro´ximas proposic¸o˜es sa˜o muito importantes para trabalhar com sequeˆncias regulares
em termos homolo´gicos.
Proposic¸a˜o 2.1.11. Sejam R um anel, M um R-mo´dulo e x uma M -sequeˆncia fraca. Enta˜o qual-
quer sequeˆncia exata
N2
ϕ2−→ N1 ϕ1−→ N0 ϕ0−→M −→ 0
de R-mo´dulos induz uma sequeˆncia exata
N2/xN2 −→ N1/xN1 −→ N0/xN0 −→M/xM −→ 0.
Demonstrac¸a˜o. Por induc¸a˜o basta considerar o caso em que x = x. Como para cada i = 0, 1, 2,
Ni ⊗R/(x) ∼= Ni/(x)Ni e M ⊗R/(x) ∼= M/(x)M , se tensorizarmos por R/(x) a sequeˆncia
N2
ϕ2−→ N1 ϕ1−→ N0 ϕ0−→M −→ 0
obtemos o complexo
N2/xN2
ϕ¯2−→ N1/xN1 ϕ¯1−→ N0/xN0 ϕ¯0−→M/xM −→ 0.
Uma vez que o funtor − ⊗ R/(x) e´ exato a` direita, falta mostrar apenas a exatida˜o em N1/xN1,
isto e´, ker ϕ¯1 ⊆ Imϕ¯2. Enta˜o seja n1 ∈ ker ϕ¯1 Daı´, ϕ¯1(n1) = 0¯, e existe n0 ∈ N0 tal que ϕ1(n1) =
n0 e xϕ0(n0) = 0. Como x e´ M -regular, enta˜o ϕ0(n0) = 0, ou seja, n0 ∈ kerϕ0 = Imϕ1.
Logo, existe n′1 ∈ N1 tal que n0 = ϕ1(n′1). Dessa forma, ϕ1(n1) = xϕ1(n′1), equivalentemente,
ϕ1(n1 − xn′1) = 0. Portanto, n1 − xn′1 ∈ kerϕ1 = Imϕ2, e n¯1 ∈ Imϕ¯2.
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Proposic¸a˜o 2.1.12. Sejam R um anel e
N• : · · · −→ Nm ϕm−→ Nm−1 −→ · · · −→ N0 ϕ0−→ N−1 −→ 0
um complexo exato de R-mo´dulos. Se x e´ uma Ni-sequeˆncia fraca, para todo i, enta˜o o complexo
N• ⊗R/(x) e´ exato.
Demonstrac¸a˜o. Como nas proposic¸o˜es anteriores, por induc¸a˜o no comprimento basta tratarmos o
caso em que x = x. Como x e´ Ni-regular, tambe´m o e´ Imϕi+1-regular. Aplicando a Proposic¸a˜o
2.1.11 a cada sequeˆncia exata
Ni+3 −→ Ni+2 −→ Ni+1 −→ Imϕi+1 −→ 0
temos o desejado.
Sejam R um anel, M um R-mo´dulo e denote X = X1, . . . , Xn indeterminadas sobre R.
Escreveremos M [X] para representar M ⊗ R[X]. Como R[X] e´ um R-mo´dulo livre com base
{X i11 · · ·X inn }{i1,...,in}≥0, enta˜o todo elemento em M [X] e´ uma soma finita da forma∑
mi1,...,in ⊗X i11 · · ·X inn .
Dessa forma, podemos falar de coeficientes e de grau de um elemento de M [X] e o chamaremos
de polinoˆmio com coeficientes em M . Se x = x1, . . . , xn e´ uma sequeˆncia de elementos em R,
enta˜o a substituic¸a˜o Xi 7→ xi, induz o morfismo R[X]→ R, dado por∑
ai1,...,inX
i1
1 · · ·X inn 7−→
∑
xi11 · · ·xinn (ai1,...,in)
Da mesma maneira, teremos o morfismo M [X]→M , no qual∑
mi1,...,in ⊗X i11 · · ·X inn 7−→
∑
xi11 · · ·xinn (mi1,...,in)
Denotaremos por F (x) a imagem de F ∈M [X] sobre a aplicac¸a˜o acima.
Teorema 2.1.13 (Rees). Seja R um anel, M um R-mo´dulo, x = x1, . . . , xn uma M -sequeˆncia e
I = (x). Se F ∈M [X] e´ homogeˆneo de grau d e F (x) ∈ Id+1M , enta˜o os coeficientes de F esta˜o
em IM .
Demonstrac¸a˜o. Faremos por induc¸a˜o em n. Se n = 1, enta˜o escreva F =
∑
m⊗xd1, daı´ F (x1) =
xd1m ∈ Id+1M , logo existe z ∈ M , tal que F (x1) = xd1m = xd+1z. Como x1 e´ M -regular, enta˜o
F (x1) = x1z ∈ IM . Enta˜o, suponha n > 1 e o teorema va´lido para sequeˆncias regulares no
ma´ximo n− 1.
Afirmac¸a˜o: Sendo J = (x1, . . . , xn−1), enta˜o xn e´ M/J jM , para todo j ≥ 1.
Com efeito, argumentando por induc¸a˜o temos que y ∈ J i−1M , e podemos escrever y =
G(x1, . . . , xn−1), com G ∈ M [X1, . . . , Xn−1] homogeˆneo de grau j − 1. Coloque G′ = xnG.
Por hipo´tese de induc¸a˜o, os coeficientes de G esta˜o em JM . Como xn e´ regular mo´dulo JM , os
coeficientes de G esta˜o em JM , e assim y ∈ J jM .
Para provar o teorema em sequeˆncias de comprimento n, precisamos de uma nova induc¸a˜o, agora
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sobre d. Se d = 0, na˜o ha´ o que fazer. Suponha d > 0. Primeiramente, provaremos o caso em que
F (x) = 0. Enta˜o, escrevamos F = G + XnH , com G ∈ M [X1, . . . , Xn−1]. A afirmac¸a˜o acima,
nos garante que H(x) ∈ JdM ⊆ IdM . Pela induc¸a˜o em d, os coeficientes de H esta˜o em IM . Por
outro lado, H(x) = H ′(x1, . . . , xn−1) com H ′ ∈ M [X1, . . . , Xn−1] homogeˆneo de grau d. Daı´,
(G+ xnH
′)(X1, . . . , Xn−1) = F (x) = 0 e pela induc¸a˜o em n, os coeficientes de G+ xnH ′, esta˜o
JM . Uma vez que, xnH ′ tem seus coeficientes em IM , os coeficientes de G devem estar em IM ,
e assim tambe´m os de F . Para o caso geral, como F (x) ∈ Id+1M , tem-se F (x) = G(x), com
G =
∑n
i=1XiGi, com os Gi homogeˆneos de grau d. Pondo, G
′
i = XiGi e G
′ =
∑n
i=1G
′
i, tem-se
que F − G′ e´ homogeˆneo de grau d e (F − G′)(x). Pelo caso anterior, os coeficientes de F − G′
esta˜o em IM , donde os coeficientes de F tambe´m esta˜o.
Como consequeˆncia do Teorema 2.1.13, podemos relacionar uma sequeˆncia regular com o
mo´dulo graduado associado do ideal gerado pela sequeˆncia.
Teorema 2.1.14. Sejam R um anel, M um R-mo´dulo, x = x1, . . . , xn uma M -sequeˆncia e I =
(x). Enta˜o o mapa (M/IM)[X] −→ grI(M), induzido pela substituic¸a˜o Xi 7→ xi + I2 e´ um
isomorfismo.
Demonstrac¸a˜o. A projec¸a˜o R −→ R/I e a substituic¸a˜o Xi 7→ xi + I2, induz um morfismo
sobrejetor de ane´is R[X] −→ grI(R), uma vez que grI(R) e´ gerado pelos elementos xi + I2.
Analogamente, se F ∈ M [X] e´ homogeˆneo de grau d, enta˜o F (x) ∈ IdM/Id+1M , e esten-
dendo por aditividade conseguimos um morfismo sobrejetor ψ : M [X] −→ grI(M). Clara-
mente, IM [X] ⊆ kerψ, o que induz ψ′ : M [X]/IM [X] −→ grI(M). Compondo com o iso-
morfismo canoˆnico M [X]/IM [X] ∼= (M/IM)[X], temos um novo morfismo sobrejetor ϕ :
(M/IM)[X] −→ grI(M). O nu´cleo de ψ e´ gerado pelos polinoˆmios homogeˆneos F ∈ M [X]
de grau d, com d ∈ N, tais que F (x) ∈ Id+1M , pelo Teorema 2.1.13 os coeficientes de F esta˜o em
IM , e o resultado segue do primeiro teorema dos isomorfismos.
Um fato interessante e´ que se x + I2 = x1 + I2, . . . , xn + I2 e´ uma grI(M)-sequeˆncia, na˜o
necessariamente x = x1, . . . , xn e´ uma M -sequeˆncia.
Exemplo 2.1.15. Considere R = k[x, y, z]/(xz, x− xy), I = (y¯) e f¯ = y¯z¯, onde k e´ um corpo. E´
claro que y¯ e´ R-regular, logo pelo Teorema 2.1.14,
grI(R)
∼= (R/I)[X] ∼= (k[z])[X].
Donde grI(R) e´ um domı´nio e assim f¯ + I2 e´ grI(R)-regular. Por outro lado a equac¸a˜o x¯f¯ = 0¯,
nos diz que f¯ e´ divisor de zero em R.
Em compensac¸a˜o, a proposic¸a˜o a seguir nos diz que sequeˆncia regulares no anel graduado
associado prove´m de sequeˆncias regulares no anel original, no caso em que este e´ local.
Proposic¸a˜o 2.1.16. SejamR um anel local Noetheriano e x1, . . . , xn ∈ R, tal que I = (x1, . . . , xn)
e´ um ideal pro´prio. Se x+I2 = x1+I2, . . . , xn+I2 e´ uma grI(R)-sequeˆncia, enta˜o x = x1, . . . , xn
e´ uma R-sequeˆncia.
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Demonstrac¸a˜o. Por induc¸a˜o no comprimento da sequeˆncia podemos supor que x = x, e assim
basta mostrar que x e´ R-regular. Por isso, suponha xy = 0. Se y 6= 0, enta˜o pelo Corola´rio 1.2.9,
existe n ∈ N, tal que y /∈ Ir. Por outro lado,
(x+ I2)(y + Ir) = xy + Ir+1 = 0.
Pela regularidade de x+ I2, temos que y ∈ Ir, uma contradic¸a˜o. Logo, y = 0 e x e´ R-regular.
2.2 Grade e Profundidade
Considere R um anel Noetheriano e M um R-mo´dulo. Se x = x1, . . . , xn e´ uma M -sequeˆncia,
enta˜o obtemos uma cadeia ascendente
(x1) ( (x1, x2) ( · · · ( (x1, x2, . . . , xn).
Portanto, qualquer pode ser estendida a uma sequeˆncia maximal, que definimos a seguir.
Definic¸a˜o 2.2.1. Uma M -sequeˆncia x = x1, . . . , xn ∈ I e´ dita maximal em I , se x1, . . . , xn, xn+1
na˜o e´ uma M -sequeˆncia, para qualquer xn+1 ∈ I .
Geralmente, sequeˆncias maximais podem possuir comprimentos distintos.
Exemplo 2.2.2. Seja k um corpo e R = k[[x]][y]. As sequeˆncias x, y e 1 − xy sa˜o R-sequeˆncias
maximais. Para isso, temos os isomorfismos
k[[x]][y]
(x, y)
∼= k k[[x]][y]
(1− xy)
∼= k[[x]]x ∼= k((x)).
Como k e k((x)) sa˜o corpos, enta˜o os ideais (x, y) e (1− xy) sa˜o maximais em k[[x]][y], e assim as
sequeˆncias na˜o podem ser estendidas para R-sequeˆncias de comprimento maior.
Neste momento, nosso objetivo e´ mostrar que todas as M -sequeˆncias maximais em um ideal
I , tal que IM 6= M (o que na˜o e´ o caso do exemplo anterior), possuem o mesmo comprimento, se
M e´ finitamente gerado.
Proposic¸a˜o 2.2.3. Seja R um anel Noetheriano e M um R-mo´dulo finitamente gerado. Se I ⊆ R
e´ um ideal consistindo de divisores de zero de M , enta˜o I ⊆ P , para algum P ∈ AssM .
Demonstrac¸a˜o. Se I * P , para todo AssM , que e´ um conjunto finito (R e´ anel Noetheriano),
enta˜o pelo lema da esquiva existe a ∈ I , com a /∈ P , para todo P ∈ AssM . Logo, a ∈ I na˜o e´
divisor de zero em M .
Observac¸a˜o 2.2.4. ConsidereR um anel eM umR-mo´dulo. Se um ideal I esta´ contido em algum
P ∈ AssM enta˜o existe um morfismo injetor ψ : R/P −→ M . Em especial, existe um morfismo
na˜o nulo ϕ : R/I −→M .
Ideais consistindo de divisores de zero, podem ser tratados em termos homolo´gicos.
Proposic¸a˜o 2.2.5. Considere R um anel, M,N R-mo´dulos e I = annN . As seguintes afirmac¸o˜es
sa˜o verdadeiras:
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(a) Se I conte´m um elemento M -regular, enta˜o HomR(N,M) = 0;
(b) Reciprocamente, se R e´ Noetheriano, M,N sa˜o finitamente gerados e HomR(N,M) = 0,
enta˜o temos a existeˆncia de um elemento M -regular em I .
Demonstrac¸a˜o. (a) Seja h ∈ HomR(N,M), n ∈ N e x ∈ I um elemento M -regular. Enta˜o,
xh(n) = h(xn) = h(0) = 0. Pela regularidade de x, tem-se h(n) = 0 e h e´ o morfismo nulo.
(b) Suponha que I consista de divisores de zero de M . Pela Proposic¸a˜o 2.2.3, existe P ∈ AssM
no qual I ⊆ P . Da hipo´tese, P ∈ Supp (N). Temos que NP ⊗ k(P ) 6= 0, pois caso contra´rio,
pelo lema de Nakayama terı´amos NP = 0, mas isto na˜o acontece, desde que I ⊆ P (k(P ) denota
o corpo residual RP/PRP ). Uma vez que, NP ⊗ k(P ) e´ uma soma direta de co´pias de k(P ),
temos um morfismo sobrejetor NP −→ k(P ). Observe que PRP ∈ Ass (MP ). Pela Observac¸a˜o
2.2.4, existe ϕ′ ∈ HomRP (NP ,MP ) na˜o-nulo. Logo HomR(N,M) 6= 0, por causa do isomorfismo
HomRP (NP ,MP )
∼= HomR(N,M)P .
Estamos quase prontos para mostrar que sequeˆncias maximais possuem o mesmo comprimento
(no caso citado anteriormente), o qual pode ser calculado em termos homolo´gicos. Mas ainda
precisamos do seguinte
Lema 2.2.6. Seja R um anel, M,N R-mo´dulos e x = x1, . . . , xn uma M -sequeˆncia fraca em
annM . Enta˜o,
HomR(N,M/xM) ∼= Ext nR(N,M).
Demonstrac¸a˜o. Novamente argumentaremos por induc¸a˜o sobre n. Por vacuidade o caso n = 0 e´
satisfeito. Seja n ≥ 1 e denote x’ = x1, . . . , xn−1. Por hipo´tese de induc¸a˜o tem-se
HomR(N,M/x’M) ∼= Ext n−1R (N,M).
Por definic¸a˜o, xn e´ (M/x’M)-regular, enta˜o pela Proposic¸a˜o 2.2.5, obtemos Ext n−1R (N,M) = 0.
Daı´, a sequeˆncia exata
0 −→M x1−→M −→M/x1M −→ 0
induz uma nova sequeˆncia exata
0 −→ Ext n−1R (N,M/x1M)
ψ−→ Ext nR(N,M) ϕ−→ Ext nR(N,M)
O mapa ϕ e´ a multiplicac¸a˜o por x1 herdada de M . Como x1 ∈ annN , enta˜o ϕ = 0. Dessa forma,
ψ e´ um isomorfismo, e utilizando um novo argumento indutivo temos
HomR(N,M/xM) ∼= Ext 0R(N, xM) ∼= · · · ∼= Ext n−1R (N,M/x1M) ∼= Ext nR(N,M).
Teorema 2.2.7 (Rees). Sejam R um anel Noetheriano, M um R-mo´dulo finitamente gerado e I
um ideal tal que IM 6= M . Enta˜o todas as M -sequeˆncias maximais em I possuem o mesmo
comprimento n, que e´ dado por
n = min{i : Ext iR(R/I,M) 6= 0}
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Demonstrac¸a˜o. Considere x = x1, . . . , xn umaM -sequeˆncia maximal em I . Como annR/I = I e
I conte´m um elemento M/(x1, . . . , xi−1)M -regular para cada i = 1, . . . , n, enta˜o pela Proposic¸a˜o
2.2.5 e pelo Lema 2.2.6, 0 = HomR(R/I,M/(x1, . . . , xi−1)M) ∼= Ext i−1R (R/I,M). Ale´m disso,
uma vez que IM 6= M e x e´ uma sequeˆncia maximal, I consiste em divisores de zero de M/xM .
Logo pelo item (b) da Proposic¸a˜o 2.2.5, segue que HomR(R/I,M/xM) 6= 0. Aplicando nova-
mente o isomorfismo descrito no Lema 2.2.6, temos Ext nR(R/I,M) 6= 0.
Dessa forma podemos definir um novo invariante de muita importaˆncia em a´lgebra comutativa.
Definic¸a˜o 2.2.8. Sejam R um anel Noetheriano, M um R-mo´dulo finitamente gerado e I um ideal
tal que IM 6= M . O comprimento de uma sequeˆncia maximal em I e´ chamado grade de I em M
e e´ denotado por
grade (I,M).
Se IM = M , colocamos grade (I,M) =∞.
Observac¸a˜o 2.2.9. Quando IM = M , a definic¸a˜o de grade e´ consistente com o Teorema 2.2.7,
pois grade (I,M) = ∞ se, e so´ se, Ext iR(R/I,M) = 0, para todo i. Para ver isso, se IM = M ,
tem-se 0 = M/IM ∼= M ⊗ R/I , o que implica Supp (M) ∩ Supp (R/I) = ∅. Do isomor-
fismo Ext iRP (NP ,MP )
∼= Ext iR(R/I,M)P , segue que Supp (Ext iR(R/I,M)) ⊆ Supp (M) ∩
Supp (R/I) = ∅, e assim Ext iR(R/I,M) = 0, para qualquer i. Reciprocamente, se
Ext iR(R/I,M) = 0,
para todo i, o Teorema 2.2.7 nos concede IM = M .
Como um caso especial do grade, definimos a profundidade de um mo´dulo.
Definic¸a˜o 2.2.10. Seja M um mo´dulo finitamente gerado sobre um anel local Noetheriano (R,m).
Enta˜o o grade de m em M e´ chamado de profundidade de M , e o denotamos por depthM .
Exemplo 2.2.11. Considere o anel de polinoˆmios R1 = k[x1, . . . , xn] e o anel de se´ries formais
R2 = k[[x1, . . . , xn]] em n indeterminadas sobre um corpo k. Uma vez que a sequeˆncia x1, . . . , xn
e´ maximal em ambos os ane´is, enta˜o se m = (x1, . . . , xn),
grade (m, R1) = depth (R2) = n.
Como este caso especial e´ muito utilizado, reescreveremos o Teorema 2.2.7.
Teorema 2.2.12. SejaM um mo´dulo na˜o-nulo finitamente gerado sobre um anel local Noetheriano
(R,m, k). Enta˜o,
depthM = min{i : Ext iR(k,M) 6= 0}.
Exemplo 2.2.13. Seja R = k[[x, y]]/(x2, xy). O seu ideal maximal m = (x¯, y¯) esta´ em AssR, pois
(x¯, y¯) = ann(x¯). Assim, temos uma inclusa˜o R/m ↪→ R, e portanto
0 6= Hom(k,R) ∼= Ext 0R(k,R).
Desse modo, pelo teorema anterior, depthR = 0. Na verdade, esses mesmos argumentos mostram
um caso mais geral: Se M e´ um mo´dulo finitamente gerado sobre um anel local Noetheriano
(R,m, k), enta˜o depthM = 0 se, e so´ se, m ∈ AssM .
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Para calcular grades em geral, a pro´xima proposic¸a˜o e´ bastante utilizada.
Proposic¸a˜o 2.2.14. Considere R um anel Noetheriano I, J ideais de R e M um R-mo´dulo finita-
mente gerado. Enta˜o:
(a) grade (I,M) = inf{depthMP : P ∈ V (I)};
(b) grade (I ∩ J,M) = min{grade (I,M), grade (J,M)};
(c) grade (I,M) = grade (
√
I,M);
(d) Se x = x1, . . . , xn e´ uma M -sequeˆncia em I , temos
grade (I/(x),M/xM) = grade (I,M/xM) = grade (I,M)− n;
(e) Se N e´ um R-mo´dulo com Supp (N) = V (I), temos
grade (I,M) inf{i : Ext iR(N,M) 6= 0}.
Demonstrac¸a˜o. (a) E´ claro que grade (I,M) ≤ grade (P,M), para P ∈ V (I), e do Corola´rio
2.1.10 tem-se grade (I,M) ≤ depthMP . Temos dois casos:
Caso 1: IM = M . Neste caso grade (I,M) = ∞ e como na Observac¸a˜o 2.2.9, obtemos
Supp (M) ∩ V (I) = ∅, implicando que para todo P ∈ V (I), MP = 0. Pelo lema de Nakayama
PRPMP = MP , ou seja, depthMP =∞.
Caso 2: IM 6= M . Escolha x uma sequeˆncia maximal em I . Por 2.2.3, podemos tomar
P ∈ AssM/xM , com I ⊆ P . Como PRP ∈ Ass (M/xM)P , e (M/xM)P ∼= MP/xMP , o ideal
PRP consiste de divisores de zero de M/xMP , e x vista em RP e´ uma MP -sequeˆncia maximal.
Como V (I ∩ J) ⊆ V (I), V (J), pelo item (a),
grade (I ∩ J,M) ≤ grade (I,M), grade (J,M)
e assim segue o item (b).
Sabemos que
√
I =
⋂
P∈V (I) P , e assim como no item (b),
grade (
√
I,M) = inf{grade (P,M) : P ∈ V (I)}
= inf{depthMP : P ∈ V (I)}
= grade (I,M),
no qual a u´ltima igualdade e´ o item (a).
Para o item (d), denote R¯ = R/(x), I¯ = I/(x) e M¯ = M/xM . Observe que IM = M e´
equivalente a IM¯ = M¯ e I¯M¯ = M¯ . Mais ainda, y1, . . . , yn ∈ I e´ uma M¯ -sequeˆncia se, e so´
se, y¯1, . . . , y¯n ∈ I¯ forma uma M¯ -sequeˆncia. Dessa forma, grade (I¯ , M¯) = grade (I, M¯). Para a
segunda igualdade, temos pelo Teorema 2.2.7,
grade (I,M/xM) = min{i : Ext iR(R/I,M/(x1, . . . , xn)M) 6= 0}
= min{i : Ext iR(R/I,M) 6= 0} − n
= grade (I,M)− n.
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Finalmente mostremos o item (e). Como Supp (N) = V (I), enta˜o
√
annN =
√
I e por (b)
podemos assumir que I = annN . Repetindo a demonstrac¸a˜o do Teorema 2.2.7, com N no lugar
de R/I junto com a Observac¸a˜o 2.2.9, demonstramos este item.
Tambe´m temos a noc¸a˜o de grade para mo´dulos.
Definic¸a˜o 2.2.15. Seja M um mo´dulo na˜o-nulo finitamente gerado sobre um anel Noetheriano R.
Definimos o grade de M por
gradeM = min{i : Ext iR(M,R) 6= 0}.
Se M = 0, tomamos gradeM =∞.
Observac¸a˜o 2.2.16. Fazendo I = annM , R = M e N = M no item (e) da Proposic¸a˜o 2.2.14,
conseguimos
gradeM = grade (annM,R).
A`s vezes, denotamos grade I = gradeR/I = grade (I, R), para I ⊆ R um ideal, mas na˜o
confunda, isto na˜o significa o grade do mo´dulo I .
Podemos calcular a dimensa˜o de mo´dulos finitamente gerados sobre ane´is locais Noetherianos,
quocientando por submo´dulos gerados por elementos convenientes.
Proposic¸a˜o 2.2.17. Considere M um mo´dulo finitamente gerado sobre um anel local Noetheriano
(R,m) e elementos a1, a2, . . . , at ∈ m. Enta˜o
dim(M/(a1, a2, . . . , at)M) ≥ dimM − t.
Ale´m disso, a igualdade acontece se, e somente se, {a1, a2, . . . , at} pode ser estendido a um sis-
tema de paraˆmetros de M.
Demonstrac¸a˜o. Utilizaremos induc¸a˜o em t. Se t = 1, fac¸aN = M/a1M e considere {b1, . . . , br} ⊆
m tal que `R(N/(b1, . . . , br)N) <∞, sendo r = δ(N). O seguinte isomorfismo
N
(b1, . . . , br)N
=
M/a1M
((b1, . . . , br)M + a1M)/a1M
∼= M
(a1, b1, . . . , br)M
nos garante que `R(M/(a1, b1, . . . , br)N) <∞, ou seja, δ(M) ≤ δ(N) + 1, e pelo Teorema 1.5.7,
isto equivale a, dimM/a1M ≥ dimM − 1. Sendo t > 1, definindo N = M/(a2, . . . , at)M , pelo
caso t = 1, dimN/a1N ≥ dimN −1 e pela hipo´tese de induc¸a˜o dimN ≥ dimM − (t−1). Uma
vez que N/a1N ∼= M/(a1, . . . , at)M , temos o seguinte
dimM/(a1, . . . , at)M ≥ dimN − 1 ≥ dimM − (t− 1)− 1 ≥ dimM − t
o que prova a primeira afirmac¸a˜o. Agora, suponha que dim(M/(a1, a2, . . . , at)M) = n − t, com
n = dimM . Pelo Teorema 1.5.7, e´ possı´vel escolher um sistema de paraˆmetros {at+1, at+2, . . . , an}
para (M/(a1, a2, . . . , at)M). Denote N = M/(a1, a2, . . . , at)M . O isomorfismo
N/M/(at+1, , . . . , an)N ∼= M/(a1, a2, . . . , an)M
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implica que `R(M/(a1, a2, . . . , an)M) < ∞, concluindo que {a1, a2, . . . , an} e´ um sistema de
paraˆmetros de M . De outro lado, suponha que {a1, a2, . . . , at} pode ser estendido a um sis-
tema de paraˆmetros {a1, a2, . . . , an} para M . Outra vez, se N = M/(a1, a2, . . . , at)M teremos
`R(M/(a1, a2, . . . , an)M) <∞, e assim δ(N) ≤ n− t que e´ equivalente a
dimM/(a1, a2, . . . , at)M ≤ dimM − t.
Como pela primeira parte ja´ temos dimM/(a1, a2, . . . , at)M ≥ dimM − t, segue a igualdade
desejada.
No caso de M -sequeˆncias a desigualdade da Proposic¸a˜o 2.2.17 torna-se igualdade.
Teorema 2.2.18. Seja M um mo´dulo finitamente gerado sobre um anel local Noetheriano R. Se
x = x1, . . . , xn e´ uma M -sequeˆncia, enta˜o dim(M/xM) = dimM − n.
Demonstrac¸a˜o. Provemos o caso: se x e´ M -regular, enta˜o dimM/xM = dimM − 1. O caso
geral, segue por induc¸a˜o em n, utilizando este caso. Ja´ temos a desigualdade dimM/xM ≥
dimM − 1. Note que (x) + annM ⊆ ann(M/xM), o morfismo mudanc¸a de classe
pi :
R
(x) + annM
−→ R
ann(M/xM)
e´ sobrejetor e assim dim(R/annM/xM) ≤ dim(R/((x) + annM)).
Afirmac¸a˜o: Se S = R/annM enta˜o x¯ e´ elemento S-regular.
Para isso, se x¯y¯ = 0¯, enta˜o xy ∈ annM . Daı´, para cada m ∈M , xym = 0, e como x e´ M -regular,
enta˜o ym = 0, e y ∈ annM , isto e´, y¯ = 0¯.
Assim, pela Afirmac¸a˜o juntamente com a Proposic¸a˜o 1.4.11 e o Teorema 1.5.7, segue que
dimS/x¯S = dimS − 1.
Por outro lado,
S
x¯S
=
R/annM
(x+ annM/annM)
∼= R
(x) + annM
que implica
dim(M/xM) = dim(R/annM/xM) ≤ dimS − 1 = dimM − 1
donde segue a igualdade do enunciado.
A pro´ximo corola´rio pode ser considerado como uma motivac¸a˜o para a definic¸a˜o de ane´is e
mo´dulos Cohen-Macaulay, que sera˜o estudados na Sec¸a˜o 2.4.
Corola´rio 2.2.19. Seja M 6= 0 um mo´dulo finitamente gerado sobre um anel local Noetheriano
(R,m). Enta˜o, toda M -sequeˆncia faz parte de um sistema de paraˆmetros de M . Em especial,
depthM ≤ dimM .
Demonstrac¸a˜o. Se x = x1, . . . , xn e´ uma M -sequeˆncia, pelo Teorema 2.2.18, dim(M/xM) =
dimM −n e pela Proposic¸a˜o 2.2.18, a sequeˆncia x faz parte de um sistema de paraˆmetros. Assim,
a u´ltima afirmac¸a˜o segue do Teorema 1.5.7.
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Corola´rio 2.2.20. Sejam R um anel Noetheriano e I ⊆ R um ideal. Enta˜o, grade I ≤ ht I .
Demonstrac¸a˜o. Uma vez que ht I = inf{dimRP : P ∈ V (I)} e pelo item (a) da Proposic¸a˜o
2.2.14,
grade I = inf{depthRP : P ∈ V (I)},
o resultado segue do Corola´rio 2.2.19.
A desigualdade descrita no Corola´rio 2.2.19, pode ser refinada olhando para as dimenso˜es
providas dos primos associados.
Proposic¸a˜o 2.2.21. Seja M 6= 0 um mo´dulo finitamente gerado sobre um anel local Noetheriano
(R,m). Enta˜o, depthM ≤ dimR/P , para qualquer P ∈ AssM .
Demonstrac¸a˜o. Faremos a prova utilizando induc¸a˜o em depthM . Se depthM = 0, a proposic¸a˜o
e´ verdadeira. Assuma enta˜o que depthM > 0. Assim, existe x ∈ m que e´ elemento M -regular.
Seja P ∈ AssM e considere
S = {submo´dulos cı´clicos de M que sa˜o anulados por P }.
Note que S 6= ∅, pois o submo´dulo nulo esta´ em S. Como M e´ Noetheriano, enta˜o existe m ∈M ,
tal que o submo´dulo Rm e´ maximal em S.
Afirmac¸a˜o: P consiste de divisores de zero de M/xM .
Suponha que exista y ∈ P elemento M/xM -regular. Como Pm = 0, em particular, ym = 0,
o que implica ym¯ = 0¯, ou seja, m ∈ xM , pois y e´ M/xM -regular. Enta˜o, escreva m = xm′, para
algum m′ ∈ M . Como x e´ M -regular enta˜o Pm′ = 0. Ale´m disso, Rm e´ um submo´dulo pro´prio
de Rm′. Com efeito, se Rm = Rm′, enta˜o existe r ∈ R, tal que m′ = rm. Daı´, m = xrm ou,
(xr− 1)m = 0. Se xr− 1, e´ invertı´vel, enta˜o m = 0, uma contradic¸a˜o. Se xr− 1 na˜o e´ invertı´vel,
enta˜o xr − 1 ∈ m, e assim, −1 ∈ m gerando outra contradic¸a˜o. Enta˜o de fato Rm ( Rm′. Por
outro lado, isto contradiz a maximalidade do mo´dulo Rm em S, provando a afirmac¸a˜o.
Pela Proposic¸a˜o 2.2.3, existe Q ∈ AssM/xM tal que P ⊆ Q. Como x e´ M -regular, enta˜o x /∈ P ,
implicando que MP = xMP . Isto equivale a (M/xM)P = 0 e assim P /∈ Supp (M/xM).
Portanto, P ( Q, e por 2.2.14, juntamente com a hipo´tese de induc¸a˜o
dimR/P > dimR/Q ≥ depth (M/xM) = depthM − 1.
Donde, depthM ≤ dimR/P .
2.3 A Fo´rmula de Auslander-Buchsbaum
Temos a noc¸a˜o de minimalidade de complexos de mo´dulos sobre ane´is locais, e em especial de
resoluc¸o˜es projetivas.
Definic¸a˜o 2.3.1. Um complexo de mo´dulos
F• : · · · −→ Fn ϕn−→ Fn−1 −→ · · ·
sobre um anel local (R,m, k) e´ dito ser minimal se, os mapas do complexo F ⊗ k sa˜o todos nulos.
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Observac¸a˜o 2.3.2. Um complexo
F• : · · · −→ Fn ϕn−→ Fn−1 −→ · · · −→ F1 ϕ1−→ F0 −→ 0
e´ minimal se, e so´ se, ϕi(Fi) ⊆ mFi−1, para todo i. Com efeito, se F• e´ minimal, enta˜o para todo
i, a aplicac¸a˜o ϕi ⊗ id : Fi ⊗R/m −→ Fi−1 ⊗R/m e´ nula. Dessa forma, se ϕ(a) ∈ ϕi(Fi), temos
que ϕi(a) ⊗ 1¯ = 0 em Fi−1 ⊗ R/m ∼= Fi−1/mFi−1. Assim, ϕi(Fi) ⊆ mFi−1. Por outro lado,
se a ⊗ x¯ ∈ Fi ⊗ R/m temos, (ϕi ⊗ id)(a ⊗ x¯) = ϕi(a) ⊗ x¯. Como ϕi(a) ∈ ϕi(Fi) ⊆ mFi−1,
podemos escrever ϕi(a) = m1f1 + · · · + mkfk, para mj ∈ m, fj ∈ Fi−1, e j = 1, . . . k. Logo,
ϕi(a)⊗ x¯ = f1 ⊗m1x¯+ · · ·+ fk ⊗mkx¯ = f1 ⊗ 0 + · · ·+ fk ⊗ 0 = 0. Donde, o complexo F• e´
minimal.
E´ mostrado que a dimensa˜o projetiva de um mo´dulo M e´ o comprimento de uma resoluc¸a˜o
projetiva minimal de M (veja Definic¸a˜o 6.2.5).
Exemplo 2.3.3. Seja R = k[[x]]/(x2), sendo k um corpo. Defina a aplicac¸a˜o h : R −→ R por
h(f¯) = f¯ x¯. Temos que Im(h) = ker (h) = (x¯). Dessa forma, a sequeˆncia exata
· · · −→ R h−→ R h−→ R −→ · · · h−→ R h−→ R pi−→ R/(x¯) −→ 0
onde pi : R −→ R/(x¯) e´ a projec¸a˜o canoˆnica, e´ uma resoluc¸a˜o projetiva minimal de R/(x¯) ∼= k
como R-mo´dulo. Portanto, pdR(k) =∞.
Considere M um mo´dulo finitamente gerado sobre um anel local Noetheriano (R,m, k). Po-
demos construir uma resoluc¸a˜o livre minimal da seguinte forma: Como consequeˆncia do Lema de
Nakayama, sabemos que x1, . . . , xn ∈ M formam um sistema minimal de geradores se, e so´ se,
x¯1, . . . , x¯n ∈ M/mM ∼= M ⊗ k formam uma k-base de M ⊗ k. Por isso, µ(M) = dimk(M ⊗ k)
e´ o nu´mero minimal de geradores de M . Sendo β0 = µ(M), escolhamos x1, . . . , xβ0 um con-
junto minimal de geradores e definamos o morfismo sobrejetor, ϕ0 : Rβ0 −→ M por ei 7→ xi,
onde e1, . . . , eβ0 e´ a base canoˆnica de R
β0 . Fazendo β1 = µ(kerϕ0) definimos de forma ana´loga
ϕ0 : R
β0 −→ kerϕ0. Caminhando nessa direc¸a˜o construı´mos uma resoluc¸a˜o livre minimal
F• : · · · −→ Rβn ϕn−→ Rβn−1 −→ · · · −→ Rβ1 ϕ1−→ Rβ0 ϕ0−→M −→ 0
A resoluc¸a˜o acima e´ determinada por M a menos de isomorfismos de complexos. Para cada i, o
nu´mero βi(M) = βi e´ chamado i-e´simo nu´mero de Betti de M .
Proposic¸a˜o 2.3.4. Sejam (R,m, k) um anel local Noetheriano, M um R-mo´dulo finitamente ge-
rado e
F• : · · · −→ Fn ϕn−→ Fn−1 −→ · · · −→ F1 ϕ1−→ F0 −→ 0
uma resoluc¸a˜o livre de M . As seguintes condic¸o˜es sa˜o equivalentes:
(a) F• e´ minimal;
(b) ϕi(Fi) ⊆ mFi−1, para todo i ≥ 1;
(c) rank(Fi) = dimk TorRi (M,k), para todo i ≥ 1;
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(d) rank(Fi) = dimk Ext iR(M,k), para todo i ≥ 1.
Demonstrac¸a˜o. A equivaleˆncia entre (a) e (b) foi feita na Observac¸a˜o 2.3.2. Uma vez que o funtor
torc¸a˜o TorRi (M,k) e´ a i-e´sima homologia do complexo F•⊗k, enta˜o para cada i, ϕi(Fi) ⊆ mFi−1
se, e so´ se, ϕi(Fi) ⊗ k = 0 se, e so´ se, rank(Fi) = dimk TorRi (M,k). Dessa forma, temos
(b) equivalente a (c). A equivaleˆncia entre (b) e (c), segue analogamente a anterior, dado que
Ext iR(M,k) e´ a i-e´sima cohomologia do complexo HomR(F•, k).
Como consequeˆncia imediata da proposic¸a˜o anterior podemos calcular a dimensa˜o projetiva a
partir dos funtores torc¸a˜o.
Corola´rio 2.3.5. Seja (R,m, k) um anel local Noetheriano e M um R-mo´dulo finitamente gerado.
Enta˜o para todo i, βi = dimk TorRi (M,k) e
pdR(M) = sup{i : TorRi (M,k) 6= 0}.
Demonstrac¸a˜o. Considerando
F• : · · · −→ Rβn ϕn−→ Rβn−1 −→ · · · −→ Rβ1 ϕ1−→ Rβ0 ϕ0−→M −→ 0
uma resoluc¸a˜o livre minimal para M , temos por definic¸a˜o
pdR(M) = sup{i : βi 6= 0}
e o resultado segue da Proposic¸a˜o 2.3.4.
Para provar o teorema de Auslander-Buchsbaum, precisamos apenas de mais um resultado
te´cnico.
Proposic¸a˜o 2.3.6. Sejam (R,m) um anel local Noetheriano eM umR-mo´dulo finitamente gerado.
Se x ∈ m e´ R-regular e M -regular, enta˜o pdR(M) = pdR/(x)(M/xM).
Demonstrac¸a˜o. Considere F• uma resoluc¸a˜o livre minimal de M . Como x e´ R-regular e M -
regular, o complexo F• ⊗ R/(x) e´ exato, e portanto e´ uma resoluc¸a˜o livre minimal de M/xM
sobre R/(x). Por outro lado, nessas condic¸o˜es temos que para cada i, TorR/(x)i (M/xM, k) =
TorRi (M,k). Assim, pelo Corola´rio 2.3.5,
pdR/(x)(M/xM) = sup{i : TorR/(x)i (M/xM, k) 6= 0} = sup{i : TorRi (M,k) 6= 0} = pdR(M).
Sem mais delongas, eis a fo´rmula de Auslander-Buchsbaum.
Teorema 2.3.7 (Auslander-Buchsbaum). Sejam (R,m, k) um anel local Noetheriano e M um
R-mo´dulo na˜o-nulo finitamente gerado. Se pdR(M) <∞, enta˜o
pdR(M) + depthM = depthR.
44
Demonstrac¸a˜o. Argumentaremos por induc¸a˜o sobre depth (R). Considere
F• : 0 −→ Fn ϕn−→ Fn−1 −→ · · · −→ F1 ϕ1−→ F0 −→M −→ 0
uma resoluc¸a˜o livre minimal de M , daı´ pdR(M) = n. Suponha depthR = 0, em particular
depthM = 0. Daı´, pelo Exemplo 2.2.13, m ∈ AssR e existe uma sequeˆncia exata curta
0 −→ R/m −→ R −→ C −→ 0.
Esta sequeˆncia induz uma sequeˆncia exata longa, de onde obtemos
TorRn+1(M,C)
∼= TorRn (M,k) 6= 0
uma vez que para todo i ≥ n, tem-se TorRi (M,k) = 0. Isto e´ uma contradic¸a˜o, a menos que n = 0,
pois TorRn+1(M,−) se anula acima de n. Daı´, TorR1 (M,k) = 0 implicando que M e´ plano pela
Proposic¸a˜o 6.2.10, e assim M e´ livre pela Proposic¸a˜o 6.2.13. Neste caso, a fo´rmula e´ verdadeira.
Suponha agora, depthR > 0. Se depthM > 0, enta˜o m /∈ Ass (R) e m /∈ Ass (M) (Exemplo
2.2.13). Escolha x elementoR-regular eM -regular. Pela Proposic¸a˜o 2.2.14, depth R/(x)(R/(x)) =
depth R(R)− 1, depth R/(x)(M/xM) = depth R(M)− 1. Ale´m disso, a Proposic¸a˜o 2.3.6 nos diz
que pdR/(x)(M/xM) = pdR(M). Por hipo´tese de induc¸a˜o,
pdR/(x)(M/xM) + depth R/(x)(M/xM) = depth R/(x)(R/(x))
e em consequeˆncia, pdR(M) + depth R(M) = depth R(R). Falta mostrar o caso depthM = 0.
Para tal, considere a sequeˆncia exata curta
0 −→ K −→ Rt −→M −→ 0.
Dessa forma, depthK ≥ min{depthRt, depthM + 1} = 1. Por outro lado,
0 = depthM ≥ min{depthK − 1, Rt} = depthK − 1
o que implica que depthK ≤ 1, isto e´, depthK = 1. Ale´m disso, pdR(K) = pdR(M)− 1. Uma
vez que depthK > 0, pelo caso anterior pdR(K) + depthK = depthR, logo
pdR(M) + depthM = pdR(M)− 1 + 1 = depthR.
Exemplo 2.3.8. A profundidade de mo´dulos livres coincide com a profundidade de seu anel base:
se F e´R-modulo livre (R anel local), em particular F e´ projetivo. Logo, pdR(F ) = 0 e depthF =
depthR, pelo Teorema 2.3.7.
Exemplo 2.3.9. Dado qualquer i ∈ N podemos fabricar ane´is com dimensa˜o projetiva igual a i:
seja k um corpo, e R = k[[x1, . . . , xn]] o anel de se´ries formais com n indeterminadas. Como
R/(x1, . . . , xi) ∼= k[[xi+1, . . . , xn]]
pelo Teorema 2.3.7,
pdR(R/((x1, . . . , xi))) + n− i = n
pois depthR = n e depth k[[xi+1, . . . , xn]] = n− i. Donde, pdR(R/((x1, . . . , xi))) = i.
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Como o lema de Nakayama, a fo´rmula de Auslander-Buchsbaum tem uma versa˜o graduada,
cuja prova e´ baseada na prova do caso local, utilizando o lema de Nakayama Homogeˆneo (Lema
1.1.12). Finalizamos esta sec¸a˜o enunciando esta versa˜o.
Teorema 2.3.10 (Auslander-Buchsbaum Homogeˆneo). SejamR =
⊕
n≥0Rn um anel graduado,
finitamente gerado como a´lgebra sobre o corpo R0 e m =
⊕
n>0Rn o ideal maximal homogeˆneo.
Se M e´ um R-mo´dulo graduado finitamente gerado com dimensa˜o projetiva finita, enta˜o
pdR(M) + grade (m,M) = grade (m, R).
2.4 Ane´is e Mo´dulos Cohen-Macaulay
No Corola´rio 2.2.19 vimos que a profundidade de um mo´dulo e´ sempre menor ou igual a sua
dimensa˜o. Os casos especiais em que ocorrem a igualdade merecem destaque.
Definic¸a˜o 2.4.1. Seja (R,m) um anel local Noetheriano. UmR-mo´dulo finitamente geradoM 6= 0
e´ dito ser Cohen-Macaulay se depthM = dimM . Se R e´ um R-mo´dulo Cohen-Macaulay, o
chamamos de anel Cohen-Macaulay. No caso geral, em que R e´ Noetheriano na˜o necessaria-
mente local, enta˜o M e´ mo´dulo Cohen-Macaulay se Mm e´ Rm-mo´dulo Cohen-Macaulay, para
todo ideal maximal m ∈ Supp (M). Convencionamos que o mo´dulo nulo venha a ser mo´dulo
Cohen-Macaulay.
Exemplo 2.4.2. Todo anel Artiniano e´ Cohen-Macaulay. Com efeito, como localizac¸a˜o de ane´is
Artinianos resulta em ane´is Artinianos, basta provarmos o caso local. Seja (R,m) um anel local
Artiniano e a ∈ R elemento na˜o-invertı´vel, isto e´, a ∈ m. Como R e´ Artiniano, existe k ≥ 1, tal
que ak ∈ mk = (0), logo a e´ divisor de zero. Donde, dimR = depthR = 0.
Exemplo 2.4.3. Todo domı´nio Noetheriano de dimensa˜o 1 e´ Cohen-Macaulay. Para tal, note que
para todo ideal maximal m ∈ R, dimRm = 1, pois temos a cadeia maximal de primos (0) ⊆ mRm,
e assim, qualquer elemento na˜o-nulo e na˜o-invertı´vel serve para ser uma Rm-sequeˆncia maximal.
Proposic¸a˜o 2.4.4. Sejam (R,m) anel local Noetheriano e M um R-mo´dulo na˜o-nulo Cohen-
Macaulay. Enta˜o:
(a) dimR/P = depthM , para todo P ∈ AssM ;
(b) grade (I,M) = dimM − dimM/IM , para qualquer ideal I ⊆ m;
(c) x = x1, . . . , xn e´ M -sequeˆncia se, e so´ se, dimM/xM = dimM − n.
Demonstrac¸a˜o. (a) O fato de que AssM ⊆ Supp (M) e a Proposic¸a˜o 2.2.21 implicam que, se
P ∈ AssM enta˜o
depthM ≤ dimR/P ≤ dimM = depthM.
(b) Observe que por (a), qualquer primo P em AssM e´ minimal, logo minimal tambe´m em
Supp (M). Enta˜o se grade (I,M) = 0, pela Proposic¸a˜o 2.2.3 existe P ∈ AssM , com I ⊆ P .
Uma vez que Supp (M/IM) = Supp (M)∩V (I), enta˜o P tambe´m e´ minimal em Supp (M/IM).
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Logo, dimM/IM = dimR/P = dimM . Enta˜o, assuma grade (I,M) > 0 e escolha x ∈ I ele-
mentoM -regular. Pela Proposic¸a˜o 2.2.14, grade (I,M/xM) = grade (I,M)−1, depthM/xM =
depthM − 1 e pelo Teorema 2.2.18, dimM − 1 = dimM/xM . Como M e´ Cohen-Macaulay, as
equac¸o˜es acima certificam que M/xM tambe´m o e´. Dessa maneira podemos utilizar induc¸a˜o em
grade (I,M) para obter
grade (I,M)− 1 = grade (I,M/xM)
= dimM/xM − dimM/IM
= dimM − 1− dimM/IM.
Logo, grade (I,M) = dimM − dimM/IM .
(c) E´ suficiente mostrar a seguinte:
Afirmac¸a˜o: x = x1, . . . , xn e´ M -sequeˆncia se, e somente se, grade (I,M) = n.
Com efeito, terı´amos x = x1, . . . , xn e´ M -sequeˆncia se, e so´ se, grade (I,M) = n, e por (b)
isto e´ equivalente a n = grade (x,M) = dimM−dimM/xM , ou seja, dimM/xM = dimM−n.
Provemos enta˜o a afirmac¸a˜o: se x e´M -sequeˆncia, e´ fato que x e´M -sequeˆncia maximal em I = (x),
pois dado qualquer xn+1 ∈ I , por definic¸a˜o este seria combinac¸a˜o linear de x1, . . . , xn e dessa
forma, xn+1 seria divisor de zero em M/xM . Reciprocamente, por induc¸a˜o, basta supor que
x = x1. Daı´, grade (x1,M) = 1, enta˜o existe elemento M -regular y1 ∈ (x1), ou seja, y1 = x1z,
para algum z ∈ R. Assim, se x1m = 0, enta˜o (x1z)m = 0, isto e´, y1m = 0, donde m = 0, pois y1
e´ M -regular. Mostramos assim que x1 e´ M -regular, como querı´amos.
Pelo Teorema 1.5.7, podemos reformular o item (c) da proposic¸a˜o anterior no seguinte
Corola´rio 2.4.5. Sejam (R,m) anel local Noetheriano e M um R-mo´dulo na˜o-nulo. Enta˜o, x e´
uma M -sequeˆncia se, e somente se, esta faz parte de um sistema minimal de paraˆmetros de M .
Exemplo 2.4.6. Seja k um corpo. Enta˜o, o subanel S = k[[x4, x3y, xy3, y4]] ⊆ k[[x, y]] na˜o e´
Cohen-Macaulay. Primeiro, observe que {x4, y4} e´ sistema de paraˆmetros, pois (x3y)4 = x12y4
e (xy3)4 = x4y12, isto mostra que
√
(x4, y4) = (x4, x3y, xy3, y4), que e´ o ideal maximal de S.
Assim, δ(M) ≤ 2. Mais ainda, temos a seguinte cadeia de primos em S
(0) ⊆ (x4) ⊆ (x4, x3y, xy3, y4).
Daı´, pelo Teorema 1.5.7 dimM = δ(M) ≥ 2. Logo, δ(M) = 2 e {x4, y4} e´ um minimal
sistema de paraˆmetros. Por outro lado, y4 e´ divisor de zero em S/(x4), porque y4(x6y2) = x6y6 =
x4(x2y6) ∈ (x2), mas x6y2 /∈ (x4), pois x6y2 = x4(x2y2) e x2y2 /∈ S. Desta forma, encontramos
um sistema minimal de paraˆmetros que na˜o e´ uma sequeˆncia regular em S, logo pelo corola´rio
acima, S na˜o pode ser Cohen-Macaulay.
O pro´ximo teorema nos mostra que a propriedade de Cohen-Macaulay e´ preservada por passa-
gens a quocientes por sequeˆncias regulares e por localizac¸o˜es.
Teorema 2.4.7. Sejam R um anel Noetheriano, M um R-mo´dulo finitamente gerado e x =
x1, . . . , xn uma M -sequeˆncia.
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(a) Se M e´ mo´dulo Cohen-Macaulay, enta˜o M/xM e´ mo´dulo Cohen-Macaulay (sobre R ou
R/(x)). Vale a recı´proca se R e´ local.
(b) Se M e´ mo´dulo Cohen-Macaulay, enta˜o para qualquer subconjunto multiplicativo S ⊆
R, a localizac¸a˜o S−1M e´ S−1R-mo´dulo Cohen-Macaulay. Se P ∈ Spec (R) e M 6= 0,
enta˜o depthMP = grade (P,M). Mais ainda, se R e´ local, enta˜o dimM = dimMP +
dimM/PM .
Demonstrac¸a˜o. (a) Pela definic¸a˜o de mo´dulos Cohen-Macaulay, na˜o ha´ perda alguma supor queR
e´ anel local. Pelo item (c) da Proposic¸a˜o 2.4.4, dimM/xM = dimM−n e pela Proposic¸a˜o 2.2.14,
depthM/xM = depthM−n. Como M e´ Cohen-Macaulay, enta˜o dimM/xM = depthM/xM .
(b) Seja Q um ideal maximal em S−1R, enta˜o Q = S−1P , para algum P ∈ Spec (R) e P ∩S = ∅.
Dessa forma, S−1RQ ∼= RP . Seja m, um ideal maximal de R contendo P . Enta˜o, RP e´ uma
localizac¸a˜o do anel Cohen-Macaulay Rm, e assim podemos novamente assumir que R e´ local.
Como o mo´dulo nulo e´ Cohen-Macaulay, assuma que MP 6= 0. Utilizaremos induc¸a˜o sobre
depthMP . Se depthMP = 0, enta˜o PRP consiste de divisores de zero em MP , logo pela
Proposic¸a˜o 2.2.3, existeQ ∈ AssM tal queQ ⊆ P e PRP ⊆ QRP , ou seja,Q = P e P ∈ AssM .
Daı´, pelo item (a) da Proposic¸a˜o 2.4.4, P e´ primo minimal em Supp (M) (ou em AssM ). Por-
tanto, dimMP = 0. Utilizando o mesmo argumento, P na˜o pode estar em nenhum Q ∈ AssM ,
se depthMP > 0. Assim, P conte´m um elemento M -regular x. Pelo Corola´rio 2.1.10, x tambe´m
e´ MP -regular. Enta˜o a Proposic¸a˜o 2.2.14 e a hipo´tese de induc¸a˜o nos dizem que
dimMP − 1 = dimMP/xMP = depthMP/xMP = depthMP − 1
Donde dimMP = depthMP e MP e´ Cohen-Macaulay. Com isso, novamente pela Proposic¸a˜o
2.2.14,
grade (P,M) = inf{depthMQ : Q ∈ V (P )} = inf{dimMQ : Q ∈ V (P )} = dimMP
e assim grade (P,M) = depthMP . Por fim, utilizando mais uma vez a Proposic¸a˜o 2.4.4 e a
igualdade acima, tem-se
dimM − dimM/PM = grade (P,M) = depthMP = dimMP
ou seja, dimM = dimMP + dimM/PM .
Como consequeˆncia podemos relacionar a propriedade de Cohen-Macaulay de ane´is com altu-
ras de ideais.
Corola´rio 2.4.8. Seja R um anel Cohen-Macaulay, e I 6= R um ideal. Enta˜o, grade I = ht I , e se
R e´ local, ht I + dimR/I = dimR.
Demonstrac¸a˜o. Uma vez que ht I = min{dimRp : P ∈ V (I)}, e pela Proposic¸a˜o 2.2.14,
grade I = min{depthRp : P ∈ V (I)} o teorema anterior assegura que grade I = ht I . Dessa
maneira, fazendo uso da Proposic¸a˜o 2.4.4, temos que
ht I = grade I = dimR− dimR/I
que e´ equivalente a equac¸a˜o desejada.
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2.5 Ane´is Regulares
Definic¸a˜o 2.5.1. Um anel local Noetheriano (R,m) e´ dito ser regular, se este possui um sistema
de paraˆmetros minimal gerando m. Chamamos este sistema de sistema regular de paraˆmetros. Se
R e´ anel Noetheriano qualquer, R e´ dito ser regular, se Rm e´ regular, para qualquer ideal maximal
m ∈ R.
Exemplo 2.5.2. Considere (R,m) um anel local Noetheriano de dimensa˜o 0. Enta˜o R e´ regular
se, e so´ se, m = (0) se, e so´ se, R e´ um corpo. Veremos mais a frente que todo anel regular
e´ Cohen-Macaulay, mas claramente nem todo anel Cohen-Macaulay e´ regular, pois basta tomar
qualquer anel Artiniano (Exemplo 2.4.2) que na˜o e´ corpo, por exemplo, R = Z4.
Exemplo 2.5.3. Seja R = k[[x1, . . . , xn]] o anel de se´ries formais sobre um corpo k. Sabemos
que dimR = n, e tambe´m {x1, . . . , xn} e´ um sistema regular de paraˆmetros, logo R e´ anel re-
gular. E´ possı´vel mostrar o seguinte resultado mais geral: um anel R e´ regular, se, e somente se,
R[[x1, . . . , xn]] e´ regular, e o mesmo vale para R e R[x1, . . . , xn]. Dessa maneira, o caso acima e´
apenas um caso particular deste resultado.
Uma caracterizac¸a˜o para ane´is locais regulares bastante utilizada e´ a seguinte
Proposic¸a˜o 2.5.4. Seja (R,m, k) anel local Noetheriano. Sa˜o equivalentes:
(a) R e´ regular;
(b) µ(m) = dimkm/m2 = dimR.
Demonstrac¸a˜o. Denote dimR = d. Pelo lema de Nakayama, sabemos que µ(m) = dimkm/m2.
Se x1, . . . , xd geram m, enta˜o x¯1. . . . , x¯d geram m/m2, e assim
dimR = d ≥ dimkm/m2
Sendo R anel regular, como qualquer conjunto gerador de m e´ um sistema de paraˆmetros, temos
µ(m) = dimkm/m
2 ≤ δ(R) = dimR
pelo Teorema 1.5.7. Reciprocamente, se x¯1. . . . , x¯d e´ uma k-base de m/m2, novamente pelo lema
de Nakayama, x1, . . . , xd geram m e portanto R e´ regular.
Exemplo 2.5.5. Considere k um corpo cuja caracterı´stica na˜o e´ 2 nem 3, R = k[x, y]/(x3 − y2) e
m = (x¯− 1, y¯− 1). O anel localizado Rm e´ regular. Primeiro, R e´ domı´nio e pelo Teorema 2.2.18,
dimR = dim k[x, y] − 1 = 1, e tambe´m dimRm = 1. Por outro lado, afirmamos que mRm e´ um
ideal principal. De fato, mRm = (x¯3 − 1), isso pois
(x¯2 + x¯+ 1)(x¯− 1) = x¯3 − 1 = y¯2 − 1 = (y¯ − 1)(y¯ + 1).
Dessa forma, dimRm = µ(mRm) = 1, e Rm e´ anel regular, pela proposic¸a˜o anterior.
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Exemplo 2.5.6. Sejam R = Z[x]/(x2 − 53) e m = (5¯, x¯). Rm na˜o e´ regular. Primeiro, note
que o corpo residual de Rm e´ naturalmente isomorfo a Z5. A cadeia de primos (0) ( (5¯, x¯) nos
diz que dimRm ≥ 1. Mas, como x¯ ∈
√
(5¯), temos que {5¯} e´ um sistema de paraˆmetros, ou
seja, δ(Rm) ≤ 1. Donde pelo Teorema 1.5.7, dimRm = δ(Rm) = 1. Pore´m, temos a se´rie de
isomorfismos de Z5-espac¸os vetoriais,
mRm
(mRm)2
∼= m
m2
=
(5¯, x¯)
(5¯2, 5¯x, x¯2)
∼= (5, x)
(52, 5x, x2) + (x2 − 53) =
(5, x)
(52, 5x, x2)
.
Estes possuem dimensa˜o 2, e assim µ(m) = 2. Dessa maneira, Rm na˜o e´ regular.
Um fato surpreendente e´ que ane´is locais regulares sa˜o sempre domı´nios de integridade.
Proposic¸a˜o 2.5.7. Seja (R,m) um anel local regular. Enta˜o, R e´ um domı´nio de integridade.
Demonstrac¸a˜o. Faremos a prova por induc¸a˜o sobre dimR. Se dimR = 0, pelo Exemplo 2.5.2,
R e´ um corpo. Enta˜o, suponha dimR > 0, e sejam P1, . . . , Pm, os ideais primos minimais de R
(por hipo´tese R e´ anel Noetheriano). Pelo lema da esquiva, existe x ∈ m, tal que x na˜o pertence a
nenhum dos ideais m2, P1, . . . , Pm. Uma vez que x faz parte de um sistema minimal de geradores
de m, enta˜o este faz parte de um sistema regular de paraˆmetros, donde R/(x) e´ regular. Como
dimR/(x) = dimR− 1, a hipo´tese de induc¸a˜o implica que R/(x) e´ domı´nio, e assim, o ideal (x)
e´ primo. Dessa forma, (x) conte´m algum primo minimal de R, ou seja, existe j ∈ {1, . . . ,m} tal
que, Pj ⊆ (x). Para qualquer y ∈ Pj , y = xz, para algum z ∈ R. Como x /∈ Pj , enta˜o z ∈ Pj .
Logo, Pj = xPj e pelo lema de Nakayama, Pj = (0). Portanto, R ∼= R/(0) e´ um domı´nio.
O pro´ximo resultado nos proporciona um crite´rio para decidir quando quocientes de ane´is
regulares ainda sa˜o regulares.
Proposic¸a˜o 2.5.8. Sejam (R,m, k) um anel local regular e I ⊆ R um ideal. Enta˜o, R/I e´ regular
se, e somente se, I e´ gerado por um subconjunto de um sistema regular de paraˆmetros.
Demonstrac¸a˜o. Considere I = (x1, . . . , xl) e S = {x1, . . . , xl, xl+1, . . . , xn} um sistema minimal
de geradores de m. Claramente, µ(R/I) = µ(R)− l, uma vez que x¯1, . . . , x¯l sera˜o todos nulos em
R/I . Em contrapartida, afirmamos que x1, . . . , xl e´ uma R-sequeˆncia. Com efeito, primeiramente
x1 na˜o e´ divisor de zero em R, pois R e´ domı´nio (Proposic¸a˜o 2.5.7). Ale´m disso, para cada
i = 1, . . . , l, xi na˜o e´ divisor de zero em R/(x1, . . . , xi−1), pois caso contra´rio, n = µ(m) na˜o
seria mı´nimo. Daı´, por hipo´tese e o Teorema 2.2.18,
dimR/I = dimR− l = µ(m)− l = µ(m/I)
e assim por 2.5.4, R/I e´ regular. Reciprocamente, pela Proposic¸a˜o 2.5.4 devemos mostrar que se
R/I e´ regular, existem x1, . . . , xm ∈ I , tais que x¯1, . . . , x¯m sa˜o linearmente independentes sobre k
em m/m2, onde m = dimR−dimR/I e I = (x1, . . . , xm). Para isso, tensorizando por k = R/m
a sequeˆncia exata
0 −→ I ϕ−→ m ψ−→ m/I −→ 0
conseguimos a sequeˆncia exata
I/mI
ϕ¯−→ m/m2 ψ¯−→ (m/I)/(m/I)2 −→ 0.
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Por hipo´tese temos que dimkm/m2 = dimR e dimk(m/I)/(m/I)2 = dimR/I . Dessa forma,
pelo teorema do nu´cleo e da imagem, dimk ker ψ¯ + dimk Imψ¯ = dimkm/m2. Assim,
dimk ϕ¯(I/mI) = dimkm/m
2 − dimk(m/I)/(m/I)2 = dimR− dimR/I = m.
Podemos enta˜o escolher, em ϕ¯(I/mI), um k-base x¯1, . . . , x¯m, com x1, . . . , xm ∈ I . Afirmamos,
que {x1, . . . , xm} gera I . De fato, ponha I ′ = (x1, . . . , xm) e R′ = R/I ′. Pelo que ja´ foi provado
nesta proposic¸a˜o,R′ e´ regular, em particularR′ e´ um domı´nio (Proposic¸a˜o 2.5.7) e ainda, dimR′ =
dimR−m = dimR/I . Como, I ′ ⊆ I , temos a sequeˆncia exata
0 −→ I/I ′ −→ R′ −→ R/I −→ 0
Se I/I ′ 6= 0, estarı´amos dizendo que R/I seria um quociente pro´prio de R′, e portanto teria
dimensa˜o menor, uma contradic¸a˜o. Nos resta que I/I ′ = 0, como querı´amos.
O pro´ximo teorema nos revela mais uma importante caracterizac¸a˜o de ane´is regulares.
Teorema 2.5.9. Seja (R,m, k) local Noetheriano e x1, . . . , xn um sistema minimal de geradores
de m. As afirmac¸a˜o abaixo sa˜o equivalentes:
(a) R e´ regular;
(b) x1, . . . , xn e´ uma R-sequeˆncia;
(c) A substituic¸a˜o Xi 7→ x¯i ∈ m/m2, induz um isomorfismo k[X1, . . . , Xn] ∼= grm(R).
Demonstrac¸a˜o. A implicac¸a˜o de (a) para (b) ja´ foi feita na demonstrac¸a˜o da proposic¸a˜o anterior.
De (b) para (a), basta relembrar (Corola´rio 2.2.19) que todaR-sequeˆncia faz parte de um sistema de
paraˆmetros. A implicac¸a˜o de (b) para (c) e´ o Teorema 2.1.14. Sabemos que a sequeˆnciaX1, . . . , Xn
e´ regular em k[X1, . . . , Xn]. Assim, a sequeˆncia x1 +m2, . . . , xn+m2 e´ regular em grm(R). Logo,
x1, . . . , xr e´ R-sequeˆncia pela Proposic¸a˜o 2.1.16.
Como consequeˆncia da caracterizac¸a˜o anterior, provaremos enta˜o o que foi prometido no
Exemplo 2.5.2.
Corola´rio 2.5.10. Todo anel local regular e´ Cohen-Macaulay.
Demonstrac¸a˜o. Com a mesma notac¸a˜o do Teorema 2.5.9, x1, . . . , xn e´ R-sequeˆncia. Ale´m disso,
o Teorema 2.2.18 nos diz que
0 = dim k = dimR/m = dimR− n
isto e´, dimR = n. Logo, dimR ≤ depthR. Mas, a desigualdade contra´ria e´ sempre verdadeira
pelo Corola´rio 2.2.19. Sendo assim, segue a igualdade.
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Capı´tulo 3
Os Nu´meros Graduados de Betti
Resoluc¸o˜es livres sa˜o maneiras mais simples de descrever um mo´dulo por suas sizı´gias, isto e´,
atrave´s de seus geradores e suas relac¸o˜es. Os graus dos geradores controlam os “shifts”da resoluc¸a˜o
e os postos dos mo´dulos livres sa˜o os tais nu´meros de Betti, que acabam nos revelando muitas
informac¸o˜es sobre o mo´dulo em questa˜o. Inclusive, no Capı´tulo 5 definiremos a regularidade de
Castelnuovo-Mumford atrave´s dessa maneira de enxergar o mo´dulo. A priori, mostraremos como
os nu´meros de Betti sa˜o utilizados no ca´lculo da func¸a˜o de Hilbert. Depois, veremos uma belı´ssima
maneira de calcular resoluc¸o˜es livres de ideais monomiais utilizando a teoria de complexos simpli-
ciais, exibindo um crite´rio para decidir se tal resoluc¸a˜o e´ minimal. E por fim, utilizando poteˆncias
exteriores provaremos o Teorema das Sizı´gias de Hilbert.
3.1 Nu´meros de Betti e Func¸a˜o de Hilbert
Seja M =
⊕
d∈ZMd, um S-mo´dulo finitamente gerado, onde S = k[x0, . . . , xr] e´ o anel de
polinoˆmios em r+ 1 indeterminadas sobre um corpo k. Relembre da Definic¸a˜o 1.3.7 que a func¸a˜o
de Hilbert de M e´ dada por
h(M,d) = `k(Md) = dimkMd.
Podemos calcular h(M,d) utilizando resoluc¸o˜es livres de M . Note que S(−a) e´ um S-mo´dulo de
posto 1 gerado por um elemento de grau a. Dessa maneira, dados elementos homogeˆneos mi ∈M
de graus ai gerando M como S-mo´dulo, podemos definir um morfismo graduado do S-mo´dulo
livre graduado F0 =
⊕
i S(−ai) em M , enviando o i-e´simo gerador em mi. Defina M1 ⊆ F0,
o kernel desse morfismo. Pelo teorema das bases de Hilbert, M1 tambe´m e´ finitamente gerado.
Os elementos de M1 sa˜o chamados de sizı´gias dos geradores mi, ou simplesmente sizı´gias de
M . Como antes, tomando finitas sizı´gias homogeˆneas que geram M1, definimos um morfismo
graduado de um mo´dulo graduado livre F1 para F0. Procedendo desse modo, construimos uma
sequeˆncia exata
· · · −→ Fi ϕi−→ Fi−1 −→ · · · −→ F1 ϕ1−→ F0
chamada resoluc¸a˜o livre graduada de M . Esta e´ uma sequeˆncia exata e ainda o cokernel de ϕ1
e´ M . Como ϕi preserva grau, conseguimos enta˜o uma sequeˆncia exata de espac¸os vetoriais de
dimensa˜o finita. Tomando a parte de grau d da resoluc¸a˜o livre graduada de M , e´ sugerido escrever
h(M,d) =
∑
i
(−1)ih(Fi, d)
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Essa soma poderia na˜o ter significado, mas Hilbert mostrou que podemos fazeˆ-la finita.
Exemplo 3.1.1. Considere o anel de polinoˆmios em quatro indeterminadas S = k[x0, x1, x2, x3]
sobre um corpo k e o ideal I = (x0x2 − x21, x3x2 − x0x1, x3x1 − x20). Vamos construir uma
resoluc¸a˜o livre graduada minimal para S/I . O nosso primeiro morfismo e´ a projec¸a˜o S −→ S/I ,
cujo kernel e´ o ideal I . Uma vez que I e´ gerado por 3 formas quadra´ticas, temos que F1 = S3(−2).
Os geradores de I podem ser vistos como os determinantes dos menores 2× 2 da matriz
X =
(
x3 x0 x1
x0 x1 x2
)
.
Se no´s criarmos matrizes 3×3 repetindo suas linhas uma linha acima deX , enta˜o criamos matrizes
cujos determinantes se anulam. Decompondo estes determinantes em termos dos geradores de I ,
obtemos
det
 x3 x0 x1x3 x0 x1
x0 x1 x2
 = x3(x0x2 − x21)− x0(x3x2 − x0x1) + x1(x3x1 − x20)
e
det
 x0 x1 x2x3 x0 x1
x0 x1 x2
 = x0(x0x2 − x21)− x1(x3x2 − x0x1) + x2(x3x1 − x20).
Pode-se mostrar que estas sa˜o as u´nicas relac¸o˜es que se anulam envolvendo os geradores de I .
Dessa forma, F2 = S2(−3) e o mapa F2 −→ F1 e´ injetor, finalizando o processo. Obtemos enta˜o
a seguinte resoluc¸a˜o livre graduada minimal para S/I
0 −→ S2(−3) −→ S3(−2) −→ S −→ S/I −→ 0.
Como prometido acima, a pro´xima proposic¸a˜o nos beneficia com uma fo´rmula para calcular a
func¸a˜o de Hilbert a partir de uma resoluc¸a˜o livre do mo´dulo.
Proposic¸a˜o 3.1.2. Suponha que S = k[x0, . . . , xr], com k sendo um corpo. Se o S-mo´dulo gradu-
ado M possui resoluc¸a˜o livre finita
0 −→ Fm ϕm−→ Fm−1 −→ · · · −→ F1 ϕ1−→ F0
com cada Fi =
⊕
j S(−ai,j), enta˜o
h(M,d) =
m∑
i=0
(−1)i
∑
j
(
r + d− ai,j
r
)
.
Demonstrac¸a˜o. Como no Exemplo 1.3.8, sabemos que h(S, d) =
(
r+d
r
)
. Deslocando por ai,j ,
obtemos h(S(−ai,j), n) =
(
r+d−ai,j
r
)
. Daı´, para cada i, h(Fi, d) =
∑
j
(
r+d−ai,j
r
)
. Pelo que vimos
acima, temos enta˜o
h(M,d) =
m∑
i=0
(−1)ih(Fi, d) =
m∑
i=0
(−1)i
∑
j
(
r + d− ai,j
r
)
como deseja´vamos.
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Corola´rio 3.1.3. Se M possui uma resoluc¸a˜o livre como na Proposic¸a˜o 3.1.2 e pM(d) e´ o po-
linoˆmio de Hilbert de M , enta˜o h(M,d) = pM(d), para d ≥ max{ai,j − r}.
Demonstrac¸a˜o. Basta notar que se d+ r − ai,j ≥ 0, enta˜o(
d+ r − ai,j
r
)
e´ um polinoˆmio binomial de grau r em d, e assim o resultado segue da Proposic¸a˜o 3.1.2.
Exemplo 3.1.4. Considere o anel S e o ideal I como no Exemplo 3.1.1. Olhando para a resoluc¸a˜o
livre graduada minimal de S/I , temos pela Proposic¸a˜o 3.1.2 que a func¸a˜o de Hilbert de S/I e´ dada
por
h(S/I, d) = (−1)0
(
d+ 3− 0
3
)
+ (−1)1.3
(
d+ 3− 2
3
)
+ (−1)2.2
(
d+ 3− 3
3
)
=
(
d+ 3
3
)
− 3
(
d+ 1
3
)
+ 2
(
d
3
)
=
(d+ 3)(d+ 2)(d+ 1)
3!
− 3(d+ 1)d(d− 1)
3!
+ 2
d(d− 1)(d− 2)
3!
= 3d+ 1.
Ale´m disso, o Corola´rio 3.1.3 nos diz que para d ≥ 0, temos a concordaˆncia entre a func¸a˜o de
hilbert e seu polinoˆmio
h(S/I, d) = pS/I(d) = 3d+ 1.
Descreveremos abaixo uma forma mais compacta de expressar resoluc¸o˜es livres, que sera´ por
meio de diagramas de Betti.
Suponha uma resoluc¸a˜o livre
F• : 0 −→ Fs −→ · · · −→ Fm −→ · · ·F0
onde Fi =
⊕
j S(−j)βi,j , isto e´, βi,j e´ a quantidade mı´nima de geradores de grau j em Fi. Enta˜o,
o diagrama de Betti de F• possui a forma
0 1 . . . s
i β0,i β1,i+1 . . . βs,i+s
i+ 1 β0,i+1 β1,i+2 . . . βs,i+1+s
...
...
... . . .
...
j β0,j β1,j+1 . . . βs,j+s
As s+ 1 colunas correspondem aos mo´dulos Fi. Ja´ as linhas sa˜o dispostas de inteiros consecu-
tivos que correspondem aos graus. Podemos omitir linhas e colunas “desnecessa´rias”. A m-e´sima
coluna especifica os graus dos geradores de Fm. Colocaremos “−”no lugar de 0 e “∗”quando o
valor e´ indefinido. Dessa maneira, a entrada na j-e´sima linha e da i-e´sima coluna e´ βi,i+j .
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Observac¸a˜o 3.1.5. Essa escolha de diagrama, a priori, na˜o e´ ta˜o intuitiva: porque a entrada j, i
na˜o corresponde a βi,j , por exemplo? A resposta esta´ no seguinte: Se F• e´ uma resoluc¸a˜o livre
graduada minimal de um S-mo´dulo M , nos referiremos ao diagrama de Betti de F•, como o dia-
grama de Betti de M e os nu´meros βm,d de F• sa˜o chamados de nu´meros graduados de Betti de
M , escritos tambe´m como βm,d(M). O espac¸o vetorial graduado TorSm(M,k) e´ a m-e´sima homo-
logia do complexo F• ⊗S k. O fato de que os diferenciais desse complexo preservam grau e pela
minimalidade de F•, estes diferenciais sa˜o nulos, temos assim que βm,d(M) = dimk TorSm(M,k)d.
De maneira mais sucinta e pra´tica, podemos construir o diagrama de Betti da resoluc¸a˜o F•
como procede: Ponha s+ 1 o nu´mero de colunas, |j|+ 1 o nu´mero de linhas, i o mı´nimo dos graus
dos geradores de F0, s + j o ma´ximo dos geradores dos mo´dulos F0, . . . , Fs, e assim na entrada
j, i coloque βi,i+j .
Exemplo 3.1.6. Novamente considere o anel S e o ideal I , abordados no Exemplo 3.1.1. Vimos
que
0 −→ S2(−3) −→ S3(−2) −→ S −→ S/I −→ 0
e´ uma resoluc¸a˜o livre graduada minimal para S/I . Os nu´meros de Betti sa˜o β0,0 = 1, β1,2 = 3,
β2,3 = 2 e βi,j = 0, para todos os outros pares (i, j). Expressaremos o diagrama de Betti para S/I .
O nu´mero de colunas e´ 3. Note que i = 0, j = 1, logo teremos duas linhas e o diagrama procurado
e´
0 1 2
0 1 − −
1 − 3 2
A pro´xima proposic¸a˜o descreve uma propriedade bastante u´til dos nu´meros graduados de Betti.
Proposic¸a˜o 3.1.7. Seja βi,j os nu´meros graduados de Betti de um S-mo´dulo finitamente gerado
M . Se d e´ um inteiro tal que βi,j = 0, para todo j < d, enta˜o βi+1,j+1 = 0, para todo j < d.
Demonstrac¸a˜o. Suponha
F• : · · · δ2−→ F1 δ1−→ F0
uma resoluc¸a˜o livre minimal de M . Pela minimalidade de F•, qualquer gerador de Fi+1 e´ levado
em um elemento na˜o-nulo de mesmo grau em mFi. Dizer que βi,j = 0, para todo j < d, significa
que todos os geradores, e em especial, todos os elementos na˜o-nulos de Fi possuem grau maior
ou igual a d. Assim, todos os elementos na˜o-nulos em mFi possuem ao menos grau d + 1. Logo,
os geradores de Fi+1 somente podem possuir grau maior ou igual a d + 1, e isto nos diz que
βi+1,j+1 = 0, para todo j < d.
Com o que temos, podemos enta˜o obter um nova fo´rmula para a func¸a˜o de Hilbert em termos
dos nu´meros graduados de Betti.
Proposic¸a˜o 3.1.8. Seja βi,j os nu´meros graduados de Betti de um S-mo´dulo finitamente gerado
M . Pondo Bj =
∑
i≥0(−1)iβi,j , determinamos a func¸a˜o de Hilbert pela fo´rmula
h(M,d) =
∑
j
Bj
(
r + d− j
r
)
.
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Ale´m disso, as somas alternadas Bj sa˜o calculadas indutivamente via a fo´rmula
Bj = h(M, j)−
∑
k<j
Bk
(
r + j − k
r
)
.
Demonstrac¸a˜o. A Proposic¸a˜o 3.1.2 nos proporciona a primeira fo´rmula, pois
h(M,d) =
m∑
i=0
(−1)i
∑
j
(
r + d− ai,j
r
)
=
m∑
i=0
(−1)i
∑
j
βi,j
(
r + d− j
r
)
=
∑
j
m∑
i=0
(−1)iβi,j
(
r + d− j
r
)
=
∑
j
Bj
(
r + d− j
r
)
.
Calculemos enta˜o Bj . Como M e´ finitamente gerado existe j0, tal que h(M,d) = 0, para todo
d ≤ j0. Como β0,j e´ o nu´mero mı´nimo de geradores de grau j, enta˜o β0,j = 0, para todo j ≤ j0.
Utilizando indutivamente a Proposic¸a˜o 3.1.7 , teremos βi,j = 0, para todo i. Dessa maneira a soma
alternada Bj e´ nula para j ≥ j0. Uma vez que,
(
r+d−j
r
)
= 0, para d < j, obtemos
h(M,d) =
d∑
j=0
Bj
(
r + d− j
r
)
=
d−1∑
j=0
Bj
(
r + d− j
r
)
+Bd
(
r + d− d
r
)
=
d−1∑
j=0
Bj
(
r + d− j
r
)
+Bd
o que e´ equivalente a
Bd = h(M,d)−
d−1∑
j=0
Bj
(
r + d− j
r
)
.
3.2 Ideais Monomiais e Complexos Simpliciais
Definic¸a˜o 3.2.1. Um complexo simplicial finito ∆ e´ um par (V, F ) composto de um conjunto finito
V , chamado o conjunto de ve´rtices (ou no´s) de ∆ e F ∈ P(V ) e´ uma colec¸a˜o de subconjuntos de
V , satisfazendo a seguinte sentenc¸a
A ∈ F e B ⊆ A, enta˜o B ∈ F .
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Cada elemento A ∈ F e´ chamado de face de ∆, e F o conjunto das faces de ∆. Assim, podemos
reescrever a sentenc¸a acima como
Se A e´ uma face e B ⊆ A, enta˜o B tambe´m e´ uma face.
Faces minimais com relac¸a˜o a` inclusa˜o sa˜o chamadas de facetas. Um simplexo e´ um complexo
simplicial em que F = P(V ), ou seja, todo subconjunto de V e´ uma face.
Exemplo 3.2.2. Considere o V = {v1, v2, v3, v4, v5, v6} e F o conjunto das faces representado
pela figura 3.1. O complexo simplicial O = (V, F ) e´ chamado de octaedro. As facetas do octa-
edro sa˜o os conjuntos {v1, v3, v4}, {v1, v4, v5}, {v1, v5, v6}, {v1, v3, v6}, {v2, v3, v4}, {v2, v4, v5},
{v2, v5, v6} e {v2, v3, v6}.
Figura 3.1: Octaedro
Observac¸a˜o 3.2.3. Para qualquer conjunto de ve´rtices V , podemos formar o complexo simplicial
vazio, que na˜o possui nenhuma face. Mas, se o complexo simplicial possui alguma face, enta˜o
necessariamente o conjunto vazio ∅ e´ uma face. Chamaremos ainda de complexo simplicial irrele-
vante em V o complexo simplicial cuja sua u´nica face e´ o conjunto vazio.
Definic¸a˜o 3.2.4. Seja ∆ = (V, F ) um complexo simplicial. Uma orientac¸a˜o em ∆ e´ uma ordenac¸a˜o
em seu conjunto de ve´rtices V .
Definic¸a˜o 3.2.5. Seja ∆ = (V, F ) um complexo simplicial. Dizemos que ∆ esta´ rotulado (por
monoˆmios de S), se existe um monoˆmio de S = k[x0, . . . , xr] (k um corpo) associado a cada
ve´rtice de ∆.
Seja I = (m1, . . . ,mn) um ideal monomial (gerado pelos monoˆmios m1, . . . ,mn ∈ S) em
S = k[x0, . . . , xr] onde k e´ um corpo. Para cada subconjunto A de {1, . . . , n}, considere mA =
mmc(mi : i ∈ A). Sejam αA ∈ Nn o vetor expoente de mA e S(−αA) o S-mo´dulo livre
como gerador de multigrau αA. A resoluc¸a˜o de Taylor de S/I e´ o complexo Zn-graduada T =⊕
A∈{1,...,n} S(−αA), cuja base e´ denotada por {eA}A∈{1,...,n}, equipada com o diferencial
δ(eA) =
∑
i∈A
sgn(i, A)
mA
mA\i
eA\i (3.1)
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onde sgn(i, A) e´ (−1)j+1 se i e´ o j-e´simo elemento na ordem de A. O nome “resoluc¸a˜o”de Taylor
sera´ justificado mais a frente, em que provaremos que este complexo e´ de fato uma resoluc¸a˜o de
S/I .
Cada complexo simplicial ∆ sobre V = {1, . . . , n} define um “subresoluc¸a˜o”da resoluc¸a˜o de
Taylor.
Seja ∆ = (V, F ) um complexo simplicial cujos ve´rtices sa˜o rotulados pelos geradores do
ideal monomial I . Cada face de ∆ e´ rotulada pelo mı´nimo mu´ltiplo comum dos ro´tulos de seus
ve´rtices. Os vetores expoentes desses monoˆmios definem uma Nr+1-graduac¸a˜o em ∆. Defini-
mos uma “subresoluc¸a˜o”C(∆) = C(∆, S), o complexo Nr+1-graduado formado pelos S-mo´dulos
livres F∆ =
⊕
A∈F S(−αA). O mo´dulo Fi nesse complexo e´ o S-mo´dulo livre cuja base con-
siste do conjunto de faces de ∆ possuindo i elementos e o diferencial deste complexo e´ obtido
homogeneizando o diferencial (3.1).
Observac¸a˜o 3.2.6. Se ∆ e´ o complexo simplicial na˜o-vazio enta˜o F0 = S. Ale´m disso, o mo´dulo
F1 corresponde aos ve´rtices de ∆, a cada gerador e´ levado pelo diferencial δ em seu respectivo
ro´tulo, e assim
H0(C(∆)) = Coker(F1 δ−→ S) = S/I.
Exemplo 3.2.7. Considere o ideal monomial I = (x20x32, x30x22, x0x1x2, x21) em S = k[x0, x1, x2].
Vamos calcular a resoluc¸a˜o do complexo simplicial representado pela figura 3.3.6, o qual e´ cha-
mado de complexo scarf.
Figura 3.2: Complexo Scarf
Por simplicidade, associaremos aos vetores expoentes a bijec¸a˜o
1↔ (2, 0, 3) 2↔ (3, 0, 2) 3↔ (1, 1, 1) 4↔ (0, 2, 0)
e omitiremos na resoluc¸a˜o estes multigraus. Pela Observac¸a˜o 3.2.6, temos F0 = S e o primeiro
morfismo e´ a projec¸a˜o canoˆnica S −→ S/I . O complexo Scarf e´ composto de quatro ve´rtices,
quatro faces contendo dois elementos e uma face contendo treˆs elementos e dessa forma F1 = S4,
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F2 = S
4 e F3 = S. Calculemos o morfismo S4 −→ S4:
δ(e1,2) = (−1)1+1x
3
0x
3
2
x30x
2
2
e2 + (−1)1+2x
3
0x
3
2
x20x
3
2
e1
= −x0.e1 − x2.e2 + 0.e3 + 0.e4.
Aplicando o diferencial δ nos outros elementos da base obtemos
δ(e1,3) = −x0.e1 + 0.e2 + x0x22.e3 + 0.e4
δ(e2,3) = 0.e1 − x1.e2 + x20x2.e3 + 0.e4
δ(e3,4) = 0.e1 + 0.e2 − x1.e3 + x+ 0x2.e4.
Na forma matricial, conseguimos a aplicac¸a˜o
A =

−x0 −x1 0 0
x2 0 −x1 0
0 x0x
2
2 x
2
0x2 −x1
0 0 0 x0x2
 .
A aplicac¸a˜o S −→ S4:
δ(e1,2,3) = (−1)1+1x
3
0x1x
3
2
x30x1x
2
2
e2,3 + (−1)1+2x
3
0x1x
3
2
x20x1x
3
2
e1,3 + (−1)1+3x
3
0x1x
3
2
x30x
3
2
e1,
= x1.e1,2 − x0.e1,3 + x2.e2,3 + 0.e3,4
que e´ a matriz
B =

x1
−x0
x2
0
 .
Enta˜o a resoluc¸a˜o de Taylor do complexo scarf e´
0 −→ S B−→ S4 A−→ S4 I−→ S −→ S/I −→ 0
onde I e´ a matriz que representa os geradores do ideal:
I =
(
x20x
3
2 x
3
0x
2
2 x0x1x2 x
2
1
)
.
3.3 O Teorema das Sizı´gias de Hilbert
Como na sec¸a˜o anterior, considere S = k[x0, . . . , xr] e ∆ um complexo simplicial qualquer. Se
rotularmos todos os ve´rtices de ∆ por 1 ∈ k, enta˜o a C(∆, k) e´, a menos de deslocamento no grau
homolo´gico (isto sera´ explicado abaixo), o complexo reduzido de ∆ com coeficientes em S. Sua
homologia e´ escrita como Hi(∆, k) e e´ chamada homologia reduzida de ∆ com coeficientes em S.
O deslocamento homolo´gico se da´ da seguinte maneira: o grau homolo´gico de um simplexo em
C(∆) e´ o nu´mero de ve´rtices no simplexo, que e´ um a mais que a dimensa˜o do simplexo, portanto
Hi(∆, k) e´ a (i+ 1)-e´sima homologia de C(∆, k).
Estamos na direc¸a˜o de revelar um crite´rio para decidir quando C(∆) e´ uma resoluc¸a˜o de S/I ,
isto e´, quando Hi(C(∆)) = 0, para todo i > 0. Para tal, precisamos de mais uma
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Definic¸a˜o 3.3.1. Sem e´ qualquer monoˆmio em S, escrevemos ∆m para o subcomplexo consistindo
das faces de ∆, cujos ro´tulos dividemm. Um subcomplexo cheio de ∆ e´ um subcomplexo de todas
as faces de ∆ que envolvem um conjunto particular de ve´rtices.
Observac¸a˜o 3.3.2. (a) Se m na˜o e´ divisı´vel por nenhum dos ro´tulos, enta˜o ∆m e´ o complexo
simplicial que na˜o possui ve´rtices e sua u´nica face e´ o conjunto vazio. O denotaremos por
∆∅.
(b) Se m e´ divisı´vel por todos os ro´tulos de ∆, enta˜o ∆m = ∆. Mais geralmente, ∆m =
∆mmc(mj :j∈J), para algum subconjunto J do conjunto de ve´rtices de ∆.
(c) Todos os subcomplexos da forma ∆m sa˜o cheios.
O pro´ximo teorema e´ o crite´rio prometido anteriormente. Ale´m de que, este tambe´m diz res-
peito a minimalidade da resoluc¸a˜o.
Teorema 3.3.3 (Bayer, Peeva e Sturmfels). Considere ∆ um complexo simplicial rotulado pelos
monoˆmios m1, . . . ,mt ∈ S e I = (m1, . . . ,mt), o ideal gerado pelos ro´tulos dos ve´rtices. Enta˜o
o complexo C(∆) = C(∆, S) e´ uma resoluc¸a˜o livre de S/I se, e somente se, a homologia reduzida
Hi(∆m, k) se anula para todo monoˆmio m ∈ S e todo i ≥ 0. Mais ainda, C(∆) e´ um complexo
minimal se, e so´ se, mA 6= mA′ , para toda subface pro´pria A′ ( A.
Demonstrac¸a˜o. Seja C(∆) o complexo
C(∆) : · · · −→ Fi δ−→ Fi−1 −→ · · · δ−→ F0.
Pela Observac¸a˜o 3.2.6, S/I = Coker δ, com δ : F1 −→ F0. Identificaremos a homologia de C(∆)
em Fi com uma soma direta de co´pias dos k-espac¸os vetoriais Hi(∆m, k). Para tal, seja α ∈ Zr+1
e considere o complexo
C(∆)α : · · · −→ (Fi)α δ−→ (Fi−1)α −→ · · · δ−→ (F0)α
formado pelas componentes de multigrau α de cada submo´dulo livre Fi em C(∆). Sem perda de
generalidade, podemos supor que α ∈ Nr+1, pois se qualquer das componentes de α e´ negativa,
enta˜o C(∆)α = 0, e assim, a homologia se anula nesse grau. Ponha m = xα = xα00 · · ·xαrr ∈ S.
Para cada face A ∈ F , o complexo C(∆) possui um somando livre de posto 1, denotado S.A, com
base {n.eA} para monoˆmios n ∈ S. O grau de n.eA e´ o expoente de n.mA. Assim, para a parte de
grau α de S.A, temos
(S.A)α =
k
(
xα
mA
)
eA, se mA|m
0, caso contra´rio
.
De forma que, o complexo C(∆)α possui uma k-base em correspondeˆncia biunı´voca com as faces
de ∆m. Utilizando esta correspondeˆncia, podemos identificar os termos do complexo C(∆)α com
os termos do complexo reduzido de ∆m com coeficientes em k (a menos de deslocamento no grau
homolo´gico). Dessa identificac¸a˜o, vemos que o complexo C(∆) e´ uma resoluc¸a˜o de S/I , se e
somente se, Hi(∆m, k) = 0, para todo i ≥ 0, provando a primeira afirmac¸a˜o. Para a segunda,
observe que se A e´ uma i + 1-face e A′ e´ uma i-face de ∆, enta˜o a componente do diferencial
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de C(∆) que envia S.eA em S.eA′ e´ nula, a menos que A′ ⊆ A, ou seja, ±mA/m′A. Portanto,
C(∆) e´ um complexo minimal se, e so´ se, mA 6= mA′ , para toda subface pro´pria A′ ( A, como
deseja´vamos.
Como consequeˆncia imediata do teorema anterior, justificamos o nome “resoluc¸a˜o”de Taylor.
Corola´rio 3.3.4. Seja I = (m1, . . . ,mn) ∈ S qualquer ideal monomial. Enta˜o a resoluc¸a˜o de
Taylor de {m1, . . . ,mn} e´ uma resoluc¸a˜o livre de S/I .
Observac¸a˜o 3.3.5. Utilizando teorema anterior e a Observac¸a˜o 3.3.2 podemos decidir se C(∆)
e´ uma resoluc¸a˜o, apenas checando a condic¸a˜o de nulidade nos monoˆmios que sa˜o os mı´nimos
mu´ltiplos comuns do conjunto dos ro´tulos dos ve´rtices de ∆.
Exemplo 3.3.6. Considere ∆ o complexo simplical rotulado disposto na figura
no qual a orientac¸a˜o utilizada e´ ordenando os ve´rtices da esquerda para a direita. Aplicando o
diferencial (3.1) como no Exemplo 3.2.7 vemos que o complexo C(∆) e´
0 −→ S2(−3)

−x2 0
x1 −x1
0 x0

−→ S3(−2)
(
x0x1 x0x2 x1x2
)
−→ S
O diagrama de Betti de C(∆) e´
0 1 2
0 1 - -
1 - 3 2
Considerando C(∆; k) o complexo reduzido com coeficientes em S,
0 −→ S2

−1 0
1 −1
0 1

−→ S3
(
1 1 1
)
−→ S
no qual o diagrama de Betti e´
0 1 2
-2 - - 2
-1 - 3 -
0 1 - -
Seus subcomplexos da forma ∆m sa˜o: o complexo vazio ∆1, os complexos ∆x0x1 ,∆x0x2 ,∆x1x2
que consistem apenas em um ponto e o pro´prio complexo ∆. Sendo cada um destes um espac¸o
contra´til, suas homologias reduzidas sa˜o nulas. Mais ainda, como mA 6= mA′ , para cada subface
A′ ⊆ A em ∆, segue pelo Teorema 3.3.3 que o complexo C(∆) e´ uma resoluc¸a˜o livre minimal
para S/(x0x1, x0x2, x1x2).
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Exemplo 3.3.7. Considere o ideal I = (x0x1, x0x2, x1x2) ⊆ S. Pondo m1 = x0x1, m2 = x0x2,
m3 = x1x2, afirmamos que a resoluc¸a˜o de Taylor de {m1,m2,m3} na˜o e´ minimal. Com efeito, a
resoluc¸a˜o de Taylor pode ser obtida atrave´s do complexo simplicial ∆ da figura abaixo,
x1x2 x0x2
x0x1
Figura 3.3: Resoluc¸a˜o de Taylor
cuja orientac¸a˜o e´ dada no sentido anti-hora´rio. O complexo C(∆) neste caso e´
0 −→ S(−4)

x0
x1
x2

−→ S3(−3)

0 x2 −x1
−x2 0 x0
x1 −x0 0

−→ S3(−2)
(
x0x1 x0x2 x1x2
)
−→ S.
Agora, a face A′ = {x0x1, x0x2} e´ subface de A = {x0x1, x0x2, x1x2}, mas mA′ = x0x1x2 = mA,
e portando pelo Teorema 3.3.3, a resoluc¸a˜o C(∆) na˜o e´ minimal.
Podemos definir o complexo de Koszul K•(x0, . . . , xr) das indeterminadas x0, . . . , xr, como
sendo o complexo de Taylor de {x0, . . . , xr}. Para ilustrar, os treˆs primeiros complexos de Koszul
sa˜o
K•(x0) : 0 −→ S(−1)
(
x0
)
−→ S
K•(x0, x1) : 0 −→ S(−2)
 x1−x0

−→ S2(−1)
(
x0 x1
)
−→ S
K•(x0, x1, x2) : 0 −→ S(−3)

x0
x1
x2

−→ S3(−2)

0 x2 −x1
−x2 0 x0
x1 x0 0

−→ S3(−1)
(
x0 x1 x2
)
−→ S
O Teorema 3.3.3 nos da´ a garantia de que o complexo de Koszul e´ uma resoluc¸a˜o livre minimal
do corpo k ∼= S/(x0, . . . , xr). Mais geralmente, podemos trocar as indeterminadas por quaisquer
polinoˆmios f0, . . . , fr, para obter o seu complexo de Koszul, denotado por K•(f0, . . . , fr). Sob
boas hipo´teses, por exemplo, quando os f ′is sa˜o elementos homogeˆneos de grau positivo em um
anel graduado, este complexo e´ uma resoluc¸a˜o se, e somente se, f0, . . . , fr e´ uma sequeˆncia regu-
lar. O leitor interessado em uma demonstrac¸a˜o deste fato pode ver por exemplo [Eisenbud 1995,
Teorema 17.6].
Utilizando o complexo de Koszul e o Teorema 3.3.3, provaremos a pro´xima proposic¸a˜o, que
nos fornece uma outra maneira de calcular os nu´meros graduados de Betti.
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Proposic¸a˜o 3.3.8. Seja M um mo´dulo finitamente gerado sobre S = k[x0, . . . , xr], sendo k um
corpo. O nu´mero graduado de Betti βi,j e´ a dimensa˜o da homologia no termo Mj−i ⊗
∧i(kr+1),
do complexo
0 −→Mj−(r+1) ⊗
r+1∧
(kr+1) −→ · · ·
· · · −→Mj−i−1 ⊗
i+1∧
(kr+1) −→Mj−i ⊗
i∧
(kr+1) −→Mj−i−1 ⊗
i−1∧
(kr+1) −→ · · ·
· · · −→Mj ⊗
0∧
(kr+1) −→ 0.
Ale´m disso,
βi,j ≤ h(M, j − i)
(
r + 1
i
)
.
Em particular, βi,j = 0, para todo i > r + 1.
Demonstrac¸a˜o. Sabemos pela Observac¸a˜o 3.1.5, que βi,j = dimk TorRi (M,k)j . Pelo que foi visto
anteriormente temos que o complexo de Koszul K•(x0, . . . , xr) e´ uma resoluc¸a˜o livre minimal de
k e dessa maneira podemos calcular TorRi (M,k)j , como sendo a parte de grau j da homologia
M ⊗S K•(x0, . . . , xr) no termo
M ⊗S
i∧
(Sr+1(−i)).
Podemos trocar o termo acima por M ⊗k
∧i(kr+1(−i)), pois temos os seguintes isomorfismos
M ⊗S
i∧
(Sr+1) ∼=
i∧
(M ⊗S Sr+1) ∼=
i∧
(M r+1) ∼=
i∧
(M ⊗k kr+1) ∼= M ⊗k
i∧
(kr+1)
onde o deslocamento por i e´ preservado. Decomponha M = ⊕kMk e observe que a parte de grau
j de M ⊗k
∧i(kr+1(−i)) e´ Mj−i ⊗k ∧i(kr+1(−i)). Uma vez que os diferenciais do complexo
M⊗SK•(x0, . . . , xr) preservam grau, o nu´mero graduado de Betti βi,j e´ a dimensa˜o da homologia
em
Mj−i−1 ⊗
i+1∧
(kr+1)
ϕi+1−→Mj−i ⊗
i∧
(kr+1)
ϕi−→Mj−i−1 ⊗
i−1∧
(kr+1).
Daı´,
βi,j = dimk ker (ϕi+1)/Im(ϕi)
= dimk ker (ϕi+1)− dimk Im(ϕi)
≤ dimk ker (ϕi+1)
≤ dimkMj−i ⊗
i∧
(kr+1)
= dimk(Mj−i). dimk
i∧
(kr+1)
= h(M, j − i).
(
r + 1
i
)
.
A u´ltima afirmac¸a˜o e´ imediata, pois
(
r+1
i
)
= 0, se i > r + 1.
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Podemos reescrever a u´ltima afirmac¸a˜o da proposic¸a˜o anterior, pensando que o nu´mero de
indeterminadas do anel base e´ uma cota supeior para a dimensa˜o projetiva do mo´dulo. Este e´ o
enunciado do Teorema das Sizı´gias de Hilbert.
Teorema 3.3.9 (Sizı´gias de Hilbert). Considere S = k[x0, . . . , xr] e M um S-mo´dulo graduado
finitamente gerado. Enta˜o, M possui uma resoluc¸a˜o livre graduada finita
0 −→ Fm ϕm−→ Fm−1 −→ · · · −→ F1 ϕ1−→ F0
com m ≤ r + 1. Em especial, pdS(M) ≤ r + 1.
Demonstrac¸a˜o. Podemos considerar a resoluc¸a˜o livre graduada minimal de M ,
F• : · · · −→ Fs −→ · · · −→ Fm −→ · · ·F0
onde Fi =
⊕
j S(−j)βi,j Assim,
pdR(M) = sup{i : βi,j 6= 0}
e o teorema segue aplicando a Proposic¸a˜o 3.3.8.
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Capı´tulo 4
Um Pouco sobre Cohomologia Local
Em geometria alge´brica, os grupos de cohomologia local prove´m dos funtores derivados do funtor
de sec¸o˜es globais em relac¸a˜o a um feixe de grupos abelianos, com suporte em um subconjunto
fechado. Em 1961, na publicac¸a˜o de Grothendieck: “Local Cohomology”, Lecture Notes, surge
a confirmac¸a˜o de cohomologia local como uma ferramenta na a´lgebra local. Desde enta˜o, coho-
mologia local tornou-se uma indispensa´vel ferramenta em a´lgebra comutativa. Neste capı´tulo,
abordaremos cohomologia local como os funtores derivados do funtor de I-torc¸a˜o. Depois, mos-
traremos que cohomologia local pode ser interpretada como limite direto, a partir dos ja´ conhecidos
funtores de extensa˜o. Veremos como calcular cohomologia local utilizando os complexos de Cˇech.
Finalmente, provaremos a dualidade local e os teoremas de nulidade de Grothendieck e Serre.
4.1 Os Funtores de I-Torc¸a˜o
Considere R um anel, I ⊆ R um ideal, M um R-mo´dulo e n ≥ 0 um inteiro. Denote
(0 :M I
n) = {m ∈M |Inm = 0}
E´ fa´cil ver que este conjunto e´ um submo´dulo de M , e ainda, temos uma cadeia ascendente de
submo´dulos
(0) ⊆ (0 :M I) ⊆ (0 :M I2) ⊆ · · · ⊆ (0 :M In) ⊆ · · ·
Dessa maneira, tomando a unia˜o temos o seguinte submo´dulo
ΓI(M) =
⋃
n∈N
(0 :M I
n)
que e´ chamado de submo´dulo I-torc¸a˜o de M .
Podemos enxergar o submo´dulo (0 :M In) em termos homolo´gicos.
Observac¸a˜o 4.1.1. Temos um isomorfismo de R-mo´dulos (0 :M Id) ∼= Hom(R/Id,M). Para ver
isso, note que m ∈ (0 :M Id) induz um morfismo fm : R/In −→ M , que envia r + In 7→ rm.
O morfismo fm esta´ bem definido, pois se r + In = r′ + In, temos r − r′ ∈ In. Daı´, como
m ∈ (0 :M In) temos (r − r′)m = 0, isto e´, rm = r′m. Dessa forma o morfismo de R-mo´dulos
m 7→ fm e´ um isomorfismo, cuja inversa e´ g 7→ g(1 + In), com g ∈ Hom(R/Id,M).
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Exemplo 4.1.2. Seja p um nu´mero primo. Enta˜o
ΓpZ(Q/Z) = Z/p∞Z = Z[1/p]/Z
Com efeito, seja
a
pk
+Z ∈ Z[1/p]/Z. Observe que para qualquer inteiro r, temos pkr a
pk
= ra ∈ Z,
logo pkZ
(
a
pk
+ Z
)
= 0 + Z. Por outro lado, se
a
b
+ Z, com mdc(a, b) = 1, existe n ∈ N, tal
que pnZ
(a
b
+ Z
)
= 0 + Z. Para qualquer interiro q, temos pnq
a
b
= cq, para algum cq ∈ Z. Em
especial, se q = 1, obtemos pn
a
b
= c1, ou seja, pna = bc1. Como mdc(a, b) = 1, existem t, s ∈ Z
satisfazendo at + bs = 1. Multiplicando por pn, pnat + pnbs = pn. Daı´, bc1t + pnbs = pn,
equivalentemente b(c1t + pns) = pn, ou seja, b|pn. Portanto, b = pk, para algum k ∈ {1, . . . , n},
como querı´amos.
Considere agora f : M −→ N um morfismo de R-mo´dulos. E´ verdade que f(ΓI(M)) ⊆
ΓI(N). Assim, faz sentido definir
ΓI(f) = f |ΓI(M) : ΓI(M) −→ ΓI(N).
Estas relac¸o˜es sa˜o funtoriais. A observac¸a˜o abaixo nos mostra as relac¸o˜es necessa´rias para
considerar ΓI(−) : Rmod −→ Rmod como um funtor covariante R-linear, o chamado funtor de
I-torc¸a˜o. Se ΓI(M) = 0, dizemos que M e´ I-torc¸a˜o livre e se ΓI(M) = M , M e´ dito ser mo´dulo
I-torc¸a˜o.
Observac¸a˜o 4.1.3. Dados treˆs morfismos de R-mo´dulos f, g : M −→ N , h : N −→ L e r ∈ R,
as seguintes propriedades sa˜o verificadas:
(a) ΓI(h ◦ f) = ΓI(h) ◦ ΓI(f);
(b) ΓI(f + g) = ΓI(f) + ΓI(g);
(c) ΓI(rf) = rΓI(f);
(d) ΓI(idM) = idΓI(M).
Exemplo 4.1.4. Seja n um inteiro na˜o-nulo. Enta˜o ΓnZ(Q) = 0, pois se existe k ∈ N, tal que
nk
a
b
= 0, enta˜o nka = 0, e assim a = 0. Desse modo, Q e´ Z-mo´dulo nZ-torc¸a˜o livre.
Proposic¸a˜o 4.1.5. Sejam R um anel, I, J ∈ R ideais, e M um R-mo´dulo. Enta˜o,
ΓI(ΓJ(M)) = ΓI(M) ∩ ΓJ(M) = ΓI+J(M).
Demonstrac¸a˜o. A primeira igualdade e´ clara. Para a segunda, se m ∈ ΓI+J(M), enta˜o existe
r ≥ 0 tal que m(I + J)r = 0. Uma vez que, mIr ⊆ m(I + J)r e mJr ⊆ m(I + J)r, enta˜o
mIr = mJr = 0 e assim m ∈ ΓI(M) ∩ ΓJ(M). Reciprocamente, seja m ∈ ΓI(M) ∩ ΓJ(M).
Daı´, existem r1, r2 ≥ 0, satisfazendo mIr1 = mJr2 = 0. Tome r = r1 + r2.
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Afirmac¸a˜o: mIr−iJ i = 0, com i = 0, . . . , r.
Com efeito, se i ≤ r2, temos
mIr−iJ i = mIr1(Ir2−iJ i) = 0.
Se i > r2,
mIr−iJ i = (Ir1+r2−iJ i−r2)mJr2 = 0.
Dessa afirmac¸a˜o, obtemos
m(I + J)r = mIn +mIr−1J + · · ·+mIJr−1 +mJr = 0.
Donde, m ∈ ΓI+J(M).
O pro´ximo lema vai nos permitir definir os funtores de cohomologia local, tomando os funtores
derivados a` direita dos funtores de I-torc¸a˜o.
Lema 4.1.6. Considere R um anel e I ⊆ R um ideal. Enta˜o o funtor de I-torc¸a˜o ΓI(−) :
Rmod −→ Rmod e´ exato a` esquerda.
Demonstrac¸a˜o. Seja
0 −→ T f−→M g−→ N −→ 0
uma sequeˆncia exata em Rmod. Devemos mostrar que
0 −→ ΓI(T ) ΓI(f)−→ ΓI(M) ΓI(g)−→ ΓI(N)
e´ exata. Como f e´ injetiva, segue que ΓI(f) tambe´m e´ injetiva, por ser apenas uma restric¸a˜o de f .
Ale´m disso, pela Observac¸a˜o 4.1.3, temos que ΓI(g) ◦ ΓI(f) = ΓI(g ◦ f) = ΓI(0) = 0, e assim
Im(ΓI(f)) ⊆ ker (ΓI(g)). Agora, seja m ∈ ker (ΓI(g)), isto e´, existe n ∈ N tal que Inm = 0 e
g(m) = 0. Pela exatida˜o da primeira sequeˆncia, m = f(t), para algum t ∈ T . Se mostrarmos
que t ∈ ΓI(T ), o Lema esta´ provado. Para tal, se r ∈ In, temos f(rt) = rf(t) = rm = 0. Pela
injetividade de f , segue que rt = 0, provando que Int = 0.
Definic¸a˜o 4.1.7. Para cada i ∈ N, definimos o i-e´simo funtor de cohomologia local com respeito
ao ideal I , denotado por H iI(−), como sendo o i-e´simo funtor derivado a` direita de funtor de I-
torc¸a˜o ΓI(−). Aplicando o funtor H iI(−) em um R-mo´dulo M , chamamos H iI(M) de i-e´simo
mo´dulo de cohomologia local com respeito ao ideal I e M .
Observac¸a˜o 4.1.8. Uma vez que os funtores de cohomologia local sa˜o os funtores derivados a`
direita dos funtores de I-torc¸a˜o, estes tambe´m sa˜o funtores covariantes R-lineares e ainda, os
funtores H0I (−) e ΓI(−) sa˜o equivalentes pelo item (a) da Proposic¸a˜o 6.2.9. Ale´m disso, o item
(e) da Proposic¸a˜o 6.2.9 nos diz que qualquer sequeˆncia exata curta de mo´dulos
0 −→ T −→M −→ N −→ 0
induz longa de cohomologia local
· · ·H iI(T ) −→ H iI(M) −→ H iI(N) −→ H i+1I (T ) −→ · · ·
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Exemplo 4.1.9. Seja p um nu´mero primo. A sequeˆncia exata
0 −→ Q −→ Q/Z −→ 0
e´ uma resoluc¸a˜o injetiva de Z. Vimos nos Exemplos 4.1.2 e 4.1.4 que ΓpZ(Q/Z) = Z/p∞Z e
ΓpZ(Q) = 0. Portanto, H0pZ(Z) = 0 e H1pZ(Z) = Z/p∞Z.
O pro´ximo resultado mostra que o funtor de Γ(−) e´ invariante por radicais.
Proposic¸a˜o 4.1.10. Sejam R um anel Noetheriano, I, J ∈ R ideais, e M um R-mo´dulo. Enta˜o,
ΓI(−) = ΓJ(−) se, e so´ se,
√
I =
√
J .
Demonstrac¸a˜o. Se ΓI(−) = ΓJ(−), em particular ΓI(R/J) = ΓJ(R/J). Observe que 1¯ ∈
ΓJ(R/J), pois 1¯J = (0¯). Logo, 1¯ ∈ ΓI(R/J) e existe l ≥ 0 no qual 1¯I l = I l = (0¯). Dessa
maneira, se a ∈ I, ak ∈ I , para algum k, implicando que, akl ∈ I l = (0¯), ou seja, akl ∈ J e
a ∈ √J . Provamos que √I ⊆ √J . A inclusa˜o inversa e´ provada de forma inteiramente ana´loga.
Dessa vez, suponha que
√
I =
√
J e considere M um R-mo´dulo qualquer. Se m ∈ ΓI(M),
temos que Irm = 0, para algum r. Uma vez que, J ⊆ √J = √I e R e´ anel Noetheriano, existe
s ≥ 0, satisfazendo Js ⊆ I . Logo, Jskm ⊆ Ikm = 0 e m ∈ ΓJ(M). Provamos assim a inclusa˜o
ΓI(M) ⊆ ΓJ(M). A outra inclusa˜o tambe´m e´ feita de maneira ana´loga.
Em consequeˆncia da Proposic¸a˜o 4.1.10 veremos a seguir que a cohomologia local na˜o muda se
os ideais possuem o mesmo ideal radical.
Proposic¸a˜o 4.1.11. Sejam J,K ideais em um anel Noetheriano R, tais que
√
J =
√
K. Enta˜o,
para cada i ∈ N, os funtores H iJ(−) e H iK(−) sa˜o equivalentes.
Demonstrac¸a˜o. Considere M um R-mo´dulo e
I• : 0 −→ I0 d0−→ I1 −→ · · · −→ I i di−→ I i+1 −→ · · ·
uma resoluc¸a˜o injetiva de M . Aplicando os funtores ΓJ(−) e ΓK(−) obtemos sequeˆncias exatas
ΓJ(I
•) : 0 −→ ΓJ(I0) ΓJ (d
0)−→ ΓJ(I1) −→ · · · −→ ΓJ(I i) ΓJ (d
i)−→ ΓJ(I i+1) −→ · · ·
e
ΓK(I
•) : 0 −→ ΓK(I0) ΓK(d
0)−→ ΓK(I1) −→ · · · −→ ΓK(I i) ΓK(d
i)−→ ΓK(I i+1) −→ · · ·
Pela Proposic¸a˜o 4.1.10, temos que para cada i, ΓJ(I i) = ΓK(I i) e consequentemente ΓJ(di) =
ΓK(d
i). Dessa maneira,
H iJ(M) = ker (ΓJ(d
i))/Im(ΓJ(d
i−1)) = ker (ΓK(di))/Im(ΓK(di−1)) = H iK(M).
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4.2 Cohomologia Local como Limite Direto
Proposic¸a˜o 4.2.1. Sejam R um anel Noetheriano, M um R-mo´dulo e I ⊆ R um ideal. Enta˜o
existe um isomorfismo natural
H iI(M)
∼= lim−→Ext
i
R(R/I
d,M),
onde o limite e´ tomado sobre os mapas Ext iR(R/I
d,M) → Ext iR(R/Ie,M), induzidos pelos
epimorfismos canoˆnicos R/Ie  R/Id, para e ≤ d.
Demonstrac¸a˜o. O mapa Ext 0R(R/I
d,M) ∼= Hom(R/Id,M) → M que faz ϕ 7→ ϕ(1) e´ injetor
e sua imagem e´ {m ∈ M : Idm = 0} = (0 :M Id). Pela Observac¸a˜o 4.1.1, (0 :M Id) ∼=
Hom(R/Id,M) e assim o limite direto lim−→Ext
0
R(R/I
d,M) ∼= lim−→Hom(R/I
d,M) pode ser iden-
tificado com ⋃
n∈N
(0 :M I
n) = ΓI(M) = H
0
I (M).
Por definic¸a˜o Ext iR(R/I
d,−) e´ o i-e´simo funtor derivado de Hom(R/Id,−). A proposic¸a˜o segue
pois limite direto comuta com o ato de tomar funtores derivados na categoria de R-mo´dulos.
Por causa da identificac¸a˜o descrita acima, os mo´dulos de cohomologia local carregam algumas
propriedades dos funtores de extensa˜o.
Corola´rio 4.2.2. Qualquer elemento em H iI(M) e´ anulado por alguma poteˆncia de I .
Demonstrac¸a˜o. Pela Proposic¸a˜o 4.2.1, cada elemento em H iI(M) e´ identificado com um elemento
em Ext iR(R/I
d,M) (para algum d), e este e´ anulado por Id.
Lema 4.2.3. SejamM umR-mo´dulo e I ⊆ R um ideal. Temos por verdade as seguintes afirmac¸o˜es:
(a) Se I conte´m um elemento regular em M , enta˜o ΓI(M) = 0.
(b) Se M e´ finitamente gerado enta˜o ΓI(M) = 0 se, e so´ se, I conte´m um elemento regular.
Demonstrac¸a˜o. (a) Sejam r ∈ I elemento regular e m ∈ ΓI(M), isto e´, Inm = 0, para algum n.
Em particular, rnm = 0. Pela regularidade de r temos m = 0. Logo, ΓI(M) = 0.
(b) Pela Observac¸a˜o 4.1.1,
Hom(R/I,M) ∼= (0 :M I) ⊆ ΓI(M) = 0
Sendo I = ann(R/I), o resultado segue aplicando a Proposic¸a˜o 2.2.5.
Outra caracterı´stica preservada pelos funtores de extensa˜o e´ o fato de poder caracterizar grades
de ideais atrave´s dos mo´dulos de cohomologia local (vide Teorema 2.2.7).
Teorema 4.2.4. Seja R um anel Noetheriano e M um R-mo´dulo finitamente gerado. Se I ⊆ R e´
um ideal tal que IM 6= M , enta˜o
grade (I,M) = min{i : H iI(M) 6= 0}
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Demonstrac¸a˜o. Argumentaremos por induc¸a˜o sobre g = grade (I,M). Caso g = 0, por definic¸a˜o
todo elemento de I deve ser divisor de zero, logo H0I (M) = ΓI(M) 6= 0 pelo item (b) do Lema
4.2.3. Suponha enta˜o g > 0 e o resultado va´lido para todo R-mo´dulo finitamente gerado N com
IN 6= N e grade (I,N) < g. Seja x ∈ I elemento M -regular. Pondo M ′ = M/xM , temos que
IM ′ 6= M ′ e por 2.2.14, grade (I,M ′) = g − 1. A hipo´tese indutiva nos diz que H iI(M ′) = 0,
para todo i < g − 1 e Hg−1I (M ′) 6= 0. A sequeˆncia exata
0 −→M x−→M −→M ′ −→ 0
produz para cada i ∈ N sequeˆncia exata,
H i−1I (M) −→ H i−1I (M ′) −→ H iI(M) x−→ H iI(M)
Dessa maneira para i < g, o elemento x e´ na˜o-divisor de zero em H iI(M). O Corola´rio 4.2.2
implica que H iI(M) e´ mo´dulo I-torc¸a˜o e assim H
i
I(M) = 0. Ale´m disso, temos sequeˆncia exata
0 −→ Hg−1I (M ′) −→ HgI (M)
e como Hg−1I (M
′) 6= 0, segue que HgI (M) 6= 0.
Exemplo 4.2.5. Considere S = k[x, y] onde k e´ um corpo, m = (x, y) e R = S/(x2, xy). A
inclusa˜o
S/m ∼= k ↪→ R = S/(x2, xy)
nos diz que 0 6= Hom(S/m, R) ∼= Ext 0S(S/m, R) e pelo Teorema 2.2.7 obtemos grade (m, R) = 0.
No Exemplo 4.3.4 veremos que H0m(R) = (x¯) 6= 0 e assim o Teorema 4.2.4 tambe´m garante que
grade (m, R) = 0.
4.3 Cohomologia Local e Complexo de Cˇech
Seja R um anel Noetheriano e suponha I ⊆ R um ideal gerado pelos elementos x1, . . . , xt. Es-
creveremos [t] = {1, . . . , t} e para cada subconjunto J ⊆ [t] defina xJ =
∏
j∈J xj . Ale´m disso,
denotemos por M [x−1J ] a localizac¸a˜o de M pelo subconjunto multiplicativo das poteˆncias de xJ .
A fim de definir o complexo de Cˇech precisamos de duas propriedades de mo´dulos injetivos
sobre ane´is Noetherianos.
Lema 4.3.1. Considere R um anel Noetheriano e E um R-mo´dulo injetivo. Sa˜o va´lidas as seguin-
tes propriedades:
(a) Para qualquer ideal I ⊆ R, H0I (E) tambe´m e´ um R-mo´dulo injetivo.
(b) Para qualquer x ∈ R, o mapa de localizac¸a˜o E −→ E[x−1] e´ sobrejetor.
Demonstrac¸a˜o. (a) Devemos mostrar que se J ⊆ R e´ um ideal e ψ : J −→ H0I (E) e´ um
mapa, enta˜o ψ se estende a um mapa R −→ H0I (E). A priori, seja J um ideal contendo al-
guma poteˆncia de I . Como I e´ finitamente gerado e cada gerador leva em um elemento que e´
anulado por uma poteˆncia de I (Corola´rio 4.2.2), temos que para d suficientemente grande o ideal
IdJ e´ o kernel de ψ. Pelo Lema 1.2.8, o ideal IdJ conte´m um ideal da forma Ie ∩ J . Daı´, o mapa
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(ψ, 0) : J ⊕ Ie −→ H0I (E) fatora o ideal J + Ie ⊆ R. Por abuso de notac¸a˜o, podemos supor
que Ie ⊆ J . Como E e´ injetivo podemos estender ψ a um mapa ψ′ : R −→ M . Uma vez que
ψ′(Ie) = ψ(Ie) ⊆ H0I (E), alguma poteˆncia de I anula ψ′(1), ou seja, ψ′(1) ∈ H0I (E), e ψ′ estende
ψ.
(b) Dados m ∈ E e d ∈ N, devemos mostrar que m/xd esta´ na imagem de E em E[x−1]. Como R
e´ Noetheriano, o anulador de xe e´ igual ao anulador de xd+e, se e for suficientemente grande. Dessa
forma, o anulador de xd+e esta´ contido no anulador de xem. Assim, existe um mapa (xd+e) −→M ,
mandando xd+e em xem. Como E e´ injetivo, este mapa se estende a um mapa R −→ M . Deno-
tando por m′ ∈ E a imagem de 1, temos xd+em′ = xem. Logo, xe(xdm′ −m) = 0 e o elemento
m′ e´ levado sob o mapa de localizac¸a˜o no elemento m/xd ∈ E[x−1].
O teorema a seguir nos beneficia com uma outra expressa˜o para a cohomologia local que
prove´m do complexo de Cˇech que e´ definido no teorema a seguir.
Teorema 4.3.2. Considere R um anel Noetheriano e I = (x1, . . . , xt). Para qualquer R-mo´dulo
M a cohomologia local H iI(M) e´ a i-e´sima cohomologia de complexo (de Cˇech)
C(x1, . . . , xt;M) : 0 −→M d−→
t⊕
i=1
M [x−1i ]
d−→ · · ·
· · · −→
⊕
|J |=s
M [x−1J ]
d−→ · · · −→M [x−1[t] ] −→ 0
cujo diferencial toma cada elemento
mJ ∈M [x−1J ] ⊆
⊕
|J |=s
M [x−1J ]
e envia no elemento
d(mJ) =
∑
k/∈J
(−1)oJ (k)mJ∪{k}
no qual oJ(k) denota o nu´mero de elementos de J menores que k e mJ∪{k} denota a imagem de
mJ na localizac¸a˜o M [(xJ∪{k})−1] = M [x−1J ][x
−1
k ].
Demonstrac¸a˜o. Um elemento m ∈ M e´ levado no zero sob o diferencial d : M −→⊕jM [x−1j ]
se, e so´ se, m e´ anulado por alguma poteˆncia de cada xi. Isto e´ o mesmo que m ser anu-
lado por alguma poteˆncia suficientemente grande de I e dessa maneira H0(C(x1, . . . , xt;M)) =
H0I (M). Como o funtor localizac¸a˜o e´ exato, um sequeˆncia exata curta de mo´dulos induz uma
sequeˆncia exata curta de complexos e esta propo˜e uma sequeˆncia exata longa no funtores de ho-
mologia H i(C(x1, . . . , xt;M)). Para mostrar que H i(C(x1, . . . , xt;M)) = H iI(M) provaremos
que este e´ o funtor derivado de H0I (M) = H
0(C(x1, . . . , xt;M)). Para tal, basta mostrar que
H i(C(x1, . . . , xt;E)) = 0, para todo i ≥ 1, quando E e´ um mo´dulo injetivo. Faremos isso por
induc¸a˜o em t, no qual o caso t = 0 e´ trivial. O caso t = 1 se reduz a mostrar que para qualquer
x ∈ R e qualquer R-mo´dulo injetivo E o mapa de localizac¸a˜o E −→ E[x−1] e´ sobrejetor. Mas,
isto ja´ foi provado no item (b) do Lema 4.3.1. Se t > 1, temos que⊕
|J |=s;t∈J
E[x−1J ] ⊆
⊕
|J |=s
E[x−1J ]
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para um subcomplexo isomorfo a C(x1, . . . , xt;E)[x−1J ][1], onde [1] denota o deslocamento no
grau homolo´gico em 1. Como os quocientes na˜o envolvem termos onde xt esta´ invertido, segue
que a sequeˆncia curta de complexos
0 −→ C(x1, . . . , xt−1;E)[x−1t ][1] −→ C(x1, . . . , xt;E) −→ C(x1, . . . , xt−1;E) −→ 0
e´ exata. Passando para a sequeˆncia exata longa
H i−1(C(x1, . . . , xt−1;E))
δ−→ H i−1(C(x1, . . . , xt−1;E)[x−1t ]) −→
H i(C(x1, . . . , xt;E)) −→ H i(C(x1, . . . , xt−1;E)),
o morfismo de conexa˜o δ e´ apenas o mapa de localizac¸a˜o. Uma vez que E e´ injetivo, para i > 1, a
hipo´tese de induc¸a˜o nos diz que
H i−1(C(x1, . . . , xt−1;E)) = H i−1(C(x1, . . . , xt−1;E)[x−1t ]) = H
i(C(x1, . . . , xt−1;E)) = 0
e a sequeˆncia acima nos leva a H i(C(x1, . . . , xt);E) = 0. Se i = 1, o item (b) do Lema 4.3.1
impo˜e que o mapa δ : E −→ E[x−1t ] seja sobrejetor. Sendo assim, novamente pela hipo´tese de
induc¸a˜o e pela sequeˆncia acima, H1(C(x1, . . . , xt);E) = 0, como deseja´vamos.
Corola´rio 4.3.3. Sejam R um anel Noetheriano, M um R-mo´dulo e I = (x1, . . . , xt) ⊆ R. Enta˜o
H iI(M) = 0, para todo i > t.
Demonstrac¸a˜o. Basta saber que o comprimento do complexo de Cˇech e´ t > 0 e o resultado segue
do Teorema 4.3.2.
Exemplo 4.3.4. Seja S = k[x, y] (k um corpo), m = (x, y) e o S-mo´dulo R = S/(x2, xy). Iremos
calcular as cohomologias locais H im utilizando o complexo de Cˇech. O complexo de Cˇech do
Teorema 4.3.2 neste caso e´
0 −→ R
 1
1

−→ R[x−1]⊕R[y−1]
(
1 −1 )−→ R[(xy)−1] −→ 0.
Por outro lado, tanto x2 quanto (xy)2 anulam R, e dessa maneira o complexo de Cˇech se reduz a
0 −→ R (1)−→ R[y−1] −→ 0 (4.1)
sendo que (1) e´ o mapa de localizac¸a˜o. O kernel de (1) e´ a 0-e´sima homologia do complexo de
Cˇech que pelo Teorema 4.3.2 e´ H0m(R).
Afirmac¸a˜o: ker (1) = (x¯).
De fato, se = g(x¯, y¯) = f(x¯, y¯)x¯, enta˜o
g(x¯, y¯)
1¯
=
0¯
1¯
pois yxf(x, y) ∈ (x2, xy). Logo, (x¯) ⊆ ker (1). Para a outra inclusa˜o, se
f(x¯, y¯)
1¯
=
0¯
1¯
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enta˜o existe n ≥ 0 tal que ynf(x, y) ∈ (x2, xy). Logo, ynf(x, y) = x2g1 + xyg2, para g1, g2 ∈
k[x, y]. Daı´, ynf(x, y) = x(xg1 + yg2). Portanto, x | ynf(x, y), pore´m x - yn. Sendo assim,
x | f(x, y) e ker (1) ⊆ (x¯). Temos calculado enta˜o H0m = (x¯) ∼= k(−1). Como na Afirmac¸a˜o
acima, podemos notar o isomorfismo R[y−1] ∼= S/(x)[y−1]. Dessa forma, podemos enxergar a
imagem de R em R[x−1] como a imagem de S/(x) em S/(x)[y−1]. Enta˜o, pelo Teorema 4.3.2,
H1m(R) =
S/(x)[y−1]
S/(x)
∼= (y−1)⊕ (y−2)⊕ · · · ∼= k(1)⊕ k(2)⊕ · · ·
Pelo Corola´rio 4.3.3, H im(R) = 0, para i > 2. Ainda temos H
2
m(R) = 0, olhando para o complexo
(4.1) e aplicando o Teorema 4.3.2.
Para mo´dulos de comprimento finito, os mo´dulos de cohomologia local sa˜o triviais.
Corola´rio 4.3.5. Considere S = k[x0, . . . , xr], no qual k e´ um corpo. Se M e´ S-mo´dulo graduado
de comprimento finito, e I ⊆ S e´ um ideal, enta˜o H0I (M) = M e H iI(M) = 0, para i > 0.
Demonstrac¸a˜o. Ja´ temos a inclusa˜o H0I (M) ⊆ M . Temos que mostrar que dado m ∈ M , existe
r ∈ N satisfazendo Irm = 0. Suponha que para todo r ∈ N, Irm 6= 0, enta˜o a cadeia de
submo´dulos
(0) ⊆ (0 :M I) ⊆ (0 :M I2) ⊆ · · · ⊆ (0 :M Ir) ⊆ · · ·
nunca estabiliza, contrariando o fato deM possuir comprimento finito. Logo,H0I (M) = ΓI(M) =
M . Como alguma poteˆncia de cada xi anula M , enta˜o M [x−1i ] = 0, para i > 0. Daı´, o complexo
de Cˇech C(x1, . . . , xt;M) se reduz a
0 −→M −→ 0
e o corola´rio segue do Teorema 4.3.2.
Mudanc¸as de base por mosfismos de ane´is preservam as cohomologias locais relacionando o
ideal base com seu ideal extensa˜o.
Corola´rio 4.3.6. Considere M um S-mo´dulo graduado finitamente gerado, I ⊆ R um ideal e
ϕ : R −→ R′ um morfismo de ane´is Noetherianos. Enta˜o existe um isomorfismo canoˆnico
H iI(M)
∼= H iIR′(M).
Demonstrac¸a˜o. Seja x um elemento qualquer. Afirmamos que a localizac¸a˜o M [x−1] e´ invariante
por mudanc¸as de anel. Com efeito, por definic¸a˜o Mx e´ o conjunto dos pares ordenados (m,xn)
mo´dulo a relac¸a˜o de equivaleˆncia: (m,xd) ∼ (m,xe) se, existe f ≥ 0 tal que xf (xem− xdm′) =
0. Dessa maneira, a mudanc¸a de anel na˜o muda a estrutura do mo´dulo e o complexo de Cˇech
C(x1, . . . , xt;M) e´ invariante sobre a mudanc¸a de ane´is e o resultado segue do Teorema 4.3.2.
4.4 Dualidade Local e Teorema da Nulidade
Para a demonstrac¸a˜o da dualidade local precisamos do seguinte
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Lema 4.4.1. Se S = k[x0, . . . , xr] e´ o anel de polinoˆmios em r + 1 indeterminadas e m e´ o ideal
irrelevante, enta˜o H im(S) = 0 para i < r + 1 e
Hr+1m (S) = S(−r − 1)∨
como S-mo´dulos. Noutras palavras, o funtor dos S-mo´dulos livres que leva F em Hr+1m (F ) e´
isomorfo ao funtor F 7→ HomS(F, S(−r − 1))∨.
Demonstrac¸a˜o. Uma vez que o complexo C(x0, . . . , xr;S) e´ multigraduado, trabalharemos com
multigrau α ∈ Zr+1, para mostrar que H im(S) = 0, se i < r + 1. Considere J o conjunto dos
ı´ndices j ∈ {0, . . . , r + 1} tais que αj < 0. Sendo assim, S[x−1I ] conte´m o monoˆmio xα se, e
somente se, J ⊆ I e assim
S[x−1I ]α =
{
k, se I ⊆ J
0, caso contra´rio.
Considere o simplexo ∆ cujas faces sa˜o os subconjuntos de K = {0, . . . , r}\J . Podemos notar
que a parte de multigrau α de C(x0, . . . , xr;S) e´ o complexo reduzido de ∆, onde a face com
conjunto de ı´ndices L corresponde ao monoˆmio xα na componente S[x−1J∪L] de C(x0, . . . , xr;S).
Como a homologia reduzida de um simplexo e´ nula, a menos que o simplexo seja vazio, o Teorema
4.3.2 nos garante H im(S) = 0, para i < r + 1. Em argumentos inteiramente ana´logos, mostramos
que
Hrm(S)α =
{
k, se cada componente de α e´ negativo
0, caso contra´rio.
que concorda como espac¸o vetorial com HomS(S, S(−r − 1))∨. Dizer que esta identificac¸a˜o
e´ funtorial e´ o mesmo que: f : S(d) −→ S(e) e´ um mapa, enta˜o o mapa induzido f∨ :
S(−r − 1)(d)∨ −→ S(−r − 1)(e)∨ e´ o mapa f : Hr+1m (S(d)) −→ Hr+1m (S(e)), que prove´m
da multiplicac¸a˜o. Para tal, e´ necessa´rio mostrar que a estrutura de mo´dulo de Hr+1m (S) concorda
com a estrutura de S(−r − 1)∨. Como S-mo´dulo pelo Teorema 4.3.2, Hr+1m (S) e´ o cokernel da
aplicac¸a˜o ⊕
|I|=r
S[x−1I ] −→ S[(x0 · · ·xr)−1].
Sua imagem e´ o espac¸o vetorial gerado pelos monoˆmios xα tal que um de seus componentes αi
de α = (α0, . . . , αr) e´ na˜o-negativo. Dessa forma, Hr+1I (S) pode ser identificado com o espac¸o
vetorial
(x0 · · ·xr)−1k[x−10 , . . . , x−1r ].
Atrave´s dessa identificac¸a˜o podemos descrever a estrutura de S-mo´dulo de Hr+1m (S) da seguinte
maneira: se xβ ∈ S e xα ∈ Hr+1m (S) enta˜o
xβxα =
{
xα+β, se todos componentes de α + β sa˜o negativos
0, caso contra´rio.
Donde, a aplicac¸a˜o Hr+1m (S) −→
⊕
d Homk(Sd, k) levando x
α no vetor dual de x−α e´ um isomor-
fismo, como querı´amos.
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Teorema 4.4.2 (Dualidade Local). Sejam S = k[x0, . . . , xr] (k um corpo), M e´ um S-mo´dulo
graduado finitamente gerado e m = (x0, . . . , xr) o ideal irrelevante, enta˜o H im(M) e´ o mo´dulo
dual do S-mo´dulo Ext r+1−iS (M,S(−r − 1)).
Demonstrac¸a˜o. Seja
F• : · · · −→ F1 −→ F0
uma resoluc¸a˜o livre para M . Se tensorizarmos a resoluc¸a˜o F• com o complexo de Cˇech C• =
C(x0, . . . , xr;M) obtemos um duplo complexo. Podemos pensar nos diferenciais de F• horizon-
talmente e nos diferenciais induzidos pelos diferenciais de C• verticalmente. Sendo que o funtor
localizac¸a˜o e´ exato, a i-e´sima homologia horizontal do duplo complexo e´ a i-e´sima homologia de
C• que pelo Teorema 4.3.2 e´ H im(M). Dessa forma, a i-e´sima homologia total do complexo duplo
F•⊗C• e´H im(M). Por outro lado, sabemos pelo Lema 4.4.1 queH im(Fj) = 0, sendo i < r+1, logo
as colunas do complexo duplo possui homologia na˜o nula somente no fim e a homologia vertical e´
Hr+1m (F•) ∼= Hom(F•, S(−r − 1))∨. O fato do funtor de dualizac¸a˜o ser exato e comutar com ho-
mologias implica que a j-e´sima homologia de Hom(F•, S(−r−1))∨ e´ Ext r+1−jS (M,S(−r − 1))∨.
Sendo assim, a homologia total do complexo F• ⊗ C• e´ Ext r+1−jS (M,S(−r − 1))∨, donde segue
o teorema.
Exemplo 4.4.3. Considere a mesma notac¸a˜o do Exemplo 4.3.4. Dessa vez calcularemos as coho-
mologias locais H im(R) atrave´s da dualidade local. Uma resoluc¸a˜o livre de R e´
0 −→ S(−3)
 y−x

−→ S2(−2)
(
x2 xy
)
−→ S −→ R −→ 0.
Os mo´dulos Ext iS(M,S(−2)) sa˜o as homologias do complexo dual deslocado por −2, isto e´
0 −→ S(−2)
 x2
xy

−→ S2
(
y −x )−→ S(1) −→ R −→ 0.
Daı´, Ext 0S(M,S(−2)) = 0. Tambe´m,
Ext 2S(M,S(−2)) = S/(x, y)(1) ∼= k(1).
Para calcular Ext 1S(M,S(−2)), observe que
Ext 1S(M,S(−2)) = S
(
x
y
)
/S
(
x2
xy
)
∼= S/(x)(−1) ∼= k(−1)⊕ k(−2)⊕ · · ·
O Teorema 4.4.2 nos diz que
H0m(R) = Ext
2
S(M,S(−2))∨ = k(1)∨ = k(−1)
H1m(R) = Ext
1
S(M,S(−2))∨ = (k(1)⊕ k(2)⊕ · · · )∨ = k(−1)⊕ k(−2)⊕ · · ·
H2m(R) = Ext
0
S(M,S(−2))∨ = 0∨ = 0
e ainda H im(R) = 0, para i > 2 pelo Corola´rio 4.3.3.
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A pro´xima proposic¸a˜o explica em termos de cohomologia local a distaˆncia entre a func¸a˜o de
Hilbert e seu polinoˆmio. A demonstrac¸a˜o utiliza a teoria cohomologia de feixes que infelizmente
na˜o sera´ abordada nessa dissertac¸a˜o. O leitor interessado em uma demonstrac¸a˜o veja [12].
Proposic¸a˜o 4.4.4. Sejam k um corpo, S = k[x0, . . . , xr] e M um S-mo´dulo graduado finitamente
gerado. Enta˜o, para todo d ∈ Z,
pM(d) = h(M,d)−
∑
i≥0
(−1)i dimkH im(M)d.
Observac¸a˜o 4.4.5. Daqui para frente, nossa considerac¸a˜o geral sera´ M um mo´dulo graduado
finitamente gerados sobre o anel de polinoˆmios S = k[x0, . . . , xr], sendo k um corpo e m =
(x0, . . . , xr) o ideal irrelevante. Pela similaridade com o caso de ane´is locais, escreveremos
depthM no lugar de grade (m,M).
Teorema 4.4.6 (Nulidade). Considere k um corpo, S = k[x0, . . . , xr] eM um S-mo´dulo graduado
finitamente gerado. As seguintes afirmac¸o˜es sa˜o verdadeiras:
(a) Se i < depthM ou i > dimM , enta˜o H im(M) = 0;
(b) Se i = depthM ou i = dimM , enta˜o H im(M) 6= 0;
(c) Existe um inteiro d (que depende de M ) tal que H im(M)d = 0.
Demonstrac¸a˜o. Pelo Teorema 4.4.2, H im(M) = 0, para i > depthM e´ equivalente a
Ext jS(M,S(−r − 1)) = 0 (4.2)
para j > r+ 1−depthM . Pore´m, como S e´ Cohen-Macaulay e dimS = r+ 1, o Teorema 2.3.10
nos informa que pdS(M) = r+1−depthM e assim a equac¸a˜o (4.2) e´ verdadeira pela definic¸a˜o de
dimensa˜o projetiva. Quando j = pdS(M), o mo´dulo Ext
j
S(M,S(−r − 1)) e´ o dual do cokernel
do u´ltimo mapa em uma resoluc¸a˜o livre minimal de M . A minimalidade da resoluc¸a˜o implica que
as entradas da matriz que representa este mapa esta´ emm. Logo, pelo Lema 1.1.12 o cokernel deste
mapa e´ na˜o nulo, e desse modo Ext jS(M,S(−r − 1)) 6= 0. Como pdS(M) = r + 1 − depthM ,
novamente pelo Teorema 4.4.2 obtemos HdepthMm 6= 0. Como no caso da profundidade, temos
que H im = 0, para i > dimM e´ o mesmo que Ext
j
S(M,S(−r − 1)) = 0, para j > dimS −
dimM = codimM = codim annSM . Como S e´ Cohen-Macaulay, o depth (annSM,S) =
codim annSM . Mostraremos que Ext
j
S(M,N), se j < d = depth (annSM,N), para qualquer
mo´dulo Noetheriano N . Faremos isso utilizando induc¸a˜o sobre d, sendo que o caso d = 0 e´ trivial,
pois assim j < 0. Se d > 0, escolha x ∈ annM elemento N -regular. A sequeˆncia exata
0 −→ N x−→ N −→ N/xN −→ 0
induz nova sequeˆncia exata longa de mo´dulos
0 −→ Ext j−1S (M,N/xN) −→ Ext jS(M,N)
ϕ−→ Ext jS(M,N).
Pela Proposic¸a˜o 2.2.5, ϕ e´ nulo e assim Ext j−1S (N,M/xM) ∼= Ext jS(N,M). Uma vez que pela
Proposic¸a˜o 2.2.14, depth (annSM,N/xN) = depthN − 1, segue por hipo´tese de induc¸a˜o o de-
sejado. Para finalizar a parte (b), falta mostrar que Ext jS(M,S(−r − 1)) 6= 0, para j = codimM .
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Escolha um ideal primo P ∈ S minimal em annM tal que cohtP = codimM . Como funto-
res derivados comutam com localizac¸a˜o, e´ suficiente mostrar que Ext jSP (MP , S(−r − 1)P ) 6= 0
se MP possui comprimento finito e j = codimMP . Mas, como MP possui comprimento finito
enta˜o dimMP = 0. Ale´m disso, pelo item (b) do Teorema 2.4.7, SP e´ Cohen-Macaulay e assim
codimMP = dimSP − dimMP = depthSP e o resultado segue, pois ja´ mostramos para o caso
da profundidade. Para terminar, provar o item (c) e´ equivalente a provar que se d e´ suficientemente
negativo, a componente de grau d do mo´dulo E = Ext jS(M,S(−r − 1)) e´ nula. Para isso, basta
tomar d menor do que o grau dos finitos geradores de E.
Exemplo 4.4.7. Seja S = k[x0, . . . , xr], onde k e´ um corpo e m o ideal irrelevante. O Teorema
4.4.6, nos diz que H im(S) = 0, para j < r+ 1 e j > r+ 1. Como na demonstrac¸a˜o do Lema 4.4.1,
temos
Hr+1m (S) = (x0 · · ·xr)−1k[x−10 , . . . , x−1r ].
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Capı´tulo 5
A Regularidade de Castelnuovo-Mumford
A regularidade de Castelnuovo-Mumford de um ideal no anel de polinoˆmios com entradas em um
corpo e´ um importante invariante que mede a complexidade do ideal. A noc¸a˜o de regularidade
permitiu que Kleiman provasse que, se I e´ um ideal reduzido equidimensional em um anel de po-
linoˆmios sobre um corpo algebricamente fechado S, enta˜o os coeficientes do polinoˆmio de Hilbert
de S/I pode ser limitado por sua dimensa˜o e sua multiplicidade. Na˜o chegaremos a provar tal
fato, pois sua prova e´ bastante difı´cil e envolve resultados profundos de geometria alge´brica. Aqui,
introduziremos a noc¸a˜o de regularidade atrave´s dos deslocamentos de resoluc¸o˜es livres. Dare-
mos mais uma resposta, agora envolvendo a regularidade da pergunta: quando a func¸a˜o de Hilbert
passa a ser um polinoˆmio? Depois, daremos va´rias caracterizac¸o˜es da regularidade, principalmente
utilizando cohomologia local. Ale´m disso, veremos que o ca´lculo da regularidade pode ser feito
utilizando os funtores torc¸a˜o e de elementos quase-regulares. Finalmente, daremos eˆnfase aos ca-
sos de mo´dulos Artinianos e de Cohen-Macaulay, exibindo maneiras mais simples de calcular a
regularidade.
5.1 Definic¸a˜o de Regularidade por Sizı´gias
Considere S = k[x0, . . . , xr] e um complexo graduado de S-mo´dulos livres
F• : · · · −→ Fi −→ Fi−1 −→ · · ·
com Fi =
⊕
j S(−ai,j). A regularidade de Castelnuovo-Mumford de F• ou simplesmente re-
gularidade de F• e´ o supremo dos nu´meros ai,j − i. Se M e´ um S-mo´dulo finitamente gerado, a
regularidade deM e´ a regularidade de uma resoluc¸a˜o livre graduada minimal deM , e denotaremos
regM .
Exemplo 5.1.1. Se M e´ livre, enta˜o a regularidade e´ de M e´ o supremo dos nu´meros a0,j − 0.
Noutras palavras, a regularidade deM e´ o supremo dos graus de um conjunto minimal de geradores
homogeˆneos de M .
Exemplo 5.1.2. Com a mesma notac¸a˜o do Exemplo 3.1.1 vimos que a resoluc¸a˜o
0 −→ S2(−3) −→ S3(−2) −→ S −→ S/I −→ 0
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e´ uma resoluc¸a˜o livre graduada minimal de S/I . Com isso temos que
regS/I = max{1− 0, 2− 1, 3− 2} = 1.
Uma ilustrac¸a˜o de como a regularidade de Castelnuovo-Mumford e´ utilizada esta´ na pergunta:
quando a func¸a˜o de Hilbert se torna polinomial? Mostraremos que a regularidade de M nos da´
uma limitac¸a˜o de quando a func¸a˜o de Hilbert vem a concordar com o seu polinoˆmio.
Teorema 5.1.3. Seja M um mo´dulo graduado finitamente gerado sobre o anel de polinoˆmios
S = k[x0, . . . , xr], sendo k um corpo. Se pdS(M) = δ, enta˜o a func¸a˜o de Hilbert h(M,d)
concorda com seu polinoˆmio de Hilbert para d ≥ regM + δ − r.
Demonstrac¸a˜o. Por hipo´tese, podemos considerar uma resoluc¸a˜o livre graduada minimal da forma
0 −→
⊕
j
S(−aδ,j) −→ · · · −→
⊕
j
S(−a0,j) −→M −→ 0
e dessa maneira, regM = max{ai,j − i}. Pela Proposic¸a˜o 3.1.2, a func¸a˜o de Hilbert e´ dada pela
fo´rmula
h(M,d) =
∑
i,j
(−1)i
(
d− ai,j − r
r
)
Como no Corola´rio 3.1.3, se d ≥ ai,j − r, enta˜o(
d− ai,j + r
r
)
e´ um polinoˆmio binomial de grau r. Portanto, d ≥ regM+δ−r implica que d ≥ ai,j− i+δ−r ≥
ai,j − r, para cada ai,j no qual i ≤ δ. Dessa forma, segue que se d ≥ regM + δ − r,
h(M,d) =
∑
i,j
(−1)i
(
d− ai,j − r
r
)
= pM(d).
Utilizando o Teorema das Sizı´gias de Hilbert (Teorema 3.3.9), podemos ainda melhorar a
limitac¸a˜o dada no Teorema 5.1.3.
Corola´rio 5.1.4. Seja M um mo´dulo graduado finitamente gerado sobre o anel de polinoˆmios
S = k[x0, . . . , xr], sendo k um corpo. Enta˜o a func¸a˜o de Hilbert h(M,d) concorda com seu
polinoˆmio de Hilbert para d ≥ regM + 1.
Demonstrac¸a˜o. Ponha pdS(M) = δ. O Teorema 3.3.9 nos diz que δ ≤ r + 1, ou seja, δ − r ≤ 1.
Portanto, se d ≥ regM + 1 ≥ regM + δ − r, o Teorema 5.1.3 nos garante a igualdade
h(M,d) = pM(d).
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5.2 Regularidade por Cohomologia Local
A seguir, veremos a noc¸a˜o de d-regularidade no sentido de Castelnuovo para o caso de mo´dulos.
Definic¸a˜o 5.2.1. Dizemos que um mo´dulo M e´ d-regular (d ∈ Z), se:
(a) H im(M)d−i+1 = 0, para todo i > 0;
(b) d ≥ regH0m(M).
Se M satisfaz apenas a condic¸a˜o (a), dizemos que M e´ fracamente d-regular.
Definic¸a˜o 5.2.2. Seja M um S-mo´dulo finitamente gerado. Dizemos que x ∈ S e´ elemento quase-
regular sobre M se
(0 :M x) = {m ∈M : xm = 0}
possui comprimento finito como S-submo´dulo de M .
Observac¸a˜o 5.2.3. Seja x ∈ S um elemento M -regular. A definic¸a˜o de elemento regular nos diz
que (0 :M x) = 0, que possui comprimento igual a zero, e trivialmente todo elemento regular e´
quase-regular.
Podemos caracterizar a d-regularidade olhando para quocientes por elementos quase-regulares
e o 0-e´simo mo´dulo de cohomologia local.
Proposic¸a˜o 5.2.4. Suponha que M e´ um S-mo´dulo graduado finitamente gerado e que x ∈ S e´
elemento quase-regular sobre M . Enta˜o,
(a) Se M e´ fracamente d-regular, enta˜o M/xM tambe´m o e´;
(b) Se M e´ (fracamente) d-regular, enta˜o M e´ (fracamente) d+ 1-regular;
(c) M e´ d-regular se, e somente se, M/xM e´ d-regular e H0m(M) e´ d-regular.
Demonstrac¸a˜o. (a) Denote M ′ = M/(0 :M x) e considere sequeˆncia exata
0 −→ (0 :M x) −→M −→M ′ −→ 0.
Passando para a sequeˆncia exata longa de cohomologia local, obtemos
· · · −→ H im(0 :M x) −→ H im(M) −→ H im(M ′) −→ H i+1m (0 :M x) −→ · · ·
Por hipo´tese, (0 :M x) possui comprimento finito, logo pelo Corola´rio 4.3.5,
H im(0 :M x) = H
i+1
m (0 :M x) = 0
para todo i > 0. Assim, H im(M) ∼= H im(M ′), para todo i > 0. Considere agora, a sequeˆncia exata
0 −→M ′(−1) x−→M −→M/xM −→ 0 (5.1)
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onde M ′(−1) x−→ M e´ a aplicac¸a˜o induzida pela multiplicac¸a˜o por x. A sequeˆncia (5.1) induz
sequeˆncia exata longa de cohomologia local
· · · −→ H im(M)d−i+1 −→ H im(M/xM)d−i+1 −→ H i+1m (M ′(−1))d−i+1 −→ · · ·
Como H im(M
′(−1))d−i+1 = H im(M ′)d+i ∼= H im(M)d+i e por hipo´tese M e´ fracamente d-regular,
temos que H im(M)d−i+1 = H
i+1
m (M)d+i, para todo i > 0. Daı´, H
i
m(M/xM)d−i+1 = 0, para todo
i > 0 e M/xM e´ fracamente d-regular.
(b) Suponha que M e´ fracamente d-regular. Provaremos por induc¸a˜o em dimM que M e´ fraca-
mente (d + 1)-regular. Se dimM = 0, enta˜o M possui comprimento finito, logo pelo Corola´rio
4.3.5, H im(M) = 0, para todo i > 0 e assim M e´ e-regular, para qualquer e. Suponha enta˜o
dimM > 0.
Afirmac¸a˜o: dim(M/xM) = dimM − 1.
Para tal, considere a sequeˆncia exata
0 −→ (0 :M x) −→M x−→M −→M/xM −→ 0.
Por hipo´tese (0 :M x) possui comprimento finito, enta˜o para n 0, temos sequeˆncia exata
0 −→Mn −→Mn+1 −→ (M/xM)n −→ 0.
Pela Proposic¸a˜o 1.3.10,
`k((M/xM)d) = `k(Md+1)− `k(Md)
ou seja, h(M/xM) = ∆h(M,n). Dessa forma, pelo Teorema 1.3.12 e pela Proposic¸a˜o 1.3.5,
temos que dim(M/xM) = dimM − 1.
Pelo item (a) M/xM tambe´m e´ fracamente d-regular. Por hipo´tese de induc¸a˜o, M/xM e´
fracamente d+ 1-regular. A sequeˆncia (5.1), induz sequencia exata
· · · −→ H im(M ′(−1))(d+1)−i+1 −→ H im(M)(d+1)−i+1 −→ H im(M/xM)(d+1)−i+1 −→ · · ·
Como no item (a), H im(M)d−i+1 = H
i
m(M
′(−1))(d+1)−i+1 e o primeiro termo da sequeˆncia se
anula, pois M e´ fracamente d-regular. O terceiro termo tambe´m se anula uma vez que M/xM e´
fracamente d+ 1-regular. Logo, H im(M)(d+1)−i+1 = 0, e portanto M e´ fracamente (d+ 1)-regular.
Ale´m disso,
d+ 1 > d ≥ regH0m(M)
e assim M e´ (d+ 1)-regular tambe´m.
(c) Suponha que M e´ d-regular. Daı´, d ≥ regH0m(M), ou seja, H0m(M)e = 0, para todo e > d e
enta˜o H0m(M) e´ d-regular. Novamente pela sequeˆncia (5.1), conseguimos
· · · −→ H0m(M)e −→ H0m(M/xM)e −→ H1m(M ′(−1))e −→ · · ·
Se e > d, por hipo´tese H0m(M)e = 0. Novamente, H
1
m(M
′(−1))e = H1m(M)e−1, e o termo da
direita tambe´m se anula, provando que M/xM e´ d-regular. Do outro lado, suponha que M/xM
e´ d-regular e H0m(M) = 0. Falta mostrar que H
i
m(M)d−i+1 = 0, para todo i > 0. Outra vez,
passando pela sequeˆncia (5.1) conseguimos sequeˆncia exata longa de cohomologia local
· · · −→ H i−1m (M/xM)e+1 −→ H im(M ′)e ϕe−→ H im(M)e+1 −→ · · ·
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isso pois, H im(M
′(−1))e+1 = H im(M ′)e. Uma vez que M/xM e´ d-regular, utilizando induti-
vamente o item (b), segue que M/xM e´ d-regular, para todo e ≥ d. Dessa forma, para todo
e ≥ d − i + 1, o primeiro termo se anula implicando na injetividade de ϕe. Como no item (a),
H im(M
′) ∼= H im(M), para todo i > 0, obtemos uma sequeˆncia de monomorfismos
H im(M)d−i+1 −→ H im(M)d−i+2 −→ · · ·
induzida pela multiplicac¸a˜o por x em H im(M). Pelo Lema 4.2.2, qualquer elemento em H
i
m(M) e´
anulado por alguma poteˆncia de x, portanto a composic¸a˜o destes morfismos se anula. Por injeti-
vidade, temos enta˜o que H im(M)d−i+1 = 0, para todo i > 0. Finalizando assim a demonstrac¸a˜o.
O seguinte resultado nos auxiliara´ na demonstrac¸a˜o do teorema principal.
Lema 5.2.5. Seja M um S-mo´dulo graduado finitamente gerado e suponha que o corpo base k de
S seja infinito. Enta˜o existe uma forma linear (grau 1) x ∈ S que e´ elemento quase-regular sobre
M .
Demonstrac¸a˜o. Primeiramente, o mo´dulo possui comprimento finito se, e so´ se, S/ann(0 :M x)
e´ Artiniano, o que equivale a dizer que, ann(0 :M x) na˜o esta´ contido em nenhum ideal primo
que na˜o e´ maximal. Isto significa que, para todo ideal primo na˜o-maximal P , (0 :M x)P = 0,
que pelo Corola´rio 2.1.10 quer dizer que x e´ regular em MP . Dessa maneira, e´ suficiente mostrar
que x na˜o esta´ em nenhum ideal primo associado de M , que na˜o e´ maximal. Para isso, cada
ideal primo na˜o-maximal P intersecta S1 em um subespac¸o pro´prio, pois caso contra´rio, m ⊆ P
e P = m, por maximalidade. Como o conjunto dos primos associados de M e´ finito, x satisfaz
a propriedade requerida se este esta´ fora de um nu´mero finito de subespac¸os pro´prios. Mas isto
acontece exatamente pela hipo´tese de que k e´ um corpo infinito.
Chegamos no teorema principal desta sec¸a˜o e tudo que foi visto ate´ aqui sera´ necessa´rio
para prova´-lo. Como consequeˆncia, conseguiremos caracterizar a regularidade de Castelnuovo-
Mumford em termos de cohomologia local.
Teorema 5.2.6. Sejam M um S-mo´dulo graduado finitamente gerado e d um nu´mero inteiro. As
seguintes condic¸o˜es sa˜o equivalentes:
(a) d ≥ regM ;
(b) d ≥ max{e : H im(M)e 6= 0}+ i, para todo i ≥ 0;
(c) d ≥ max{e : H0m(M)e 6= 0} e H im(M)d−i+1 = 0, para todo i > 0.
Demonstrac¸a˜o. Assuma a hipo´tese (a). Argumentando por induc¸a˜o em pdS(M) provaremos (b).
Se pdS(M) = 0, enta˜o M possui resoluc¸a˜o livre trivial e podemos escrever M =
⊕
j S(−aj).
Dessa maneira, regM = max{aj : j ≥ 0}. Daı´, pelo Lema 4.4.1 M e´ d-regular se, e so´ se, d ≥ aj ,
para todo j. Daı´, d ≥ aj para todo j, implica que M e´ d-regular, isto e´, H im(M)d−i+1 = 0, para
todo i > 0 e H im(M)d+1 = 0 e assim, d ≥ max{e : H im(M)e 6= 0} + i, para todo i ≥ 0. Agora,
suponha pdS(M) > 0 e seja
· · · −→ L1 ϕ1−→ L0 −→M −→ 0
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uma resoluc¸a˜o livre minimal de M . Seja M ′ = Imϕ1 o primeiro mo´dulo de sizı´gias de M .
Afirmac¸a˜o 1: regM ′ ≤ regM + 1.
De fato, se Li =
⊕
j S(−ai,j)βi,j enta˜o
regM ′ = max{ai,j − i : i ≥ 1, j ≥ 0}
≤ max{ai,j − i : i, j ≥ 0}+ 1
= regM + 1.
Afirmac¸a˜o 2: M ′ e´ (d+ 1)-regular.
Temos por construc¸a˜o pdS(M ′) < pdS(M) e por induc¸a˜o se e ≥ regM ′, enta˜o M ′ e´ e-regular.
Mas, pela Afirmac¸a˜o 1, d ≥ regM ≥ regM ′ − 1 e assim M ′ e´ (e + 1)-regular para todo e ≥ d.
Considere agora a sequeˆncia exata
0 −→M ′ −→ L0 −→M −→ 0
e passe pela parte de grau e ≥ d na sequeˆncia exata longa de cohomologia local
· · · −→ H im(L0)e−i+1 −→ H im(M)e−i+1 −→ H i+1m (M ′)e−i+1 −→ 0
Como visto no comec¸o da demonstrac¸a˜o L0 e´ e-regular, portanto o primeiro termo se anula para
todo i ≥ 0. Mais ainda, a Afirmac¸a˜o 2 nos diz que H im(M ′)(e+1)−i+1 = 0, para todo i ≥ 0.
Portanto, 0 = H i+1m (M
′)(e+1)−(i+1)+1 = H i+1m (M)e−i+1. Assim, M e´ e-regular para todo e ≥ d,
conseguindo que d ≥ max{e : H im(M)e 6= 0}+ i, para todo i ≥ 0.
Assumindo (b) e´ fa´cil provar (c). Se (b) e´ verdade, em particular para i = 0, d ≥ max{e :
H im(M)e 6= 0}. Se i > 0, nomeando f = max{e : H im(M)e 6= 0}, temos d− i ≥ f e por passagem
a sequeˆncaia exata longa de cohomologia local conseguimos H im(M)d+1−i = 0.
Dessa vez assuma a hipo´tese (c), isto e´, M e´ d-regular. Devemos mostrar que d ≥ regM . Con-
sidere a extensa˜o de k ao corpo infinito k(x) (corpo de frac¸o˜es do anel de polinoˆmios k[x]). Como
extensa˜o do corpo base comuta com comologia local, podemos supor sem perda de generalidade
que k e´ infinito. Seja
· · · −→ L1 ϕ1−→ L0 −→M −→ 0
uma resoluc¸a˜o livre minimal. Argumentaremos por induc¸a˜o sobre pdS(M). Se pdS(M) = 0,
enta˜o M e´ livre, e assim devemos mostrar que cada gerador de M possui grau no ma´ximo d. Para
esse caso, precisamos de mais uma induc¸a˜o, dessa vez em dimM . Sendo dimM = 0, enta˜o M
possui comprimento finito, temos pela d-regularidade de M e o Corola´rio 4.3.5 que
Me = H
0
m(M)e = 0
para todo e > d. Suponha dimM > 0 e denote M ′ = M/H0m(M). Da sequeˆncia exata curta
0 −→ H0m(M) −→M −→M ′ −→ 0
basta mostrar que os geradores de H0m(M) e M
′ possuem grau no ma´ximo d. Para H0m(M) isso
ja´ e´ verdade pela d-regularidade, pois H0m(M)e = 0, para todo e > d. Pelo Lema 5.2.5, podemos
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escolher uma forma linear x que e´ elemento quase-regular sobre M ′, e pela Proposic¸a˜o 5.2.4 segue
que M ′/xM ′ e´ d-regular. Pela Afirmac¸a˜o da Proposic¸a˜o 5.2.4 temos dimM ′/xM ′ = dimM ′− 1.
Por hipo´tese de induc¸a˜o, M ′/xM ′ e´ gerado por elementos de grau no ma´ximo d, o mesmo valendo
para M ′/mM ′. Daı´, pelo Lema 1.1.12, os geradores de M ′ tambe´m possuem grau no ma´ximo
d. Suponha enta˜o pdS(M) > 0, pondo M ′′ = Imϕ1 o primeiro mo´dulo de sizı´gias de M . Da
sequeˆncia exata
0 −→M ′′ −→ L0 −→M −→ 0
passando pela sequeˆncia exata longa de cohomologia local temos que M ′′ e´ (d + 1)-regular. A
hipo´tese de induc¸a˜o nos concede regM ′′ ≤ d + 1. Isto significa que a parte da resoluc¸a˜o livre
minimal de M comec¸a em L1 e satisfaz exatamente as condic¸o˜es que implicam regM ≤ d.
A seguir, veremos va´rias maneiras de caracterizar a regularidade de Castelnuovo-Mumford. A
primeira, como prometido, e´ uma nova forma de defini-la sobre a noc¸a˜o de d-regularidade. Mais
precisamente, a regularidade e´ o mı´nimo dos nu´meros inteiros em que o mo´dulo e´ regular.
Corola´rio 5.2.7. Considere M um S-mo´dulo finitamente graduado gerado. Enta˜o
regM = min{d : M e´ d-regular}.
Demonstrac¸a˜o. Para provar isso e´ suficiente mostrar a seguinte
Afirmac¸a˜o: Seja d um inteiro. Enta˜o M e´ d-regular se, e somente se, d ≥ regM .
Basta perceber que d ≥ regH0m(M) se, e so´ se, H0m(M)e = 0, para todo e > d. Enta˜o, a
condic¸a˜o (c) e´ equivalente a dizer que M e´ d-regular. Dessa forma, o resultado segue da equi-
valeˆncia entre os itens (a) e (c) no Teorema 5.2.6.
Podemos calcular a regularidade de M atrave´s da regularidade dos mo´dulos de cohomologia
local.
Corola´rio 5.2.8. Considere M um S-mo´dulo finitamente graduado gerado. Enta˜o,
regM = max{regH im(M) + i : i ≥ 0}.
Demonstrac¸a˜o. Segue da equivaleˆncia entre (a) e (b) no Teorema 5.2.6.
Tambe´m podemos calcular a regularidade utilizando elementos quase-regulares.
Corola´rio 5.2.9. Sejam M um S-mo´dulo finitamente graduado gerado e x um elemento quase-
regular, enta˜o
regM = max{regH0m(M), regM/xM} = max{reg(0 :M x), regM/xM}
Demonstrac¸a˜o. Pelo Teorema 5.2.6, d ≥ regM se, e so´ se, M e´ d-regular. Isso e´ o mesmo que
dizer M/xM e´ d-regular e H0m(M) e´ d-regular, donde segue a primeira igualdade. Para outra
igualdade, primeiro temos que reg(0 :M x) ≤ regH0m(M), pois (0 :M x) ⊆ H0m(M). Agora,
se f ∈ H0m(M) e´ um elemento na˜o-nulo de grau regH0m(M), este possui grau maximal e assim
xf = 0. Logo, reg(0 :M x) ≥ regH0m(M).
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5.3 O Caso Artiniano
No caso especı´fico em que o mo´dulo e´ Artiniano (possui comprimento finito) podemos definir a
regularidade de Castelnuovo-Mumford como sendo o menor inteiro em que sua parte homogeˆnea
da graduac¸a˜o se anula.
Proposic¸a˜o 5.3.1. Se M e´ um S-mo´dulo graduado finitamente gerado possuindo comprimento
finito, enta˜o
regM = max{d : Md 6= 0}.
Demonstrac¸a˜o. Pelo Corola´rio 4.3.5 temos H0m(M) = M e H
i
m(M) = 0, para todo i > 0. Por
outro lado, o Teorema 5.2.6 nos diz que d ≥ regM se, e so´ se, M e´ d-regular, ou seja, Me =
H0m(M)e = 0, para todo e > d, donde segue o resultado.
A proposic¸a˜o acima nos permite definir a regularidade de Castelnuovo-Mumford para mo´dulos
Artinianos apenas olhando para sua estrutura graduada. Poderı´amos ter definido a regularidade
como segue: seja M =
⊕
Md um S-mo´dulo graduado enta˜o a regularidade de Castelnuovo-
Mumford de M e´ o nu´mero
regM = max{d : Md 6= 0}.
Dado t ∈ N, existem va´rias maneiras de encontrar mo´dulos com regularidade igual a t. Uma
dela esta´ no seguinte
Exemplo 5.3.2. Considere k um corpo. A N-graduac¸a˜o usual de k[x] e´
k[x] = k ⊕ kx⊕ kx2 ⊕ · · · kxn ⊕ · · ·
Enta˜o a N-graduac¸a˜o usual de M1 = k[x]/(x2) e´ dada por
M1 = k ⊕ kx¯
Como M1 e´ Artiniano, pela Proposic¸a˜o 5.3.1, segue que regM1 = 1. Mais geralmente, Mt =
k[x]/(xt+1) e´ Artiniano e sua N-graduac¸a˜o usual e´ dada por
Mt = k ⊕ kx¯⊕ kx¯2 ⊕ · · · kx¯t
Dessa forma, utilizando a Proposic¸a˜o 5.3.1, obtemos regMt = t.
Outra maneira de fazer ca´lculos de regularidade e´ pensar na regularidade de mo´dulos torc¸a˜o.
Proposic¸a˜o 5.3.3. Seja M um S-mo´dulo graduado finitamente gerado. Enta˜o, temos a seguinte
igualdade
regM = max
i≥0
{reg TorSi (M,k)− i}.
Demonstrac¸a˜o. Considere
F• : · · · −→ Fi −→ Fi−1 −→ · · ·
uma resoluc¸a˜o livre minimal para M , com Fi =
⊕
j S(−ai,j). Os mo´dulos TorSi (M,k) =
Fi/mFi−1 sa˜o k-espac¸os vetoriais de dimensa˜o finita e em especial, mo´dulos de comprimento
finito. Por definic¸a˜o, os nu´meros ai,j sa˜o os graus dos geradores de Fi, e pelo Lema 1.1.12, estes
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tambe´m sa˜o elementos na˜o-nulos em TorSi (M,k). Portanto, reg Tor
S
i (M,k)− i = maxj{ai,j}− i,
o que implica
max
i
{reg TorSi (M,k)− i} = max
i
{max
j
{ai,j} − i} = regM.
A Proposic¸a˜o 5.3.1 nos mostra uma certa independeˆncia do anel de definic¸a˜o do mo´dulo
(que possui comprimento finito), no sentido que apenas olhamos para sua estrutura graduada. O
pro´ximo resultado nos permite mudar o anel base por um morfismo graduado de ane´is gerados por
formas lineares e o valor da regularidade permanece o mesmo.
Notac¸a˜o: Para melhor expressar a pro´xima proposic¸a˜o denotaremos por regSM a regularidade de
Castelnuovo-Mumford de M visto como S-mo´dulo.
Proposic¸a˜o 5.3.4. SejaM um S-mo´dulo graduado finitamente gerado e ϕ : S ′ −→ S um morfismo
graduado de ane´is gerados por formas lineares (elementos de grau 1). Se M tambe´m e´ S ′-mo´dulo
(via ϕ) finitamente gerado, enta˜o regSM = regS′M .
Demonstrac¸a˜o. M e´ S ′-mo´dulo finitamente gerado se, e somente se, S e´ um S ′-mo´dulo (via
restric¸a˜o de escalares) finitamente gerado. Isto e´ equivale ao ideal irrelevante em S ser nilpo-
tente mo´dulo o ideal gerado pelo ideal irrelevante em S ′ e o anulador de M . Pelo Corola´rio 4.3.6,
a cohomologia local de M com respeito ao ideal maximal de S ′ e´ a mesma com respeito ao ideal
maximal de S. Logo, pelo Teorema 5.2.6 segue que o valor da regularidade e´ o mesmo nos dois
casos.
5.4 O Caso Cohen-Macaulay
Voltemos a pergunta proposta na sec¸a˜o 5.1: quando a func¸a˜o de Hilbert se torna polinomial? O
Corola´rio 5.1.4 nos fornece uma limitac¸a˜o a partir da regularidade. No caso em que o mo´dulo
e´ Cohen-Macaulay podemos ser mais profundos: qual o menor nu´mero inteiro que faz a func¸a˜o
de Hilbert tornar-se polinomial? Mostraremos que a resposta esta relacionada com a regularidade
junto com a profundidade do mo´dulo em questa˜o.
Proposic¸a˜o 5.4.1. Seja M um S-mo´dulo graduado finitamente gerado Cohen-Macaulay. Se s e´ o
menor nu´mero inteiro tal que h(M,d) = pM(d), para todo d ≥ s, enta˜o
s = regM − depthM + 1.
Demonstrac¸a˜o. Por hipo´tese dimM = depthM , e assim os item (a) e (b) do Teorema 4.4.6 nos
diz que o u´nico mo´dulo na˜o-nulo de cohomologia local e´ HdepthMm (M). Dessa forma a Proposic¸a˜o
4.4.4 nos revela que s e´ o menor nu´mero inteiro tal que HdepthMm (M)d = 0, para todo d ≥ s e a
equivaleˆncia entre (a) e (c) no Teorema 5.2.6 nos garante que s = regM − depth + 1.
Veremos mais a frente, no caso em que o mo´dulo e´ Cohen-Macaulay, que a regularidade pode
ser calculada olhando para a estrutura graduada do mo´dulo que e´ resultado do quociente por uma
sequeˆncia maximal. Para isso, comecemos com um
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Lema 5.4.2. Sejam M um S-mo´dulo graduado finitamente e x forma linear M -regular. Enta˜o
regM = regM/xM .
Demonstrac¸a˜o. Por hipo´tese, depthM ≥ 1, e assim pelo Teorema 4.2.4, H0m(M) = 0. Desta
forma, o resultado segue utilizando o item (c) da Proposic¸a˜o 5.2.4 e o Corola´rio 5.2.7.
Teorema 5.4.3. SejamM um S-mo´dulo graduado finitamente gerado Cohen-Macaulay e x1, . . . , xt
uma M -sequeˆncia maximal de formas lineares. Enta˜o
regM = max{d : (M/(x1, . . . , xt)M)d 6= 0}.
Demonstrac¸a˜o. Utilizando indutivamente o Lema 5.4.2 temos que
regM = regM/(x1, . . . , xt)M.
Ale´m disso, o Teorema 2.2.18 junto com a hipo´tese de M ser Cohen-Macaulay nos revelam que
dim(M/(x1, . . . , xt)M) = dimM − t = dimM − depthM = 0.
Assim, M/(x1, . . . , xt)M possui comprimento finito e o resultado segue da Proposic¸a˜o 5.3.1.
Utilizando o Teorema acima, fica fa´cil de calcular a regularidade do anel de polinoˆmios.
Exemplo 5.4.4. Sejam k um corpo, S = k[x0, . . . , xr]. Veremos que regS = 0. De fato, pelo
Exemplo 2.1.4, a sequeˆncia x0, . . . , xr e´ uma sequeˆncia maximal de formas lineares em S. Ale´m
disso, S/(x0, . . . , xr) ∼= k. Daı´, do Teorema 5.4.3, segue que
regS = max{d : kd 6= 0} = 0.
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Capı´tulo 6
Apeˆndice
Faremos aqui um simples apanhado de a´lgebra homolo´gica que se faz necessa´rio para uma melhor
compreensa˜o desta dissertac¸a˜o. As demonstrac¸o˜es dos resultados podem ser encontrados na mai-
oria dos livros de a´lgebra homolo´gica. Para mais detalhes sugerimos a refereˆncia [17] ou ainda as
refereˆncias [1] e [2].
6.1 Mo´dulos Projetivos e Injetivos
Definic¸a˜o 6.1.1. SejaR um anel. UmR-mo´dulo P e´ dito ser projetivo, se para qualquerR-mo´dulo
N e quaisquer morfismos f : P −→ N e g : M −→ N , com g sobrejetor, enta˜o existe morfismo
h : P −→M (na˜o necessariamente u´nico) tal que f = g ◦ h.
Apesar da definic¸a˜o ser uma condic¸a˜o um tanto “obscura”, por exemplo mo´dulos livres a satis-
faz.
Proposic¸a˜o 6.1.2. Todo mo´dulo livre e´ projetivo.
A pro´xima proposic¸a˜o caracteriza mo´dulos projetivos e nos da´ mais ferramentas para encontrar
exemplos desses mo´dulos.
Proposic¸a˜o 6.1.3. Se R e´ um anel e P e´ um R-mo´dulo, enta˜o as afirmac¸o˜es abaixo se equivalem:
(a) P e´ projetivo;
(b) O funtor HomR(P,−) e´ exato;
(c) P e´ um somando direto de um mo´dulo livre.
Exemplo 6.1.4. Um espac¸o vetorial sobre um corpo k e´ um k-mo´dulo livre, portanto projetivo
pela Proposic¸a˜o 6.1.2.
Exemplo 6.1.5. Um grupo finito abeliano G na˜o e´ um Z-mo´dulo projetivo, pois na˜o e´ Z-livre
(novamente pela Proposic¸a˜o 6.1.2).
Exemplo 6.1.6. Sejam p e q primos distintos e R = Zpq ∼= Zp ⊕ Zq. Pelo item (c) da Proposic¸a˜o
6.1.3 e o fato queR e´R-mo´dulo livre com base {1}, segue que Zp e Zq sa˜oR-projetivos, mas estes
na˜o sa˜o R-livres.
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Existem alguns casos em que na˜o ha´ distinc¸a˜o entre as noc¸o˜es de mo´dulos projetivos e livres.
Teorema 6.1.7. Um mo´dulo sobre um domı´nio de ideais principais e´ projetivo se, e somente se, e´
livre.
Teorema 6.1.8. Um mo´dulo sobre um anel local Noetheriano e´ projetivo se, e somente se, e´ livre.
A noc¸a˜o dual de mo´dulos projetivos sa˜o os mo´dulos injetivos. Desse modo, e´ esperado que
tenhamos verso˜es similares dos resultados de mo´dulos projetivos, mas tambe´m notaremos suas
diferenc¸as.
Definic¸a˜o 6.1.9. Seja R um anel. Um R-mo´dulo E e´ dito ser injetivo, se para qualquer R-mo´dulo
N e quaisquer morfismos g : N −→ E e f : N −→ M , com f injetor, enta˜o existe morfismo
h : M −→ E (na˜o necessariamente u´nico) tal que g = h◦f . Costumamos dizer que g foi estendido
a h.
Tambe´m caracterizamos mo´dulos injetivos atrave´s do funtor Hom.
Proposic¸a˜o 6.1.10. Se R e´ um anel e E e´ um R-mo´dulo, enta˜o sa˜o equivalentes:
(a) E e´ injetivo;
(b) O funtor HomR(−, E) e´ exato.
Uma das diferenc¸as nota´veis entre mo´dulos projetivos e injetivos e´ que geralmente mo´dulos
livres na˜o sa˜o injetivos. Enta˜o para comec¸ar a produzir exemplos de mo´dulos injetivos precisamos
da noc¸a˜o de mo´dulos divisı´veis.
Definic¸a˜o 6.1.11. Seja R um domı´nio de integridade. Um R-mo´dulo e´ dito ser divisı´vel se, cada
m ∈ M pode ser dividido por qualquer elemento na˜o-nulo r ∈ R, isto e´, existe n ∈ M satisfa-
zendo, rn = m.
Exemplo 6.1.12. O Z-mo´dulo Q e´ divisı´vel, pois dados
p
q
∈ Q e r ∈ Z, temos
n
(
p
nq
)
=
p
q
.
Da mesma forma Q/Z e´ Z-mo´dulo divisı´vel.
Exemplo 6.1.13. O Z-mo´dulo Z na˜o e´ divisı´vel, pois os u´nicos divisores possı´veis de um nu´mero
inteiro arbitra´rios sa˜o 1 e −1.
Podemos enta˜o relacionar mo´dulos divisı´veis e injetivos, na˜o existindo diferenc¸a entre essa
noc¸o˜es se o anel base e´ domı´nio de ideais principais.
Proposic¸a˜o 6.1.14. Se R um domı´nio de integridade, enta˜o todo R-mo´dulo injetivo e´ divisı´vel. Se
R e´ domı´nio de ideais principais, enta˜o um R-mo´dulo e´ injetivo se, e somente se, este e´ divisı´vel.
Exemplo 6.1.15. O Exemplo 6.1.13 e a Proposic¸a˜o 6.1.14 garante que os Z-mo´dulosQ eQ/Z sa˜o
injetivos.
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6.2 Resoluc¸o˜es e Funtores Derivados
Definic¸a˜o 6.2.1. Uma resoluc¸a˜o a` esquerda de um mo´dulo M e´ uma sequeˆncia exata
· · · −→ P2 −→ P1 −→ P0 −→M −→ 0.
Uma resoluc¸a˜o a` esquerda e´ dita ser uma resoluc¸a˜o projetiva (resp. livre), se cada Pi e´ projetivo
(resp. livre). E´ comum considerar a resoluc¸a˜o retirando o mo´dulo M .
A categoria de mo´dulos possui “suficientes projetivos”.
Proposic¸a˜o 6.2.2. Todo mo´dulo possui uma resoluc¸a˜o livre (projetiva).
Passemos a` noc¸a˜o dual.
Definic¸a˜o 6.2.3. Uma resoluc¸a˜o a` direita de um mo´dulo M e´ uma sequeˆncia exata
0 −→M −→ E0 −→ E1 −→ E2 −→ · · ·
Uma resoluc¸a˜o a` direita e´ dita ser uma resoluc¸a˜o injetiva, se cada Ei e´ projetivo.
A categoria de mo´dulos tambe´m possui “suficientes injetivos.”
Proposic¸a˜o 6.2.4. Todo mo´dulo possui uma resoluc¸a˜o injetiva.
Podemos construir a teoria de dimensa˜o de um mo´dulo, baseado nos comprimentos de resoluc¸o˜es
projetivas.
Definic¸a˜o 6.2.5. Uma resoluc¸a˜o projetiva
0 −→ Pn −→ · · · −→ P0 −→M −→ 0
de um mo´duloM e´ dita ser de comprimento n. O menor comprimento n de uma resoluc¸a˜o projetiva
de M e´ chamado dimensa˜o projetiva de M e e´ denotado por pdR(M). Se M na˜o possui resoluc¸a˜o
projetiva de comprimento finito, enta˜o definimos pdR(M) =∞.
Observac¸a˜o 6.2.6. Era de se esperar que, M ser um mo´dulo projetivo e´ equivalente a dizer que
pdR(M) = 0 . De fato, se M e´ projetivo, enta˜o
0 −→M id−→M −→ 0
e´ uma resoluc¸a˜o projetiva. Reciprocamente, se
0 −→ P0 −→M −→ 0
e´ uma resoluc¸a˜o projetiva, enta˜o P0 ∼= M , logo M e´ projetivo.
Exemplo 6.2.7. Considere (R,m, k) um anel local Noetheriano e x um elemento R-regular. A
sequeˆncia exata
0 −→ R x−→ R −→ R/(x) −→ 0
nos diz que pd(R/(x)) = 1.
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Existe tambe´m a noc¸a˜o de dimensa˜o injetiva, entretanto nesta dissertac¸a˜o so´ iremos trabalhar
com dimenso˜es projetivas.
Considere R um anel e F um funtor exato a` direita sobre a categoria de R-mo´dulos. Se M e´
um R-mo´dulo e
P• : · · · −→ P1 −→ P0 −→M −→ 0
uma resoluc¸a˜o projetiva de M . Aplicando o funtor covariante F , obtemos o complexo
F (P•) : · · · −→ F (P1) −→ F (P0) −→ F (M) −→ 0.
Para cada i ≥ 0, definimos RiF o i-e´simo funtor derivado a` esquerda do funtor F aplicando em
M , como sendo a i-e´sima homologia do complexo F (P•). Simbolicamente,
RiF (M) = Hi(F (P•)).
Da mesma maneira, dado um funtorG exato a` esquerda eE• uma resoluc¸a˜o injetiva de um mo´dulo
M , definimos para cada i ≥ 0, LiG o i-e´simo funtor derivado a` esquerda do funtor G aplicado em
M como sendo a i-e´sima cohomologia do complexo G(E•),
LiG(M) = H i(G(E•)).
E´ mostrado que estas definic¸o˜es na˜o dependem da escolha de resoluc¸o˜es projetivas ou injetivas.
Exemplo 6.2.8. Considere R um anel, M um R-mo´dulo e i ≥ 0. Se F e´ o funtor exato a` direita
M⊗R−, o i-e´simo funtor torc¸a˜o, denotado por TorRi (M,−) e´ o funtor derivado a` esquerdaLiF . Se
G e´ o funtor exato a` esquerda HomR(M,−), o i-e´simo funtor extensa˜o, denotado por Ext iR(M,−)
e´ o funtor derivado a` direita RiG. Pode ser mostrado que os funtores Ext podem ser calculados
utilizando resoluc¸o˜es projetivas e o funtor Hom contravariante, isto e´,
Ext iR(M,−) = Ri HomR(−,M).
Vejamos algumas propriedades de funtores derivados.
Proposic¸a˜o 6.2.9. Considere R um anel, M um R-mo´dulo, F um funtor exato a` direita e G um
funtor exato a` esquerda. As seguintes propriedades sa˜o verificadas:
(a) L0F (M) ∼= F (M) e G(M) ∼= R0G(M);
(b) Se M e´ projetivo enta˜o LiF (M) = 0, para todo i > 0;
(c) Se M e´ injetivo enta˜o RiG(M) = 0, para todo i > 0;
(d) Qualquer sequeˆncia exata curta
0 −→ A −→ B −→ C −→ 0
induz sequeˆncia exata longa de homologia
· · · −→ LiF (A) −→ LiF (B) −→ LiF (C) −→ Li−1F (A) −→ · · ·
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(e) Qualquer sequeˆncia exata curta
0 −→ A −→ B −→ C −→ 0
induz sequeˆncia exata longa de cohomologia
· · · −→ RiG(A) −→ RiG(B) −→ RiG(C) −→ Ri+1G(A) −→ · · ·
Podemos caracterizar mo´dulos planos, projetivos e injetivos com a nulidade dos funtores torc¸a˜o
e extensa˜o.
Proposic¸a˜o 6.2.10. Seja R um anel e M um R-mo´dulo. As seguintes condic¸o˜es sa˜o equivalentes:
(a) M e´ plano;
(b) TorRi (M,N) = 0, para todo n ≥ 1 e todo R-mo´dulo N ;
(c) TorR1 (M,N) = 0, para todo R-mo´dulo N .
Proposic¸a˜o 6.2.11. Seja R um anel e M um R-mo´dulo. As seguintes condic¸o˜es sa˜o equivalentes:
(a) M e´ projetivo;
(b) Ext iR(M,N) = 0, para todo n ≥ 1 e todo R-mo´dulo N ;
(c) Ext 1R(M,N) = 0, para todo R-mo´dulo N .
Proposic¸a˜o 6.2.12. Seja R um anel e N um R-mo´dulo. As seguintes condic¸o˜es sa˜o equivalentes:
(a) N e´ injetivo;
(b) Ext iR(M,N) = 0, para todo n ≥ 1 e todo R-mo´dulo M ;
(c) Ext 1R(M,N) = 0, para todo R-mo´dulo M .
No caso em que o anel base e´ local, as noc¸o˜es de mo´dulos planos, projetivos e livres coincidem.
Proposic¸a˜o 6.2.13. Seja (R,m) um anel local eM umR-mo´dulo finitamente gerado. As seguintes
condic¸o˜es sa˜o equivalentes:
(a) M e´ plano;
(b) M e´ projetivo;
(c) M e´ livre.
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