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We introduce and present preliminary results for a hybrid display system combining
head-mounted and projector-based displays. Our work is motivated by a surgical
training application where it is necessary to simultaneously provide both a high-
fidelity view of a central close-up task (the surgery) and visual awareness of objects
and events in the surrounding environment. In this article, we motivate the use of a
hybrid display system, discuss previous work, describe a prototype along with meth-
ods for geometric calibration, and present results from a controlled human subject
experiment.
This article is an invited resubmission of work presented at IEEE Virtual Reality
2003. The article has been updated and expanded to include (among other things)
additional related work and more details about the calibration process.
1 Introduction
Today, the pace of surgical innovations has increased dramatically, as
have societal demands for safe and effective practices. The mechanisms for
training and retraining suffer from inflexible timing, extended time commit-
ments and limited content. Video instruction has long been available to help
surgeons learn new procedures, but it is generally viewed as marginally effec-
tive at best for a number of reasons, including the fixed point of view that is
integral to the narration, the lack of depth perception and interactivity, and the
insufficient information that is presented (Tachakra, Jaye, Bak, Hayes, & Siva-
kumar, 2000).
Apprenticeship (actually being there) can be very effective, but there are
some difficult surgical procedures that are so rare and have such high mortality
rates that there is no time to assemble the students before the procedure and
no time to explain what is going on during the procedure. One example of
such a procedure is the treatment of blunt liver traumas resulting from auto-
mobile accidents. Such traumas occur rarely (at the UNC-Chapel Hill Hospital
there are about five such cases per year), have to be treated immediately (they
are life-threatening), and are delicate and complex. As a result, it is typically
impractical for trainees to participate in a meaningful way.
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1.1 Immersive Electronic Books
A training paradigm that uses immersive Virtual
Reality could be a more effective approach since it
would allow trainees to witness and explore a past surgi-
cal procedure as if they were there. We are currently
pursuing such a paradigm together with our medical
collaborators at the UNC-Chapel Hill School of Medi-
cine (Bruce Cairns, M.D., and Anthony Meyer, M.D.),
and our computer graphics collaborators at Brown Uni-
versity (Andries van Dam, Sascha Becker, Loring
Holden, and Jesse Funaro). Our approach is to record
the procedure and to reconstruct the original time-
varying events in an immersive 3D Virtual Environment
that depicts the real scene, including the patient and
expert physicians, augmented with relevant medical in-
structions and information such as vocal narration, 3D
annotations, and illustrations, and to display this in a
hybrid display as shown in Figure 1. As part of his Ph.D.
thesis, Yang (2003) constructed a research prototype
(see Figure 2) and developed new methods that allow
3D data capture and reconstruction. Our collaborators
at Brown University are currently working on various
methods for annotating the captured data and creating a
complete Immersive Electronic Book (van Dam, Fuchs,
Becker, Holden, Ilie, et al., 2002).
1.2 Display Requirements
Besides the recording and the reconstruction, pro-
viding an effective way to display a 3D Virtual Environ-
ment to the user is also a major challenge. We envision a
display system that can be used both by surgeons (to
review a procedure during clinical decision-making, or
to annotate it for training purposes), and by trainees (to
observe and learn a procedure).
The visual needs of the users are twofold. The first
need is for a high-quality stereo view of the objects and
events that the trainees are directly viewing, such as the
main surgical procedure as shown in Figure 3(a). High-
quality and high-resolution views are needed to discern
the great intricacy of the surgery, and stereo vision is
needed for better spatial understanding. The second
need is for a peripheral view of the surroundings. This is
needed to maintain visual awareness of the surrounding
events as shown in Figure 3(b). Our medical collabora-
tors feel that visual awareness of the entire body of the
patient and the surroundings is a critical component of
surgical training. In particular, with trauma surgery
Figure 1. Henry Fuchs using a prototype of our hybrid display.
Figure 2. Dr. Bruce Cairns using the 3D data capture prototype
described in (Yang, 2003).
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there is typically a great deal of independent but rele-
vant activity in the operating room as each member of
the surgical team attends to the patient, monitoring ma-
chines change state, and so on. In virtual environments,
this type of visual awareness needs to be provided for by
a display that covers the user’s peripheral view. How-
ever, because the effective resolution in the periphery of
the human vision system is less dense than that of the
foveal region (Davson, 1990), this peripheral display
need not be as high-resolution and high-quality.
Traditionally, head-mounted displays (HMDs, also
called head-worn displays) have been used to provide
high-quality stereo visualization of 3D Virtual Environ-
ments. However, most HMDs offer limited fields of
view (FOV), typically within the range of 40° to 60°
horizontally and 30° to 45° vertically. Very wide FOV
HMDs have been prototyped, but they are rare, expen-
sive and cumbersome to wear (Kaiser Electro-Optics
Inc., 2000). We are aware of no readily available HMD
that can fully cover the human FOV of approximately
200° horizontally and 135° vertically (Werner, 1991).
Although HMDs are good at providing high-quality
stereo views, their typically narrow FOVs make them
less than ideal for providing peripheral views. Common
alternatives to HMDs are projector-based displays—
either immersive displays such as the CAVE (Cruz-
Neira, Sandin, & DeFanti, 1993), or planar displays
such as the Responsive Workbench (Kruger, Bohn,
Frohlich, Schuth, Strauss, et al., 1995). Most projector-
based displays are capable of providing very wide FOV
visualization, and some of them, like the CAVE, are
even capable of fully covering the human FOV. How-
ever, because the display surfaces—which are relatively
large—are typically covered by only one projector, and
because the user may move close to the surfaces, the
image quality and resolution of such projector-based
systems may be insufficient for applications that require
fine detail.
1.3 Our Approach (Hybrid Display)
We decided that neither HMDs nor projector-
based displays alone could meet the visual needs of a
surgical trainee. However, we noticed potential advan-
tages that could be exploited in each display system,
especially the high-resolution stereo view in HMDs and
the wide FOV in projector-based displays. These com-
plementary characteristics led us to a hybrid approach
that enjoys both a high-resolution stereo view through
the HMD and a lower-resolution peripheral view from
projectors. We believe this hybrid approach can effec-
tively satisfy the visual needs of a surgical trainee.
As a proof of concept and a means of investigation,
we implemented a simple prototype of the hybrid dis-
play system (see Figure 1). To quantify its effectiveness
in combining the useful attributes of both the HMD
and the projector-based display, we also conducted a
human subject experiment. The preliminary results ob-
tained from the experiment support our belief that the
hybrid display is suitable for applications like 3D immer-
sive surgical training, which involve visual tasks that re-
quire both up-close detail and peripheral awareness.
1.4 Contributions
The main contribution of this work is conceiving,
articulating, and prototyping a hybrid display system that
leverages the complementary merits of head-mounted and
projector-based displays. A second contribution is our con-
trolled human subject experiment, which offered some
surprising (to us) results and valuable support to the idea.
Finally, we also introduce a new approach that uses periph-
eral vision to calibrate opaque HMDs.
Figure 3. Two different views of a surgical operation.
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1.5 Paper Organization
In the next section, we look at some previous work
related to our hybrid display. In section 3, we offer a de-
tailed description of the hybrid display and our simple pro-
totype, and include a discussion of the advantages, draw-
backs, and implementation issues of the hybrid display. In
section 4 we outline the calibration process, including our
new opaque HMD calibration method. In section 5, we
describe our human subject experiment and present and
analyze its results. Finally, in section 6, we share some clos-
ing thoughts.
2 Related Work
Previous research related to our hybrid display proto-
type system lies in three main areas, corresponding to the
two components of the prototype (projector-based dis-
plays and HMDs) and to other hybrid displays. The next
subsections summarize relevant contributions in the three
areas.
2.1 Projector-Based Displays
The CAVE (Cruz-Neira, Sandin, & DeFanti, 1993)
is probably the most commonly cited example of a gener-
al-purpose projector-based display system for immersive
virtual reality and scientific visualization. A CAVE usually
consists of a cube (several meters on a side) made of rear-
projection screens for the walls and the ceiling, and a
down-projection screen for the floor. It is capable of pro-
viding stereo imagery to the user, typically using a time-
multiplexing approach that alternates images for the left
and right eyes.
Another popular and successful paradigm is that of the
Responsive Workbench (Kruger, Bohn, Frohlich, Schuth,
Strauss, et al., 1995). It consists of a back-projected planar
display on which one or two time-multiplexed users can
visualize stereo images. It provides an effective means of
interacting with virtual environments for some applications
and is easier to deploy than a CAVE. Like the CAVE, it
has been widely used in research laboratories around the
world.
Other approaches for projector-based displays have also
emerged, such as the work described by Raskar, Brown,
Yang, Chen, Welch, et al. (1999), that aims at reconfigu-
rability, color uniformity, and seamlessness. In this work,
non-planar display surfaces are casually arranged; then
cameras are used to simultaneously calibrate the projec-
tors and display surfaces to allow correct display of view-
dependent (head-tracked) imagery at run time.
The projector-based component of our hybrid display
builds on our previous work on life-sized projector-
based dioramas (Low, Welch, Lastra & Fuchs, 2001).
That work is a more general effort aimed at creating
life-sized immersive virtual environments of real or
imagined places. The basic idea is to size and arrange
physical projection surfaces to roughly approximate the
real geometry in the virtual environment, providing
both visual and spatial realism.
There have been attempts to incorporate high-
resolution insets into projector-based displays. The
most notable are the Escritoire (Ashdown & Robinson,
2003), a front-projected desk surface that uses two
overlapping projectors to create a foveal display that
contains a high-resolution area, and Focus Plus Context
screens (Baudisch, Good, & Stewart, 2001), which use
an embedded LCD for the same purpose. They are ex-
tensions of the desktop metaphor to a large display, and
users need to move objects to the high-resolution area if
they want to visualize their details. Other approaches,
with applications closer to Virtual Reality, are repre-
sented by the Link ESPRIT flight simulator (Dugdale,
Fortin, & Turner, n.d.) and the Sogitec APOGÉE simu-
lator family (Hurault, 1993), which use the pilot’s head
and/or eye movements to guide a high-resolution pro-
jected area-of-interest on a larger, low-resolution pro-
jected display.
2.2 Head-Mounted Displays
HMDs have been used as a means to display im-
mersive Virtual Environments for the last three decades
(Sutherland, 1968). Research related to HMDs has
generally concentrated on improving the resolution
and the optics, and minimizing negative effects such
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as cybersickness (nausea). The Kaiser Full Immersion
Head-Mounted Display (FIHMD) (Kaiser Electro-
Optics, 2000) achieves wide FOV by tiling multiple
screens to form the display. The FIHMD contains 12
LCD placed in a 32 arrangement for each eye. It pro-
vides a total FOV of approximately 176° horizontally
by 47° vertically. Unfortunately, as far as we know, this
system was a one-time prototype and is unavailable for
purchase.
Research more closely related to our work includes
attempts to incorporate peripheral vision into HMDs.
Whitestone and Robinette (1997) concluded that this
essentially means increasing the FOV of HMDs, which
translates into an increase in the size and resolution of
the display screen, an increase in the diameter of the
lens, or a decrease in the focal length. In 1979, Eric
Howlett designed the Large Expanse Enhanced Per-
spective (LEEP) Optics (LEEP Systems, 1996), which
used spherical lenses and square screens, 69 mm on a
side, to build an HMD with a 90° FOV. Images were
optically predistorted using special lenses attached to
cameras that imaged regular CRT displays, and then the
distortion was reversed by the optics of the HMD.
Slater and Usoh (1993) simulated a wider FOV using
distortion of the displayed images in a way that com-
pressed more of the scene into the outer regions of the
display area. The foveal region of the display was ren-
dered normally, while, in the periphery, a larger-than-
normal portion of the FOV was imaged by adding a
shear to the projection. A similar approach is to render
high-resolution images in a small area-of-interest and
low-resolution images elsewhere. Toto and Kundel
(1987) and Yoshida, Rolland, and Reif (1995) con-
structed area-of-interest HMDs with eye-tracking sys-
tems that render the high-resolution inset to where the
eye is looking at a given time. Watson, Walker, Hodges,
and Reddy (1997) argued that there is no significant
decrease in performance if the inset is fixed, since typical
eye movements do not go farther than 15° from the
fovea.
In his Ph.D. dissertation, Arthur (2000) provides a
much more detailed overview of numerous attempts to
incorporate peripheral vision into HMDs.
2.3 Hybrid Displays
In 1991, Feiner and Shamash introduced the idea of
hybrid displays as a way to move beyond the (then) con-
ventional one-user/one-display metaphor. They demon-
strated a prototype hybrid display that used a see-through
HMD to provide low-resolution context via visually over-
laid imagery and a fixed flat-panel display (viewed through
the HMD) to provide high-resolution information. Others
have since added low-fidelity displays to a conventional
HMD to provide peripheral information with apparent
success. For example, the Ambient HMD project at
Monterey Technologies has shown that adding peripheral
LCD displays improves performance in a helicopter simu-
lator (Monterey Technologies, 1999). At CeBIT 2002,
researchers from the Fraunhofer Heinrich-Hertz Institute
demonstrated a prototype visualization workstation that
combines a central autostereoscopic 3D display with sur-
rounding 2D displays (Pastoor & Liu, 2002). The system
is designed to allow a seated user to visualize 3D imagery
in a (fixed) central region, and conventional 2D computer
“desktop” imagery to the left and right. The system also
includes gesture-recognition technology that allows a user
to drag objects back and forth between the 2D and 3D
display areas.
3 A Hybrid Head-Mounted and
Projector-Based Display
Our hybrid display combines an HMD and a
projector-based display. The idea is to address the visual
needs of a user of the 3D immersive surgical training
system by leveraging the complementary merits and
shortcomings of HMDs and projector-based displays.
We have implemented a prototype as a proof of the
concept. In this prototype, we use a Kaiser ProView 30
stereo HMD (Kaiser Electro-Optics, 2000), which does
not have baffling material around the displays that
would block the wearer’s peripheral view of the real
physical world (see Figure 4). This allows users of the
prototype to also see peripheral imagery projected on
display surfaces around them.
Ideally, to completely cover the peripheral vision of a
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user, the projector-based display should surround the
user, even above and below as in a CAVE. Instead, for
our prototype and user study, we have built only a par-
tial surround-display as shown in Figure 5. The display
surfaces were constructed using vertically stacked, white
Styrofoam blocks and a horizontal piece of white foam-
reinforced cardboard. When in use, four projectors
project view-dependent imagery on top of the card-
board and on the vertical Styrofoam wall. In the spirit of
life-sized projector-based dioramas (Low, Welch, Lastra,
& Fuchs, 2001), the horizontal cardboard surface corre-
sponds to a surgical table in the virtual operating room.
Besides providing the user with a stronger sense of spa-
tial connection between the real and virtual environ-
ments, the main purpose of the horizontal cardboard
surface is to increase the user’s vertical FOV when the
user’s head is directly above the table.
When a user is standing at the center of the display
(approximately 65 cm from the Styrofoam wall, which
corresponds to a location where a user would usually
stand in the virtual environment), the projector-based
display has a FOV of approximately 130° horizontally
and 120° vertically (see Figure 6, not drawn to scale).
In comparison to the FOV of the Kaiser HMD, which is
only 24° horizontally and 18° vertically, we believed the
projector-based display was wide enough to offer im-
provement over the HMD alone.
For the first prototype, we created a simplified syn-
thetic model of an operating room with a virtual patient
lying on the surgical table and three virtual surgeons/
nurses moving around near the table (see Figure 1).
Periodically, one of the virtual surgeons/nurses would
extend its arm toward the center of the table, mimicking
a real nurse handing a surgical tool to a surgeon during
a real surgical procedure. When we tested the prototype
ourselves, we would attempt to act in the way a surgical
trainee would when using an actual training system. We
Figure 4. A user wearing the HMD component of our prototype
hybrid display with an attached HiBall tracker sensor (Welch et al.,
2001).
Figure 5. The projector-based component of our prototype hybrid
display.
Figure 6. The layout of the hybrid display components to cover the
user’s FOV.
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tried to concentrate on the virtual patient’s abdominal
area and maintain awareness of the movements of the
virtual surgeons/patients around us. For comparison,
each of us had opportunities to try two different setups,
one with the use of both the HMD and projectors (the
hybrid), and another with the use of the HMD alone.
For the HMD-only setup, the projectors were switched
off and the laboratory was kept dark.
After having experienced the two setups, every one of
us felt that the hybrid display setup made it much easier
to maintain awareness of the movements of the virtual
surgeons/nurses while concentrating on the patient’s
abdominal area. In contrast, with the HMD-only setup,
it was almost impossible to know the positions of the
virtual surgeons/nurses without frequently turning our
heads to scan the surroundings. Based on these informal
preliminary findings, we decided to undertake a more
objective, formal, human subject experiment. We de-
scribe this experiment in section 5.
Besides serving as a means to investigate and demon-
strate the effectiveness of the hybrid display approach,
another objective of the prototype was to identify or
confirm potential limitations and implementation issues.
These limitations and implementation issues, as well as
the advantages of the approach, are discussed in the fol-
lowing subsections.
3.1 Advantages
Through the HMD, a hybrid display can achieve
high resolution that is arguably hard to match by any
immersive projector-based display. Thanks to the
HMD, the user of the hybrid display can selectively
increase the image details of any part of the virtual
environment by moving closer to it. This directly cor-
responds to what a person would naturally do in the
real world. Projector-based tiled displays (Li, Chen,
Chen, Clark, Cook, et al., 2000; Raij, Gill, Majum-
der, Towles, & Fuchs 2003) have long been used to
display high-resolution images; however, their use for
our application would be relatively inefficient, as users
do not need high resolution everywhere around them
at the same time.
As mentioned before, the hybrid display includes a
traditional immersive projector-based surround display,
allowing it to cover the entire visual field of the user.
However, because the users only view the projected im-
agery in their periphery, that projected imagery can be
relatively low-resolution. This means fewer projectors
are needed overall. Moreover, since the responsibility to
provide stereo vision is already taken over by the HMD,
there is no need for stereo projection. This offers further
savings in terms of the number of projectors and re-
quired rendering resources.
With a hybrid display, there is no need to use a wide-
FOV HMD, which would typically be very expensive and
cumbersome. Instead a cheaper, smaller, and less cumber-
some HMD can be used. A narrower FOV in the HMD
also allows some rendering acceleration techniques, such as
view frustum culling, to be more effective.
In summary, for our application, we believe that a
hybrid display can be a more versatile, cost-effective,
efficient, and functionally effective approach than either
an HMD or a projector-based system alone.
3.2 Drawbacks, Limitations, and Issues
One drawback to our hybrid approach is that
users still have to wear an HMD on their heads,
which sometimes can be cumbersome. However, be-
cause the HMD does not need to be wide-FOV, and
does not have baffling material around the display, it
can be made smaller and lighter more easily. We also
note that even users of immersive, projector-based
display systems typically have to wear something on
their heads—stereo glasses and tracking devices.
An artifact that we have noticed in practice is the dark
border (opaque frame) around each of the HMD’s dis-
plays. As with any Augmented Reality application, such
borders break the continuity between the central
(HMD) and peripheral (projected) views. Our experi-
ence is that for commercial systems available today,
these borders tend to be relatively thick. For our HMD
in particular, we estimate that each vertical segment of
the border is approximately 7° wide, and each horizon-
tal segment is approximately 12° tall. We did not per-
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form any experiments to investigate how these borders
affect a user’s performance or sense of presence.
There is an overlap region between the left and right
eyes that forms the human stereo visual field (Davson,
1990). This stereo visual field spans almost the entire
vertical FOV of the eyes. In our hybrid display proto-
type, much of the user’s stereo visual field is outside the
HMD, and is served by non-stereo projected imagery
from the projectors. We consider this an important issue
for further investigation.
A further limitation of a hybrid system using an
opaque HMD is that users cannot see their own hands
when they are manipulating virtual objects in front of
the HMD. To address this problem, some researchers
have developed methods to incorporate real objects,
such as the user’s hands, into the virtual environments.
One such method is described by Lok (2001). Lok also
presents a comprehensive survey of other work in the
area. Fortunately, the users of our hybrid display system
can still see their bodies and legs in the peripheral view.
We believe this helps significantly when the users are
navigating in the virtual environment. As part of future
work, we plan to investigate the use of a see-through
HMD in the hybrid display. To address occlusion con-
flicts between the user’s hands (or other real objects)
and the virtual objects, we would need either real-time
hand tracking or dynamic 3D hand models such as the
ones obtained using Lok’s approach.
There are also other issues that are inherent in the use
of projector-based displays, such as intensity blending at
overlapping regions, color uniformity across different
projectors and back-projection versus front-projection.
We refer the reader to Low, Welch, Lastra, and Fuchs
(2001), and Raskar, Brown, Yang, Chen, Welch et al.
(1999) for further details.
Finally, because the HMD and projected images orig-
inate at different distances from the eyes, users might
experience accommodation or focus difficulties if they
attempt to rotate their eyes back and forth between
HMD and projected imagery. While we believe the us-
ers of our system would primarily use the projected im-
agery for peripheral awareness only, we consider this an
important area warranting further investigation.
4 Construction, Calibration, and System
Configuration
To create a hybrid HMD-Projector display system,
we first establish a global coordinate frame using our
tracking system. Afterward, we plan and arrange the
projectors and physical display surfaces as in Low,
Welch, Lastra, and Fuchs (2001), and calibrate the pro-
jector(s) and the HMD. These steps are described in the
following subsections. The resulting view from a user’s
perspective is shown in Figure 7 (photographed with a
fish-eye-lens camera placed inside the HMD). The hard-
ware and software configuration of our prototype is de-
scribed in section 4.5.
4.1 Global Coordinate Frame
To ensure that the combined imagery presented to
the user is contiguous, we establish and use a single
global coordinate system (virtual world coordinates)
throughout the calibration process. To establish the
global coordinate system, we compute a 3D rigid-body
transformation between the physical tracker coordinates
and the virtual world coordinates. We first choose at
least four points in the real world and measure their
tracker coordinates, and then put them in correspon-
dence with appropriately-chosen points in the virtual
world. We then solve for the transformation using a
least-squares method described in Arun, Huang, and
Blostein (1987). This transformation and its inverse are
used later in the calibration process to transform be-
tween tracker and virtual world coordinates.
Figure 7. A user’s view of the hybrid display (highlight added).
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4.2 Projector and Display Surface
Arrangement
To aid with the construction of projector-based
displays, we developed a program to allow us to manu-
ally design an arrangement of projectors and surfaces
that we use afterward as a blueprint for the physical
setup. Figure 8 shows a screenshot of the program, dis-
playing the design we used for the human subject exper-
iment detailed in section 5 (c.f., Figure 1). The projec-
tion surfaces are outlined in white. The steps of the
process are as follows: (1) we use our program to design
the projection surfaces; (2) using this design, we
roughly arrange the physical surfaces (Styrofoam
blocks); (3) we then position and orient the projectors,
and adjust their focusing distances to get the best focus
on the display surfaces.
4.3 Projector Calibration
The next step is to calibrate the projectors to find
their geometric relationships with the virtual world coordi-
nate frame and the display surfaces. To calibrate a projec-
tor, we need to find a set of pair correspondences between
the coordinates of 3D points in space and the coordinates
of the corresponding pixels on the projector’s image plane.
With six or more pair correspondences (no four coplanar
3D points), we can solve for the projection parameters
using linear least-squares methods or nonlinear optimiza-
tion approaches (Faugeras, 1993). To find a pair corre-
spondence, we display a known 2D point using the projec-
tor. This 2D point emerges from the projector as a ray.
Then, we move a small, rigid, temporary display surface to
intersect the ray and use a tracker to measure the 3D posi-
tion of the intersection. The 3D point is then transformed
from the tracker coordinate system into the virtual world
coordinate system using the previously computed transfor-
mation. This set of pair correspondences is used to solve
for the projector’s projection parameters with respect to
the virtual world coordinate system. The above manual
approach to finding pair correspondences can be tedious
and error-prone at times. In the future, we might imple-
ment a procedure for automatic projector calibration using
cameras such as the one by Raskar, Brown, Yang, Chen,
Welch, et al. (1999), possibly as part of an automated pro-
jector placement algorithm.
When the projectors are calibrated, we project wire-
frame outlines of the designed display surfaces onto the
physical surfaces to help us fine-tune and correct the
physical setup by moving the surfaces slightly to match
the projected outlines (see Figure 9; c.f., Figure 8).
Figure 8. A screenshot of the design program used for arranging
the projection surfaces.
Figure 9. Fine-tuning the physical setup by projecting wireframe
outlines.
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4.4 HMD Calibration
Geometric calibration of the HMD is necessary to
properly align the images seen in the HMD with the
projected imagery from the projectors. While research-
ers have calibrated optical see-through HMDs
(Tuceryan & Navab, 2000), we are aware of no pub-
lished method to calibrate an opaque HMD. Here, we
present a relatively simple and novel approach that
makes use of the user’s peripheral vision. We divide the
calibration of each HMD’s display into two stages: eye-
point calibration and view frustum calibration.
4.4.1 Eyepoint Calibration. In the first stage,
we find the position of the eyes in the tracker sensor coor-
dinate frame. (The tracker sensor is the part of the tracker
that is rigidly attached to the user’s head, so that the sensor
coordinate frame becomes fixed with respect to the user’s
head.) The position of each eye can be found by finding at
least two lines in the tracker sensor coordinate frame that
intersect at the location of the eye.
We begin by physically marking two points in space
that are reasonably far apart but within the tracking
range of the tracker. Let these two points be P and Q
(see Figure 10, not drawn to scale). One of the two
points, say P, should be just below eye level, and there
should be a clear line of sight from P to Q. Next, we
measure the positions of P and Q with respect to the
tracker coordinate frame (the tracker coordinate frame is
fixed with respect to the laboratory). Let PT and QT be
the positions of P and Q with respect to the tracker co-
ordinate frame, expressed as three-element column vec-
tors containing the coordinates of points P and Q.
We then attach a tracker sensor firmly to the user’s
head using a rigid mount placed on the back of the
HMD. The following steps are identical for the two
eyes, so we describe them for the right eye only. The
user positions his or her right eye at a convenient dis-
tance to point P and tries to line up points P and Q, as
shown in Figure 10. When the user declares that P and
Q are aligned, the pose of the sensor with respect to the
tracker coordinate frame is recorded. At this point, P
and Q form a line that passes through the right eye.
Since we already know PT and QT (the positions of P
and Q with respect to the tracker coordinate frame),
and also the pose of the tracker sensor at that moment,
we can now express the positions of P and Q in the sen-
sor coordinate frame as P1 and Q1, respectively. More
specifically, we use the sensor’s pose S (its position and
rotation in the tracker coordinate frame, expressed as a
4  4 homogeneous matrix) to transform PT and QT in
order to get P1 and Q1 as follows. First, we express all
the vectors in homogeneous coordinates, and then com-
pute (P1
T 1)T  S1 * (PT
T 1)T and (Q1
T 1)T  S1 *
(QT
T 1)T. Finally, we extract P1 and Q1 as the first
three scalar components of the homogeneous coordi-
nates column vectors (P1
T 1)T and (Q1
T 1)T. When the
user moves his or her right eye away from the line
formed by P and Q, the points with coordinates P1 and
Q1 remain the same in the sensor coordinate frame and
form a line that still passes through the right eye. In
other words, the line passing through the points with
coordinates P1 and Q1 has become “rigidly attached”
to the sensor coordinate frame and will always pass
through the right eye no matter how the user moves. In
order to find the position of the right eye in the sensor
coordinate frame, we need to capture at least one addi-
tional line so that its intersection with the first can be
used to determine the viewpoint’s position. The user
needs to line up P and Q again, but with a different
head orientation from the first time. This requires the
user to roll his or her right eyeball in another direction.
The new pose of the tracker sensor at that moment is
recorded and used to transform PT and QT into the
sensor coordinate frame as P2 and Q2, respectively. The
points with coordinates P2 and Q2 form a second line
that passes through the right eye. We can repeat the
Figure 10. Eyepoint calibration.
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above procedure to capture additional lines. In practice,
because of measurement errors, these captured lines
may not pass exactly through the eye, and may not even
intersect each other at all. Additional lines help improve
the accuracy of the estimated eye position.
We use n captured lines to determine the position
of the eye in the sensor coordinate frame as the 3D
point that has the shortest distance to all the lines. First,
let li be the i
th line passing through the points with co-
ordinates Pi  (Pix, Piy, Piz)
T and Qi  (Qix, Qiy, Qiz)
T,
for 1  i  n. We further let Ui  (Uix, Uiy, Uiz)
T 
Pi  Qi. Let M  (Mx, My, Mz)
T be the coordinates of
the point that has the shortest total distance to all the n
lines of sight. If all the lines intersect exactly at this com-
mon point, then the following is true for all 1  i  n:
M  ti Ui  Qi, where each ti is some scalar whose
value is yet to be determined.
By combining all instances of this equation for all
1  i  n, we can write them in the form of Ax  b as:

1 0 0 U1x 0 · · · 0
0 1 0 U1y 0 · · · 0
0 0 1 U1z 0 · · · 0
1 0 0 0 U2x · · · 0
0 1 0 0 U2y · · · 0








1 0 0 0 0 · · · Unx
0 1 0 0 0 · · · Uny















where A is a 3n  (n  3) matrix of the known U ele-
ments, x is an (n  3)-element column vector of the
known M and ti elements, and b is a 3n-element column
vector of the known Q elements. In practice, because of
errors in the measurements, Ax  b is almost always an
inconsistent system; that is, b is not in the range of A.
Generally, the columns of A are independent; therefore A
has a rank of n  3. So, the least squares solution of Ax 
b is just x  (ATA)1 ATb. The symmetric matrix ATA is
invertible because it is an (n  3)  (n  3) matrix and it
has the same rank as A. For more information about linear
least-squares solutions, see Strang 1988.
The last step of the viewpoint calibration is just to
extract Mx, My, and Mz from x. The column vector
M  (Mx, My, Mz)
T is the estimate of the right eye’s
position with respect to the target coordinate frame.
Using MATLAB (MathWorks, Inc., 2001), the least-
squares solution x can be computed as x  Ab.
In our current implementation we use only two lines. In
this case, the eyepoint is at the middle of the shortest seg-
ment connecting the two lines. We display the computed
shortest distance between the two lines as part of the cali-
bration process, and offer the user the choice of whether
to continue or repeat the calibration. We also display the
computed interpupillary distance (IPD) after calibrating
both eyepoints, and ask the user to repeat the process if it
differs significantly from the measured IPD. Because, typi-
cally, the virtual objects in our application are closer to the
projection surfaces than to the eyepoint, the errors in esti-
mating the eyepoint result in displacement errors of
smaller magnitude in the displayed imagery. During the
use of our system, we observed that eyepoint estimation
errors of less than 1 cm are accurate enough for our pur-
poses. Since the projector-based component of the hybrid
display uses the point situated at the middle of the seg-
ment connecting the two eyepoints as its rendering view-
point, the impact of these errors on the perceived continu-
ity of the two components of the imagery presented to the
users is minimal.
4.4.2 View Frustum Calibration. In the second
stage, we use a pen to mark single horizontal and verti-
cal 3D lines on a wall. We make the lines long enough
to extend beyond the FOV of the HMD. We measure
the 3D positions of the two physical lines in the tracker
coordinate frame, which is fixed with respect to the
physical world. We display two horizontal and two verti-
cal 2D lines in the HMD (see Figure 11). These lines
intersect at four known screen positions. One at a time,
the user uses the peripheral vision in each eye to line up
each 2D horizontal (vertical) line in the HMD with the
3D horizontal (vertical) line in the real world. This pro-
cedure allows us to determine four planes in the sensor
coordinate frame that intersect to form four rays origi-
nating from the viewpoint. Taking the coordinates of
any 3D point on a ray and pairing it with the corre-
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sponding 2D pixel coordinates, we get a pair correspon-
dence. With four pair correspondences, one for each
ray, we use a variant of the camera calibration technique
presented in Trucco and Verri (1998) and Faugeras
(1993) to solve for the view parameters of the HMD
display and use these parameters to construct OpenGL
viewing matrices at run time. The difference from the
method presented by Trucco and Verri and by Faugeras
consists of the fact that we already know the position of
the viewpoint, so we do not need to solve for its coordi-
nates. In Low and Ilie (2003) we present a detailed de-
scription of our method in the context of a different
problem: computing a view frustrum to maximize an
object’s image area in order to improve the resolution
of shadow and texture maps.
This procedure has worked well for us. Our experience
is that a user can typically align the displayed 2D and real
3D lines with what appears to be less than one degree of
error, which, for our setup, results in relatively good regis-
tration between the HMD and projected imagery. How-
ever, the procedure can be time consuming, and difficult
to perform for inexperienced users. This is the reason why,
for the human subject experiment described in section 5,
we precalibrated the system. Subjects were instructed to
perform mechanical adjustments to the HMD so that the
perceived imagery looked continuous to them.
4.5 System Configuration
The system configuration of our hybrid prototype
is shown in Figure 12. Solid arrows represent the trans-
fer of data from input devices, dashed arrows represent
the transfer of tracking data to clients, and dotted ar-
rows represent the transfer of images to display devices.
Each projector is driven by a separate renderer. To en-
sure coherence between the two displays of the HMD,
we use one renderer with two viewports. In our first
implementation, each renderer was a separate graphics
pipe on an SGI Reality Monster. Since then, we have
moved to a cluster of PCs, and we use a dual-head
graphics card for the HMD.
Global system state coherence is enforced using a
message-passing library that implements the “shared
memory” metaphor. We did not enforce frame coher-
ence between the renderers because it would have
dramatically decreased the performance of the system.
Mismatches between renderers are not noticeable be-
cause the frame rates are quite high (minimum 25
frames/second), and the report interval for tracking
data is relatively small. All the renderers connect to a
VRPN server (Taylor, Hudson, Seeger, Weber, Jef-
frey, et al., 2001) to get the most recent tracking data
from our wide-area HiBall optical tracker (Welch,
Bishop, Vicci, Brumback, Keller, et al., 2001). The
same VRPN server controls the button that we used
as a user interface.
5 Experiment and Results
For an objective evaluation of the hybrid display, we
conducted a formal human subject experiment involving
25 subjects randomly recruited from the UNC-Chapel
Hill student population. The applicants were screened for
Figure 11. View frustum calibration.
Figure 12. The configuration of the system used for the hybrid
display prototype.
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(among other things) normal vision and prior experience
with virtual reality systems (we wanted none).
While we could not test the subjects on visual tasks that
could only be performed in an immersive surgical training
system, we have designed simpler tasks that we believe are
analogous to the actual tasks. In keeping with the visual
training requirements described in section 1, our primary
criterion for the experimental tasks was that they should
force the subject to concentrate on a central up-close task
while simultaneously maintaining awareness of peripheral
events. The two different displays we considered were (1)
our hybrid display (both HMD and projectors), and (2) an
HMD alone. For the hybrid display, we used the same
physical setup as our prototype, and for the HMD-only
setup, we just switched off the projectors and kept our
laboratory dark.
We decided not to test a projector-only setup for two
reasons. Given the available equipment, we were unable
to produce stereo-projected images of sufficient resolu-
tion. In addition, we wanted to keep the user study
manageable in scope. We also did not compare our hy-
brid display against general-purpose visualization sys-
tems such as the CAVE because we were specifically
targeting a surgical training application for which we
judged such visualization systems to be less suitable.
5.1 Experiment Description
The purpose of the experiment was to study the
effect of two different displays on the performance in
tasks that simultaneously required (1) the ability to be
visually aware of changes in the surroundings in the vir-
tual environment and (2) the ability to visually and
mentally concentrate on a central, static virtual object.
We developed two specific hypotheses about the hy-
brid display compared to the HMD alone: (H1) Hybrid
display users are more visually aware of changes in their
virtual surroundings and (H2) Users of the hybrid dis-
play can visually and mentally concentrate better on the
central static virtual object. To test these hypotheses, we
created a virtual environment that consisted of a simple
room with brick walls and a wooden table in the middle
as shown in Figure 13.
To test hypothesis H1, four times every minute, the
system displayed a spinning, cube-like “token” that en-
tered from the far left or right side of the subject and
floated toward the center (see upper left in Figure 14
and upper right in Figure 15). When near the center,
the token would reverse its course and move back to
where it came from, eventually disappearing from the
room. The lifetime of each token was 8 seconds, chosen
randomly as part of each of the four 15-second intervals
of every minute. We used the same precomputed se-
Figure 13. The virtual environment used in our experiment. Figure 14. A word search puzzle.
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quence of tokens for all the subjects. There were two
types of tokens: bonus tokens and penalty tokens. The
bonus tokens had a single number (a point value) on all
sides, while a penalty token had the letter X on all sides.
Once a bonus token appeared, the digit shown was dec-
remented every second. The subjects were instructed to
press a button as soon as they identified a bonus token,
and do nothing if they noticed a penalty token. We did
not actually penalize the subjects for pressing the button
when seeing a penalty token, but we wanted them to
think they would be. The idea was to discourage them
from pressing the button without actually looking at the
tokens. While we did not display a score, the users had
visual feedback (colored text messages) when they
pressed the button.
To test hypothesis H2, we made the users simulta-
neously solve some puzzles that appeared on a small
podium-like virtual screen on the wooden table shown
in Figure 13. We used two different sets of puzzles.
The first set consisted of ten word-search puzzles
(one is shown in Figure 14). For each word-search puz-
zle, the subjects were shown ten words in the right col-
umn of the virtual screen and asked to find any eight of
them in the grid of letters. When a word was found, the
subjects were required to speak the word and describe
its orientation (top-down, bottom-up, left-to-right, or
right-to-left), so that one of the experimenters could
cross out the word on the virtual screen by pressing a
key on a keyboard. When the subjects found eight
words in a puzzle, the experimenter advanced to the
next puzzle.
The second set of puzzles (see Figure 15) consisted of
20 colorful and detailed pictures from various “Where’s
Waldo?” books (Handford, 1997). We overlaid an an-
notated grid on the pictures and scaled them so that the
fictional cartoon character, Waldo, would occupy ap-
proximately 1⁄4 of a grid cell. For each puzzle, the sub-
jects were required to look for Waldo in the picture.
Once Waldo was found, the subjects were asked to
speak the coordinates of Waldo’s location. If the coordi-
nates were correct, the experimenter advanced to the
next puzzle; otherwise, the subjects were asked to
search again.
In each trial of the experiment, the subjects were
given 10 minutes to solve either the set of word-search
puzzles or the set of Waldo puzzles. We made the
choice in advance, with a uniform random distribution.
The subjects were told that their objective was to cor-
rectly identify as many bonus tokens and simultaneously
solve as many puzzles as they could within 10 minutes.
We specifically emphasized that the two tasks were
equally important. The subjects were given about one
minute to practice before the actual trial began.
During a session, each subject was required to do two
Figure 15: A “Where’s Waldo?” puzzle. Figure 16. A subject during the experiment.
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different trials. There was a 10-minute break between
the end of the first trial and the start of the second.
Each trial tested one of the following four combina-
tions: (1) HMD-only and Waldo puzzles, (2) hybrid
display and Waldo puzzles, (3) HMD-only and word-
search puzzles, and (4) hybrid display and word-search
puzzles. The subjects were randomly assigned combina-
tions 1 & 4, 4 & 1, 2 & 3, or 3 & 2, for the session.
Figure 16 shows a subject doing a combination 2 trial.
5.2 Results and Analyses
We conjectured that hypothesis H1 would be sup-
ported if the number of bonus tokens identified by the
hybrid display users was significantly higher than those
identified by the HMD-only users, whereas hypothesis
H2 would be supported if the number of puzzles solved
and the number of words found by the hybrid display
users was significantly higher.
Table 1 shows a summary of some of the data we ob-
tained from the experiment. “Bonus Tokens %” is the
percentage of bonus tokens that were successfully iden-
tified during the duration of a trial. The large differ-
ences between the mean bonus tokens percentage of the
hybrid display and the mean bonus tokens percentage of
the HMD (highlighted in dark gray) clearly support
hypothesis H1. However, if we look at the “Puzzles
(Words)/min” row, we do not see any significant differ-
ences (highlighted in light gray) between the hybrid
display and the HMD. Therefore, hypothesis H2 is not
supported by our experimental data. This was quite un-
expected because during the experiment, we saw the
HMD-only users making large and frequent head turns
to scan for tokens. We assumed this would have been
very distracting and would have largely reduced the sub-
jects’ ability to solve puzzles. The frequent head turns
by the HMD users can be observed in the last row of
Table 1. Figure 17 shows an angular-displacement plot
that compares the amplitude and frequency of head ro-
tations made by an HMD user and a hybrid display
user.
We believe that the failure of the experimental data to
support H2 may lie in the inappropriate choice of tasks
for our experiment. The ability to solve word-search or
Waldo puzzles may vary significantly across the general
Figure 17. Angular displacement plot of head rotation.
Table 1. Summary of Experiment Data
Puzzles Where’s Waldo Word search
Combinations 1 (HMD only)
2 (hybrid
display) 3 (HMD only)
4 (hybrid
display)
Indicators Mean SD Mean SD Mean SD Mean SD
Bonus tokens % 54.4 16.3 99.1 2.1 55.2 21.4 97.7 8.1
Puzzles (words)/min 2.0 .5 2.1 .7 4.4 1.4 5.4 2.3
Avg. angular speed (°/s) 23.8 5.6 9.5 3.1 18.4 5.8 5.3 2.3
Head turns/min 9.0 2.2 .5 .9 9.1 3.1 .4 .9
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population. In retrospect, we realize that a simpler cen-
tral task, such as monitoring some changing symbols for
a “magic letter,” would likely have less variance. For a
few users, the puzzles proved so involving that they
were completely absorbed by the central task and had to
be reminded to give equal importance to the peripheral
task.
We also performed correlation analyses on the experi-
mental data and discovered some surprises in the results
of combination 3 (see Table 2). While we expected the
number of bonus tokens identified and the frequency of
head turns to be correlated (row 1), we did not expect
to see the positive correlations between words found
and head turn frequency (row 2), and bonus tokens and
words found (row 3). In fact, it appears that words
found, bonus tokens, and head turns were mutually cor-
related. One possible explanation is that subjects who
had difficulty with the word-search puzzles may have
had less leftover mental capacity to maintain peripheral
awareness. This explanation is supported by the fact that
the same users who had difficulties with the central task
had to be reminded to give equal importance to the
peripheral task.
6 Conclusions and Future Work
We began this work with basically only an intu-
ition about the benefits of a hybrid approach, believing
that it should be possible to realize the combined bene-
fits of tracked HMD and projector-based displays. At
this point, we have a concrete prototype, and some ob-
jective assessment of the usability and benefits of the
approach. While the analysis of our user study does not
completely support our original hypotheses, we are en-
couraged enough by the results to invest significant fur-
ther effort in exploring larger prototypes, issues related
to mono–stereo transitions, and variations, such as the
use of a see-through HMD.
While we would not claim that our hybrid approach is
appropriate for general-purpose visualization, we believe
it could extend to other applications. Examples include
HMD-based applications where surrounding imagery
would provide useful context or awareness, or projector-
based applications where high-fidelity, close-up 3D
imagery would improve the user’s insight into the
data or task. In particular, we believe the approach
might be useful for early evaluation and simulation of
vehicle interiors in automobiles, tractors, submarines,
and ships.
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Table 2. Mutual Correlations in Combination 3
Correlation coefficient p-value
Bonus tokens % vs. head turns/min .85 .0005  p  .0025
Words/min vs. head turn/min .56 .025  p  .05
Bonus tokens % vs. words/min .63 .02  p  .015
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