Abstract-Time series measurements of circular viral episome (2-LTR) concentrations enable indirect quantification of persistent low-level Human Immunodeficiency Virus (HIV) replication in patients on Integrase-Inhibitor intensified Combined Antiretroviral Therapy (cART). In order to determine the magnitude of these low level infection events, blood has to be drawn from a patients at a frequency and volume that is strictly regulated by the Institutional Review Board (IRB). Once the blood is drawn, the 2-LTR concentration is determined by quantifying the amount of HIV DNA present in the sample via a PCR (Polymerase Chain Reaction) assay. Real time quantitative Polymerase Chain Reaction (qPCR) is a widely used method of performing PCR; however, a newer droplet digital Polymerase Chain Reaction (ddPCR) method has been shown to provide more accurate quantification of DNA. Using a validated model of HIV viral replication, this paper demonstrates the importance of considering DNA quantification assay type when optimizing experiment design conditions. Experiments are optimized using a Genetic Algorithm (GA) to locate a family of suboptimal sample schedules which yield the highest fitness. Fitness is defined as the expected information gained in the experiment, measured by the Kullback-Leibler Divergence (KLD) between the prior and posterior distributions of the model parameters. We compare the information content of the optimized schedules to uniform schedules as well as two clinical schedules implemented by researchers at UCSF and the University of Melbourne. This work shows that there is a significantly greater gain information in experiments using a ddPCR assay vs. a qPCR assay and that certain experiment design considerations should be taken when using either assay.
I. INTRODUCTION
Advances in Combined Antiretroviral Therapy (cART) for treatment of the Human Immunodeficiency Virus (HIV) have drastically reduced AIDS related mortality rates worldwide [10] . Clinical analysis has shown that cART is able to suppress viral levels below the limit of detection; however, complete eradication is not achieved [4] , [10] , [11] . An important theory to explain the inability to eliminate the virus with cART is that there are low levels of on-going viral replication occurring in sanctuary cites where drug concentrations are depressed [3] , [4] , [19] , [24] . Preliminary studies have been conducted to test for biomarkers of replication yielding inconclusive results [3] , [19] , [24] . This has given rise to a need to investigate new methods for designing clinical trials to test for on-going replication to achieve more conclusive results.
Previous studies have sought to detect on-going viral replication by intensifying antiretroviral therapy with an integrase inhibitor [3] , [19] . In the presence of an integrase inhibitor, viral DNA is unable to integrate into the host genome. Host nuclear enzymes convert this un-integrated DNA into circles with two adjacent long-terminal repeat sequences. These converted DNA elements, which are referred to as 2-LTR circles, are an indicator of on-going replication [1] , [3] , [19] . In vivo 2-LTR concentrations are estimated using the polymerase chain reaction (PCR) method on blood samples drawn from patients under integrase inhibitor intensification. If a high level of on-going replication is present, a transient increase in the 2-LTR concentration is expected [1] , [3] , [19] , [24] . There will initially be a sharp increase in production of 2-LTR circles as the new infections are inhibited but the production will then decrease since the success rate of infection events is drastically decreased [1] , [3] , [19] , [21] , [24] .
Due to the expected dynamics in the presence of on-going replication, a dynamic model of 2-LTR concentration is able to quantify the amount of on going replication [1] , [21] . However, do to Institutional Review Board (IRB) limits on the amount of blood that can be drawn during a clinical trial, as well as costs associated with acquiring patient samples, only a few samples can be taken to fit the model [1] , [21] , [22] . There is also inherent noise in the quantification of the HIV DNA via PCR assay. Real time qPCR assays, while inexpensive and popular, yield far noisier estimates of DNA concentration than ddPCR assays [20] . Taking into consideration the limited number of measurements and the accuracy of the measurement assay we investigate suboptimal designs of an experiment to quantify the level of ongoing replication. We then compare our optimized deign to designs in similar HIV 2-LTR experiments.
II. METHODS

A. HIV-1 2-LTR Model
In order to capture the dynamics of the 2-LTR circles following intensification with the integrase inhibitor, we use a two-state ordinary differential equation model previously developed by Luo et al. [1] , [2] . The two states describe both the concentration of 2-LTR circles and the concentration of actively infected CD4+ T Cells in the blood. These equations have the form:
where y is the concentration of actively infected cells and c is the concentration of 2-LTR circles. The term y e is the entry rate into the blood of actively infected cells from exogenous sources unaffected by the integrase inhibitor, such as activation of latently infected cells. One assumption that is made is that the dynamics have reach steady state prior to treatment intensification with the integrase inhibitor. Based on this assumption, Luo et al. are able to simplify the equation for the 2-LTR concentration to:
with a steady state initial value of
and the final value of
Parameter definitions and units are defined below in Table I . 
B. qPCR Measurement Noise
The majority of HIV studies have been conducted using quantitative PCR (qPCR) quantification methods. While qPCR often provides useful data, in many cases results are inconclusive due to the high level of noise associated with the assay [18] , [20] .
The first source of noise in a PCR assay is the noise due to sampling from the blood. Given a small sample size, the number of copies of HIV 2-LTR particles follows a Poisson distribution with a probability mass function (PMF) as follows.
where v is the volume sampled, c is the particle concentration in the blood, and n is the total number of particles present in the sample. The next step in the qPCR process is amplification of the DNA and quantification using a labeling probe such as the TaqMan probe [18] , [20] . This results in a qPCR assay with the probability mass function
where σ(n) = ln10 × 10 −0.21−0.24log10n is the equation for the log normal standard deviation of the qPCR growth process as a function of viral concentration
C. ddPCR Measurement Noise
Droplet Digital Polymerase Chain Reaction (ddPCR) quantification is very similar to the qPCR with one primary difference. After the sample is taken from the blood it is separated into thousands of nanoliter sized droplets prior to amplification and labeling. Using microfluidic technology the droplets are then classified as either positive for containing viral particles or negative for containing viral particles. This method is much more accurate because the probability that there are multiple copies per droplet is very low, therefore the total positive droplet concentration is able to able to provide a good estimate of the true sample concentration [20] . For the ddPCR assay the probability of d positive droplets given a blood concentration can be modeled as a simple binomial function
where N is the total number of droplets and p = 1− e A further analysis of these equations shows us that the noise in the qPCR measurement is largely due to the noise in the qPCR measurement process whereas the noise in the ddPCR measurement assay is largely dominated by the noise of the sampling process [18] . For this reason the ddPCR assay yields a much more accurate estimate of the true concentration than the qPCR assay [20] .
D. Unscented Transform (UT) Sigma Point Patients
In order to evaluate a sampling schedule's performance across the prior distribution while maintaining computational tractability, we apply an unscented transform to our prior distribution to obtain 11 simulated sigma point patients that approximately represent the distribution of possible patients [16] , [21] .
where each X i is the separate set of parameters for each sigma point patient. The μ and Σ i terms are the mean of the prior distribution and the i th column of the covariance matrix of the prior distribution respectively. N is the total number of dimensions in our prior distribution, which in this case is a five dimensional distribution. KLD is calculated for each patient X i and then averaged to find the expected KLD for each prospective sampling schedule.
E. Markov Chain Monte Carlo Methodology
For each candidate schedule we constructed simulated data for all 11 simulated sigma point patients based on our model and measurement noise. The posterior distributions for parameter set Θ i (A i , φ i , R i , η IIi , δ i ) are constructed for each patient i using a Markov Chain Monte Carlo technique. We define c(t k , Θ i ) as the true concentration of 2-LTR DNA circles in the blood measured at sample point k for patient i using parameter set Θ i . We assume measurement noise consistent with a droplet digital polymerase chain reaction (ddPCR) quantification assay [20] , [21] . This leads to measurements as m ik (t k ) = P oiss(λ i ),
where N is the number of droplets, c is the concentration of 2-LTR circles in the blood, and v is the sample volume. Using this simulated data we then use an MCMC technique to find posterior distributions for each parameter set
The posterior distributions from [1] were the basis for the uninformative prior distributions P (Θ i ). The likelihood function for our MCMC calculation takes the form
where f LN denotes the probability mass function of the Poisson distribution function [18] . Likewise for qPCR we assume measurement noise consistent with the assay which leads to measurements as
Applying Bayes theorem we arrive at the equation
However,
dΘ is a constant scaling factor of the posterior distribution [18] . For computational simplicity we simplify and arrive at the equation
which has the same form and conserves the KLD [12] , [17] .
F. Kullback-Leibler Divergence (KLD) Calculation
In order to quantify the fitness of each candidate schedule we calculate the Kullback-Leibler Divergence (KLD) between the prior multivariate distribution of the model parameters and the posterior distribution of the model parameters. Posterior distributions are calculated using a MCMC Metropolis-Hasting technique with Gibbs sampling [3] . The multivariate distribution is constructed from a set of five system parameters Θ (A, φ, R, η II , δ) . Parameters R, φ, η II , and δ are exactly established from equation (2) . Parameter A was derived as a an observable parameter which reduces the covariance between other parameters [1] .
Calculation of the Kullback Leibler Divergence (KLD) is done using equation
where (μ 1 , Σ 1 ) and (μ2, Σ 2 ) are the mean vector and covariances matrices of the prior and posterior multivariate distributions respectively and n is the number of dimensions in the distribution [12] . Because the natural log is used in the calculation of the KLD, the result is measured in natural units of information (nats). Equation 15 is applicable when all of the parameters are normally distributed. log(A),log(φ),and log(δ) are normally distributed. Parameters η II and R are transformed using the normal distribution quantile function. The KLD between distributions is conserved through all transformations [12] , [17] . [3] , [24] . With that in mind we intend to investigate whether or not their experiments can be improved upon, with respect to information gain, simply by altering the days at which the samples are taken. In order to locate a suboptimal sampling schedule we use a genetic algorithm (GA) to search the space of possible sampling schedules using Kullback-Liebler Diveregence as the fitness function [13] , [14] , [15] .
G. Genetic Algorithm (GA)
The inherent binary nature of time series measurements, taking a sample on a given day or not in this case, lend themselves well to a genetic algorithm optimization method. For a fair comparison to the Hatano schedule we will use the GA to find a suboptimal four day sample schedule over a period of 87 days. This results in over 1e6 possible sample schedules. We will also use the GA to find a suboptimal eight day schedule over the same time period for comparison to the Lewin schedule which a search space of over 5.8e10 sample schedules. To perform and exhaustive calculation of all of the different possible schedules is not feasible, however the GA is able to quickly converge to a family of suboptimal solutions. To construct the GA, candidate sample schedules are represented by a chromosome. Each chromosome consists of three genes and each gene is further broken down into 29 base pairs. Each base pair represents a potential sample day and takes on a binary value, 0 for days at which no sample and 1 for days at which a sample is taken. The three genes combine to form a chromosome with 87 base pairs or possible sample days as depicted in 1.
The algorithm is run with 20 child chromosomes per generation. The first generation is created by randomly selecting the appropriate number of base pairs (sample days) per chromosome: 4 for the Hatano GA and 8 for the Lewin Ga. The corresponding information content is then calculated for each chromosome by calculating its associated KLD. The chromosomes are then ranked in terms of the relative fitness by assigning chromosomes yielding higher KLD values a greater fitness level. The two chromosomes with the highest fitness are then used as the parent solutions to create the children for the next generation. Children are created through a process of genetic crossovers and mutations [13] , [14] , [15] .
Genes are able to crossover to different locations or to the same location between parents. Point mutations occur after the crossovers to ensure that the chromosome has exactly four sample points. These mutations occur by bit inversion. For the 4 sample GA, if there are less than 4 sample points random 0s are inverted to 1s until 4 samples are achieved. Likewise, if there are more than 4 sample points 1s are inverted to 0s until 4 samples are achieved. If there are exactly 4 samples after the crossovers then two random inversions will occur to change a random 1 to a 0 and a random 0 to a 1. This is to ensure that the algorithm is able to escape local minima. The same is true in the 8 sample GA. After the first generation we employ an elite selection method, where the chromosome with the highest fitness throughout the evolution process is a parent from which to create children for all following generations. This ensures that solution quality is conserved throughout the evolutionary process.
III. RESULTS
A. Experiment Design Optimization for qPCR Assay
The first step in the optimization process is to run the Genetic Algorithm to locate a family of sub optimal sample schedules. Results of the GA runs for optimization using a qPCR Assay using 4 points and 8 points are shown in figure 2(A) and 2(B) respectively. Both runs of the GA were ran for 100 generations. The four sample optimization converged to a family of solution after around 40 generations while the the eight sample optimization converged to a family of solutions after around 60 generations. Another pronounced distinction between the two is that the eight sample GA run converged to a higher fitness level than the four sample. This is to be expected since more sample yield a greater gain in information from the experiment.
B. Experiment Design Optimization for ddPCR Assay
The plots in Fig. 3(A) and Fig. 3(B) show the results of the GA run for 4 sample optimization and 8 sample optimization respectively. Again we notice that the GA converges to a family of solutions that is slightly higher information for the 8 sample run. 
C. Sample Point Distributions
To gain more insight into the differences between the GA optimization data we plot the distribution of the top 50 schedules, with respect to fitness, from each run.
From figure 4 (A) we see that similar time points are chosen for both qPCR and ddPCR optimization. Particularly, points at the very beginning as well as sample points around day 26 are chosen. When the total number of samples is increased from 4 to 8 these two regions are chosen again as observed in figure 4(B) . We also begin to see a pattern of samples being chosen around sample days 16 to 18. Samples are also consistently chosen later in the experiment, though the exact timing seems to be less important. IV. SCHEDULE COMPARISON In order to test the validity of the optimization technique we compare a schedule from the family of solutions optimized for ddPCR to a schedule from a family of solutions optimized for qPCR and a previously used schedule from the experiment done by Hatano et al. The two plots in figure 5 show the results of comparing the schedules. The plot on the left shows The three schedules analyzed with ddPCR noise. The schedule optimized for a ddPCR assay provides a slightly greater information gain than the schedule optimized for a qPCR assay and they both provide significantly data than the schedule used by Hatano et al. When analyzed with qPCR noise the schedule optimized for qPCR assay performs slightly better than the schedule optimized for a ddPCR assay; however, in this case neither of the two schedules are significantly better than the schedule used by Hatano et al. The plots in figure 7 display the results of the 8 point sample optimization. The plot on the left compares four sample schedules analyzed with ddPCR assay noise. The four schedules are a schedule chosen from the ddPCR optimized family of solutions, a schedule chosen form the qPCR optimized family of solutions, the schedule used in the experiment done by Lewin et al, and a uniform schedule that takes samples once per week.
The plot shows that both the ddPCR optimized and the qPCR optimized schedules perform very well. In addition, the information gained from the sample schedule used in sample schedules analyzed with qPCR assay noise. The four schedules are the same as the plot on the left. The most obvious difference is the how much less information is gained when the schedules are analyzed with qPCR assay noise. The poorly performing Uniform schedule from the ddPCR assay out performs all of the schedules analyzed with qPCR noise. Of the schedules analyzed with qPCR noise the optimized schedules and the Lewin schedules once again perform better than the Uniform schedule. The schedule used in the experiments done by Lewin et al. actually perform better than the two optimized schedules that were selected. These results would imply that when designing an experiment using a qPCR assay selection of sample schedule has less of an effect on the overall amount of information gained in the experiment. This is due to the high level of noise associated with the qPCR assay. Figure 8 shows the 
V. CONCLUSION
In this paper we have demonstrated the advantages of using KLD in the design of clinical experiments. Our method has employed the use of a genetic algorithm to find suboptimal sample schedules based on the measurement assay to be used. Analysis of the resulting schedules from the GA when compared to other schedules show that there is a need to both optimized sample schedule and take into consideration what type of measurement assay is being used when designing an experiment. Because ddPCR provides a much more accurate measurement our analysis indicates that using an optimization method is of utmost importance when using this assay. When designing an experiment using ddPCR noise, it would benefit the researcher to optimize the sampling schedule to obtain as much information as possible. Our results fit well in the literature on pratical identifiability for biomedical systems [25] .
