Obtención del hamiltoniano cuántico y clásico de un sistema espín-bosón con polarización circular by Solano Reynoso, Walter Mario
UNIVERSIDAD NACIONAL MAYOR DE SAN MARCOS 
FACULTAD DE CIENCIAS FÍSICAS 
E. A. P. DE FÍSICA 
 
 
Obtención del Hamiltoniano cuántico y clásico de un 




para optar el título profesional de Licenciado en Física 
 
AUTOR 
Walter Mario Solano Reynoso 
 
ASESOR 
Pablo Héctor Rivera Riofano 
 
 




iA mi madre Arcenia Reynoso Junco y a la memoria de mi padre
Víctor Solano Aparco.
A la memoria de mi tío Lázaro Solano Aparco y agradecimiento a
mi hermana Martha Solano Villanueva, quienes me apoyaron durante
los estudios de pregrado en la Universidad Nacional Mayor de San
Marcos.
Mi agradecimiento al Dr. Pablo Héctor Rivera Riofano por la ase-
soría de la presente tesis y a la Faculta de Ciencias Físicas de la Uni-




2. Sistema átomo-campo electromagnético 5
2.1. Cuantización del campo electromagnético . . . . . . . . . . . . . . . 6
2.2. Interacción átomo-campo electromagnético . . . . . . . . . . . . . . 10
2.3. Aproximación dipolar eléctrica y el hamiltoniano del sistema espín-
bosón . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3. Sistema espín-bosón 18
3.1. Expresión del momento lineal en la base de espín 1/2 . . . . . . . . 19
3.2. Obtención de los hamiltonianos cuánticos para átomos hidrogenoi-
des con polarización circular . . . . . . . . . . . . . . . . . . . . . . 24
4. Estados coherentes 29
4.1. El límite clásico de la mecánica cuántica . . . . . . . . . . . . . . . 30
4.2. Estados coherentes generalizados . . . . . . . . . . . . . . . . . . . 31
4.3. Estados coherentes de campo . . . . . . . . . . . . . . . . . . . . . 33
4.4. Estados coherentes atómicos . . . . . . . . . . . . . . . . . . . . . . 35
ii
ÍNDICE GENERAL iii
4.5. Obtención de los hamiltonianos clásicos con polarización circular
del campo electromagnético . . . . . . . . . . . . . . . . . . . . . . 36
5. Discusión 41
5.1. Hamiltonianos cuánticos . . . . . . . . . . . . . . . . . . . . . . . . 41




El análisis de la interacción entre la radiación electromagnética y un sistema
cuántico compuesto por un gas de átomos hidrogenoides se realiza inicialmente
determinando el hamiltoniano de interacción desde una perspectiva cuántica entre
un sistema de espines y bosones. Lo novedoso de la determinación realizada aquí es
que consideramos la polarización circular para los bosones. El hamiltoniano clásico
de la interacción espín-bosón se determina como el valor esperado del hamiltoniano
cuántico, donde los vectores de estados están definidos como los estados coherentes
del sistema de espínes.
Capítulo 1
Introducción
La interacción de la radiación electromagnética con sistemas cuánticos (átomos
o moléculas) se realizan a través de la absorción y emisión de fotones cuyas energías
coinciden con las diferencias de energía entre dos autoestados de energía de los
sistemas cuánticos.
Los sistemas cuánticos (átomos o moléculas) conforman el medio donde se
propaga la radiación electromagnética de longitudes de onda que dependen del
tipo de tratamiento que se quiera hacer. En muchos casos las longitudes de onda
de la radiación es mucho mayor que las distancias de separación de los sistemas
cuánticos y del tamaño de los mismos. Asimismo, se considera que la longitud de
onda de Broglie de los sistemas cuánticos son del orden de sus tamaños. En una
primera aproximación al problema podemos considerar que la distancia entre los
sistemas cuánticos es tal que los acoplamientos entre los estados de energía de
los sistemas cuánticos para un valor dado de energía son casi cero. Esto implica
que al considerar el vector de estado total de todos los sistemas cuánticos no
obedecen necesariamente al operador de paridad [1]. Esto es una aproximación
que ha generado mucha polémica en la literatura, pero simplifica la realización de
cálculos que nos permiten tener una primera idea de lo que puede estar ocurriendo
en los procesos de interacción radiación-materia. Los modelos sobre láseres de
estado sólido incluyen esta primera aproximación, debido a que las densidades de
las impurezas que energéticamente se ubican próximos a las bandas de valencia
y de conducción son bastante bajas comparadas a los materiales semiconductores
que los acogen.
En segunda instancia, al analizar la radiación electromagnética podemos con-
siderar la aproximación clásica, semiclásica o cuántica. Cuando escogemos este
último enfoque, la radiación es generada por un conjunto bastante grande de os-
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ciladores cuánticos. Y si consideramos que con un modo de la radiación electro-
magnética sólo interactúan dos autoestados de energía de los sistemas cuánticos,
el análisis se sobresimplifica. Para reducir más el problema, en la literatura han
considerado que la radiación posee una polarización plana. Los átomos o molécu-
las tienen diferentes niveles de energía. Cuando interactúa con un solo modo de la
radiación electromagnética, lo hace solamente entre dos niveles de energía, abso-
biendo o emitiendo el fotón. No existe interacción con los otros niveles de energía.
Esto hace que los átomos o moléculas puedan considerarse como sistemas de dos
niveles de energía en interacción con un modo del campo electromagnético.
Fue Dicke [1] quien obtuvo el hamiltoniano de interacción de la radiación con
sistemas cuánticos ligeramente acoplados con el propósito de explicar la superra-
diancia de los mismos y que es conocido como modelo de Dicke. Poco después,
Jaynes y Cummings [2], restringieron, en el modelo de Dicke, los términos que no
conservan la energía y obtuvieron el hamiltoniano que ahora es uno de los mode-
los omnipresentes en óptica cuántica, denominado modelo de Jaynes-Cummings.
Reiteramos que ambos modelos fueron obtenidos considerando el campo electro-
magnético con polarización plana.
Para simplificar el análisis, como ya se explicó, se considera que el sistema de
partículas, sean átomos o moléculas, constan de solamente dos niveles de energía;
aplicando el método reduccionista a su máxima expresión al sistema de dos nive-
les, se le considera como una cuasipartícula de espín 1/2 [1, 3, 4]. Como el campo
electromagnético posee un mar de fotones cuya energía está cuantizado y cuyo
autovalor de energía es único, los fotones son partículsa de espín entero, denomi-
nados bosones y obedecen, aademás, la estadística de Bose-Einstein. Esta imagen
sobresimplificada de la interacción átomo-radiación electromagnética ha permitido
que en la literatura sea conocida como el sistema espín-bosón.
Para el campo electromagnético con polarización plana, este sistema fue estu-
diado en diversos contextos, especialmente en óptica cuántica [5]. En nuestro caso,
la motivación principal es realizar estudios de caos en el sistema espín-bosón con
polarización circular del campo electromagnético, para lo cual se tiene que obtener
previamente el hamiltoniano cuántico y clásico de la interacción. En la literatura
se encuentran estudios con polarización plana y las primeras publicaciones en es-
ta dirección datan de 1976, con Belobrov et al [6], quienes hacen un análisis del
comportamiento caótico de los valores medios de los observables cuánticos. Poste-
riormente Milonni et al [7] reportan comportamientos caóticos en relación a óptica
cuántica; Graham y Höhnerbach [8], han reportado propiedades caóticas del ha-
miltoniano realizando estudios cuánticos y también clásicos de los valores medios
de los observables cuánticos.
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En las décadas 80 y 90 del siglo pasado, grupos brasileños han reportado caos
en el modelo de Dicke en numerosos trabajos publicados, tanto del haamiltoniano
cuántico como clásico [9, 10, 11, 12, 13]. Ellos reportan estudios del hamiltoniano
clásico obtenido a través de los valores medios de hamiltonianos cuánticos usando
estados coherentes [14].
El concepto de estados coherentes fue presentado por primera vez para los
osciladores cuánticos por Schrödinger [15], en 1926. Permaneció sin ser desarrollado
hasta el año 1963, cuando Glauber menciona por primera el nombre de estados
coherentes [14] para estudiar la correlación de fotones en una fuente incoherente.
La generalización de los estados coherentes a otros sistemas, como los espines, fue
desarrollada por Perelemov [16], lo cual permitió deducir hamiltonianos clásicos
de los correspondientes cuánticos y, en particular, obtener el hamiltoniano clásico
correspondiente al modelo de Dicke. La ventaja de estos hamiltonianos obtenidos
vía estados coherentes es que ellos ya se encuentran expresados en términos del
espacio de fase como se hace en la formulación hamiltoniana de la mecánica clásica.
En el presente trabajo consideramos los sistemas cuánticos como átomos hi-
drogenoides, de modo que se pueden realizar cálculos explícitos de los parámetros
que intervienen en los sistemas; además, la interacción se produce a través de un
único modo, una sola frecuencia, del campo electromagnético con polarización cir-
cular, lo que significa que la interacción entre el campo electromagnético y los
sistemas cuánticos se producen solamente entre sistemas de dos niveles y un mo-
do del campo electromagnético con polarización circular. Por tanto, reduciendo
más el problema, la interacción es entre un modo del campo electromagnético con
polarización circular y una cuasipartícula de espín ficticio 1/2 [1, 3, 4].
El objetivo central del presente trabajo es la obtención del hamiltoniano cuán-
tico y clásico de la interacción de un sistema de partículas independientes de espín
1/2 con un modo del campo electromagnético con polarización circular.
Intentando mantener un orden en la presentación de los temas, en el segundo
capítulo de este trabajo se presenta la cuantización del campo electromagnético, el
cual es un procedimiento estandarizado que se encuentra en textos de óptica cuán-
tica como Walls [17] y Loudon [18], y de mecánica cuántica como Sakurai [19] y
Townsend [20], donde se obtiene el hamiltoniano del sistema átomo-radiación para
el campo electromagnético linealmente polarizado en la aproximación dipolar. A
pesar de ser ahora un tema de textos, se ha visto por conveniente considerar este
capítulo, porque la deducción del hamiltoniano del sistema que se considera es uno
de los objetivos centrales de este trabajo, puesto que muchos detalles relevantes
servirán para el tercer capítulo donde se desarrolla la obtención del hamiltoniano
cuántico del sistema átomo-radiación con polarización circular del campo electro-
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magnético, especializado para el caso de átomos hidrogenoides, donde es posible
obtener los valores de los parámetros de manera analítica, teniendo en cuenta
las transiciones relacionadas con la polarización circular, las que tienen que ver
justamente con las transiciones 4m = ±1 para la propagación del campo electro-
magnético en la dirección del eje z y, además, las transiciones4m = 0 relacionadas
con la polarización lineal.
En el cuarto capítulo se desarrollan ideas básicas de los estados coherentes
generalizados, centrando las definiciones en los estados coherentes del campo elec-
tromagnético cuantizado y los estados coherentes atómicos tratados como un sis-
tema de dos niveles de energía y relacionados con los estados de un sistema de
espínes 1/2 independientes, para que a partir de dichos estados se pueda obtener
los hamiltonianos clásicos correspondientes a los cuánticos que fueron deducidos
en el tercer capítulo. En el quinto capítulo se hace una discusión cualitativa de
los resultados obtenidos, tanto de los hamiltonianos cuánticos como clásicos, es-
pecialmente en el espíritu del comportamiento caótico, el cual es nuestro interés




En este capítulo se desarrollará el procedimiento de cuantización del campo
electromagnético y la obtención del hamiltoniano cuántico del sistema átomo-
campo electromagnético con polarización plana, el cual es conocido y presenta-
do de una u otra manera en textos de óptica cuántica y de mecánica cuántica,
considerando la aproximación dipolar.
Una manera formal y rigurosa de obtener el hamiltoniano consiste en demostrar
que las ecuaciones básicas del electromagnetismo, las ecuaciones de Maxwell, son
las ecuaciones de Lagrange derivadas variacionalmente de una cierta lagrangiana,
como explica Cohen-Tannoudji et al [21], y que permite obtener la cuantización
canónica del sistema por pares, formada por una coordenada generalizada y su
momento canónicamente conjugado, que definen los operadores cuyo conmutador
es precisamente ih¯. Esta formulación tiene ventajas, pues permite identificar las
variables que son conjugadas entre sí y obtener directamente el hamiltoniano sin
necesidad de postularlo.
Por otro lado, observamos que el campo electromagnético es formalmente equi-
valente a un conjunto de osciladores armónicos, que nos induce a la idea de cuan-
tizar dichos osciladores de forma semejante al oscilador armónico cuántico, con la
ayuda de los operadores de creación y aniquilación introducidos a partir de las
variables canónicamente conjugadas del oscilador armónico clásico [4]. Se usa esta
idea simple, a pesar de que desde el inicio no queda claro cuáles serían las variables
dinámicas conjugadas. Esta metodología es un patrón en la mayoría de los textos
de mecánica cuántica y óptica cuántica.
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Consideramos que el campo electromagnético interactúa con un solo átomo y,
una vez obtenido el hamiltoniano se generalizará a más átomos independientes,
es decir, átomos que no interactúan entre sí. Suponemos que la interacción entre
el campo electromagnético y el átomo está relacionada con una sola frecuencia
del campo, las transiciones que se producen en el átomo por interacción con el
campo es solamente entre dos niveles de energía fijos del átomo, razón por el cual
se considera al átomo como un sistema de dos niveles de energía, que puede ser
simulado como una quasipartícula de espín ficticio 1/2, explicadas en las referencias
[1, 3, 4]. Posteriormente este artificio es importante cuando se obtenga los estados
coherentes relacionados a los átomos.
2.1. Cuantización del campo electromagnético
En el vacío no tenemos cargas ni corrientes eléctricas, de modo que las ecua-
ciones de Maxwell en unidades del Sistema Internacional pueden escribirse como
∇ · E = 0 , (2.1)
∇ ·B = 0 , (2.2)








donde E = E(r, t) y B = B(r, t), son los campos eléctrico y magnético, respecti-
vamente.
En general, se demuestra [21, 22] que los campos eléctricos y magnéticos se
pueden escribir introduciendo un potencial escalar, ϕ(r, t), y otro vectorial,A(r, t),
tales que
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B(r, t) = ∇×A(r, t) . (2.6)
Todos los campos electromagnéticos pueden describirse en términos de poten-
ciales escalares y vectoriales. Sin embargo, cuando E(r, t) y B(r, t) son conocidos,
los potenciales ϕ(r, t) y A(r, t) no están determinados de manera única. Se puede
verificar que si tenemos un conjunto de valores posibles de ϕ(r, t) y A(r, t), se
puede obtener otro conjunto de potenciales ϕ′(r, t) y A′(r, t), los cuales describen
el mismo campo electromagnético por la transformación




A′(r, t) = A(r, t) +∇χ(r, t) , (2.8)
donde χ(r, t) es una función arbitraria de r y t. Cuando se elige el conjunto par-
ticular de potenciales, se dice que se eligió un gauge y, como se ve, hay infinitas
posibilidades de hacerlo para el mismo campo electromagnético. En particular,
cuando no es necesario un tratamiento relativístico y no es necesario satisfazer la
invariancia relativística, se acostumbra elegir el potencial vectorial de modo que
satisfaga la condición
∇ ·A = 0 , (2.9)
denominado el gauge de Coulomb. Así, los campos B y E se pueden escribir como
B = ∇×A (2.10)
y
E = −∇ϕ− ∂A
∂t
, (2.11)
respectivamente. Reemplazando en las ecuaciones de Maxwell se encuentra la ecua-





= 0 . (2.12)
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Para resolver esta ecuación en el espacio se impone una condición de frontera,
denominado condiciones periódicas de Born-von Karman muy utilizado en física
del estado sólido, que consiste en considerar el espacio vacío como una red de
cubos hipotéticos de arista L tal que el campo electromagnético se repetirá por
cada cubo, dándonos para el potencial vectorial A, cierta periodicidad, motivo por
el cual el potencial vectorial puede expandirse en series de Fourier tridimensional,









−ik·r] = A∗ , (2.13)











siendo nx, ny, nz = 0,±1,±2, . . .. Los ²ks son vectores unitarios de polarización
para el modo k y s enumera las dos polarizaciones independientes. Esto se deduce
de la condición del gauge de Coulomb que es satisfecha si
k · ²k = k · ²∗k = 0 , (2.15)
que físicamente significa que A es puramente transversal y existen dos direcciones
independientes para cada ²k, esto es,
²ks · ²∗ks′ = δss′ , (2.16)
observando que si ²ks es complejo, representa la polarización elíptica general.
Teniendo en cuenta la expresión del potencial vectorial descrito por la Ec.(2.13),
y reemplazado en la ecuación de onda dado por la Ec.(2.12), se llega a establecer
para cada k el conjunto de ecuaciones dado por
q¨k(t) + ω
2
kqk(t) = 0 , (2.17)
donde
ωk = kc . (2.18)
Observamos que la ecuación Ec.(2.17) representa un conjunto de ecuaciones del
oscilador armónico.
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Siguiendo el procedimiento de cuantización el oscilador armónico, simplemente










²0V ω2k (qk − q∗k) , (2.20)
respectivamente; donde V = L3 es el volumen de la región considerada.
En seguida, relacionamos Qk y Pk con sus correspondientes observables cuán-
ticos (operadores), los cuales se denotarán con la misma letra, satisfaciendo las
siguientes relaciones de conmutación canónicas
[Qk, Qk′ ] = [Pk, Pk′ ] = 0 y [Qk, Pk′ ] = ih¯δk,k′ . (2.21)
El procedimiento de cuantización del oscilador armónico define los operadores









(ωkQk + iPk) , (2.23)
respectivamente. Y obedecen las siguientes relaciones de conmutación dadas por












= δk,k′ . (2.24)
Con estos resultados, escribimos los campos A, E y B, como funciones de los


































(k× ²ks) akseik.r − (k× ²∗ks) a†kse−ik.r
]
, (2.27)
donde s indica las dos polarizaciones independientes del campo electromagnético
(s = 1, 2).











se puede obtener el hamiltoniano cuántico del campo electromagnético en el vacío














dondeHR indica al hamiltoniano cuántico del campo electromagnético de radiación
en el vacío.
2.2. Interacción átomo-campo electromagnético
Ahora se introduce un átomo en el campo de radiación electromagnética, de
modo que existe una interacción entre el átomo y el campo. La energía de inter-















+ VCoul , (2.30)
donde VCoul es la energía potencial del electrón ligado al átomo. El primer término
tiene que ver con la energía cinética del electrón y su interacción con el campo
electromagnético, el cual se escribe en términos del potencial vectorial. El segundo
CAPÍTULO 2. SISTEMA ÁTOMO-CAMPO ELECTROMAGNÉTICO 11
término es la energía del campo. Desarrollando el primer término se llega a expresar
el hamiltoniano Ec.(2.30) en la forma





p2 + VCoul (2.32)
es el hamiltoniano del átomo, el campo electromagnético está representado por










viene a ser justamente la interacción entre el electrón ligado al átomo y el campo
electromagnético. Utilizando el hecho de que en el gauge de Coulomb ∇.A = 0,









El modelo espín-bosón considera la partícula (el átomo) como un sistema de
dos niveles con autoestados |E1〉, |E2〉 y autoenergías E1, E2, respectivamente.
Ambos obedecen a la ecuación de autovalores dados por
HA|E1〉 = E1|E1〉 y HA|E2〉 = E2|E2〉 , (2.35)
y los autoestados del sistema de dos niveles forman un conjunto completo formando
el operador identidad




Luego reescribimos la Ec.(2.32) como
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expresión conocida como segunda cuantización del hamiltoniano.
En el caso de sistemas de dos niveles de energía, existe una correspondencia
una a una entre los operadores proyectores |E1〉〈E1|, |E2〉〈E2|, |E1〉〈E2| y |E2〉〈E1|
y los operadores proyectores de espín 1/2[1, 3, 4] denotados por |−〉〈−|, |+〉〈+|,
|−〉〈+| y |+〉〈−|, respectivamente, tales que
S+ → |E2〉〈E1|




con E2 > E1. Si los niveles de energía E1 y E2 son desplazados en 12 (E2 + E1),
vamos a tener las nuevas energías como E1 − 12 (E2 + E1) = −12 (E2 − E1) y E2 −
1
2




Y como las transiciones entre dos niveles proporcionan frecuencias bien defini-
das descritas como
h¯ω21 = E2 − E1 = h¯ω0 , (2.39)






|E1〉〈E1| = ω0 h¯
2
(|E2〉〈E2| − |E1〉〈E1|) , (2.40)
obteniéndose, con el uso de las Ecs.(2.40) y (2.38), la expresión simple del hamil-
toniano atómico
HA = ω0Sz = h¯ω0σz , (2.41)
donde σz es la matriz de Pauli, cuando el hamiltoniano se representa matricial-
mente en la base de Sz.




, que es del orden de e2 en comparación con el primero, a menos que se




p ·A . (2.42)
Así, insertando el operador identidad, Ec.(2.36), a derecha e izquierda del ha-
miltoniano de interacción, Ec.(2.42) y usando la expresión cuántica, Ec.(2.25), del
potencial vectorial, se obtiene






















Este es un resultado muy importante de la interacción átomo y campo elec-
tromagnético, donde todavía no se ha hecho referencia al tipo de polarización del
campo electromagnético.
2.3. Aproximación dipolar eléctrica y el hamilto-
niano del sistema espín-bosón
Para realizar cálculos explícitos de las expresiones de la forma
〈Ei|peik·r|Ej〉 , (2.44)
dadas en la Ec.(2.43), hay que tener en cuenta que |Ei〉 y |Ej〉 son los autoestados
atómicos entre los cuales interactúa la radiación electromagnética. Si se trata de
radiación en el rango óptico visible, que es el interés en óptica cuántica, la longitud
de onda va de 4000 a 7000Å (1Å= 10−10m) y como |k| = 2pi/λ, siendo |r| del orden
de las dimensiones atómicas con valores en torno del radio de Bohr, a0 ∼= 0.529 Å,
resulta que |k · r| ∼ 10−4. Por otro lado, si hacemos la expansión de la exponencial
eik·r = 1 + (ik · r) + (ik · r)
2
2!
+ . . . , (2.45)
el valor absoluto del segundo término es muy pequeño comparado con 1, que
permite una buena aproximación eik·r ≈ 1, con lo que
〈Ei|peik·r|Ej〉 ≈ 〈Ei|p|Ej〉 . (2.46)
Así, puesto que si consideramos campos electromagnéticos de longitudes de
onda muy grandes en relación al tamaño atómico, los elementos de matriz se pueden
aproximar como
〈Ei|pe±ik·r|Ej〉 ∼= 〈Ei|p|Ej〉 . (2.47)
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Estos elementos de matriz se evalúan fácilmente relacionándolos con los opera-
dores de posiciónR, del modo realizado por Sakurai[19], p.338, para la componente
x del operador de posición e inferiendo que
〈Ei|p|Ej〉 = imωij〈Ei|R|Ej〉 . (2.48)
Por otro lado, los elementos
Dij = e〈Ei|R|Ej〉 (2.49)
son justamente los elementos de matriz del momento dipolar eléctrico D entre los
autoestados |Ei〉 y |Ej〉 y como la energía de transición entre estos dos autoestados
es
h¯ωij = Ei − Ej , (2.50)
la aproximación dada por la Ec.(2.47) es dipolar eléctrica.
Ahora, la interacción del átomo con la radiación del campo electromagnético
se realiza a través de un único modo del campo electromagnético, es decir, un
solo valor de k con vector unitario de polarización plana ²ˆks, el cual denotamos
como eˆs, siendo este real. Usando el hecho de que p es un operador impar, los
elementos de matriz diagonales dados por (2.48) o (2.49) son iguales a cero (ver
referencias [4, 19]). También debemos tener que 〈E1|p|E2〉 = 〈E2|p|E1〉∗ por ser p
hermitiano. Y si 〈E1|p|E2〉 es real, entonces 〈E1|p|E2〉 = 〈E2|p|E1〉. De este modo,













Usando las Ecs.(2.38), las que relacionan los autoestados de un sistema de dos
niveles de energía y los de un sistema de espín 1/2, en la Ec.(2.51), se obtiene la
expresión simplificada








〈E1|p|E2〉 · eˆ1 (2.53)
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donde el vector unitario real eˆ1 representa la polarización plana.
En la Ec. (2.52) se separan los términos que conservan y no conservan ener-
gía. Por ejemplo, considerando el primer término de (2.52), σ+a, de acuerdo a la
Ec. (2.38), el operador σ+ lleva del estado |E1〉 al estado |E2〉, absorbiendo un
fotón, es decir, eliminando un fotón, lo cual es compatible con la acción del ope-
rador de aniquilación a, que elimina un fotón. En cambio, el último término de la
Ec. (2.52), σ+a†, significa aniquilar un fotón aún cuando a† crea un fotón, violando
la conservación de energía. Estos procesos se ilustran en las figuras 2.1 y 2.2. De
esta manera, separamos la Ec. (2.52) en una parte donde se conserva la energía y
la otra donde se viola la conservación de energía,
HI = g(σ+a+ σ−a†) + g(σ−a+ σ+a†) . (2.54)
El segundo término de esta última ecuación es la parte que no conserva la ener-
gía. En los tratamientos comunes, este término es despreciado porque generalmente
es más pequeño que el primero. Este proceso se conoce como la aproximación de
onda rotante. Del punto de vista de la física del problema, se considera un único
modo del campo electromagnético que interactúa con sólo dos niveles de energía
del átomo; es decir, el sistema es el campo electromagnético en interacción con un
sistema de partículas de dos niveles de energía. Se vio que un sistema de dos niveles
puede ser tratado como si fuese una cuasipartícula de espín 1/2. Si la interacción
de la radiación electromagnética es con N átomos que no interactúan entre sí, el
autovalor del espín total de las N cuasipartículas con espínes paralelos es N/2, de















De este modo, para escribir el hamiltoniano completo se utiliza la Ec.(2.31)

















donde las constantes G y G′ están relacionadas con los parámetros del sistema,
habiéndose colocado G′ para separar el término que no conserva la energía.











Figura 2.1: Procesos donde se conserva energía, aJ+ + a†J−.
En la Fig. 2.1 se esquematiza claramente los procesos donde la energía se con-
serva. El término aJ+ representa la absorción de un fotón (aniquilación por a) y
el átomo pasa del autoestado fundamental (|E1〉) al excitado (|E2〉), que coincide
con la acción de J+. Similarmente, a†J− representa la creación de un fotón, donde
el átomo emite el fotón pasando del estado excitado |E2〉 al fundamental |E1〉, lo
cual representa la acción del operador J−.
Por otro lado, en la Fig. 2.2 se oberva la creación de un fotón mediante a†,
asimismo, el átomo absorbe energía pasando del autoestado fundamental |E1〉 al
excitado |E2〉, dado por J+. También se observa la aniquilación de un fotón me-
diante a y simultáneamente se produce una emisión desde el autoestado |E2〉 al












Figura 2.2: Procesos donde no se conserva energía: a†J+ + aJ−.
Utilizando los estados coherentes generalizados, detalle que analizamos en el
Capítulo 4 de este trabajo, se llega a establecer el hamiltoniano clásico que corres-
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ponde a la Ec. (2.56), tal como en la referencia [12], dada como

















4J − (p21 + q21)√
4J
[g+p1p2 + g−q1q2] .
(2.57)
En las dos últimas décadas del siglo XX, las dos últimas ecuaciones son los
elementos básicos utilizados en diferentes estudios relacionados con caos clásico y
cuántico, especialmente por grupos brasileños[12, 13]. El carácter caótico del ha-
miltoniano está condicionado por el término no conservativo de energía, el término
G′ de la Ec. (2.56) y (2.57), que dificulta la obtención de los niveles de energía.
Generalmente en óptica cuántica se desprecia dicho término, denominándose apro-
ximación de onda rotante en analogía a la aproximación que se hace en resonancia
magnética.
Capítulo 3
Hamiltoniano cuántico del sistema
espín-bosón con polarización circular
En el capítulo anterior desarrollamos el procedimiento de obtención del ha-
miltoniano cuántico para transiciones ∆m = ±1 y ∆m = 0. Cuando el campo de
radiación electromagnética tiene polarización circular propagándose en la dirección
del eje z, el vector de polarización circular estará en el plano xy. La polarización
tiene dos vectores de polarización circular linealmente independientes, una deno-
minada de derecha (positiva) y otra de izquierda (negativa).
No existe uniformidad en cuanto a la convención que se adopta para los dos
sentidos de polarización; sin embargo, en este trabajo adoptaremos los más usados
en la literatura como en los textos de Townsend [20] y Cohen-Tannoudji et al [4],




(eˆx + ieˆy) y eˆ− =
1√
2
(eˆx − ieˆy) . (3.1)
La polarización derecha eˆ+ significa que si observamos la propagación desde el
eje z con el campo acercándonos hacia nosotros, entonces vemos que el campo gira
en el sentido antihorario. Lo contrario ocurrirá con la polarización izquierda. Hay
que advertir que las dos polarizaciones circulares dadas por (3.1) están escritas en
términos de polarizaciones planas en las direcciones de los ejes x e y, denotados
por los vectores unitarios eˆx y eˆy, respectivamente.
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3.1. Expresión del momento lineal en la base de
espín 1/2
Para simplificar la deducción de las ecuaciones, se han adaptado las expre-
siones encontradas por Crisp [24], determinando en primer lugar, el operador de
momentum lineal que induce, en átomos hidrogenoides, transiciones con polariza-
ción circular derecha cuando ∆m = mf −mi = +1, y transiciones con polarización
circular izquierda cuando ∆m = mf −mi = −1, donde mi es el número cuántico
correspondiente al autoestado inicial y mf al final.
Puesto que estamos considerando el átomo como un sistema de dos niveles de
energía, el operador de momento posse sus propios autoestados de momento y sus
propios autovalores de momento. Como el punto de partida fueron el hamiltoniano,
sus autoestados {|E1〉, |E2〉} y sus autovalores {E1, E2} dados por la Ec. (2.35), y
se representan mediante una matriz 2×2. Al deducir el hamiltoniano de interacción
entre el campo electromagnético y el sistema de dos niveles, encontramos la matriz
que involucra al operador de momento con los autoestados de energía, asimismo
encontramos una relación en que la matriz está formada por el operador de posición
y los autoestados de energía como se muestra en la Ec. (2.48)
〈Ef |p|Ei〉 = imωfi〈Ef |R|Ei〉 , (3.2)
donde R es el operador de posición, cuyas componentes representadas en coorde-
nadas cartesianas se escribe como
R = X eˆx + Y eˆy + Zeˆz , (3.3)





Los espectros de autovalores de los operadores de momento y de posición son
continuos mientras que el espectro de autovalores del hamiltoniano son discretos,
por tanto, la proyección de los autoestados de energía sobre los autoestados de
posición y momento son las funciones de onda dependientes de posición y momen-
to, respectivamente. Luego al encontrar los elementos de matriz del operador de
momento y de posición actuando sobre sus propios autoestados, sobre estos deben
ser proyectados los autoestados de energía.
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Los autoestados de energía de sistemas atómicos hidrogenoides proyectados en
la representación de los autoestados del operador de posición {|r〉} están dados
como
〈r|Ei〉 = Ψni,li,mi(r) y 〈r|Ef〉 = Ψnf ,lf ,mf (r) . (3.5)




donde, por definición, |r〉 = |x, y, z〉 son los autoestados de los operadores hermitia-
nos X, Y y Z, componentes cartesianos del operador de posición R que obedecen
las condiciones de autovalores dados por
X|r〉 = x|r〉 , (3.7)
Y |r〉 = y|r〉 , (3.8)
Z|r〉 = z|r〉 . (3.9)
Con estos resultados, comenzamos a calcular los elementos de matriz insertando
el operador identidad en la expresión de los elementos de matriz de X, Y y Z, lo





d3rΨ∗nf ,lf ,mf (r)xΨni,li,mi(r) .
(3.10)
Las funciones de onda de los átomos hidrogenoides están dadas como
Ψn,l,m(r) = Rn,l(r)Y
m
l (θ, ϕ) , (3.11)
donde Rn,l(r) es una función que depende solamente de la parte radial y los
Y ml (θ, ϕ) son los armónicos esféricos conocidos. Puesto que r, θ y ϕ son coor-
denadas esféricas, la relaciones de transformación con las coordenadas cartesianas
vienen a ser
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z = r cos θ . (3.14)
El elemento de volumen en coordenadas esféricas se escribe como
d3r = r2 sen θdrdθdϕ = r2drdΩ, (3.15)















Y mili (θ, ϕ) . (3.17)
Para evaluar esta integral es conveniente usar las siguientes propiedades (ver
Arfken [25]):
sen θeiϕY ml (θ, ϕ) = −aY m+1l+1 (θ, ϕ) + bY m+1l−1 (θ, ϕ) (3.18)




(l +m+ 1)(l +m+ 2)
(2l + 1)(2l + 3)
, b =
√
(l −m)(l −m− 1)
(2l − 1)(2l + 1) , (3.20)
c =
√
(l −m+ 1)(l −m+ 2)
(2l + 1)(2l + 3)
, d =
√
(l +m)(l +m− 1)
(2l − 1)(2l + 1) . (3.21)






l (θ, ϕ) = δmm′δll′ , (3.22)
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donde los δ son los delta de Kronecker. Con estas propiedades, el resultado de la
Ec. (3.16) se escribe como
〈Ef |X|Ei〉 = χ
2
(−aδmf ,mi+1δlf ,li+1 + bδmf ,mi+1δlf ,li−1
+ cδmf ,mi−1δlf ,li+1 − dδmf ,mi−1δlf ,li−1) ,
(3.23)




r2drR∗nf ,lf (r)rRni,li(r) . (3.24)
En los átomos hidrogenoides las transiciones se dan entre dos valores diferentes
de n, de modo que para tener elementos de matriz diferentes de cero, χ debe ser
diferente de cero y nf 6= ni. En la Ec. (3.23), los términos que corresponden a las
transiciones ∆m = +1 están relacionados con las constantes a y b. Si el estado
inicial es el fundamental (ni = 1, li = 0 y mi = 0), entonces lf = 1, mf = 1 para
algún nf 6= 0, de modo que el resultado de (3.23) es
〈Ef |X|Ei〉 = −aχ
2
. (3.25)
Siguiendo el mismo procedimiento, se determinan los elementos de matriz del
operador Y , resultando para las mismas transiciones de la ecuación anterior
〈Ef |Y |Ei〉 = −aχ
2i
. (3.26)
Para determinar 〈Ef |Z|Ei〉 es necesario usar la identidad
cos θY ml = a
′Y ml+1(θ, ϕ) + b




(l −m+ 1)(l +m+ 1)




(2l − 1)(2l + 1) , (3.28)
obteniéndose
〈Ef |Z|Ei〉 = χ(−a′δmf ,miδlf ,li+1 + b′δmf ,miδlf ,li−1) . (3.29)
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Este último resultado indica que para transiciones donde debe verificarse que
mf = mi + 1, el resultado es cero; es decir,
〈Ef |Z|Ei〉 = 0 . (3.30)
Con estos resultados y teniendo en cuenta las Ecs. (3.2) y (3.3), los elementos de
matriz del momentum angular se expresa como
〈Ef |p|Ei〉 = imωfi (〈Ef |X|Ei〉eˆx + 〈Ef |Y |Ei〉eˆy)
= p (eˆx − ieˆy) ,
(3.31)
donde
p = 〈Ef |px|Ei〉 = −iq , siendo q = mωfiaχ
2
. (3.32)
La representación matricial de p en la base {|E1〉, |E2〉} se escribe como
p =




Recordando que por ser impar el operador momentum lineal, sus elementos de
matriz diagonales son iguales a cero, de modo que la matriz de p para transiciones
∆m = +1 se puede escribir como
p =
(
0 p(eˆx − ieˆy)
p∗(eˆx + ieˆy) 0
)
(3.34)
Por la correspondencia entre los operadores de espín 1/2 y el sistema de dos
niveles de energía,
S+ → |Ef〉〈Ei| y S− → |Ei〉〈Ef | , (3.35)
el operador S+ en la base {|E1〉, |E2〉} se escribe como
S+ =








= h¯σ+ , (3.36)






= h¯σ− , (3.37)
donde σ+ y σ− son las matrices de Pauli.
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La matriz dada por la Ec. (3.34) se puede escribir como combinación lineal de
las matrices de Pauli dados por las Ecs.(3.36) y (3.37), obteniéndose una expresión
para la representación matricial del operador p en la forma
p = p(eˆx − ieˆy)σ+ + p∗(eˆx + ieˆy)σ− . (3.38)
De acuerdo a las definiciones de las polarizaciones circulares de derecha e iz-
quierda dadas por la Ec.(3.1), el resultado anterior se puede escribir como
p =
√
2(pσ+eˆ− + p∗σ−eˆ+) . (3.39)
3.2. Obtención de los hamiltonianos cuánticos para
átomos hidrogenoides con polarización circu-
lar
El último resultado nos interesa para calcular el hamiltoniano de interacción
dada por la Ec. (2.43), utilizando para ello la expresión del potencial vectorial dado
por (2.25), en el cual consideramos solamente un único modo del campo electro-
magnético y las dos polarizaciones circulares independientes, el hamiltoniano de
















Utilizando la aproximación dipolar dada por la Ec. (2.47), la expresión del
momentum lineal, Ec. (3.39) y teniendo en cuenta que el producto escalar de los
vectores unitarios de polarización circular cumplen con las propiedades eˆ+ · eˆ∗+ =
eˆ− · eˆ∗− = 1, eˆ∗+ · eˆ− = eˆ+ · eˆ∗− = 0, y que eˆ∗+ = eˆ−, para transiciones ∆m = +1 , el













+ − σ+a+) + (σ−a− − σ+a†−)
]
, (3.41)
donde los dos primeros términos entre paréntesis dentro del corchete corresponden
a los procesos donde se conserva energía y, los otros dos, los que no conservan
energía, denotando el signo + en el superíndice de H la transición que corresponde
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a ∆m = +1. Por otro lado, el hamiltoniano del campo electromagnético, HR, dada
por la Ec. (2.29), aplicada a un único modo del campo electromagnético y las dos





−a− + 1/2) . (3.42)
Puesto que el hamiltoniano atómico sigue siendo la misma, Ec. (2.41), escri-
bimos el hamiltoniano total del sistema para polarización circular derecha en la
forma dada por (2.57), usando los resultados dados por las ecuaciones (3.39), (3.41)
y (3.42), obteniendo













donde no se ha incluido el término h¯ωk/2 correspondiente al hamiltoniano del
campo electromagnético,HR, puesto que su efecto es solamente desplazar la energía









Cuando el sistema consta del campo electromagnético y N átomos indepen-
dientes, en analogía a la Ec. (2.56), escribimos el hamiltoniano (3.43), en la forma





















donde los parámetros G1 y G2 se han utilizado para separar los términos que













Figura 3.1: Procesos donde se conserva energía, a†+J− − a+J+.
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Las figuras 3.1 y 3.2 esquematizan los procesos donde se conservan y no se
conservan la energía, respectivamente, obervando que en el primer caso se tienen
solamente fotones con polarización circular positiva y, en el segundo, fotones con
polarización circular negativa; es decir, en los términos donde no se conserva la
energía se ven involucrados solamente fotones con polarización circular negativa,














Figura 3.2: Procesos donde no se conserva energía: a−J− − a†−J+.
Para encontrar la expresión del hamiltoniano en el caso de transiciones ∆m =
−1, se observa en la Ec. (3.23) que, si la transición se produce entre el estado
inicial excitado mi = 1 y el fundamental mf = 0, el término diferente de cero
corresponde al d, de modo que
〈Ef |X|Ei〉 = −χd
2
. (3.46)
De manera análoga, para la componente y, se obtendrá
〈Ef |Y |Ei〉 = χd
2i
. (3.47)
El valor 〈Ef |Z|Ei〉 es siempre cero para polarización circular, de modo que, de
acuerdo a las ecuaciones (3.2) y (3.3), se tiene





(eˆx − ieˆy) , (3.48)
donde ω(−)fi denota la frecuencia de transición de la polarización circular izquierda.
Si la transición corresponde a la inversa del caso de polarización derecha, entonces
debemos tener que ω(−)fi = ωfi, en valor absoluto, siendo ωfi la frecuencia de
transición de la polarización derecha. Lo que sigue, para llegar al hamiltoniano con
polarización circular izquierda, es similar al procedimiento seguido para encontrar
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el hamiltoniano con polarización circular derecha, obteniéndose para transiciones
∆m = −1






















donde K1 y K2 están separando los términos que conservan y no conservan energía,
respectivamente.
Si consideramos transiciones ∆m = 0, éstas no corresponden a polarizaciones
circulares. Para determinar el hamiltoniano correspondiente, partimos, otra vez,
de la Ec. (3.23), en la que observamos que en ningún caso es posible encontrar
los δm,m′δl,l′ en el que se satisfaga m = m′ y l = l′, resultando 〈Ef |X|Ei〉 = 0.
Lo mismo se encuentra para el operador Y , es decir, 〈Ef |Y |Ei〉 = 0. Sin embargo,
en el caso del operador Z, de acuerdo a la Ec. (3.28), se encuentra transiciones
donde ∆m = 0. Por ejemplo, para lf = li + 1 con li = 0, existen transiciones con
mi = mf , obteniendo
〈Ef |Z|Ei〉 = χa′ con ∆m = 0 . (3.50)
Con este resultado, y tomando en cuenta la Ec. (3.2) y (3.3), se tiene que




Así, similar a los casos de polarización circular, obtenemos para el operador mo-
mentum lineal la expresión
p = ipz(σ+ − σ−)eˆz . (3.53)
Este resultado hace ver claramente que en las transiciones ∆m = 0 no se da
polarización circular, obteniéndose polarización plana en la dirección del eje z.
Quiere decir, a su vez, que la dirección de propagación del campo electromagnético
debe estar a lo largo del eje x o y. De este modo, de acuerdo a la Ec. (3.40), el




I = ig[(aσ+ − a†σ−) + (a†σ+ − aσ−)] . (3.54)
Así, para N átomos que no interactúan entre sí, el hamiltoniano del sistema será
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habiendo separado en el hamiltoniano de interacción, los términos que conservan
energía con los que no conservan.
Capítulo 4
Estados coherentes generalizados y
la obtención del hamiltoniano clásico
La importancia de dedicar el presente capítulo a las ideas básicas de los esta-
dos coherentes generalizados, se debe a que el procedimiento para determinar el
hamiltoniano clásico a partir del cuántico se realiza a través de los denominados
estados coherentes generalizados, que es un tema especializado cuya generalización
se ha logrado recién en los últimos treinta años. Desde el nacimiento formal de la
mecánica cuántica se ha considerado que la mecánica clásica es una aproximación
de la mecánica cuántica, por ejemplo, la deducción de las leyes de Newton a partir
de los valores medios cuánticos, expresado por el teorema de Ehrenfest [4].
En 1926, Schrödinger [15] propuso la posibilidad de encontrar estados cuánticos
que simulen la dinámica clásica del oscilador armónico y tengan el mínimo de la
relación de incertidumbre, denominándose estados cuasiclásicos. No fue hasta la
década de los años sesenta del siglo XX que Glauber [14](Premio Nóbel de Físi-
ca 2005) e independientemente Sudarshan [27], retomaron la idea de Schrödinger
para la construcción de los autoestados del operador de aniquilación del oscilador
armónico en conexión con la óptica cuántica, habiéndose acuñado el término es-
tados coherentes del campo electromagnético. En la misma década de los sesenta,
Klauder [28] desarrolló las ideas básicas de los estados coherentes utilizando gru-
pos de Lie. En la siguiente década, Perelomov logró la generalización formal de
los estados coherentes, donde se conecta íntimamente los estados coherentes con el
grupo dinámico correspondiente para cada problema físico [16]. Una presentación
pedagógica y sistematizada de los estados coherentes generalizados fue publicada
por Zhang et al [26], el cual tomamos como referencia básica para presentar las
ideas genéricas de los estados coherentes en este capítulo.
29
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Desde el punto de vista conceptual e histórico, el límite clásico de la mecánica
cuántica está relacionado con la mecánica semiclásica que viene a ser un esquema
de cuantización a partir de órbitas en el espacio de fase de la mecánica clásica,
cuyas ideas genéricas es el tema de la siguiente sección.
4.1. El límite clásico de la mecánica cuántica
La mecánica semiclásica trata de la conexión entre la mecánica clásica y mecá-
nica cuántica cuando h¯→ 0. El comportamiento clásico depende del hamiltoniano
del sistema, analizando los procesos dinámicos se observan comportamientos regu-
lares, denominados integrables, y dinámicas clásicas irregulares, llamadas caóticas.
En 1916, Wilson y Sommerfeld establecieron algunas reglas que permitían cuan-
tizar sistemas donde las coordenadas en el espacio de fase son funciones periódicas
del tiempo, que incluían la cuantización de la energía propuesta por Planck y del
momento angular postulado por Bohr, conocidas en la literatura como condiciones
de cuantización de Bohr-Sommerfeld, que puede encontrarse en textos básicos de
Física Moderna [39]. En 1917, Einstein [29], mostró que dichas condiciones podrían
ser generalizadas de una manera invariante e incluir sistemas donde el movimiento
clásico sea no separable en las coordenadas, de modo que el movimiento clásico
sea múltiplemente periódico. En 1926, Brillouin [30] explicó que las condiciones
de Einstein eran una consecuencia del hecho de que las funciones de onda deben
ser monovaluadas. Keller, en 1958 [31], mostró que las cáusticas en el movimiento
clásico requieren una ligera modificación de las condiciones de Einstein y Brillouin.
La condición de cuantización dada por las propuestas de Einstein, Brillouin
y Keller, conocida como la cuantización EBK, es válida para sistemas regulares.
Dado un hamiltoniano clásico, es posible encontrar una transformación canónica en
la que los momentos generalizados son constantes del movimiento. Condición que
nos permite obtener un nuevo conjunto de coordenadas y momentos generalizados
denominados variables angulares θi y de acción Ii, respectivamente. Los subíndices
indican valores desde de 1 hasta N , siendo 2N la dimensión del espacio de fase.








en la que los αi son constantes denominadas índices de Maslov [32, 33], los cuales
están relacionados con las cáusticas y, por ende con la topología de las trayectorias
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El símbolo γi indica que la integral rodea el i−ésimo circuito irreducible del toro.
Estas ecuaciones trabajan solamente cuando el sistema es completamente integra-
ble, es decir, cuando se tienen N constantes del movimiento [36, 37].
En el caso de sistemas no integrables o caóticos se han desarrollado esquemas de
cuantización semiclásicas a partir de Gutzwiller [34] y luego de Balian y Bloch [35],
los cuales permiten determinar niveles de energía a partir de trayectorias clásicas.
Estos temas son demasiado especializados y no es la intención abundar en detalles.
En esta sección se quiere señalar fundamentalmente que el límite clásico de la
mecánica cuántica se consigue haciendo que h¯→ 0, de modo que las incertidumbres
en la posición y el momento lineal desaparezcan; además, los valores medios de los
observables cuánticos correspondan justamente a los valores clásicos que tendrían
los correspondientes operadores,
〈AB〉 = AclBcl +O(h¯). (4.3)
Cuando los valores medios se determinan para estados coherentes se consiguen
justamente las cantidades clásicas. Este procedimiento se bosqueja en este capítulo.
Por otro lado, el límite h¯ → 0 nos lleva a la denominada mecánica semiclásica,
mediante la cual es posible determinar los niveles de energía de estados ligados a
partir de las trayectorias en el espacio de fase clásico.
4.2. Estados coherentes generalizados
Recordando que el sistema que estudiamos es la interacción de átomos de dos
niveles de energía con la radiación cuantizada del campo electromagnético, en
el presente trabajo utilizaremos dos tipos de estados coherentes, uno de ellos es
el relacionado con el campo electromagnético denominado estados coherentes de
campo, que no es otra cosa que los estados coherentes del oscilador armónico;
el segundo son los estados coherentes atómicos, relacionados con las partículas
de spin 1/2. Como se dijo, las ideas genéricas del concepto de estados coherentes
presentada en este capìtulo están basadas en la monografía de Zhang et al [26], que
consideramos está escrita pedagógicamente para principiantes, si bien previamente
se hace necesario revisar conceptos de la teoría de grupos y de los grupos de Lie
que pueden verse en libros como el de Gilmore [38].
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La generalización del concepto de estados coherentes, originalmente planteado
solamente para el campo electromagnético cuantizado, devino de la idea de Klau-
der [28] al usar la teoría de grupos en formalizar el concepto de los estados coheren-
tes de campo. Se sabe que para cada sistema cuántico hay siempre una estructura
de grupo bien definida; por lo tanto, se puede considerar que un sistema cuántico
posee un grupo dinámico G con su álgebra de operadores autoadjuntos denotados
por g. El hamiltoniano H, que representa la energía total del sistema, y los dife-
rentes operadores de transición Ai, pueden ser expresados como funciones de un
conjunto de operadores básicos Ti de g, tal que
H = H(Ti), A = A(Ti), i = 1, 2, 3, ...., n, (4.4)
donde los operadores Ti satisfacen relaciones de conmutación cerradas, es decir,





en la cual los Ckij son las constantes de estructura de g. También sabemos que el
operador hamiltoniano actúa sobre un espacio de Hilbert que contiene una repre-
sentación irreducible del grupo G. Además, se debe elegir un estado de referencia
|Φ0〉 en el espacio de Hilbert, el cual determinará la estructura del estado coherente
y del espacio de fase del sistema dinámico.
Un subgrupo H de G, es el subgrupo de máxima estabilidad, que consiste de
elementos h del grupo que llevan el estado de referencia invariante a menos de un
factor de fase, lo cual se escribe como
h|Φ0〉 = |Φ0〉 eiφ(h), h ∈ H, (4.6)
donde se sabe que el factor de fase no tiene importancia en cuanto a las predicciones
físicas [4].
Para todo elemento g ∈ G, existe una descomposición única de g en un producto
de dos elementos del grupo, uno en H y el otro en el grupo cociente G/H, tal que
g = Ωh, g ∈ G, h ∈ H, Ω ∈ G/H. (4.7)
En otras palabras, significa que para un estado dado |Φ0〉, se puede obtener un
espacio coset1 único. Como la acción de un elemento g arbitrario del grupo G sobre
|Φ0〉 está dada por
g|Φ0〉 = Ωh|Φ0〉 = Ω|Φ〉 eiφ(h), (4.8)
1Si G es un grupo, H un subgrupo de G, y g un elemento de G, entonces
gH = {gh : h es un elemento de H} es un left coset de H en G, y
Hg = {hg : h es un elemento de H} es un right coset de H en G.
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que puede escribirse como
|Λ,Ω〉 = Ω|Φ0〉, (4.9)
cuya expresión viene a ser la definición general de grupo de los estados coherentes,
garantizando que está en correspondencia uno a uno con el espacio coset G/H(Ω ∈
G/H) y que, por tanto, preserva todas las propiedades del espacio coset G/H. Este
a su vez, se relaciona con un espacio de fase conectado con el espacio de fase de
los sistemas hamiltonianos de la mecánica clásica.
4.3. Estados coherentes de campo
Sin perder de vista que los hamiltonianos obtenidos en el Capítulo 3, dados
por las ecuaciones (3.45) y (3.49), representan nuestro sistema bajo estudio, las
cuales contienen operadores de aniquilación y creación a y a†, respectivamente, se
sabe que estos operadores conjuntamente con el operador número, Nˆ = a†a, y el











= −a, [a†] = 0, (4.10)[
a, a†
]
= +I, [a, I] = 0,
de modo que el conjunto de operadores {Nˆ , a, a†, I} forman un álgebra de Lie, deno-
tado por h4 del correspondiente grupo de LieH4, denominado grupo de Heisenberg-
Weyl. El espacio de Hilbert relacionado es llamado espacio de Fock, que no es otra
cosa que los autovectores del operador número
Nˆ |n〉 = n|n〉, (4.11)
donde n = 0, 1, 2, 3, . . .. El operador número es un operador simultáneo con el
operador hamiltoniano del oscilador armónico cuántico.
Por tanto, los autoestados |n〉 son también autoestados del hamiltoniano del
campo electromagnético en la forma
H0|n〉 = h¯ω(n+ 1/2)|n〉, (4.12)
siendo el estado |0〉 el autoestado fundamental o estado del vacío que corresponde
al estado extremo. Ahora, el subgrupo de máxima estabilidad, el cual lleva el
estado extremo invariante es un álgebra expandido por {Nˆ , I} que corresponde al
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subgrupo U(1)⊗U(1) de H4, siendo el coset H4/U(1)⊗U(1), como el conjunto de
elementos Ω que proporcionan una única descomposición para cualquier elemento
g ∈ H4, tal que
g = Dh . (4.13)
Un operador representativo típico en el espacio coset H4/U(1)⊗U(1) es justamente
el operador desplazamiento definido como
D(z) = eza
†−z∗a , (4.14)
con z un parámetro complejo arbitrario.
Los estados coherentes están definidos como las acciones de los elementos coset
sobre el estado extremo, o sea,
|z〉 = e(za†−z∗a)|0〉 , (4.15)
siendo |z〉 el estado coherente. Ya que z es un número complejo, existe una co-
rrespondencia uno a uno entre los estados coherentes |z〉 y los puntos en el plano
complejo, siendo una aplicación continua. De este modo, H4/U(1) ⊗ U(1) está
relacionado con un espacio complejo y métrica explícita y, debido a que se busca
una relación con el espacio de fase de la mecánica clásica, se demuestra que debe
tener una estructura simpléctica [36]. Esto permite realizar una transformación del




(q + ip) y z∗ = 1√
2
(q − ip) . (4.16)
Una de las propiedades más relevantes de estos estados coherentes es su no
ortogonalidad expresada como
|〈z|z′〉|2 = e−|z−z′|2 (4.17)
y su sobrecompletitud, es decir, la representación del operador identidad en la base
de los estados coherentes no es única. También se puede demostrar que los estados
coherentes de campo son autoestados del operador de aniquilación
a|z〉 = z|z〉 . (4.18)
Existen muchas otras propiedades que son relevantes especialmente en óptica
cuántica las que para nuestros propósitos no son necesarias mencionarlas.
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4.4. Estados coherentes atómicos
En el caso de los estados coherentes relacionados con los átomos de dos niveles
de energía, hay que tener en cuenta que hemos utilizado la correspondencia de los
sistemas de dos niveles de energía con el espín 1/2, tal que el sistema de átomos
independientes es descrito por un sistema de espines 1/2 independientes, de modo








Para estos operadores, el correspondiente grupo de Lie es el SU(2) con el álgebra
[Jz, J±] = ±J± y [J+, J−] = 2Jz . (4.20)
El espacio de Hilbert del grupo SU(2) es el espacio estándar {|j,m〉} del momen-
tum angular, estudiado en cualquier curso de mecánica cuántica del pregrado [3],
tal que se cumple
J2|j,m〉 = j(j + 1)h¯2|j,m〉 , (4.21)
Jz|j,m〉 = mh¯|j,m〉 , (4.22)
J±|j,m〉 =
√
j(j + 1)−m(m± 1)h¯|j,±m〉 , (4.23)
donde j = 0, 1/2, 1, 3/2, 2, 5/2, 3, . . . y m varía en una unidad desde m = −j
hasta m = j para cada j. El subgrupo de máxima estabilidad es el grupo U(1)
con el operador Jz, que lleva el estado |j,−j〉 invariante. En realidad, |j,−j〉 es




De esta manera, el estado coherente respectivo se define como
|j, ξ〉 = Ω(ξ)|j, j〉 . (4.25)
La geometría de SU(2)/U(1) es una esfera bidimensional S2, denominada esfera




eiφ con 0 ≤ θ ≤ pi
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1 + ττ ∗
, (4.28)
se demuestra en la referencia [26] que la estructura simpléctica del espacio geomé-




(q + ip) y τ ∗ = 1√
4j
(q − ip) , (4.29)
donde (q, p) es el correspondiente espacio de fase clásico.
4.5. Obtención de los hamiltonianos clásicos con
polarización circular del campo electromagné-
tico
Uno de los rasgos notables de los estados coherentes es su permanencia como tal,
es decir, si el sistema cuántico se encuentra en un estado coherente, permanecerá
siempre en un estado coherente, de modo que la evolución temporal del paquete de
onda se asemeja al de una partícula clásica. Por otro lado, se asume normalmente
que el límite clásico de la teoría cuántica es el límite h¯ → 0. De acuerdo a las
relaciones de incertidumbre, el límite mencionado demanda que la incerteza de las
coordenadas y momentos generalizados se hagan cero.
El valor esperado de un observable cuántico A (operador), es definido como
〈A〉 = 〈Ψ|A|Ψ〉 , (4.30)
donde |Ψ〉 es un estado cuántico cualquiera. En el caso de un estado cuántico que
corresponde a un estado coherente, el valor esperado viene a ser su valor clásico.
En otras palabras, si |Λ〉 corresponde a un estado coherente, el valor medio para
dicho estado viene a ser el correspondiente clásico
〈A〉 = 〈Λ|A|Λ〉 = Aclásico . (4.31)
Este resultado se utiliza para determinar los hamiltonianos clásicos a partir de los
cuánticos, de modo que
Hclásico = 〈Λ|H|Λ〉 . (4.32)
Antes de realizar el cálculo de los hamiltonianos clásicos, es pertinente ver
algunas propiedades que facilitan el procedimiento algebraico. El operador despla-
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de modo que
|z〉 = D(z)|0〉 = e−zz∗/2eza† (e−z∗a|0〉) . (4.34)
Desarrollando e−z∗a y eza† en serie de potencias y usando el hecho de que a|0〉 = 0,
la ecuación anterior (4.34) se reescribe como












la Ec. (4.35) se expresa como








Como los hamiltonianos cuánticos están expresados en términos de los opera-
dores de aniquilación a y creación a†, es necesario determinar los valores medios














Puesto que la acción de los operadores de creación y de aniquilación sobre los
estados de Fock |n〉, son conocidos en textos de mecánica cuántica [4],
a|n〉 = √n|n− 1〉 , (4.39)
el valor medio del operador de aniquilación para un estado coherente está dado
como
〈z|a|z〉 = z . (4.40)
De manera similar, se puede demostrar que el valor medio del operador de
creación es
〈z|a†|z〉 = z† , (4.41)
y verificar que
〈z|a†a|z〉 = zz∗ . (4.42)
Puesto que en nuestro caso estamos trabajando con las dos polarizaciones cir-
culares independientes, se tendrá un estado coherente por cada tipo de polarización
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circular, denotando como |z+〉 el estado coherente para polarización circular dere-
cha y |z−〉 como el estado coherente para polarización circular izquierda, de modo
que
〈z+|a+|z+〉 = z+ , 〈z+|a†+|z+〉 = z∗+ , (4.43)
y
〈z−|a−|z−〉 = z− , 〈z−|a†−|z−〉 = z∗− . (4.44)





(q2 + ip2) , z∗+ =
1√
2





(q3 + ip3) , z∗− =
1√
2
(q3 − ip3) . (4.46)
En el caso de los estados coherentes de momento angular |w〉, en la referen-
cia [26] se demuestra que el estado coherente se puede escribir como
|w〉 = 1
(1 + ww∗)−J
ewJ+ |J,−J〉 , (4.47)
donde |J,−J〉 es el estado mínimo del subespacio {|J,m〉 de la representación es-
tándar del momentum angular. Utilizando las expresiones dadas por (4.28) y (4.29)
y denotando el espacio de fase relacionado a los estados coherentes de momentum




4J − (p21 + q21)
y w∗ = q1 − ip1√
4J − (p21 + q21)
. (4.48)















Para los hamiltonianos con polarización circular encontrados en el Capítulo 3
(transiciones ∆m = ±1), queda claro que los estados coherentes del sistema se
pueden escribir como el producto ⊗ de cada tipo de estado coherente
|Λ〉 = |w〉 ⊗ |z+〉 ⊗ |z−〉 = |w, z+, z−〉 , (4.51)
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de modo que el hamiltoniano clásico se escribe como
Hclas = 〈z−, z+, w|H|w, z+, z−〉 , (4.52)
siendo H el operador hamiltoniano cuántico.
De acuerdo a la notación usada en el Capítulo 3 y utilizando los resultados




clas = 〈z−, z+, w|H(+)|w, z+, z−〉 . (4.53)
Las dos frecuencias deben ser iguales cuando se producen las transiciones entre
los dos niveles de energía. Así, reemplazando la expresión de H(+), Ec. (3.45),
en (4.53), se tiene
H
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Los valores medios de los operadores de la anterior expresión se escriben en tér-
minos de sus respectivas variables del espacio de fase, para lo cual se utilizan los
valores medios obtenidos anteriormente, ecuaciones (4.40), (4.41), (4.42), (4.43)
y (4.44), obteniendo los siguientes resultados:































〈z+|a+|z+〉 = z+ = 1√
2
(q2 + ip2) , (4.59)
〈z+|a†+|z+〉 = z+ =
1√
2
(q2 − ip2) , (4.60)
〈z−|a−|z−〉 = z− = 1√
2
(q3 + ip3) , (4.61)
〈z−|a†−|z−〉 = z− =
1√
2
(q3 − ip3) . (4.62)
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Estas expresiones se reemplazan en (4.54) y, después de las manipulaciones alge-


























4J − (p21 + q21)√
4J
[G1 (q1p2 − q2p1)−G2 (q1p3 + q3p1)] .
(4.63)
Siguiendo el mismo procedimiento se determina el hamiltoniano clásica que
corresponde a la polarización circular izquierda, cuyo resultado es
H
(−)






















4J − (p21 + q21)√
4J
[K1 (q2p1 − q1p2) +K2 (q1p3 + q3p1)] .
(4.64)






















4J − (p21 + q21)√
4J
[g+q2p1 + g−q1p2] .
(4.65)
Como ∆m = 0 corresponde a transiciones con polarización plana, la última ecua-
ción muestra el hamiltoniano clásico con dos grados de libertad, muy semejante al
obtenido en la Ec.(2.57) del Capítulo 2.
Capítulo 5
Discusión
En el nivel del presente trabajo no se pretende realizar un estudio detallado de
los resultados obtenidos en los capítulos 3 y 4, especialmente en lo que concierne
a los comportamientos caóticos. Como se ha mencionado en el caso de polari-
zación plana, entre las décadas de los años 80 y 90 del siglo pasado, los grupos
brasileños han realizado numerosas investigaciones relacionadas con caos, tanto del
hamiltoniano cuántico como clásico.
En este capítulo solamente haremos una descripción de los resultados obtenidos
en relación a las dificultades teóricas y técnicas que pueden encontrarse para rea-
lizar estudios detallados de los hamiltonianos clásicos y cuánticos en cuanto a sus
manifestaciones caóticas con polarización circular, lo cual puede justificar varias
publicaciones por ser resultados nuevos.
Sin embargo, es oportuno también comentar que lo obtenido en este trabajo
puede ser utilizado como modelos en óptica cuántica y realizar cálculos similares a
los obtenidos con polarización plana, algo que podría ser muy interesante explorar.
5.1. Hamiltonianos cuánticos
En términos generales, para cualquier estudio de la dinámica de un sistema
cuántico, lo primero es conocer los niveles de energía y sus correspondientes auto-
estados, llevándonos al problema de la diagonalización de la matriz que representa
el hamiltoniano. En los hamiltonianos obtenidos con polarización circular, debido
a que los dos sentidos de dicha polarización son independientes, se plantea el pro-
blema de resolver en un espacio de Hilbert que es el producto ⊗ del espacio de
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Fock relacionado a la polarización derecha, el otro espacio de Fock relacionado a la
polarización izquierda, al que se incluye el espacio del momento angular de espín
relacionado con los átomos. Los dos espacios de Fock tienen que ver con los dos
sentidos de polarización del campo electromagnético cuantizado. Como el espacio
de Fock es infinito numerable y la del espín finito, se tendrá la dificultad de diago-
nalizar una matriz infinita. Para obtener numéricamente la diagonalización de la
matriz debe acotarse la matriz, aqui necesariamente existe un trabajo bastante lar-
go observando el espectro de autovalores y dando las respectivas acotaciones, hasta
obtener uno que permita la convergencia requerida para las condiciones dadas.
Para el caso de polarización plana, donde el espacio de Hilbert es solamente
el producto ⊗ de un espacio de Fock y el de espín, conocemos que no es posible
una diagonalización analítica, excepto en la aproximación de onda rotante o casos
aproximados muy especiales [8], por lo que hay que recurrir a métodos numéricos.
La obtención de los autovalores de energía de los hamiltonianos con polariza-
ción circular es un trabajo en desarrollo. Nos permitirá realizar estudios como la
estadística de niveles de energía, para realizar pruebas del comportamiento caóti-
co. Crisp [24] ha conjeturado que eliminando una de las polarizaciones circulares
podría eliminarse caos, algo que es relativamente fácil verificar, como comentare-
mos en la siguiente sección para el caso clásico. Esto significaría que eliminando la
polarización circular izquierda o derecha de, por ejemplo, la Ec. (3.45), a la que se
elimina la polarización izquierda, queda como















de la cual sería posible obtener los niveles de energía de manera analítica y verificar
el comportamiento regular a través de la estadística de niveles.
Ya que el modelo de Dicke con polarización plana ha conducido a modelos
consagrados en óptica cuántica, como el modelo de Jaynes-Cummings [5], es posible
plantearse también realizar cálculos en dicha dirección, ya que finalmente pueden
conducir a realizar pruebas experimentales con los desarrollos que hoy se conocen
en óptica cuántica experimental, planteándose eliminar experimentalmente una de
las polarizaciones circulares. Posibles verificaciones que pueden hacerse en el marco
del modeo de Jaynes-Cummings son las oscilaciones de Rabi, colapsos y revivales.
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5.2. Hamiltonianos clásicos
En los últimos cuarenta años la mecánica clásica se ha revitalizado con el des-
cubrimiento de caos. Esencialmente se ha constatado que en la mayoría de las
situaciones, a pesar de que las ecuaciones de Hamilton son determinísticas, se en-
cuentra impredecibilidad cuando el tiempo se hace grande. Esto ha llevado a cierta
reformulación de la mecánica clásica en términos de los sistemas dinámicos, espe-
cialmente en lo concerniente a las ecuaciones canónicas de Hamilton, denominada
en ese contexto como sistemas hamiltonianos, cuando ya se creía una teoría aca-
bada, como puede verse en textos de mecánica clásica de los últimos años, por
ejemplo la tercera edición del consagrado texto de Goldstein [36].
Los hamiltonianos clásicos obtenidos con polarización circular son de tres gra-
dos de libertad. Nuestro interés intrínsico es verificar el comportamiento caótico
de dichos resultados. Habitualmente se realizan mapas de Poincaré que grafican
de manera cualitativa el comportamiento regular o caótico de los hamiltonianos.
Dichos mapas consisten en proyectar la dinámica sobre superficies que podamos
observar en dos dimensiones. Cuando se trata de sistemas hamiltonianos conserva-
tivos, como es nuestro caso, la dinámica se puede reducir a una dimensión, y en el
caso de dos grados de libertad es posible proyectar a un plano de dos dimensiones.
En nuestro caso, de tres grados de libertad, no se puede dar esa posibilidad, por
lo que se descarta el uso de mapas de Poincaré.
Otro de los métodos utilizados para verificar comportamientos caóticos es la
determinación de los exponentes de Lyapunov [40, 41], lo cual si permitiría reali-
zar la prueba correspondiente. Sin embargo, en este caso, el esfuerzo numérico es
muy grande pero realizable. Utilizando las ecuaciones de Hamilton para el hamil-
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√






























4J − (q21 + p21)√
4J
G2p1. (5.7)
Para determinar los exponentes de Lyapunov hay que resolver 36 ecuaciones di-
ferenciales ordinarias adicionales relacionadas con la lienalización del sistema de
ecuaciones anterior fijando una condición inicial para cada variable del espacio de
fase, que representa un vector de seis dimensiones. Una reciente revisiòn de los
exponentes de Lyapunov se puede encontrar en la publicaciòn de Hartl [42]. No
obstante, en los últimos años se ha propuesto caracterizar caos en sistemas ha-
miltonianos conservativos de hasta tres grados de libertad, como es nuestro caso,
utilizando el índice de alineamiento más pequeño, llamado método SALI [43].
Si eliminamos una de las polarizaciones circulares del hamiltoniano (4.63), por
ejemplo la relacionada con la polarización circular izquierda, se tendría que hacer
cero la variable q3 y p3, quedando
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4J − (p21 + q21)√
4J
[G1 (q1p2 − q2p1)] .
(5.8)
Puede verificarse sin mucha dificultad que este hamiltoniano nos dará un compor-
tamiento regular, puesto que si intentamos proyectar la dinámica al plano q1p1,
por ejemplo, en la cual se hace q1 = 0 y p1 = 0, se llega a una hamiltoniano del
tipo








la cual nos asegura que el mapeo en dicho plano serán trayectorias regulares.
Capítulo 6
Conclusiones
Se han obtenido los hamiltonianos cuánticos y clásicos del sistema espín-bosón
cuando el campo electromagnético es circularmente polarizado, lo cual ocurre para
transiciones ∆m = ±1 en átomos hidrogenoides, y polarización plana para transi-
ciones ∆m = 0 en el mismo tipo de átomos.
Los parámetros del sistema, G1, G2, K1 y K2, para polarización circular, y
g, g′ para polarización plana, dependen del valor de la integral radial del átomo
relacionado a los niveles de energía donde se producen las transiciones.
Para explorar cuánticamente los regímenes caóticos, que dependen de los valo-
res de los parámetros señalados arriba, se hace necesario determinar los niveles de
energía del sistema para el estudio estadístico de niveles de energía, lo cual es una
tarea planteada a futuro por las dificultades teóricas y prácticas.
El estudio de los correspondientes hamiltonianos clásicos es también una tarea
a futuro, que permite encontrar los regímenes caóticos en el marco de la teoría de
los sistemas dinámicos y las familias de órbitas periódicas.
Adicionalmente, se sugiere que las hamiltonianos cuánticos obtenidas con pola-
rización circular, pueden utilizarse para realizar una serie de cálculos relacionados
con óptica cuántica y que hoy podrían ser verificados experimentalmente.
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