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Abstract
Facial expression recognition has been an active topic in computer vision since 90s due
to its wide applications in human-computer interaction, entertainment, security, and health
care. Previous works on automatic analysis of facial expressions have focused mostly on
detecting prototypic expressions of basic emotions like happiness and anger. In contrast,
the Facial Action Coding System (FACS) is one of the most comprehensive and objective
ways to describe facial expressions. It associates facial expressions with the actions of
the muscles that produce them by defining a set of atomic movements called Action Units
(AUs). The system allows any facial expressions to be uniquely described by a combination
of AUs. Over the past decades, extensive research has been conducted by psychologists
and neuroscientists on various applications of facial expression analysis using FACS. Auto-
mating FACS coding would make this research faster and more widely applicable, opening
up new avenues to understanding how we communicate through facial expressions.
Morphology and dynamics are the two aspects of facial actions, that are crucial for the
interpretation of human facial behaviour. The focus of this thesis is how to represent and
learn the rich facial texture changes in both the spatial and temporal domain. The effect-
iveness of spatial and spatio-temporal facial representations and their roles in detecting the
activation and temporal dynamics of facial actions are explored. In the spatial domain,
a novel feature extraction strategy is proposed based on a heuristically defined regions
from which a separate classifier is trained and fused in the decision-level. In the temporal
domain, a novel dynamic appearance descriptor is presented by extending the static ap-
pearance descriptor Local Phase Quantisation (LPQ) to the temporal domain by using the
Three Orthogonal Planes (TOP). The resulting dynamic appearance descriptor LPQ-TOP
is applied to detect the latent temporal information representing facial appearance changes
and explicitly model facial dynamics of AUs in terms of their temporal segments. Finally,
a parametric temporal alignment method is proposed. Such strategy can accommodate
very flexible time warp functions and is able to deal with both sequence-to-sequence and
sub-sequence alignment. This method also opens up a new approach to the problem of
AU temporal segment detection.
This thesis contributes to facial action recognition by modelling the spatial and tem-
poral texture changes for AU activation detection and AU temporal segmentation. We
advance the performance of state-of-the-art facial action recognition systems and this has
been demonstrated on a number of commonly used databases.
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Facial expressions provide information not only about affective state, but also about cognitive
activity, temperament and personality, truthfulness, and psychopathology [46]. They have
been used recently to study health qualities such as pain and depression in the clinical in-
vestigation of neuropsychiatric disorders [161] and have some applications in security such as
deception detection [53]. Facial expressions are some of the most direct, naturally pre-eminent
means for human beings to regulate interactions with each other [33]. They are powerful non-
verbal communication cues that often convey important social information. For example, we
raise our eye brows to stress the importance of a spoken message. They are also an important
complementary cue when it comes to the analysis of vocal activity, helping on problems such
as automatic speech understanding or the detection of laughter and other vocal outbursts
[177]. Machine understanding of facial expressions would have many practical applications.
For instance, it could revolutionise user interfaces for artefacts such as robots, mobile devices,
cars, and conversational agents [33, 111]. It could also provide a more efficient and objective
Figure 1.1: Examples of upper and lower face AUs defined in the FACS
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1. Introduction
log of a subject’s facial expressions than experimental psychologists could create unaided.
A major limitation of most existing facial expression recognition systems is that they focus
on emotion recognition and usually the six basic emotions only. However, as stated above,
displaying emotions is just one of the many functions of facial expressions. The Facial Action
Coding System (FACS) is one of the most comprehensive and objective ways to describe facial
expressions. It associates facial expressions with the actions of the muscles that produce them
by defining a set of atomic movements called Action Units (AUs). The system allows any
facial expressions to be uniquely described by a combination of AUs, but it is not limited to
expressions of emotions. Two examples of annotated expressions are shown in Fig. 1.1. This
thesis aims to recognise a complete range of facial expressions by following the theory of FACS.
A detailed introduction to FACS and related issues will be provided in Chapter 2.
Although tremendous growth has been observed in facial action recognition over the past two
decades, this field of research is still underdeveloped and many problems are still open waiting
to be researched. Most existing AU recognition systems only focus on the morphological
aspects (i.e. muscle action activation) of a facial expression. However, the body of research
in cognitive sciences suggests that both the morphology and dynamics of facial expressions
plays an important role in the interpretation of human facial behaviour (e.g. [7]). This thesis
addresses not only the problem of AU activation detection, but also the modelling of the
temporal dynamics of facial actions by detecting their constituent temporal segments (i.e.
onset, apex and offset).
The task of facial action recognition typically consists of three steps: pre-processing, feature
extraction and machine analysis of facial actions. The pre-processing step usually relates to
face localisation, tracking and registration to remove the variability caused by changes in head
pose and illumination. The traditional goal of feature extraction is to convert pixel data into
a higher-level representation of shape, motion, colour and texture, which minimises within
class variations whilst maximising between class variations. Additionally this higher-level
representation often grants some robustness to environmental conditions such as illumination
or colour sensitivity variation in cameras. Finally, different machine learning techniques are
adopted to classify the extracted feature into different categories. A thorough literature review
on each of these components will be given in Chapter 3.
Constructing an effective facial representation from images or image sequences is an essential
step for successful facial action recognition. The most widely used classes of feature extraction
methods are geometry-based methods and appearance-based methods. Geometric features are
16
usually derived from a set of facial fiducial landmarks, while appearance-based features aim
to capture differences in appearance caused by muscle actions both in terms of changes in
permanent facial features (e.g. the triangular shape of the mouth corner when smiling) as well
as transient features such as wrinkles, bulges and furrows that only appear when an action is
performed. This thesis focuses on the appearance-based methods.
There is a wide range of literature on automatic AU analysis focusing on the problem of
finding the ideal feature descriptors. However, they usually suffer from two limitations: First,
little attention has been paid to which parts of the face these descriptors should be applied
to and second the temporal aspect of the facial appearance changes has often been ignored.
Therefore, this thesis explores the rich and complex facial appearance changes caused by
facial expressions. It is believed that modelling these texture changes in both the spatial and
temporal domain could provide important additional information for AU activation detection,
and in this way helps disambiguate among some AUs. For example, the only difference between
AU43 (eye closure) and AU45 (blink) lies in the temporal domain. Moreover, it enables the
possibility of modelling the temporal dynamics of facial actions. Note that in the context
of feature extraction, ‘spatial’ refers to features extracted from a single image frame, while
‘temporal’ reflects information retrieved from a space-time video/image sequence.
To this end, a family of binarised local appearance descriptors Local Binary Pattern (LBP)
and Local Phase Quantisation (LPQ) is adopted. The reason for this is that these descriptors
have been demonstrated to attain a better performance for various problems such as face
recognition and emotion recognition [4, 135] than most existing methods in various comparative
studies, with respect to both performance and computational efficiency. A preliminary study
is carried out to study the feasibility of this approach for the problem of AU recognition
in Chapter 4. This work also serves as the baseline system of the First Facial Expression
Recognition Challenge (FERA) [155].
Facial action units cause only local appearance changes, it is therefore believed that facial
action recognition could benefit from modelling spatial appearance changes in a local manner.
In Chapter 5, a novel feature extraction strategy is proposed based on a new definition of the
regions from which local appearance features are computed. The information from multiple
patches is combined using a decision-level fusion in which a separate classifier is trained for each
region and these results are combined using an additional layer of classifiers. This configuration
allows each classifier to learn the typical appearance changes for parts of the face, caused by
certain facial actions and reduces the dimensionality of the problem, thus proving to be more
robust. In contrast to the popular ways to extract features such as dividing the face into
17
1. Introduction
blocks and patches around facial landmarks, the proposed domain specific region method is
able to encode the full facial appearance, while preserving the local features.
Furthermore, to encode both spatial and temporal appearance changes, the static appear-
ance descriptor Local Phase Quantisation (LPQ)[106] is extended to temporal Three Ortho-
gonal Planes (TOP), inspired by a similar extension of Local Binary Patterns, LBP-TOP
[178]. The resulting spatio-temporal appearance descriptor LPQ-TOP is applied to detect the
latent temporal information representing facial appearance changes and explicitly model facial
dynamics of AUs in terms of their temporal segments. Chapter 6 shows that spatio-temporal
appearance descriptors are suitable for capturing the temporal segments of AUs, and they
add valuable information with respect to static appearance descriptors. This also validates,
as suggested above, the benefit of modelling the texture changes in both spatial and temporal
domains.
Finally, in order to further exploit the potential of modelling temporal correlations between
frames, a novel parametric temporal alignment framework is presented for the analysis of
facial actions in Chapter 7. The problem of temporal alignment is cast in a similar fashion
to the Lucas-Kanade spatial alignment algorithm. By adopting the methodology presented
in [181], the test sequence is projected into a parametric uni-dimensional manifold embedded
in a lower-dimensional space thus becomes continuous and differentiable respect to time. An
adequate loss function is then defined to measure the quality of alignment, and a family
of temporal warps is considered. Then, an iterative gradient descent strategy is applied to
incrementally find the optimal parameters of the warp, i.e., those that minimise the alignment
error. Such a strategy can accommodate very flexible time warp functions, is able to deal
with both sequence-to-sequence and sub-sequence alignment problems, and the optimal warp
parameters can be found by an efficient Gauss-Newton gradient descent search. This approach
is applied to the problem of facial action classification and AU temporal segment detection.
For facial action classification, this method could reduce the intra-class variability caused by
the speed of execution or the amplitude of the action. The temporal segments of facial actions
could be viewed as sub-actions. By using these sub-actions as the template, the problem
of temporal segment detection can be converted to a sub-sequence alignment problem. This
chapter shows that this approach produces the best results to date for the problem at hand,
and provides the promising opportunity of working with facial actions from a new perspective.
The work presented in this thesis gives a comprehensive survey into machine analysis of
facial actions, and explores different feature extraction and pattern recognition methods for
the problem of AU recognition and AU temporal segment detection. In the remainder of this
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1.1. Contributions
chapter, a list of main contributions, a thesis overview and a list the related publications will
be given.
1.1 Contributions
This thesis makes the following contributions to facial action recognition:
• The well-performing local appearance descriptor Local Binary Patterns (LBP) and Local
Phase Quantisation (LPQ) are applied to AU detection for the first time in the literature
(see Chapter 4);
• A novel feature extraction strategy is proposed based on a new definition of the regions
incorporating domain knowledge and capturing AU-related changes within a region, from
which local appearance features are computed (see Chapter 5);
• Different ways of combining information from multiple regions are investigated. The
superior performance of decision-level fusion which separate classifiers are trained in
each region and combined using a weighted-sum model, to feature-level fusion, which
features from each region are concatenated to a single vector are studied, is shown for
the problem of AU activation detection (see Chapter 5);
• The use of spatio-temporal features for AU analysis is studied and shown to outper-
forms both the use of spatial-only and temporal-only (i.e. motion-based) approaches
(see Chapter 6);
• A novel spatio-temporal appearance descriptor Local Phase Quantisation from Three
Orthogonal Planes (LPQ-TOP) is proposed for facial action recognition problem in order
to capture both spatial and temporal texture changes (see Chapter 6);
• The capability of dynamic appearance descriptors in the detection of AU temporal seg-
ments is demonstrated. Until now, only motion-based and geometric-based features
could be used successfully for this task (see Chapter 6);
• A parametric temporal alignment framework is presented. Such strategy can accom-
modate for very flexible time warp functions, does not need to exhaustively align all
frames in both sequences, and the optimal warp parameters can be found by an efficient
Gauss-Newton gradient descent search (see Chapter 7);
19
1. Introduction
• An application of the proposed alignment framework is presented for different problems
of mouth actions. To this end, a set of adequate loss functions and temporal warping
functions are defined (see Chapter 7);
• A novel approach for detecting AU temporal segments is presented. This approach
presents the advantage of treating the action as a whole, instead of basing learning and
inference on frame-based patterns (see Chapter 7).
1.2 Related publications
• Automatic Analysis of Facial Actions: A Survey, B. Jiang, B. Martinez, M. F. Valstar,
M. Pantic. International Journal of Computer Vision, under review, 2013 (impact factor
2013: 3.533).
• Dynamic Appearance Descriptor Approach to Facial Actions Temporal Modelling, B.
Jiang, M. F. Valstar, B. Martinez, M. Pantic. IEEE Transactions on Cybernetics, 44(2),
pp. 161-174, 2014 (impact factor 2013: 3.781).
• Meta-Analyis of the First Facial Expression Recognition Challenge, M. F. Valstar, M.
Mehu, B. Jiang, M. Pantic, K. Scherer. IEEE Transactions on Systems, Man, and
Cybernetics-B, 42(4), pp. 966-979, 2012 (impact factor 2013: 3.781).
• Parametric temporal alignment for the detection of facial action temporal segments, B.
Jiang, B. Martinez, and M. Pantic, British Machine Vision Conference, 2014.
• Decision Level Fusion of Domain Specific Regions for Facial Action Recognition, B. Jiang,
B. Martinez, M. Valstar, and M. Pantic, IEEE International Conference on Pattern
Recognition, 2014.
• AVEC 2013 - The Continuous Audio/Visual Emotion and Depression Recognition Chal-
lenge, M. F. Valstar, B. Schuller, K. Smith, F. Eyben, B. Jiang, S. Bilakhia, S. Schnieder,
R. Cowie, and M. Pantic, proc. International Conference on ACM Multimedia, 2013.
• Facial Action Recognition using sparse appearance descriptors and their pyramid repres-
entations, B. Jiang, M. F. Valstar, and Maja Pantic, Proceedings of IEEE International
Conference on Social Computing, 2012.
• Action Unit detection using sparse appearance descriptors in space-time video volumes,
B. Jiang, M. F. Valstar, M. Pantic. Proceedings of IEEE International Conference on
Automatic Face and Gesture Recognition. pp. 314-321, 2011.
20
1.3. Thesis outline
• The First Facial Expression Recognition and Analysis Challenge, M. F. Valstar, B. Jiang,
M. Mehu, M. Pantic, K. Scherer. Proceedings of IEEE International Conference on
Automatic Face and Gesture Recognition, FERA 2011 Workshop on Facial Expression
Recognition and Analysis Challenge. pp. 921-926, 2011.
1.3 Thesis outline
The thesis is structured as follows. Chapter 2 gives a detailed introduction of the Facial
Action Coding System (FACS) and its applications. A comprehensive literature review of
recent efforts in the field is then provided, focusing exclusively on automatic AU detection in
Chapter 3. In addition, the existing FACS-coded facial expression databases are summarised
in the same chapter. In Chapter 4, a preliminary study of automatic facial action recognition is
presented along with the First Facial Expression Recognition Challenge held during the IEEE
conference on Automatic Face and Gesture Recognition 2011. In this chapter, a new family
of appearance descriptors LBP has been adopted for the problem of facial action recognition.
Chapter 5 presents a region-based classification method which introduces a mid-level decision
layer by training separate classifiers for each region of the face. A domain specific approach
uses the knowledge of where specific facial muscle contractions cause appearance changes
and defines regions covering the whole face parameterised in terms of facial point locations.
Chapter 6 presents a novel dynamic appearance descriptor Local Phase Quantisation from
Three Orthogonal Planes (LPQ-TOP) for facial action unit detection and applied for the
explicit analysis of temporal dynamics of facial actions. Chapter 7 introduces a temporal





Facial Action Coding System (FACS)
The face is an enormously rich source of information about emotion and intention. Facial
expressions are some of the most important means of non-verbal communication. Scientific
work on facial expressions can be traced back to at least 1872 when Charles Darwin published
The Expression of the Emotions in Man and Animals [44]. He studied the similarities and
differences of displays of emotion between human and animals, concluding that “the young
and the old of widely different faces, both with man and animals, express the same state of
mind by the same movements”. This study created significant interest among psychologists
and cognitive scientists. Most notably, Silvan Tomkins and his student Paul Ekman. They
suggested that faces held valuable clues to inner emotion and motivations. In one of their
experiments, Ekman edited a hundred thousand feet of the film that had been shot in a
culturally isolated New Guinea society and Tomkins accurately identified whether the groups
of people are peaceful and friendly (the South Fore tribe), or hostile and murderous (the
Kukukuku tribe) based on just close-ups of the faces of the tribesmen [49].
There are two main approaches for facial expression measurement in the field of psychology:
message and sign judgement [33]. Message judgement aims to directly decode the meaning
conveyed by a facial display (such as being happy, angry or sad). For instance, Paul Ek-
man suggested that the six basic emotions, namely anger, fear, disgust, happiness, sadness
and surprise, are produced and perceived independently of cultural background (as shown
in Fig. 2.1)[50]. This theory was inspired directly by Darwin’s observations that our facial
expressions belong to our evolutionary, rather than to our cultural, heritage. He believed that
there were a common set of rules that governed the facial expressions that human beings made.
In order to validate this theory, Ekman traveled to Japan, Brazil, and Argentina – and even
to remote tribes in the jungles of the Far East – carrying photographs of men and women
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Figure 2.1: Ekman’s six basic emotions
Figure 2.2: Russell’s circumplex model of emotions,
showing the emotion space spanned by the bipolar
continui valence and arousal
making a variety of distinctive faces. To his amazement, everywhere he went, people agreed
on what those expressions meant[49]. Due to the simplicity of the discrete representation,
prototypic facial expressions of the six basic emotions are most commonly studied and rep-
resent the main message-judgement approach. However, while Ekman concluded that these
six basic emotions are universally recognised and produced, he never claimed that these are
the only possible emotions nor the only or fundamental facial expressions. Our face is rich
and expressive. More than 7,000 facial expressions have been observed [132]. Other important
social signalling, such as a brow flash, which is often used in western society to greet a known
person, or brow lowering to indicate that one doesn’t understand or agree with the other
person, are not included in this system.
James A. Russell argued that affective states are continuous and systematically related
to one another and proposed a system of two bipolar continui, namely valence and arousal
[124]. Valence roughly ranges from sadness to happiness while arousal ranges from boredom
or sleepiness to frantic excitement. According to Russell, all emotions lie on a circle in this
two dimensional space (see Fig. 2.2). However, it remains unclear how a facial expression
should be mapped to the space or, vice versa, how to define regions in the valence/arousal
space that correspond to a certain facial expression. Moreover, in message judgement systems,
Ekman’s six basic emotions or Russell’s circumflex model, often assume that facial expression
and target behaviour (e.g. emotion) have an unambiguous many-to-one correspondence, which
is not the case according to studies in psychology [9]. In general, relations between messages
and their associated displays are not universal, with facial displays and their interpretation
varying from person to person or even from one situation to another.
Sign judgement aims to study the physical signal used to transmit the message instead
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(such as raised cheeks or depressed lips). It is independent from any interpretation attempt,
leaving the inference about the conveyed message to higher order decision making. The Facial
Action Coding System (FACS) is one of the most common descriptors used in sign-judgement
approaches. FACS is comprehensive and objective, as opposed to message-judgement ap-
proaches. Since any facial expression results from the activation of a set of facial muscles,
every possible facial expression can be comprehensively described as a combination of AUs
[51]. While it is objective in that it describes the physical appearance of any facial display,
it can still be used in turn to infer the subjective emotional state of the subject, which can-
not be directly observed and depends instead on personality traits, context and subjective
interpretation [112]. Therefore, FACS is adopted to describe facial actions in this work.
This chapter presents a brief review of relevant issues regarding FACS coding as introduced
by Ekman and Friesen [50]. In Section 2.1, an overview of FACS is given and some issues
relating to FACS coding are clarified. Section 2.2 discusses the two aspects of a facial expression
morphology and dynamics which are also the main focus of this work. Section 2.3 presents
some existing application of FACS by psychologists cognitive scientist.
2.1 An overview of FACS
The Facial Action Coding System (FACS)[51] is a taxonomy of facial expressions originally
created by Ekman and Friesen [51], and revised in 2002 [50]. Ekman and Friesen combed
through medical textbooks that outlined the facial muscles, and identified every distinct mus-
cular movement that the face could make. When each of those muscle movement had been
mastered, they began working on AU combinations layering one movement on top of another.
The system defines 32 atomic facial muscle actions named Action Units (AUs): 9 AUs in the
upper face, 18 in the lower face (as shown in Fig. 2.3), and 5 AUs that cannot be uniquely
attributed to either. Additionally it encodes a number of miscellaneous actions, such as eye
gaze direction and head pose, and 14 descriptors for miscellaneous actions. With FACS, every
possible facial expression can be described as a combination of AUs. For example, expres-
sions typically associated with happiness contain AU6 and AU12 while those associated with
sadness contain AU1, AU4 and AU15. Table 2.1 shows a number of expressions with their
associated AUs.
Note although FACS is based on muscle activations, there is no one-to-one mapping of facial
muscle actions to facial action units. Sometimes there are more than one muscles involved
in producing a single AU, and sometimes the same AU is involved to produce a number of
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Figure 2.3: A list of upper and lower face AUs and their interpretation.
different AUs. For example, in a genuine smile, there are typically six muscle types involved:
the zygomaticus major and minor, the orbicularis oculi, the levator labii superioris, the levator
anguli oris, and the risorius. This would however be coded as AU12 + AU6 and depending on
the strength of the smile, some of these muscles might not be used after all.
Compared to the original version [51], the 2002 version removed most co-occurrence rules,
a number of AUs were made redundant, minimum requirements were eliminated, and a novel
intensity scoring definition was introduced. Due to the difference between the versions, there
has been some confusion in the facial expression community. Some papers mention that there
are 46 AUs, others mention 32. Some allow scoring of AU27 and AU25 occurring together
(possible in the new version), others don’t. Note that in this thesis, the 2002 version of FACS
is used.
Table 2.1: Lists of AUs involved in some expressions
AUs
FACS: upper face: 1, 2, 4-7, 43, 45, 46;
lower face: 9-18, 20, 22-28; other:
21, 31, 38, 39
anger: 4, 5, 7, 10, 17, 22-26
disgust: 9, 10, 16, 17, 25, 26
fear: 1, 2, 4, 5, 20, 25, 26, 27
happiness: 6, 12, 25
sadness: 1, 4, 6, 11, 15, 17
surprise: 1, 2, 5, 26, 27
pain: 4, 6, 7, 9, 10, 12, 20, 25, 26, 27, 43
cluelessness: 1, 2, 5, 15, 17, 22
speech: 10, 14, 16, 17, 18, 20, 22-26, 28
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2.2 Morphology and dynamics
The morphology and dynamics are two aspects of a facial display. Face morphology refers
to facial configuration such as activation and co-occurrence of facial muscles, amplitude, and
asymmetry of amplitude, which can be observed from static frames. On the other hand,
dynamics reflect the temporal evolution of one (possibly neutral) facial display to another,
and can be observed in videos only. These dynamics can be described by duration, motion,
asymmetry of motion, and temporal correlation between AU occurrences.
Both the morphology and dynamics of facial expressions are crucial for the interpretation
of human facial behaviour. For example, Ambadar et al. [7] have shown that perceived smile
meanings (amused, embarrassed, nervous, polite, or other) were related to specific variation
in smile morphological and dynamic characteristics. Dynamics are also essential for the cat-
egorisation of complex psychological states like various types of pain and mood [166]. They
improve the judgement of observed facial behaviour (e.g. affect) by enhancing the perception
of change and by facilitating the processing of facial configuration. They represent a critical
factor for interpretation of social behaviours like social inhibition, embarrassment, amuse-
ment and shame [41, 53]. They have high correlation with trustworthiness, dominance, and
attractiveness in social interactions [58].
The importance of facial action dynamics is also demonstrated in distinguishing between
involuntary and deliberately displayed (often referred to as “posed”) facial expressions
[56, 55, 36, 50]. The involuntary and posed facial expressions are different both in terms
of semantic content of the facial expression, and the physical realisation of the expressions
[50, 53, 102]. Neuroanatomical evidence suggests that involuntary and deliberate facial ex-
pressions are controlled by different mechanisms, resulting in different activation patterns
of the facial muscles [50, 53]. Sub-cortically initiated facial expressions (involuntary ones)
are characterised by synchronised, smooth, symmetrical, and reflex-like muscle movements
whereas cortically initiated facial expressions (deliberate ones) are subject to volitional real-
time control and tend to be less smooth, with more variable dynamics [111].
FACS also defines additional set of rules to describe these two aspects of facial actions.
According to the latest version of the FACS manual [52], AU intensity scoring is done on a
five-point ordinal scale, A-B-C-D-E. The interpretations of these levels are as follows: level A
refers to a trace of the action; B, slight evidence; C, marked or pronounced evidence; D, severe
or extreme action; and E, maximum evidence.
However, when more than one AU activated at the same time, they can produce appearance
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Figure 2.4: An example of facial dynamics for AU12 (neutral → onset → apex → offset → neutral).
changes that are relatively independent, changes in which one action masks another, or a new
and distinctive set of appearances. When the combination of Action Units responsible for a
set of appearance changes is additive, the decisions you need to make to score an AU are still
relatively straightforward. In such additive cases, the appearance changes of each separate AU
are relatively independent and produce in the combination the sum of all these distinct changes
caused by the separate AUs. Evidence of each AU remains clearly recognisable because they
have combined without distorting or changing the appearances due to each separate AU. In
some cases, additive changes are totally independent, with no AU affecting the appearance of
any other, such as when the AUs are in different areas of the face. A combination which is
different is one where the appearance changes are not simply the sum of the appearances of the
constituent AUs, but create distinctively new appearance changes. Two or more of the AUs
in combination produce some of the same appearance changes used as intensity criteria for at
least one of the AUs. This overlapping of appearance changes might require setting criteria to
adjust for their effects in the combined appearance. Furthermore, some AU combinations are
more common than others due to latent variables such as emotions. For example, happiness
is often expressed as a combination of AU12 and AU6.
In terms of facial dynamics (i.e. timing, duration, speed of activation and deactivation of
various AUs), the most commonly used way is by detecting the boundaries of the temporal
segment (namely neutral, onset, apex, offset) of each AU activation (as shown in Fig. 2.4).
More specifically, they can be defined as follows:
• Neutral phase: there is no manifestation of activation of the muscle corresponding to
the target AU.
• Onset phase (attack): the intensity of the muscle activation increases towards the apex
phase.
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Figure 2.5: Examples of FACS applications
• Offset phase (release): progressive muscular relaxation towards the neutral phase.
This thesis focuses on detecting the activation of AUs in the spatial domain and modelling
the temporal segments in the temporal domain.
2.3 Applications
Over the past 30 years, extensive research has been conducted by psychologists and neuros-
cientists using the FACS on various aspects of facial expression analysis. This section lists a
number of possible applications using FACS.
• Pain detection: Pain is a subjective sensation thus monitoring the pain level of patients
is a nontrivial task. Currently in most hospitals nurses visit a patient five times a day
and ask them to self-report their pain on a 5-point scale. One of the main drawbacks of
this approach is that this score is extremely subjective, both from the point of view of the
person recording the pain and the point of view of the person describing the pain. Health
professionals tend to underestimate their patients’ pain as they might think that the
patient is exaggerating, and a patient might act tough and under report his pain or might
whine and exaggerate the pain felt. Prkachin and Solomon [120] conducted extensive
experiments on a diverse sample of 129 people suffering from shoulder pain underwent
a battery of active and passive range-of-motion tests to their affected and unaffected
limbs. Participants rated the maximum pain induced by each test on three self-report
scales. Facial actions were measured with the Facial Action Coding System. They show
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that it is possible to quantify pain as the sum of the intensities of AU4 (brow lowering),
AU6 and AU7 (orbicularis oculi tightening), AU9 and AU10 (levator contraction), and
AU43 (eye closure). This system can potentially provide a more objective measurement
of pain levels, as well as distinguish voluntary and evoked expressions of pain [50, 53].
This study has been joined by computer scientists recently. In [85], the authors adopted
this system to automatically detect pain through the analysis of AUs. Similarly, Cohn
and his colleagues used this formula to generate the ground truth of pain used in their
experiments [89, 90, 91]. Ashraf et al. [11, 12] detected pain on a frame-by-frame basis in
participants with rotator cuff injuries. If such a system were to run in at least near-real
time, an incredible increase in accuracy and reliability of measurements as well as an
increased reaction speed to acute pain could be achieved, compared with the current
five-times a day measurement.
• Depression and anxiety detection: Recent studies suggest that anxiety disorders are the
most common mental illness in the U.S., affecting 40 million adults age 18 and older (18%
of U.S. population); it costs the U.S. more than $42 billion a year, almost one-third of
the country’s $148 billion total mental health bill, according to “The Economic Burden
of Anxiety Disorders,” a study commissioned by ADAA (The Journal of Clinical Psychi-
atry, 60(7), July 1999)1. Research based on the FACS has shown that facial expressions
can predict the onset and remission of depression, schizophrenia, and other psychopatho-
logical aﬄictions [53], can discriminate suicidally from non-suicidally depressed patients
[64] and can predict transient myocardial ischemia in coronary patients [53]. Cohn et
al. [34] automatically detected depression from facial actions and vocal prosody. Hamm
et al. [62] conducted a statistical study to detect disorders which are known to impact
facial expressions, based on a set of action units.
• Avatars with expressions: Creating a vivid and believable facial movement is one of
the main challenges in visual effect (VFX) field. As one of the most comprehensive
facial measurement system, FACS has attracted significant interests from Hollywood
VFX companies such as Sony Pictures Imageworks and Weta Digital. For instance,
FACS has been employed for King Kong to capture extremely subtle to highly dramatic
expression and faithfully translate the actor’s performance to King Kong’s face. A
more advanced version of this technology has been used in Avatar to capture the Navi
character performance. They recorded the actor’s facial performance using videos from
a small, helmet-mounted camera in real time and tracked the movements of the face
1http://www.adaa.org/about-adaa/press-room/facts-statistics Date of access: March 18, 2014
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based on FACS. These results were mapped them onto a rigged model that replicated
the actor’s expressions on a facial puppet in the virtual monitor used by the director
on the virtual stage2. By using FACS, this system could drive a rig which could make
7,000 different expressions and included the detail needed to capture the subtle eye and
mouth movement necessary to bring the characters to life. Moreover, it enabled faithful
representation of the original actor’s expression on a face with quite different proportions,
enabling the actor to drive the virtual puppet with their performance.
• Affective robots: Traditional robots operate in environments that do not contain humans,
mainly in factories or environments that are inherently hostile to humans (e.g. near
bombs or in nuclear power plants). However, there has been a major shift towards so-
called social robots. In contrast, these robots are designed to have contact with humans.
This new generation of robots have been designed for tasks such as helping the elderly
and the disabled in their homes 3 or as robot pets and toys. Because the whole idea
behind these robots is communication with humans, it is very important to improve the
current state of human-robot communication and interaction so that it will run smoother
and with fewer mistakes. To attain such human-robot interaction, it is of paramount
importance for the robot to understand the human’s facial expressions.
• Deception detection: Detecting deception is an extremely challenging task. It often
stumps the most experienced police officers, judges, customs officials and other forensic
professionals. Research has shown that even agents from the FBI, CIA and Drug En-
forcement Agency do not do much better than chance in telling liars from truth-tellers.
Duchenne noted that all of the facial muscle actions would occur involuntarily, but only
some could be produced deliberately [50]. For example, very few people can voluntarily
perform AU1 (inner eye brow lowerer) while it is activated naturally when someone is
sad. This finding becomes one of the most important basis for automatic deception
detection later on. Ekman and his group picked up this finding and further conducted
research into how facial expressions, gestures, and other nonverbal behaviours reveal our
emotions and most pertinently our deceptions. He suggested that the human subjects
betrayed their emotional state through something so-called microexpressions[50]. Micro-
expressions are very brief, involuntary facial expressions shown on the face of humans.
Comparing to normal expressions which last between 1/2 to 4 second, microexpressions
2http://sanpal.blogspot.co.uk/2011/02/facial-action-coding-system-facs.html Date of access: March 18,
2014
3http://innovation.uk.msn.com/personal/will-robot-nurses-soon-be-caring-for-us. Date of access: March 21
2014
31
2. Facial Action Coding System (FACS)
usually lasting between 1/25 to 1/15 of a second. They occur when a person either
deliberately or unconsciously conceals a feeling[50]. The Fox television drama Lie to
Me is greatly inspired by this finding. Building systems which can automatically detect




Automatic Analysis of Facial Actions:
A literature review
Given the significant role of faces in our emotional and social lives, automating the analysis
of facial signals would be very beneficial. This is especially true for the analysis of AUs. A
major impediment to the widespread use of FACS is the time required both to train human
experts and to manually score video. It takes over 100 hours of training to achieve minimal
competency as a FACS coder, and each minute of video takes approximately one hour to
score [46, 51]. It has been argued that automatic FACS coding can potentially improve the
reliability, precision, reproducibility and temporal resolution of facial measurements [46].
In spite of these facts, message-judgement approaches have been the most popular automatic
approaches. This is expected, however, when the complexity of the AU detection problem is
considered – a high number of classes (32 AUs vs. six basic emotions), more subtle patterns,
and small inter-class differences. It is also less laborious to collect a data-set of prototypic
expressions of the six basic emotions. Frontal view automatic message judgement in terms
of basic emotions in a constrained environment could reach an accuracy of nearly 90%, while
machine analysis of AUs is still an open challenge [155].
Historically, the first attempts to automatically identify AUs in images of faces were reported
in [18], [82] and [117]. The focus was on automatic recognition of AUs in static images pic-
turing frontal-view faces, showing facial expressions that were posed on instruction. However,
posed and spontaneous expressions differ significantly in terms of their facial configuration
and temporal dynamics [8, 111]. Recently the focus of the work in the field has shifted to
automatic AU detection in image sequences displaying spontaneous facial expressions (e.g.
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Figure 3.1: Configuration of a generic facial action recognition system.
[111, 155, 172]). As a result, new challenges such as head movement (including both in-plane
and out-of-plane rotations), speech and subtle expressions have to be considered. The analysis
of other aspects of facial expressions such as facial intensities and dynamics has also attracted
increasing attention (e.g. [147, 158]). Another trend in facial action detection is the use of 3D
information (e.g. [130, 148]). However, the scope of this thesis is limited to 2D, and the reader
is referred to [126] for an overview of automatic facial expression analysis in 3D.
This chapter aims to provide a comprehensive literature review of these recent efforts in
the field and focuses exclusively on automatic AU detection. All components of such systems:
pre-processing, feature extraction and machine coding of facial actions are systematically re-
viewed (see Fig. 3.1). In addition, the existing FACS-coded facial expression databases are
summarised. Finally, how our work is related to the previous works is presented.
3.1 Pre-processing
In pre-processing, three parts can be distinguished; face localisation, facial point localisation,
and face normalisation. The most important aim of the pre-processing is to align faces into
a common reference frame, so that the features extracted from each face correspond to the
same physical locations. That is, it removes rigid head motion and, to some extent, removes
shape variations between different people.
This section describes the different possible components and architectures of the pre-
processing step, describes relevant methodologies for each component, and highlights their
benefits and limitations.
3.1.1 Face detection and tracking
The first step of any face analysis method is to detect the face in the scene. The Viola
& Jones (V&J) face detector [164] is the most widely employed face detector. The public
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Figure 3.2: Results of [164] (Matlab’s implementation) are shown in green, [164] in red, and [183] in
blue (bounding box definition is different for each method). The V&J face detector [164] shows less
detection stability, and fail for non-frontal head poses. The work from [183] fail to detect the central
face due to its low quality.
availability of optimised versions (e.g. OpenCV or Matlab have implementations) and its
reliability for frontal and near-frontal images under varying conditions makes it the reference
face detection algorithm. While current AU detection methods assume that a frontal face
detector is sufficiently accurate to localise the face, in a general scenario a multi-view face
detection algorithm is necessary.
Multi-view face detection is typically achieved by using multiple view-specific detectors
[163]. Recently, Zhu et al. [183] proposed an algorithm capable of performing reliable multi-
view face detection, head pose estimation and facial point detection. Given a high enough
image resolution, the proposed method offers superior performance to the V&J algorithm, and
is capable of dealing with head poses with a range of -90 to 90 yaw rotation. A similar model
was proposed for the specific task of face detection in [107], resulting in better performance
and faster execution at the expense of the facial point detection. A further speed-up is attained
by adopting a cascaded detection strategy. Both [107] and [183] offer good performance for
muli-view in-the-wild images. However, they are still much more costly computationally than
the classical V&J face detector. Offering reliable multi-view face detection at speeds of a
fraction of a second is still an open problem. Some examples of the resulting face detections
are shown in Fig. 3.2. An extensive overview of other recent advances in face detection is
offered in [173].
Once the face is localised, employing a face tracking algorithm is an optional step, and it
can be bypassed by directly applying a facial point detection and tracking algorithm (see Sec.
3.1.2). However, a face tracker might be desired when dealing with low resolution imagery,
when a low computational cost is required, or simply for constraining and recovering the facial
point tracking from failures. One of the main challenges of face tracking is the template update
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strategy, that is to say, how should the tracker adapt to changes in the aspect of the tracked
object? Incremental learning is a popular and effective template update strategy, adopted by
successful trackers (e.g. [86, 121, 175]). While being able to recover successfully from partial
occlusions and model large changes in illumination and expression online, these trackers have
an inherent problem of relearning the full-view of the face once the face turns to a profile view.
Hence, engineering a tracker that would be truly robust in an unconstrained environment is
still an open issue.
3.1.2 Facial point detection and tracking
Fiducial facial points are defined as distinctive facial landmarks, such as the corners of the
eyes, centre of the bottom lip, or the tip of the nose. Together they define the face shape. The
localisation of facial points facilitates face registration, as well as the extraction of geometric
features such as facial component contours, facial distances etc (see section 3.2.2). Most
detection and tracking algorithms rely on separate models for the face appearance and the
face shape, and the problem is thus often posed as maximising a loss function that depends
on the appearance model while being constrained to maintaining a valid face shape.
Face shapes are typically modelled using a statistical shape model [38]. The possible vari-
ations of the face shape depend on two different sets of parameters: rigid shape transformations
that relate to variations in head pose (i.e. rigid head movements), and non-rigid transforma-
tions that model the relation between movements of facial points to facial expressions. One
could further divide shape variations according to whether they can be modelled by a Pro-
crustes analysis or not. Assuming a 2D representation of facial points, in-plane rotations,
translation and uniform scaling of the head can all be modelled using Procrustes analysis,
whilst facial expressions, out-of-plane head rotations and identity cannot.
Both the rigid and non-rigid transformations of facial points are important, as the former
can be used to register the face and allow e.g. appearance analysis on a normalised frontal
face, while the latter can be directly used to detect facial expressions. In a statistical shape
model, the space of all possible non-rigid transformations is typically obtained from a training
set of face shapes by first removing all rigid transformations using Generalised Procrustes
Analysis, and then applying Principal Component Analysis (PCA) over the resulting shapes.
This model has been used to parameterise both the 2D and 3D shapes (e.g. [97]). Although
3D imagery is out of the scope of this thesis, 3D shape models can be applied to 2D video
images. To this end, a valid 3D shape is to be found that, once projected onto the image
plane, minimises the distance to the 2D face shape to be fitted [38, 127]. 3D shape models
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facilitate removal of out-of-plane head rotations. In both the 2D and 3D cases, a face shape
s∗ is parameterised as:
s∗ ≈ T (s¯+ ΦSp, θ) (3.1)
where s¯ is the average face shape, ΦS is the PCA basis, p contains the PCA coefficients,
and θ encodes the rigid transformation. It is important to note that the shape is modelled
holistically. In turn, errors for different points are correlated. Extensions of this model can be
made as to allow fitting faces with less common facial expressions [80].
An alternative is to use morphable models (e.g. [1, 47]). They use the same face shape
parameterisation of Eq. 3.1. However, the basis vectors ΦS define the non-rigid face shape
transformations. Shape variations due to identity and facial expressions are modelled separ-
ately. A 3D shape model is used as to include head pose information. In this case, a given
shape s∗ can be expressed as:
s∗ ≈ T (s¯+ ΦIdα+ ΦEβ, θ) (3.2)
where ΦId and ΦE encode the identity and facial expression variations, and α and β are the
coefficients defining a linear combination of the terms. One major benefit of this approach is
that AUs are encoded in the shape model and can thus be detected directly from the shape
fitting. However, shapes are not uniquely modelled under this parametrisation, as different
combinations of (α, β) may result in the same shape through Eq. 3.2. Intuitively, if the eye-
brows are set particularly high on someone’s forehead, this might be mistaken as the activation
of AU1 and/or AU2, unless the particular physiognomy of the subject is known in advance.
Therefore, such methods require some level of manual intervention to distinguish between e.g.
expression and identity. Furthermore, the expressive capability of the model depends on the
examples used to build the facial expression shape model therefore it is important to include
variations of all possible AUs combinations.
When graphical models are used, facial point detection can be viewed as a problem of
minimising the graph energy. For example, Zhu et al. [183] use a tree to model the relative
position between connected points. Here convergence to the global maximum is guaranteed
due to the absence of loops in the graph. Similarly, a MRF-based shape model was proposed in
[154, 96], where the relative angle and length ratio of the segments connecting pairs of points
are modelled. The model is therefore invariant to both scale and rotation. Graph-based shape
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models are usually flexible, which can be beneficial, but can also lead to larger errors as the
solution is less constrained.
Facial point detection algorithms without an explicit shape model have recently been pro-
posed in [25, 169]. The predicted shape is always a linear combination of the training shapes,
so that shape consistency is implicitly enforced. A linear model might not be enough to ap-
proximate the space of all 2D shapes in the presence of large variations in head pose, identity
and facial expressions. The use of 3D shape models is a possible solution, as it includes all
head pose variations as a part of the rigid motion. It is otherwise possible to use pose-wise 2D
models to handle out-of-plane head poses [39, 183]. The vast majority of works on automatic
AU analysis use 2D shape models (e.g. [184, 146, 12]), although 3D shape models have been
also used (e.g. [67]).
Appearance models: the most common trends with respect to the way appearance
information is used include Active Appearance Models (AAMs), Active Shape Models
(ASM)/Constrained Local Models (CLMs) 1, and regression-based algorithms.
AAMs try to densely reconstruct the face appearance [97]. The facial points are used to
define a facial mesh, and the appearance variations of each triangle in the mesh are modelled
using PCA. The facial points are detected by finding the parameter values that minimise the
difference between the original image and the image reconstructed by both the AAM shape and
appearance parameters. These parameters are typically found through an iterative gradient
descent procedure. Implementation speed-up strategies, such as the inverse compositional
method [97], allow faces to be matched very efficiently.
However, AAM appearance models are often incapable of reconstructing generic (i.e. un-
known) faces, and have traditionally reported lower precision than other methods in this
setting. As a consequence, it is common to apply AAMs in person-specific scenarios (e.g.
[184]). That is to say, the subject is known in advance, and the appearance model is trained
with images of this subject. This guarantees that the appearance model is able to reconstruct
the face, and significantly improves the performance.
An alternative AAM methodology was proposed in [5], where an error function robust to
outliers is adopted to measure the goodness of the fit. By avoiding the use of the L2 norm,
the impact of badly reconstructed parts (e.g. glasses or beard) is eliminated. This results in
an improved performance for generic AAMs, showing a favourable comparison against other
state-of-the-art methods such as [127] and [183]. Alabort et al. [5] also contain a summary of
1CLMs can be considered a generalisation of ASM [127]
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the different attempts to create generic (person-independent) AAMs.
In the ASM framework, the face appearance is represented as a constellation of patches
close to the facial points. An appearance representation (e.g. Histogram of oriented gradients
or Local Binary Pattern features) is extracted from patches both centred at the target point
and at locations in the point’s neighbourhood. For each point a classifier is trained that
distinguishes between the true target location and its surrounding locations. Given an initial
face shape estimate, each classifier is applied in a sliding window manner in a region around
the current point estimate, and the score of each evaluation is kept to build a response map.
The aim is then to find the valid shape that maximises the sum of individual responses. In
order to apply an efficient gradient descent technique, the response maps are approximated
by a differentiable distribution. The construction of the response maps and the shape fitting
steps are alternated iteratively so that the detection is refined at every iteration. An example
of a well-optimised ASM is the work by [103].
Alternatively, the work in [127] proposed the Constrained Local Models (CLM), which
uses a non-parametric distribution to approximate the response map. The resulting gradient
descent shape fitting is substituted by a mean-shift algorithm. Although the proposed fitting
is not very precise, it offers a good trade-off as it runs in real time while being highly robust.
An extension of the CLM was presented in [13], where the authors proposed to substitute
the Mean-Shift shape fitting by a discriminative shape fitting strategy in order to avoid the
convergence to local maxima. This results in a much better performance in the presence of
facial expressions.
The work in [183], discussed earlier in the context of face detection, also performs facial
point detection. It can be categorised within the ASM/CLM methodology as it uses local
appearance models. However, the authors use a tree-based shape model so that the maximum
a posteriori can be attained without the need of an iterative procedure. They trained a large
number of pose-specific experts that run in parallel at test time. This results in a very robust
algorithm, capable of performing facial point detection on faces with up to 90 degrees of jaw
rotation. However, the precision of the algorithm is often limited and, in particular, it is
usually unable to adapt to the presence of expressions. Furthermore, the computational cost
is very high and impractical for real time applications.
In regression-based methods the appearance of local patches is analysed by a regressor
instead of a classifier. More specifically, regressors are trained to directly infer the displacement
from the test location to the facial point location. Although regression-based models are very
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recent, they are a dominating trend nowadays and yield the best results to date [43, 25, 37,
96, 169].
The use of random forests regression in combination with fern features is a common choice
(e.g. [43, 25, 37]). This results in very fast algorithms, ideal for low computational cost
requirements. Other regression methods such as Support Vector Regression has been employed
as well [154, 96]. Regression-based estimates can be used to construct a response map as in
classification-based CLM models, and then use a shape fitting strategy [37, 96]. Alternatively, a
cascaded regression strategy has been proposed, where regression is used to estimate the whole
shape at once, avoiding the use of an explicit shape model [169, 25]. Despite its simplicity,
this results in an excellent and very robust performance, while still running in real time.
Overall, Xiong et al. [169] provide the best performance to date. It can run in real time on a
standard computer, and their code is publicly available. However, the face contour points are
not detected and the method is not robust to large variations in head pose and illumination.
If a computationally less complex algorithm is required, random forests (e.g. [37, 25]) offer the
best trade-off, and the work of [37] is publicly available. Regression-based methods without
explicit shape model offer the best performance nowadays and adapt the best to less common
(e.g. asymmetric) expressions. If constructing person-specific models is a possibility, AAMs
offer good performance at exceptional speed. However, failures in the AAM algorithm can be
substantial, so a good initialisation is required. The most robust initialisation is offered by
[183], but it is very slow.
Remaining challenges include the robust handling of partial occlusions, joint head-pose and
expression variation, and reliably detecting the facial points on the face contour. Furthermore,
if trackers are to be used in realistic scenarios, a system is required that can efficiently detect
tracking failures and recover from them.
3.1.3 Face normalisation
Rigid registration – Many works on automatic AU analysis are evaluated/tested on near-
frontal facial expression data collected in a constrained environment. In those situations, the
simplest but yet most common way to normalise faces is to apply a Procrustes transformation
to register each face to a common pre-defined reference coordinate system. This is done based
on a set of facial landmarks (e.g. [146, 184]), or some inner facial components such as the
eyes (e.g. [57, 146, 19]). This process eliminates rigid motions such as translation, isotropic or




However, in real-world scenarios, immovability of the observed subjects cannot be assumed
and removing variations due to non-frontal head poses is a beneficial step. Normalising for the
head pose means warping the face shape and texture to, ideally, its equivalent in the frontal
view. To this end, the facial points are localised in every frame of the sequence and mapped to
a reference neutral frontal shape. This defines a piecewise affine transformation of the face; a
triangular mesh of facial points is used and each triangle undergoes an affine transformation.
The accuracy of this transformation relies inherently on the accuracy of the face tracker.
Currently, only registration to an expressionless frontal view of the face is considered in the
literature. Effects of non-frontal head pose, identity and facial expression variations are non-
linearly combined and projected on the PCA basis vectors (see Eq. 3.1). How to effectively
recover a frontal facial view from a non-frontal one while preserving the expressive information
is an open problem. A possible solution is the use of a 3D shape model to eliminate head pose
by applying the required rigid rotation. Similarly, by using a decoupled 2D shape model (see
Eq. 3.2), single modes of variation can be directly eliminated in isolation. However, in both
cases there is no uniqueness of the shape representation, the process may result in an incorrect
face appearance warping.
It is also possible to follow an approach where the shape model is not directly used, but
instead, a supervised warping function is applied. For example, Rudovic and Pantic [122] com-
puted transformations between non-frontal shapes (of known head pose) and frontal shapes
by using a modified version of the Gaussian Process where the output dimensions were cor-
related, imposing an anthropomorphically consistent output. None of these techniques have
been explored for automatic AU analysis, and their effectiveness as an alternative to the facial
region registration is yet to be explored.
It is important to note that warping the facial appearance from a non-frontal view to a
frontal one produces corrupted data. The outer part of the face, being the furthest from the
camera (e.g. the right side of the face in Fig. 3.3), will look stretched once it is warped back to
the frontal view. Similarly, self occlusions cannot be recovered and will produce artefacts (e.g.
the side of the nose in Fig. 3.3). Research on how to deal with these errors at the registration
level is yet to be carried out.
Illumination normalisation – Most of the current databases used to train methods for auto-
mated AU analysis do not consider unconstrained conditions and lighting conditions are usually
uniform. This is not the case for “in the wild” conditions. Possible ways of dealing with vari-
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Figure 3.3: Original face (left), AAM tracking result (centre), result of texture warping to the mean shape
(right). The right part of the nose and face are not reconstructed properly due to occlusions. There is residual
expression texture (right). Images taken from UNBC-McMaster shoulder pain database, tracking results by
[73].
ations in lighting conditions include the use of features robust to illumination [150], the use
of localised patches to extract the features, as they are less prone to having non-homogeneous
illumination conditions, or the use of geometric features, which are invariant to illumination.
However, the reduction of intensity variations through a pre-processing step has not yet been
studied in detail for the AU analysis problem, despite being a common topic in face recognition
[141].
3.2 Feature extraction
Feature extraction converts image pixel data into a higher-level representation of motion,
appearance and/or the spatial arrangement of inner facial structures. It aims to reduce the
dimensionality of the input space, to minimise the variance in the data caused by unwanted
conditions such as lighting, alignment errors or (motion) blur, and to reduce the sensitivity to
contextual effects such as identity and head pose. Here, the feature extraction methods are
grouped into four categories: geometry-based methods, appearance-based methods, motion-
based methods and hybrid methods.
3.2.1 Appearance-based approaches
Static Appearance-based approaches
Static appearance features aim to capture texture patterns in the face region extracted from
a single image. The different appearance features are grouped in the following categories:
intensity, filter banks, gradient, and two-layer descriptors.
Image intensity: Once an image is properly registered, using raw pixel information is a valid
and arguably even the most appropriate appearance representation (e.g. [93, 31, 90]). Some
42
3.2. Feature extraction
experiments show that using image intensity improves the performance of AU recognition
compared to commonly used binarised local texture features (see the text below), if the inputs
are head-pose-normalised face images [30].
It is important to note that the main weaknesses of using the image intensities is their
sensitivity to lighting conditions and registration errors. Therefore, image intensities should
only be used in scenarios with controlled lighting conditions, and they are not expected to
generalise well to less controlled scenarios. It is also necessary to combine them with robust
registration techniques.
Filter banks: Gabor wavelets are commonly used in the field of automatic AU analysis,
as they can be sensitive to finer wave-like image structures such as those corresponding to
wrinkles and bulges, provided that the frequency of the filters matches the size of the image
structures. If this is not the case (typically because the face image is too small), Gabor filters
will respond to coarser texture properties and miss valuable information. Typically, only
Gabor magnitudes are used, as they are robust to misalignment (e.g. [19, 94, 131]).
However, Gabor wavelets require a significant optimisation effort, as their dimensionality is
very large, especially for holistic approaches. Furthermore, their high computational cost is
a burden for real-time applications, although it has been recently shown how to significantly
speed up computation when only inner products of Gabor responses are needed [10]. Gabor
filters have been applied both in a holistic manner (e.g. [168, 85, 174] and in a local manner
(e.g. [35, 184, 62]). Both approaches use similar parametrisations, as the ideal parameters
relate to the size of the facial structures, typically consisting of 8 orientations, and a number
of frequencies ranging from 5 to 9.
Less commonly used features within this group include Haar-like filters [119, 165], which
respond to coarser image features, are robust to alignment errors, and are computationally
very efficient. Haar filters are not responsive to the finer texture details, so their use should
be limited to detecting the most obvious AUs (e.g. AU12). The Discrete Cosine Transform
(DCT) features [2] encode texture frequency using predefined filters that depend on the patch
size. DCTs are not sensitive to alignment errors, and their dimensionality is the same as the
original image. However, higher frequency coefficients are usually ignored, therefore potentially
loosing sensitivity to finer image structures as wrinkles and bulges. DCTs have been used for
automatic AU analysis in a holistic manner in [57, 73], with the former employing a block-based
representation.
Gradient-based descriptors, such as Histogram of oriented gradients (HOG) [42] or Scale-
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Invariant Feature Transform (SIFT) [87], use a histogram to encode the gradient information of
the represented patch. In particular, each image patch is divided into blocks, and a histogram
represents the orientation and magnitude of gradients within each block. These features are
robust to misalignment and very robust to illumination variations. However, larger gradients
corresponding to facial component structures are grouped together with smaller gradients like
those produced by wrinkles and bulges. Therefore, these features should be applied locally to
avoid larger gradients dominating the representation.
The HOG descriptor assigns each gradient in a patch to a histogram bin with a contribution
proportional to its magnitude [42]. The histogram is normalised to 1, eliminating the effect
of uniform illumination variations. The authors in [31] use HOG as a holistic representation
and compare its performance to that of Gabor filters and raw pixel information, showing
similar performance. However, 48 × 48 pixel face images were used in this study, and hence
smaller structures cannot be captured by either of the alternative representations. Therefore,
a further investigation of the suitability of the HOG feature to automatic AU recognition in a
more general setting is needed before an informed conclusion can be drawn.
The SIFT descriptor [87] shares similarities to the HOG descriptor, but it is designed to give
a smoother response. Specifically, it weights the gradients at the centre of the blocks more
heavily as to increase robustness to shift. Each gradient also contributes to the histogram bins
contiguous to the one assigned to increase robustness to rotation. Finally, SIFT limits the
maximum contribution of any single gradient to the histogram to avoid an over-representation
of larger gradients. The SIFT descriptor was used as a local representation in [162, 181, 137,
184, 32]. Finally, the DAISY descriptor [145], a variant of SIFT designed to have increased
misalignment robustness, was used as a local descriptor in [184].
HOG, SIFT and DAISY descriptors are comparable in practice when it comes to AU ana-
lysis, as they perform similarly in the presence of small alignment errors and viewpoint vari-
ations. The work in [184] compared the performance of Gabor, SIFT and DAISY features,
confirming that SIFT worked comparably to DAISY. However, both performed better than
Gabor filter features. A common practice nowadays is to adopt SIFT features.
Two-layer appearance descriptors: These features result from the application of two feature
descriptors, where the second descriptor is applied over the response of the first one. For
example, Senechal et al [134] and more recently the authors of [6] used Local Gabor Binary
Pattern (LGBP), which result from first calculating Gabor magnitudes over the image and
then applying an LBP operator over the resulting multiple Gabor Pictures. Gabor features
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are applied first to capture less local structures (each LBP pattern considers only a 3 × 3
patch), while the LBP operator increases the robustness to misalignment and illumination
changes, and reduces the feature dimensionality. Senechal et al [134] won the FERA2011 AU
detection challenge with a combination of LGBP and geometric features [155]. Similarly, Wu
et al. [168] used two layers of Gabor features (G2) to encode image textures that go beyond
edges and bars. They also compared single layer (LBP, Gabor) and dual layer (G2, LGBP)
architectures for automatic AU detection, and concluded that dual layer architectures provide
a small but consistent improvement.
Dynamic Appearance-based approaches
A recent trend is the use of dynamic appearance descriptors, which encode both spatial and
temporal information. Therefore, dynamic appearance descriptors seem particularly adequate
to represent the temporally-structured texture typical of facial expressions.
An extension of Haar-like features to represent spatio-temporal volumes was proposed in
[170], where a normal distribution models the values of each Haar-like feature per AU. Then
a threshold over the Mahalanobis distance for each feature is used over a window to create a
binary pattern encoding significant deviations from the mean. The authors showed a significant
performance increase when using dynamic descriptors when compared to the performance
of Haar features. However, they report their results over their own AU dataset, without
specifying its characteristics, and they do not compare against other methods when it comes
to AU analysis. Hence, the usefulness of Haar-feature-based spatio-temporal volumes for the
task of automated AU recognition is still to be demonstrated in general case.
3.2.2 Geometry-based approaches
Most facial muscle activations result in the displacement of facial landmark points. For ex-
ample, facial actions can raise/lower the corner of the eyebrows or elongate/shorten the mouth.
Many early approaches were based on geometric features as they closely match human intuition
of how humans perceive faces [116].
Geometry-based features can either be computed from a set of facial fiducial landmarks
localised in a single frame, or can include trajectories of facial points over time. Furthermore,
a distinction between holistic and local features can be made. Holistic geometric features are
used e.g. in [75], as the coefficients of a shape represented using a statistical shape model
are employed. Most other works in the field use features derived from the fiducial landmark
locations and, in particular, use a subset of the following:
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• the location of the facial fiducial landmarks (LOC),
• the Euclidean distance between pairs of points (DIS),
• the angle defined by the lines formed by a set of points (ANG),
• the difference of LOC, DIS and ANG relative to the first (neutral) frame (DSP),
• the rate of change of static features in consecutive frames, normalised with respect to
time (RAT),
• polynomial function fit to static features as a representation of point trajectory over time
(POL).
A rigid registration of the face shapes is usually performed with respect to a face template
prior to the computation of geometry-based features (see Sec. 3.1.3). However, a rigid regis-
tration might not fully remove identity variations. Thus, many works use features that encode
relative distances or length ratios with respect to an expressionless face of the observed subject
(usually the first one in the input sequence) [82]. This limits the applicability of such methods
to naturalistic settings, where it cannot be assumed that the first frame of the sequence depicts
an expressionless face.
Geometric features are easily interpretable, allowing the definition of heuristics. This is espe-
cially attractive for behavioural scientists, who then can use automated methods to study the
meaning of expressions. Geometric features are also extremely computationally efficient, once
the facial landmarks have been tracked. It is in principle easier for geometry-based approaches
to deal with non-frontal head poses in comparison to appearance-based approaches, because
there is no local appearance to non-linearly warp to a frontal view. Furthermore, geometry-
based features are invariant to lighting conditions, provided that the facial point tracking is
successful. Some experiments have also shown that geometric features are particularly suited
for some AUs, particularly AU4 (brow lowerer) and AU43 (eye closure) [158]. Finally, the
dynamics of facial expressions can be easily captured by geometric features [115, 114, 158].
However, geometric features have a number of shortcomings. First of all, a facial point
tracker is required and the performance of the system depends on the tracker’s accuracy and
robustness. The jitter of the point detection can be confused with an AU activation and corrupt
the features. To ease this problem, Hamm et al. [62] used a Kalman filter to smooth the facial
point tracker output. The authors of [158] instead interpolated the predicted locations using a
temporal window, and used features obtained by fitting a polynomial function to the tracking
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Figure 3.4: Example of MHI and FFD techniques. (a) First frame. (b) Last frame. (c) MHI for the
entire sequence. (d) The motion field sequence from the FFD method applied to a rectangular grid.
(e) The motion field sequence from the FFD method applied to the first frame. (f) Difference between
(b) and (e). [78]
output. It is difficult to detect subtle AUs with geometry-based features, as the magnitude of
the tracking errors can be of a similar scale as the displacements produced by a low-intensity
AU activation. Most critically, only a subset of AUs produce a discernible displacement of
the facial points. For instance, AU6 (cheek raise), AU11 (nasolabial furrow deepener), AU14
(mouth corner dimpler), and AU22 (lip funneler, as when pronouncing “flirt”) do not produce
uniquely identifiable face shape deformations.
3.2.3 Motion-based approaches
Motion features capture flexible deformations in the skin generated by the activation of facial
muscles. They are related to dense motion rather than to the motion of a discrete set of facial
landmarks. They are different from (dynamic) appearance features as they do not capture
texture but only motion so they would not respond to an active AU if it were not undergoing
any change (e.g. at the apex of an expression). Two classes of motion-based features are
distinguished: those resulting from image subtraction, and those where a dense registration
at the pixel level is required.
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Image subtraction: A δ−image is defined as the difference between the current frame and
an expressionless-face frame of the same subject. This is usually combined with a linear
manifold learning method which linearly project the data into a lower dimensional space to
eliminate the effect of noise; for example works in [17, 46, 54, 20] combined the δ−images
with techniques such as PCA or ICA. Alternatively, the authors [46, 20] used Gabor features
extracted over δ−images. More recently, Kotsia et al. [79] and Savran et al. [130] combined
δ−images with variants of Non-negative Matrix Factorization (NMF). Finally, the work in
[162] used head-pose-normalised face images to construct the δ-images.
Motion History Images (MHI) [24] use image differences to summarise the motion over a
number of frames. The motion at the current frame is represented by bright pixels, while the
pixels where motion was only detected in past frames fade to black linearly with time. This
was first applied to AU analysis in [159], where MHI summarised window-based chunks of
video. An extension of MHI-based representation was applied for automatic AU analysis in
[78], where the authors approximate the motion field by finding the closest non-static pixel.
The authors claim that this results in a more dense and informative representation of the
occurrence and the direction of motion. Furthermore, a quadtree decomposition is used in
[78] to find the most informative face regions, over which statistics are computed. The main
advantage of MHI-based methods is that they are robust to the inter-sequence variations in
illumination and skin colour. However they cannot extract motion directions, and are very
sensitive to errors in head-pose normalisation, which makes them unsuitable for analysis of
in-the-wild recordings.
Non-rigid registration: Methods based on non-rigid image registration capture the informa-
tion in all image regions regarding the direction and intensity of the motion. Motion estimates
obtained by optical flow (OF) were considered as an alternative to δ−images in earlier works
[46, 83]. However, OF was reportedly outperformed by δ−images. Koelstra et al. [78] sub-
stituted the OF by a free form deformation (FFD), and used a quadtree decomposition to
concentrate on the most relevant parts of the face region, resulting in a large performance
increase. However, non-rigid registration approaches rely on the quality of the registration, is
complex, and has very high computational cost, so the use of these approaches in real-time
applications is not straightforward.
Motion-based approaches can capture more information than geometry-based approaches,
and they are less subject dependent than appearance-based approaches. However, they require
the full elimination of rigid motion. This means that they can be affected by misalignment





Hybrid approaches are those that combine features of more than one type. Several works
investigate whether geometry-based features or appearance-based features are more informat-
ive for automatic AU analysis (e.g. [176, 160]). However, both types convey complementary
information and would therefore be best used together. For example, the activation of AUs
11 (nasolabal furrowed), 14 (simpler), 17 (chin raiser), and 22 (lip funneller) is not apparent
from movements of facial points but rather from changes in the face texture. Instead, geo-
metric features perform significantly better for some AUs. Experimental evidence consistently
shows that combining geometry and appearance information is very beneficial [79, 62, 184]
and, in particular, Senechal et al. [133] won the FERA2011 AU detection challenge with hy-
brid features. Combining appearance and geometric features is even more important when
using head-pose-normalised images (see Sec. 3.2.1). As the head-pose-normalised image is
computed by eliminating the shape information, geometry-based features recover some of the
information eliminated by the texture registration. This approach is followed by [93, 90].
Different approaches can be used to combine features of a diverse nature. Feature-level
fusion (e.g. [62], [60, 162, 93, 181]) is the most common one, and consists of concatenat-
ing different features into a single vector, directly used as input to the learning algorithm.
Decision-level fusion (e.g. [90]) applies a learning algorithm to each type of features independ-
ently, and then combines the different outputs into a single one. For example, [90] trained
two linear SVMs, over appearance-based and geometry-based features respectively, and then
uses the SVM margins and linear logistic regression to fuse the two outputs. The authors of
[134] recently applied the Multi-Kernel SVM framework for automatic AU analysis, and com-
bined LGBP features with AAM shape coefficients. Under this framework a set of non-linear
classification boundaries are computed for each of the feature types, and the resulting scores
are combined linearly in a manner typical of decision-level fusion. However, the parameters
controlling the non-linear classification boundaries and the linear combination of the scores
are minimised jointly. In the absence of overfitting, the resulting performance will be equal
or higher than that of a single feature type for every single AU. This is a great advantage
over feature-level fusion or decision-level fusion, where an underperforming feature type will
penalise the combined performance.
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3.3 Machine analysis of facial actions
This section reviews the different machine learning techniques followed in the literature for
various AU-related problems.
3.3.1 AU activation detection
AU activation detection aims to assign, for each AU, a binary label to each frame of an
unsegmented sequence indicating whether the AU is active or not. Therefore, frame-based
AU detection is typically treated as a multiple binary classification problem, where a specific
classifier is trained for each target AU. This reflects the fact that more than one AU can be
active at the same time, so AU combinations can be detected by simply detecting the activation
of each of the AUs involved. It is also important to take special care when dealing with non-
additive AU combinations (see Chapter 2); such combinations need to be included in the
training set for all of the AUs involved. An alternative is to treat non-additive combinations
of AUs as independent classes [144]. That makes the patterns associated with each class
more homogeneous, boosting the classifier performance. However, more classifiers have to be
trained/evaluated, especially because the number of non-additive AU combinations is large.
Finally, the problem can be treated as multi-class classification, where a single multi-class
classifier is used per AU. AU combinations (either additive or non-additive) are treated as
separate classes, as only one class can be positive per frame, which makes this approach only
practical when a small set of AUs is targeted [138].
Common binary classifiers applied to the frame-based AU detection problem include Arti-
ficial Neural Networks (ANN), Ensemble Learning techniques, and Support Vector Machines
(SVM). ANNs were the most popular method in earlier works (e.g. [143, 54, 20, 46]). ANNs are
hard to train as they typically involve many parameters, they are sensitive to initialisation, the
parameter optimisation process can end up in local minima and they are more prone to suffer
from the curse of dimensionality, which is particularly problematic as data for AU analysis is
scarce. Some of the advantages of ANN, such as naturally handling multi-class problems or
multidimensional outputs, are of less importance in case of frame-based AU detection.
Ensemble Learning algorithms, such as AdaBoost and GentleBoost, have been a common
choice for AU activation detection (e.g. [62, 184, 170]). Boosting algorithms are simple and
quick to train. They have fewer parameters than SVM or ANN, and are less prone to overfit-
ting. Furthermore, they implicitly perform feature selection, which is desirable for handling
high-dimensional data. However, they might not capture more complex non-linear patterns.
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SVMs are currently the most popular choice (e.g. [31, 168, 60, 171, 93]), as they often out-
perform other algorithms for the target problem [19, 130]. SVMs are non-linear methods,
parameter optimisation is relatively easy, efficient implementations are readily available (e.g.
the libsvm library [27]), and the choice of various kernel functions provides flexibility of design.
Temporal consistency: AU detection is by nature a structured problem as, for example, the
label of the current frame is more likely to be active if the preceding frame is also labelled
active. Considering the problem to be structured in the temporal domain is often referred to
as enforcing temporal consistency. Graphical models are the most common approach to attain
this. For example, in [152] the authors used a modification of the classical Hidden Markov
Models (see Fig. 3.5). They substituted the generative model that relates a hidden variable
and an observation with a discriminative classifier. In terms of graph topology, this inverts the
direction of the arrow relating the two nodes, and results in a model similar to a Maximum
Entropy Markov Model [99] (see Fig. 3.5).
The authors of [162] apply a Conditional Random Field (CRF) (its topology is shown in
Fig. 3.5). This model represents the relations between variables as undirected edges, and the
associated potentials are discriminatively trained. In the simplest CRF formulation, the label
assigned to a given frame depends on contiguous labels, i.e. it is conditioned to the immediate
future and past observations. [162] trained one CRF per AU, and each frame was associated to
a node within the graph. The state of such nodes is a binary variable indicating AU activation.
In [28] the authors use a modified version of the Hidden Conditional Random Field (HCRF)
(see Fig. 3.5), where the sequence is assumed to start and end with known AU activation
labels. The hidden variables represent the possible AU activations, while the labels to be
inferred correspond to prototypical facial expressions. In other words, observations provide
evidence regarding the activation of AUs (the hidden variables), while facial expressions are
inferred from the binary information on AU activations. In this way, the detection of AUs and
prototypical expressions is learnt jointly.
Structured-output SVM [149] is an alternative to graphs for structured prediction. Simon et
al. [137] proposed a segment-based classification approach, coined kSeg-SVM, that incorporates
temporal consistency through the structured-output SVM framework. In consequence, the
relations of temporal consistency between the output labels are incorporated within the loss
function used to train the SVM classifier. The authors compare their method with standard
SVM, showing a moderate performance increase. They omit however a comparison with CRF.
For the case of binary problems, both methods seem equally suitable a priori, as they code
the same relations using similar models.
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Dimensionality reduction: Due to the potentially high dimensionality of the input features,
it is often recommended (but not always necessary) to reduce the input dimensionality prior
to the application of other learning techniques. This can be done through either feature
selection or manifold learning. The former aims to find a subset of the original features that
are representative enough, while the latter consists of finding underlying lower-dimensional
structures that preserve the relevant information from the original data (e.g. PCA). Therefore,
manifold learning uses a (typically linear) combination of the original features instead of a
subset of them. Dimensionality reduction can lower the computational cost for both training
and testing, and can even improve performance by avoiding the curse of the dimensionality.
For example, Smith and Windeatt[138] adopted the fast correlation-based filtering al-
gorithm, which operates by repeatedly choosing the feature that maximises its correlation
to the labels and minismises its correlation with previously selected features. AdaBoost and
GentleBoost have also been used as a feature selection technique (e.g. [19, 85]). At each itera-
tion of a Boosting algorithm one feature is used to build a weak classifier. Then the examples
are re-weighted to increase the importance of previously misclassified examples, so that the
new weak classifier uses a feature which is complementary to the previously selected features.
Common unsupervised manifold learning approaches such as PCA [153, 77, 20], ICA and
LFA [46] have been applied to automatic AU analysis. Non-negative matrix factorisation was
recently applied in [66]. The authors argue that each dimension corresponds to a different
part of the face. Manifold learning techniques such as PCA are common for face analysis, as
it has been argued that the intensity values of face images lie on a linear manifold. However,
more often than not the eigenvectors explaining most of the data covariance actually relate
to other factors such as alignment errors or identity, while the most relevant eigenvectors for
automatic AU analysis represent a much smaller part of the energy.
Alternatively, discriminant methods can be used, for example discriminant analysis (DA)
[46]. The aim is then not to keep as much energy from the original signals as possible, but to
find a manifold (typically a linear subspace) over which to project the feature vectors so that
the separability between classes is maximised. Other methods compute either non-linear or
locally linear embeddings. For example, [123] used a kernelised (non-linear) version of Linear
Locality Preserving Projections to project data from a graph structure to a lower dimensional
manifold. Similarly, the authors of [93] employs Laplacian Eigenmaps to obtain a non-linear
embedding with locality preservation properties.
The most widely used manifold learning methods (e.g. PCA), and the currently explored
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feature selection techniques, are designed for linear cases. However, they have been shown to
be effective even when combined with non-linear classification methods such as SVM [19, 153].
Furthermore, manifold learning methods are most commonly unsupervised. This might result
in the loss of AU-related information, as alignment errors or identity variations typically
produce larger appearance variation than facial expressions. Therefore, expressive information
might be encoded in the lower-energy dimensions, which are usually discarded. The practical
advantage of using supervised manifold learning methodologies has not been systematically
compared to the unsupervised setting, and the practical impact of these considerations is still
unclear.
Unsupervised detection of facial events: In order to avoid the problem of lack of training
data, which impedes development of robust and highly effective approaches to machine analysis
of AUs, some recent efforts focus on unsupervised approaches to the target problem. The aim
is to segment a previously unsegmented input sequence into relevant “facial events”, but
without the use of labels during training [45, 181]. The facial events might not be coincident
with AUs, although some correlation with them is to be expected, as AUs are distinctive
spatiotemporal events. A clustering algorithm is used in these works to group spatiotemporal
events of similar characteristics. Furthermore, a dynamic time alignment kernel is used in
[181] to normalise the facial events in terms of the speed of the facial action. Despite of its
interesting theoretical aspects, unsupervised learning traditionally trails behind in performance
to supervised learning, even when small training sets are available. A semi-supervised learning
setting might offer much better performance, as it uses all the annotated data together with
potentially useful unannotated data.
Transfer learning: Transfer learning methodologies are applied when there is a significant
difference between the distribution of the learning data and the test data. In these situations,
the decision boundaries learnt on the training data might be sub-optimal for the test data.
Transfer learning encompass a wide range of techniques designed to deal with these cases [109].
They have only very recently been applied to automatic AU analysis. For example, Chu et
al. [32] proposed a new transductive learning method, referred as a Selective Transfer Machine
(STM). Because of its transductive nature, no labels are required for the test subject. At
test time, a weight for each training example is computed as to maximise the match between
the weighted distribution of training examples and the test distribution. Inference is then
performed using the weighted distribution. The authors obtained a remarkable performance
increase, beating subject-specific models. This can be explained by the reduced availability of
subject-specific training examples. However, Chen et al. [29] evaluated standard methodologies
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Figure 3.5: Graphical illustration of (a) Hidden Markov Model, (b) Maximum Entropy Markov Model,
(c) Conditional Random Field, (d) Hidden Conditional Random Field. X is the observation sequences,
Z is the hidden variables and Y is the class label
for both inductive and transductive transfer learning for AU detection, finding that inductive
learning improved the performance significantly while the transductive algorithm led to poor
performance. It is important to note that, for the case of inductive learning, subject-specific
labelled examples were available at training time.
Transfer learning is a promising approach when it comes to AU analysis. Appearance
variations due to identity are often larger than expression-related variations. This is aggravated
by the high cost of AU annotation and the low number of subjects present in the AU datasets.
Therefore, techniques that can capture subject-specific knowledge and transfer it at test time
to unseen subjects are very suited for AU analysis. Similarly, unsupervised learning can
be used to capture appearance variations caused by facial expressions without the need for
arduous manual labelling of AUs. Both transfer learning and supervised learning have thus a
great potential to improve machine analysis of AUs with limited labelled data.
3.3.2 AU classification
AU classification consists of assigning a per-sequence label to a pre-segmented sequence. The
label should indicate which AU or combination of AUs are activated within the sequence.
Although obtaining pre-segmented videos is complicated in most scenarios, many early works
on automatic AU analysis focus on AU classification. A possible approach is to compute
features that depend on the whole sequence, which are then analysed by means of a classifier.
Alternatively, all frames of the sequence can be analysed using a per-frame binary classifier,
and then a majority vote used to assign the label to the sequence [160].
Lien et al. [83] proposed to train HMM (see Fig. 3.5) to model each specific AU or AU com-
bination targeted. During testing, a maximum likelihood criterion was used, so the assigned
label corresponds to the more likely HMM to have generated the sequence of observations.
Since the per-frame observations are probabilistic, the final output is obtained by integrating
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out the per-frame observed labels. More recently, Tax et al. [142] used a weakly supervised
approach, Multiple Instance Learning, to tackle AU classification. Under such framework,
examples are defined as sets of frames. A positive example is a set of frames of which at least
one frame contains a positive in a classical sense, i.e. an activation of the target AU in this
case. This has the advantage of greatly alleviating the burden of manual annotation, and it
may be useful for problems where labelling is more subjective than that of AUs.
3.3.3 Analysis of AU temporal dynamics
As explained in Chapter 2, the dynamics of facial actions are crucial for distinguishing between
various types of behaviour (e.g. pain and mood). They relate to AU temporal segment detec-
tion and to AU temporal co-occurrence analysis. The aim of AU temporal segment detection
is to assign a per-frame label belonging to one of four classes: neutral, onset, apex or offset (see
Sec. 2 for their definition). It constitutes an analysis of the internal dynamics of an AU epis-
ode. Temporal segments add important information for the detection of a full AU activation
episode, as all labels should occur in a specific order. Furthermore, the AU temporal segments
have been shown to carry important semantic information, useful for a later interpretation of
the facial signals [36, 8].
Temporal segment detection is a multiclass problem, and it is typically addressed by either
using a multiclass classifier or by combining the output of several binary classifiers. Some early
works used a set of heuristic rules per AU based on facial point locations [113, 114, 115], while
further rules to improve the temporal consistency of the label assigned were defined in [115].
In [158], a set of one-vs.-one binary SVMs (i.e. six classifiers) were trained, and a majority
vote was used to decide on the label. Similarly, the authors trained GentleBoost classifiers
specialised for each AU and each temporal segment characterised by motion (i.e. onset and
offset)[78]. These last two works use a score measure provided by the classifier to represent
the confidence of the label assignments.
Graphical models (detailed in Sec. 3.3.1) can be adapted to this problem to impose temporal
label consistency by setting the number of states of the hidden variables to four. The practical
difference respect to the AU activation problem is that the transitions are more informative,
as for example an onset frame should be followed by an apex frame and cannot be followed
by a neutral frame. Markov Models were applied to this problem in [158, 78]. An extension of
CRF, and in particular a kernelised version of Conditional Ordinal Random Fields, was used
instead in [123]. In comparison to standard CRF, this model imposes ordinal constraints on
the assigned labels. It is important to note that distinguishing an apex frame from the end of
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an onset frame or beginning of an offset frame by its texture solely is impossible. Apex frames
are not characterised by a specific facial appearance or configuration but rather for being the
most intense activation within an episode, which is by nature an ordinal relation.
While traditional classification methodologies can be readily applied to this problem, they
produce suboptimal performance, as it is often impossible to distinguish between the patterns
associated to the different temporal segments at a frame-level. Therefore, the use of temporal
information, both at the feature level and through the use of graphical models, is the most
adequate design. In particular, the use of graphical models has been shown to produce a
large performance improvement, even when simpler methods like Markov Chains are applied
[78]. The use of CRFs, however, allows the per-frame classifier and temporal consistency to
be jointly optimised, while the use of ordinal relationships within the graphical model add
information particularly suited to the analysis of the AU temporal segments.
When it comes to automatic analysis of temporal co-occurrences of AUs, the relations
between AU episodes are studied, both in terms of co-occurrences and in terms of the tem-
poral correlation between the episodes. To this end, Tong et al. [147] modelled the relationships
between different AUs at a given time frame by using a Static Bayesian Network. The tem-
poral modelling (when an AU precedes another) is incorporated through the use of a Dynamic
Bayesian Network (DBN). They further introduced a unified probabilistic model for the inter-
actions between AUs and other non-verbal cues such as head pose [146]. The same group later
argued that the use of prior knowledge instead of relations learnt from data helps to generalise
to new datasets [81]. Although traditionally unexploited, this is a natural and useful source of
information as it is well known that some AUs co-occur with more frequency (see Sec. 2) due to
latent variables such as for example prototypical facial expressions. In particular, graph-based
methodologies can readily incorporate these relations. However, it is necessary to explore the
generalisation power of these models, as they are likely to have a strong dependency on the
dataset acquisition conditions.
3.3.4 AU Intensity estimation
Annotations of intensity are typically quantised into A, B, C, D, and E levels as stipulated in
the FACS manual. Some approaches use the confidence of the classification to estimate the
AU intensity, under the rationale that the lower the intensity is, the harder the classification
will be. For example, Bartlett et al. [19] estimated the intensity of action units by using the
distance of a test example to the SVM separating hyperplane, while Hamm et al. [62] used
the confidence of the decision obtained from AdaBoost.
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Multi-class classifiers or regressors are more natural choices for this problem. It is important
to note however that by definition AU intensities are continuous and the quantised five intensity
levels introduce fuzzy boundaries. Therefore, the direct application of a multi-class classifier
is unlikely to perform well, and comparably lower than when using a regressor. That is to
say, for regression, predicting B instead of A yields a lower error than predicting D, while for
a classifier this would yields the same error. An attempt at using a multi-class classifier for
this task is presented in [93]. The authors employed six one-vs.-all binary SVM classifiers,
corresponding to either no activation or one of the five intensity levels. The use of a regressor
has been a more popular choice. For example, some works applied Support Vector Regression
(SVR) for prediction (e.g. [66, 131]), while the work in [73] used Relevance Vector Regression
(RVR) instead. Both methods SVR and RVR are extensions to regression of SVM, although
RVR yields a probabilistic output.
AU intensity estimation is a relatively recent problem within the field. It is of particular
interest due to the semantic richness of the predictions. However, it is not possible to object-
ively define rules for the annotation of AU intensities, and even experienced manual coders
will have some level of disagreement. Therefore, the large amount of overlap between the
classes should be taken into consideration. Regression methodologies are particularly suited,
as they penalise a close (but different) prediction less than distant ones. Alternatively, ordinal
relations can alleviate this problem by substituting the hard label assignment for softer ones
(e.g. greater than).
3.4 Facial expression databases
The need for large, AU labelled, publicly available databases for training, evaluating and
benchmarking has been widely acknowledged, and a number of efforts to address this need have
been made. In principle, any facial expression database can be extended with AU annotation.
However, due to the very time-consuming annotation process, only a limited number of facial
expression databases are FACS annotated, and even fewer are publicly available.
In this section, the existing datasets are reviewed. Note that only free publicly available
databases are surveyed, dividing into three groups: Posed facial expression databases, spon-
taneous facial expression databases and 3D facial expression databases. Although the scope of
this thesis is restricted to automatic 2D AU analysis, 3D databases enable the rendering of 2D
examples in arbitrary head poses. Table 3.1 summarises some details regarding noteworthy
FACS-coded databases.
57
3. Automatic Analysis of Facial Actions: A literature review
Table 3.1: FACS-annotated facial expression databases. Elicitation method: On command/Acted/Induced/In-
terview. Size: number of subjects. Camera view: frontal/profile/3D. S/D: static (image) or dynamic (video)
data. Act: AU activation annotation (number of AUs annotated, F-fully annotated). oao: onset/apex/offset
annotation. Int: intensity (A/B/C/D/E) annotation.
Database Elicitation
method
Size Camera View S/DAct oao Int
Cohn-Kanade [74] On command 97 subjects Frontal D F Y N
Cohn-Kanade+ [88] Naturally occur 26 subjects Frontal & 15◦ side view D 8 N N
MMI (Part I-III) [118] On command 210 subjects Frontal & Profile SD F Y N
MMI (Part IV-V) [157] Induced 25 subjects Frontal D F N N
ISL Frontal [147] On command 10 subjects Near frontal D 14 N N
ISL Multi-view [146] On command 8 subjects Frontal, 15◦ & 30◦ side D 15 N N
SAL [48] Induced 20 subjects Near frontal D 10 Y N
SEMAINE [101] Induced 150 subjects Frontal & Profile D Y N N
UNBC-McMaster [92] Induced(Pain) 129 subjects Frontal D 10 N Y
DISFA [98] Induced 27 subjects Near-frontal D 12 N Y
AM-FED [100] Induced N/A Various head poses D 10 N N
Bosphorous [129] On command 105 subjects 3D multi-pose S 25 N Y
ICT-3DRFE [40] On command 23 subjects 3D multi-pose S F N Y
D3DFACS [139] On command 10 subjects 3D multi-pose D F N N
3.4.1 Posed facial expression databases
Posed expressions databases are usually restricted to convey a single specific emotion/AU
per sequence, typically with exaggerated individual features. These expressions are easier
to collect, and also easier to classify. In the early stages of research into automatic facial
expression analysis, most systems were developed and evaluated on posed expressions, collected
under homogeneous illumination and frontal still head pose, and on a relatively small number
of participants of fairly homogeneous groups with respect to age and ethnicity.
The Cohn-Kanade facial expression database (CK database, originally called CMU-
Pittsburgh)[74] is frequently used in studies on the recognition of the six basic emotions and
their corresponding AUs. The database contains over 486 near-frontal-view videos of facial
displays produced by 97 participants (18 to 50 years old, 69% female, mostly Caucasian).
Participants were instructed to perform a series of 23 facial displays. Each sequence begins
with a neutral expression and ends at the apex. The apex expression for each sequence is fully
FACS coded and given an emotion label. There are three main drawbacks for this database.
Firstly, as explained in Chapter 2, the appearance and shape changes associated with the
offset stage of an AU are different than the ones associated with the onset stage and therefore
some distinct patterns of the AU activation cannot be found in this database. Secondly, some
recordings display the date/time stamp over the chin of the subject. Finally, the database is
event-coded, so that the start of the AU activation is not annotated.
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The MMI database (Part I-III) [118] includes visual and audio-visual recordings of 69 dif-
ferent participants (44 females, 19 to 62 years old, varied ethnic background). The activation
and temporal segments of the AUs were coded by two FACS experts. There are approximately
780 videos, of which 30 are profile-view and 750 include a dual-view which combines frontal
and profile views of the face. The subjects keep a strictly frontal head pose without any head
movement.
The ISL facial expression database [147, 146] consists of two parts: a frontal-view and
a multi-view, containing 42 videos from 10 participants and 40 videos from 8 participants
respectively. They were collected under uncontrolled indoor illumination and background.
In the multi-view database, the face undergoes large face pose variations (-30 degrees to 30
degrees from left to right) and significant facial expression changes simultaneously.
3.4.2 Spontaneous facial expression databases
In comparison to deliberately displayed facial expressions, spontaneous expressions involve
higher frequency and larger amplitude of out-of-plane head movements, subtler expressions,
and subtle transitions to and from the onset and offset phases. Taking into account the differ-
ences in appearance and timing between spontaneous and posed expressions, it is unsurprising
that approaches trained on posed databases fail to generalise to the complexity of real-world
scenarios [111].
The extended Cohn-Kanade dataset (CK+ database) [88] is the second release of the CK
database. It includes an additional 107 sequences of 26 participants. Spontaneous data was
included by selecting any naturalistic smile that occurred between recording tasks, so 122
smiles from 66 participants (91% female) were added. Of these, 32% were accompanied by
brief utterances. For spontaneous expressions, a set of smile-related action units, AU6, AU12,
AU15, AU17, AU23/AU24 and AU25/AU26, were coded for activation (i.e. presence/absence).
The MMI database (Part IV-V) [157] was extended with naturalistic expressions by includ-
ing audio-visual recordings containing expressions of happiness, disgust and surprise for 25
participants. The spontaneous data is collected by showing the participants short clips (e.g.
comedy clips or surgery videos), while surprise events occurred without elicitation. It is coded
for smiles and laughter.
The SEMAINE database [101] was designed to engage the participants in a sustained, emo-
tionally coloured conversation with an emotionally stereotyped operator. The expressions
were elicited in human-computer and human-human conversations. The database includes
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high-quality, audio-visual recordings showing a range of related interactions. Video was recor-
ded at 50 fps and at a resolution of 780× 580 pixels. Both the participants and the operator
were recorded frontally by both a grey scale camera and a colour camera. Additionally, the
participants were recorded by a grey scale camera positioned on a side to capture a profile
view. Currently only 11 sequences has been sparsely FACS-annotated.
The SAL dataset [48] contains displays of spontaneous expressions recorded in a natural
environment. The expressions were elicited in human-computer and human-human conver-
sations, respectively. The head poses are mostly frontal or near-frontal due to the nature of
the interaction, although the subjects can move freely. Ten subjects were recorded. After
removing the speech sections, 77 sequences are left to perform studies on. For four subjects,
the data have been FACS-coded on a frame-by-frame basis in terms of temporal segments.
For the other six subjects only AU activation coding exists.
The UNBC-McMaster Shoulder Pain Expression Archive Database (UNBC-McMaster pain
database) [92] is a publicly available database designed for the purpose of pain analysis. It
contains a total of 129 participants (63 male) with shoulder pain. The patients performed a
“range of motion” test while being recorded. Although the camera is placed in front of the
participants, changes in head pose are common. Only pain-related AUs were FACS-annotated
(i.e. AUs 4, 6, 7, 9, 10, 12, 20, 25, 26, 27 and 43). With the exception of AU43, each
AU was coded on a five level intensity dimension (A-E) on a frame-by-frame basis by one
FACS-certified coder. Very precise per-frame facial locations for 66 points are also provided.
The UNBC-McMaster pain database is currently the largest publicly available spontaneous
expression database for AU analysis. However, the labelling contains some gross mistakes, so
if used for training, special care has to be taken to prune out the wrongly labelled examples.
The Denver Intensity of Spontaneous Facial Action database (DISFA) [98] contains stereo
videos of 27 participants (15 males) in a controlled lab environment. Expressions were elicited
by showing four minutes long videos to the subjects. Image quality is good (1024x768), and
the video is recorded at 20 fps. Frame-based AU activation and intensity labels were manually
annotated by two FACS experts for 12 AUs (1, 2, 4, 5, 6, 9, 12, 15, 17, 20, 25 and 26). The
database also includes very precise per-frame facial landmark locations for 66 points.
The Affectiva-MIT Facial Expression Dataset (AM-FED) [100] consists of 242 facial videos
(168,359 frames), which were recorded by the users’ webcams while they were watching one of
three intentionally amusing Super Bowl commercials. The videos exhibit non-uniform frame
rate and non-uniform lighting. The camera position relative to the viewer varies from video
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to video and in some cases the screen of the laptop is the only source of illumination. The
frame-based AU activation of 10 AUs (AU2, AU4, AU5, AU9 , AU12, AU14, AU15, AU17,
AU18 and AU26) have been manually coded by at least three FACS trained coders. For AU12
(mouth corner puller) and AU14 (dimpler), the unilateral activation (i.e. left or right side)
has also been annotated. The location of 22 automatically detected landmark points has also
been provided by the authors. This is the first AU-annotated in-the-wild dataset, and the first
database with uncontrolled lighting conditions.
3.4.3 3D facial expression database
The Bosphorus database [129] consists of recordings of 105 participants (60 men, a majority
being Caucasian), of them 27 professional actors. It includes examples of posed expressions,
and only static 3D images are provided. There are 35 different facial expressions included
in this database. The texture images are of a resolution of 1600 × 1200 pixels, while the 3D
faces consist of approximately 35,000 vertices. The database is FACS coded in terms of AU
activation and intensity, and accompanied by 24 manually labelled facial landmarks.
The ICT-3DRFE database [139] consists of 3D images captured at high resolution for 23
participants (17 male) and the display of 15 different expressions, including the six prototypical
expressions. Texture maps have a resolution of 1296 × 1944 pixels, corresponding to a detail
level of sub-millimetre skin pores. The authors also provide a method to approximate the
effect of different illumination conditions over the 3D textures by providing also photometric
models. This allows realistically rendered faces under a wide range of illuminations. The
database is fully annotated in terms of AU activation.
The D3DFACS database [40] contains coded examples of dynamic 3D AUs. They provide
video sequences of 3D data. It contains 10 participants, including four FACS experts, per-
forming posed examples of up to 97 AUs or AU combinations. In total, 519 sequences were
captured at 60 frames/sec, consisting of approximately 90 frames each. The apex frame has
been coded by a FACS expert.
3.4.4 Discussion
While researchers now have a much wider range of AU annotated databases at their disposal
than 9 years ago, lack of high-quality data remains a major issue. Recent advances in statistical
machine learning such as Deep Belief Nets require data orders in magnitude larger than are
currently available. In addition, there is an issue with the reliability of manual AU labelling
in a number of databases. While FACS is toted as an objective human measurement system,
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there remain subjective interpretations, and the quality of labelling is highly dependent on
the amount of experience a FACS annotator has. Moreover, the accuracy of an automatic
AU detection system largely depend on the accuracy with which human observers can identify
action units. This could also be reflected in the inter-rater reliability score of AU annotation.
Some AUs, for example, AU12 (mouth corner puller) and AU25 (mouth open), have inter-
rater reliability scores of more than 90%, while AUs such as AU7 (eye lid tightener) and AU23
(lip tightener) have much lower inter-rater reliability scores. Note that this numbers vary
depending on different datasets. Ideally, the inter-rater reliability of AU annotation should be
reported for each database. Unfortunately not all databases do so at the moment.
3.5 Relation to our work
The works presented in this thesis have both similarities and differences when compared to
the existing approaches. Also there are some works which are directly related to our proposed
methods while have never been applied to the problem of facial action recognition. Here they
are discussed briefly.
Feature extraction: In the following chapters, LBP and LPQ are employed for the analysis of
facial actions. These two descriptors are also typical examples of appearance-based approaches
as described in Section 3.2.1. Similar to other static appearance descriptors, they aim to
capture the appearance changes caused by muscle actions, both in terms of shape and transient
features such as wrinkles, bulges and furrows, from a static image. However, they have some
advantages over the existing appearance-based approaches. For example, LBP is tolerant
to illumination changes and is efficient to compute, and LPQ is blur-invariant. They have
been successfully applied to face analysis problems such as face recognition[4] and emotion
recognition [135]. Refer to [65] for an extensive overview of LBP-based descriptors. LBP
and LPQ also share some similar characteristics. For instance, both of them are static local
appearance descriptors. To be more specific, they both compute the features on a very small
neighbourhood surrounding pixels, and a binary number is attained. Finally a histogram is
used to record the distribution of the occurrences of the possible binary patterns.
The fact that both LBP and LPQ are particularly responsive to local texture changes, as
well as the use of histogram in the descriptors, also mean that the structure information of
the whole face may be omitted. Therefore LBP and LPQ are usually applied in a block-
based manner [3]. In other words, the face is divided in a grid-like manner into blocks, and
an appearance descriptor is applied to each of the blocks. This strategy is also commonly
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adopted for other features like DCT [57] and LGBP [134]. This inspired us to come with
the question what the best ways these descriptors should be applied are (as discussed in
Chapter 5). Under this consideration, the way appearance features extracted can be divided
into holistic methods and local (or part-based) methods. Holistic methods try to model the
appearance of the whole face by applying an appearance descriptor over the full face region.
Alternatively, local approaches apply the appearance descriptor at local patches centred at
the facial landmarks. Some features can be naturally applied in a holistic manner, as Gabor
magnitude features, although the resulting feature dimensionality is very large. Some features
such as SIFT or HOG work best locally, since otherwise large edges due to the face structure
dominate over small edges related to facial expression information. In terms of combining
features from these sub-regions, the standard approach is to concatenate the features extracted
from different regions around points/blocks to form a single vector. Then learning is performed
over the concatenated features (e.g. [62]). Fusion techniques other than feature-level fusion
have been studied in order to combine different types of features, such as geometry-based
features and appearance-based features [134].
The dynamic appearance descriptor proposed in Chapter 6 can be categorised in Sec-
tion 3.2.1 as an appearance-based approach. As we can see, the only dynamic appearance
descriptor applied to AU detection are the dynamic Haar features. However, as mentioned in
Section 3.2.1, the Haar filters are not responsive to the finer texture details and this method has
only been evaluated on their own AU dataset, the usefulness of Haar-features-based spatio-
temporal volumes for the task of automated AU recognition is still to be demonstrated in
general case. In [178], the LBP descriptor was extended to a spatio-temporal representation
for dynamic texture analysis and promising performance was shown for the problem of emo-
tion recognition. Inspired by this idea, the LPQ descriptor is extended to the spatio-temporal
domain in the same manner. Our proposed method shares some common characteristics with
both the static appearance descriptors (see Section 3.2.1) and the motion-based approaches
(see Section 3.2.3) as our method encodes both spatial and temporal information. It is also
different from both types of approaches because the dynamic appearance descriptors combine
the advantage of them. Due to the success of the dynamic appearance descriptors, a number
of works have been proposed recently. Another temporal extension of LPQ, namely VLPQ
has been proposed [108]. The LGBP has been extended in a similar manner to LGBP-TOP
and shown promising results on The problem of facial expression recognition [6]. Note that
these works were presented after our work on LPQ-TOP.
Machine learning: The two main problems addressed in this work AU activation detection
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and analysis of AU temporal dynamics are directly related to Section 3.3.1 and Section 3.3.3
respectively. For AU activation detection, similar to most state-of-the-art works, the SVM
classifier is used in our work. For temporal segment detection, a similar framework presented
in [78] is used.
Temporal alignment: In Chapter 7, the two scenarios classification and temporal segment
detection considered are discussed in Sections 3.3.2 and 3.3.3. However, the problem is ap-
proached in a completely different way in comparison to the existing work. Instead of following
the traditional approach which uses machine learning techniques to train a classifier for each
class, the problem of classification is viewed as sequence-to-sequence alignment problem, while
temporal segment detection as sub-sequence alignment problem. Here the pros and cons of
existing temporal alignment methodologies are discussed briefly.
The dynamic time warping (DTW) algorithm and its extensions are currently the most
popular temporal alignment methodology for the sequence-to-sequence problem. Originally,
DTW was used to compare different speech patterns in automatic speech recognition, but has
since been successfully applied to automatically in relation to a large variety of time-dependent
data. DTW finds a monotonically increasing map (so time cannot go backwards) between the
frames of two sequences. The alignment puts in correspondence frames on one sequence to
frames on the other sequence, so that several frames of one sequence can be mapped into
the same frame of the other sequence and vice verse. Under these conditions, the alignment
found is guaranteed to be optimal, and has a quadratic complexity on the number of frames.
However, standard DTW sometimes produces what is called a degenerate output, where an
abnormally large quantity of frames are aligned into a single frame. Although some works
aim at alleviating this well-known problem (e.g. [76]), the problem still persists. This is
specially noticeable when dealing with images, where the impact of noise on the frame-to-
frame distances is very large. Furthermore, the alignment results in a repetition of frames (the
alignment is typically non-smooth) and it is not possible to produce sub-frame accuracy in the
alignment. These properties hinder the subsequent use of spatio-temporal descriptors. It is
also possible to argue that the absence of a regulariser, and that the solution is not constrained
to belong to a specific family of functions, are major shortcomings of this method.
A variety of extensions of DTW have been proposed in the literature. Most notably, the
General Time Warping (GTW), proposed in [180], uses a parametric family of functions so
that the output of the alignment would be a linear combination of these functions. The
output of this method is smooth and can produce sub-frame alignments, allowing for the
subsequent application of spatio-temporal descriptors. Furthermore, the authors use a gradient
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descent strategy at test time, leading to efficient inference. Other methods try to find an
underlying latent space by alternating the elimination of spatial variations, and the elimination
of temporal ones. For example, the Canonical Time Warping [179] proposes the combination
of Canonical Correlation Analysis with DTW. While CCA eliminates spatial differences by
projecting the two signals into a shared space, DTW temporally aligns the projected sequences
in the shared space, where they are more readily comparable. Similarly, Gong and Medioni [59]
proposed the dynamic manifold warping, where the use of CCA is substituted for a manifold
learning technique.
For sub-sequence alignment, the authors in [23] proposed to pose this problem as a structured
output problem. This is combined with a feature representation capable of comparing image
regions of different sizes (e.g. using a bag-of-visual-words representation). A similar notion
was then applied to spatio-temporal volumes and, in particular, it has been applied to the
problem of AU detection [137]. The relevance of this work is its aim to localise the full
sequence at once instead of classifying individual frames. However, the resulting detection
does not provide an explicit alignment between sequences, and relies on a supervised training,
posing the problem within the max-margin framework.
Alternatively, the work in [26] proposed to align two sequences both temporally and spa-
tially by, first, defining a parametric spatio-temporal transformation, and then minimising a
loss function respect to the parameters of the temporal transformation, using in particular a
gradient descent technique. In particular, the authors proposed to use an affine spatial trans-
formation and a linear temporal transformation. The use of gradient descent implies that it
is necessary to interpolate the frames after every iteration, which is a costly produce. Fur-
thermore, the temporal derivatives have to be approximated using existing frames, resulting
in coarse approximations. An extension to this work was proposed in [151], where the authors
use a pyramid representation and an initial exhaustive search to initialise the gradient descent
search, and an adapted loss function robust to locally linear image intensity variations. The
major limitation of this methodology is its reliance on frame interpolation, and the coarseness
of the numerical approximations necessary to compute the derivatives.
The work presented in Chapter 7 are related to the aforementioned methods in the following
aspect. It extends the framework in [26] by widening the definition to accommodate for a much
more general family of time warp functions. The DTW-related methods is extended to be able
to deal with sub-sequence alignment while performing at least equally well for sequence-to-
sequence alignment problems. The parametric model methods are extended so that there is
no need to interpolate nor compute the gradients.
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Databases: In Chapter 4, a new dataset GEMEP-FERA is presented. The DISFA and
GEMEP-FERA datasets are used for evaluation in Chapter 5, the MMI database is used to
provide performance results for posed AUs, while the UNBC-McMaster pain database, the SAL
database and the GEMEP-FERA dataset are the benchmarks for spontaneous expressions in
Chapter 6, and in Chapter 7, the CK dataset, the MMI database and the DISFA database are




First Facial Expression Recognition
Challenge: A preliminary study
4.1 Introduction
The lack of a commonly accepted evaluation protocol and, typically, lack of sufficient details
needed to reproduce the reported individual results make it difficult to compare systems.
This, in turn, hinders the progress of field. The First Facial Expression Recognition Challenge
(FERA) was held during the IEEE conference on Face and Gesture Recognition 2011. The
challenge is divided into two subchallenges: the AU detection subchallenge and the emotion
recognition subchallenge. The GEMEP dataset was firstly introduced for automatic facial
expression recognition in this challenge, therefore the results of a baseline system are provided.
Due to the scope of this thesis, we focus on the AU detection subchallenge. The proposed
baseline system provides a preliminary study and forms the basis for later work in this thesis.
Recently a new group of appearance descriptors has been proposed and successfully ap-
plied to face recognition, and six basic emotional facial expression recognition. The family of
LBP-based detectors (i.e. LBP, LPQ and LBP-TOP) have been reported to attain a better
performance in such problems than most existing methods in various comparative studies,
with respect to both performance and computational efficiency (e.g. [135, 178, 106]). However,
to the best of our knowledge, no work has been done using these features for Action Unit
detection. Therefore, the contribution of this chapter is twofold. First, it provides a baseline
system for the first facial expression recognition challenge. Second, the local binary pattern
descriptors are applied to the problem of FACS Action-Unit (AU) detection for the first time
in the literature.
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Figure 4.1: Examples of images from the GEMEP-FERA database (significant head movement/occlu-
sion involved)
In this chapter, the challenge data, the methodology adopted in the baseline system and
the experimental results are detailed. The content of this chapter has been published in [155]
and [161].
4.2 The GEMEP-FERA dataset
To be suitable to base a challenge on, a dataset needs to satisfy two criteria. Firstly, it must
have the correct labelling, which in our case means frame-by-frame AU labels and event-coding
of discrete emotions. Secondly, the database cannot be publicly available at the time of the
challenge. The GEMEP database [16] is one of the few databases that meets both conditions,
and was therefore chosen for this challenge.
The GEMEP corpus consists of over 7000 audiovisual emotion portrayals, representing 18
emotions portrayed by 10 actors who were trained by a professional director. The actors
were instructed to utter 2 pseudo-linguistic phoneme sequences or a sustained vowel ‘aaa’.
A study based on 1260 portrayals showed that portrayed expressions of the GEMEP are
recognised by lay judges with an accuracy level that, for all emotions, largely exceeds chance
level (randomly assigned an emotion to a facial expression), and that inter-rater reliability
for category judgements and perceived believability and intensity of the portrayal is very
satisfactory [16]. At the time of organising the challenge, the data had not been made publicly
available, making it a suitable dataset to base a fair challenge on. A detailed description of
the GEMEP corpus can be found in [16].
The GEMEP-FERA dataset is a fraction of the GEMEP corpus that has been put together
to meet the criteria for a challenge on facial Action Units and emotion recognition. By no
means does the GEMEP-FERA dataset constitute the entire GEMEP corpus. In selecting
videos from the GEMEP corpus to include in the GEMEP-FERA dataset, the main criterion
was the availability of a sufficient number of examples per unit of detection for training and
testing. It was important that the examples selected for the training set were different than
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Table 4.1: Action Units included in the AU detection sub-challenge. Test set S denotes seen subjects,
while test set U denotes unseen subjects. Number of videos: Ntotal = 158; Ntraining = 87; Ntest = 71
AU Description Train Test S Test U Total
1 Inner brow raiser 48 9 28 85
2 Outer brow raiser 48 12 21 81
4 Brow lowerer 34 10 26 70
6 Cheek raiser 37 8 27 72
7 Lid tightener 43 14 30 87
10 Upper lip raiser 48 13 21 82
12 Lip corner puller 56 16 33 105
15 Lip corner depressor 30 6 11 47
17 Chin raiser 49 14 31 94
18 Lip pucker 28 12 20 60
25 Lips part 67 22 37 126
26 Jaw drop 46 12 23 81
the examples selected for the test set. The dataset includes speech-related mouth and face
movements, significant amounts of both in- and out-of-plane head rotations, and frequent
co-occurrence of AUs (see Fig. 4.1).
For the AU detection sub-challenge, a subset of the GEMEP corpus annotated with the
Facial Action Coding System is used [52]. The twelve most commonly observed AUs in the
GEMEP corpus were selected (see Table 4.1). To be able to objectively measure the per-
formance of the competing facial expression recognition systems, the dataset is split into a
training set and a test set. A total of 158 portrayals (87 for training and 71 for testing) were
selected for the AU sub-challenge. All portrayals are recordings of actors speaking one of the 2
pseudo-linguistic phoneme sequences. Consequently, AU detection is to be performed during
speech. The training set included 7 actors (3 men) and the test set included 6 actors (3 men),
half of which were not present in the training set. Even though some actors were present in
both training and test set, the actual portrayals made by these actors were different in both
sets.
The actors who were not present in the training sets were the same for both sub-challenges.
Details about the training and test sets can be found in Table 4.1 (AU sub-challenge). The
tables distinguish between videos depicting seen and unseen subjects of the test set. Videos
of subjects that are also present in the training set belong to the seen test set, the others to
the unseen test set.
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TABLE II
EMOTIONS INCLUDED IN THE EMOTION DETECTION SUB-CHALLENGE. TEST SET S DENOTES SEEN SUBJECTS, WHILE TEST SET U DENOTES UNSEEN
SUBJECTS. NUMBER OF VIDEOS: Ntotal = 289; Ntraining = 155; Ntest = 134
Emotion Definition Train Test S Test U Total
Anger Extreme displeasure caused by someone’s stupid or hostile action 32 14 13 59
Fear Being faced with an imminent danger that threatens our survival or physical well-being 31 10 15 56
Joy Feeling transported by a fabulous thing that occurred unexpectedly 30 20 11 61
Relief Feeling reassured at the end or resolution of an uncomfortable, unpleasant, or even
dangerous situation
31 18 8 57
Sadness Feeling discouraged by the irrevocable loss of a person, place, or thing 31 18 7 56
The test partition was made available one week before the
FERA 2011 paper submission deadline. In the test data, there
were no labels associated with the test videos. Participants
predicted the labels by means of their trained systems and
send them to the FERA 2011 organisers by email, who then
computed the correctness of the predictions (the scores). To
allow the participants to identify and correct major faults
in the programmes, they were allowed two submissions of
predictions.
The scores are computed in terms of F1-measure for AU
detection and in terms of classification rate for emotion
detection. For the AU-detection sub-challenge, we first obtain
the F1-score for each AU independently, and then compute
the average over all 12 AUs. Similarly, for the emotion-
recognition sub-challenge the classification rate is first ob-
tained per emotion, and then the average over all 5 emotions
is computed. The F1-measure for AUs is computed based on
a per-frame detection (i.e. an AU activation prediction has to
be specified for every frame, for every AU). The classification
rate for emotion categories is computed based on a per-video
prediction (event-based detection).
V. BASELINE SYSTEM
The FERA 2011 challenge was the first event where the
GEMEP data was used for automatic facial expression recog-
nition, which means that there was no existing work that
participants could compare their methods to, and thus there
was no means available to participants to check whether their
obtained results were reasonable. To overcome this problem,
the FERA 2011 organisers provided results of a baseline
system for both sub-challenges. The baseline approach used
static local-appearance-based features and statistical machine
learning techniques. The baseline system was designed as to
make it easy to reproduce the baseline results.
The publicly available OpenCV2 implementation of the
Viola & Jones face detector [63] was used to determine
the rough location of the face. The height and width of
the face-box output by the Viola & Jones face detector is
rather unstable, varying by approx. 5% std. even for videos
in which the face hardly moves. Also, the face detector does
not provide any information about the head pose. To facilitate
the appearance descriptor to correlate better with the shown
expression instead of with variability in head pose and face
detector output, we first perform face registration based on the
location of the eyes. To detect the eyes, we use the OpenCV
implementation of a Haar-cascade object detector, trained for
2http://opencv.willowgarage.com/wiki/, DOA 02-06-2011
Fig. 2. Overview of the FERA 2011 baseline system for detection of 12
Action Units and 5 emotions.
either a left- or a right eye. After the left eye location pl
and right eye location pr are determined, the image is rotated
so that the angle ↵, defined as the angle between the line
connecting the eyes and the horizontal axis of the image, is
0 degrees. The image is then scaled to make the distance
between pr and pl 100 pixels, and the face box is cropped to be
200 by 200 pixels, with pr at position {pxr , pyr} = {80, 60}.
The local appearance descriptors are subsequently extracted
from such registered images.
As dense local appearance descriptors we chose to use
uniform LBPs [37]. They have been used extensively for
face analysis in recent years, e.g. for face recognition [1],
emotion detection [50], or detection of facial muscle actions
(FACS Action Units) [24]. As classifier we employ standard
Support Vector Machines (SVMs) with a radial basis function
kernel. We reduced the dimensionality of our facial expression
representation using Principal Component Analysis (PCA). Fig
2 gives an overview of the baseline system.
A. Feature extraction
LBPs were first introduced by Ojala et al. in [36], and
proved to be a powerful means of texture description. For
every pixel the LBP operator creates a label by thresholding a
3⇥ 3 neighbourhood of that pixel with the value of the pixel
itself. Considering the 8-bit result as a binary number, a 256-
bin histogram is generated over the LBP response in a region
of interest. This histogram is used as the texture descriptor.
Ojala et al. [38] later extended the basic LBP to allow a
variable number of neighbours to be chosen at any radius from
the central pixel. They also greatly reduced the dimensionality
F gure 4.2: Overview of the FERA 2011 ba eline system for detection of 12 Action Units and 5 emo-
tions.)
4.3 Baseline sys em nd result
Pre-processing: The pu licly av ilable OpenCV2 implementation of the Viola and Jones face
detector [164] was used to determine the rough location of the face. The height and width
of the face-box output by the Viola and Jones face detector are rather unstable, varying by
approximately 5% std. even for videos in w ichth fac hardly moves. In addition, the face
detector does not provide any information about the head pose. To facilitate the appearance
d scriptor to correlate better with the shown expression instead of with variability in head
pose and face detector output, first face registr tion is perform d based on the location of
the eyes. To detect the eyes, the OpenCV implementation of a Haar-cascade object detector,
trained for either a left or a right eye. After the left-eye location pl and right-eye location pr
are determined, the image is rotated so that the angle α, defined as the angle between the
line connecting the eyes and the horizontal axis of the image, is 0◦. The image is then scaled
to m ke the distance between pr and pl 100 pixels, and the face box is cropped to be 200
by 200 pixels, with pr at position {pxr , pyr} = {80, 60}. The local appearance descriptors are
subsequently extracted from such registered images.
Feature extraction: The LBP descriptor [105] is applied to the p oblem of AU recognition
due to its computational simplicity. LBPs were first introduced by Ojala et al. in [104], and
proved to be a powerful means of texture description. They have been used extensively for face
analysis such as face recognition [3] and emotion detection [135] in recent years. In the original
LBP, for every pixel the LBP operator creates a label by thresholding a 3× 3 neighbourhood
of that pixel with the value of the pixel itself. Considering the 8-bit result as a binary number,
the occurrence of the LBP patterns over a region is recorded by a histogram. After applying
the LBP operator to an image, a histogram of the LBP-labelled region of interest in the image
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I(f(x, y) = i), i = 0, ..., n− 1. (4.1)
where n is the number of possible labels produced by the LBP operator and
I(A) =
{
1 if A is true
0 otherwise
(4.2)
Ojala et al. [105] later extended the basic LBP to allow a variable number of neighbours to
be chosen at any radius from the central pixel. They also greatly reduced the dimensionality
of the LBP operator, by introducing the notion of a uniform LBP. A local binary pattern is
called uniform if it contains at most two bitwise transitions from 0 to 1 or vice versa when
the binary string is considered circular [105]. The LBP operator for the general case based
on a circularly symmetric neighbour set of P members on a circle of radius R, is denoted
by LBPuP,R. Superscript u reflects the use of uniform patterns. Parameter P controls the
quantisation of the angular space and R determines the spatial resolution of the operator.
Bilinear interpolation is used to allow any radius and number of pixels in the neighbourhoods.
An early stage experiment was conducted to find the optimal parameters for this application,
resulting in P = 8, and R = 1. Hence, LBPu8,1 descriptor is used in the baseline system.
An LBP histogram computed over the whole face image represents only the frequency of
the patterns without any indication about their locations. To take the spatial information
into account as well, the registered face region is divided into smaller sub-regions and we
extract separate LBP histograms from each of them (as shown in Fig. 4.2). The LBP features
extracted from each sub-region are subsequently concatenated to form a single, spatially-
enhanced feature histogram. This was used as a feature vector representing the shown facial
expression. A grid size of 10× 10 was used in the experiments, as this was empirically found
to be the best division of the face region into sub-regions for AU detection [71].
Training AU Detectors: As classifier, standard SVMs with a radial basis function kernel is
employed. The dimensionality of the facial expression representation is reduced using PCA.
Binary SVM classifiers were trained for each AU independently. Because of the independence
assumption, only the appearance changes caused by a single AU needs to be encoded at a
time. This meant that the set A of AUs could be divided into two groups: upper face AUs Gu
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= {AU1,AU2,AU4,AU6,AU7}, which only cause appearance changes in the upper half of the
face, and lower face AUs Gl = {AU10,AU12,AU15,AU17,AU18,AU25,AU26} that only affect
the lower face. The training set for an AU consisted of frames where that particular AU was
present (positive examples), frames in which any of the other AUs from the same group was
active (either negative or positive examples, depending on whether the target AU was present
as well), plus frames displaying an expressionless face (negative examples).
To select the frames to be used to train a classifier, only frames displaying distinct AU com-
binations in the training set are selected from every video. First, each video is segmented into
periods with distinct AU combinations. These segments usually have a duration of multiple
frames. Then the middle frame of each block is picked. If a video has multiple blocks with the
same AU combination, the training frame from the first occurrence of this combination is used.
Note that, when the frames for Ai ∈ Gj with j ∈ {u, l} are selected, only AU combinations of
Gj are used.
A different set of features was used for the upper face AUs and the lower face AUs. To
wit, for each AU a ∈ Gu, the histograms of the top five rows of the 10 × 10 LBP grid
are concatenated, while for each AU a ∈ Gl, the histograms of the bottom five rows are
concatenated. To reduce the dimensionality of the feature set, PCA, selecting ma eigenvectors
for the subsequent analysis such that their cumulative energy is 95%, is applied. Features are
then normalised to lie in the closed interval [0.1, 1].
For the 1-vs-all frame-based AU classification, SVMs with a RBF kernel are employed. Two
parameters: the RBF scale parameter σ, and the SVM slack variable ζ are determined by
means of a 5-fold cross-validation on the training set. It makes sure that data from the same
subject never appears in both the training and evaluation sets.
Experimental results: The experimental scores are computed in terms of F1-measure for AU
detection. First the F1-score for each AU is obtained independently, and then the average
over all 12 AUs is computed . The F1-measure for AUs is computed based on a per-frame
detection (i.e. an AU activation prediction has to be specified for every frame, for every AU).
In addition, the area under the ROC curve is also computed. By using the signed distance
of each sample to the SVM hyper-plan and varying a decision threshold, the hit rate (true
positives) against the false alarm rate (false positives) is plotted. The area under this curve is
equivalent to percent correct in a 2-alternative forced task (2AFC)[18], which can be computed
efficiently.
Table 4.2 shows the results of the AU detection baseline system measured in terms of 2AFC
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score and F1-measure. The table shows results for three different partitions of the test data.
The first is the partition of the test data for which the test subjects are not present in the
training data (Person Independent partition). This partition shows the ability of AU detection
systems to generalise to unseen subjects. The second partition of the test data consists of
recordings of subjects that appear both in the training and in the test set. Participants would
thus be able to train subject specific detectors for this partition. The third column shows the
results for the entire, unpartitioned test set, which it is refered as the overall performance. It
is this performance on the whole test set that is used to rank participants in the AU-detection
sub-challenge.
Table 4.2: 2AFC score (left) and F1-measure (right) for Action Unit detection results on the test set
for the baseline method. Performance is shown for the person independent (PI), person specific (PS),
and overall partitions. The last column shows results of a naive classifier, which scores all frames as
active, on the overall test set.
AU PI PS Overall
1 0.845 0.613 0.790
2 0.818 0.640 0.767
4 0.481 0.607 0.526
6 0.690 0.568 0.657
7 0.572 0.530 0.556
10 0.577 0.627 0.597
12 0.738 0.700 0.724
15 0.555 0.567 0.563
17 0.679 0.661 0.646
18 0.620 0.599 0.610
25 0.544 0.669 0.593
26 0.457 0.555 0.500
Avg. 0.631 0.611 0.628
AU PI PS Overall Naive
1 0.634 0.362 0.567 0.506
2 0.675 0.400 0.589 0.477
4 0.133 0.298 0.192 0.567
6 0.536 0.255 0.463 0.626
7 0.493 0.481 0.489 0.619
10 0.445 0.526 0.479 0.495
12 0.769 0.688 0.742 0.739
15 0.082 0.199 0.133 0.182
17 0.378 0.349 0.369 0.388
18 0.126 0.240 0.176 0.223
25 0.796 0.809 0.802 0.825
26 0.371 0.474 0.415 0.495
Avg. 0.453 0.423 0.451 0.512
To assess the quality of the baseline method, the results for a naive AU detector are also
computed. The best strategy for a naive classifier in the situation of sparse positive examples
(i.e. sparse AU activation), is to score all frames as active. The results are computed over
the full (overall) test set, and are shown in the last column of Table 4.2. As can be seen,
the baseline method does not outperform a naive approach in all cases. One reason for this
may be the fact that while the parameters for optimal F1 measure are chosen, the training
algorithm of SVMs inherently uses the classification rate as the value for which it optimises.
4.4 Participant systems and results
Senechal et al. [133] propose a system that combines shape and appearance information using
multi-kernel SVMs. The shape information is obtained using AAMs and the appearance using
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Local Gabor Binary Pattern (LGBP) histograms. For the AAM coefficients a Radial Basis
Frequency kernel is used, and for the LGBP features a histogram intersection kernel. The
SVM output is temporally filtered by taking for every frame the average over a short time
window.
Wu et al. [167] evaluated the performance of their Computer Expression Recognition Tool-
box (CERT, [84]) for the AU detection problem. CERT uses a Viola & Jones style face and
facial feature detection system, which is used to register the face. A bank of Gabor filters is
applied to the registered face and AUs are detected using SVMs.
Baltrusaitis et al. [15] presented a system based on the mind-reading work of El Kaliouby
& Robinson [72]. Their real-time system operates on three increasingly longer temporal levels:
first AUs, head actions and shoulder actions are detected on a timescale of 5 frames. To detect
face, head, and shoulder gestures the action information is fed into Hidden Markov Models
that operate on a 15-frame level. Finally, Dynamic Bayesian Networks are used to infer the
five discrete emotions, again at the 15-frame temporal level.
Chew et al. [30] argue that, given sufficiently accurate registration, the pixel intensity
information of the face is all that is needed to recognise facial actions and applying linear
filters such as LBPs to the face image is not necessary. They attain highly accurate registration
using Saragih et al.’s version of Constrained Local Models [128]. SVMs are trained on the
pixel information after canonical normalising the face area, which removes all non-rigid shape
variation with respect to a reference shape.
Gehrig & Ekenel’s proposed system uses Discrete Cosine Transform (DCT) histograms in a
manner similar to the baseline system’s LBP approach [57]. The histograms derived from 10
× 10 non-overlapping blocks in a registered face are normalised on a per-block basis and used
as input to Kernel Partial Least Squares regression (KPLS).
The results for the AU detection sub-challenge are shown per partition in Table 4.3, and
overall results per AU for each team are shown in table 4.4. The winner of the AU detection
sub-challenge was the team of Senechal et al., from the Institut des Systemes Intelligents et
de Robotique, Paris [133]. Their method attained an F1 measure of 63.3%, averaged over
all 12 AUs. This is well above the baseline’s 45.3%, but still very far off from a perfect AU
recognition.
Looking at individual AUs, we can see that AU1, AU2, AU6, and AU12 are consistently
detected well by all participants, while AU4, AU5, AU10, AU17, AU18, and AU26 were
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ISIR [133] 0.633 0.576 0.620
KIT [57] 0.543 0.473 0.523
MIT-Cambridge [15] 0.470 0.422 0.461
QUT [30] 0.530 0.460 0.510
UCSD [167] 0.604 0.539 0.583
Baseline 0.453 0.423 0.451
Table 4.4: F1 measures per AU, for every participant in the AU-detection sub-challenge. Last column
shows average over all participants, and high scores are printed in bold.
AU ISIR KIT MIT-Camb. QUT UCSD Avg
1 0.809 0.606 0.681 0.780 0.634 0.702
2 0.731 0.520 0.635 0.723 0.636 0.649
4 0.582 0.529 0.446 0.433 0.602 0.518
6 0.833 0.822 0.739 0.658 0.759 0.762
7 0.702 0.554 0.323 0.553 0.604 0.547
10 0.475 0.467 0.328 0.468 0.565 0.460
12 0.803 0.798 0.658 0.778 0.832 0.774
15 0.245 0.065 0.114 0.156 0.193 0.155
17 0.557 0.518 0.300 0.471 0.499 0.469
18 0.431 0.329 0.127 0.448 0.345 0.336
25 0.850 0.800 0.815 0.311 0.815 0.718
26 0.576 0.515 0.475 0.537 0.515 0.524
consistently detected with low accuracy. AU25, parting of the lips, is detected with high
accuracy by all participants except QUT [30]. The authors noted in [30] that this may have
been due to an inability to deal with speech effectively. AU7, narrowing of the eye aperture
caused by contraction of the orbicularis occuli muscle (pars palpebralis), was only detected
with high accuracy by Senechal et al [133].
Contrary to what would normally be expected, Table 4.3 shows that performance on the
person specific partition was consistently worse than on the person independent part. Unfor-
tunately, given the relatively small size of the test partition, this is probably simply because
the videos selected for the person specific part may have been that much more challenging
than those included in the person independent part.
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4.5 Discussions
The first facial expression recognition and analysis challenge has been a great community
effort and a resounding success, both in terms of the attained results as well as the level
of participation. This challenge also allow us to learn what are the current trends in the
fields. For instance, five teams participated in the AU detection sub-challenge, compared to
ten teams for the emotion recognition sub-challenge. This indicates that despite the criticism
on the practical use of discrete emotion classification and the theory behind it, it remains
the most popular approach for computer scientists. It is also shown that the detection of
AUs is still far from solved. With respect to machine learning techniques it is noticed a
strong trend to use Support Vector Machines (SVMs). Out of 12 teams, 10 teams used
SVMs. Perhaps more significantly, three teams used multiple kernel SVMs, including the AU
detection winner [133]. Surprisingly, only one team modelled time [15], and, although such
techniques have proven very popular in recent literature, it is also the only team that has
used probabilistic graphical models. In terms of features, the following was observed: Four
teams encoded appearance dynamics, and there were four teams that combined appearance
and geometric features, including the AU detection winners. Although modelling of depth
would improve the ability to deal with out of plane head rotations, only a single team infers
3D from 2D images. This appears to be successful, as the team that employed it also won
the AU detection challenge. Unfortunately, from their work [133] it is not possible to assess
exactly how big the influence of this 3D inference was. Geometric features on their own were
neither popular nor successful: there was only a single team that relied solely on Geometric
features, and they were ranked very low in the emotion recognition sub-challenge.
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Chapter 5
Decision Level Fusion of Domain
Specific Regions for Facial Action
Recognition
In this chapter a region-based classification method is proposed which introduces a mid-level
decision layer by training separate classifiers for each region of the face. Different from other
approaches, our regions are not defined as a regular grid based on the face location alone, nor
simply centred at fiducial facial point locations. Instead a domain specific approach uses the
knowledge of where specific facial muscle contractions cause appearance changes and defines
regions covering the whole face parameterised in terms of facial point locations. Probabilistic
decisions obtained from the region classifiers are then fused at decision level using a simple
weighted sum model. This configuration allows each classifier to learn the typical appearance
changes for parts of the face, caused by certain facial actions and reduces the dimensionality
of the problem thus proving to be more robust. In contrast to the popular ways to extract
features such as dividing face into blocks and patches around facial landmarks, our domain
specific region method is able to encode the full facial appearance, while preserving the local
features. Our approach is evaluated on the DISFA and GEMEP-FERA datasets using two
histogram-based appearance features, Local Binary Pattern and Local Phase Quantisation. It
is demonstrated that both the domain specific region definition and the decision-level fusion
independently and consistently improve the performance of an automatic facial action unit
detector. The content of this chapter has been published in [69].
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5.1 Introduction
As mentioned in Chapter 1, which parts of the face the feature descriptors should be ap-
plied to is an important question that has received very little attention. The two commonly
applied approaches for appearance-based approaches are the holistic and local strategies for
feature extraction. In a holistic approach the whole face appearance is encoded in the feature
representation. This is typically used in combination with a block-based strategy, in which
the face is divided into a regular grid, where a feature vector is extracted from each of the
grid’s blocks, and the resulting vectors are concatenated to form the final observation vector
(e.g. [71]). Many feature descriptors use histograms taken over the contents of the blocks to
increase shift robustness, as histograms eliminate the spatial arrangements. This is a desirable
property when the represented region is small and the spatial information lost is of the same
order as the expected alignment errors. Hence, using a block-based representation is very com-
mon when using histogrammed features. Alternatively, local approaches apply an appearance
descriptor to image patches centred at a number of facial landmarks. Each landmark-localised
patch produces a feature vector which are concatenated to create the face representation [184]
(see Fig. 5.1). In this work, the pros and cons of these two approaches are discussed, and a
novel feature extraction strategy is proposed based on a new definition of the regions from
which local appearance features are computed, which is our first major contribution. The new
definition results from the application of domain knowledge (expert knowledge of how FACS
is defined), and aims at capturing homogeneous AU-related changes within a region. The
way information from multiple patches is combined is investigated. Existing methods extract
features from regions (where the definition of region can vary), and then proceed to concat-
enate the extracted features into a single vector. This is called feature-level fusion, as the
information coming from different sources is combined into a single feature vector. However,
the activation of an AU only causes appearance changes in a subset of the face patches. This
suggests that a decision-level fusion approach can be beneficial. Decision-level fusion relies on
the application of a separate classifier for each region considered. This is followed by the com-
bination of the resulting predictions into a single prediction by some function, often again a
classifier or a weighted product/sum of the region-based classifiers. Our second contribution is
to adopt this strategy, experimentally comparing it to existing feature concatenation schemes.
In particular, a linear weighted sum of the region-based decisions is considered, for which the
weights are derived from a cross-validated performance of each region’s classifier.
To summarise, our main contributions are a novel way to extract facial appearance fea-
tures, described in full in section 5.2.1, and the proposal of a decision-level fusion strategy for
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Whole Face Block-based RAPs ROIs
Figure 5.1: Different ways to apply appearance descriptors (Holistic vs. Local features): whole face, block-
based, Region Around Points (RAPs) and Region Of Interests (ROIs) defined by points. Pixels indexed by
the same local coordinates have the same semantic meaning (last two), but pixels indexed by the same global
coordinates have different semantic meanings due to the face shape variation (first two)
combining the region-level classifiers is described in section 5.2.2. Section 5.3 experimentally
shows that both of the proposed contributions result in a performance improvement. The im-
provement is consistent using two different appearance descriptors on two separate datasets.
Section 5.4 provides our concluding remarks and future direction.
5.2 Methodology
5.2.1 Region definition and feature extraction
Holistic and local feature extraction approaches convey somewhat different information. Hol-
istic approaches extract information according to a coordinate system defined by the position
of the face itself. On the other hand, local methods use a coordinate system defined in terms
of inner-facial features, for example facial landmarks (see Fig. 5.1). Since a Procrustes re-
gistration cannot fully remove variations between face shapes, the physical parts of the face
from which a feature is extracted can change considerably between different faces when using
holistic approaches. This problem can result from identity differences, but it is particularly
evident when dealing with non-frontal head poses. In contrast, local methods always encode
the appearance of the same part of the face, as long as the facial points they depend on are
detected correctly. Holistic methods encode the whole face appearance while local methods
fail to encode information for some portions of the face (for example, the appearance of the
cheeks can be a useful cue, while there is no facial landmark on them).
Our proposed strategy aims to make full use of the face appearance, while using less localised
information than traditional local models, yet maintaining the benefit of implicit registration
afforded by the facial landmark points, thus making our proposed descriptor less sensitive to
shape differences caused by identity and non-frontal head poses. To this end, a set of regions
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Figure 5.2: Representation of the AU detection process. Each of the regions produces a separate
histogram. Each of these histograms is analysed by means of a region-specific classifier, and the
outputs are combined into a final score as a weighted mean.
defined by facial landmarks is considered as show in Fig. 5.2. It is possible to see that in this
case, the whole appearance of the face is considered, including regions such as the cheeks.
Furthermore, the regions considered do not have a uniform local support. For example the
appearance of the lips is contained in one big region, while the eyes cover a much smaller
region.
The regions were constructed by first considering the Delaunay triangulation used for divid-
ing the face in Active Appearance Models (AAM) [5]. Each triangle in the mesh is designed
to encode information as homogeneous as possible, and represent a natural way for dividing
the face region. However, for the task of AU detection some of the triangles encode very little
information. Therefore, we used domain knowledge for joining some of these triangles into
regions, where the domain used here is FACS AU detection. For example, R4 and R9 enclose
the region of the face in which the contraction of the corrugator produces furrowing (AU4).
Similarly, R22 and R23 clearly show wrinkling when the depressor supercilli muscle contracts,
which is again related to AU4. Similarly, AU25 is captured by R3. A full mapping can easily
be derived from the FACS [52]. An overview of mappings between facial muscles and AUs can
be found in Chapter 2.
Our hypothesis is that in this way it will easier to encode relevant changes due to AUs within
the appearance descriptor. While for holistic approaches what is encoded within a block varies
from image to image, local features encode the aspect of patches such as the corner of the
mouth or the lip contour, but do not necessarily encode the aspect of the interior of the mouth.
In holistic approaches, even when parts of the inner mouth are encoded, the appearance is
combined with that of the outer part of the mouth, producing less characteristic patterns.
Since the selected regions are now of varying size and shapes, only the histogram-based
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feature representations are considered, such as LBP and LPQ features 1. They have however
been consistently among the best performing features for AU detection (e.g. [153]). In our
case, we present experimental results for both LBP and LPQ features.
5.2.2 Region-based classification
In the classical feature-level fusion all the appearance descriptors from the different regions
are concatenated into a single feature vector. We propose instead a decision-level fusion where
a different classifier is trained for each of the regions defined in section 5.2.1. To obtain a
final prediction of an AU being active or not in a given image, we have experimented with a
number of state-of-the-art classification techniques such as neural networks, Support Vector
Machine (SVM), gentleBosst and a simple weighted sum model. It shows that the weighted
sum model outperforms the other sophisticated machine learning techniques. Therefore, the
outputs of the region-based classifiers are fused using a weighted sum of the individual scores.
This approach is expected to have a number of advantages. Training a separate classifier
for each region allows each classifier to learn over more specific and uniform parts of the
face, resulting in less class overlap in the features. By means of the weighted combination of
region-based scores, parts of the face that do not display any visible changes when a target
AU is active will have a reduced impact on the final decision (in essence the classifier for such
a region would be trained on random noise). Finally, it reduces the dimensionality of the
problem, again making the learning task easier. An example of region weighting for AU12
when applied to a holistic block-based approach is shown in figure 5.3. As expected, the
regions around the mouth and cheeks have the highest impact, some regions around the eyes
also contribute to a lesser degree (mostly due to the correlation with AU6), while the rest of
the regions produce a low impact on the final decision.
In particular, we use an SVM as the binary classifier for each region. Since both LBP and
LPQ are histogram-based features, we adopt a histogram intersection kernel. Therefore, the
only parameter to be optimised is the slack variable. This is achieved through a grid search
strategy, and a subject-independent cross-validation has been carried out. A probabilistic
score is computed by using the logistic function. That is to say, given the output of the SVM
1HOG features typically use a block-based representation of the represented image patch, rendering it
inadequate for our case
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Figure 5.3: The performance of each sub-classifier from 10× 10 facial regions for the detection of AU12
in using block-based regions
trained to detect AU i from the face region j, we compute:
p(ci = 1|xj) = 1
1 + esi,j(xj)
(5.1)
where ci is a binary indicator of the action of AU i, and xj is the appearance feature rep-
resentation of region j, and si,j(xj) is the probability estimation obtained from SVM. The
per-region scores are joined together as:
p(ci = 1) =
n∑
j=1
wjp(ci = 1|xj) (5.2)
In order to find the weights wj , we conducted a subject-independent cross-validation experi-
ment within the training set for each region. Through this process, we computed a performance
score for each region. In our case, we used the 2-alternative forced choice (2AFC) task score.
The percentage of correctly classified examples in a 2AFC evaluation framework is equivalent
to the area under the ROC curve (AUC) [61], and can be computed more efficiently than the
AUC itself. The weights are obtained by averaging the 2AFC score over all folds. This fol-
lows the rationale that the performance of a region based classifier on a predefined evaluation
set gives a good measure of how relevant the information within the region is towards the
detection of the target AU.
5.3 Experiments
In order to show the improvement attained by each of the proposed contributions, we con-
ducted experiments on two datasets commonly used for automatic AU analysis. In particular,
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we use the Denver Intensity of Spontaneous Facial Actions (DISFA) database [98], and the
GEMEP-FERA challenge dataset [155]. We show experimental results when using both LPQ
and LBP features, as they are some of the most common histogram-based features for auto-
matic AU analysis. HOG and SIFT are also histogram-based, but they include a block-based
sub-division of the represented patch. Therefore, they are not suitable for our purpose.
In order to show that each of the proposed steps results in a performance improvement,
we conduct two experiments. The first experiment compares the performance of holistic and
local feature extraction approaches against our region definition, while maintaining the stand-
ard feature-level fusion step. The second experiment shows that the performance is further
increased by using the decision-level fusion as explained in Section 5.2.2. In the following we
describe the experimental setting in more detail.
The first experiment shows how using our definition of regions affects performance. In
this experiment we follow a standard feature-level fusion strategy instead of the proposed
decision-level fusion approach. In this way, it is possible to judge the relative merits of each
contribution on their own. As can be seen from Fig. 5.4, the proposed method results in higher
average performance than both holistic and local approaches for the 4 combinations of datasets
and features considered. It is interesting to see that the relative performance of the holistic
approach is lower in the GEMEP-FERA dataset than on the DISFA dataset. The reason for
this is likely to be the poorer face registration that Procrustes analysis can attain when the
face is in a non-frontal position. GEMEP-FERA contains a lot of non-frontal head pose so a
good registration is crucial for that dataset. Thus, the benefit of using inner facial structures
to define the face regions is relatively higher. The average performances are 0.78, 0.77 and 0.80
2AFC for holistic, local and our approach for the combination of LBP and DISFA, and 0.78,
0.78 and 0.81 when LPQ features are used instead. For the GEMEP-FERA these numbers
are 0.57, 0.60, and 0.62 for LBP, and 0.57, 0.59, 0.65 for LPQ.
Our second experiment shows the performance increase obtained by using the proposed
decision-level fusion strategy. Table 5.1 shows the performance obtained when using our
proposed definition of regions, and either a feature-level or decision-level fusion strategy. The
reported experiments again include all four combinations of datasets and features, and for
each of them the proposed decision-level fusion performs best.
We provide a summary of the performance increases of the different feature configuration
approaches in Fig. 5.5. To this end, we have averaged the performance across all AUs, and all
features (LBP and LPQ) and datasets (DISFA and GEMEP-FERA) used in this work. It is
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Figure 5.4: Results of AU detection in terms of 2AFC when using LBP (left column) and LPQ (right
column) on the DISFA dataset (top row) and the GEMEP-FERA training set (bottom row) by using
features extracted from Region Around Points (RAP), Blocks (BLK) and Region Defined by Points
(RDP)
Table 5.1: Results (2AFC) for Testing the System on the DISFA and FERA database using LBP and
LPQ for feature-level fusion and the proposed decision-level fusion. The proposed region definition has
been used.
LBP LPQ
AU feat-lev dec-lev feat-lev dec-lev
1 0.67 0.70 0.59 0.69
2 0.82 0.79 0.73 0.76
4 0.74 0.78 0.68 0.78
5 0.86 0.84 0.77 0.88
6 0.90 0.92 0.88 0.93
9 0.80 0.85 0.77 0.87
12 0.91 0.93 0.90 0.93
15 0.63 0.73 0.69 0.74
17 0.70 0.68 0.73 0.74
20 0.72 0.74 0.77 0.78
25 0.87 0.85 0.88 0.85
26 0.76 0.77 0.75 0.76
AVG 0.78 0.80 0.76 0.81
STD 0.09 0.08 0.09 0.07
LBP LPQ
AU feat-lev dec-lev feat-lev dec-lev
1 0.63 0.64 0.61 0.69
2 0.68 0.72 0.68 0.67
4 0.47 0.53 0.60 0.51
6 0.64 0.72 0.63 0.69
7 0.59 0.68 0.71 0.71
10 0.57 0.66 0.60 0.66
12 0.66 0.74 0.62 0.76
15 0.63 0.53 0.66 0.53
17 0.71 0.70 0.68 0.72
18 0.72 0.75 0.72 0.82
25 0.61 0.57 0.58 0.59
26 0.55 0.53 0.57 0.55
AVG 0.62 0.65 0.64 0.66
STD 0.08 0.06 0.07 0.05
possible to see how both of the proposed novelties yield a performance increase. In particular,
the best performing configuration that does not use any of the proposed improvements attains















Feature-level fusion Decision-level fusion
Figure 5.5: Performance for different definition of regions, and for different fusion methods. Results
are averaged across AU, and features and datasets used.
average performance. This is a very large jump in relative performance of 11.1%. To put this
into perspective, [70] and [6] recently proposed the use of appearance descriptors of spatio-
temporal volumes as an alternative to frame-based appearance descriptors, attaining a 7% and
4% relative performance increase, respectively. Similarly, the performance boost between the
baseline results on the FERA challenge and the winners of the challenge is of 13.7% [155].
5.4 Conclusion
In this chapter, we have proposed a novel definition of face regions from which to extract
appearance features for automatic AU analysis. To this end, we proposed to use the trian-
gulation constructed for AAM, and to merge the triangles of the resulting mesh based on
domain knowledge. Furthermore, we have proposed a decision-level fusion strategy that is
shown to improve over feature-level fusion for all of the feature extraction settings considered.
These two contributions account to an average 11% performance increases over the baseline
method, and we show that each of the proposed improvements increase the performance in
every single experiment performed. In particular, the superiority of our region definition with
respect to holistic and local methods was shown in 4 different settings, while the superiority of
the decision-level fusion was shown in all 12 cases (i.e. for all combinations of feature, dataset,
and region definition).
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Approach to Facial Actions Temporal
Modelling
Both the configuration and the dynamics of facial expressions are crucial for the interpretation
of human facial behaviour. Yet to date, the vast majority of reported efforts in the field either
do not take the dynamics of facial expressions into account or focus only on prototypic facial
expressions of six basic emotions. Facial dynamics can be explicitly analysed by detecting the
constituent temporal segments of Facial Action Coding System’s (FACS) Action Units (AUs)
– onset, apex, and offset. In this chapter, we present a novel approach to the explicit analysis
of temporal dynamics of facial actions using the dynamic appearance descriptor Local Phase
Quantisation from Three Orthogonal Planes (LPQ-TOP). Temporal segments are detected by
combining a discriminative classifier for detecting the temporal segments on a frame-by-frame
basis with Markov Models that enforce temporal consistency over the whole episode. The
system is evaluated in detail over the MMI facial expression database, the UNBC-McMaster
pain database, the SAL database and the GEMEP-FERA dataset in database-dependent
experiments, and in cross-database experiments using the Cohn-Kanade and the SEMAINE
databases. The comparison with other state-of-the-art methods shows that the proposed LPQ-
TOP method outperforms other approaches for the problem of AU temporal segment detection,
and that overall AU activation detection benefits from dynamic appearance information. This
chapter is heavily based on [71] and [70] by the author of this thesis.
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Figure 6.1: Outline of the proposed fully automated system for recognition of AUs and their temporal
activation models.
6.1 Introduction
Facial expression recognition is by definition about recognising changes in the face, i.e. it is es-
sentially facial action detection. To date, most appearance-based facial expression recognition
systems use only static appearance descriptors, which means the appearance changes and their
associated temporal information are completely ignored. This work addresses this limitation
of the state of the art by extending the static appearance descriptor Local Phase Quantisation
(LPQ)[106] to temporal Three Orthogonal Planes (TOP), inspired by a similar extension of
Local Binary Patterns, LBP-TOP [178]. The resulting spatio-temporal appearance descriptor
LPQ-TOP is applied to detect the latent temporal information representing facial appearance
changes and explicitly model facial dynamics of AUs in terms of their temporal segments. In
this work we further show that spatio-temporal appearance descriptors are suitable for captur-
ing the temporal segments of AUs, and they add valuable information with respect to static
appearance descriptors.
Fig. 6.1 shows an overview of our proposed system. Faces are detected and registered using
the automatic point detector presented in [95]. The registered frames are used to extract
dynamic appearance features in a holistic manner from the full face region. More specifically,
a block-based representation is used. The resulting features are analysed by a set of classifiers,
either trained to detect the activation of a target AU, or to detect its temporal segments.
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Figure 6.2: Preprocessing illustration
When dealing with temporal segments, a Markov Model (MM) is applied to impose temporal
consistency on the assigned labels. The system is evaluated in detail over the MMI facial
expression database, the UNBC-McMaster pain database, the SAL database and the GEMEP-
FERA dataset in database-dependent experiments, and in cross-database experiments using
the Cohn-Kanade and the SEMAINE databases. The comparison with other state-of-the-art
methods shows that the proposed LPQ-TOP method outperforms other approaches for the
problem of AU temporal segment detection, and that overall AU activation detection benefits
from dynamic appearance information.
6.2 Methodology
This section presents the details of our approach, an outline of which is shown in Fig. 6.1.
6.2.1 Preprocessing
In order to locate the face in an input frame and remove unwanted transformations such as
rotation and translation, a version of the point detector described in [157] is adopted. A
Procrustes transformation (i.e. a combination of translation, rotation and isotropic scaling) is
computed by aligning the coordinates of the left eye, right eye, nose and mouth to a set of
anchor points. The anchor points correspond to the location of the same facial components in
a prototypical frontal face. The input frame is subsequently cropped to be 200 × 200 pixels
(see Fig. 6.2). This step eliminates in-plane head rotation and addresses individual differences
in face shapes which in turn reduces intra-class variance. No effort was made to address
illumination issues.
89
6. Dynamic Appearance Descriptor Approach to Facial Actions Temporal Modelling
6.2.2 Appearance-based feature extraction
Local Phase Quantisation
The Local Phase Quantisation (LPQ) operator has been proposed by [106]. The descriptor
utilises phase information computed locally in a window for every image position. The phases
of the four low-frequency coefficients are decorrelated and uniformly quantised in an eight-
dimensional space. As the low-frequency phase components are shown to be invariant to
centrally symmetric blur, the method is still highly insensitive to blur [106]. The descriptor
uses local phase information extracted using the 2-D DFT or, more precisely, a short-time
Fourier transform (STFT) computed over a rectangular M-by-M neighbourhood Nx at each





Ty = wTu fx (6.1)
where wu is the basis vector of the 2-D DFT at frequency u, and fx is the vector containing
all M2 samples from Nx.
The STFT is efficiently evaluated for all image positions x ∈ {x1, ..., xN} using simply 1-D
convolutions for the rows and columns successively. The local Fourier coefficients are computed
at four frequency points: u1 = [a, 0]
T , u2 = [0, a]
T , u3 = [a, a]
T , and u4 = [a,−a]T , where a is
a sufficiently small scalar (a = 1/M and M = 3 in our experiments). For each pixel position
this results in a vector Fx = [F (u1, x), F (u2, x), F (u3, x), F (u4, x)]. The phase information in
the Fourier coefficients is recorded by examining the signs of the real and imaginary parts of
each component in Fx. This is done by using a simple scalar quantiser
qj =
{
1 if gj ≥ 0 is true
0 otherwise
(6.2)
where gj(x) is the jth component of the vector Gx = [Re{Fx}, Im{Fx}]. The resulting eight






As a result, a histogram of these values from all positions is composed resulting in a 256-
dimensional feature vector. It can be shown that in quantisation, the information is maximally
preserved if the samples to be quantised are statistically independent [106]. In practise, the
neighbouring pixels are highly correlated in real images, which will lead to dependency between
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Figure 6.3: The concatenated feature vector that extracted from each face block
the Fourier coefficients gj which are quantised in LPQ. Therefore the authors of work in [106]
improve LPQ by introducing a simple de-correlation mechanism. For more details, please refer
to [106].
Although in the previous chapter, it is shown that features extracted from regions defined
by facial points perform better than those extracted from blocks, it introduces the problem of
variant sizes in each frame. For spatial appearance descriptors, this could be solved by using
histogram representation, while this is not trivial for spatio-temporal appearance descriptors
proposed here. Therefore, block-based representation is adopted in this chapter. We divide
the face region into m local regions, from which LPQ histograms are extracted and then
concatenated into a single feature histogram (see Fig. 6.3). An image divided into m × n
blocks will produce a feature vector with dimension of 256×m× n.
LPQ-TOP
To extend the LPQ descriptor to the temporal domain, the basic LPQ features are extracted
independently from three sets of orthogonal planes: XY, XT and YT, considering only the
co-occurrence statistics in these three directions, and stacking them into a single histogram
(see Fig. 6.4) [178]. The XY planes provide the spatial domain information while the XT
and YT planes provide temporal information. This method results in 256× 3 = 753 bins per
space-time volume. Note that features are extracted from all possible XY, XT, and YT planes,
not just the three central planes depicted in Fig. 6.4. A similar approach has been adopted
to extend LBP descriptor to the temporal domain [178], and this motivated our current work
(see also [71]).
One important parameter for the LPQ descriptor is the neighbourhood size Nx. It is not
reasonable to use the same rectangular neighbourhoods size of the spatial plane and the two
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Figure 6.4: Concatenated histogram from three planes
Figure 6.5: The concatenated feature vector that extracted from each block to represent the whole
sequence
temporal planes. For example, we work with a face resolution of 200 × 200 pixels, while the
frame rate is 25 fps. As these magnitudes are not directly comparable, we set a different
rectangular size Nx for the different planes, denoted by Wx, Wy and Wz. That is to say,
the XY descriptor is computed using a Wx by Wy rectangular neighbourhood at each pixel
position. Finally, the histograms from each plane are normalised independently so that each
adds to 1. Similar to LPQ, the LPQ-TOP histogram is extracted in each video volumes and
concatenated into a single histogram (as shown in Fig. 6.5).
6.2.3 Classification
In this paper, two problems are addressed: AU activation detection and AU temporal segment
detection. Note that AU activation detection is a binary classification problem, with highly
unbalanced data. Temporal segment detection, on the other hand, is a multi-class problem.
In this section, we will present the methodologies we use to deal with these two problems.
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Action Unit Activation Detection
For this problem, a SVM is used as the binary classifier, while a GentleBoost algorithm is
adopted preceding the SVM training for selecting the most relevant features. That is to say,
we first train a GentleBoost classifier for each AU, and keep the subset of features used by
it. Then, the SVM classifier for each AU is trained only on the feature subset selected by the
GentleBoost classifier. This gives a reasonable balance between speed and complexity [78].
The SVM requires the optimisation of the error-insensitive margin (typically denoted by ),
the slack variable (typically denoted by C), and potentially any hyperparameters controlling
the kernel function. This is done through a grid search strategy, where a separate subject-
independent crossvalidation loop is performed within the main evaluation cross-validation loop
to obtain the performance for each set of parameters.
Regarding the kernels tested, we compare the most commonly used ones in the literature
(linear, plynomial, and rbf), plus the recently proposed intersection kernel [125], which is
designed for histogram-based features. As our dynamic appearance descriptor LPQ-TOP is
histogram-based, we expect this kernel to be very suitable for our problem.





where xi and yi are two histograms and k is the index for the corresponding bins.
Results on the performance of each kernel are presented in Section 6.3.3.
Action Unit Temporal Segmentation
For temporal segment detection, a dedicated one-versus-all GentleBoost classifier is trained
for each AU and each temporal segment characterised by motion (i.e. onset and offset), as we
experimentally found it to perform better than SVM for this task. As an example, Fig. 6.6
illustrates the distribution of the features used by GentleBoost for AU12 (smile) and AU45
(blink). As expected, most features are selected around relevant regions. It can also be seen
that for AU12, 97% of the features are selected from the spatial domain (XY) while for AU45
74% of the features are from the temporal domain (XT and YT). This is in agreement with
the finding that some AUs can be detected using static features only and for others dynamic
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Figure 6.6: Spatial localisation of the selected features. Each square is a face sub-region, and the
number indicates how many features are taken from it. The number of features selected for each
canonical plane is also shown. AU12 (smile) is depicted on the left, AU45 (blink) on the right. The
MMI database was used for training.
features are crucial; for example, the only difference between AU43 (eye closure) and AU45
(blink) lies in the temporal domain (i.e. the duration of eye closure).
We combine the GentleBoost classifiers with a Markov Model (MM) in order to obtain
temporal consistency over the assigned labels. MM is one of the most popular approaches
to model time for classification problems [22]. In particular, a hidden node’s variable can
take one out of four values, each corresponding to a temporal phase. The relation between
hidden nodes is modelled as a first order Markov chain and, therefore, its state depends on
the state of the previous node (through the transition probability) and on an observation
node (through the observation probability) only. Following [78], as discriminative classifier we
use GentleBoost to model the relation between the hidden labels and the observation nodes
instead of the traditional generative modelling. This has been proved effective in practice, as
discriminative models are usually able to learn class boundaries effectively with less training
data and with feature vectors of higher dimensionality. Finally, the most likely sequence of
hidden labels is found using the standard Viterbi algorithm.
6.2.4 Training-Data Selection
The selection of the optimal set of training data is an important aspect when using machine
learning techniques. The goal of training-data selection is to collect a set of examples that is
as sparse as possible, yet span the problem space completely.
The simplest way to deal with this problem is to randomly select the positive and negative
examples with uniform probability. This however can result in including positive and negative
instances whose feature values differ very little from each other (e.g. frames near the beginning
of onsets and end of offsets), as well as inclusion of highly redundant examples, and overrep-
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resentation of the most common patterns. Bootstrapping is a common and more sophisticated
approach [140]. By iteratively adding the mis-classified examples to the training set, it refines
the optimum hyperplane between positive and negative examples. However, this process can
be extremely computational intensive. We propose a heuristic approach to the training-data
selection, and compare it with these two standard data-selection techniques: uniform random
sampling and bootstrapping.
Uniform Random Sampling - In this method, every instance has the same probability to
be selected. We uniformly select n training instances from the original training set. In this
formulation, n is the mean of the number of instances selected by heuristic approach and
bootstrapping strategy.
Bootstrapping - Let us split the training database into three different datasets without
mixing subjects: A, B and C. The training-bootstrapping algorithm used in this work then
follows as:
1. Randomly select k samples from dataset A and B to get a and b respectively.
2. Train on a to get classifier ca and test on B.
3. Gather the mis-classified examples of B and add them to b.
4. Train on b to get classifier cb and test on A.
5. Gather the mis-classified examples of A and add them to a.
6. Test on C using classifier ca and cb.
7. Use the mean of the predictions on C i.e. decision values obtained from classifier ca and
cb to get the performance f .
8. Terminate if f does not increase for more than three iterations to avoid local maximum.
Otherwise, go to step 2.
9. Concatenate set a and b.
Note that the choice of k largely depends on the data. In this case, we start from the apex
frames in the dataset. In each iteration, the false negatives and 1% of the false positives
are added. We only add a subset of false positives because the dataset we utilised is highly
unbalanced.
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Target AU Target AU










Figure 6.8: The criterion of dynamic data selection. Each marked period results in one data element.
Dynamic appearance descriptors are extracted from space-time volumes centred at salient moments
indicated by the dots
Heuristic approach - The heuristic approach we propose distinguishes two different cases, and
produces two datasets for AU detection. One is the static dataset which selects training data
for static appearance descriptors, the other is the dynamic dataset for dynamic appearance
descriptors. For the static dataset, we note that when more than one AU is activated, facial
actions can have a very different appearance than when they occur in isolation. These AUs
are known as non-additive AUs. In order to capture the appearance of each action unit as
fully as possible and thus build a richer data space, we take the first apex frames of each
target AU, as well as other apex frames where any other upper face AUs are in onset or
offset, as they produce the appearance changes (see Fig. 6.7, where the shaded parts are the
frames selected). Through this approach, AU combinations can be expected to be detected
by performing independent detections of the forming AUs.
The dynamic dataset consists of a set of spatio-temporal video segments extracted using a
pre-defined temporal window. To avoid repetitive patterns and to reduce the potential number
of examples, we first define salient moments as the transition times between the different
temporal segments and the midpoint of every AU phase. Then a space-time volume centred
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Figure 6.9: Average 2AFC scores based on different training-data selection approaches tested on the
MMI database. The number above each bar indicates the number of selected instances
at the salient moments is used to extract the appearance features. As shown in Fig. 6.8, the
vertical striped rectangles show activated space-time volumes and the checkboard rectangles
represent neutral space-time volumes in a video. Notice that the transition points between
neutral and onset are omitted as the image sequences with half neutral and half apex frames
may produce a pattern too similar to the negative class, and would confuse the classifiers.
6.3 Experiments
6.3.1 Evaluation setup
As our approach is intended to be a subject independent methodology for FACS Action Unit
analysis, the evaluation is done in a subject independent manner. The ability of the system to
generalise to new subjects is evaluated by using 10-fold subject-independent cross-validation
when performing tests within the same dataset, and by training and testing on completely
disparate datasets when performing cross-database experiments.
The performance measure used in this work is the 2-alternative forced choice task (2AFC).
The percentage of correctly classified examples in a 2AFC evaluation framework is equivalent
to the area under the ROC curve (AUC) [61], and can be computed more efficiently than the
AUC itself. Another performance measure typically used in the literature is the F1-measure,
which is the harmonic mean of precision and recall. The F1-measure suffers from the problem
of not crediting true negative detections. The 2AFC score does take the true negative rates
into account and is therefore preferred. In a practical application, a vast majority of frames
will not have the target AU active; therefore measuring the true negatives is very important.
In this work we will only use the F1-measure to allow comparison with other works.
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Fig. 6.9 shows the average 2AFC scores based on different types of training selection ap-
proaches as discussed in Section 6.2.4. The appearance descriptor LPQ and intersection kernel
have been used. It is clear that the heuristic approach achieves the highest accuracy among
these three methods. The reasons for the poor performance of bootstrapping may lie in the
highly unbalanced training data. The bootstrapping method iteratively trains a classifiers
to find the optimal training set. This process is much more time-consuming than the heur-
istic approach. Moreover, note that the number of selected training instances directly affects
the computational costs of the following steps, i.e. feature selection and classifier training.
On average, 3000 instances are selected by bootstrapping, 1150 instances are selected by the
heuristic approach, and for random sampling we randomly selected 2000 examples. Hence,
the heuristic approach performs best, not only in terms of performance, but also in terms
of computational complexity and memory consumption. Therefore the training instances are
selected using the proposed heuristic approach described in Section 6.2.4 in all experiments.
6.3.2 Parameter optimisation
Our approach requires the optimisation of the choice of SVM kernel and its parameters, the
spatial block-size of the appearance descriptors (see Sec. 6.2.2), and the temporal window
length of the appearance descriptors. It is important to note that the only extra parameter with
respect to many other methods is the temporal window length, although often the optimisation
process for some of these parameters is not mentioned explicitly.
To find the optimal height and width of the blocks in the histogram grid, we tested the
average performance using different block sizes. We use the static descriptor as the block size
relates to the spatial information only. We tested on grids of 4× 4, 8× 8 and 10× 10 blocks
(the more blocks an image is divided into, the fewer pixels each block contains). We found
that 10× 10 produces better results. We directly apply our results from the static descriptors
to the dynamic descriptors.
The kernel parameters are optimised through a grid search, where a second subject-
independent cross-validation loop is applied to the training set of every fold of the outer
cross-validation definition. To select the best-performing kernel, we computed the average
2AFC score using 9 common AUs, while LPQ-TOP features were used. The results yielded
similar results across kernels, although the intersection kernel performed slightly better than
the rbf kernel. As the histogram kernel is also more computationally efficient than the RBF
kernel, that’s what we selected for our experiments.
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As different AUs have different dynamics, we explored the optimal window length for each
AU independently. The window lengths tested ranged between 3 and 21 frames. We found
that the optimal window length further depends on the database setting, so we optimised this
parameter during the training stage for each experiment, and include the optimal figures ob-
tained in the corresponding results tables. Again, the optimal window length was determined
independently of the test data.
The optimal window lengths used to detect temporal segments are found independently of
those for AU detection, as the temporal segments are strictly shorter in duration than the full
AU episodes. Different AUs also have different segment durations.
6.3.3 Evaluation results
We conducted three sets of experiments to evaluate the performance of our method. The first
set of experiments is designed to evaluate its performance regarding frame-based AU detection.
More specifically, we provide quantitative performance evaluations for posed and spontaneous
databases, and we show that the use of dynamic features improves the results of AU detection
when compared to their static counterparts. The MMI database is used to provide performance
results for posed AUs, while the UNBC-McMaster pain database, the SAL database and the
GEMEP-FERA dataset are the benchmarks for spontaneous expressions.
The second round of experiments is targeted at detecting the temporal AU segments. While
the previous problem was binary (an AU is active or not), now the output of the algorithm
can belong to 4 classes (neutral, onset, apex or offset). For this evaluation we use the MMI,
UNBC-McMaster pain and SAL databases, which are used by other state-of-the-art methods
as well. However, only the MMI database contains sufficient annotations in terms of temporal
segments to perform experiments. It is therefore complicated to quantify performance of
temporal segment detection in spontaneous settings. In order to do so, we follow the same
procedure as in [78], where the output of the temporal segment detection was then converted
into a binary output representing AU activation. That is to say, if either onset, apex or offset
was detected, then the corresponding binarised output used for comparison would be 1.
The last set of experiments explores how generalisable the results are. To this end, we
perform a series of cross-database experiments; we trained on the MMI database and tested
on the Cohn-Kanade database, and we trained on SAL and tested on the SEMAINE database.
In this section, comparisons between LBP-TOP and LPQ-TOP are carried out as to show the
superior performance on average of LPQ-TOP. Furthermore, we compare relative performance
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boost obtained by using dynamic features by comparing the performance of LBP and LBP-
TOP and LPQ with LPQ-TOP respectively.
Frame-based Action Unit detection
Table 6.1: AU activation detection results (2AFC) using LBP, LPQ, LBP-TOP and LPQ-TOP based on
posed data taken from the MMI database. n is the number of tested videos, θ1 is the optimal window length
for LBP-TOP and θ2 is the optimal window length for LPQ-TOP.
AU n LBP LPQ θ1 LBP-TOP θ2 LPQ-TOP
1 13 0.838 0.766 19 0.815 21 0.850
2 12 0.794 0.832 21 0.809 21 0.822
4 33 0.785 0.799 21 0.819 19 0.828
5 12 0.837 0.831 11 0.810 15 0.825
6 19 0.599 0.702 15 0.805 21 0.810
7 10 0.577 0.534 11 0.686 19 0.678
9 11 0.812 0.770 21 0.889 11 0.959
10 14 0.807 0.820 11 0.892 21 0.877
11 17 0.858 0.903 11 0.978 19 0.983
12 18 0.884 0.892 21 0.937 21 0.958
13 9 0.887 0.857 21 0.986 21 0.973
14 16 0.804 0.882 15 0.824 19 0.878
15 12 0.831 0.862 11 0.841 15 0.813
16 14 0.801 0.850 15 0.894 21 0.952
17 93 0.691 0.820 21 0.811 19 0.828
18 21 0.738 0.758 21 0.881 11 0.904
20 11 0.852 0.845 21 0.776 21 0.740
22 11 0.801 0.871 15 0.860 19 0.886
23 12 0.654 0.608 21 0.785 21 0.752
24 19 0.690 0.640 15 0.774 21 0.754
25 75 0.758 0.784 15 0.805 21 0.795
26 33 0.700 0.715 19 0.851 19 0.885
27 13 0.849 0.880 21 0.831 21 0.947
28 35 0.856 0.905 11 0.908 15 0.863
43 11 0.754 0.848 21 0.920 21 0.968
45 108 0.613 0.683 7 0.896 7 0.838
46L 22 0.887 0.896 11 0.901 7 0.903
46R 11 0.876 0.881 11 0.912 7 0.941
AVG 0.780 0.801 0.853 0.865
STD 0.095 0.092 0.067 0.060
The 2AFC scores obtained with our method on the MMI database in terms of AU detection
are shown in Table 6.1. It is possible to draw two conclusions from the obtained results. Firstly,
the best-performing feature for this task is the LPQ-TOP, although this is not the case for all
AUs. Secondly, using dynamic appearance descriptors provides a significant performance boost
respect their static counterparts, with a similar boost obtained for both. The improvement in
performance of dynamic features can be illustrated for the case of AU45 (blink). As can be
seen from the table, LBP-TOP performance is 28.3% higher than that of LBP for AU45. The




We used the UNBC-McMaster pain database and the SAL database in order to evaluate
the performance of our method for spontaneous expressions. The set of tested AUs is smaller,
as the number of AUs occurring in spontaneous expressions for a specific scenario (in this case
pain/dyadic interactions) is smaller than with acted AU displays. For the UNBC-McMaster
database, the 10 AUs which have been implicated as possibly related to pain are tested.
The results using LPQ-TOP, as well as those using similarity normalised shape (SPTS),
canonical normalised appearance (CAPP) and a hybrid method reported in [91] have been
presented in Table 6.2. The work in [91] provides state-of-the-art results on the same data-
base. For a fair comparison, the same pre-processing step reported in [91] was used, with
the LPQ-TOP features extracted from the normalised appearance. As we can see, the sys-
tem using LPQ-TOP outperforms those using geometric (SPTS), static appearance (CAPP)
and hybrid features on average, particularly for AU4 and AU43. The performance of dy-
namic appearance feature LPQ-TOP is 5.5% higher than that of the static appearance feature
CAPP. Furthermore, geometric features were found to be particularly suitable for the detec-
tion of AU25 and AU26. Note that while the difference between LPQ-TOP and the Hybrid
appearance/geometric approach of [91] is negligible, our system does not leverage geometric
features in the Machine Learning phase. We expect enhancing the LPQ-TOP with geometric
features would result in a similar performance increased observed between the SPTS, CAPP
and Hybrid approaches.
For the SAL database, only 10 AUs are evaluated, being the only ones that occurred five
or more times in the training data, and it is the same set as used in [78]. As can be seen
from Table 6.3, the achieved 2AFC score is 0.81, while the average performance on the MMI
database for this same subset of AUs is 0.83. Therefore, the performance loss with respect to
posed expressions is marginal. This is despite the common understanding that spontaneous
expressions are more challenging.
Further evaluation has been carried out on the GEMEP-FERA dataset. Unlike the SAL
database, it contains a large number of displays in non-frontal head poses. This is particularly
challenging for texture-based methods, and especially for holistic methods. This is due to the
fact that non-frontal textures are significantly different than frontal ones. Training a pose-
independent texture-based method requires a larger amount of training data (with examples
of all AUs for all poses), which is challenging due to the lack of adequate databases and the
cost of FACS annotation.
However, we still wanted to measure the performance of our method under these conditions.
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Table 6.2: Results (2AFC) for Testing the System on the UNBC-McMaster pain database for the LPQ-TOP
in terms of frame-based AU detection accuracy. For comparison, results from [91] by using the similarity-
normalised shape (SPTS), the canonical appearance (CAPP) and both have also been presented. θ is the
optimal window length for the LPQ-TOP descriptor, N is the number of frames that contain an AU.
AU θ N LPQ-TOP SPTS CAPP Hybrid
4 15 1074 91.6 72.5 60.0 57.1
6 11 5557 80.6 80.1 85.1 85.4
7 20 3366 74.0 71.3 82.6 80.4
9 11 423 85.0 75.1 84.1 85.3
10 15 525 86.9 87.9 83.2 89.2
12 19 6887 79.8 79.4 84.6 85.7
20 15 706 68.9 75.7 61.7 77.9
25 19 2407 74.3 78.8 70.9 78
26 11 2093 61.8 73.5 54.7 71
43 10 2434 95.7 83.1 86.7 87.5
AVG - - 79.9 78.0 75.4 79.8
Table 6.3: Results for Testing the System for 10 AUs on 77 Sequences from the SAL Data Set for the LPQ-
TOP in terms of frame-based AU detection accuracy: classification rate (CR), recall (RC), precision (PR),
F1-measure (F1) and 2AFC. θ is the optimal window length for the LPQ-TOP descriptor, N the number of
videos that contain an AU.
AU θ N CR RC PR F1 2AFC
1 15 8 90.4 40.88 48.79 44.48 0.78
2 19 10 88.6 46.87 58.76 52.15 0.93
6 11 28 91.2 97.7 93.2 95.4 0.85
7 15 7 55.9 34.7 71.8 46.79 0.78
10 15 13 91.7 98.5 59.8 74.42 0.86
12 19 35 94.00 94.00 100.00 96.90 1.00
23 11 6 52.79 68.00 42.40 52.23 0.60
25 5 33 82.40 82.40 100.00 90.35 1.00
26 15 18 75.80 82.52 86.81 84.60 0.64
45 15 17 60.30 45.12 71.51 55.31 0.68
AVG - - 73.31 69.06 73.31 69.26 0.81
We followed the instructions of the FERA challenge [155], where the system was trained on
the 87 training sequences provided, and tested on the 71 test sequences. The results of this
experiment are shown in Table 6.4, where the baseline performance of the challenge is also
shown. In this case, our LPQ-TOP-based system produces an increase of 4.9% respect to the
baseline system and comes third in the challenges. It is important to note that the comparison
is to demonstrate the effectiveness of the proposed LPQ-TOP descriptor and minimal effort
has been made to optimise the results on the FERA challenge database. Therefore, a large
portion of the errors stem from registration errors (e.g. due to out-of-plane head movements)
or lack of face detection.
As can be seen from Table 6.4, even for a database like GEMEP-FERA, where the alignment
of the images is very challenging, the use of dynamic features is still beneficial. In fact, the
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Figure 6.10: Temporal segment (onset, apex, offset) duration error and the entire facial action duration error.
Results are average per AU, and measured in frames and tested on the MMI dataset
relative performance increase when using dynamic features compared to when using static
features is very similar. In particular, when using LPQ-TOP features instead of LPQ features
the average performance, measured in 2AFC score, increases by 8% for the MMI database
and an 8.5% for the GEMEP-FERA dataset. Another interesting aspect is that the average
optimal window length is reduced (from an average optimal window length of 19 frames for
MMI, to 14 frames for SAL, and 8 frames for GEMEP). This may be due to a greater challenge
posed by alignment. The more images to be aligned, the more impact registration errors will
have, as increasingly more noisy pattern variations will be included in learning.
Table 6.4: 2AFC of frame-based AU activation detection on the GEMEP-FERA test dataset. θ is the optimal
window length for LPQ-TOP.
AU baseline LPQ θ LPQ-TOP
1 0.790 0.671 3 0.846
2 0.767 0.664 3 0.749
4 0.526 0.587 7 0.639
6 0.657 0.673 11 0.658
7 0.556 0.612 3 0.629
10 0.597 0.524 7 0.567
12 0.724 0.785 11 0.827
15 0.563 0.543 7 0.541
17 0.646 0.678 7 0.713
18 0.610 0.714 15 0.715
25 0.593 0.607 11 0.502
26 0.500 0.611 11 0.709
AVG 0.628 0.623 0.677
Frame-based AU temporal segment detection
The performance of the AU temporal segment detection is evaluated on the MMI and the
SAL datasets. Analogous to previous related studies, only sequences that have the target AUs
activated are considered for testing.
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Figure 6.11: Comparison of the F1 measures of temporal segment detection attained by using LBP-TOP
and LPQ-TOP from the MMI database, measured per frame.
For the case of the MMI database, the existence of annotations in terms of temporal segments
allows performance measures with respect to the above-described 4-class problem. Fig. 6.11
shows the average F1-measure attained when using LPQ-TOP, LBP-TOP and their static
variants. On average, using LPQ-TOP attains higher accuracy than using LBP-TOP. Also
the use of dynamic appearance features boosts the accuracy for temporal segment detection,
especially for the onset and offset phases. This is unsurprising, as the appearance of an AU
during the onset and associated offset frames is very similar. Thus, it will be very difficult for
a classifier to distinguish them relying solely on static appearance.
Table 6.5: Percentages of early/on time/late detection per transition, tested on the MMI dataset
Early On time Late
Neutral→ Onset 22.65 47.64 29.71
Onset→ Apex 19.63 23.92 56.45
Apex→ Offset 20.37 53.23 26.41
Offset→ Neutral 15.50 30.50 54.01
For the MMI database, we also examined the error in the estimated duration of the temporal
segments and of the total AU episode. This results are shown in Fig. 6.10. For most AUs, the
average error per temporal segment is less than 8 frames, and the prediction of the duration
of the offset temporal segment usually has the largest error. Onset and apex error for AU45
and AU46R are missing due to their brevity (e.g. the average apex duration of AU45 is 1.2
frames). It is important to note that the error of the total AU activation duration is far less
than the sum of the temporal-segment-duration errors. To wit, if the apex segment has been
predicted to last too long, the offset phase will start late and will result in an error in the
offset phase duration too, thus the error is effectively double counted.
Table 6.5 presents the proportion of early, timely, and late detections for all correctly de-
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Table 6.6: Confusion Matrix (percentages) for AU12 (Row represents true labels and column represents pre-
dictions)
Neutral Onset Apex Offset
Neutral 96.00 1.80 2.10 1.70
Onset 14.20 51.80 34.00 0.00
Apex 4.20 0.00 95.10 0.80
Offset 28.20 0.00 17.10 54.70
tected transitions. As we can see, there is a larger portion of predictions being late for the
onset→apex and offset→neutral transitions. The early detection for the onset→apex and
offset→neutral transitions can be illustrated on the example of AU12 (as shown in Table 6.6).
We can see that both neutral and apex phases have very low confusion with any other class.
Effectively, almost all errors are due to confusions between onset and apex, onset and neutral,
offset and neutral, and offset and apex. This is logical as most AUs start and end in a very
subtle manner, visible to the human eye but not sufficiently pronounced to be detected by an
automatic method. Also note that there is no confusion between onset and offset either way.
For the SAL dataset, only sequences of 4 out of 10 subjects were annotated on a frame-by-
frame basis in terms of AU temporal segments. The remaining sequences were annotated in
a frame-by-frame manner only in terms of AU activation. Following the approach in [78], we
used the former set for training and the latter for testing. As there is no temporal segment
annotation in the test data, the prediction is converted into AU activation to compute the
results.
The results for the SAL dataset are given in Table 6.8. The obtained classification rate is
80.3% and an average F1-score is 79.3%. The poor performance (recognition rate) is reported
for AU7, AU23 and AU45. The duration of AU45 is very short (average apex duration of 1.2
frames). The confusion between AU7 and AU45 is another reason for the poor performance.
For AU23, in spontaneous expressions, the appearance changes are even more subtle than
those shown in posed expressions.
Cross-database evaluation
In order to test the ability to generalise to novel conditions, a cross-database test was per-
formed. Since there are no similar databases with available annotations in terms of temporal
segments, we restricted the evaluation to the problem of AU activation detection as the tem-
poral dynamics between spontaneous and posed facial expressions are different and it is lack of
annotated spontaneous facial expression databases. For posed facial expressions, the system
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Table 6.7: F1-measure classification accuracy of Hybrid approach for distinguishing the four temporal segments
from the MMI database using LPQ-TOP. θ is the optimal window lengths for the LPQ-TOP descriptor. F1act
is the F1-measure after converting into AU activation.
AU θ Neutral Onset Apex Offset F1act
1 7 78.29 63.26 76.87 61.05 85.15
2 15 87.36 63.59 71.81 62.12 79.32
4 15 67.36 63.59 71.81 62.12 61.61
5 15 75.05 50.15 62.61 36.12 41.59
6 11 82.56 49.44 70.61 22.22 58.89
7 19 58.63 25.64 52.04 24.59 45.13
9 3 74.86 70.96 78.31 37.74 80.70
10 7 84.07 61.90 82.97 58.54 86.46
11 7 94.86 61.78 89.82 61.36 89.61
12 15 93.21 66.02 88.95 69.61 86.55
13 11 90.38 67.15 90.33 47.73 93.04
14 7 72.80 62.94 76.64 34.78 89.14
15 3 71.39 21.85 66.60 39.42 52.19
16 11 71.99 47.22 70.74 42.05 71.06
17 3 72.81 51.85 68.73 44.53 74.42
18 7 91.21 50.00 76.40 41.54 58.26
20 15 67.92 43.24 64.09 41.54 44.63
22 7 75.90 62.80 65.45 44.56 89.65
23 3 54.10 26.56 54.49 3.57 43.08
24 7 79.60 53.57 83.98 47.62 53.42
25 7 91.15 58.88 78.01 53.33 82.47
26 3 66.06 38.62 63.53 41.13 71.04
27 3 96.96 72.07 35.06 64.71 63.02
28 7 90.79 68.68 84.58 68.69 83.56
43 11 89.07 49.60 63.73 55.32 63.48
45 3 96.96 72.07 35.06 64.71 63.02
46L 3 95.44 34.81 55.94 66.06 50.73
46R 3 95.64 58.82 30.49 62.65 69.46
AVG - 80.77 53.82 69.87 48.79 69.85
is trained on the 264 sequences from the MMI and tested on the 55 sequences from the CK
databases that met the restrictions in length imposed by the feature descriptor window length.
For the cross-database experiment on spontaneous expressions, the system is trained on the 35
sequences from the SAL dataset which are fully annotated, and tested on the SEMAINE data-
base. As only the sparse annotation of 10 sequences is available in the SEMAINE database,
our system is evaluated only on the annotated frames.
Average results are shown in Table 6.9. The tests were run on those AUs available in both
datasets using the optimal window size obtained from the trained database. From Table 6.9,
we can see that the average result is, as expected, lower than the results for training and
testing on the same dataset. The difference between the CK and MMI databases is partially
explained by differences in annotation styles. For SEMAINE and SAL, the coding system is
consistent, but aspects of the databases such as resolution, lighting conditions, codec artefacts,
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Table 6.8: Results for Testing the LPQ-TOP-based method for 10 AUs on 77 Sequences from the SAL Dataset
in terms of frame-by-frame AU activation detection. θ is the optimal window lengths for the LPQ-TOP
descriptor.
AU θ NT CR RC PR F1 2AFC
1 15 8 90.85 61.90 64.36 63.10 0.71
2 15 10 95.71 86.89 58.56 69.97 0.87
6 11 28 98.50 98.93 99.55 99.24 0.57
7 5 7 42.33 41.62 100.00 58.77 0.75
10 5 13 98.86 100.00 98.86 99.43 0.60
12 5 35 97.18 97.18 100.00 98.57 1.00
23 11 6 58.29 64.85 68.16 66.46 0.60
25 5 33 83.54 83.54 100.00 91.03 1.00
26 7 18 81.61 84.26 96.30 89.88 0.65
45 7 17 55.75 43.61 80.23 56.51 0.63
AVG - - 80.26 76.28 86.60 79.30 0.74
and camera positions differ. Note that some of these results are obtained with very little data.
Table 6.9: Cross-Database testing (Average 2AFC score over 15 AUs using LPQ-TOP))
TRAIN, TEST CR RC PR F1 2AFC
MMI, CK 80.56 50.30 51.94 51.11 0.80
MMI, MMI 94.70 63.80 77.80 68.40 0.87
SAL, SEMAINE 70.10 60.10 68.45 64.00 0.73
SAL, SAL 73.31 69.06 73.31 69.26 0.81
Comparison to Earlier Work
Table 6.10: Comparison of AU activation detection and temporal segment detection methods on the MMI
Database. Nr is the number of sequences used, CRact, F1act and 2AFCact is the performance for frame-by-
frame AU detection, F1bin is the F1 measure after binarising the temporal segments results, F1mean is the
mean of F1 measure for difference segments.
System feature type classification method AUs Nr CRact F1act 2AFCact F1bin F1mean
This work Appearance GentleBoost& MM 25 264 0.947 0.684 0.867 0.700 0.630
Valstar & Pantic 2012 [158] Geometric GentleSVM & MM 22 244 0.953 0.533 - - 0.615
Rudovic et al. 2012 [123] Appearance Lap-KCORF 9 264 - - - - 0.650
Jiang et al. 2011 [71] Appearance SVM 9 442 0.890 0.663 - - -
Koelstra et al. 2010 [78] Appearance GentleBoost MM 27 264 - - - 0.651 -
Valstar &Pantic 2007 [156] Geometric AdaBoost+SVM 23 196 - 0.660 - - -
Pantic & Patras 2005[114] Geometric Rule-based 27 299 0.936 - - - -
We compared our method to earlier works that reported results on the MMI, UNBC-
McMaster pain, SAL and GEMEP-FERA datasets. Note that using the same database for
testing does not necessarily mean that the evaluated methodologies were trained and tested
in exactly the same experimental setup, e.g. on the same number of videos or using the same
parameter optimisation strategy.
Table 6.10 gives an overview of the existing systems that report their performance in terms
107
6. Dynamic Appearance Descriptor Approach to Facial Actions Temporal Modelling
of frame-by-frame AU detection and temporal segment detection on the MMI database. In
order to effectively compare the performance regarding AU temporal segment detection, we
reported two quantitive measures. F1bin is the F1-measure after binarising the temporal
segment results to effectively obtain AU activation coding, and F1mean is the average of the
per-class F1-measures with respect to the temporal segments (see Table 6.7). For AU detection,
we achieve an average F1-measure of 68.4% which clearly outperforms all the other systems.
For temporal segment detection, we compare with the FFD-based method [78], the work
using geometric features [158] and the work of [123]. The results show that our system based
on LPQ-TOP features outperforms [158] and [78]. Note that the classifiers and the training
procedure used for AU detection here are exactly the same as those used in [158], and for the
temporal analysis they are the same as in [78]. In this way the machine learning algorithm
used in our system is not accountable for the superior performance, and thus it is possible to
determine the relative merit of the LPQ-TOP dynamic appearance descriptor. By contrast,
[123] attained 65% using LBP but with a more sophisticated temporal model Lap-CORF and
the methodology has been applied on the upper-face AUs only. In principle, it is expected a
higher score can be reached by using a combination of LPQ-TOP and Lap-CORF.
The results on the UNBC-McMaster pain database have been compared with those in [91].
The detailed results (2AFC) have been shown in Table 6.2. Again we have shown that the use
of dynamic appearance features outperforms those of geometry-based and static appearance-
based features for most AUs. Note that [73] has tested on the same database by using ap-
pearance features and regression. However, the performance of the algorithm is measure using
mean square error and correlation coefficient, which cannot be directly compared to the 2AFC
measure more commonly used. For the SAL dataset, only one other work reported results
on it. The authors in [78] reported an average F1-measure of 75.52% for temporal segment
detection (binarised results). Referring to Table 6.8, we can see that our system produces
superior results of 79.30%. For comparisons with the existing systems on the GEMEP-FERA
dataset please see [155]. Our system achieves an average 2AFC score of 0.677 which ranks
third in the challenge despite our method not being designed to deal with non-frontal poses.
6.4 Conclusion
We have presented a novel approach for explicit analysis of the temporal dynamics of facial
actions using the dynamic appearance descriptor LPQ-TOP. Extensive experimentation has
shown that this dynamic appearance descriptor is highly suited for the problem of AU temporal
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segment detection, outperforming all previous works that reported on this task. The proposed
methodology has also been shown to attain superior AU activation detection.
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Chapter 7
Temporal Lucas-Kanade Algorithm for
Analysis of Facial Actions
Eliminating variations in the temporal patterns can be a useful tool for understanding tempor-
ally structured data, reducing intra-class variability caused by unwanted factors such as the
speed of execution or the amplitude of the action. This chapter presents a novel parametric
temporal alignment algorithm for the analysis of facial actions. Such strategy can accom-
modate for very flexible time warp functions, is able to deal with both sequence-to-sequence
and sub-sequence alignment, and the optimal warp parameters can be found by an efficient
Gauss-Newton gradient descent search. The performance of our proposed methods for tem-
poral alignment has been tested on the CK dataset and the DISFA dataset. It is shown that
the proposed method outperforms na¨ıve method such as sliding window and popular method
like Dynamic Time Warping (DTW) and Generalised Time Warping (GTW) for temporal
alignment. The efficiency of our method is also demonstrated for the problem of facial action
temporal segment detection on the MMI database. It is shown that the proposed approach
outperforms the existing works which perform learning and inference on frame-based pat-
terns, and it provides the promising opportunity of working with facial actions from a new
perspective. Part of the content of this chapter has been submitted as [68].
7.1 Introduction
An important challenge for the automatic analysis of facial actions resides in the nature of the
data, where different factors of variation other than the targeted facial activity can have a much
larger impact on the facial appearance. Some of these factors relate to the way a facial action
is observed at a given time (referred as spatial variation), and include the subject identity,
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head pose or facial expression. Instead, the factors of temporal variation include temporal
properties such as the speed of execution or the amplitude of the action. For example, smiles
naturally happen at different speeds, and they can be wide open smiles or lower-intensity ones.
Furthermore, some facial actions have temporal segments. That is to say, they are composite
of smaller sub-actions, as a smile can be divided into the stage of activation, full smile, and
deactivation. There has been a wide range of works focusing on reducing the intra-class
variation within the spatial patterns. However, how to reduce intra-class variability within
the temporal patterns has in contrast received very little attention, and the amount of works
offering a principled approach are limited.
Eliminating variations in the temporal patterns can be a useful tool for understanding
temporally structured data, reducing intra-class variability caused by unwanted factors in the
temporal domain. However, the alignment of temporal events can further be readily applied
in a variety of more specific practical scenarios. For example, temporal alignment can be used
to produce better time-series supervised learning algorithms by allowing a better comparison
between exemplars of the action [136]. Furthermore, if the aim is to localise an action within
a test sequence, aligning an facial event in full instead of modelling frames individually could
lead to richer models that make better use of the temporal information. Finally, temporal
alignment enables other less common applications, such as unsupervised event discovery [181],
model-free action alignment, where an action of unknown class is aligned in full with a test
sequence, or the segmentation of a full action into sub-actions [158].
The scenarios considered in the automatic facial action analysis literature can be divided into
two classes, that of sequence classification and that of joint classification and localisation. Se-
quence classification considers that both the training and the test set consist of pre-segmented
sequences, so that the task at test time is to assign one out of k mutually-excluding labels to
the test sequence. In contrast, the problem of joint classification and localisation considers
the sequences at test time to be unsegmented. Therefore, the problem is extended to also
infer the temporal boundaries of the action. Due to the complexity of modelling facial actions,
the problem is often simplified by considering the sequences to be pre-segmented. When the
more general scenario is considered, most algorithms resort to modelling individual frames,
ignoring informative data correlations within the temporal dimension of the action. Therefore,
the simplification is in this case in the model learnt. A similar distinction can also be made
for the problem of temporal alignment. When dealing with pre-segmented sequences, it is
usually known as sequence-to-sequence alignment, while the sub-sequence temporal alignment




Test sequences (before alignment)
Test sequences (after alignment)
Figure 7.1: An example of (before/after) mouth action alignment. Sequences taken from the OuluVS
dataset
In this chapter, the problem of temporal alignment of facial actions is addressed. The tem-
plate sequence typically represents a full action which aims to localise or aligned to for the
test sequence. To this end, the framework presented in [182] is used, where the authors pro-
posed to project a (template) sequence into a parametric uni-dimensional manifold embedded
in a lower-dimensional space, from which a linear mapping could be computed to allow the
backprojection of points within the manifold into the original frame space. This framework
was applied by the author as an alternative of frame interpolation to deal with the variation
in the temporal resolution of video sequences. In their case, the difference in the action speeds
between two sequences is linear and known. We make full use of this framework and ex-
tend the scope of the problem by a) being able to use arbitrary temporal transformations,
b) allowing the parameters to take values within a real-valued interval (instead of within a
discrete set) and to perform an efficient search (instead of an exhaustive search), c) defining
a general framework capable of using any differentiable loss function and any differentiable
parametric family of temporal warps. Notable implications of these aims are that, due to a),
the temporal alignment does not need to be monotonically increasing, and that due to c) a
regulariser is used to avoid degenerate solutions, or use a supervised loss functions to include
class information (although this last option is not explored here).
In order to attain these goals, we propose to cast the problem of alignment in a similar
fashion to the Lucas-Kanade spatial alignment algorithm. To this end, it is noted that the
one-dimensional manifold representing the action is continuous and differentiable respect to
time, as it is described by means of trigonometric functions. Then an adequate loss function
is defined that measures the quality of the alignment, and a family of (potentially non-linear)
valid temporal warps is considered. Then, an iterative gradient descent strategy can be applied
to incrementally find the optimal parameters of the warp, i.e., those that minimise the align-
ment error. We use in practise a quadratic loss function, and apply an efficient Gauss-Newton
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minimisation to find the optimal temporal warp parameters. The outline of the proposed
system is shown in Fig. 7.2.
Note that the proposed method is equally valid to deal with the sequence-to-sequence and
the sub-sequence alignment problems. Due to the absence of a well-established evaluation
procedure for temporal alignment, a range of quantitative evaluation measures is devised and,
when possible, a comparison against methods such as DTW and GTW is offered, showing a
similar or superior performance of the proposed method for the sequence-to-sequence alignment
case. To prove the concept, a simple k Nearest Neighbourhood (kNN) algorithm is used to
detect similar facial actions as the template, in which two facial actions are considered as
“similar” if their AU set intersect. It is demonstrated that our method could reduce the intra-
class variability caused by the speed of execution or the amplitude of the action. Moreover,
noticing that the temporal segments of AUs are viewed as sub-actions, the problem of temporal
segment detection could be addressed as a sub-sequence alignment problem. Therefore, the
alignment process does not only align the whole action, but also provides the intra-action
transition points. This work focuses on mouth activities as it covers more than half of facial
actions (15 out of 32 AUs) and has wide applications such as lip reading. For example,
Fig. 7.1 shows an example of different subjects speaking the same phrase “hello”. As we can
see, the speed of execution could be eliminated after the alignment thus reduce the intra-class
variability. However our framework is flexible to extend to other parts of face or even more
complicated actions such as blink or head nodding by using an appropriate parametric warp.
7.2 Methodology
In this section, the problem at hand is formally stated first. Then, for completeness, the
work of [182] is reviewed. Then, the temporal alignment problem for generic warping and loss
functions are described. Finally, specific loss and warping functions are defined, later used for
the experimental evaluation.
7.2.1 Problem formulation
This chapter focuses on the sub-sequence alignment problem, as it is more general than the
sequence-to-sequence alignment problem. Furthermore, the test sequence does not need to be
pre-segmented, which is a more naturalistic setting.
More formally, given two sequences, X = {x1, . . . ,xk}1 and X∗ = {x∗1, . . . ,x∗n}, where the












































Figure 7.2: The outline of our proposed framework for temporal alignment. (a) The reference (above)
and test (bottom) sequence (b) The projected low-dimensional curve of the test sequence (c) The
aligned sequence based on the Spring model (d) Gradient descent minimisation (e) The alignment path
using linear (blue dash line), quadratic (green dotted line) and spring (red line) models
aim is to find an alignment between the template X and sub-sequence of X∗. To this end, a
family of parametric smooth warps of X∗, noted W, parametrised by θ is defined. Then the
problem becomes to find the parameters of the warps.
The immediate problem arising here is that only the values of the signals at specific
timestamps (the frames) are known, while temporal interpolation will lead to time stamps
other than the frame times. A possible solution to this problem is to interpolate a frame
appearance at non-integer time stamps from temporally related frames. This approach was
followed in [26], but this results in a costly and potentially sub-optimal procedure.
In order to overcome this problem, the framework presented in [182] is adopted. Given a
sequence X, it allows for the definition of a parametric function X (t), t ∈ R that can easily be
evaluated for any time value, and for which X (i) ≈ xi, i = 1, . . . , n. In our case, we time-warp
the test sequence instead of time-warping the template as it is an equivalent problem [14].
Furthermore, it is a necessary interpretation for its application to sub-sequence alignment
problems. Once such a function is defined for the test sequence, then it is possible to define
the temporal warp of the test sequence X∗ as:
W (X∗; θ) = {X ∗(W(i; θ))}i=1:n (7.1)
bold upper-case symbols to denote matrices, and calligraphic upper-case symbols to denote functions
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Finally, it is also necessary to define an adequate loss function capable of measuring the
goodness of a time alignment. The more general form of the loss function considered in here
intuitively captures the coincidence of patterns between the template sequence and its aligned
subsequence, and (optionally) incorporates a regulariser over the warp. More formally, such
loss function can be expressed as:
L(θ) = Lapp ({xi,X (W∗(i; θ))}i=1:k) +R ({W(i; θ)}i=1:k) (7.2)
Note that now the frame indexes run only until k (the length of the template) rather than
to n (the length of the full sequence). This is because the template is temporally aligned
to a sub-sequence of the test sequence, in other words, the correspondence of each of the k
template frames within the test sequence.
In order to find the optimal parameters θˆ, a gradient descent minimisation is performed.
This is possible due to the differentiability of X (t) respect to t, and the use of a parametric
and smooth warp function W. This is an iterative process that finds the optimal update ∆θ
at every iteration. This process is bound to converge to a (local) minimum. In case the test
sequence is too long, the search is initiated at different points by shifting the starting point a
fixed number of frames as to guarantee to converge to the global minimum.
7.2.2 Neighbourhood preserving projection
In [182], the authors uses Laplacian eigenmaps to embed the image sequence into a lower-
dimensional graph. The sequence is modelled as an undirected unweighed chain and, in this
particular case, the projected points can be expressed by means of trigonometric functions
parametrised by the time t. However, Laplacian eigenmaps do not explicitly compute a pro-
jection onto the lower dimensional space. In order to obtain such projection explicitly, the
authors follow the derivations of the Neighbourhood Preserving Embedding [63] to find a linear
mapping between the original signal and the projected points. Under this framework, synthes-
ising a frame in the lower-dimensional space results simply from instantiating a parametric
function, and then backprojecting the resulting low-dimensional point onto the original space.
Therefore the original sequence is projected onto a parametric continuous curve dependent on
the time t within a lower-dimensional space, so that the curve can be evaluated at any time t,
even if it does not correspond to a frame time.




Figure 7.3: Left: The 1st, 10th, 20th, 30th and 50th eigenvectors of the Laplacian of the graph. Right:
An example of a mouth sequence being projected onto a low-dimentional curve from which the images
are synthesised
points onto a lower dimensional space, so that the projected points respect the distances within
the original space with respect to neighbouring points. These relations are by means of a
graph, so nodes correspond to data points, and edges connect two nodes if their corresponding
points are considered to be neighbouring. Furthermore, the graph can either be weighted or
unweighted. In the former case, the weights of the edges of the graph encode the distance
within the original space, while in the latter case all neighbouring points are considered to be
at the same distance. Given such a graph, the mapping of the original points results from the
computation of the eigenvectors of the Laplacian of the graph, where the Laplacian is defined
as the matrix L = D−W, where Di,i =
∑
j Wi,j , and Wi,j denotes, for weighted graphs, the
weight of the edge between nodes i ad j, while for unweighted nodes contains a 1 if such edge
exists, 0 otherwise. The resulting projected yi minimise the expression
∑n
i,j(yi−yj)2Wi,j . It
is interesting to note that this technique directly yields the projected points, while the explicit
mapping between the original data and the projected one is not computed.
In our case, we consider a representation of a sequence as an unweighted undirected chain.
This is a peculiar case, since the eigenvectors of the Laplacian can be computed as a set of
trigonometric functions. More specifically, such graph results in an adjacency matrix W ∈
{0, 1}n×n where n is the number of frames within the sequence, with W = 1 if |i − j| = 1,
i, j = 1, 2, . . . , n and 0 otherwise. Because of the specific definition of W, there are n − 1
n-dimensional non-zero eigenvectors, and they take the following parametric form:
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enk(u) = sin(piku/n+ pi(n− k)/2n) (7.3)
where u = 1, 2, . . . , n and k = 1, 2, . . . , n− 1.
Then the projection of the ith datapoint, xi, can be computed as the ith elements of the









That is to say, if the eigenvectors are stored as columns in a matrix, then the rows of
the matrix are the points projected into the lower-dimensional space. However, due to the
parametric form of the eigenvectors, this definition can be extended so that n · t is not an
integer. That is to say, we can define:
Y(t) = (en1 (t), . . . , enn−1(t)) t ∈ [0, 1] (7.5)
By this definition, Y(t) is a parametric one-dimensional curve within Rn−1, and it is a
parametric continuous representation of the action. The rest of the framework consists of,
first, explicit computation of the linear mapping and, second, on inverting this map in order
to be able to backproject any point of the curve back into frame space.
If it is assumed, without loss of generality, that the input data xi ∈ Rd is centred, then
explicitly computing the linear map consists of finding a matrix P = (p1, . . . ,p), dim (P) =
d× (n− 1), s.t. yi = P>xi. Following the work in [63], pi is ith eigenvector (ordered in terms
of its corresponding eigenvalues) of the generalised eigenvector problem XLX>p = λˆXX>p,
where X = (x1, . . . ,xn), and X = UΣV





where p = Uv, and both Q ∈ R(n−1)×n and A ∈ R(n−1)×(n−1) are of full rank.
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It is now possible to explicitly compute the projection matrix (we omit here the derivations
and refer to [182] for the details). To this end, writing v1,v2, ...,vn−1 for the eigenvectors of







with M as a diagonal matrix such that Mk,k = mk, then the projection function (for non-
centred data) can be defined as:
Fmap(x) = (M−1Υ>U>)(x− x¯), i = 1, 2, ..., n (7.8)
where x¯ is the mean value of {xi}i=1:n, and with this definition Fmap(x∗i ) = yi = Y(i/n).
Finally, in order to be able to backproject points from the curve in the lower-dimensional
manifold into the original frame space, the following function is defined:
X (t) = U(Υ−1)>MY(t) + x¯ (7.9)
As warned in [182], it is assumed that the data points xi are linearly independent. This
assumption usually holds when dealing with high-dimensional data such as images. However,
if the data is lower dimensional (e.g. landmarks or control points), then this restriction might
not be satisfied.
7.2.3 Gradient descent minimisation
The temporal alignment results from the minimisation of the loss with respect to the warp
parameters. In order to minimise the expression, we follow a gradient descent procedure
parallel to that in [14]. The differentiability of L(θ) with respect to the warp parameters is
guaranteed provided the smoothness of the loss, Y(t) function, and of the warp function W.
Here how to compute the derivatives of L(θ) is outlined so that gradient descent can then be
applied. In order to illustrate the procedure, we show the derivations for a Square-of-Sum-
Difference (SSD) loss:
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‖X (W(i; θ))− xi‖22 (7.10)
as it is used in [14], and it allows for the use of an efficient Gauss-Newton minimisation.
However, any other differentiable loss could also be used, for example the robust loss defined
in [110] or any supervised loss that would encode class-specific information.
The Gauss-Newton gradient descent approach only requires the computation of the Jacobian
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(X (W(i; θ))− xi) ∂
∂θj
X (W(i; θ)) (7.11)
from where only need to compute:
∂X (W (i; θ))
∂θj
= U(Υ−1)>M

















refers to the evaluation of the function ∂Y(t)∂t on t =W (i; θ). Finally, recall
from Eq. 7.5 that Y(t) is expressed in terms of the functions enk(t). Therefore, the only thing










This last equation shows that, remarkably, the derivatives of X (t) are computed analytically,
therefore not requiring any numerical approximation.
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Now the iterative gradient descent procedure could be defined. Given the current estimate
of the parameters, noted θ(it), and by noting Jθ(it) = ∇L(θ(it)), then the new estimate of the
warp parameters can be expressed as:















= (r1, . . . , rn), and ri = X (W(i; θ(it)))− xi.
Later on a loss function will be defined that includes a regulariser term of the form
R ({W(i; θ)}i=1:k). Although the update rules for such case is not explicitly computed, the
derivations are parallel to the ones shown in here.
7.2.4 Specific warp and loss functions
In this work, three warp functions with increasing flexibility are firstly considered. The
simplest parametric model considers that the template sequence can be align through a linear
model, that is to say, through a temporal shift and a isotropic temporal scaling. This was the
model considered in [26], while Zhou et al. [182] perform a sliding window search in order to
minimise for these two parameters, although they only consider a discrete set of possibilities.
The warping function is in this case defined as:
Wlin(t; θ) = θ1t+ θ2 (7.16)
A quadratic function could be further defined as:
Wquad(t, θ) = θ1t2 + θ2t+ θ3 (7.17)
Preliminary experiments show that alternating between the estimation of the linear model,
and then estimation of the non-linear part of the warp, results in a more stable model. More
specifically, if the parameters θlin2 and θ
lin
3 are obtained by fitting the linear model, then θ2 in
(θlin2 − θ2)t2 + θ2t+ θlin3 is minimised and then upon convergence θ1 = (θlin2 − θ2). This is done
so that the “bending” of the quadratic function occurs in the middle of the segment, since
experimentally resulted in slightly better performance.
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θ1 θ2 θ3 θ4








Figure 7.4: Depiction of the temporal alignment strategy for both of the models presented here (left:
model1, right: model2).
The last parametric model used in this chapter uses the regularisation term, and resembles
a spring model. Under this model, the temporal warp of each frame is not jointly defined
over all the frames by a single parametric transformation, and allows instead for an arbitrary
displacements of the frames. However, a temporal smoothness constraint is imposed through
the regulariser term as to penalised deviations from a constant speed of the action. Intuitively,
given a sequences of equally spaced frames, and then displace one frame, then the regular-
isation term will penalise this displacement (hence the similarity with the spring model), but
this penalisation might be compensated if the improvement on the appearance matching is
rewarding enough. This model avoids falling into degenerate solutions, while maintaining a
flexible non-parametric model. The warp function is simply defined as:
Wspr (i; θi) = θi (7.18)
so that a frame within the template can be aligned independently to any frame of the test





L (X (Wspr(i; θi)) ,xi)− C
k∑
i=3
(θi − 2θi−1 + θi−2)2 (7.19)




Moreover, for the problem of AU temporal segment detection, two additional models are
defined to allow to align different temporal phases (onset, apex and offset) jointly.
Model 1: This first model considers the template to be a representative instance of the full
activation process of the target AU. Each segment is composed of non, nap and noff frames. It
is also assumed that the transition points between stages are known.
As shown in Fig. 7.4, A piecewise linear model is used to map the template into a sub-
sequence of the test sequence. More specifically, θ is a 4-dimensional parameter vector indic-
ating the points within the test sequence to which the phase limits are aligned to. Therefore





i+ θ1 : θ1 ≤ i < θ2
θ3−θ2
nap
i+ θ2 : θ2 ≤ i < θ3
θ4−θ3
noff
i+ θ3 : θ3 ≤ i ≤ θ4
(7.20)
Model 2: The first model aligns the full exemplar to the test sequence despite both AU
potentially reaching different amplitudes. In other words, the maximum AU intensity levels
in both sequences is in general different. Now a model capable of accounting for this variation
is proposed. To this end, a template that contains an AU activation from the neutral to the
apex is considered. That is to say, the apex and offset frames are not included. Furthermore,
the template exemplar should attain a high-intensity apex. Similarly as before, the warp
is defined to be piecewise linear. However, an additional variable is included so that the
maximum intensity of the test sequence is implicitly accounted for. Thus, θ is 5-dimensional.
Furthermore, instead of aligning the template to a sub-sequence of the test sequence, a sub-
sequence of the template is aligned to the full test sequence. In this case, the template sequence




‖X (W(i; θ))− x∗i ‖22 (7.21)
where the warp W(i; θ) function given by the following piecewise function:
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W(i; θ) =

0 : i < θ1 or θ4 ≤ i
θ5
θ2−θ1 (i− θ1) : θ1 ≤ i < θ2
θ5 : θ2 ≤ i < θ3
− θ5θ4−θ3 (i− θ3) + θ5 : θ3 ≤ i < θ4
(7.22)
As we can see in Fig. 7.4, a portion of the template sequence is aligned until a point delimited
by θ5. Ideally, at this point the template sequence should be of the same intensity as the apex
of the test sequence. Then, the apex segment of the test sequence is aligned to the same point
of the template sequence. Finally, the offset corresponds to aligning the same sub-sequence
of the template we used for the onset, but traversed backwards. Under this model, any frame
of the template beyond the one defined by θ5 is not used in the alignment, while the offset is
restricted to be a mirrored version with different speed of the onset segment.
7.3 Experiments
When it comes to the evaluation of algorithms for temporal alignment, there is an absence
of a standard experimental protocol in the literature. The major problem is that, provided
that we do not use synthetic data, there is no ground truth available that could be used to
directly measure performance. Therefore a range of evaluation experiments are proposed to
cover some of the main aspects of the algorithm. The first experiment evaluates the alignment
of a template, which is designed to contain a facial action, with other sequences. A facial event
is defined as the activation of an AU or a combination of AUs, and the problem is to find a
facial event in an unsupervised manner from one single instance of the action. This experiment
is conducted under the two different scenarios, that of sequence-to-sequence alignment and of
sub-sequence alignment. We further show performance on a more supervised setting. To this
end, we focus on the problem of detection of the temporal segments of an AU. The problem
is then to assign a single label per frame indicating whether it corresponds to neutral, onset,
apex or the offset phase of the AU activation. This is a sub-sequence alignment problem,
where the action is divided into sub-actions. Therefore, the problem consists of jointly finding
the boundaries of each sub-action with an action.
As this work focuses on mouth actions, the mouth region needs to be cropped from the
facial image sequence. In order to remove the variability due to rigid motions such as trans-
lation, scaling and in-plane head rotations, the image frames adopted in our experiments are
preprocessed. The first step is to localise the facial points in every frame of the sequence. A
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Procrustes transformation (i.e. a combination of translation, rotation and isotropic scaling)
is computed by aligning the coordinates of the mouth coordinates to a set of anchor points.
The anchor points correspond to the location of the same facial components in a prototypical
frontal face. After that the mouth region is cropped and resized into 30 × 50. For the CK
and MMI data set, the sequences are tracked by using [5]. For the DISFA database, facial
landmark locations for 66 points are available with the dataset.
7.3.1 Facial action similarity detection
Experimental setting: A set of templates is defined so that each one contains the activation of
an AU or an AU combination. In the case of sequence-to-sequence alignment, we perform one
alignment of the template with each of the test sequence, and keep the alignment with the
lowest loss value as the correct one. In the sub-sequence alignment case, we further initialise
the alignment procedure at different starting points, each one spaced 30 frames. We do not use
however different starting values for speed parameters. In this case, the final alignment is the
one yielding the minimum loss across test sequences and initialisation points. It is important
to note that the alignment procedure is in all cases completely unsupervised, and that the
labels are only used as to guarantee that the templates contain relevant facial activity, and as
to asses the quality of the alignment obtained.
We provide performance measurements for both the sequence-to-sequence scenario and the
sub-sequence alignment scenario. In order to test the former, we use the Cohn-Kanade (CK)
database [74], while for the latter we use the Denver Intensity of Spontaneous Facial Action
database (DISFA) database [98]. See Section 3.4 for more details about the CK and DISFA
data sets. As the CK database is pre-segmented, each sequence is used as template and aligned
with the rest of the sequences. For the DISFA dataset, a set of templates is selected as to
include all the activation process for a specific AU until the point of maximum intensity. The
length of templates range in this case from 8 frames to 18 frames. In order to avoid repeating
the alignment for periods where the face is neutral, we only considered frames that are at most
30 frames apart from a non-neutral frame (i.e. at least 1 AU is active).
Performance measurement: For the direct evaluation of the alignment quality, we quantify
the error between each frame of the template and its corresponding (possible non-integer)
frame within the test sequence in terms of a) the sum of square distances (SSD) of their pixel
intensities and b) the average Euclidean distance between their facial landmark locations. The
alignment results from explicitly minimising the SSD of pixel intensities, being therefore only
natural to consider it as a measure of the alignment performance. However, a degenerate
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solution might still produce a lower alignment error in a similar fashion as with DTW-related
techniques. Since the average Euclidean distance between landmark locations is not included
within the minimised loss, a reduction in the error can only result from the correctness of
the alignment. Therefore, we compute the average and standard deviation for both values.
However, the alignment process will also reduce the intensity differences even when aligning
dissimilar sequences. Therefore, we further need to compare the error reduction for the “posit-
ive” (similar) compared to the reduction for the “negative” (dissimilar) class (we define what
we mean by similar in the following). To this end, we compute the difference between the
average error (both SSD and Euclidean distance) for the positive and negative class. In order
to take into account the variance of the computed error measurement we also compute the
Mahalanobis distance between the error of positive and negative class.
Now we specify the criterion we use to define whether two sequences are similar or dissimilar.
To this end, we could require that the template is aligned to a segment with exactly the same
AU or AU combination activated. However, AU combinations are very frequent and varied
on naturalistic data, and we cannot expect to find exactly the same AU combination, as such
a fully coincident sub-sequence might even not exist within the test sequences. Therefore, we
relax this definition and consider that two facial actions are “similar” if their AU set intersect.
Hinging on this similarity criterion, we define a supervised quantifiable temporal alignment
performance measures. For each template, we obtain all the alignments with respect to the test
sequences as previously specified, and then rank them based on the loss upon convergence. If
there are n similar events in the test sequences, then we keep the n highest-ranked alignments,
and compute how many of them are similar facial actions.
Results and comparison: We compare the performance of our method against the DTW
and the GTW (see Section 3.5) for the sequence-to-sequence alignment problem (i.e. the CK
database). Both DTW and GTW are less suitable to be applied to a sub-sequence alignment
problem like that of the DISFA database. While the GTW, as opposed to the DTW, does not
necessarily need to align the two ends of both sequences, the amount of temporal shift that is
capable of overcoming is limited. Therefore, they would need to be applied in a similar fashion
to the sliding window approach resulting in a computationally extremely costly procedure.
Therefore, we limit the comparison over the DISFA database to the sliding window approach,
in which there is no temporal alignment other than a temporal shift found by exhaustive
search. Regarding the proposed method, we compute performance for the 3 warping functions
described in Section 7.2.4.
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Figure 7.5: Classification rate of similarity detection using different models for the DISFA (left) and
CK (right) dataset
Table 7.1 summarises the mean, standard deviation and Mahalanobis distance, computed
as previously explained, for both the CK and DISFA databases. It is possible to see that our
alignment method outperforms the DTW and GTW. Furthermore, the DTW shows particu-
larly poor performance due to the convergence to degenerate cases, which is common when
dealing with image data due to the relatively high levels of noise present. Despite not being
able to compare it to any method other than sliding window, we also show the performance of
the sub-sequence alignment problem. It is particularly interesting to note the large improve-
ment in class separability (the Mahalanobis distance) for the case of the landmark distance.
We also compare the same methods using the supervised performance measure. These results
are shown in Fig. 7.5.
Table 7.1: Results on Sequence-sequence alignment for the CK and DISFA dataset. SW stands for sliding
window. µ, σ and MD stand for the mean, the standard deviation, and the Mahalanobis distance respectively
Intensities Point distances
SW DTW GTW Linear Quad Spring SW DTW GTW Linear Quad Spring
CK
µ 598.84 638.88 572.38 577.88 572.60 569.68 37.41 37.38 37.27 37.36 37.35 37.22
σ 322.50 331.56 345.28 339.16 331.47 349.05 7.56 7.54 7.68 7.63 7.64 7.72
MD 1.44 1.44 1.49 1.46 1.47 1.49 0.48 0.48 0.49 0.47 0.49 0.49
DISFA
µ 1072.70 - - 961.97 952.03 945.59 4.93 - - 4.80 4.79 4.79
σ 180.22 - - 244.37 247.41 254.78 0.96 - - 1.03 1.03 1.04
MD 0.88 - - 0.88 0.89 0.91 0.80 - - 0.88 0.89 0.91
We highlight how the performance improves consistently as more complex models are used,
and how our method outperforms both DTW and GTW in a restricted scenario that is particu-
larly suited for them. However, the large impact of the subject appearance is still an important
limitation, as the subject-independent problem shows a significantly lower performance than
the subject-dependent one.
127
7. Temporal Lucas-Kanade Algorithm for Analysis of Facial Actions
7.3.2 Action Unit temporal segmentation
Experimental setting : The two warping functions defined in Section 7.2.4 are used to align the
AU temporal segments. For each AU, the template with the maximum intensity is selected
from the activated sequences. These templates are then aligned to the test sequences following
both our models. The alignment parameter θ is initialised by independently aligning the
onset and offset segments using the linear warping function. The only constraint is that the
offset always occurs after the onset. To this end, instead of trying to find a global minimum
when the alignment is performed, all the local minimums obtained by aligning the onset and
offset template are kept, and the pair yielding the lowest combined alignment error is used
to infer the initial boundary of the actions. Additionally, the parameter θ5 controlling the
intensity magnitude of model 2 is initialised to 0.5. Following the previous related studies,
only sequences that have the target AUs activated are considered for testing and the F1-
measure is used as performance measurement.
Table 7.2: F1-measure for the frame-level classification of the AU temporal segments on the MMI
database. n is the number of activated sequences. F1act is the F1-measure after converting the
labelling into a binary labelling of AU activation. Results shown are for model 1 / model 2
AU n Neutral Onset Apex Offset F1act
10 14 92.19 / 92.40 57.55 / 55.33 82.09 / 84.10 60.64 / 59.63 83.46 / 87.65
12 18 86.26 / 92.24 67.51 / 65.14 84.45 / 77.55 75.73 / 74.49 83.04 / 88.33
13 9 95.38 / 84.40 57.14 / 49.17 95.24 / 79.51 76.19 / 65.10 95.71 / 90.38
14 16 81.77 / 86.71 56.61 / 59.60 71.58 / 81.24 41.60 / 68.42 91.67 / 91.73
15 12 80.69 / 87.24 70.07 / 62.62 89.70 / 81.92 59.69 / 53.12 72.91 / 74.16
16 13 89.83 / 87.67 60.43 / 58.47 75.60 / 76.57 62.40 / 52.37 83.97 / 83.88
18 21 94.74 / 95.95 28.57 / 53.88 90.91 / 86.49 57.14 / 61.67 75.65 / 79.62
20 11 69.97 / 73.38 36.41 / 38.04 64.32 / 73.04 37.96 / 33.46 71.09 / 70.41
22 10 66.25 / 70.26 48.91 / 51.12 64.81 / 82.43 44.60 / 57.72 84.83 / 86.28
23 12 90.68 / 84.45 53.30 / 46.97 81.54 / 75.42 55.46 / 46.71 55.52 / 63.30
24 18 76.68 / 81.58 57.61 / 51.80 72.81 / 83.50 50.24 / 62.89 51.26 / 59.59
25 44 93.62 / 90.94 51.21 / 52.38 79.22 / 80.23 57.78 / 69.40 94.27 / 88.34
26 25 71.16 / 83.88 42.76 / 49.96 70.47 / 80.73 50.23 / 58.24 72.00 / 72.03
27 13 92.42 / 92.99 63.86 / 85.07 86.77 / 76.81 68.38 / 43.55 63.67 / 84.97
28 30 73.63 / 84.07 60.33 / 65.27 73.42 / 76.66 70.01 / 77.54 88.48 / 88.61
AVG - 83.42 / 85.88 54.15 / 56.32 78.86 / 79.75 57.87 /58.95 77.83 / 80.62
Results: Table 7.2 summarises the per AU performance for the detection of the AU temporal
segments, computed on the MMI database. The table includes the performance for both of
the models presented in Section 7.2.4, showing the superior performance for the detection of
each of the temporal segments using the second model. This is unsurprising, however, given
the extra capability of handling AU intensity differences. Furthermore, it presents the results
when turning the prediction on the temporal segments into a prediction of the AU activation.








Figure 7.6: Illustration of the results of the temporal alignment using model 2, and a comparison of
the temporal segment detection respect to the ground truth
1. Among the AUs considered, AU20 (lip stretcher) and AU22 (lip funneler) have the lowest
detection rate in average. Both AUs cause variations on the of mouth shape (elongation and
shortening respectively) that are negates by the mouth size normalisation step. The relatively
poor performance of AU23 (lip tightener) and AU24 (lip pressor) is expected as the mouth
action is very subtle.
An illustration of the detection process is shown in Fig. 7.6. We show on it how a template
is aligned to the test sequence, yielding a prediction on the temporal boundaries, which are a
precise approximation of the ground truth. It also demonstrates that the potential of aligning
the test sequence to the template although the test sequence does not reach the maximum
intensity by using model 2.
A performance comparison of our method with respect to other state-of-the-art approaches
is also included. Table 7.3 offers a direct comparison of our method against earlier works
reporting results on the same dataset. For a fair comparison, the results are computed over
the 15 mouth-related AUs. As we can see, the models proposed in this article outperform all
the existing works. It is important to note that, as opposed to other methods, we only use
one exemplar of the action to produce these results.
Table 7.3: Comparison of AU temporal segment detection methods on the MMI database. F1act is the
F1-measure after converting into AU activation.
Systems Neutral Onset Apex Offset F1act
Model1 83.42 54.15 78.86 57.87 77.83
Model2 85.88 56.32 79.75 58.95 80.62
Valstar et al. 2012[158] 76.60 56.75 69.38 48.87 -
Koelstra et al. 2010[78] - - - - 62.5
Finally, we experiment whether the proposed alignment method performs better than previ-
ously existing temporal alignment methods. A direct comparison is conducted with respect to
the Generalised Time Warp (GTW) [180]. This is the best-performing time warping method-
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Figure 7.7: Performance on temporal segment detection when using the proposed models and GTW
[180] for temporal alignment
ology and the most closely related to the alignment method proposed here. This is due to the
use of a family of parametric functions so that the produced alignment is smooth, it does not
require to exhaustively align both sequences (although it tends to do so), and the estimation
of the alignment parameters through gradient descent. However, such method is still unable
to encode intra-sequence structure into the alignment process. These results are shown in
Fig. 7.7, where the superior performance of the proposed alignment method, especially for the
onset phase, can be observed.
7.4 Conclusion
This work presents a temporal extension of Lucas-Kanade algorithm for temporal alignment.
The main advantages of our proposed method are being able to use arbitrary temporal trans-
formations, allowing the parameters to take values within a real-valued interval (instead of
within a discrete set) and to perform an efficient search (instead of an exhaustive search), and
defining a general framework capable of using any differentiable loss function and any differ-
entiable parametric family of temporal warps. Extensive experiments show that the proposed
method performs better than traditional temporal alignment methods like DTW and GTW.
It also shows that the problem of temporal segment detection can be effectively solved as a
sub-sequence alignment problem. In other words, model training is not required. We believe
that in the same way that spatial registration of faces is a fundamental step that boosts per-
formance, an equivalent temporal registration process could become standard when learning
from sequences, provided that the right tools are developed.
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Chapter 8
Conclusion and Future Work
8.1 Summary of thesis achievements
The primary focus of this thesis is representing and modelling the facial texture changes in both
spatial and temporal domains for facial action recognition. The research presented in this work
suggests that rich information existing in both domains can benefit a variety of problems in
facial action recognition such as AU activation detection and AU temporal segment detection.
There are three main questions that this thesis addresses: How should a texture descriptor
be applied?, How should the spatio-temporal appearance changes be captured? and How to
eliminate unwanted variabilities in the temporal domain introduced by the speed of actions?
This thesis provides more insight in the applicability of appearance features for facial ac-
tion analysis than was previously available. A new family of appearance features LBP and
LPQ are applied to the problem of AU activation detection for the first time in the literature.
Different ways of applying the appearance descriptors and combining results from different
sub-regions have been investigated. It is shown that a decision-level fusion of the results from
a set of pre-defined facial regions based on domain specific knowledge can significantly improve
the performance over the system by concatenating appearance features extracted from facial
blocks or patches around the facial points. The generalisation of static appearance descriptors
from 2D images to 3D spatiotemporal volumes is also explored. The proposed dynamic ap-
pearance descriptor LPQ-TOP is able to capture both the spatial and temporal changes of
facial texture and is thus particularly suitable for the problem of AU temporal segment detec-
tion. Furthermore, the benefits of using spatial-temporal information for the analysis of facial
actions is demonstrated. Finally, a novel framework for the temporal alignment of facial ac-
tions has been proposed. It is shown that the proposed method outperforms popular sequence
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alignment methods such as Generalized Time Warping. The problem of temporal segment
detection is addressed as a sub-sequence alignment problem. As a model-free methodology,
this could potentially alleviate one of the biggest problems: the lack of annotated data for
machine analysis of facial action. By using appropriate loss and warp functions, the proposed
method could be applied to a wide range of applications such as action recognition and lip
reading.
8.2 Future work
While a number of improvements has been made to the current state of the art in the field
of automatic facial action recognition with the work presented in this thesis, a number of
problems remain unsolved and need to be addressed in future work.
In Chapter 5, the domain specific regions and the patches around facial landmarks may
convey complementary information. Combining local and holistic methods could potentially
improve the performance. For decision-level fusion, instead of using a weighted-sum model,
more sophisticated machine learning techniques such as multi-kernel learning or neural net-
works could be applied. Also the proposed domain specific regions are defined based on facial
landmarks, thus the performance of our proposed system could be more sensitive to errors in
facial landmark detection in comparison to block-based regions.
Given the descriptive power of LPQ-TOP in terms of capturing the dynamics of facial actions
demonstrated in Chapter 6, it seems natural to extend our work to recognise more facial
dynamic characteristics such as the intensity of AUs and their frequency of occurrence. The
complementary nature of dynamic appearance and geometric features suggests that fusing the
two would also be a natural extension of this work. The success of LBP-TOP and LPQ-TOP
opens the possibility of extending more static appearance descriptors to the spatial-temporal
domain. Moreover, in the light of the performance of LPQ-TOP on the GEMEP-FERA
dataset, it has become clear that head-pose invariant face registration is one obstacle that
needs to be resolved in order for our approach to work on more realistic data.
For the temporal Lucas-Kanade algorithm proposed in Chapter 7, the pixel intensities are
used in the current algorithm may result in a large impact due to the appearance variations
caused by identity . This can be alleviated by either defining the loss function over more
identity-invariant features or embracing subject-specific methods. Furthermore, a more super-
vised loss function can be used. Finally, the loss and warp functions are not limited to specific
forms (linear, quadratic and spring models). A sinusoidal function could be adopted in order
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to model cyclic motion. Although this method is applied to the analysis of mouth actions,
there is no reason why this cannot be applied to a more general settings such as the analysis
of body actions.
Apart from the extensions of our existing works, there are two avenues of future research that
I would like to pursue. First I would like to deal with the problem of out-of-plane head rotation
and partial occlusion of the face. Non-frontal head poses occur frequently in naturalistic
settings. Due to the scarceness of annotated data, building view-specific appearance-based
approaches for automatic AU analysis is impractical. The existence of 3D databases may ease
this problem, although rendering examples of AU activations at multiple poses is challenging
as it involves simulating realistic photometric variance. Using head-pose-normalised images for
learning and inference is a more feasible alternative. However, many challenges are associated
with this approach. For example, the learning algorithms should be able to cope with partially
corrupted data resulting from self-occlusions. More importantly, head-pose normalisation
while preserving facial expression changes is still an open problem that needs to be addressed.
AUs cause only local appearance changes, therefore a partial occlusion of the face can be
problematic [155]. A possible solution is to rely on the semantics of AUs so that occluded
AUs can be inferred from the visible ones or from models of AU temporal co-occurrence and
consistency.
The second avenue of future research that I would like to pursue is to deal with AU com-
binations. It is rare that AUs appear in isolation during spontaneous facial behaviour. In
particular, the co-occurrences of AUs become much harder to model in the presence of non-
additive AUs (see Sec. 2). Treating these combinations as new independent classes [94] is
impractical given the number of such non-additive AU combinations. On the other hand,
when treating each AU as a single class, the presence of non-additive combinations of AUs
increases the intra-class variability, potentially reducing the performance [71]. Also, the lim-
ited number of co-occurrence examples in existing AU-coded databases makes this problem
really difficult. Hence, the only way forward is by means of modelling the “semantics” of
facial behaviour, i.e., temporal co-occurrences of AUs. This is an open problem that has not
received proper attention from the research community.
The generalisation ability of proposed methods and overfitting have been a detrimental
factor for the evolution of the field. While many papers do report performance measures on
publicly available datasets, this does not necessarily lead to a true comparison between meth-
ods. The way in which systems are trained and evaluated can differ significantly, leading to
in- comparable results. Also the reported experimental results lack of an uniform perform-
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ance metric and some important statistics such as standard deviation are usually missing. An
adequate widely used benchmark dataset could be a possible solution to this problem. The
facial expression and analysis challenge (FERA) discussed in Chapter 4 was the very first such
attempt [155]. Reporting performance of proposed methodologies on these databases should
be encouraged and other benchmarks with different properties (e.g. more variation in envir-
onmental conditions) are needed. Furthermore, the inclusion of cross-database experiments in
the benchmarking protocol should be considered. This should be in particular considered in
future works.
Overall, attaining a fully automatic AU recognition system in the wild is still a long-standing
problem. Such a system would open up tremendous potential for new applications in games,
security, and health industries. For example, this technology could provide a more efficient
and objective log of a subject’s facial expressions than the psychologists could create unaided
which is essential for the analysis of human behaviour. Therefore, investing in this field is
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