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In 2D bosonic systems ultra-soft interactions develop an interesting phenomenology that ulti-
mately leads to the appearance of supersolid phases in free space conditions. While suggested in
early theoretical works and despite many further analytical efforts, the appearance of these exotic
phases as well as the detailed shape of the ground-state phase diagrams have not been established
yet. Here we develop a variational mean-field calculation for a generic quantum system with cluster-
forming interactions. We show that by including the restriction of a fixed integer number of particles
per cluster the ground-state phase diagram can be obtained in great detail. The latter includes the
determination of coexistence regimes of crystals of different occupancy as well as crystals with super-
fluid phases. To illustrate the application of the method we consider an ultrasoft potential for which
the computational phase diagram is known. Our results show very good quantitative agreement
with the simulations and suggest that the solid-superfluid coexistence could be a reliable marker to
locate supersolidity.
I. INTRODUCTION
The theoretical study of the quantum phase transition
occurring in the crystallization of soft-core bosons have
received a particular attention over the last decade [1–5].
This interest is twofold. On one hand ultrasoft bosons
allow to understand exotic many-body effects in which
quantum fluctuations weakens crystalline order to give
rise to, e.g., supersolid states [6–8]. On the other hand,
the advances in experimental Bose-Einstein condensation
techniques involving cold atomic gases have boosted and
fed back the need for theoretical insights on how to con-
trol these phases of matter [9–12].
Bosons interacting via ultrasoft potentials crystallize
in a lattice of clusters which, at very small temperatures,
melts due to the quantum fluctuations produced by the
zero point motion. This quantum transition to a super-
fluid phase is always present in the ground state for the
regime of small pressure and weak interaction strength.
Near the melting point, however, a supersolid behavior
have been predicted via numerical simulations and ana-
lytical approximations [2, 13]. In the supersolid phase,
the system still displays a modulated density that breaks
the rotational and translational symmetries, while at the
same time develops superfluid transport properties. The
characterization of the properties of these ground-state
phase diagrams using specific interaction potentials have
been a fruitful direction for numerical research [14–16].
Recently, some important efforts have been done to an-
alytically determine the ground-state properties through
general formulations that can be applied to families of
potentials. In particular, by using generalizations of the
Gross-Pitaevskii mean-field model [4] and variational for-
mulations of the condensate wave function [3, 8], a num-
ber of predictions have been advanced. The latter in-
cludes the order of the transitions and the dispersion
relations of the supersolid lattice. Some other impor-
tant properties like the location of the phase boundaries
are determined only approximately [3, 4] and not in full
agreement with the outcomes of Monte Carlo simula-
tions.
In the present work we go a step further in the analyti-
cal comprehension of the ground-state phase diagrams of
ultrasoft bosons. By using a variational mean-field cal-
culation we improve the predictions on the location of
the phase boundaries of generic ultrasoft potentials. The
main assumption used in the present formalism is the re-
striction of the number of particles within a cluster to be
an integer value. With this condition, the ground-state
phases and the coexistence regimes can be calculated to
a degree of reliability consistent with that of Monte Carlo
numerical simulations.
We determine the solid-superfluid coexistence region
(SSC) by looking at the chemical and mechanical equi-
librium condition that exist between the pure solid and
superfluid thermodynamical phases. Clearly, this regime
can not be interpreted as a supersolid by any means.
However, for the model potential used here as example,
there is a rough coincidence regarding extension and lo-
cation between the SSC analytically calculated and the
supersolid phase that have been observed via exact nu-
merical simulations [2].
II. METHOD
Consider a system of interacting bosons with a pair
potential V (~r) = Uv(~r). The units of energy and length
are such that the kinetic energy operator of a particle
is given by Tˆ = −(~∇)2/2. Under these conditions the
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2Hamiltonian of the system is given by:
Hˆ =
∑
i
Tˆi +
∑
i<j
V (~ri − ~rj) (1)
= −1
2
∑
i
(~∇i)2 + U
∑
i<j
v(~ri − ~rj). (2)
The characterization of the ground-state phase diagram
is done by means of a variational approach. A variational
ground state function is proposed so that it is consistent
with the mean field approximation [3, 8]
|ψ〉 =
∏
i
φ0(~xi), (3)
where the single particle wave function is
φ0(~x) =
∑
j cj cos(
~kj · ~x)√
A(c20 +
1
2
∑
j 6=0 c
2
j )
. (4)
Here A stands for the area of the system and the set
of vectors ~kj are selected in such a way that the field
φ0(~x) reproduce the symmetries of a triangular lattice of
particles. Consequently ~kj = (p~u1 + q~u2)k0, with p and
q integers, u1 = (0, 1) and u2 = (
√
3/2,−1/2). Note that
due to the normalization condition it can be set c0 = 1
without lost of generality.
These anzats for the single particle ground state func-
tion are usually used in the literature to model states in
which particles form a triangular crystal or even triangu-
lar crystal of clusters. A central constraint, that in most
cases is not taken into account, is the relation between
k0, the lattice spacing an and the occupancy number n
of the clusters in the crystal. It can be shown that for
φ0(~x) to be a periodic function with spatial period an, it
must be chosen k0 =
4pi√
3an
. At the same time the aver-
age density ρ is related to the lattice spacing an and the
occupancy number n by the relation
ρ =
2n√
3a2n
. (5)
This imply that by fixing the average density of the sys-
tem the wave vector k0 is also fixed. In the following we
will show that the constraint
k0(n, ρ) =
4pi√
3
√√
3ρ
2n
, (6)
is at the core of numerous properties of the cluster-
forming particle system. The disregard of this constraint
explains the poor results obtained by mean-field ap-
proaches when describing the zero and finite temperature
properties of classical and quantum particles systems.
The main argument for not considering Eq. (6) is re-
lated to the assumption that the occupation number
of the clusters is a variational real parameter that the
system chooses in order to minimize its free energy.
However, cluster forming particle systems tend to re-
main with a fixed occupancy number while density is
increased [17, 18]. At some special regions, of course, co-
existence between states with occupancy number n and
n + 1 exists, but only in these regions the occupancy
number varies continuously between n and n+ 1. While
this fact have been already observed in a number of large
scale simulations, it is generally considered that the pres-
ence of hopping between neighboring clusters justifies the
consideration that n and consequently k0 are variational
parameters [19–21]. In this work we consider otherwise
and make a complete analysis of the ground-state phase
diagram indicating the regions corresponding to the dif-
ferent clusters phases.
Proceeding with the construction of the energy func-
tional, the expected kinetic energy of a single particle
is
〈ψ|Tˆ1|ψ〉 = 1
4
∑
j 6=0 c
2
jk
2
j
(1 + 12
∑
j 6=0 c
2
j )
. (7)
On the other hand, the expected pair potential energy
can be written as
〈ψ|Vˆ12|ψ〉 = U
(
vˆ(0)b20 +
∑
j 6=0 vˆ(~kj)b
2
j/2
)
A(1 + 12
∑
j 6=0 c
2
j )
2
, (8)
where the coefficients bj are related to cj through the
relation (
∑
j cj cos(
~kj · ~x))2 =
∑
j bj cos(
~kj · ~x), and vˆ(~k)
stands for the Fourier transform of the potential v(~r).
With these ingredients the energy per particle of the clus-
ter crystal with n particles per cluster, at an average
density ρ, is given by
E
N
= n =
1
4
∑
j 6=0 c
2
jk
2
j
(1 + 12
∑
j 6=0 c
2
j )
+ Uρ
(
vˆ(0)b20 +
∑
j 6=0 vˆ(~kj)b
2
j/2
)
2(1 + 12
∑
j 6=0 c
2
j )
2
, (9)
where, as discussed before, ~kj = (p~u1 + q~u2)
4pi√
3
√
2n√
3ρ
.
By minimizing the energy per particle Eq. (9) in terms
of the coefficients cj it can be obtained the ground-state
(U versus ρ) phase diagram of the system in this mean
field approximation.
III. RESULTS
For the quantum regime it has to be considered not
only the different cluster configurations, characterized by
its occupancy number, but also the superfluid homoge-
neous phase. This homogeneous configuration can be
recovered from the modulated solution φ0(~x) by setting
cj = 0 for all j 6= 0. So it is straightforward that the
energy per particle of the homogeneous phase is given by
Eh(ρ)/N = Uvˆ(0)ρ/2.
3To minimize analytically the function of Eq. (9) con-
sidering the whole set of coefficients cj can be a very dif-
ficult task. Consequently, finding closed expressions for
the boundaries between the different phases is fairly com-
plicated. However, the more interesting transition hap-
pening in the quantum regime, i.e. the one between the
solid phases and the fluid, is in fact analytically tractable
within certain approximations. This transition is ex-
pected to occur in a region of parameters in which all
the Fourier amplitudes cj beyond c1 are very small. It
is precisely in this regime were quantum fluctuations are
more severe, which explains why the melting of the solid
phase occurs in this region of the parameter space.
A. Analytical results on the quantum melting
Following these arguments on the single mode approxi-
mation lets proceed with the analytical study of the quan-
tum melting of the solid phase. In the single mode ap-
proximation the energy per particle of the system (Eq.9)
yields
n =
3k0(n, ρ)
2c21
4(1 + 32c
2
1)
+
U
2
ρvˆ(0)
+
3Uρvˆ(k0(n, ρ))(2c1 + c
2
1)
2
4(1 + 32c
2
1)
2
, (10)
where k0(n, ρ) is given by Eq. (6). Consequently, the dif-
ference between the energy per particle of the modulated
and the homogeneous phase (c1 = 0) is
∆n(c1) =
3k0(n, ρ)
2c21
4(1 + 32c
2
1)
+
3Uρvˆ(k0(n, ρ))(2c1 + c
2
1)
2
4(1 + 32c
2
1)
2
.
(11)
The energy crossing line between the homogeneous and
the solid phase is given by the conditions
d∆n
dc1
(c1) = 0, (12)
∆n(c1) = 0. (13)
Solving Eq. (13) leads to
c1 =
6U˜ + 2pi
√
−72pi2 + 42√3U˜
12
√
3pi2 − 3U˜ , (14)
where U˜ = Un|vˆ(k0(n, ρ))|. This result can now be sub-
stituted in Eq. (12) concluding that, at the transition,
U˜ = 4
√
3pi2/7,
c1 = 1/3. (15)
Result of Eq. (15) means that, in the single mode ap-
proximation, the energy crossing line between the solid
and the superfluid phase is given by the condition U1 =
4
√
3pi2/7. This is an universal condition, independent of
the occupancy number of the solid and valid for any clus-
ter forming potential vˆ(k). It is worth noticing that, at
the energy crossing line, the single mode Fourier ampli-
tude c1 takes the universal value c1 = 1/3. This result is
the quantum analog of the Lindemann criterion for the
melting of classical crystals.
At this point it is possible to calculate the value of the
interaction strength U at the transition point from the
n-particle cluster solid to the superfluid phase by using
the first condition in Eq. (15). This leads to
Un(ρ) = − 4
√
3pi2
7nvˆ( 2
√
2pi
31/4
√
ρ
n )
. (16)
For different values of n Eq. (16) represents the melting
curves of the different solid phases, and naturally they
are valid in the region of densities in which the argu-
ment of vˆ(k) is negative and contains the absolute min-
imum of this function. Additionally the superposition
of these curves defines the boundary of the whole solid
phase. Interestingly, this superposition is not a simple
monotonous curve as it is usually obtained in mean-field
calculations. Instead, the different branches Un(ρ) de-
fine a boundary in which the stability of the solid phase
changes non-monotonically with the density. This is in-
deed in agreement with reported results of ground-state
numerical simulations.[2]
In order to test the single mode approximation we ad-
ditionally calculated the solid-to-fluid phase boundary re-
sulting from the minimization of the full energy function
Eq. (9) for the potential v(r) = (1 + r6)−1. In Fig. 1
the result from this numerical minimization (blue dots)
is plotted together with the curves Un(ρ) for occupancy
numbers 1 ≤ n ≤ 5. As can be observed, the numeri-
cal results and the single mode melting curves compare
very well, which indicates that in the melting region the
single mode approximation is essentially correct. This is
a quite useful validation because it largely simplifies all
analytical calculations in the melting region.
The envelope of the family of curves Un(ρ) can be also
calculated and yields
U(ρ) = −3(2vˆ(km)− k
2
mvˆ
′′(km))
14vˆ(km)vˆ′′(km)ρ
. (17)
This envelope correspond to the result that would be
obtained by considering n as a variational parameter,
which is the usual assumption in previous mean-field de-
scriptions. Thus, it becomes clear why the usual theo-
retical approaches lose the non-monotonical behavior of
the solid-to-superfluid phase boundary. Basically, they
do not take into account the variation of the stability of
the different cluster-crystal phases with fixed occupancy
number. The obtained scaling U(ρ) ∝ ρ−1 of the enve-
lope curve is also a result that have been observed with
numerical simulations [2].
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FIG. 1. Comparison between numerical minimization of the
full energy function Eq. (9) and the single-mode melting the-
ory. Blue dots correspond to the numerical minimization
while the red curves correspond to the function Un(ρ) of
Eq. (16) for n = 1, 2, 3, 4 and 5.
B. Extension of the SSC region
For a given occupancy n, with varying density each
cluster phase is limited by the inverted dome-shaped re-
gion of the curve Un(ρ). As it is known, this transition
from the solid to the homogeneous or superfluid state is of
first order and occurs through a crossover in a coexistence
region. In the coexistence regions the pressure P (ρ) and
the chemical potentials µ(ρ) of each phase are equal and
remain the same when density is increased from the be-
ginning to the end of the coexistence regions. The math-
ematical condition determining the densities ρ1n and ρ2n
at the beginning and end of the coexistence regions is
given by
Pn(ρ1n) = Pn+1(ρ2n)
µn(ρ1n) = µn+1(ρ2n). (18)
Now we use that pressure and chemical potential can
be calculated using the relations Pn(ρ) = ρ
2 ∂n(ρ)
∂ρ and
µn(ρ) = n(ρ) + ρ
∂n(ρ)
∂ρ .
To pursue the calculation of the coexistence region an-
alytically we need to calculate the energy per particle
of the cluster state as a function of the density. Even
if using the single-mode approximation of Eq. (10), no
simple analytical closed expression exist for the ground-
state energy of this system. Thus, in order to obtain an
analytical expression of the ground state energy one can
proceed as follows. First, the general relation between
U˜ and the value of c1m minimizing de energy function
Eq. (10) is found from the condition d∆dc1 (c1) = 0. This
leads to the relation
U˜ = − 4pi
2(2 + 3c21m)√
3(−4− 6c1m + 4c21m + 3c31m)
. (19)
Then the value of U˜ is used to write a closed expression
for the minimum energy per particle in terms of c1m,
eliminating the interaction strength parameter U . This
procedure yields
∆n(c1m) =
ρ
n
4
√
3pi2(−1 + 3c1m)c31m
(−4− 4c1m − 6c31m + 9c41m)
. (20)
Now a series expansion is made for U˜ around the value of
c1m at which the energies of the cluster and the homoge-
neous configuration equal, fulfilling Eq. (15). Inverting
this expansion we can rewrite c1m as a power series of
(U˜ − 47
√
3pi2). This expansion can be then substituted in
Eq. (20) to finally obtain a series expansion of the energy
∆n in powers of (U˜ − 47
√
3pi2). This procedure leads to
the expression
∆n(U˜) =
ρ
n
(
−1
3
(U˜ − 4
7
√
3pi2)
− 7
2
√
3pi2
(U˜ − 4
7
√
3pi2)2 + ...
)
, (21)
which is valid for U˜ ≥ 47
√
3pi2. For U˜ < 47
√
3pi2 the
minimum of ∆n is reached at c1 = 0 and consequently
∆n = 0.
Examining the system of equations in Eq. (18) for the
densities at the beginning and the end of the coexistence
region, we realize it needs as an input the quantities n(ρ)
and its derivatives with respect to ρ. A general analyti-
cal solution of this equation system for the n-cluster SSC
phase, for an arbitrary potential vˆ(k), is impossible even
in the single mode approximation. We estimate it using
an expansion of n(ρ) up to first order around the den-
sity at which the energy of the cluster and fluid phases
equals ρ0(n,U). At this point, it is worth noticing that
an improvement of the order of the expansion of n(ρ)
turns again the analytical solution a very difficult task,
so lets proceed considering:
n(ρ) =
Uvˆ(0)ρ0(n,U)
2
+ ′n(ρ0)(ρ− ρ0(n,U))
h(ρ) =
Uvˆ(0)ρ
2
, (22)
where h(ρ0) represents the energy of the homogeneous
state. Additionally let us note that ′n(ρ0) can be calcu-
lated using the obtained result for ∆n(U˜) in Eq. (21).
A straightforward calculation allows to conclude that
′n(ρ0) =
Uvˆ(0)
2
− 1
3
Uρ0∂ρ|vˆ(k0(n, ρ0))|. (23)
Taking into account the above simplifications, we directly
obtain the densities at the beginning and the end of the
coexistence regions
ρ1(n) =
1
2
ρ0(n,U)
(
1 +
√
vˆ(0)
vˆ(0)− 2ρ0∂ρ|vˆ(k0(n, ρ0))|/3
)
ρ2(n) =
1
2
ρ0(n,U)
(
1 +
√
vˆ(0)− 2ρ0∂ρ|vˆ(k0(n, ρ0))|/3
vˆ(0)
)
.
(24)
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FIG. 2. Coexistence regions of the solid-to-superfluid transi-
tions. Dotted curves correspond to the exact SSC determined
from the minimization of the full energy function while the
continuous lines represent the analytical estimate described
in the main text.
To asses the accuracy of the analytical estimations on
the coexistence region, in Fig. 2 a comparison is shown
between the approximate solution of Eq. (24) and the
exact values of the density at the beginning and end of
the SSC. The exact values are determined from the ex-
act mean-field value of n(ρ) following the procedure de-
scribed in this section. In Fig. 2 the exact coexistence re-
gions corresponding to different occupancy numbers are
represented by the blue dots while the analytical esti-
mation of Eq. (24) is represented by the continuous red
curves.
As can be seen, the analytical approximation underes-
timates the extension of the SSC. It is possible to show
that this is a general feature resulting from neglecting
higher order corrections in ρ−ρ0(n,U) for the expansion
of n(ρ). Nevertheless, the result serves as a simple ana-
lytical lower bound for the extension of the SSC, which
only exists in a narrow region.
C. Numerical phase diagram
The numerical minimization of the energy function al-
lows to construct the full phase diagram for the poten-
tial under consideration v(r) = (1 + r6)−1. This phase
diagram, shown in the upper panel of Fig. 3, includes
not only the pure cluster phases but also the coexistence
regions between cluster solids with different occupation
and the SSC. The method followed to determine the co-
existence regions in this case is the same sketched in the
previous section. In the upper panel of Fig. 3 the energy
crossing line of each solid-solid transition is depicted with
a black thin dashed line. Additionally the boundaries of
the coexistence regions associated to these transitions are
represented with thin continuous red lines. The energy
crossing line for the solid-to-superfluid transition is rep-
resented by a thick dashed blue line, while the SSC is
limited by green continuous thin lines. As expected, we
observe that increasing density the pure cluster phase
with occupancy number n is limited from below by the
coexistence region of the cluster transition from n− 1 to
n and from above by the coexistence region of the cluster
transition from n to n+ 1.
As can be seen in Fig. 3, the SSC only exist in a nar-
row region around the energy crossing line separating the
solid and the superfluid phases. Therefore the SSC region
follows the non-monotonic behavior of the energy cross-
ing line of the solid-to-fluid transition. This behavior is
well documented for the supersolid phases of this poten-
tial by Monte Carlo simulations [2]. Moreover, it was also
reported that the density intervals corresponding to the
coexistence of two solid phases are more likely to develop
supersolidity. This is again the same phenomenology ob-
served for the SSC in Fig. 3.
From the thermodynamical point of view, a system
with only one component can not present an extended
region in the phase diagram in which three phases co-
exist. This constraint is a result of the Gibbs phases
rule. At the same time, however, when the three coex-
istence regions solid(n)-solid(n + 1), solid(n)-superfluid
and solid(n + 1)-superfluid meets, there are a number
of thermodynamical constraints that need to be fulfilled.
This makes that the topology of the phase diagram, in
the region where coexistence between different phases co-
incides, needs to reproduce the kind of behavior shown
in panels B and C of Fig. 3, independently of the level of
approximation of the calculation.
To understand why this is a a general result we have to
realize that, within each coexistence region, the chemi-
cal potential and the pressure have constant values along
the density axis. At the same time, the pressure and the
chemical potential need to be continuous functions of the
density ρ and of the strength of the interaction U . Con-
sider now that at some value U0 the coexistence region of
the transition from the phase I to the phase II, increas-
ing density, meets the coexistence region of the transition
from the phase II to the phase III. This means that at
U0 the pressure and the chemical potentials of the pure
I and III phases, at the boundary of the whole I-II-III
coexistence region, are equals. This is exactly the condi-
tions for the establishment of the I-III coexistence region.
The above arguments imply that at U0 the energy curves
resulting from the condition ρ2 ∂(ρ)∂ρ = constant, associ-
ated with the coexistence I-II, II-III and I-III coincide.
Consequently the overlap of the I-II and II-III coexis-
tence regions with the I-III coexistence region have to be
vertical, as shown in panels B and C of Fig. 3.
At the same time it is worth noticing, from Eq. 16
and Eq. 24, that for a given cluster state the exten-
sion in densities of the SSC region decreases as we ap-
proach to the bottom of the dome shape curve, separat-
ing the solid from the superfluid phase (Fig. 2). This
mathematical result is a consequence of the fact that,
at a given U , the angle between the curves n(ρ) and
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FIG. 3. Ground-state phase diagram for the potential v(r) =
(1 + r6)−1. Crossing energy curves for solid-solid and solid-
superfluid transitions are denoted with black and blue dashed
lines respectively. The cluster phase coexistence regions are
limited by the red continuous line while the SSC regions are
limited by a green thin line. A) Mean-field phase diagram.
B) and C) zooms of the coexistence regions (clusters with
occupations n and n+ 1) for n = 1 and n = 7, respectively.
h(ρ) in its crossing point decreases to zero as we ap-
proach the limit of stability of the solid region. Lower-
ing this angle implies that the curves are progressively
more parallel and consequently the region in which we
can further minimize the energy by creating a coexis-
tence state, i.e. following an energy-density relation of
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FIG. 4. Comparison between our analytical and numerical
results and previously reported quantum Monte Carlo sim-
ulations. Blue dots are the superfluid-supersolid boundary
taken from Cinti et al. [2]. The red dashed line is our analyti-
cal prediction of Eq. (17) for the envelope curve of the domes
corresponding to the different solid phases. The shadowed
area represents the regions in which the superfluid and the
solid phases coexist according to our prediction.
the form c(ρ) = (ρ1) − Pc(ρ−1 − ρ−11 ), is consistently
diminished. The functionality c(ρ) previously stated, is
just a consequence of demanding that the pressure of the
system within the coexistence region remains constant as
the density is varied. This explanation clarifies why the
extension of the SSC regions increases as we move away
from the bottom of each solid dome.
The above arguments clarifies the connection between
the coexistence of different cluster states with the SSC. In
short, the coexistence regions between different pure clus-
ter phases always evolve into a SSC phase as the inter-
action strength is decreased. It can be ensured that this
transition occurs at a fixed value of U in the whole den-
sity range of coexistence between different cluster phases
and at the moment of such transition the extension of
the SSC is the biggest possible. In this sense ut can be
said that clusters coexistence favors the development of
the SSC as previous works have pointed out [2].
In order to stress the predictive power of the method
presented here, we show a simple comparison between
our numerical and analytical predictions and previous
quantum Monte Carlo results for the system under con-
sideration [2].
In Fig. 4 the shaded area represents the coexistence re-
gions between the superfluid and the various solid phases,
determined through the method described above. The
red dashed line represents the analytical envelope of the
domes corresponding to the different solid phases, math-
ematically described by the Eq. (17). The blue dots
are the superfluid-(super)solid phase boundary obtained
through quantum Monte Carlo simulations in Ref. [2].
When a standard mean-field approach is considered,
this red curve is consistent with the phase boundary of
7the superfluid phase. Consequently, in our case, it de-
scribes very well the large density regime of the exact
phase boundary. However, quantum Monte Carlo results
show a non-monotonic behavior for intermediate and low
densities, a behavior that can not be captured by the
envelope curve and hence by a traditional mean field ap-
proach.
The superfluid phase boundary is thus quantitatively
and qualitatively better described by looking at the co-
existence regions, which are a direct consequence from
considering that clusters phases have a fixed integer num-
ber of particles per cluster. Despite quantitative differ-
ences regarding the first dome, which corresponds to the
single-particle triangular lattice, the density interval cor-
responding to this phase is also well captured by our
mean-field description.
IV. CONCLUDING REMARKS
We have shown that the analytical understanding of
the ground-state phase diagrams of ultrasoft bosons can
be achieved by a variational approach when considering
an integer number of particles per cluster. With this
assumption, the detailed shape of the phase diagrams
can be improved with respect to mean-field calculations
where a real number is considered for the cluster occu-
pation. The analytical approach introduced here is gen-
erally applicable to any ultrasoft potential.
Among the determination of the regions of coexistence
of solid phases, the solid-superfluid coexistence region
(SSC) is particularly relevant. The comparison with pre-
vious Monte Carlo outcomes of bosonic systems revealed
that the SSC region is visually coincident with the su-
persolid phase. The method can be used to find nontriv-
ial information like detailed phase diagrams and possible
markers for the emergence of supersolid regimes.
V. ACKNOWLEDGEMENTS
The work was supported by the Swedish Research
Council Grants No. 642-2013-7837, 2016-06122, 2018-
03659 and Go¨ran Gustafsson Foundation for Research
in Natural Sciences and Medicine and Olle Engkvists
Stiftelse. A.M.C. acknowledges financial support from
Fundac¸a˜o de Amparo a` Pesquisa de Santa Catarina,
Brazil (Fapesc).
REFERENCES
[1] T. Macr, S. Saccani, and F. Cinti, Journal of Low Tem-
perature Physics 177, 59 (2014).
[2] F. Cinti, T. Macr`ı, W. Lechner, G. Pupillo, and T. Pohl,
Nat. Commun. 5, 3235 (2014).
[3] S. Prestipino, A. Sergi, and E. Bruno, Phys. Rev. B 98,
104104 (2018).
[4] V. Heinonen, K. J. Burns, and J. Dunkel, Phys. Rev. A
99, 063621 (2019).
[5] F. Cinti, Phys. Rev. B 100, 214515 (2019).
[6] L. Pitaevskii and S. Stringari, Bose-Einstein Condensa-
tion and Superfluidity, edited by N. Y. Oxford Univer-
sity Press (2016).
[7] J. Panas, M. Barbier, A. Geiler, and W. Hofstetter,
Phys. Rev. A 99, 063625 (2019).
[8] S. Prestipino, A. Sergi, and E. Bruno, J. Phys. A: Math.
Theor. 52, 015002 (2019).
[9] M. H. Anderson, J. R. Ensher, M. R. Matthews, C. E.
Wieman, and E. A. Cornell, Science 269, 198 (1995).
[10] H. Kadau, M. Schmitt, M. Wenzel, C. Wink, T. Maier,
I. Ferrier-Barbut, and T. Pfau, Nature 530, 194 (2016).
[11] J. Le´onard, A. Morales, P. Zupancic, T. Esslinger, , and
T. Donner, Nature 543, 87 (2017).
[12] L. Chomaz, R. M. W. van Bijnen, D. Petter, G. Faraoni,
S. Baier, J. H. Becher, M. J. Mark, F. W achtler, L. San-
tos, and F. Ferlaino, Nat. Phys. 14, 442 (2018).
[13] Y.-C. Zhang, F. Maucher, and T. Pohl, Phys. Rev. Lett.
123, 015301 (2019).
[14] A. Angelone, F. Mezzacapo, and G. Pupillo, Phys. Rev.
Lett. 116, 135303 (2016).
[15] R. Dı´az-Me´ndez, F. Mezzacapo, F. Cinti, W. Lechner,
and G. Pupillo, Phys. Rev. E 92, 052307 (2015).
[16] G. Masella, A. Angelone, F. Mezzacapo, G. Pupillo, and
N. V. Prokof’ev, Phys. Rev. Lett. 123, 045301 (2019).
[17] S. Prestipino and F. Saija, The Journal
of Chemical Physics 141, 184502 (2014),
https://doi.org/10.1063/1.4901302.
[18] S. Prestipino, D. Gazzillo, and N. Tasinato, Phys. Rev.
E 92, 022138 (2015).
[19] S. Prestipino and F. Saija, J. Chem. Phys. 141, 184502
(2014).
[20] L. Caprini, E. Herna´ndez-Garc´ıa, and C. Lo´pez, Phys.
Rev. E 98, 052607 (2018).
[21] W. Wang, R. Dı´az-Me´ndez, M. Wallin, J. Lidmar, and
E. Babaev, Phys. Rev. E 99, 042140 (2019).
