Abstract. The present paper is dedicated to the numerical solution of stationary free boundary problem by means of shape optimization. We assume that the state satisfies the Dirichlet problem and track the Neumann data at the free boundary. The gradient and Hessian of the shape functional under consideration are computed. By analysing the shape Hessian in case of matching data a sufficient criterion for its coercivity is derived. Coercivity implies existence and convergence of approximate shapes. The derived coercivity criterion is exactly the same as in [13] even though the present shape functional is completely different to the Dirichlet energy functional considered there. Numerical experiments are carried out in three spatial dimensions.
Introduction
The present paper is concerned with the solution of stationary free boundary problems by means of shape optimization. We will track the Neumann data of the state function which is supposed to fulfill the corresponding Dirichlet problem. The particular problem under consideration is given as follows. The free boundary problem is given as follows: seek the free boundary Γ such that the following overdetermined boundary value problem is satisfied (1.1) −∆u = f in Ω,
Herein, we suppose that g, h > 0 and f ≥ 0 are sufficiently smooth functions on R n such that u ∈ C 3,α (Ω∩U) for a fixed α > 0 and U denoting a tubular neighbourhood of the free boundary Γ. We like to stress that the positivity of the Dirichlet data implies that u is positive on Ω and thus in fact ∂u/∂n < 0.
For the existence of solutions of this generalized exterior Bernoulli free boundary problem we refer the reader to e.g. [2] , see also [15] for the related interior free boundary problem. Results concerning the geometric form of the solutions can be found in [1] and the references therein. In this paper we do not treat the question of existence of solutions. Instead, we will tacitly assume the existence of optimal domains, sufficiently regular to apply a second order shape calculus.
Shape optimization provides an efficient tool to solve such free boundary value problems, see [5, 13, 22, 30, 31] for example. To solve the overdetermined boundary value problem (1.1) we will track the Neumann data of the state equation
at the free boundary Γ. That is, we consider the shape optimization problem
In order to minimize this shape functional, we compute its gradient by means of shape calculus. In particular, using a second order shape calculus, based on polar coordinates, we are able to compute also the shape Hessian. It defines a continuous bilinear form on
We analyse the shape Hessian in case of matching Neumann data and provide a sufficient criterion for its coercivity, inducing stable minima. In particular, coercivity of the shape Hessian implies existence and convergence of approximate shapes produced by a nonlinear Ritz-Galerkin scheme for the necessary condition associated with (1.3) (cf. [14] ). Even though the energy space of the shape Hessian differs, the criterion is completely the same as proven in [13] when solving the given free boundary problem by the shape optimization problem
The realization of a numerical algorithm to solve the free boundary problem is addressed to the remaining part of the paper. Since both, the functional (1.3) and the shape gradient, live on the free boundary, it is rather convenient to employ boundary integral equations to compute the state numerically. The approximate solution of boundary integral equations requires only a discretization of the boundary of the actual domain. On the one hand, the use of expensive remeshing algorithms can be avoided. On the other hand, modern boundary element mothods, like e.g. the multipole method [16] , H-matrices [18] , or the wavelet Galerkin scheme [6] , reduce even the complexity compared to finite element methods. Our realization is based on the wavelet Galerkin scheme.
The paper is organized as follows. Section 2 is dedicated to shape calculus. We compute the gradient and the Hessian, and analyse the Hessian in case of matching data. In Section 3 we introduce the discretization of the shape and compute the numerical solution of the state equation by boundary element methods. In Section 4 we present our results with respect to a free boundary problem, where the fixed domain S is an L-block. In particular, we compare the numerical behaviour of both optimization problems (1.3) and (1.4). Finally, in Section 5 we state concluding remarks.
Shape Calculus
2.1. Necessary condition. We will use a shape calculus via boundary variations, developed in [10, 11] . For a general overview on shape calculus, mainly based on the perturbation of identity (Murat and Simon) or the speed method (Sokolowski and Zolesio), we refer the reader for example to [5, 24, 29, 27, 30] and the references therein.
It suffices to consider S ∈ C 0,1 but we need T ∈ C 3,α for some fixed α > 0 due to a second order boundary perturbation calculus. For sake of simplicity in representation we will restrict ourselves in this section to two space dimensions. Later on, we will include Ω ⊂ R 3 .
We assume that the domain T is starlike with respect to 0 and denote the unit vector in the outward radial direction by e r (φ) = (cos φ, sin φ) T . Then, we can parametrize the free boundary Γ via polar coordinates
where r ∈ C 
We consider dr ∈ C 3,α per ([0, 2π]) as standard variation for perturbed domains Ω ε and boundaries Γ ε , respectively, defined by r ε = r + εdr. Thus,
Note that, by this approach, the shape problem is embedded into a Banach space. That is, both the shape and its increment, can be viewed as elements of C
Lemma 2.1. The shape gradient representation reads as
where u solves (1.2) and p ∈ C 2,α (Ω ∩ U) satisfies the following adjoint equation
Proof. Formal differentiation of (1.3) is possible and yields immediately
Herein, the local shape derivatives du = du[V] reads as
The last term in the shape gradient representation disappears due to the homogeneous boundary condition for the state u, since
is always tangential (see [30] ). Furthermore, Green's second theorem implies the identity
Hence, using polar coordinates and inserting the particular definition of the variation V leads to
Using integration by parts
together with the identity (recall that ∇u, t = 0)
gives the final gradient representation.
Remark 2.2. With respect to an arbitrary sufficiently smooth variation V the shape gradient reads as
, where u and p solve (1.2) and (2.6), respectively.
The following conclusion can easily be drawn from (2.5), (2.6).
Lemma 2.3 (Necessary condition).
Let the domain Ω ⋆ be such that the state u = u(Ω ⋆ ) satisfies the overdetermined boundary value problem (1.1), i.e., there holds
Then, the domain Ω ⋆ fulfills the necessary optimality condition
Proof. Using (2.10) we conclude from (2.
which, in view of (2.5), implies the assertion.
Remark 2.4. We emphasize that solutions of the necessary condition (2.11) may exist that do not satisfy the matching condition (2.10) of the Neumann data of the state. However, only domains Ω ⋆ which imply matching data correspond to global minima since J(Ω ⋆ ) = 0.
2.2. Stability of Minimizers. To compute the shape Hessian explicitly we proceed similar to [10, 11] by differentiating directly the intermediate expression (2.8), using the identity ∂u ∂n ∂p ∂n = ∇u, ∇p on Γ.
Formal differentiation leads to
Herein, the local shape derivative dp = dp[dr] of the adjoint (2.6) satisfies ∆dp = 0 in Ω, dp = 0 on Σ, (2.12) dp = dre r , n
In principle, the term ∇u, dn[dr] additionally appears in Dirichlet boundary condition at Γ. However, it vanishes since dn[dr] ⊥ n and ∂u/∂t = 0 due to homogeneous Dirichlet data.
The shape Hessian simplifies considerably in case of matching Neumann data.
Corollary 2.5.
Consider Ω ⋆ to be as in Lemma 2.3, that is u = u(Ω ⋆ ) satisfies (2.10). Then, the shape Hessian simplifies to
Proof. As in the proof of Lemma 2.3 it follows p = p(Ω ⋆ ) ≡ 0 in Ω ⋆ . Consequently, most terms of the above shape Hessian vanish and we arrive at the expression (2.13).
The shape Hessian defines a continuous bilinear form
This is obvious in case of matching Neumann data, i.e., in case of (2.13) (see also the reformulation (2.20)). For sake of brevity we skip the rather technical validation of the statement in the general situation.
We
with the fact that we have homogeneous Dirichlet data on Σ, we arrive at
We are now in the position to prove the following important identity.
Lemma 2.9. There holds the identity
Proof. First we observe
We denote differentiation with respect to the arclength by ∂/∂s. Then, the homogeneous Dirichlet data of u at Γ ⋆ imply
Combining this result with
∇g, e r ⋆ r ⋆2 + r ⋆′ 2 = r ⋆ ∂g ∂n + r ⋆′ ∂g ∂t yields ∇g, e r ⋆ r ⋆2 + r ⋆′ 2 + r ⋆′ ∂ 2 u ∂n∂t = r ⋆ ∂g ∂n .
Next, from the identity
due to homogeneous Dirichlet boundary conditions at Γ ⋆ . Putting all identities together implies the final result.
Theorem 2.10. The shape Hessian at the optimal domain Ω ⋆ is given as
Proof. Due to p = p(Ω ⋆ ) ≡ 0 on Ω ⋆ , we see that, thanks to Lemmata 2.7-2.9, the adjoint local shape derivative (2.12) dp = dp[dr] reads as ∆dp = 0 in Ω, dp = 0 on Σ, (2.21) dp = (Λ + A)(Mdr) on Γ.
Thus, observing that the surface measure is given by dσ = r ⋆2 + r ⋆′ 2 dφ, we obtain by (2.19), (2.21) the indentity 2π 0 dr 1 dp[dr 2 ] ∇ 2 u · e r ⋆ , n + ∇g, e r ⋆ r ⋆2 + r ⋆′ 2 dϕ
Moreover, by Green's second theorem it follows
Hence, inserting the given Dirichlet data of the adjoint local shape derivative yields
Combining (2.22), (2.23) finishes the proof.
As an immediate consequence of the representation formula (2.20) we are able to formulate the following sufficient criterion concerning the H 1 (Γ ⋆ )-coercivity. We emphasize that the present result is exactly the same as in [13] in case of the shape optimization problem (1.4) (see Remark 2.12 below).
Proposition 2.11. The Hessian is H
(resp. 2H instead of κ if n = 3). In particular, in the case g ≡ const. and f ≡ 0, the shape Hessian is H 1 (Γ ⋆ )-coercive if the boundary Γ ⋆ is convex (seen from inside).
Remark 2.12. In case of the shape functional (1.4) the Hessian at Ω ⋆ is given by
see [13] . Obviously, this Hessian is coercive if (2.24) holds.
3. Discretization 3.1. Nonlinear Ritz-Galerkin approximation. In the rest of the paper we will consider Ω ⊂ R n , n = 2, 3. To this end, we have to extent the two dimensional approach of the previous subsection to three spatial dimensions. The unit sphere in R n will be denoted by
The domain Ω ∈ C 3,α is identified with a function r ∈ C 3,α (S), that describes its boundary Γ, i.e., we have
The function dr ∈ C 3,α (S) denotes the standard variation for perturbed domains Ω ε and boundaries Γ ε , respectively, defined via
Thus, there hold the identities V = dr · x and V, n = dr x, n .
In order to solve the minimization problem defined by (1.2) and (1.3), we shall seek the stationary points r ⋆ ∈ C 3,α (S) satisfying
In accordance with [14] we introduce a Ritz-Galerkin method for the nonlinear equation (3.25) : Let ϕ i : S → R denote suitable ansatz functions and consider the ansatz space
In practice, we will use the first N spherical harmonics in R n as ansatz functions.
We now replace (3.25) by its finite dimensional counterpart:
[dr] = 0 for all dr ∈ V N . Note that this is the necessary condition associated with the finite dimensional optimization problem
Concerning the existence and convergence of approximate shapes we have the fol
Remark 3.2. Of course, one may construct a parametrization of the boundary Γ according to
with vector valued coefficients a k ∈ R n . Then, all domains of gender zero can be represented. However, uniqueness of the shape representation is lost and a convergence result is not available yet. We refer the reader to [12, 19] for further details on this approach.
There exist different strategies to find r N ∈ V N such that (3.27) holds. In general, one makes the ansatz r N = N i=1 r i ϕ i and considers the iterative scheme
where h (n) is a suitable step width and
First order methods are the gradient method (M (n) := I) or the quasi-Newton method where M (n) denotes a suitable approximation to the inverse shape Hessian.
Choosing
we arrive at the Newton method. For a survey on available optimization algorithms we refer the reader to [9, 17] .
The following statement is an immediate consequence of Theorem 3.1. N is properly chosen.
3.2. Numerical method to solve the state equation. In order to evaluate the data arising from the cost functional (1.3) and its shape gradient (2.9), we require only the normal derivatives of the state (1.2) and the adjoint state (2.6) since
The Neumann data can easily be derived by a Dirichlet-to-Neumann map.
In case of the nonharmonic state equation we introduce first a Newton potential N f satisfying −∆N f = f . This Newton potential has to be known explicitly or computed once in advance, which can be performed by e.g. multigrid methods on a fairly simple domain.
Making the ansatz u = v + N f it suffices to provide a fast solver for the Laplace equation
We introduce the single layer operator V and the double layer operator K,
x ∈ ∂Ω, where the fundamental solution is given by
It is well known (see [3] for example) that the Neumann data of v can be determined via the Dirchlet-to-Neumann map
The Neumann data of the adjoint state are derived then (cf. (2.6)) by
Boundary element methods provide a common tool for the solution of boundary integral equations. In general, piecewise polynomial ansatz functions are used in the Galerkin formulation. But discretizing the boundary integral equations (3.30) and (3.31) with respect to such single-scale bases results in densely populated system matrices. Moreover, preconditioning becomes an issue since the system matrix with respect to the single layer operator is ill-conditioned.
Employing wavelets providing vanishing moments as constructed e.g. in [8, 20, 25] instead of the traditional single-scale bases leads to the wavelet Galerkin scheme. On the one hand, the diagonals of the system matrices define optimal preconditioners due to the well known norm equivalences of wavelet bases, cf. [7, 28] . On the other hand, applying the matrix compression strategy developed in [6, 26, 28] the system matrices can be compressed, without deteriorating the discretization error accuracy, such that the number of relevant matrix coefficients scales linear with the number of unknowns, cf. [6, 28] . Thus, the approximate solutions of the boundary integral equations (3.30) and (3.31) become computable in linear over-all complexity. For implementational details concerning the wavelet Galerkin scheme see also [21] .
Numerical results
The numerical experiments will be carried out in three spatial dimensions, where the interior domain S is the L-block
We will consider the following data:
where the constant field g will vary in the example according to g = 1, 2, 3. A suitable Newton potential to resolve the inhomogeneity is given by
We solve the necessary condition (3.27) by 100 quasi-Newton steps, updated by the inverse BFGS-rule without damping (cf. [9, 17] ). After 10 steps we restart the quasiNewton method, which yields to our experience faster convergence. The step width is determined by a quadratic line-search.
The state equation is discretized by using 4624 piecewise bilinear boundary elements.
To approximate the shape we use 100 spherical harmonics, that is, harmonic polynomials up to order ten can be represented exactly. The computed free boundaries in case of const. = 1, 2, 3 are presented in Figure 4 .2. The shapes seem to be stable even though (2.24) does not hold since
This coincides with our experience that (2.24) is by far not sharp, see also [13] for further results. We shall compare the present method with the minimization of (1.4). To compute this shape functional we can apply integration by parts to arrive at
cf. [13] . The associated shape gradient reads as
Thus, the knowledge of the Neumann data of the state (1.2), computed according to Subsection 3.2, is here completely sufficient to perform a first order algorithm. The remaining domain integral in (4.32) can be evaluated in terms of spherical coordinates or, in case of more general boundary representations, by e.g. the algorithm proposed in [12] .
Both algorithms exhibit nearly the same convergence behaviour with respect to the ℓ 2 -norm of the shape gradient (see right plot of Figure 4 .3) and compute nearly identical approximate shapes (≈ 0.1% difference). However, the Neumann data tracking functional indicates the data mismatch explicitly and tend to zero. Whereas, the minimum of the cost functional (1.4) is not zero. This is seen in the left plot of Figure 4 .3.
The computations have been carried out on a single processor of a Sun Fire V20z Server with two 2.2 MHz AMD Opteron processors and 4 GB main memory per processor. For both functionals the over-all cpu-times for the 100 quasi-Newton steps are less than 8 hours. 
Conclusion
We computed first and second order shape derivatives of the Neumann data tracking functional for the solution of stationary free boundary problems. Using a second order shape calculus based on starlike domain we are able to verify a sufficient criterion for stable minimizers. This criterion is identical to that proven in [13] in case of a Dirichlet energy type functional. Coercivity implies existence and convergence of approximate shapes produced by a nonlinear Ritz-Galerkin scheme for the necessary condition. Numerical tests have been carried out in three dimensions. The shape has been discretized by spherical harmonics while the state has been computed by a wavelet Galerkin scheme.
