Key Words catalysis, dynamics, free energy, potential of mean force, QM/MM, rate constant, tunneling, variational transition state theory s Abstract This review discusses methods for the incorporation of quantum mechanical effects into enzyme kinetics simulations in which the enzyme is an explicit part of the model. We emphasize three aspects: (a) use of quantum mechanical electronic structure methods such as molecular orbital theory and density functional theory, usually in conjunction with molecular mechanics; (b) treating vibrational motions quantum mechanically, either in an instantaneous harmonic approximation, or by path integrals, or by a three-dimensional wave function coupled to classical nuclear motion; (c) incorporation of multidimensional tunneling approximations into reaction rate calculations.
INTRODUCTION
The past few years have seen significant progress on the accurate molecular modeling of enzyme reactions. This review summarizes recent progress on incorporating quantum mechanical effects into such modeling.
Almost all enzyme reactions can be well described by the Born-Oppenheimer approximation, in which the sum of the electronic energy and the nuclear repulsion provides a potential energy function, or potential energy surface (PES), governing the interatomic motions. Therefore the molecular modeling problem breaks into two parts: the PES and the dynamics. After a brief overview in the next section, we consider these in turn in the following section. The final section surveys applications.
THEORETICAL FRAMEWORK OF ENZYME KINETICS
The key to elucidating the mechanism of enzymatic reactions is an understanding of the specific interactions between the substrate and its enzyme environment and their effect on the reaction rate. Although our emphasis in this review is quantum mechanical effects in enzymology, we begin by considering classical mechanical 468 GAO TRUHLAR rate theory and then proceed to discuss the way in which quantum mechanical contributions can be included. The starting point of our discussion is transition state theory (TST) (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) , which is based on a hypersurface (the transition state) that divides reactants from products in phase space. TST can be derived based on two fundamental assumptions: (a) Reactant states are in local equilibrium along a progress coordinate, which is the reaction coordinate, and (b) trajectories that cross the transition state hypersurface do not recross it before becoming thermalized on the reactant or product side (7, 13) . When these assumptions are satisfied, the TST rate constant, which is the local equilibrium one-way flux coefficient for crossing the hypersurface in the direction of products, is equal to the net reactive flux coefficient, which is the observed rate constant. Because it neglects recrossing, the classical TST rate gives an upper limit to the true classical reaction rate for the case in which reactant states are in equilibrium with each other even though they are not in equilibrium with the product. The dynamic recrossing can be taken into account by a transmission coefficient (4, 8, (14) (15) (16) . Thus, the exact classical rate constant at temperature T can be written as
where γ (T ) is the transmission coefficient, β = 1/k B T, k B is Boltzmann's constant, h is Planck's constant, and G = (T ) is the molar free energy of activation. Note that both G = (T ) and γ (T ) depend on the choice of the transition state hypersurface, and thus they have a complementary nature. A "better" transition state hypersurface leads to a higher G = (T ) and a larger γ (T ), at least in classical mechanics. The theory may be applied to gas-phase reactions (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) and to reactions in condensed phases including enzymes (8, (10) (11) (12) (13) (17) (18) (19) (20) (21) . Experience has shown that TST provides accurate estimates of rate constant, provided that one chooses the location of the dividing surface along the reaction coordinate to minimize the calculated rate constant; this is called variational TST (VTST) (5) to emphasize the variation or TST for simplicity. For the purposes of this review, TST is especially important because it provides a clear route to the incorporation of quantum effects (9, 11, 22) , which we consider below. Equation 1 shows that there are two critical quantities to be evaluated: the equilibrium free energy of activation G 469 optimization of the transition state location along z is usually carried out. In such cases it is not always clear how best to choose the reaction coordinate. Most work uses a simple function of valence coordinates (e.g., making and breaking bond distances) (23, 24) , whereas other studies employ a collective bath coordinate, as in Marcus theory (25) (26) (27) (28) . In practice, a good choice of the reaction coordinate, z, plus optimization of the location of the transition state hypersurface along z and sometimes of its orientation relative to z is expected to result in a transmission coefficient with a value close to 1, making it quantitatively unimportant. On the other hand, a poor choice of the reaction coordinate or the transition state will require more effort in computing γ (T ), which might have a significantly reduced value. In VTST one optimizes the transition state hypersurface to minimize the need for a recrossing correction (1, 3, 5, 6, 8-12, 29, 30) .
The equilibrium assumption is normally expected to be well satisfied except for very fast reactions (31) . The word "equilibrium" is sometimes used in a second way to describe TST. If a set of coordinates x are not involved in the definition of the reaction coordinate z, the TST one-way flux expression can be derived by assuming that coordinates x are equilibrated instantaneously with respect to motion along z, although TST does not require this. Nevertheless, in this sense the statement that coordinates are not in equilibrium is the same as saying that they should be included in the reaction coordinate by including them in the definition of the transition state. Thus, an effect that is a nonequlibrium contribution for one choice of transition state hypersurface may be an equilibrium contribution for another. If mode m of the bath is not in equilibrium with motion along the reaction coordinate, it exerts a frictional effect on it. In such a case the calculation can be improved in two ways: (a) including mode m in the definition of the reaction coordinate to optimize the definition of the transition state hypersurface (because the reaction coordinate is defined as motion orthogonal to that hypersurface) or (b) including these "nonequilibrium" or frictional effects in a transmission coefficient that is less than unity to account for recrossing.
Note that the transition state is not a single structure. It is an ensemble of structures, and the free energy of activation is related to the potential of mean force (PMF), W(T, z) (8, 11, 15, 24, (32) (33) (34) , that is obtained by averaging over protein, substrate, and solvent configurations along z. Thus, in classical mechanics, denoted by CM,
where z R and z = are values of the reaction coordinate at the reactant state and at the transition state, G 470 GAO TRUHLAR where ρ CM (T, z) represents the classical mechanical probability density as a function of z, which can be evaluated by carrying out molecular dynamics or Monte Carlo simulations using umbrella sampling (35) or free energy perturbation techniques (36) .
Quantum mechanics enters the computation of the PMF and free energy of activation in two major ways. First, the electronic structure of the atoms that are involved in the bond-making and bond-breaking process should be treated quantum mechanically in calculating the PES that governs the motions that determine W (T, z) . This is necessary because although traditional molecular mechanics force fields that describe the PES of substrates by a set of parameterized analytical functions have been very successful in optimizing equilibrium structure and give reasonably accurate results for the energy contours for small-amplitude vibrations around such structures (37), they do not have the correct functional form for describing chemical reactions. The reader is referred to key references (38) (39) (40) (41) and a recent review (42) for further discussion of molecular mechanics models, the most widely used of which, for enzyme kinetics (including interactions with aqueous solvent), are AMBER, CHARMM, GROMOS, OPLS, and TIP3P. In the section entitled "Potential Energy Surface" we summarize techniques for incorporating electronic structural methods in modeling enzymatic reactions.
The second aspect of quantum mechanics that affects the PMF is the quantum mechanical nature of nuclear motion. In particular, because a reacting system is bound in its transition state as the reaction coordinate is fixed and missing as a degree of freedom, the most important quantum effects on the motions within the transition state hypersurface can be incorporated by the usual methods for bound vibrations (43) . As we review in "Potential of Mean Force," it is necessary to incorporate such quantum vibrational effects in evaluation of the free energy of activation. The transmission coefficient, though, may be considered as arising from motions normal to the transition state hypersurface, i.e., dynamical recrossing and tunneling, and from the nonseparability of the reaction coordinate.
The recrossing contribution to the transmission coefficient, γ (T ), in Equation 1 can be approximated classically by propagating trajectories forward and backward from an ensemble of transition state configurations and counting the number of crossings of the transition state hypersurface. The general formalism for such calculations was first developed systematically by Keck (14) and elaborated by Anderson (4) and others (13, 15, 44) . These workers used classical methods to define the transition state ensemble and calculated the transmission coefficient by propagating trajectories forward and backward from phase points in that ensemble for both gas-phase and liquid-phase reactions. This procedure has been extended to an enzyme reaction by Neria & Karplus (21) . The next level of sophistication is to select transition state phase points from a semiclassical treatment of the transition state, i.e., from a distribution of transition states with quantized vibrations, but still estimate the recrossing factor from purely classical trajectories (45, 46) . Even better, one can both select from a semiclassical distribution of transition states and include quantum effects in the dynamical calculation used to 471 estimate recrossing. Schenter et al. (47) presented one method for doing this, and we have presented a method that is specifically designed for enzyme reactions to include the effect of quantization transverse to the reaction coordinate on motion along a minimum-energy reaction path (48) . Our method leads to the (T ) factor discussed in "Dynamics and Tunneling." Billeter et al. (49) have presented an alternative approach, also discussed in that section.
The inclusion of the quantum nature of the motion that advances the reaction coordinate, chief among which is tunneling, is the third aspect of quantum mechanical contributions in enzyme kinetics modeling and is also addressed in "Dynamics and Tunneling." A critical aspect is that tunneling requires a multi-dimensional treatment because reaction coordinate motion is not separable (9) .
METHODS
From the above discussion, we can see that there are three main ways in which quantum mechanics should be included in enzyme kinetics modeling. First, the electronic structure of the atoms directly involved in the chemical step must be treated quantum mechanically in order to describe the bond-making and bondbreaking processes. Second, the discrete nature of quantum mechanical vibrational energies should be incorporated in the description of nuclear motion for computing the PMF and the transmission coefficient. Finally, consideration of multidimensional tunneling contributions is required in calculating the transmission coefficient, particularly for reactions involving hydrogen (H, H + , and H − ) transfer. Although quantum mechanical approaches have been used in various ways for studying condensed-phase systems (24, 50) , it was only recently that computational studies have fully included all three of these aspects of quantum mechanical effects in calculations including an explicit enzyme environment (48, (51) (52) (53) (54) (55) (56) (57) (58) (59) . In what follows, we summarize methods that have been developed by our groups and others for including quantum mechanical contributions in enzyme kinetics modeling.
Potential Energy Surface
As explained above, G = (T ) results from averaging the PES appropriately over an ensemble of structures, and therefore its accuracy depends on the accuracy of the PES. To compute the PES for macromolecular processes such as enzymatic reactions, it is necessary to use a chemical model that is capable of describing the formation and breaking of chemical bonds and also is suitable for capturing the complexity of the system. A fully quantum mechanical treatment of the entire enzyme system, in principle, satisfies these criteria, and quantum mechanical algorithms designed to involve an effort that scales linearly with system size have been developed and applied to protein systems in energy calculations (60) (61) (62) (63) (64) (65) (66) (67) (68) (69) . Although this approach has many attractive features, it is very expensive, and this has limited its application to biological problems.
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GAO TRUHLAR Fortunately, in most enzymatic reactions it is not necessary to treat the electronic structure of the entire enzyme-solvent system quantum mechanically. The most promising approaches for modeling enzymatic reactions are combined quantum mechanical and molecular mechanical (QM/MM) methods, in which a system is divided into a quantum mechanical region and a molecular mechanical region (28, (70) (71) (72) (73) (74) (75) (76) (77) (78) (79) (80) (81) (82) (83) . The quantum mechanical region typically includes atoms that are directly involved in the chemical step and they are treated explicitly by a quantum mechanical electronic structure method, whereas the molecular mechanical region consists of the rest of the system and is approximated by a molecular mechanical force field. This way of combining quantum mechanics with molecular mechanics was initially developed for gas-phase calculations (84) and was first applied to enzyme systems by Warshel & Levitt (71) . A combined QM/MM potential has the advantage of both the computational efficiency offered by molecular mechanics, allowing for free energy simulations of macromolecules, and the computational accuracy provided by quantum mechanics such that the method can be systematically improved (85) . The past decade has seen a rapid increase in number and diversity of applications, including reactions in solution (24) and in enzymes (59, 86) . The method has been implemented in combination with semiempirical and ab initio molecular orbital theory and with density functional theory (DFT). In fact, combined QM/MM techniques have emerged as the method of choice for modeling enzymatic reactions.
The most popular methods for treating the quantum mechanical subsystem in enzyme reactions have been semiempirical molecular orbital methods (87) , such as AM1 (88) , PM3 (89), MNDO (90), Hartree-Fock (HF) theory (91), Møller-Plesset perturbation theory (MP2) (91) , configuration interaction with single excitations (91) , the Becke-Lee-Yang-Parr density functional (92, 93) , and the three-parameter hybrid version (B3LYP) (94) of this DFT method. Basis sets have included 3-21G (91) 6-31G * (in which a d shell is added to the 6-31G basis) (91) , basis sets designed for use with effective core potentials (95) , and plane waves (96) .
Combined QM/MM methods have been reviewed in several articles (70, 74, 80, 97, 98) and a full review is not repeated in this article. Here, we focus on the most critical issue in application to enzyme systems, i.e., the treatment of the boundary that separates the quantum mechanical and molecular mechanical regions. Gao et al. identified criteria that they considered to be important for the treatment of a covalent bond at the QM/MM interface (99) . First, without introducing extra degrees of freedom, any boundary method should reproduce the correct geometry in comparison with that predicted by the corresponding quantum mechanical calculation on the entire system. Second, the electronic structure, including charge distribution and electrostatic potential, of the full quantum mechanical system should be retained in the quantum mechanical fragment, e.g., the boundary atom should have the same electronegativity as that in the quantum mechanical molecule. Third, the torsional PES about the bond connecting the quantum mechanical region to the molecular mechanical region should be consistent with results from pure quantum mechanical and molecular mechanical calculations.
An early and still widely used scheme is the "link-atom" approach, in which extra, unphysical atoms are added to the quantum mechanical region, one for each bond at the interface to the molecular mechanical region (72, 74) . These link atoms, typically hydrogen atoms, are placed at appropriate distances along the bond, and they can be constrained in the direction of the molecular mechanical boundary atom or allowed to freely move. The forces between these link atoms and molecular mechanical atoms are unphysical, so all or some of the forces of the molecular mechanical subsystem on the quantum mechanical subsystem are sometimes omitted. When this is done, the quantum mechanical fragment does not experience the real electrostatic environment of the enzyme active site (100, 101) . To circumvent the problem of omitting forces on the link atom, a scaling scheme (scaled-position link-atom method) has been proposed to transfer forces on link atoms to other "physical" atoms (102) . Rather than using hydrogen as the link atom, Ostlund (102a) suggested using pseudo-halogen atoms parameterized to mimic the missing valence bond between the quantum mechanical and molecular mechanical subsystems (80) , which would also include hyperconjugation interactions owing to the presence of p orbitals. A similar idea has been implemented as a pseudopotential in DFT by Zhang et al. (103) .
Other methods dispense with the unphysical link atoms and employ hybrid orbitals. Warshel & Levitt suggested that a hybrid oribital could be used to treat the QM/MM bond, though the approach was not elaborated further (71) . Two formalisms that have proved successful for treating the boundary region are strictly localized bond orbitals (104) (105) (106) (107) (108) and generalized hybrid orbitals (GHOs) (99, 109) . Rivail and coworkers (104-108) called their scheme the local self-consistent field (LSCF) method. In this method the valency of the quantum mechanical boundary atom is saturated by a frozen hybrid orbital with a predetermined density from calculations of a smaller model system. The charge densities of the frozen hybrid orbitals are kept fixed in an SCF calculation of the quantum mechanical system. The LSCF scheme has been developed both for semiempirical (104) and ab initio molecular orbital QM/MM methods (106, 107) and recently it has been extended to DFT (110) .
The GHO method, which was initially developed for semiempirical Hamiltonians (99, 109) , differs from the LSCF approach in orbital optimization and system partition as illustrated by Figure 1 . In the LSCF method the boundary atom is a quantum mechanical atom with a frozen density for the hybrid orbital pointing toward the molecular mechanical fragment, whereas the boundary atom in the GHO scheme is treated as both a quantum mechanical and molecular mechanical atom. The hybridization of the hybrid orbitals on the boundary atom in the GHO method is determined by the molecular geometry and is dynamically varied during the simulation. Furthermore, the charge density of the hybrid orbital that is bonded to the quantum mechanical fragment is optimized self-consistently with all other atomic orbitals in the SCF calculation. An advantage of the GHO method is that it uses fully transferable semiempirical parameters for the boundary atoms in precisely the same way as the standard semiempirical algorithm (99) . There are no extra degrees of freedom introduced into the system, and all molecular mechanical partial charges are fully retained in SCF calculations. Thus, it provides a better treatment of electrostatic interactions than the link-atom method does. This method has been successfully used to study a number of enzymatic reactions and is being extended to ab initio QM/MM calculations.
Antes & Thiel described a similar approach (111, 112) , in which the boundary atom is represented by a hydrogen-like atom with its semiempirical Hamiltonian parameters optimized to reproduce the geometry and energy of a set of model 475 compounds. Bersuker et al. described a double self-consistent procedure to allow charge transfer (113) , as in the GHO method, between the quantum mechanical and molecular mechanical fragments.
The development of satisfactory boundary methods allows combined QM/MM methods to be used effectively in free energy calculations on enzymatic reactions. However, when ab initio or DFT methods are used for the quantum mechanical part, one must use at least a polarized split valence basis set and include electron correlation to achieve the accuracy needed for predicting the enzyme reaction rate. Consequently, it is expensive to perform free energy calculations using ab initio QM/MM methods. Semiempirical molecular orbital methods are computationally more efficient and they offer the opportunity to develop specific reaction parameters (SRPs) to improve the accuracy for specific systems (58, (114) (115) (116) . Because the shape of the PES is usually well represented, an even simpler approach is to add a semiempirical valence bond term such as the London-Eyring-Polanyi-Sato function (54, 117) to correct the errors in the predicted free energies of reaction and activation. This approach has been used in the study of hydride transfer reactions in liver alcohol dehydrogenase (48, 54) .
Semiempirical QM/MM methods can be used in what are called dual-level simulations (118) (119) (120) (121) (122) . In this approach QM/MM energies are separated into a solvent-independent (gas phase) term and a solute-solvent interaction component such that a high-level (HL) method, typically MP2 or DFT, can be used to determine the intrinsic energy of the reactants in the gas phase while the time-consuming free energy calculations are carried out with a lower-level (LL) model. A similar approach is the integrated molecular orbital molecular mechanics (IMOMM) method (123) , in which the lower-level calculation is performed by a pure molecular mechanical method rather than by using a combined QM/MM potential. In dual-level calculations, the total potential energy (and free energy) of the system can be separated as follows (118, 122) :
where E HL qm (gas) is the energy of reactants computed at a high level of theory in the gas phase, typically ab initio calculations that include electron correlations, E mm is the molecular mechanical energy of the protein, and E LL qm/mm is the QM/MM interaction energy modeled with a lower-level quantum mechanical method, e.g., the AM1 model (88) combined with the CHARMM force field (38) . In this approach, the free energy calculation is carried out using a lower-level QM/MM potential, whereas the high-level quantum mechanical result is made as a posterior correction to the intrinsic (i.e., gas-phase) energy of the quantum mechanical part from the lower-level calculation (118, 122) . This energy separation is made possible by using the QM/MM energy decomposition scheme developed previously (76) , and the method has been applied to the solvation of organic molecules (118, 119, 122, 124) .
Warshel and others have used a valence bond formalism to approximate the electronic structure of the reactants in the enzyme active site (125) . In the most widely used valence bond approach (20, 49, 97, (125) (126) (127) (128) (129) (130) (131) (132) (133) (134) (135) , computational efficiency is obtained by treating the energies of valence bond configurations with molecular mechanical force fields and using a constant or one-variable exponential function for the resonance integrals (H 12 ); such calculations are denoted as empirical valence bond (EVB) (127, 128) . Unlike combined QM/MM methods, the electronic wave function is implicit in the EVB model, and thus the overlap integrals between valence bond states are approximated as zero; the effect of neglecting overlap integrals on the ground-state potential energy surface (PES) is assumed to be absorbed in the parameter-fitting step. The inclusion of a solvation energy term in the diagonal EVB matrix elements provides a way to model reactions in solution and in enzymes (127) . The off-diagonal matrix element, H 12 , is assumed to be environment independent. The EVB method provides a fast analytical procedure for obtaining approximate reactive PESs and has been used extensively (97) .
Effective diabatic states such as those used in EVB-type models are not pure valence bond states and they are mixtures of valence bond configurations, which include both covalent and ionic contributions. Although the charge distribution of pure valence bond configurations in ab initio valence bond theory can be described by Lewis resonance structures with charges localized in specific valence bond orbitals, the charge distribution of mixed or partially mixed valence bond states (or effective diabatic states) depends on molecular geometry and environment (28, 136) . Although a fixed-charge diabatic valence bond state can be parameterized to model reactions, it is dangerous to infer energetic insights using such diabatic states. It would be possible to develop a semiempirical valence bond model in which empirical charges for individual effective valence bond states vary as a function of reactant geometry, but the functional form and calibration procedure would be complicated.
The EVB method when used as described above is on the border between a classical and a quantum mechanical electronic structure method, but it is considered as a classical method (like molecular mechanics) in this review. It is, however, possible to use valence bonds as a quantum mechanical method, as discussed next.
A mixed molecular orbital and valence bond (MOVB) method was recently introduced (28, 136) ; it combines and extends many features of combined QM/MM techniques as well as ab initio valence bond theory. In the MOVB method, the effective diabatic state is treated by a block-localized wave function theory (137, 138) , corresponding to the traditional Lewis resonance structures. Because the blocklocalized wave function approach is based on an ab initio molecular orbital wave function that corresponds to a mixed valence bond state, the geometrical dependence of gas-phase charge distribution and solute-solvent electronic polarization are naturally included in the MOVB method's Hamiltonian matrix (28, 136) . Thus, the significance of omitting all or some of these factors can be systematically investigated without the need to empirically adjust parameters (28, 136 ).
Schmitt & Voth described a multistate empirical valence bond model for proton transport in water (139, 140) . The approach extends the two-state EVB method by introducing an exchange charge distribution in the off-diagonal terms to mimic transition dipole moments. Inclusion of these exchange (or transition) charges, which is also present in MOVB (28), led to qualitatively different results in modeling proton transport in water in comparison with a similar approach that excluded such explicit off-diagonal solute-solvent interactions (139, 140) .
In another valence bond approach a multiconfiguration molecular mechanics method was proposed with a systematic parameterization scheme for the offdiagonal element (141, 142) . This method can accurately reproduce ab initio energies and gradients and does not suffer from the limitation of the formalism to matrices of order 2 in that it can be systematically converged to reproduce highlevel calculations. In this respect, it is a systematic fitting tool based on the valence bond formalism rather than an approximate valence bond calculation per se.
Potential of Mean Force
Next we turn our attention from the electronic structure considerations that yield the PES to the nuclear dynamics. The first challenging goal is to obtain an accurate estimate of G = (T ) by computing the potential of mean force (PMF) along the reaction coordinate. Two methods are generally used in the calculation of PMFs for reactions in solution and in enzymes, the umbrella sampling (35) technique and the free energy perturbation theory (36); these are reviewed elsewhere (143) . Because these calculations are often carried out using purely classical mechanics, zero-point energy and effects of the quantization of vibrational motion are neglected. It has been shown in several studies (48, 49, 52, 54, 58, 144, 145 ) that omission of these quantum effects can lead to significant errors in computed free energies of activation, particularly in systems involving hydrogen transfer. Thus, it is desirable to make quantal corrections to the classical mechanical-PMF or to perform simulations that directly include nuclear quantum mechanical effects.
To this end, our groups (48, 145) have developed a convenient procedure to include the effect of quantization of molecular vibrations in free energy calculations. In this method, the quantal PMF is related to the classical PMF of Equation 3 by
where
is an ensemble average of the instantaneous harmonic approximation to the quantal correction to the classical vibrational free energy for vibrational modes orthogonal to the reaction coordinate, and the subscript QC denotes "quasiclassical" and specifies the fact that tunneling and other quantum effects on the reaction coordinate, z, are excluded. The procedure involves instantaneous normal mode analysis based on local harmonic approximations, and this should be more accurate than using true normal mode analysis at a single local minimum. In applying Equation 5, the lowest vibrational modes corresponding to low-frequency vibrational motion, for which the classical approximation should be adequate, are omitted in the calculation of W vib (T, z). The constraint that the modes included are orthogonal to z can be achieved by a projection operator (48, 145) . To evaluate the QC free energy of activation, quantum corrections must also be made to the
. A procedure for estimating the required frequency ω R of the reaction-coordinate mode of the reactant has been presented (48) .
Free energy simulations of model proton shifts in water as well as enzymatic hydrogen transfer reactions in a number of enzymes indicate that inclusion of quantum vibrational free energy contributions reduces the classical barrier height by 2-4 kcal/mol and that more degrees of freedom than those associated with the migrating atoms are needed in these calculations (49, 52, 54, 145, 146) .
Another method for including quantum effects on vibrations is the path integral technique (147) . In this approach the ensemble averages for the quantum system can be obtained by carrying out a classical simulation in which the quantized particles are represented by ring polymers of classical particles. To determine the PMF, it has been proposed to define the positions of the quantized particles and hence the value of the reaction coordinate using the average positions (148-154), or centroids, of the ring polymers, leading to a method called path integral quantum transition state theory (TST). Although this approach has been successful for some problems and was applied to an enzyme reaction (53) , it has been noted that difficulty exists for asymmetric reactions at low temperature (154) (155) (156) (157) (158) . An algorithm has been proposed in which classical free energy calculations are performed first, and then quantum corrections are added by a path integral calculation with the centroids constrained at the classical atom positions (146, 153) . This approach has been called the quantum-classical path (QCP) method and has also been applied to enzymes (133, 135, 146, 153) . A path integral approach that does not use the centroid concept has been shown to overcome the deficiencies of the centroid-based approach but has not so far been applied to enzymes (157) . A path integral method designed to reduce the variance in sampling has also been proposed (158a). It is interesting to note that Tuckerman & Marx (159) , who employed a centroid path integral method in the study of the proton transfer reaction of malonic acid, found that the reaction rate is underestimated by a factor of two if only the transfer proton is treated quantum mechanically in the framework of classical heavy atoms, compared with a full path integral quantum mechanics treatment.
Recently, Billeter et al. (49) used a hybrid approach to study enzymatic hydrogen transfer reactions. In this approach the free energy of activation is first calculated by a mixed quantum/classical molecular dynamics (MQCMD) method, and then a transmission coefficient is added by molecular dynamics with quantum transitions (MDQT). We discuss the MQCMD step here and the MDQT step in the next section. In the MQCMD step the nuclear degrees of freedom are divided into a quantal subset and a classical subset; the quantal subset is treated by using the Fourier grid Hamiltonian multiconfigurational self-consistent field method (160, 161) to calculate a three-dimensional hydrogen vibrational wave function, which is expressed as a linear combination of products of one-dimensional wave functions. Since the one-dimensional basis functions are directly represented on a cubic grid, the numerical calculation of the vibrational wave function requires knowledge of the potential energy and forces at each grid point for each dynamics integration step. The latter calculations are the computational bottleneck in the Fourier grid Hamiltonian multiconfigurational self-consistent field approach because a large number of grid points and memory space are needed (49) . To generate the quantum PMF from classical simulations, a free energy perturbation approach analogous to the QCP algorithm (153) is used to yield the free energy difference between the quantum (Fourier grid Hamiltonian multiconfigurational self-consistent field) and classical EVB-mapping potential along the reaction coordinate.
In an approach called the quantum mechanical-free energy method (162-167) or the "solvated gas-phase" approach (135), free energy perturbation theory is used to add environmental free energies (i.e., bath free energies) along gas-phase reaction paths (162) (163) (164) (165) (166) (167) (168) . This involves free energy perturbation on the molecular mechanics subsystem for a fixed quantum mechanical subsystem. An advantage of this method is that it allows high-level quantum mechanical calculations for the gas phase portion of the problem, but a serious disadvantage is that it does not treat the effect of the bath on the primary subsystem self-consistently. This effect is included to some extent by fixing certain anchor atoms of the quantum mechanical model to the protein coordinate frame (162, 169) . However, we do not consider this method further because it does not introduce quantum mechanics into a full enzymic simulation.
Dynamics and Tunneling
Whereas the previous section was concerned with quantum effects within the transition state hypersurface, in which the reaction coordinate is missing, this section focuses on the reaction coordinate. However, we note that the calculation of free energy of activation and dynamical effects are not independent of each other. There are two major factors contributing to the transmission coefficient, γ (T ): (a) dynamical recrossing, which can be estimated classically and is discussed above, and (b) nuclear tunneling and other quantum effects on the reaction coordinate that are missing in the calculation of the PMF. It can be difficult, however, to separate quantum effects on the reaction coordinate from those on other degrees of freedom if path integral or quantum-classical molecular dynamics calculations are carried out. To a certain degree, the effect of the nuclear tunneling contributions is absorbed into the computed PMF in these methods. Thus, methods discussed in the previous section are often related to techniques reviewed below. From a more general perspective, we note that any reliable approach to calculating tunneling effects must be multidimensional to take account of the nonseparability of the reaction coordinate.
We can distinguish three ways to include quantum mechanical effects on reaction-coordinate motion. The first category involves dynamical calculations that do not involve transition state theory; an example of such an approach that has been applied to enzyme dynamics is the quantum-classical molecular dynamics method reviewed below. The second category includes quantal TST methods that recognize the finite spatial extension of a quantum mechanical transition state along the reaction coordinate (the infinitesimal thickness of a classical transition state hypersurface violates the Heisenberg uncertainty principle). In such methods, tunneling contributes to the free energy of activation. An example of this approach is path-integral-quantum TST, including the QCP algorithm, discussed in the previous section. The third way to include quantum effects involves first calculating a free energy of activation in which reaction coordinate motion is separated from all other degrees of freedom normal to it. In this technique, introduced above, the free energy of activation is quasiclassical because the progression coordinate is classical and the other degrees of freedom are quantal. The dynamical recrossing and quantum effects on the reaction coordinate, including the effects of nonseparability, are treated by means of a transmission coefficient. An example of this approach is ensemble-averaged variational transition state theory with multidimensional tunneling (EA-VTST/MT) (48, 59) for estimating transmission coefficients of enzymatic reactions. The MQCMD/MDQT method (49) lies between categories 2 and 3.
Bala et al. (55, 170) described a mean-field quantum-classical molecular dynamics model in which the dynamics of the quantum subsystem is described by the time-dependent Schrodinger equation, whereas the rest of the system is treated by Newtonian dynamics. The coupling between the quantum subsystem and the classical atoms is modeled by a mean-field method through extended HellmanFeynman forces. The method has been used to study a proton tunneling process in the active site of phospholipase A 2 (55) . Other mean-field approaches include the time-dependent self-consistent field method (171, 172) and the density matrix evolution technique (173, 174) .
The MQCMD/MDQT technique of Billeter et al. (49, 175) uses reactive flux for computing the transmission coefficient for enzyme reactions. The MQCMD step is discussed in the previous section. In the second step the MDQT surface hopping method (160, (175) (176) (177) (178) is used to calculate a transmission coefficient. Although MDQT was originally developed for treating electronically nonadiabatic transitions, it is the nuclear motion of hydrogen that is treated quantum mechanically in applications to enzymes. The method includes both vibrationally adiabatic and vibrationally nonadiabatic motions of the hydrogen, as does the EA-VTST/MT method described below. For calculating rate constants, the MDQT method uses a fictitious surface hopping algorithm that does not depend on the quantum amplitude for backward trajectories. Then, forward trajectories are propagated with the true surface hopping method by integrating the quantum amplitude of the same trajectories. This approach assumes a Boltzmann distribution of vibrationally adiabatic states at the transition state dividing surface for both the fictitious and true surface hopping algorithms (175) .
In our own approach, which is EA-VTST/MT, the net transmission coefficient is approximated as (48, 58) 
where the brackets · · · = represent an ensemble average over transition state configurations at temperature T, (T ) accounts for dynamical recrossing, κ(T ) accounts for tunneling through the effective barrier and nonclassical diffractive reflection from the barrier top, i denotes a particular member of the quasiclassical transition state ensemble, and M is the total number of configurations that have been sampled in the calculation. The ensemble of transition state configurations can be generated during the PMF calculation using umbrella sampling (58; M. Garcia-Viloca, C. Alhambra, D.G. Truhlar, J. Gao, unpublished manuscript) or in a separate molecular dynamics simulation with the constraint that the reaction coordinate corresponds to the transition state value (52, 54) . The progress coordinate z that defines this ensemble can be either a combination of internal coordinates or a diabatic energy-gap coordinate representing collective solvent motions. In our work so far, we have used the difference of the breaking and making bond distances. For each configuration i in the transition state ensemble, the recrossing factor i (T ) is evaluated by an embedded cluster (19, 21, 48, 179) formalism in which an improved choice of the transition state hypersurface is determined using quantized variational TST (VTST) for that individual configuration, and the "tunneling factor" κ i (T ) is also computed in the same calculation by a semiclassical multidimensional tunneling (MT) approximation, either the small-curvature tunneling approximation (180) or the microcanonically optimized MT approximation (181) . The latter involves choosing at each tunneling energy the better of the small-curvature (180) and large-curvature (182, 183) tunneling approximations. For each configuration i in the transition state ensemble, the system is partitioned into a primary zone and a secondary zone. The primary zone consists of N 1 atoms, which can be the same quantum mechanical fragment as that used in the combined QM/MM potential or a different set of atoms, and they have kinetic energy. The secondary zone represents the rest of the system, which is kept frozen in the calculation of an isoinertial minimum energy path (MEP) for the embedded primary zone (48) . The progress variable along the MEP becomes the reaction coordinate, denoted as s to be distinguished from z used in the PMF calculation. The calculation yields a generalized transition-state free energy of activation G GT (T, s i ) and a semiclassical transmission coefficient κ(T ) by methods fully described in previous work (5, (180) (181) (182) (183) (184) (185) (186) (187) (188) (189) (190) . In a canonical ensemble of primary systems interacting with its frozen environment the minimum-flux dividing hypersurface is the one with maximum G GT (T, s i ), which is located at s i = s = i (this defines s = i ). The equilibrium classical flux is reduced relative to the dividing hypersurface that corresponds to G = QC (T), which is the quasiclassical free energy of activation described in the previous section, by a factor of (19, 21, 48) 
Note that G
GT (T, s i ) is normalized so that it equals
is called the quasiclassical transmission factor (48) .
The net effect of quantum contributions on the reaction coordinate motion, relative to value reduced by Equation 7 , is given by the semiclassical transmission coefficient κ i (T ). The methods used for tunneling approximate the quantum mechanical transmission probabilities by the Wentzel-Kramers-Brillouin approximation (191) in terms of imaginary action integrals; such a treatment is called semiclassical because it uses classical variables (or their analytic continuation to complex momenta) to approximate quantum mechanical dynamics (192) . The net effect of κ i (T ) is usually to increase the reactive flux because the tunneling has a larger Boltzmann weight than does the nonclassical reflection. Note that κ i (T ) is an implicit function of z = , the location of the maximum PMF along the reaction coordinate z, because it is computed in the framework of the transition state configurations chosen at z = , and it is an implicit function of s i = because it gives a net factor relative to the rate constant reduced by Equation 7 .
Calculations employing Equation 6 may be carried out using either the staticsecondary-zone (SSZ) approximation or the equilibrium-secondary-zone (ESZ) approximation. In the SSZ approximation the effective free energy profile for the calculation of (T ) and the effective tunneling potential for the calculation of κ(T ) are evaluated with a frozen secondary zone. Although the frozen bath approximation is reasonable for the short timescale of barrier crossing for enzymatic reactions, especially for hydrogen transfer reactions, the SSZ approximation does not include dynamical and entropic contributions from the surrounding protein in the transmission coefficient. This is corrected in an ESZ approach (48) , in which these effective quantities also include thermal energetic and entropic contributions from the secondary zone; the latter are obtained by additional secondary-zone free energy calculations along the MEP for each configuration in the transition state ensemble (48) .
The SSZ and ESZ versions of the EA-VTST/MT method were first presented in a paper on the study of liver alcohol dehydrogense (LADH) (48) . The SSZ model was subsequently applied to methyl amine dehydrogenase (58) and xylose isomerase (M. Garcia-Viloca, C. Alhambra, D.G. Truhlar, J. Gao, unpublished manuscript). We also employed a preliminary version of this approach in our earlier papers on enolase (52) and LADH (54) , but this review covers details only for the latter more satisfactory EA-VTST/MT method.
It is useful to compare the MQCMD/MDQT (49) and EA-VTST/MT (48) approaches to estimating the free energy of activation and transmission coefficient because both appear to be very promising. Both methods are based on Equation 1 and incorporate the desirable feature that the free energy difference between the transition state and reactant is evaluated by computing the potential of mean force along a progress variable z. Both methods include recrossing and quantum effects in the transmission coefficient; this is very efficient because such effects are more localized in time and space than the semiglobal dynamics that determine G = (T ). Because the inclusion of a recrossing correction can make up for a nonoptimal choice of a transition state hypersurface, such methods can in principle be very accurate. The accuracy ultimately depends on the quality of the transmission coefficient and the accuracy of the PES. The recrossing estimated using the MDQT method has the advantage of involving full dynamics but the disadvantage of not quantizing all particles owing to computational cost (so far only one particle 483 has been quantized). Furthermore, in weakly coupled cases the MDQT algorithm does not treat the quantized and classical particles fully self-consistently owing to frustrated hops (178, 193) . The dynamical recrossing correction estimated by using EA-VTST/MT in the embedded cluster approximation quantizes all but one degree of freedom in the primary zone (which may therefore involve ∼100 or more quantized degrees of freedom) but involves extra approximations for the secondary zone. Both approaches include tunneling, although the MDQT technique includes tunneling effects in the calculation of the PMF. The EA-VTST/MT method incorporates tunneling contributions in the transmission coefficient. The VTST/MT method has been very extensively validated against accurate quantum dynamics for smaller systems (5, 9, 10, 187, 194, 195) .
In practice, the MQCMD/MDQT approach has been applied with a discrete energy gap coordinate for z, whereas EA-VTST/MT has used internal coordinates. However, these choices are not intrinsic restrictions to the methods; these two choices for the reaction coordinate have recently been compared for nonenzymatic reactions in polar media (28, 136, 196) . In another study MDQT and VTST/MT were compared for a proton transfer in a polar medium (196a) .
APPLICATIONS
We divide the discussion of applications into two sections: those that have quantum effects in the nuclear dynamics and those that do not. In the latter we include only studies involving a quantum mechanical treatment of electronic structure, and we further divide these studies into those that use statistical mechanics to compute free energies and those that do not. The latter deal only with potential energies. Simulations involving only classical mechanical dynamics with molecular mechanics potential functions are not included in this review, even though-taking a broader view-most molecular mechanics potentials used for biochemical simulations are originally fit using at least some input from quantum mechanical electronic structure calculations. Furthermore, although much can be learned from analytic fewdimensional models and general discussions or calculations on model systems that do not explicitly include the specific enzyme (or most of it), such models are not reviewed here. One problem with such models is that they often make unrealistic assumptions motivated by the goal of simplifying the problem. Our subject here is the emerging field of quantum mechanical methods for modeling detailed interactions and the resulting dynamics in specific enzymes with the atoms of the enzyme explicit. For lack of space, we omit discussion of electron transfer reactions.
Quantum Treatments of Nuclear Dynamics
Systems are discussed in this subsection in roughly chronological order. Hwang et al. (197) used the quantum-classical path (QCP) method to calculate the free energy of activation profile as a function of an energy-gap reaction coordinate (125) for the hydride transfer from nicotinamide 484 GAO TRUHLAR adenine dinucleotide hydride (NADH) to pyruvate catalyzed by lactate dehydrogenase. The potential energy function was modeled by empirical valence bond (EVB) with an empirical exponential function coupling the valence bond states. Quantum effects on nuclear motion lowered the free energy of activation from 12 to 9 kcal/mol. Hwang & Warshel (146) used the QCP method to calculate the free energy of activation profile for proton transfer between water molecules catalyzed by the zinc metalloenzyme carbonic anhydrase. The potential was modeled by EVB. They treated six atoms as quantal and found that quantum nuclear motion effects lower the free energy of activation from 12 to 10.5 kcal/mol (146) . They calculated a kinetic isotope effect (KIE) of 3.9 (146, 198) . PHOSPHOLIPASE A 2 (PLA 2 ) Bala et al. (55) applied the quantum-classical molecular dynamics method to study proton transfer from water to histidine with nearly simultaneous nucleophilic attack of the resulting OH − on the carbonyl carbon atom of a phospholipid substrate, as catalyzed by PLA 2 . The PES was modeled by an approximate valence bond method that is similar to EVB but uses density functional theory (DFT) calculations instead of empirical data to parameterize the valence bond coupling. Quantum nuclear motion effects lowered the average barrier from 2.5 kcal/mol to 0.5. Pawlak et al. (199) studied the reaction between carbonyl phosphate and aspartate catalyzed by aspartic transcarbamoylase. The reactants were treated by the PM3 model in the rigid field of an optimized structure of the active site residues, whose interaction with the quantum mechanical subsystem was modeled by atomic potential charges determined in a supermolecular calculation involving 490 atoms. Proton transfer was found to be slightly more advanced in the flexible model of the active site. Kinetic isotope effects were calculated by conventional TST with quantized harmonic vibrations and unit transmission coefficient using the rigid active site. Both wild-type enzyme and a mutant were studied.
LACTATE DEHYDROGENASE

CARBONIC ANHYDRASE
ASPARTIC TRANSCARBAMOYLASE
GLUTATHIONE REDUCTASE Transition states were optimized for hydride transfer from nicotinamide adenine dinucleotide phosphate hydride (NADPH) to a flavin cofactor as catalyzed by glutathione reductase (51) . The quantum mechanical system was treated by AM1, and the molecular mechanical part of the calculation employed CHARMM and TIP3P; the subsystems were joined by link atoms. KIEs were calculated by conventional TST with quantized harmonic vibrations and a Wigner transmission coefficient. The latter is as large as 4.2, and the authors noted that Wigner approximation is not reliable for such a large transmission coefficient (51). enolase. The mechanism of the enolase reaction is particularly interesting because the rate-limiting step involves the abstraction of a proton from a weak carbon acid through electrostatic stabilization of the carbanion intermediate by two magnesium ions in the active site. The PES was modeled with 25 AM1 atoms connected to an 8863-atom CHARMM22/TIP3P environment through generalized hybrid orbital (GHO) boundary atoms (99) . Umbrella sampling simulations were carried out using molecular dynamics to determine the potential of mean force (PMF) along a reaction coordinate defined as the difference between the making and breaking bond distances of the transferring proton. Then, a molecular mechanical simulation with strong harmonic restraints of the reaction coordinate at the transition state value was performed to generate a representative enzyme structure for dynamics calculations. Subsequently, the system was partitioned into a primary zone and secondary zone to yield an isoinertial minimum energy path (MEP) for 25 quantum mechanical atoms in a bath of 8863 classical atoms. The reactant, transition state, and product were optimized, and the MEP of the proton transfer reaction was calculated and used as the basis for VTST/MT calculations of the rate constant and the deuteron KIE. Quantum effects on nuclear motion decreased the free energy of activation from 16.8 kcal/mol to 14.4 and increased the rate constant by a factor of 56 (a factor of 34 owing to quantizing vibrational motion orthogonal to the MEP and an additional factor of 1.7 from adding quantum effects-primarily tunneling-to the reaction coordinate) (52) . Good agreement with the experimental KIE was achieved only by including the isotope dependence of the dynamical bottleneck location. Castillo et al. (200) studied hydride transfer from NADPH to 7,8-dihydrofolate catalyzed by dihydrofolate reductase. The PES was modeled by QM/MM with link atoms between a 53-atom AM1 region and a CHARMM24 region. A saddle point was optimized, and KIEs were calculated by conventional TST with harmonic quantized vibrations and no tunneling. The hydrogen/deuterium (H/D) KIE was calculated to be 3.7-3.9, compared with an experimental value of 3.0. Feierberg et al. (133) studied the proton abstraction of a hemithioacetal by Glu172 of the zinc metalloenzyme glyoxalase I. The hemiacetal results from binding of methylglyoxal substrate to a glutathione cofactor. The PES was modeled by the EVB method. The free energy of activation as a function of an energy-gap reaction coordinate was calculated by the QCP method, and quantum effects on nuclear motion were found to lower the free energy of activation from ∼14.8 to ∼12.3 kcal/mol. H/D and hydrogen/tritium (H/T) KIEs of 5 ± 1 and 8 ± 3 were calculated, compared with gas-phase values of 5-6 and 9-12, respectively.
DIHYDROFOLATE REDUCTASE
GLYOXALASE I
LIVER ALCOHOL DEHYDROGENASE (LADH)
One of the most extensively studied enzymes is LADH (48, 49, 54, 135, 201) , which catalyzes the reversible conversion of an alcohol to an aldehyde in the active site of a ternary complex that requires a nicotinamide adenine dinucleotide (NAD + ) coenzyme. The chemical step is hydride transfer from the alcoholate anion to NAD + . A catalytic Zn ion is present in the active site, which is coordinated to the alcoholate form of the substrate and one His and two Cys residues. The work of Klinman and coworkers provides strong experimental evidence for hydrogen tunneling in the chemical step in alcohol dehydrogenation by wild-type LADH, mutant LADH, and yeast alcohol dehydrogenase (202, 203) . Two important questions to be addressed are (a) Can kinetic isotope effects be accurately predicted for such enzymatic reactions? and (b) To what extent does quantum mechanical tunneling contribute to the rate enhancement in LADH? LADH catalysis has now been studied with explicit enzyme and nuclear-motion quantum effects by three groups (48, 49, 54, 135) .
In our first study of LADH (54) the hydride transfer reaction was successfully studied with a multidimensional semiclassical treatment of the KIEs using the same theory that was applied to the enolase reaction described above (52) , but for LADH we also included statistical averaging over several secondary-zone configurations. Subsequently, we developed the more complete method outlined above and in an account article (59) and described in detail elsewhere (48), and we applied the new theory to the LADH reaction. We summarize the latter simulation (48) here. [We note that the inclusion of protein motion effects on the transmission coefficient in the new calculation (48) makes a quantitative but not a qualitative change as compared with the results of the earlier (54) calculation.]
Unlike the enolase case, in which the semiempirical AM1 model was adequate, the hydride transfer in LADH directly involves a Zn ion. As a result, energetic quantities obtained from semiempirical (AM1 or PM3) calculations are not in good accord with available experimental data and high-level ab initio results for model reactions. To correct this, we added a semiempirical valence bond term to a QM/MM calculation based on 21 AM1 atoms joined to 5506 CHARMM22/TIP3P atoms by GHO boundary atoms (48) . The semiempirical valence bond parameters were adjusted so that the combined potential reproduces the MP2/6-31 + G * potential energy surface for the model reaction between Zn-complexed benzyl alcoholate and NAD + in the gas phase. The resulting PES shows that the active site of LADH is characterized by a delicate hydrogen-bonding network as well as hydrophobic interactions, which all make important contributions to the dynamics of the hydride transfer process. We obtained a quasiclassical free energy of activation of 14.7 kcal/mol for oxidation of benzyl alcoholate, whereas the calculated maximum of the classical mechanical free energy of activation curve as a function of the difference between the making and breaking hydride bond distances is 16.5 kcal/mol; the difference shows the importance of quantum mechanical vibrational free energies. The experimental phenomenological free energy of activation is 15.6 kcal/mol.
The transmission coefficient γ was averaged using the EA-VTST/MT method in two ways over 18 equilibrium configurations in the transition state, for each of which we determined isoinertial MEPs with various isotopic substitutions at the primary and secondary positions of the hydride transfer reaction in LADH (48) . In the SSZ approximation the dynamic contributions of the surrounding protein-solvent bath are excluded. These effects on the shape of the potential surface and the position of the transition state are incorporated in our ESZ algorithm by computing the free energy change of the secondary zone system along the reaction paths determined in the SSZ stage. Average values of γ (SSZ) = 2.5 and 2.4 were obtained for the hydride transfer from the microcanonically optimized multidimensional-tunneling and small -curvature-tunneling approximations in the SSZ approach; the average transmission coefficient was increased to γ (ESZ) = 4.1 by including the protein dynamics contributions. These results indicate a modest increase in the rate constant owing to quantum mechanical tunneling.
It is essential to include quantum mechanical tunneling effects to obtain accurate KIEs. The result is particularly striking for the secondary H/T KIE, which is much larger than the value one would expect from the H/D secondary KIE on the basis of vibrational partition functions. The calculated H/T secondary KIE is 1.36, in good agreement with the experimental value of 1.33.
What is the origin of the exaltation of the secondary H/T KIE in the LADH reaction? It results from tunneling effects that increase the H/T secondary KIE by 17% in stage 2 calculations. (Incorporating the dynamic contributions of the surrounding protein-solvent bath in the ESZ calculation did not have a large effect.) Analysis (54) of the vibrationally adiabatic ground-state potential barrier for one of the SSZ configurations shows that it is not well approximated by a parabola and that tunneling along the MEP would give rise to an 8% effect in the ratio of the computed transmission coefficients; another 8% comes from reaction-path curvature, which is larger for hydrogen than for tritium in the region of the dominant tunneling paths. Inclusion of nuclear motion tunneling effects for the perprotio case lowers the free energy of activation from 14.7 kcal/mol to 13.9.
For LADH we compared small-curvature and large-curvature tunneling algorithms. Although the large-curvature algorithm (and hence microcanonically optimized MT) is often required for accurate results in gas-phase bimolecular reactions involving the transfer of a light particle between two heavy moieties (9, 142, 186, 194, 204) , we have previously pointed out (205) that the curvature for heavy-light-heavy unimolecular reactions (such as the reactions of enzymesubstrate complexes) need not be large. Thus, it is not known how important large-curvature tunneling will turn out to be for enzymatic reactions. We found that large-curvature tunneling is not important for the LADH reaction in this study.
Hammes-Schiffer and coworkers (49, 134, 206) studied the reaction of benzyl alcoholate anion using the MDQT approach with one nucleus-treated quantum mechanical. The PES was an EVB potential based on a modified GROMOS unitedatom force field with four explicit hydrogen atoms and with a constant value for the coupling matrix element H 12 . The transition state ensemble was identified by classical mechanical and MDQT calculations of the free energy profile as a function of an energy gap. Quantum mechanical nuclear-motion effects lower the free energy of activation from 17.2 kcal/mol to 15.4. Two sample MDQT trajectories were presented to illustrate how one could include recrossing effects as a transmission coefficient (49) .
GAO TRUHLAR
Villà & Warshel applied the QCP method to these problems (135) , assuming that the classical and quantum mechanical transmission coefficients are identical. They presented a preliminary calculation of the free energy of activation profile along an energy-gap coordinate. Quantum effects on nuclear motion lowered the free energy of activation from 14.5 to 12 kcal/mol. TRIOSE PHOSPHATE ISOMERASE Karplus and coworkers studied the conversion of dihydroxyacetone phosphate to D-glyceraldehyde-3-phosphate by triose phosphate isomerase. QM/MM was used to calculate free energy barriers by adding quantized vibrational free energies to B3LYP single-point potential energies at structures optimized with a smaller quantum mechanical region (207) .
METHYL AMINE DEHYDROGENASE Methyl amine dehydrogenase oxidizes primary amines to an aldehyde and ammonia by using the tryptophan tryptophylquinone prosthetic group as a cofactor. The rate-limiting step for the half reaction in which tryptophan tryptophylquinone is reduced corresponds to the breakdown of an iminoquinone intermediate by proton transfer from the carbon atom of a methylimino moiety on the prosthetic group to an Asp residue of the enzyme. Experimental studies (208, 209) have found large primary KIEs in comparison of CH 3 NH 2 to CD 3 NH 2 .
Faulder et al. (57) studied this reaction with a QM/MM PES in which a 31-atom region described by PM3 is joined by link atoms to an environment described by AMBER. The reactant structure was optimized to a local minimum; then the molecular mechanical region was frozen and a transition state was optimized in the reactant environment. This was used as a starting point for calculating a 31-atom MEP in the frozen environment. This was used in a canonical variational theory/small-curvature tunneling calculation that yielded a KIE of 11.1 at room temperature, compared with a conventional TST value (without tunneling) of 6 and an experimental value of 18. The overbarrier mechanism was predicted to contribute about 4% of the observed rate, with 96% owing to tunneling.
Our own study included a subset of 48 atoms in the quantum mechanical region that is treated by the semiempirical PM3 model with specific reaction parameters (SRPs) determined for the proton transfer reaction in methyl amine dehydrogenase (58) . The SRPs were only used for the methyl carbon of the substrate, methyliminoquinone, and their values were adjusted to yield good agreement with ab initio MP2/6-31G
* and B3LYP/6-31G * results for two model reactions. An additional 10,977 atoms, of which 7248 were protein atoms and 3729 were from 1243 solvent water molecules, were included in the molecular mechanical part of the system, which was joined to the quantum mechanical part by GHO boundary atoms (99) . Atoms within 24Å of the reaction center were included in the dynamics calculations, and the transmission coefficients were determined by using the staticsecondary zone (SSZ) approximation.
From the classical mechanical PMF, the estimated free energy of activation is 20.3 kcal/mol for the proton transfer reaction from methyliminoquinone to Asp-76.
Inclusion of quantum mechanical vibrational free energies averaged over 400 instantaneous configurations corresponding to the reactant and transition region and the effect of the average (the dynamic recrossing transmission coefficient) reduces the effective barrier height to a value of 17.1 kcal/mol (58). The latter result, which does not include quantum mechanical tunneling contributions, is the quasiclassical free energy of activation. The net effect of including tunneling and recrossing is to further lower the energy of activation by 2.5 kcal/mol to 14.6. Thus, the overall lowering of the free energy of activation by including quantum effects in the nuclear motion is 5.7 kcal/mol.
Our calculations indicate that overbarrier processes contribute only about 1% to the rate, with tunneling accounting for the rest. We calculated a KIE of 17 in excellent agreement with the experimental value of 18 (208, 209) . Conventional TST without tunneling yielded a KIE of only 6.
XYLOSE ISOMERASE Xylose isomerase converts the aldose D-xylose to the ketose D-xylulose and, as summarized by Hu et al. (210) , it is believed to operate by catalyzing a 1,2-hydride shift in the ring-opened aldose. Two Mg 2+ cofactors play a role (211, 212) . One of the two magnesium ions (Mg-1) in the active site is tightly held by the protein, whereas the second magnesium ion (Mg-2) is mobile; Mg-2 occupies two possible positions that are 5.4 and 3.8Å from Mg-1, respectively, in the active site of xylose isomerase complexed with D-glucose (213) . It is the latter configuration (shorter Mg-Mg separation) that corresponds to the active form of the enzyme for the hydride transfer step in xylose isomerase. We (M. GarciaViloca, C. Alhambra, D.G. Truhlar, J. Gao, unpublished manuscript) found by molecular dynamics simulations that the two magnesium ions move apart again as the hydride transfer reaction takes place. Thus, there is a breathing motion of Mg 2+ ions that mediates the proton and hydride transfer reactions in xylose isomerase. This reaction is a prototypical example for understanding the role of metal ions in catalysis. Two groups have simulated the reaction including quantum effects on nuclear motion.
Nicoll et al. (56) used a QM/MM PES in which a 42-atom system described by PM3 is joined by link atoms to an environment described by AMBER. Kinetic isotope effects were calculated by the canonical VTST/small-curvature tunneling approximation for a single 42-atom MEP in a fixed environment. The room temperature H/D KIE was found to be 6.3, compared with a nontunneling result of 3. Adding corrections from a transition state optimized with B3LYP/6-31G changed the canonical VTST/small-curvature tunneling KIE to 5.8.
The results from our own preliminary molecular dynamics simulations (59) of the Michaelis complex between xylose isomerase and xylose were consistent with the mechanism proposed by Whitlow et al. (214) . In this mechanism the 2-hydroxy proton of the substrate is first transferred to a hydroxide ion that is ligated to Mg-2, which leads to the replacement of one of the bidendate interactions between Mg-2 and Asp254 by an interaction with the 2-alkoxide anion. Concomitantly, Mg-2 migrates about 1Å toward Mg-1 to resume its second position described above; this is the active configuration for the hydride transfer step, and the carbonyl group of the substrate becomes a ligand to Mg-2, replacing the neutral Asp256. We proposed that Asp256 is protonated after abstracting a proton from the water molecule, which is the base for abstracting a proton from the 2-hydroxy group of the xylose.
We used a potential that includes a simple valence bond potential adjusted to match the MP2/6-31 + G * results for a model hydride transfer reaction in the gas phase and then further refined on the basis of the experimental overall k cat for the enzymatic reaction. Tests showed that QM/MM calculations with a 19-atom quantum mechanical subsystem agreed well with calculations based on a 79-atom quantum mechanical subsystem that includes the magnesium ions in the quantum mechanical region, so the final calculations were based on the former. The quantum mechanical subsystem was joined to a CHARMM/TIP3P environment (38, 215) by GHO boundary atoms.
Inclusion of quantum effects in the nuclear motion lowered the free energy of activation from 25.0 kcal/mol to 22.6. The calculated KIE is 3.8 at 298 K, in general agreement with experimental values in the range of 2.7-4.0 at 333 K (216) (217) (218) .
Tunneling accounts for about 90% of the rate. Thomas et al. (53) carried out PMF calculations for the formation of the covalent intermediate catalyzed by viral neuramidase (53) . They chose the bond length of one of the two bonds being made as the reaction coordinate. They also used path integral methods to estimate the quantum effects on this step. In the path integral calculations two oxygen atoms and one hydrogen atom were treated as quantum particles; this reduces the free energy of activation from 5.3 kcal/mol to 3.8.
VIRAL NEURAMIDASE
Other Applications with Quantum Electronic Structure and Statistical Mechanics
Much useful information can be obtained from studies that use quantum mechanical electronic structure calculations to calculate PMFs along enzyme reaction paths, transition state theory rate constants, or other dynamical variables based on ensemble averaging, even when quantum effects are not included in the nuclear motion. This section reviews such studies, in alphabetical order of enzyme.
ACETOHYDROXY ACID ISOMEROREDUCTASE Proust-De Martin et al. (219) used link-atom QM/MM to calculate free energy profiles for the alkyl migration/proton transfer step catalyzed by the Mg-enzyme acetohydroxy acid isomeroreductase. Models with 18-63 quantum mechanical atoms were explored. The quantum mechanical method was AM1. Electrostatic effects were found to be important. The calculated G act is 38 kcal/mol, which is 2-4 times higher than experiment. Kollman and coworkers (163, 164, 167) applied the quantum mechanical-free energy method with a cratic term to the S N 2 491 methyl cation transfer catalyzed by catechol O-methyltransferase and obtained good agreement with experiment.
CATECHOL O-METHYLTRANSFERASE
CITRATE SYNTHASE This system has also been studied by QM/MM methods by two groups using different approaches: potential energy profiles with AM1 and MP2/6-31G * for the quantum mechanical subsystem (98, 220, 221) and quantum mechanical-free energy with restrained electrostatic potential charges from HF/6-31 + G * calculations (163, 167) .
HUMAN IMMUNODEFICIENCY VIRUS TYPE-1 (HIV-1) PROTEASE Liu et al. (222) used link-atom PM3/GROMOS87 calculations in molecular dynamics simulations to calculate a PMF as a function of the making C-O bond distance.
OROTIDINE 5 -MONOPHOSPHATE DECARBOXYLASE (ODCase)
ODCase is involved in the last step of pyrimidine biosynthesis, which catalyzes the decarboxylation of orotidine 5 -monophosphate at a remarkable acceleration rate of 17 orders of magnitude over the uncatalyzed aqueous process. ODCase has been extensively studied both experimentally and computationally. In a joint X-ray crystallographic and computational study, Wu et al. (223) solved the structure of the apo enzyme and the structure complexed with a transition state analog and proposed a mechanism on the basis of free energy calculations of the reaction profile using a combined AM1/CHARMM potential. The computed G = of 37.2 and 14.8 kcal/mol for the uncatalyzed and catalyzed reactions were in excellent agreement with the corresponding experimental values (38.5 and 15.2 kcal/mol, respectively). Wu et al. analyzed the free energy of transfer for the reactive part, orotate ion, from aqueous solution into the enzyme active site using free energy perturbation theory (75, 76) and found that orotate is destabilized by 17.8 kcal/mol owing to electrostatic stress from an Asp residue and a change of the polar aqueous environment to a largely hydrophobic binding pocket (223) surrounding the orotate ion. The reduction in free energy of activation by ODCase was attributed to reactant destabilization, an idea originally proposed by Jencks (224) . The destabilization effect is compensated by binding contributions from interactions with the rest of the ribose and phosphate groups of the substrate, which form extended hydrogen bonding and ion-pair interactions with the enzyme.
Warshel and coworkers, on the other hand, carried out a calculation using an EVB potential and suggested that transition state stabilization, rather than reactant destabilization, is responsible for the enormous rate enhancement of 23 kcal/mol by ODCase (225, 226) . They interpreted the catalytic enhancement as due to the dipolar environment of the enzyme active site being preorganized such that there is a lower reorganization penalty for the enzymatic reaction than the aqueous one (225) . Although the authors did not compute reorganization energy for this reaction and the concept of preorganized dipoles of the enzyme environment may be reasonable to account for transition state stabilization in some enzymes, the application of this explanation to the ODCase reaction neglects the effect of conformational changes of key residues in ODCase's active site (see Figure 11 in Reference 225). To make this argument work for ODCase, the residue Lys72 has to be deleted from the enzyme and included as part of the substrate. However, it is not clear if this choice of reference state is reasonable for comparison with the reaction catalyzed under physiological conditions by the real enzyme.
PARA-HYDROXY BONZOATE HYDROXYLASE The 3-hydroxylation of p-hydroxy benzoate is catalyzed by para-hydroxy bonzoate hydroxylase, with the chemical step being electrophilic aromatic attack of a C4a-peroxyflavin intermediate formed from the cofactor. Billeter et al. (227) carried out studies with a 102-or 103-atom AM1 subsystem and 6902 GROMOS96 molecular mechanical atoms. The QM/MM interactions were treated by either the mechanical embedding model or the electronic embedding model (228) , and free energy profiles were calculated as functions of the making bond distance. They also optimized a transition state structure in the presence of enzyme. Alhambra et al. (100) carried out free energy calculations and obtained the PMF for the reaction in a low-molecular-weight protein tyrosine phosphatase. They attributed the lowering of the free energy of activation to Walden-inversion enforced transition state stabilization. The protein tyrosine phosphatase reaction has also been investigated by Aqvist and coworkers using an EVB model (229) . They found that a protonated Asp129 residue is favored in the catalytic step, which was used in the study by Alhambra et al. (100) . SUBTILISIN Colombo et al. (230, 231) used classical molecular dynamics with free energy perturbation to study the enantioselectivity of the serine protease subtilisin in water, dimethylformamide, and hexane. They used the PM3 and MNDO quantum mechanical methods and the AMBER force field for the enzyme and substrate, the OPLS force field for organic solvents, and the TIP3P force field for water. Studies (207) involving quantized vibrations are summarized above. There have also been studies with quantal electronic structure and classical nuclear motion. First, Karplus and coworkers used a QM/MM method to determine the potential energy along a reaction path and to provide a decomposition of the energy lowering into contributions from specific residues (232, 233) . Later, Cui et al. (234) used a self-consistent-charge density-functional tight-binding quantum mechanical (235) subsystem or an AM1 or AM1-SRP quantum mechanical subsystem with a CHARMM molecular mechanical subsystem and optimized the active site structure with a fixed secondary zone.
PROTEIN TYROSINE PHOSPHATASE
TRIOSE PHOSPHATE ISOMERASE
Zhang et al. (169) also studied the triose phosphate isomerase reaction using QM/MM methods. They used an HF/3-21G description of a 37-atom quantum mechanical system joined by the pseudobond approach to a 6014-atom molecular mechanical subsystem described by the AMBER and TIP3P force fields. They first optimized a 3008-atom subsystem reactant geometry and then calculated a 493 forward reaction path all the way to products by a series of restrained minimizations along a distinguished coordinate. They then followed the reverse path back from the products to reactants, obtaining agreement of the potential energy curves within 1 kcal/mol. Then, using the forward reaction path, they used the quantum mechanical-free energy method to obtain the change in free energy of interaction of the quantum mechanical and molecular mechanical subsystems as a function of the reaction coordinate.
Quantum Treatments of Electronic Structure Without Statistical Mechanics
Quantum mechanical electronic structure calculations for an active site in the field of the enzyme environment can be a powerful technique for elucidating the factors underlying enzyme catalysis even when statistical averaging is not employed, provided one proceeds carefully and cautiously and uses good judgment. In fact, this approach has already become so powerful that the amount of work being carried out has exploded, and a complete summary would require more pages than have been allotted for this review. Because it is a very exciting area, though, we summarize selected applications from various groups to illustrate the state of the art and the variety of approaches employed. The following paragraphs are in alphabetical order of enzyme. [Calculations without explicit enzymes are not included, but some of these were reviewed recently (236, 237 ).] ALDOSE REDUCTASE Two studies were carried out using link-atom QM/MM to elucidate the mechanism of the reduction of D-glyceraldehyde by aldose reductase. Lee et al. (238) optimized the geometry of active site residues and constructed reaction paths and reduced-dimensionality potential surfaces. Várnai et al. (239) examined a chain of points on hypothetical proton transfer and hydride transfer reaction paths.
BACTERIORHODOPSIN Ben-Nun et al. (240) applied the full multiple spawning wave packet dynamics method to study the coupled-electronic-state all-trans → 13-cis photoisomerization of retinal in bacteriorhodopsin. Their multi-state potential function was an electronically diabatic one with molecular mechanical diagonal elements and constant off-diagonal elements. Rajamani & Gao carried out molecular dynamics simulation of bacteriorhodopsin in a lipid bilayer and the protonated Schiff base in solution using combined AM1/CHARMM and configuration interaction with single excitations/3-21G/CHARMM potentials to compute the opsin shift of bacteriorhodopsin (241) . The ensemble-averaged opsin shift of 4200 cm −1 without dispersion contributions is in reasonable agreement with the experimental value of 5100 cm −1
. When dispersion effects are included, the estimated opsin shift is 5200 cm
CARBONIC ANHYDRASE Studies (146) involving quantized vibrations are summarized above. Toba et al. (242) investigated carbonic anhydrase using a three-stage approach. First they used QM/MM calculations with a PM3 quantum mechanical subsystem to partially optimize a reactant geometry. At this geometry they used an MNDO quantum mechanical treatment to calculate partial atomic charges by electrostatic potential fitting. These charges were then used with the AMBER force field for classical molecular dynamics simulations.
CHORISMATE MUTASE The transformation of chorismate to prephenate by chorismate mutase has been studied independently by several groups using QM/MM. Lyne et al. (243) carried out simulations to study the origin of the catalytic effect. One study (244) focused on comparative evaluation of methodological choices (with quantum mechanical partial atomic charges from electrostatic fitting of a B3LYP/6-31G * treatment of 24 atoms in the environment of 4117 MM atoms) and another (245, 246) (based on 24 AM1 atoms and 6245 CHARMM and TIP3P atoms) focused on the origin of catalytic efficiency. We have also carried out free energy perturbation-VTST/MT calculations to estimate KIEs using an AM1-SRP potential for the chorismate reaction (C. Alhambra & J. Gao, unpublished manuscript).
COLD SHOCK PROTEIN A Merz and coworkers (62, 63) carried out PM3 quantum mechanical calculations on selected geometries of the entire cold shock protein A in the presence of water. This allowed them to study charge transfer from the protein to water, which was found to be nonnegligible. This raises important questions about the location of QM/MM boundaries because current QM/MM algorithms do not allow charge transfer across the boundary. Lewis et al. (66, 67) applied PM3 quantum mechanical methods to optimize geometries of a 1330-atom subsystem of cytidine aminase with the active site occupied by cytidine, by a transition state analog, or by uridine (the product). The Zn-S distance at the transition state is largest for the transition state analog. DIHYDROFOLATE REDUCTASE Dynamics calculations (21) on dihydrofolate reductase are discussed above. Gready and coworkers (69, (248) (249) (250) carried out an interesting series of studies that led to a comparison of QM/MM calculations with quantum mechanical electronic structure calculations on the whole enzymesubstrate system. The quantum mechanical level for the comparison was PM3, and the molecular mechanical subsystem was treated by AMBER94 and TIP3P force fields. They discussed the polarization of the quantum mechanical subsystem by the molecular mechanical one in light of these results, warning against possible pitfalls in the QM/MM calculations, which were 500 times less expensive than the fully quantum mechanical calculations. ELASTASE Topf et al. (251) reported link-atom QM/MM energy minimizations on three stationary points along the deacylation step in the elastase reaction. A total different mechanistic conclusions about the order of proton transfer and hydride transfer and the degree of synchronicity of these steps (263) (264) (265) (266) . Furthermore, transition state optimizations starting at various points lead to different structures. Although this result is not surprising in itself (this is one reason why reliable dynamics procedures for enzyme reactions should be based on an ensemble of transition structures such as those in the highest window of a free energy profile), in this case the variation in disposition of active site residues was very large (265) . Poetically, the authors commented, "depending upon how a gentle breeze may gust at the crucial moment, a raindrop falling on the Andes may flow either to the Atlantic or the Pacific. So it is with geometry optimization in a large and flexible system" (266) . Although the classification of transition structures into the two mechanisms was not as sensitive to initial conditions of the optimization, the energetics of the two mechanisms are similar enough that it will be hard to tell which is preferred by nature. Bash and coworkers (267, 268) calculated twodimensional energy surfaces for the conversion of malate to oxaloacetate by malate dehydrogenase.
CYTIDINE DEAMINASE
MALATE DEHYDROGENASE
MANDELATE RACEMATE A QM/MM study of potential energies for the racemization of vinylglycolate catalyzed by mandelate racemate found three competitive parallel mechanisms (269) . The authors commented that an exploration of the PES to locate possibly unexpected critical points should precede the choice of reaction coordinate for calculating a free energy of activation profile. and CHARMM22 for the subsystems to find a distinguished-coordinate reaction path, which involves optimizing other coordinates for fixed values of the reaction coordinate. This allowed them to estimate a barrier height and study the role of the cofactor and active site amino acids. Ridder et al. (275) used AM1/CHARMM to calculate a two-dimensional energy surface for hydroxylation of phenol by phenol hydroxylase. Starting at the transition structure so identified, they performed energy 497 minimizations for a series of substituted phenols to examine the variation in catalytic activity.
PHENOL HYDROXYLASE
PLA 2 Dynamics calculations (55) on PLA 2 are discussed above. Hillier and coworkers (276, 277) applied the QM/MM method to the transition state for amide hydrolysis by PLA 2 . Schürer et al. (278) also studied PLA 2 , a coenzyme that hydrolyzes an ester bond of L-glycerophospholipids. They treated an active-site model of 156 atoms with PM3 and surrounded this with a fixed molecular mechanical region described by the PARAM94 force field of AMBER. Coulomb interactions between the quantum mechanical subsystem and the molecular mechanical region were modeled with dielectric constant 4, but this was varied from 1 to 78 to study the effect of this assumption on the calculated potential energy profiles.
PROTEIN TYROSINE PHOSPHATASE Free energy calculations are mentioned above (100, 229). Hart et al. (279, 280) computed the transition structure using AM1/MM and PM3/MM potentials and predicted a dissociative mechanism for the dephosphorylation reaction in protein tyrosine phosphatase. (282, 283) studied two mechanisms for the hydrolysis of formamide and a tripeptide by the Zn protease thermolysin. They used AM1 with the LSCF formalism with parameters extracted from a model system, and they used the AMBER force field for the molecular mechanical part. They optimized reactant and transition state structures of the quantum mechanical subsystem with the fixed molecular mechanical subsystem. Burton et al. (280) used a PM3/AMBER hybrid with a charge redistribution algorithm for minimizing adverse effects from link atoms to calculate potential energy barriers for phosphorolysis in thymidine phosphorylase. They optimized reactant and transition state structures of the quantum mechanical subsystem with fixed molecular mechanical regions and then energy minimized the molecular mechanical region with a fixed quantum mechanical subsystem to learn about enzyme structure changes during the reaction. They also explored the effects of moving residues from the molecular mechanical region into the quantum mechanical subsystem.
THYMIDINE PHOSPHORYLASE
CONCLUDING REMARKS
In this article we review methods for enzyme kinetics modeling and applications that incorporate quantum mechanical effects in the computation. Three aspects are emphasized, namely the treatment of the electronic structure of atoms involved in the chemical process in an enzyme, the incorporation of quantum vibrational free energies into the calculation of the potential of mean force, and the use of multidimensional tunneling methods for estimating the transmission coefficient. It is evident from the applications we have summarized here that the incorporation of quantum mechanical effects is essential for enzyme kinetics simulations, and the computational accuracy has been tremendously increased in the past several years in comparison with experiment. These computational approaches provide insights and help interpret experimental data such as kinetic isotope effects and the significance of such factors as dynamics and tunneling in enzymatic processes. Still, there is much to improve in computational techniques, sampling, and time and length scales relevant to physiological conditions. Visit the Annual Reviews home page at www.annualreviews.org LITERATURE CITED
