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a b s t r a c t
The potential for a nadir-looking radar sounder to retrieve signiﬁcant surface roughness/permittivity
information valuable for planetary landing site selection is demonstrated using data from an airborne
survey of the Thwaites Glacier Catchment, West Antarctica using the High Capability Airborne Radar
Sounder (HiCARS). The statistical method introduced by Grima et al. (2012. Icarus 220, 84–99. http://dx.
doi.org/10.1007/s11214-012-9916-y) for surface characterization is applied systematically along the
survey ﬂights. The coherent and incoherent components of the surface signal, along with an internally
generated conﬁdence factor, are extracted and mapped in order to show how a radar sounder can be
used as both a reﬂectometer and a scatterometer to identify regions of low surface roughness compatible
with a planetary lander. These signal components are used with a backscattering model to produce a
landing risk assessment map by considering the following surface properties: Root mean square (RMS)
heights, RMS slopes, roughness homogeneity/stationarity over the landing ellipse, and soil porosity.
Comparing these radar-derived surface properties with simultaneously acquired nadir-looking imagery
and laser-altimetry validates this method. The ability to assess all of these parameters with an ice
penetrating radar expands the demonstrated capability of a principle instrument in icy planet satellite
science to include statistical reconnaissance of the surface roughness to identify suitable sites for a
follow-on lander mission.
& 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-SA
license (http://creativecommons.org/licenses/by-nc-sa/3.0/).
1. Introduction
The last half century has been punctuated by systematic
investigations of the main solar system bodies using remote
sensing instruments from spacecraft ﬂybys and dedicated plane-
tary orbiters. It is a natural evolution that space agencies are now
emphasizing systematic in-situ access to planetary surfaces. The
National Aeronautics and Space Administration (NASA) recently
landed the Mars Science Laboratory (MSL) rover for investigating
Mars habitability (Grant et al., 2011), while the European Space
Agency (ESA) is preparing the ExoMars rover mission to search for
biosignatures on the red planet (Vago et al., 2006). Even though
Mars has been regularly targeted by landers in the past 15 years
(Ball et al., 2007), the Moon is turning out to be another popular
target due to its proximity, which compresses the launch cycles
and lowers the cost of missions whose main goal is developing
advanced technologies with a view toward future manned-
exploration. Today, no less than six space agencies worldwide
have some dedicated lunar landing projects planned for the next
ten years: The Japan Aerospace Exploration Agency (JAXA)
(Hashimoto et al., 2011), the Indian Space Research Organization
(ISRO) (Goswami and Annadurai, 2011), the China National Space
Administration (CNSA) (Zheng et al., 2008), The Russian Federal
Space Agency (RKA) (Mitrofanov et al., 2011), ESA (Fisackerly et al.,
2012) and NASA (Ballard et al., 2012). The exotic distant worlds of
the outer solar system are also relevant and coveted targets for
robotic surface exploration. In 2005, ESA’s Huygens probe blind
landed safely on the largest Saturnian moon, Titan, without prior
knowledge of the surface due to an opaque atmosphere (Matson
et al., 2002). Exploration missions with landers are planned by
ESA and NASA towards the jovian icy-moon Europa (Pappalardo
et al., 2013; Patterson et al., 2012). Some are believed to enclose a
subsurface ocean, expressed in surface structures that show both
surface and subsurface exchange with the ice crust (e.g.
Pappalardo et al., 1999; Schmidt et al., 2011).
On these various worlds with their unpredictable landing envir-
onments, surface knowledge is crucial to minimize the risk of crash.
The search for and assessment of potential landing sites is commonly
made from orbit relying on laser altimetry, visible imagery, thermal
sensing, stereoscopy and spectroscopy (e.g. Grant et al., 2004, 2011).
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The aim is to conﬁdently derive the surface composition/density,
topography, roughness and rock abundance to ﬁnd places that ﬁt
engineering constraints deﬁned by both by the state of the landing
technologies and the speciﬁc lander/rover design. Remote ﬂyby and
orbiter missions are generally restricted to a light scientiﬁc payload;
however, over the last ten years, radar sounders have been used
successfully on Mars (with the Mars Advanced Radar for Subsurface
and Ionosphere Sounding (Picardi et al., 2005) and the Shallow Radar
(Seu et al., 2007)) and the Moon (with the Lunar Radar Sounder (Ono
et al., 2009)). Because their relatively simple design and unique
ability to retrieve surface and subsurface information kilometers
deep, radar sounders are starting to be commonly considered for
payloads of missions to destinations beyond Mars and the Moon.
In this paper, we show how a nadir-looking radar sounder can
retrieve information valuable for the landing site selection process.
We identify potential landing zones over the Thwaites Glacier
catchment within the West Antarctic Ice Sheet (WAIS) using the
High Capability Airborne Radar Sounder (HiCARS) developed
jointly by the University of Texas Institute for Geophysics and
the Jet Propulsion Laboratory (Peters et al., 2007). Section 2 brieﬂy
introduces the basic engineering requirements deﬁning a landable
zone in planetary exploration. Section 3 presents the dataset
collected over Thwaites Glacier with a special focus on radar
sounder technology. Section 4 presents, updates and applies the
statistical method introduced by Grima et al. (2012) to map the
reﬂectance and the scattering of the Thwaites Glacier surface
based on Homodyned-K statistics. Section 5 uses these results as
an input to a backscattering model to identify landing sites by
using common engineering parameters. Section 6 discusses radar
design optimizations for landing-site assessment of Jupiter’s icy
moon Europa. The last section summarizes what has been learned
from this application and how our approach can be improved for
optimal landing-zone assessment from surface characterization
with an orbital radar sounder.
2. Landing zone requirements for planetary craft
Landed missions are obviously motivated by their science
objectives and landing site selection must be traceable to those
objectives. However, the mission objectives will not be achieved if
the engineering requirements for the lander are not met, i.e.
ensuring that a working machine is delivered after contact with
the surface. These engineering requirements of course span the
entire evolution from descent to surface arrival and, ultimately,
surface residence (Ball et al., 2007), including aspects such as
temperature range at the working site, surface wind speed,
latitudes for optimal solar panel illumination, and high reﬂectivity
for a radar altimeter to measure the lander–surface range during
the descent. In this study, we focus on the surface character
requirements that ensure the machine is stable enough to operate
optimally after landing and that no surface prominences obstruct
the deployment of mechanical appendages. These requirements
must be met over the landing “ellipse”, i.e. the area within which
the landing point is assured to an acceptable level (typically, 99%
probability) and ultimately dictated by on-board decision making
during descent.
Usually, the physical descriptors of the surface and the asso-
ciated landing constraints depend both on the mission technology/
design and available datasets. Table 1 includes geometric and
surface shape requirements for some Martian landers/rovers.
In particular, the surface material must exhibit a sufﬁcient bulk
density and cohesion for good load bearing. This constraint can be
assessed by thermal inertia measurements (loose materials and
powder have lower thermal inertia) and/or spectrometric observa-
tions that help in estimating the soil structure and its constituents.
Surface slopes over various length-scales and rock abundance are
mainly retrieved by the combined use of laser altimetry and stereo
imagery in order to get, respectively, a contextual dataset to
globally identify regions of interest and to focus the site investiga-
tions at smaller scales. On Mars, data from a variety of instruments
on multiple platforms has been used to conﬁdently assess landing
zones as is illustrated by the most recent successes in Martian
landing. However, such an instrumental approach requires time,
material and ﬁnancial resources that will be unavailable for a
mission that needs to land a spacecraft on a relatively poorly
observed body (e.g. icy moons).
3. HiCARS and the Antarctic dataset
Ice penetrating radar sounders are active nadir-looking remote
sensors similar to terrestrial ground penetrating radars but usually
mounted on airborne or orbital platforms. The transmitted signal
is a short chirped pulse repeated at high rate (100–1000 Hz)
along a survey track with a center frequency in the high-frequency
(HF, 3–30 MHz¼100–10 m) or very high-frequency (VHF,
30–300 MHz, λ¼10–1 m) range to achieve a deep penetration into
the ice and to interact with the medium at scales of geo-structural
interest. The returned echoes from the interaction of a transmitted
pulse with permittivity discontinuities are recorded along the survey
track to provide a radargram image of the ice vertical structure with a
temporal vertical-axis (i.e. the wave round-trip time).
The High-Capability Radar Sounder (HiCARS) transmits pulses
at a 60-MHz (λ¼5 m) central frequency that are chirped over a
15-MHz bandwidth with an 8000-W peak power. It was initially
developed to provide a test base for orbital radar sounders on
Europa and has been applied to Earth science applications,
especially over icy polar terrains (Peters et al., 2005). It is
maintained and operated by the University of Texas, Institute for
Geophysics (UTIG). In this study, we make use of the HiCARS
dataset obtained during the aerogeophysical campaign of the
2004–2005 austral summer over the Thwaites Glacier catchment
for the Airborne Geophysical Survey of the Amundsen Sea Embay-
ment, Antarctica, (AGASEA) project. This survey covered a wide
variety of surface textures and roughness thanks to a 1515 km
grid extended from the seashore to the ﬂat plateau, up to 500 km
inland (Fig. 1a). HiCARS was operated onboard a de Havilland
DHC-6 Twin Otter aircraft operated by Kenn Borek Air with a
nominal horizontal speed of 70 m s1. Its positioning was
obtained using a differential carrier-phase Global Positioning
System (GPS) receiver providing a 25-cm vertical RMS error
and smaller horizontal discrepancies at a 1-Hz recording rate.
A detailed description of the radar conﬁguration and post-
processing is provided in the literature (Holt et al., 2006; Peters
et al., 2007). The result is a radar dataset sampled every 10 m
along the survey transects that has been coherently integrated and
range compressed. The surface echo amplitudes have been
extracted from the radargrams using a common semi-automatic
method with rough localization by manual picking. The losses in
acquisition and processing are accounted for to provide a cali-
brated signal representative of the absolute amplitude returned
from the surface.
Knowledge of the surface area illuminated by a radar pulse (i.e.
the footprint) is important for the scattered energy received by the
sensor (see Section 5). Physically, the footprint is bounded by the
compressed pulse length (i.e. 1/bandwidth) such that
DPL ¼ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hc=Δf
q
ð1Þ
where DPL is the diameter of the pulse-limited footprint, h is the
range to the surface, c is the velocity of light in a vacuum, and Δf
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is the signal bandwidth. Since h typically varies between
500 m and 2000 m, the HiCARS footprint diameter is about
200 moDPLo400 m. Unfocused SAR processing was applied to
the data used in this study to improve the along-track resolution
following the method described by Peters et al. (2007), which
includes coherent integration of successive recorded signals along-
track. Hence, the out-of-phase part of the signal, arising from the
off-centered zones of the initial footprint, tends to cancel and
produce a better signal-to-noise ratio. This unfocussed SAR pro-
cessing is similar to the 1-D reduction of the footprint whose
Table 1
Landing site engineering criteria and safety constraints for some Martian landers/rovers. The vertical roughness criterion is not always documented due to a lack of data at
relevant horizontal resolution for landing (typically 10–100 m). Note that communication was lost with Beagle 2 after cruise stage separation.
Mars Pathﬁnder Mars Exploration Rovers Beagle 2 Phoenix Mars Science
Laboratory
References Golombek et al. (1997) Grant et al. (2004) Bridges et al. (2003) Arvidson et al. (2008) Golombek et al. (2012)
Landing ellipse 20070 km 9619 km 174106 km 11123 km 12.510 km
Surface slopes
(length-scale)
o0.27 (all scales) o0.035 (1000 m) o0.27 (all scales) o0.18 (all scales) o0.36 (2–10 km)
o0.09 (100 m) o0.27 (2–5 m)
o0.27 (10 m)
Vertical roughness Not documented Minimal decimeter-scale roughness for
trafﬁcability
Not documented Not documented Not documented
Rock abundance o1% should be
40.5 m high
o1% should be
40.5 m high
o5% should be
40.2 m high
o0.5% should be
40.4 m high
o0.5% should be
40.55 m high
Fig. 1. (A) HiCARS coverage of the Thwaites Glacier region and its location over the Antarctic continent. The background is the Moderate-Resolution Imaging
Spectroradiometer (MODIS) mosaic of Antarctica (Scambos et al., 2007). Available imagery (black bold lines) does not cover the whole HiCARS survey grid (grey lines).
White discs and the associated labels (a–h) indicate the locations of pictures shown in Fig. 2. (B) Correlation coefﬁcient (ρ) between the empirical surface amplitude
distribution and the Homodyne-K (HK) ﬁt. Values o90% are saturated in black. (C) Power of the coherent component of the surface signal (Pc) as derived from the HK ﬁt.
(D) Power of the incoherent component of the surface signal (Pn) as derived from the HK ﬁt.
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along-track length becomes
Dx ¼ λh2L ð2Þ
where λ is the signal wavelength, and L is the synthetic aperture
length assimilated in this process as the integration distance. For
this study, L¼70 m and the resulting along-track resolution is
about 17 moDxo71 m, depending on the aircraft range to the
ground. The footprint that generates scattered returns is then, to
ﬁrst order, a rectangle whose length is DPL across-track and width
is Dx along-track.
The scientiﬁc platform used for the 2004–2005 campaign also
included a laser altimeter and a nadir-looking camera acquired
simultaneously with HiCARS observations. The laser altimeter is a
Riegl LD90-3800-HiP-LR Distance Meter (3.5 Hz) providing a
2-mm range resolution with a 1-m footprint (Young et al.,
2008). The camera is a Canon EOS 20D (6 Hz) with an APS-C
sensor (1525 mm) providing 35042336-pixel images with a
resolution from 1 m to 5 m per pixel depending on the range to
the surface. Available camera data do not cover the whole HiCARS
survey grid shown in Fig. 1A.
4. Surface response determined by the statistical method
4.1. Theory
A deterministic function z¼ ζðx; yÞ describing the surface alti-
tude z at a given [x,y] horizontal position is very hard to obtain and
is usually extremely complex due to a large number of parameters
unknown. To simplify this issue, the use of statistical descriptors is
far more convenient for the surface geometry. This approach
implies a backscattered electric ﬁeld of E¼ A ejφ, where A and φ
are the amplitude and the phase respectively and are determined
by stochastic laws closely related to the surface statistics. The
understanding of this behavior is commonly addressed by con-
sidering the signal received at the antenna as the summation of N
random ﬁelds backscattered by each element making up the
surface area that is illuminated by the radar pulse radiation (the
footprint)
E¼ ∑
N
i ¼ 1
Ai e
jφi ð3Þ
Natural surfaces have some elements more or less coplanar
with the mean reference plane, which result in reﬂected ﬁelds
propagating around the specular direction, nearly in phase, as if
they were coming from a single reﬂector and producing a
distinctive and coherent electric ﬁeld E0 ¼ A0 ejφ0 . Other surface
elements, with a wider distribution of random orientations and
altitudes, result in electric ﬁelds scattered in random directions
with undetermined phase. In the ﬁrst case the resulting ﬁeld is
called the coherent (or specular) component, while in the second
case, the resulting ﬁeld is called the incoherent (or scattered)
component; however, there is considerable variation it the litera-
ture with respect to this terminology (e.g. Nayar et al., 1991). Both
components constitute the total signal returned by the surface so
that Eq. (3) can be rewritten in a more general form
E¼ A0 ejφ0þ ∑
N
i ¼ 1
Ai ejφi ð4Þ
where the ﬁrst and the second terms are the coherent and the
incoherent components, respectively. The balance between both
components is a function of the surface roughness. In a mirror-like
case the incoherent part is negligible. If one were to let the surface
be made of some N random elements with increasing roughness,
the incoherent component would grow while the coherent one
would tend to vanish. Generally speaking, an instrument able to
measure the ﬁrst term is considered a reﬂectometer, while an
instrument sensitive to the second term is considered a scatte-
rometer. The statistical method presented in this paper aims to
separate and estimate those two terms within the received signal
to utilize the radar sounder both as a reﬂectometer and as a
scatterometer at a given wavelength/bandwidth.
Analytic derivations of the received amplitude envelopes are
similar to the summation of N phasors in a 2-dimensional random
walk formalization for (3) with the addition of a deterministic
component in (4) (Jakeman, 1980). Different envelope models
result from assumed statistics for N and φ, and whether or not a
deterministic part is present. Assumptions are presented in Table 2
for the most common envelope models and must be carefully
reviewed to understand the domain of validity for each and their
associated relevance for natural surfaces. Assumption number 1
(A1) requires the surface to be stationary at the scale of the area
where the measurements are obtained; in other words, it assumes
a single regime of roughness (i.e. described by the same roughness
parameters) over the sampled space. A2 assumes that A, φ, and N
are independent random variables. A3 assumes that φ has a
uniform distribution over [0, 2π], which is usually met when the
footprint size is many wavelengths across (Ulaby et al., 1982). The
Rayleigh model is compliant with the Central Limit Theorem (CLT)
thanks to the combination of A6 and A7 that makes the surface a
collection of a high number of elements independent and identi-
cally distributed (i.i.d.). Such a model is usually classiﬁed as
Gaussian because the CLT implies the phasors quadrature coordi-
nates to be normally distributed (Dana and Knepp, 1986). The Rice
envelope simply generalizes the Rayleigh by allowing a coherent
component (A5) as written in (4) (Rice, 1945).
It has long been observed that natural surface scattering deviates
from the theoretical Rayleigh envelope on Earth (Gao, 2010) and
also on Mars (Grima et al., 2012). The textural approach has given
better results by considering N as a random variable that does not
need to be especially high (non-fully developed speckle) or homo-
geneously distributed over the footprint (Tison et al., 2004). The
Table 2
List of assumptions needed to establish different models of amplitude distributions. Pc and Pn are the coherent and incoherent power, respectively, A and φ are the received
amplitude and phase. N is the reﬂectors population within a footprint. Rayleigh and Rice distributions are from the Gaussian family. K and HK distributions come from the
textural approach where the speckle can be non-fully-developed.
♯ Assumption Rayleigh Rice K HK
A1 The surface is stationary at the sampled-length scale ✓ ✓ ✓ ✓
A2 A, φ, and N are independent random variables ✓ ✓ ✓ ✓
A3 φ is uniformly distributed over [0, 2π] ✓ ✓ ✓ ✓
A4 A single Pn is present ✓ ✓ ✓ ✓
A5 A single Pc is present  ✓  ✓
A6 N satisﬁes the law of large numbers (LLN) ✓ ✓  
A7 N is identically distributed ✓ ✓  
A8 N is a random variable with a negative-binomial distribution   ✓ ✓
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fundamental K-distribution falls into this category for the amplitude
envelope (Jakeman and Pusey, 1976). It assumes N to follow a
negative-binomial distribution (A8) in the frame of a random walk.
Despite other attempts, the negative-binomial has been shown to
best reproduce many empirical examples (e.g. Chitroub et al., 2002;
Grima et al., 2012). In terms of surface elements organization, this
allows for reﬂector/scatterer clustering (i.e. non-stationarity) over
the footprint (smaller than sampled length) (Jakeman, 1980).
Among the range of statistical models that include a deterministic
component into a K-noise, the homodyned K-distribution (HK) is
the only known model whose parameters keep their physical
meaning in the limiting case (Destrempes and Cloutier, 2010).
Experimentally, it has been used on a wide range of applications
and especially successfully for sea surface scattering analysis (Ward
et al., 2006) and tissue characterization by medical ultrasound
imaging (e.g. Dutt and Greenleaf, 1994). The HK probability dis-
tribution function does not have a closed form and can’t be solved
without numerical tools
PHK ðAja; s;μÞ ¼ A
Z 1
0
ω J0ðωaÞ  J0ðωAÞ  1þ
ω2s2
2μ
 μ
dω ð5Þ
The coherent and incoherent power can be expressed in terms
of the distribution parameters as Pc ¼ a2 and Pn ¼ 2s2, respectively.
μ is a reﬂector/scatterer population indicator, ω is a non-speciﬁc
variable of integration, and J0ðÞ is the zeroth order Bessel function
of the ﬁrst kind. Analytically, it can be shown that the Rayleigh,
Rice and K-distributions are all particular cases of the HK
(Destrempes and Cloutier, 2010) while, empirically, Grima et al.
(2012) highlighted that quasi-specular bare surfaces on Mars
behave like a Rice, while rougher surfaces are well correlated with
K-noise statistics. All of these tend to show that the HK distribu-
tion is appropriate for the modeling of most natural surfaces and it
will be used in the rest of this study.
4.2. Application
The application of our statistical method requires deﬁning
areas over which amplitude distributions are extracted (a sampled
space). Grima et al. (2012) determined sampled spaces over
Martian regions geologically homogeneous and hundreds of kilo-
meters wide that were crossed by several survey tracks. In the
present study we take advantage of the high HiCARS pulse
repetition frequency (PRF) to deﬁne a sampled space as the length
covered by a thousand consecutive amplitude measurements
(observations) along a survey transect, since this satisﬁes the
quantity of measurements required to obtain stable statistics
according to Prager et al. (2002). Since each observation is
separated by 10 m, a sampled space is 10 km long and will
be repeated every 1 km along-track to ensure some overlapping.
This method could be applied easily to data collected by a
planetary spacecraft to track the surface response along a satellite
ground-track. In total, approximately 20,000 amplitude distribu-
tions have been extracted from our dataset. Each of them have
been ﬁt to a HK-distribution using numerical tools developed by
Markwardt (2008). We plot the interpolated extracted parameters
Pc and Pn as well as the correlation coefﬁcient (ρ) between each
empirical distribution and the related best-ﬁt HK envelope in
order to estimate conﬁdence level for the ﬁtted parameters (Fig. 1).
These parameters provide a qualitative tool for identifying ﬂat
sites that could be considered for landing purposes. Pc is an
expression of both the surface roughness and permittivity but is
more sensitive to this latter variable since the quasi-specular
component is dominated by Fresnel behavior. Hence, in the case
of a perfect ﬂat surface of dense ice (dielectric constant εE3.15 at
polar terrestrial conditions (Fujita et al., 2000)), Pc equals 11.1 dB
as determined by Fresnel laws. However, near-surface ice/ﬁrn in
Antarctica will have lower densities due to the ongoing compac-
tion process of formerly accumulated snow, so that weaker
specular energy should be expected in addition to some cancela-
tion due to roughness. In contrast, even though Pn is partly
inﬂuenced by the Fresnel coefﬁcient, its incoherence from the
surface geometry makes it dominantly a function of roughness
alone. ρ is an internally-generated conﬁdence factor (i.e., does not
requires an external data set) and, as such, it has more signiﬁcance
than a single correlation coefﬁcient. A low value for ρ (reddish
areas on the map) indicates some violations of the assumptions
required by the HK model. Therefore, a careful analysis of these
assumptions can provide insight into the nature and texture of the
surface roughness. The discussion in Section 4.1 shows that some
assumptions have weaknesses, for instance A8 (Table 2) is rela-
tively permissive as it allows the reﬂectors to be cluttered within
the footprint, which is similar to assuming non-stationarity at this
scale (i.e. statistics can be locally different). However, because of
A1, stationarity is required at the largest scale of a sampled-space
meaning that, even though reﬂector clustering is allowed within a
footprint, clustering of footprint roughness characteristics is not
allowed within a sampled space. In other words, ρ fails if the
sampled space does not cover an area described by a unique
roughness regime (i.e., a geologically homogeneous surface).
Another common feature of planetary surfaces is anisotropic
roughness, especially in icy environments with crevasse-like
features. At this point, the ability of a K-noise description to
account for an anisotropic organization of the scatterers is not
well understood and it cannot be ruled out that such a conﬁgura-
tion could deviate from the scattered ﬁeld for an HK distribution.
Similar caution should be observed for high roughness areas
characterized by masking and shadowing phenomenon (Ulaby
et al., 1982). In any case, even if the precise origin of a low ρ value
is difﬁcult to establish, it is deﬁnitely an indicator of a more
complex surface that should not be considered for a landing site
without additional observations.
Interpreting the results shown in Fig. 1 for their geophysical
signiﬁcance for Thwaites Glacier is not the purpose of this paper
and will be addressed in a separate manuscript. We will focus
instead on discussing the correlation between the parameters
extracted from the radar signal and the true surface properties
as measured by laser altimetry and shown in camera images to
evaluate the applicability of our approach for planetary-surface
characterization using an ice penetrating radar sounder. Our study
area contains a variety of glacial surface features with distinct
surface expressions, but the higher roughness structures (i.e.
ridges, cracks, crevasses, broken ﬂoating ice) tend to be localized
near the glacier grounding line. This trend toward growing
complexity in the surface roughness with proximity to the
grounding line is evident in the scattering map (Fig. 1D) with
increasing of Pn towards the coast. This is especially true over the
ice tongues, which are ﬂoating ice regions along the coastline
where crevasses and icebergs are abundant. The correlation
coefﬁcient (ρ) map has a similar spatial pattern with lower values
along the seashore reﬂecting a higher roughness complexity and,
by deﬁnition, a higher uncertainty in the Pc and Pn estimates
derived at these locations. However, it is worth noting that even if
the uncertainty on the exact power values increases, their spatial
patterns are qualitatively consistent with expectations (with high
scattering and low specularity at the coast). It could be tempting to
conclude that ρ and Pn are similarly anti-correlated, because both
are strong functions of surface roughness, however, Pn is a true
quantitative proxy for the roughness while ρ estimates the
agreement of the roughness pattern with the initial assumptions
(Table 2) and is therefore a measure of the stationarity and
complexity of the surface roughness across the sampled length
rather than an estimate of its value. Indeed, discrepancies do exist
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between both parameters, the most prominent being centered
around [105.51W, 76.31S] where a local low in ρ does not have
an associated local high in Pn.
4.3. Comparison with nadir imagery
Fig. 2 provides a closer look at eight locations by showing their
corresponding amplitude distribution and ﬁt along with images of
the surface measured by that associated distribution. The ﬁrst
three locations (Fig. 2a–c) are similar in that their texture patterns
have typical horizontal dimensions lower than a footprint, which
persist across the sampled space as required by the stationarity
condition A1. This explains the high ρ of these three regions. It is
possible to observe the horizontal dimensions increasing from
Fig. 2a–c together with a growth of the derived Pn that is a sign of
increasing roughness. Fig. 2d is a similar surface, but is overprinted
by some nascent extensional features (grabens, crevasses) spaced
apart by distances on the order or slightly higher than a footprint
width. The regularity of these structures along the sampled space
does allow for a ρ close to that of Fig. 2c, but the higher Pn is the
expression of their presence in the signal. Surfaces depicted by
Fig. 2e and f are dominated by crevasse ﬁelds with similar widths,
producing similar Pn and ρ. However, a closer look at the area
covered by Fig. 2f shows signs of signiﬁcant snow accumulation at
the surface and partially ﬁlling crevasses that are not apparent in
Fig. 2e. This low density material (lower permitivity) could explain
Fig. 2. (Left) Empirical distributions (grey area) and the associated HK ﬁts (dotted lines) of the surface amplitude from eight (a–h) different locations classiﬁed by increasing
Pn (refer to Fig. 1a for geographical context). An empirical distribution is obtained from 1000 observations regularly spaced within a 10 km sampled space aligned with the
corresponding transect. (Right) Associated pictures from the nadir imagery. To highlight the variety of terrains covered by a single sampled space, each row shows three
pictures separated by 5 km along-track. The middle picture corresponds approximately to the middle of the sampled space associated with the left distribution. The left
and right pictures are its extremities. For comparison purposes, scales have been adjusted to be the same for all pictures. The ﬂight direction is parallel to the horizontal
dimension (HiCARS is cross-track polarized). A white arrow (upper right) indicates direction of lighting for each scene. Tones were optimized to emphasize the surface
texture (especially for a–c). It is worth noting that single-look imagery does not allow for relative height estimation. The presented pictures are only valuable for appraising
the horizontal extent and distribution of the scatterers.
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the Pc difference of 3.5 dB between these two examples. Surfaces
in Fig. 2g and h are located beyond the shoreline and have similar
mixed terrain made of thick ice (icebergs/disrupted ice shelves)
within a liquid-water matrix usually draped over by a thin sub-
wavelength sea-ice layer (sometimes hosting water ponds). Since
liquid water has a dielectric constant 25 times higher than ice,
these two distinctive materials and the observed roughness are
clearly responsible for spreading the signal over much of the
possible amplitude range (from 0 to 1) especially because compact
ice and liquid water are weakly (0.27) and highly (0.8)
reﬂective, respectively. Fig. 2g is more dominated by open sea or
sea ice with few scattered icebergs, which explains the very high
specular signal. Amplitude distribution on Fig. 2h has a symmetric
behavior resulting from a higher proportion of thick-ﬂoating ice
with roughness very similar to chaos terrains observed on Europa
(Schmidt et al., 2011). The coexistence of two distinctive materials
at the footprint scale implies the coexistence of two coherent
components. That is a clear violation of A5, which does not allow
for more than one deterministic part in the signal. Furthermore, it
is quite likely for the observed roughness complexity to be non-
stationary at the sampled-space scale (A1 violation). Hence, the
extracted signal components cannot be fully trusted and could be
a source of serious errors for landing site assessment. However,
such cases are identiﬁable thanks to ρ whose very low values,
compared to previous cases, clearly warn us of the high surface
complexity that is deﬁnitely not compatible with landing
purposes.
5. Landing zone assessment
We have extracted the coherent (Pc) and incoherent (Pn) part of
the surface signal using a HK statistical model applied to ampli-
tude distributions regularly spaced along the survey tracks. We
have shown how the internally-generated correlation coefﬁcient
(ρ) can identify surfaces where the assumptions for the HK-model
are not met, usually occurring in cases of complex surfaces with
several roughnesses and/or permittivities deﬁnitely not suitable
Fig. 2. (continued)
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for landing, which is a ﬁrst step in landing site selection. We will
use Pc and Pn with a backscattering model that is expressed in
terms of engineering roughness parameters. The root mean square
(RMS) vertical height, σh, is assumed to be normally distributed
and the correlation length, l, is deﬁned as CðlÞ ¼ 1=e, where C() is
the auto-correlation function of the surface and is assumed to have
a Gaussian decline. The related RMS slope is then deﬁned as
σm ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2σh=l
p
(Ogilvy and Foster, 1989). The horizontal length scale
(baseline) over which a radar sounder is sensitive to these rough-
ness parameters have not been described by analytic expressions
that are applicable across a range of surface types. However, Grima
et al. (2012) explained qualitatively that vertical roughnesses
should be obtained at a scale equal to a few wavelengths (few
tens of meters for HiCARS), while horizontal roughness para-
meters are retrieved over scales on the order of the footprint
dimensions (a few hundreds of meters) because incoherent signal
from off-nadir directions is dominantly the result of tilted facets
rather than height differences.
5.1. Theory
In the specular direction, when the far-ﬁeld approximation is
applied in a charge-free environment and the surface echo is well
calibrated (i.e., it represents the amount of effective loss induced
by the interaction of the signal with the atmosphere/surface
interface), the coherent and incoherent components can be
written as (Ulaby et al., 1982)
Pc ¼ r2eð2kσhÞ
2 ð6Þ
Pn ¼ 1
πh2
∬A0σ
0ds ð7Þ
where k¼ 2π=λ is the wave number, A0 is the footprint area,
r¼ ð1 ﬃﬃﬃεp Þ=ð1þ ﬃﬃﬃεp Þ is the surface Fresnel coefﬁcient, ε is the
dielectric constant representative of the ﬁrst 6–8 m of the ice/ﬁrn
surface for HiCARS (Grima et al., 2012), and σ0 is the surface
backscattering coefﬁcient that can be described by the back-
scattering model used. Many analytical, semi-empirical, and
empirical models of backscattering from rough surfaces can be
found in the literature (Elfouhaily and Guérin, 2004). Analytical
models are the most versatile in that they do not depend on the
environmental context and have the advantage of being derived
from fundamental electromagnetic laws. Their application
depends upon the roughness scale of the surface. In this study,
we will apply the small perturbation model (SPM). This choice is
two-fold. First, its domain of validity, deﬁned as σmo0.44 and
σho0.05 λ (error o1 dB) (Thorsos and Jackson, 1989), falls into
the criteria ranges for a landing zone (Table 1). Second, the SPM is
numerically easy to implement and simple analytic expressions
can be obtained. The backscattering coefﬁcient derived from the
SPM for a Gaussian-correlated surface is, to ﬁrst order (Grima
et al., 2012)
σ0 ¼ 4k4r2σ2hl2eðkl sin θÞ
2 ð8Þ
where θ is the angle from a scatterer to the antenna-surface
normal. For simplicity, we can avoid this parameter by applying
the small angle approximation (SAA) so that cos θ 1 and
sin θ ‖r0‖=h, where ‖r0‖¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃrxþryp is the norm of the scatterer
position vector in the surface plan where the origin is the
intersection with the antenna-surface normal. The SAA is usually
true in case of orbital radar sounders. For data processed with
unfocused SAR integrations from HiCARS with range to the surface
much smaller than for orbital geometries, the SAA still implies a
negligible error o2% on the true trigonometric values. Substitut-
ing (8) into (7) and applying the SAA gives:
Pn ¼
4
πh2
k4r2σ2hl
2
Z X=2
X=2
Z Y=2
Y=2
eðr
2
x þ r2y Þðkl=hÞ2dxdy ð9Þ
where Pn is integrated over a XY rectangular footprint, with X
being the along-track dimension. The double integral in (9) can be
linearly solved by using the formula
R b
b e
ðaxÞ2 :dx¼
ﬃﬃ
π
p
a erf ðabÞ, for
a40 and where erf ðÞ is the error function (Gradshteyn and
Ryzhik, 2007). Eq. (9) is then simpliﬁed as:
Pn ¼ 4k2r2σ2herf
klxX
2h
 
erf
klyY
2h
 
ð10Þ
where the correlation length needs to be split into two parts, lx
and ly, for integration purposes, showing how an anisotropic
surface is considered under the SPM formulation. The error
function is increasing over its domain of deﬁnition and can be
considered as erf ðxÞ  1 for xZ2. Hence, for a given footprint
dimension, a threshold exists beyond which the correlation length
can be neglected. This has been shown similarly by Grima et al.
(2012) for a circular footprint. Interestingly, this threshold depends
on the processing used to achieve the footprint XY dimensions. It is
worth noting that σh anisotropy is not involved during the
integration of Eq. (9). The relevant RMS height is then the one
obtained from the whole footprint, without directional considera-
tion. Finally, substituting (1) and (2) for the footprint dimensions
into (10), gives:
Pn ¼ 4k2r2σ2h erf
πlx
2L
 
erf kly
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c
hΔf
r 
ð11Þ
Making the power ratio (6)/(11) independent of the Fresnel
coefﬁcient and purely determined by the roughness characteristics
of the surface:
Pc=Pn ¼ eð2kσhÞ
2
4k2σ2h erf
πlx
2L
 
erf kly
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c
hΔf
r  1
ð12Þ
Table 3
Engineering criteria that can be addressed by a radar sounder, as deﬁned for the landing zone of a hypothetical
rover on Thwaites Glacier, West Antarctica. Vertical roughness is given at horizontal scales of tens of meters, while
surface slopes are obtained over a few hundreds of meters.
Criteria Motivation
Landing ellipse 10020 km 99% probability of landing
Sampled-space length 10 km Gathering 1000 observations to apply the statistical method
Extracting statistics over a surface smaller than the landing ellipse
Correlation coefﬁcient ρ498% Signal components extracted by the HK are reliable
Surface is not complex at the sampled-space length
Surface slopes σmo0.10 Landing stability and appendage deployment
Vertical roughness σho0.20 m Lander mobility and appendage deployment
Dielectric constant ε42.5 Cohesive ice/ﬁrn (porosityo0.25) for good load bearing
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Given the HiCARS parameters and processing used here, the
left and right error functions can be neglected if lx489 m
(unfocussed process) and ly40:36
ﬃﬃﬃ
h
p
(i.e., ly4816 m, pulse-
limited), respectively. In this way, the cost of achieving a better
resolution through unfocused integration is the increase in the
sensitivity to correlation length, at least in the SPM formulation of
gently rough surfaces. This makes sense since the synthetic
aperture principle is to gather the energy from fore- and aft-
observation points with higher θ in order to increase the signal-to-
noise ratio and, by doing so, the energy collected from tilted
surface elements has a higher contribution to the total signal,
increasing the effect of correlation length. However, one can
be skeptical about lx, the analytically-derived threshold, since it
is higher than Dx and the larger scene-looking angles for
the unfocussed processing could bias the effective correlation
length. This discrepancy highlights the need for work focused on
empirically determining the horizontal length over which radar
sounders are sensitive to a given roughness parameter.
Our last remark concerns the dependency of (11) with rough-
ness parameters. As expected, Pn increases with σh, however, it
also decreases with l despite a low correlation length indicating a
higher roughness. This speciﬁc behavior for the SPM regime in the
specular direction has been reported by Ulaby et al. (1982). For a
given RMS vertical roughness, a low correlation length implies a
higher RMS slope. Consequently, the incoherent power integrated
over the upper half-space does increase but tends to be redis-
tributed in off-specular directions. This effect lowers Pn at nadir.
5.2. Application
The compliance of the Thwaites surface with the SPM range of
validity is ensured for σh if we limit our analysis to radar-derived
roughnesses o0.05 λ (0.25 m). We consider the criteria on σm
(o0.44, or 241) is reasonably met over the ﬂat Antarctic plateau
because at Europa, where the surface is rougher, 90% of the
terrains are below this value (Schenk, 2009).
Fig. 3. Signal components in the SPM (small perturbation model) regime for the
HiCARS instrument conﬁguration. The SPM domain-of-validity thresholds are
plotted in bold (σho0.25 m and σmo0.44), while the engineering criteria are
plotted in dashed lines (σho0.20 m, σmo10%, and εo2.5). Gray areas are power
ranges that do not meet any of the engineering criteria (classiﬁed as “extreme”
risk). (Up) The coherent component, Pc, as a function of σh and ε, following Eq. (6).
(Bottom) The ratio of the coherent and incoherent component, Pc/Pn, as a function
of σh and l, following Eq. (12) with h¼1000 m. Note this ratio is only slightly
sensitive to h (71 dB for 500 moho2000 m).
Table 4
Risk assessment table as deﬁned for a landing zone selection over Thwaites Glacier, West Antarctica. Associated terrains are geo-located in Fig. 4.
ρ [%] Pc [dB] Pn [dB] Risk assessment Description
498 412.1 44.9 Safe All engineering criteria are met
o22.0
498 412.9 44.9 Minor Minor risk of 0.20oσho0.27 m
o12.1 o22.0
498 412.9 422.0 Moderate I Minor risk of 0.20oσho0.27 m and/or moderate risk of σm40.10
o12.1
498 414.1 44.9 Moderate II Moderate risk of 0.20oσho0.33 m or moderate risk of 2.25oεo2.5 and/or moderate risk σmo0.10
o12.9
— o14.1 oro4.9 Extreme One or more engineering criteria cannot be met
o98 – – Random Statistical assumptions are not met i.e. complex roughness and/or not stationary at sampled-space scale
Fig. 4. Risk assessment for a rover landing over Thwaites Glacier with suggested
landing ellipses (10020 km). Each category corresponds to a clearly identiﬁed
risk deﬁned in Table 4.
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For the purpose of this study, we need to deﬁne the engineer-
ing constraints for a planetary lander on an ice moon with a
surface similar to regions on Thwaites Glacier. These constraints
are listed in Table 3. The surface slopes (σmo0.10) and vertical
roughness (σho0.20 m) criteria are simply extracted from Table 1
in order to be representative of what is commonly used in
planetary exploration. Some additional criteria speciﬁc to the
method used are added. While we previously deﬁned the
sampled-length scale (i.e, as 10 km to gather 1000 observations
each) for an appropriate application of the statistical method
(Section 4.2), it is worth noting that this value should also be
bounded by the landing ellipse length (100 km). Indeed, thanks
to the correlation coefﬁcient (ρ), it is possible to ensure that the
roughness is stationary over the sampled-space length (SSL) and
then to check for the surface homogeneity over the landing ellipse
area. Roughly based on the interpretations done in Section 4.3, we
deﬁne arbitrarily ρ498% as a condition to ensure a stationary
surface with no complex terrain that ﬁts the assumptions for the
HK model (Table 2). Finally, the sensitivity of radar wavelength to
surface permittivity provides an opportunity to constrain the ice
surface density for good load bearing (depending on the rover/
lander). If we assume neither signiﬁcant impurities nor important
horizontal temperature gradients for the ice surface, the permit-
tivity of a material can be expressed as a function of its porosity
using the Looyenga formula (Looyenga, 1965; Shabtaie and
Bentley, 1995)
ε¼ ½ð1 f Þε1=3m þ f 3 ð13Þ
where εm and ε are the real dielectric constants of the matrix and
the porous material, respectively; f is the porosity rate. In our case,
we consider εm¼3.2 for dense ice at summer surface temperatures
(Fujita et al., 2000) and the porosity threshold is arbitrarily
estimated at fo0.25 for a ﬁrn of good load bearing. The criterion
on the effective permittivity is then ε42.5.
The SPM leads to an underconstrained system of two simulta-
neous equations for three unknowns (ε, σh, l) that cannot be
analytically resolved without some assumptions. However, a land-
ing zone selection does not require deriving particularly accurate
roughness values, but rather needs to identify terrains where
surface roughness criteria are met. Our approach is to deﬁne
ranges for the signal components that do meet these criteria. The
combination of these ranges will then provide a terrain classiﬁca-
tion with an associated risk assessment.
Pc (Eq. (6)) and the ratio Pc/Pn (Eq. (12)) are each dependent on
only two terms (respectively ½σh; ε and ½σh; l), making them
convenient for working in a 2-D space. Their solution ﬁelds are
plotted Fig. 3 along with the domain of validity for the SPM and
various thresholds indicative of the engineering criteria deﬁned in
Table 3. The ﬁrst obvious range to be deﬁned is the one for which
one or more engineering criteria cannot be met, i.e., σh40.20 m
and εo2.5. Substituting this constraint into Eqs. (6) and (12) or a
graphical reading of Fig. 3, gives signal component ranges indi-
cated in Table 4 and geographically located in Fig. 4. The risk
assessment associated with these terrains is classiﬁed as
“extreme”. Another class of terrains not suitable for landing is
deﬁned for ρo98% where the assumptions for the application of
HK statistics are insufﬁciently satisﬁed. Such terrains are classiﬁed
as “random” and should be characterized as complex rough
surfaces and/or as containing non-stationarity at the sampled-
space scale as discussed in Sections 4.1 and 4.2. The other classes
are deﬁned for ρ498% and different combinations of power
ranges. All consider that dense ice (ε¼3.2) is the maximum
permittivity the surface could have. Ranges overlapping can then
help in restricting the engineering criteria. For instance, the “safe”
class is the intersection of the areas where 4.9oPno22 dB and
Pc412.1 dB. The ﬁrst ensures that σmo0.10 if σho0.20 m is
met, but it provides a guarantee only for high l489 m. However,
an overlap with the second range, for which σho0.20 m indepen-
dent of correlation length, resolves this ambiguity. The “minor”
class is similar to the “safe” one with a slightly more permissive
condition on Pc that enlarges the risk of encountering terrains with
RMS vertical roughness up to 0.27 m.
Following these principles, and depending on the exact criteria
needed, it is possible to deﬁne many terrain classiﬁcations and to
systematically assess their risk. The classiﬁcations presented in
Table 4 are just examples. Then, once a risk-assessment map
similar to Fig. 4 is obtained, it is easy to suggest landing ellipses.
As expected, Fig. 4 clearly precludes landing along the shore line,
which is classiﬁed as either “extreme” and/or “random”.
“Extreme” areas are also found inland, mainly because of a weak
Pc, i.e. a low dielectric constant that is likely the signature of a low-
density material.
Fig. 5. (Left) RMS height derived from radar assuming l489 m (baseline¼5–50 m). (Right) RMS height derived from laser altimetry (baseline¼100 m).
C. Grima et al. / Planetary and Space Science 103 (2014) 191–204200
5.3. Comparison with laser roughness
The scientiﬁc package of the AGASEA project provides a
qualitative way to test the reliability of the roughness information
extracted by our method. From the simultaneous measurements
obtained by the laser altimeter, we derived the RMS roughness of
the surface to compare it with the roughness obtained from
HiCARS. The RMS roughness height for a z¼ ζðxÞ proﬁle of M
elements is given by
σh ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
M
∑
M
i ¼ 1
ðzðxiÞzÞ2
s
ð14Þ
Eq. (14) has been applied to the laser altimeter dataset within
sliding windows of 100 m over all tracks. The result is presented in
Fig. 5 along with radar RMS roughness that has been obtained
from (12)and by considering l489 m to neglect the error func-
tions so that:
ð12Þ ) σh ¼
λe1=2U
4π
ﬃﬃﬃﬃ
U
p with U ¼ Pc=Pn and if erf ðdÞ negligible ð15Þ
From Fig. 3, it appears that such an assumption can lead to an
underestimate of σh where the effective correlation length is
lower. It would have been an option to substitute the correlation
length derived from the laser into (11), or even mapping this
parameter to locate terrains where l cannot be neglected. How-
ever, as discussed in Section 5.1, the horizontal length over which l
is measured by radar is not understood well enough to make a
quantitative/analytical use of it. Likewise, it is worth remembering
that the baseline at which the radar RMS height is obtained is not
precisely known, but it is trusted to be close to few wavelengths
(Grima et al., 2012). This is why only a visual comparison between
laser and radar RMS heights can be done at this point.
To ﬁrst order, the spatial roughness pattern is the same for both
the laser and radar maps. Higher roughnesses are observed along
the coastline and decrease inland. A few local discrepancies appear
in some coastal terrains that were classiﬁed as “extreme” or
“random” in Fig. 4 because of a high Pc/Pn ratio (high roughness)
or a low ρ (unmet assumptions). Inland, where the roughness is
low, it appears easier to distinguish features and their boundaries
on the radar map. This better sharpness of radar measurements is
likely due to their low sensitivity to range precision compared to
laser altimetry. Indeed, roughness measured by radar is physically
due to two physical processes that do not involve the range as a
signiﬁcant dimensioning factor: wave dispersion (driven by sur-
face slopes) and destructive interference (driven by surface height
differences that are independent of range). Finally, according to
the self-afﬁne behavior for natural surfaces (Turcotte, 1997), the
fact that radar roughnesses are globally lower than the laser ones
obtained over a 100 m baseline, is in accordance with an effective
radar baseline o100 m for σh measurements.
6. Radar design and icy moons landing
As we have seen so far, the surface characteristics derived by
our method are strongly scaled by the radar speciﬁcations. Table 5
presents considerations for the design of an ice penetrating radar
system to perform surface characterization. In this table, Eq. (16)
shows the domain of sensitivity to RMS heights. Because our
method needs both signal components to be applied, we have
deﬁned the lower and upper limits as the RMS heights for which
Pn and Pc fade to become undetectable. Below this range, the
surface echo is seen as purely specular (Pn0), while above this
range it appears totally diffusive (Pc0). We have associated the
related power threshold (S) with the mirror-like signal-to-noise
ratio (S) that characterizes the detection capabilities of any radar
instrument. S is then substituted into (6) to deﬁne the upper
sensitivity-limit to RMS height. Nonetheless, regardless of antenna
gain, it could never be considered 4λ/4 without a risk of
unacceptably high uncertainty in RMS height determination. The
lower limit falls into the SPM validity domain so that substitution
of S into (10) can determine it in the same way. Note that the
correlation length is neglected for simplicity (i.e., error functions
are not considered in (10)), but if it has to be considered, the lower
sensitivity-limit could rise, depending on the instrument conﬁg-
uration. For convenience and simplicity, Section 5 made use of the
SPM whose validity is restricted to a lower portion of this range
(σho0.05 λ). Other backscattering models like the Kirchhoff
approximation (physical optics) or the Integral Equation Method
(IEM) (Fung et al., 1992) can be used to extend applications up to
the theoretical validity limit described by (16). It is worth remem-
bering that the σh baseline has to be understood at a scale of no
more than a few wavelengths (exact value has yet to be deter-
mined). On the contrary, common backscattering models that do
not take shadowing and multiple reﬂections into account allow
RMS slopes up to 0.25–0.30 (17) at a baseline on the order of the
illuminated area.
The representative thickness of the probed permittivity (lead-
ing to ice surface density estimation) is the minimum value
between the depth involved in the skin effect and the vertical
resolution in the medium (Grima et al., 2012; Mouginot et al.,
2010). As shown by (18), this relationship provides an additional
constraint on λ and/or Δf. Eqs. (6) and (7) may be treated as
simultaneous equations with no extra unknowns in cases where
expected correlation lengths for the surface roughness satisfy (19).
Finally, the choice of the sampled-space length (SSL) is simply
determined by the air/spacecraft horizontal velocity (vh) and the
pulse repetition frequency (PRF) as shown by (20) in order to
gather a minimum of 1000 observations (Prager et al., 2002). To
obtain a meaningful amplitude distribution for a single geological
unit without overlapping others within the sampled-space, we
advise setting the SSL lower than half the expected dimensions of
the targeted terrains as well as lower than the length of the
Table 5
Radar design considerations for surface characterization. In (18) tan(δ) is the loss tangent of the material and K (41) is the instrumental apodization factor due to side-lobe
reduction by ﬁltering.
Roughness sensitivity (correlation length neglected) λ
4π
r
ﬃﬃﬃ
S
p
oσho
λ
4π
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
lnðSr2Þ
q
(16)
σmo  0:44 (17)
Roughness baselines σh: Up to few λ
σm: In the order of the illuminated area
Probed permittivity thickness d¼ min λ
2π tan ðδÞ ﬃﬃεp ; cK2Δf ﬃﬃεp
 
(18)
Negligible correlation length (for Gaussian-correlated surfaces) l4
λ
π
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hΔf =c
q
(19)
Sampled-space length SSL¼ 1000vh=PRF
SSLotarget dimension=2 (20)
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intended landing ellipse. The SSL can be treated as to a resolution
cell over which surface statistics are retrieved, so it could be
tempting to try to increase the PRF to achieve a very small
SSL. However, reducing the SSL down to the illuminated area
dimensions and lower is equivalent to looking at similar topogra-
phies from one observation to another and could constitute a
viola-
tion of A2 (i.e. the amplitude resulting from each observation
within the sampled-space have to be independent and random).
Nevertheless, the elementary backscattered ﬁelds from the scat-
terers making up the topography will then have slightly different
amplitude and phase as the antenna is moving forward. At the
receiver, the summation of many slightly differing ﬁelds (Eq. (3))
could guarantee randomness of the total electric ﬁeld E when
compared to the previous observation. The real impact of an SSL
lower than the illuminated area dimensions remains unclear and
should be studied thoroughly.
A lander-oriented planetary mission to one of the icy moons,
especially Europa, has been recognized to be of fundamental
scientiﬁc importance (Ivanov et al., 2011; Pappalardo et al.,
2013). Therefore, it will be essential to identify the best radar
speciﬁcations for landing site reconnaissance on these bodies. The
surface roughness on Europa and Ganymede is weakly constrained
by sparse observations from the Galileo and Voyager spacecraft
using stereo-imagery and photoclinometry analyses. However, is
the data are sufﬁcient to show that these bodies support some of
the roughest local terrains observed in the solar system (Berquin
et al., 2012; Schenk, 2009). The most promising terrains for science
on Europa lie where surface materials are potentially exchanged
with the subsurface ocean. Europa’s chaos terrains are preferred
targets for such exchange (Schmidt et al., 2011) but are expected to
have highly disturbed local topographies, morphologically similar
to Fig. 2h. Landers used for Mars exploration cannot be delivered
safely on such surfaces and new landing technologies need to be
developed to be operational on much rougher topographies (e.g.
Pappalardo et al., 2013).
As an exercise, we propose to compute the best wavelength
for a Europa radar sounder with a landing site reconnaiss-
ance purpose. We assume the engineering requirements to be
0.1 moσho1 m at a 5–10 m baseline. Fig. 6 shows the theoretical
sensitivity range of our statistical method to RMS roughness as
computed from (16) with ε¼2 that corresponds to 45% porous ice
(Kovacs et al., 1995). For S¼30 dB the radar is sensitive to σh over
one order of magnitude. A center frequency of 45 MHz (VHF)
will set this sensitivity in the range deﬁned previously. Martian
radar sounders currently in operation have Sﬃ45 dB (Jordan et al.,
2009; Seu et al., 2007). If such a signal-to-noise ratio can be
achieved on a Europa mission, a dual-frequency radar with an
additional HF transmitter at 8 MHz will be sensitive to the same
σh range by using only the very basic small perturbation model
(SPM) presented in Section 5.1. The advantage of having a VHF/HF
instrument with overlapping sensitivity ranges is to assess RMS
heights at different baselines (6–12 m to 35–70 m for a 45 MHz
and 8 MHz center frequency, respectively), which allows for a
better roughness characterization. If the radar is on an elliptical
orbit, S will increase with the closeness to the surface and so will
the sensitivity to σh. If h is reduced by a factor of 10 during an orbit,
S is increased by 20 dB and gives an access to characterization of
much smoother surfaces (Fig. 6).
7. Conclusion
From airborne VHF data acquired over the Thwaites Glacier
catchment of the West Antarctic Ice Sheet, we have applied
a statistical method (Grima et al., 2012) to the surface signal to
demonstrate the potential for using an ice penetrating radar
sounder to identify landing zones in a planetary exploration
context. The ﬁrst step of the statistical method made used of the
Homodyned-K (HK) envelope to ﬁt empirical signal distributions
regularly spaced along transects. Thus, we have obtained maps of
the related correlation coefﬁcient (ρ) along with the coherent (Pc)
and incoherent (Pn) component of power, both parameters of the
HK, using the radar sounder as both a reﬂectometer and a
scatterometer. These results were compared with nadir-imagery
to interpret and validate their behavior. We have demonstrated
that ρ is an internally-generated conﬁdence factor containing
valuable information that can be read in terms of roughness
and/or permittivity complexity. In a second step, Pc and Pn were
substituted into the equations of the small perturbation model
(SPM) adjusted to the nadir case with rectangular footprint. We
have obtained plots of the signal components as a function of the
RMS height, the correlation length and the dielectric constant of
the surface. After deﬁning engineering criteria for the landing of a
conceptual spacecraft, we have shown how to make a risk
assessment map to provide landing ellipse suggestions where
the risk is minimum and clearly identiﬁed. A brief comparison
with laser derived-roughness provided validation of the radar-
derived RMS height and highlighted the lower sensitivity of radar
sounders to range uncertainties for roughness derivations. Finally,
we provided a framework for how these ﬁndings could inform the
design of a radar sounder with landing site reconnaissance
capabilities.
This application illustrates how a radar sounder can be used to
evaluate most of the criteria involved in an icy-planet landing-site
identiﬁcation process: RMS height, RMS slope, ice-surface density
and roughness homogeneity over the landing ellipse. It is a
signiﬁcant improvement over current practice, which requires
several instruments to assess similar parameters. This capability
of ice-penetrating radar systems therefore provides signiﬁcant
Fig. 6. Theoretical sensitivity range of our statistical method to RMS roughness (σh)
as a function of the radar center frequency for different mirror-like signal-to-noise
ratios (S) and assuming ε¼2. The dotted line is the upper validity limit for the small
perturbation model (SPM) used in this paper. The left vertical bar represents the
sensitivity range for an 8 MHz (HF) radar with S¼45 dB. The right vertical bar is for
a 45 MHz (VHF) radar with S¼30 dB.
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advantages to a scientiﬁc package needed for future planetary
missions that carry a landing-reconnaissance requirement. We
have also shown that ﬂexible multi-frequency radar sounders can
be optimized to increase sensitivity to a variety of ice-surface
thicknesses and roughness regimes. For instance, Eq. (11) shows
that the synthetic-aperture process used changes the sensitivity to
correlation length while the wavelength changes the signal
response to RMS height. The joint use of different wavelengths,
bandwidths, synthetic-aperture processes or other radar signal
analyses will signiﬁcantly increase the surface-characterization
capabilities of radar sounders. However, it is also shown in this
study that such cross-analyses can be done quantitatively only
when the effective horizontal scale (baseline) over which the radar
signal is sensitive to roughness is better understood.
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