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Abstract—This paper proposes an approach which enables a
robot to learn an objective function from sparse demonstrations
of an expert. The demonstrations are given by a small number
of sparse waypoints; the waypoints are desired outputs of the
robot’s trajectory at certain time instances, sparsely located
within a demonstration time horizon. The duration of the expert’s
demonstration may be different from the actual duration of the
robot’s execution. The proposed method enables to jointly learn
an objective function and a time-warping function such that the
robot’s reproduced trajectory has minimal distance to the sparse
demonstration waypoints. Unlike existing inverse reinforcement
learning techniques, the proposed approach uses the differential
Pontryagin’s maximum principle, which allows direct minimiza-
tion of the distance between the robot’s trajectory and the sparse
demonstration waypoints and enables simultaneous learning of an
objective function and a time-warping function. We demonstrate
the effectiveness of the proposed approach in various simulated
scenarios. We apply the method to learn motion planning/control
of a 6-DoF maneuvering unmanned aerial vehicle (UAV) and a
robot arm in environments with obstacles. The results show that a
robot is able to learn a valid objective function to avoid obstacles
with few demonstrated waypoints.
I. INTRODUCTION
The appeal of learning from demonstrations (LfD) lies in its
capability to facilitate robot programming by simply providing
demonstrations from an expert. It circumvents the need for
expertise in controller design and coding, which is required
by traditional robot programming, and empowers non-experts
to program a robot as needed [1]. LfD has been successfully
applied to various scenarios such as manufacturing [2], assis-
tive robots [3], and autonomous vehicles [4].
LfD techniques can be broadly categorized based on what
to learn from the observed demonstrations. A branch of LfD
focuses on learning a policy [5]–[9], which directly maps from
the robot’s states, environment, or raw observation information
to the robot’s actions, based on supervised machine learning
techniques. While effective in many situations, policy learning
typically requires a considerable amount of demonstration
data, and the learned policy may generalize poorly to unseen
or long horizon tasks [1]. To alleviate this, another direction
of LfD research focuses on learning control objective (e.g.,
cost or reward) functions from demonstrations [10], based on
which the optimal policies or trajectories are derived. These
methods assume the optimality of demonstrations and use
inverse reinforcement learning (IRL) [11] or inverse optimal
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Fig. 1: Illustration of learning from sparse demonstrations. The
red dots are the expert’s sparse demonstration waypoints, from
which the robot learns a control objective function such that its
reproduced trajectory (blue line) is closest to these waypoints.
At first sight, the depicted robot’s reproduced trajectory (blue
line) may seem a result of using ‘curve fitting’ method (which
inherently belongs to policy learning methods); however, a key
difference from ‘curve fitting’ is that the robot here learns
a control objective function instead of imitating a trajectory,
and the learned control objective function is generalizable to
unseen situations, such as new initial conditions or longer time
horizons. Please find video demos at https://wanxinjin.github.
io/posts/lfsd.
control (IOC) [12] to estimate the control objective function.
Since an objective function is a more compact and high-
level representation of a task, LfD via learning objective
functions has demonstrated advantage over policy learning in
terms of better generalization to unseen situations [13] and
relatively lower sample complexity [10]. Despite significant
progress along this direction, LfD based on objective learning
still inherits some limitations from the core IRL and IOC
techniques, which are summarized below.
(i) Most IOC/IRL techniques require entire demonstrations
of a complete task [14]–[19]. Such requirements make it
challenging to collect demonstration data, especially ob-
taining demonstration of high degree-of-freedom systems
such as humanoid robots.
(ii) The majority of existing IOC and IRL methods [14]–[19]
assume an objective function as a linear combination of
selected features, and their algorithms are designed in
the feature space by taking advantage of the linearity
of the feature weights [20]. Those approaches typically
do not directly minimize the discrepancy between the
robot’s reproduced trajectory and the demonstrations in
trajectory space, and cannot be readily extended to non-
linear parameterization of an objective function.
(iii) There might exist time-scale discrepancy between ex-
pert’s demonstrations and the actual actuation of the robot
[21]. For instance, consider a robot that learns from
human motion. The duration of the human demonstration
may not reflect the dynamics constraint of a robot, as the
robot may be actuated by a weak servo motor and cannot
move as fast as the human.
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2In recognition of these limitations, in this paper we propose a
new method to learn from sparse demonstrations, which has
the following advantages over existing methods:
• First, the proposed method learns an objective function
using only sparse demonstration data, which consists of a
small number of desired outputs of the robot’s trajectory
at some sparse time instances within a time horizon, as
shown in Fig. 1. The given sparse demonstrations do not
necessarily contain control input information.
• Second, the proposed method learns an objective function
over a parameterized function set by directly minimizing
the distance between the robot’s reproduced trajectory
and the sparse demonstrations. Even though the demon-
strations may not correspond to an exact objective func-
tion within the parameterized function set, e.g., demon-
strations are not optimal or even randomly given, the
method can still find a ‘best’ objective function within
the parameterized function set such that the reproduced
trajectory is closest to the given demonstrations in Eu-
clidean distance, as shown in Fig. 1.
• Third, since the time requirement associated with the
sparse waypoints may not be achievable with the robot ac-
tuation, in addition to learning an objective function, the
proposed method jointly learns a time-warping function,
which maps from the demonstration time axis to the robot
execution time axis. This addresses the potential issue of
time misalignment for existing IOC/IRL methods.
A. Background and Related Work
Since the theme of the method devised in this paper belongs
to the category of LfD based on learning objective functions,
here we mainly focus on the related work of IRL/IOC meth-
ods, which share the same goal of learning objective functions
from demonstrations. For the other types of LfD methods, e.g.,
policy learning, or the comparison between them, we refer the
reader to recent surveys [1] and [22] for more details.
Over the past decades, various IRL and IOC techniques have
been proposed, with different work emphasizing different for-
mulations to infer an objective function. One popular method
is feature matching [10], in which the objective function is
updated towards matching the feature values of demonstrations
with one of the reproduced trajectories. Another method is
maximum margin [14], in which an objective function is
solved by maximizing the margin between the objective values
of demonstrations and those of the reproduced trajectories.
Lastly, maximum entropy [15] is a method that finds an
objective function such that the trajectory distribution has the
maximum entropy while subject to empirical feature values of
the observed demonstrations.
Another line of IOC/IRL research [17]–[20], [23] directly
solves for the objective function parameters by establishing
optimality conditions, such as Karush-Kuhn-Tucker conditions
[24] or Pontryagin’s maximum principle [25]. The key idea is
that the demonstration data is assumed to be optimal and thus
must satisfy the optimality conditions. By directly minimizing
the violation of the optimality conditions by the demonstration
data over objective function parameters, one can obtain an
estimate of the objective function. The benefits of doing so is
that these methods can avoid repetitive solving of the direct
optimal control or reinforcement learning problems in each
iteration, but a potential drawback is that these methods may
not robust to demonstrations which significantly deviate from
the optimal ones.
All the above IOC and IRL techniques assume a linear com-
bination of selected features as their parameterized objective
functions with unknown feature weights. Learning objective
functions is not formulated on a trajectory space, that is, they
do not directly minimize discrepancy between the reproduced
trajectory and demonstrations. Instead, they design algorithms
in the selected feature space by taking advantage of the
linearity of the feature weights. For example, the maximum
margin IRL [14] and feature matching IRL [10] focus on
maximizing and equaling the feature values between the given
demonstrations and the reproduced trajectories, respectively.
The recent work in [26] attempts to formulate the IOC problem
as minimization of direct loss. However, the algorithm is still
similar to the maximum margin approach in a selected-feature
space. In [16], the authors use a double-layer optimization to
solve the IOC problem and directly minimize a trajectory loss
function. In the upper layer of updating the objective function,
a derivative-free method [27] is used by approximating the loss
function with a quadratic function. This involves multiple eval-
uations of the loss and thus requires solving the optimal control
problem repetitively in each update, which is computationally
expensive. More importantly, the derivative-free method has
inherent limitations for handling problems of large size [28].
For the second line of IOC methods, they solve the feature
weights by minimizing the extent to which the demonstrations
violate the optimality conditions, and thus still only indirectly
consider trajectory error.
Learning objective functions in a linear feature space may
facilitate the design of learning algorithms (such as by taking
advantage of linearity of feature weights), but their perfor-
mance heavily relies on the choice of features. Many IOC
approaches [17]–[19] assume the optimality of demonstration
data; that is, the observed demonstrations are a result of
optimizing the parameterized objective functions. However,
this assumption is subject to observation noise and good
feature selection, and recent work [29] shows that large data
noise is likely to lead to failure of the methods.
The other challenges of existing IOC and IRL techniques
are listed below. First, existing methods require as input the
continuous demonstration data of an entire task; in other
words, a given demonstration needs to be a complete trajectory
over the entire course of execution time. Thus, demonstration
data needs to be carefully collected from an expert, which
can be burdensome especially for high-dimensional systems.
Instead, it is relatively easier to provide only sparse demon-
strations. Although [20] proposes a method to solve IOC
from incomplete trajectory data, it still requires a trajectory
segment to be long enough to satisfy a recovery condition and
thus cannot handle very sparse demonstrations as shown in
Fig. 1. In [30], the authors develop a method for learning from
keyframe demonstrations. This method is a policy learning
technique: it learns a kinematic trajectory model (Gaussian
3mixture models) instead of learning an objective function. The
unseen motion between keyframes is handled by interpolation.
Such a process leads to poor generalization and high sample
complexity (we will show this later in experiments). Another
limitation of existing IOC and IRL methods is that they rarely
account for the time misalignment between the demonstrations
and the feasible actuation capabilities of a robot. This is
critical in practical implementation. For example, consider a
humanoid robot that learns to imitate a human demonstrator.
The robot may be actuated by a weak servo motor which may
not move as fast as human. The demonstrations thus cannot
be directly used for objective function learning. To address
this, [21] learns a time-warping function between a robot and
a demonstrator, but this method is used to align the time
of a demonstrated trajectory for optimal tracking instead of
learning objective functions.
B. Contributions
We propose a new approach to learn objective functions
from sparse demonstrations. The contributions of the method
relative to existing IRL/IOC methods are listed below.
1) The proposed method learns an objective function by
directly minimizing a trajectory loss, which quantifies the
discrepancy between a robot’s reproduced trajectory and
the observed demonstrations. Different from [16] using
derivative-free techniques [27], the proposed approach is
a gradient based optimization method, which can handle
high-dimensional systems.
2) The proposed method accepts a general parameterization
of objective functions (e.g., nonlinear in function param-
eters such as neural networks), which is not necessarily
a linear combination of features. The algorithm finds an
objective function within the given function set such that
the reproduced trajectory has minimum Euclidean dis-
tance to demonstrations, even though the demonstrations
may not be optimal and the exact corresponding objective
function does not exist in the function set.
3) The proposed learning algorithm permits sparse demon-
strations, which consists of a small number of desired
outputs of the robot’s trajectory at sparse time instances.
The algorithm will find an objective function such that the
reproduced trajectory gets closest to the given waypoints
in Euclidean distance. In addition to learning the objective
function, the method jointly learns a time-warping func-
tion to align the duration between the expert’s demon-
stration and the feasible motion of the robot.
4) The theory developed in this paper is the differential Pon-
tryagin’s Maximum Principle. This allows us to obtain the
analytical gradient of the system optimal trajectory with
respect to the objective function parameter, thus enabling
update of objective function using gradient descent.
The organization of this paper is as follows: Section II
formulates the problem. Section III discusses the time-warping
technique and reformulates the problem under a unified time
axis. Section IV proposes the learning algorithm. Experiments
are provided in Sections V and VI. Section VII gives discus-
sion to the method, and finally Section VIII draws conclusions.
II. PROBLEM FORMULATION
Consider a robot with the following continuous dynamics:
x˙(t) = f(x(t),u(t)) with x(0), (1)
where x(t) ∈ Rn is the robot state; u(t) ∈ Rm is the control
input; vector function f : Rn × Rm 7→ Rn is assumed to be
twice-differentiable, and t ∈ [0,∞) is time. Suppose the robot
motion over a time horizon tf > 0 is controlled by optimizing
the following parameterized objective function:
J(p) =
∫ tf
0
c(x(t),u(t),p)dt+ h(x(tf ),p), (2)
where c(x,u,p) and h(x,p) are the running and final costs,
respectively, both of which are assumed twice-differentiable;
and p ∈ Rr is a tunable parameter vector. For a fixed choice
of p, the robot produces a trajectory of states and inputs
ξp = {ξp(t) | 0 ≤ t ≤ tf} with ξp(t) = {xp(t),up(t)}. (3)
which optimizes the objective function (2). Here the subscript
in ξp indicates that the trajectory implicitly depends on p.
The goal of learning from demonstrations is to estimate
the objective function parameter p based on the observed
demonstrations of an expert (usually a human operator). Here,
we suppose that an expert provides demonstrations through a
known output function
y = g(x,u), (4)
where g : Rn×Rm → Ro defines a map from the robot’s state
and input to an output y ∈ Ro. The expert’s demonstrations
include (i) an expected time horizon T , and (ii) a number of
N waypoints, each of which is a desired output for the robot
to reach at an expected time instance, denoted as
D = {y∗(τi) | τi ∈ [0, T ], i = 1, 2, · · · , N}. (5)
Here, y∗(τi) is the ith waypoint demonstrated by the expert,
and τi is the expected time instance at which the expert wants
the robot to reach the waypoint y∗(τi). As the expert can freely
provide the number of N waypoints and choose the positions
of expected time instances τi relative to the expected horizon
T , we refer to D as sparse demonstrations. As will be shown
later in simulations, N here can be small.
Note that both the expected time horizon T and the expected
time instances τi are in the time axis of the expert’s demonstra-
tions. This demonstration time axis may not be identical to the
actual time axis of execution of the robot; in other words, the
given times T and τi may not be achievable by the robot. For
example, when the robot is actuated by a weak servo motor,
its motion inherently cannot meet the time step τi required by
a human demonstrator. To accommodate the misalignment of
duration between the robot and expert’s demonstrations, we
introduce a time warping function
t = w(τ), (6)
which defines a map from the expert’s demonstration time axis
τ to the robot time axis t. We make the following reasonable
assumption: w is strictly increasing for the range of [0, T ] and
continuously differentiable function with w(0) = 0.
4Given the sparse demonstrations D, the problem of interest
is to find an objective function parameter p and a time-warping
function w such that the following trajectory loss is minimized:
min
p,w
∑N
i=1
l
(
y∗(τi), g
(
ξp(w(τi))
))
, (7)
where l(a, b) is a given differentiable scalar function to
quantify a point distance metric between vectors a and b, e.g.,
l(a, b) = ‖a− b‖2. Minimizing the loss in (7) means that we
want the robot to find the ‘best’ objective function within the
parameterized objective function set (2), together with a time-
warping function, such that its reproduced trajectory is as close
to the given sparse demonstrations as possible.
III. PROBLEM REFORMULATION BY TIME-WARPING
In this section, we present the parameterization of the time-
warping function, and then re-formulate the problem of interest
presented in the previous section under a unified time axis.
A. Parametric Time Warping Function
To facilitate learning of an unknown time-warping function,
we parameterize the time-warping function. Suppose that a
differentiable time-warping function w(τ) satisfies w(0) = 0
and is strictly increasing in the range [0, T ]. Then the derivative
v(τ) =
dw(τ)
dτ
> 0 (8)
for all τ ∈ [0, T ]. We use a polynomial time-warping function:
t = wβ(τ) =
s∑
i=1
βiτ
i, (9)
where β = [β1, β2, · · · , βs]′ ∈ Rs is the coefficient vector
of the polynomial. Since wβ(0) = 0, there is no constant
(zero-order) term in (9) (i.e., β0 = 0). Due to the requirement
dwβ/dτ = vβ(τ) > 0 for all τ ∈ [0, T ] in (8), one can always
obtain a feasible (e.g. compact) set for β, denoted as Ωβ, such
that dwβ(τ)dτ > 0 for all τ ∈ [0, T ] if β ∈ Ωβ.
B. Equivalent Formulation under a Unified Time Axis
Substituting the parametric time-warping function wβ in (9)
into both the robot’s dynamics (1) and the control objective
function (2), we obtain the following time-warped dynamics
dx
dτ
=
dwβ
dτ
f
(
x(wβ(τ)),u(wβ(τ))
)
with x(0), (10)
and the time-warped objective function
J(p,β) =
∫ T
0
dwβ
dτ
cp(x(wβ(τ)),u(wβ(τ)))dτ
+ hp(x(wβ(T ))).
(11)
Here, the left side of (10) is due to chain rule: dxdτ = x˙
dt
dτ , and
the time horizon satisfies tf = wβ(T ) (note that T is specified
by the expert). For notation simplicity, we write dwβdτ = vβ(τ),
x(w(τ)) = x(τ), u(w(τ)) = u(τ), and dxdτ = x˙(τ). Then, the
above time-warped dynamics (10) and time-warped objective
function (11) are rewritten as:
x˙(τ) = vβ(τ)f(x(τ),u(τ)) with x(0) (12a)
and
J(p,β) =
∫ T
0
vβ(τ)c(x(τ),u(τ),p)dτ + h(x(T ),p),
(12b)
respectively. We concatenate the unknown objective function
parameter vector p and unknown time-warping function pa-
rameter vector β as
θ = [p,β]′ ∈ Rr+s. (13)
For a choice of θ, the time-warped optimal trajectory resulting
from solving the above time-warped optimal control system
(12) is rewritten as
ξθ = {ξθ(τ) | 0 ≤ τ ≤ T}, (14)
with ξθ(τ) = {xθ(τ),uθ(τ)}. The trajectory distance loss in
(7) to be minimized can now be defined as
L(ξθ,D) =
N∑
i=1
l
(
y∗(τi), g
(
ξθ(τi)
))
. (15)
Minimizing the above loss function in (15) over the unknown
parameter vector θ is a process of simultaneously learning the
control objective function J(p) in (2) and the time-warping
function t = wβ(τ) in (9).
In summary, the problem of interest is reformulated as an
optimization problem of jointly learning the objective function
J(p) in (2) and time-warping function t = wβ(τ) in (9):
min
θ∈Θ
L(ξθ,D)
s.t. ξθ is produced by optimal control system (12).
(16)
Here Θ defines a feasible domain of variable θ, Θ = Rr×Ωβ;
the constraint in optimization (16) says that ξθ is an optimal
trajectory generated by the optimal control system (12) with
the control objective function (12b) and dynamics (12a). In
the next section, we will focus on developing a new learning
algorithm to efficiently solve the above optimization problem.
IV. PROPOSED LEARNING ALGORITHM
A. Algorithm Overview
To solve the optimization (16), we start with an arbitrary
initial guess θ0 ∈ Θ, and apply the gradient descent
θk+1 = ProjΘ
(
θk − ηk dL
dθ
∣∣∣
θk
)
, (17)
where k is the iteration index; ηk is the step size (or learning
rate); ProjΘ is a projection operator to guarantee the feasibil-
ity of θk in each update, e.g., ProjΘ(θ) = arg minz∈Θ‖θ −
z‖; and dLdθ
∣∣
θk
denotes the gradient of the given loss function
(15) directly with respect to θ evaluated at θk. Applying the
chain rule to the gradient term, we have
dL
dθ
∣∣∣
θk
=
N∑
i=1
∂l
∂ξθ(τi)
∣∣∣
ξθk
(τi)
∂ξθ(τi)
∂θ
∣∣∣
θk
, (18)
where ∂l∂ξθ(τi)
∣∣
ξθk
(τi)
is the gradient of the single point dis-
tance loss defined in (15) with respect to the τi-time trajectory
point, ξθ(τi), evaluated at point ξθk(τi), and
∂ξθ(τi)
∂θ
∣∣
θk
is the
5gradient of the τi-time trajectory point, ξθ(τi), with respect to
the parameter vector θ evaluated at value θk. From (17) and
(18), we can note that at each iteration k, the update of the
parameter θk includes the following three steps:
Step 1: With the current parameter estimate θk, generate the
optimal trajectory ξθk in (14) by solving the optimal
control problem in (12);
Step 2: Compute the gradients ∂l∂ξθ(τi)
∣∣
ξθk
(τi)
and ∂ξθ(τi)∂θ
∣∣
θk
;
apply the chain rule (18) to compute dLdθ
∣∣
θk
;
Step 3: Update θk using (17) for the next iteration.
The interpretation of the above procedure is straightforward:
In each update k, first, with the current parameter estimate θk,
the optimal control system (12) produces an optimal trajectory
ξθk , and the corresponding trajectory loss L(ξθk ,D) (that is,
the distance to the given sparse demonstrations) is computed;
second, the current gradient of the trajectory loss with respect
to θ, dLdθ
∣∣
θk
, is solved; finally, this gradient dLdθ
∣∣
θk
is used to
update the current estimate θk for the next iteration k + 1.
In Step 1 of the learning procedure, the optimal trajectory
ξθk for the current parameter estimate θk is solved using
any available optimal control solvers such as Casadi [31].
In Step 2, the gradient quantities ∂L∂ξθ(τi) can be readily
computed by directly differentiating the given trajectory loss
function (15). The main challenge, however, lies in how to
obtain the gradient ∂ξθ∂θ
∣∣
θk
, that is, the gradient of the system
optimal trajectory ξθ with respect to the parameter θ for the
optimal control system (12). In what follows, we will show
how to efficiently compute it by proposing the technique of
differential Pontryagin’s Maximum Principle. In the following,
we suppress the iteration index k for notation simplicity.
B. Differential Pontryagin’s Maximum Principle
Consider the system optimal trajectory ξθ in (14) produced
by the optimal control system (12) under a fixed choice of θ.
The Pontryagin’s Maximum Principle [25] states an optimality
condition that the optimal trajectory ξθ must satisfy. To present
Pontryagin’s Maximum Principle, we define the Hamiltonian:
H(τ)=vβ(τ)cp(x(τ),u(τ))+λ(τ)
′vβ(τ)f(x(τ),u(τ)),
(19)
where λ(τ) ∈ Rn is called the costate or adjoint variable for
0 ≤ τ ≤ T . According to Pontryagin’s Maximum Principle,
there exists a costate trajectory
{λθ(τ) | 0 ≤ τ ≤ T}, (20)
which is associated with the optimal trajectory ξθ in (14), such
that the following conditions hold:
x˙θ(τ) =
∂H
∂λθ
(xθ(τ),uθ(τ),λθ(τ)), (21a)
−λ˙θ(τ) = ∂H
∂x
(xθ(τ),uθ(τ),λθ(τ)), (21b)
0 =
∂H
∂u
(xθ(τ),uθ(τ),λθ(τ)), (21c)
λθ(T ) =
∂hp
∂x
(xθ(T )). (21d)
In fact, given ξθ one can always solve the corresponding
costate trajectory {λθ(τ)} by integrating the ODE equation
(21b) backward in time with the end condition given by (21d).
Recall that our technical challenge in the previous part is
to obtain the gradient ∂ξθ∂θ . Towards this goal, we differentiate
the above Pontryagin’s Maximum Principle equations in (21)
on both sides with respect to the parameter θ, which yields
the following differential Pontryagin’s Maximum Principle
d
dτ
(
∂xθ
∂θ
) = F (τ)
∂xθ
∂θ
+G(τ)
∂uθ
∂θ
+E(τ), (22a)
− d
dτ
(
∂λθ
∂θ
) = Hxx(τ)
∂xθ
∂θ
+Hxu(τ)
∂uθ
∂θ
+F (τ)′
∂λθ
∂θ
+Hxe(τ),
(22b)
0 = Hux(τ)
∂xθ
∂θ
+Huu(τ)
∂uθ
∂θ
+G(τ)′
∂λθ
∂θ
+Hue(τ),
(22c)
∂λθ
∂θ
(T ) = Hxx(T )
∂xθ
∂θ
+Hxe(T ). (22d)
Here the coefficient matrices in (22) are defined as
F (τ)=
∂2H
∂λθ∂xθ
, G(τ)=
∂2H
∂λθ∂uθ
, E(τ)=
∂2H
∂λθ∂θ
, (23a)
Hxx(τ)=
∂2H
(∂xθ)2
, Hxu(τ)=
∂2H
∂xθ∂uθ
, Hxe(τ)=
∂2H
∂xθ∂θ
, (23b)
Hux(τ)=H ′xu(τ), Huu(τ)=
∂2H
(∂uθ)2
, Hue(τ)=
∂2H
∂uθ∂θ
, (23c)
Hxx(T )=
∂2hp
∂xθ∂xθ
, Hxe(T )=
∂2hp
∂xθ∂θ
. (23d)
Once we obtain the optimal trajectory {ξθ} and the associated
costate trajectory {λθ(τ)} in (20), all the above coefficient
matrices in (23) are known and their computation is straight-
forward. Using these matrices (23) and (22), the lemma below
presents an iterative method to solve the gradient ∂ξθ(τ)∂θ .
Lemma 1. If Huu(τ) in (23c) is invertible for all 0 ≤ τ ≤ T ,
define the following differential equations for matrix variables
P (τ) ∈ Rn×n and W (τ) ∈ Rn×(r+s):
−P˙ = Q(τ) +A(τ)′P + PA(τ)− PR(τ)P, (24a)
W˙ = PR(τ)W −A(τ)′W − PM(τ)−N(τ), (24b)
with P (T ) = Hxx(T ) and W (T ) = HxeT . Here, I is identity,
A(τ) = F −G(Huu)−1Hux, (25a)
R(τ) = G(Huu)
−1G′, (25b)
M(τ) = E −G(Huu)−1Hue, (25c)
Q(τ) = Hxx −Hxu(Huu)−1Hux, (25d)
N(τ) = Hxe −Hxu(Huu)−1Hue, (25e)
are all known given (23). Then, the gradient of the optimal
trajectory at any time instance 0 ≤ τ ≤ T , denoted as
∂ξθ(τ)
∂θ
=
(
∂xθ
∂θ
(τ),
∂uθ
∂θ
(τ)
)
(26)
is obtained by integrating the following equations up to τ :
6d
dτ
(
∂uθ
∂θ
)
= −(Huu(τ))-1
(
Hux(τ) +G(τ)
′W (τ) +Hue(τ)
+G(τ)′P (τ)
∂xθ
∂θ
(τ)
)
, (27a)
d
dτ
(
∂xθ
∂θ
)
= F (τ)
∂xθ
∂θ
(τ) +G(τ)
∂uθ
∂θ
(τ) + E(τ), (27b)
with ∂xθ∂θ (0) = 0 (because x(0) is given), where the matrices{P (τ)} and {W (τ)} are the solutions to the differential
equations in (24a) and (24b), respectively.
The proof of Lemma 1 is given in the Appendix. Lemma 1
states that for the optimal control system (12), the gradient of
its optimal trajectory ξθ (the trajectory satisfying Pontryagin’s
Maximum Principle) with respect to parameter θ can be
obtained in two steps: first, integrate (24) backward in time
to obtain matrices {P (τ)} and {W (τ)} for 0 ≤ τ ≤ T ; and
second, obtain∂ξθ∂θ (τ) by integrating (27). With the differential
Pontryagin’s maximum principle, Lemma 1 states an efficient
way to obtain the gradient of the optimal trajectory with
respect the unknown parameters in an optimal control system.
By Lemma 1, one can obtain the derivative of any trajectory
point ξθ(τ), for any 0 ≤ τ ≤ T , along the optimal trajectory
ξθ, with respect to the parameter θ,
∂ξθ
∂θ (τ).
Based on Lemma 1, we summarize the overall algorithm to
solve the optimization problem (16) in Algorithm 1.
Algorithm 1: Learning from Sparse Demonstrations
Input: Sparse demonstrations D in (5) and learning rate {ηk}.
Initialization: initial parameter guess θ0,
for k = 0, 1, 2, · · · do
Obtain the optimal trajectory ξθk by solving the optimal
control problem in (12) with currnet parameter θk;
Obtain the costate trajectory {λθk (τ)} using by integrating
(21b) given (21d);
Compute ∂ξθ(τi)
∂θ
∣∣
θk
using Lemma 1 for i = 1, 2, · · ·N ;
Comopute ∂l
∂ξθ(τi)
∣∣
ξθk
(τi)
from (15);
Compute dL
dθ
|θk using the chain rule (18);
Update θk+1 ← ProjΘ
(
θk − ηk dLdθ
∣∣
θk
)
;
end
V. NUMERICAL EXAMPLES
We demonstrate the proposed approach using two systems:
(i) an inverted pendulum, and (ii) 6-DoF UAV maneuvering
control. We compare the proposed method with related work.
A. Inverted Pendulum
The dynamics of the pendulum is
α¨ =
−g
l
sinα− d
ml2
α˙+
u
ml2
(28)
with α being the angle between the pendulum and direction
of gravity, u is the torque applied to the pivot, l = 1m, m =
1kg, and d = 0.1 are the length, mass, and damping ratio of
the pendulum, respectively. We define the state and control
variables of the pendulum system as x = [α, α˙]′ and u =
u, respectively, and set the initial state x(0) = [0, 0]′. For
the inverted pendulum control, we set the parameterized cost
function in (2) as
c(x,u,p) = p1(α− pi)2 + p2α˙2 + 0.1u2,
h(x,p) = p1(α− pi)2 + p2α˙2,
(29)
with the parameter vector p = [p1, p2]′ to be determined. For
the parametric time-warping function (9), we simply use a
linear function:
t = wβ(τ) = βτ, (30)
with β ∈ Ωβ = {β : β > 0} (we will discuss the use of more
complex time-warping functions later). The overall parameter
vector to be determined is θ = [p′, β]′ ∈ R3.
The output function (4) is set as α = y = g(x,u), which
means that the expert only provides the position information,
not including the velocity information. For the trajectory loss
function in (15), we use the l2 norm to quantify the distance
measure:
L(ξθ,D) =
N∑
i=1
‖y∗(τi)− g
(
ξθ(τi)
)‖2. (31)
1) Known Ground Truth: First, we generate sparse demon-
strations D to test the proposed method when the true ob-
jective function and time-warping function are both known.
Specifically, we set the true parameter θ∗ = [1, 1, 2]′, based
on which we generate the trajectory by solving the optimal
control problem (12). Then, we pick some points as the sparse
demonstrations D, listed in Table I. We want to see if the
proposed method can correctly learn θ∗ from these sparse
points. Given the sparse waypoints in Table I, we apply
Algorithm 1 to learn the parameter θ by solving (16). In
Algorithm 1, we set the learning rate η = 10−2, and initialize
the parameter θ randomly.
TABLE I: Sparse demonstrations D for inverted pendulum.
Demonstration time instance τi waypoints y∗(τi)
τ1 = 0.1s α∗(τ1) = 0.371
τ2 = 0.3s α∗(τ2) = 1.372
τ3 = 0.6s α∗(τ3) = 2.286
τ4 = 0.7s α∗(τ4) = 2.475
τ5 = 1.0s α∗(τ5) = 2.785
Time horizon T = 1s
We plot the loss value L(ξθ,D) in (31) versus the number
of iterations in Fig. 2. The result shows that as the iteration
number increases, the loss diminishes fast and finally con-
verges to zero. This indicates that the trajectory gradually
gets close to the sparse demonstrations and finally passes
through them. This convergence is also illustrated by the
right panel of Fig. 2, where we plot the pendulum’s (time-
warped) trajectory in each iteration, where the color going
from light to dark gray corresponds to increasing iteration
number, and the red dots indicate the sparse demonstrations.
As shown by the results, the initial trajectory (lightest gray)
is far away from the sparse demonstrations, and as θ updates,
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Fig. 2: Learning from sparse demonstrations for inverted pen-
dulum using data in Table I. Left: the loss value (31) versus the
number of iterations. Right: the convergence of the pendulum’s
(time-warped) trajectory as iteration increases, where the color
from light to dark gray corresponds to increasing iteration
number, and the red dots are waypoints in Table I.
the trajectory (with increasingly dark colors) approaches and
finally passes through the waypoints (i.e., the converged loss
is zero). To illustrate whether the parameters converge to the
ground truth θ∗ = [1, 1, 2]′, we define the following parameter
error: eθ = ‖θ−θ∗‖2, and plot the parameter error versus the
number of iterations in Fig. 3, from which we note that as the
number of iterations increases, eθ converges to zero, indicating
that the true parameter θ∗ of the objective and time-warping
functions is successfully learned.
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Fig. 3: Parameter error ‖θk − θ∗‖2 versus iteration number.
2) Non-realizable Case: In this case, we use random sparse
demonstrations, where the waypoints here are sampled from a
uniform distribution with the centers being the ones in Table I.
The randomness of the given sparse demonstrations means that
an exact objective function (whose optimal trajectory exactly
passes through the sparse demonstrations) may not exist within
the given parameterized function set in (29) because of limited
expressive power. The random sparse demonstrations are listed
in Table II, and the other settings are the same as the previous
case. The learning results are shown in Fig. 4. The results show
that as the number of iterations increases, the loss value (31)
is decreasing and converging to a value of 0.391 but not zero.
This is because the waypoints are randomly given, thus there
does not exist θ∗ such that the corresponding system trajectory
exactly passes through these given waypoints. It shows that the
proposed method can always find the ‘best’ objective function
and the ‘best’ time-warping function within the parametric
function sets, which finally leads the reproduced trajectory to
be closest to the waypoints in a sense of having the minimal
distance loss (7), as shown in the right panel of Fig. 4.
TABLE II: Sparse demonstrations D for pendulum system.
Demonstration time instance τi waypoints y∗(τi)
τ1 = 0.1s α∗(τ1) = 0.5
τ2 = 0.3s α∗(τ2) = 1.8
τ3 = 0.6s α∗(τ3) = 2.0
τ4 = 0.7s α∗(τ4) = 2.9
τ5 = 0.9s α∗(τ5) = 3.1
Time horizon T = 1s
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Fig. 4: Learning from sparse demonstrations for inverted
pendulum from data in Table II. Left: the loss value (31)
versus the number of iterations. Right: the convergence of
the pendulum’s (time-warped) trajectory as the number of
iterations increases, where the color from light to gray dark
corresponds to increasing iteration number, and the red dots
are waypoints in Table II.
3) Different Parametric Time-Warping Functions: In this
case, we test the performance of the method using different
parametric time-warping functions. The sparse demonstrations
D are in Table III, where the demonstration time labels τk are
infeasible for the pendulum actuation. The other experimental
settings are the same as the previous cases, except that we
use the parametric polynomial time-warping function (9) with
different degrees s. We summarize in Table IV the learned
time-warping function and the obtained minimal loss value of
(31), i.e., minL(ξθ,D).
TABLE III: Sparse demonstrations D for pendulum system.
Demonstration time instance τi waypoints y∗(τi)
τ1 = 0.02s α∗(τ1) = 0.5
τ2 = 0.06s α∗(τ2) = 1.8
τ3 = 0.12s α∗(τ3) = 2.0
τ4 = 0.14s α∗(τ4) = 2.9
τ5 = 0.18s α∗(τ5) = 3.1
Time horizon T = 0.2s
TABLE IV: Different polynomial time-warping functions
Learned time-warping function t = w(τ) minL(ξθ ,D)
t=4.656τ 0.423
t=4.826τ + 0.167τ2 0.413
t=5.094τ+0.171τ2 + 0.016τ3 0.400
t=5.200τ+0.177τ2+0.018τ3+0.004τ4 0.395
As shown in Table IV, more complex time-warping func-
tions lead to a lower minimal loss value of L(ξθ,D). This is
understandable because using a higher-degree polynomial will
introduce additional degrees of freedom, which contribute to
8further decreasing the loss L(ξθ,D) in terms of generating a
‘more-deformed’ time axis. Also from a system perspective,
if we look at the entire parameterized optimal control system
(12), use of a higher-degree polynomial time-warping function
will make the parameterized system more expressive, achiev-
ing a lower loss on the same training data.
From Table IV, we further observe that the first-order terms
in all learned time-warping polynomials are approximately the
same, and the higher-order terms are relatively small compared
to the first-order term and they do not significantly contribute
to lowering the final training loss. This indicates that the first-
order term dominates the time scale difference between the
demonstration and robot’s execution, because T here is small
and the higher-order terms thus are not significant compared to
the first-order term. In the following experiments, we therefore
only use the first-order polynomial time-warping functions.
4) Neural Objective Functions: Instead of using parame-
terization (29), we here represent the objective function using
a neural network and aim to learn a neural objective function.
We test this still using the inverted pendulum system. Specif-
ically, the parameterized objective function is represented as
c(x,u,p) = V (x,p) + 0.0001‖u‖2,
h(x,p) = V (x,p),
(32)
where V (x,p) is a 2-2-1 fully-connected neural network with
tanh activation functions [32] (i.e., 2-neuron input layer, 2-
neuron hidden layer, and 1-neuron output layer), and p ∈ R9 is
the parameter vector of the neural network, that is, the weight
matrices and bias vectors. The time-warping polynomial is
first-order as in (30) and the loss function is (31). We use
the sparse demonstration data in Table III, and the learning
rate is set as η = 10−2. We plot the learning results in Fig.
5, which shows that the proposed approach can successfully
learn a neural objective function from sparse demonstrations,
such that the pendulum’s reproduced trajectory is close to the
given waypoint in Euclidean distance.
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Fig. 5: Learning from sparse waypoints with the objective
function represented by a neural network. Left: the loss value
(31) versus the number of iterations, and the loss finally
converges to 0.346. Right: the learned time-warped trajectory,
where the red dots are waypoints in Table III.
In the left panel of Fig. 5, the converged loss is 0.346, which
is lower than the loss of 0.423 in Table IV for the weighted
distance parameterization (29). This difference can be also
seen by comparing the right panel of Fig. 5 with the one in Fig.
4. The lower loss here is because neural network representation
is more expressive than weighted distance parameterization.
The results in Fig. 5 demonstrate the capability of the proposed
method to learn complex parametric objective functions, and
it shows the utility of the method when the knowledge-based
parametric objective function is not readily available.
However, despite the convenience of using universal neural
network objective functions, how to choose appropriate struc-
ture and hyper-parameters for a neural network (such as the
number of layers/neurons and the type of activation functions)
still needs to be specified. Our empirical experience also finds
the other drawbacks of neural objective functions, including a
lack of physical interpretability for the learned results, more
iterations needed to reach convergence as empirically shown in
left panel of Fig. 5, and a tendency of getting trapped in locally
optimal solutions. In Section VII, we will provide a further
analysis for the choice of parametric objective functions.
B. Comparison with other Methods
1) Comparison with Learning From KeyFrames [30]: We
first compare the proposed method with the method of learning
from keyframe demonstrations developed in [30]. As discussed
in the related work, this is a policy-learning based method: a
Gaussian mixture model (GMM) is first learned from keyframe
demonstrations, based on which a trajectory is then reproduced
using Gaussian mixture regression (GMR). In this comparison
experiment, we use the inverted pendulum system with the
same setting as in Section V-A1. Here, we provide 20 way-
points (with the time instances evenly populated over [0, 1];
we find that a smaller number of waypoints leads to failure
of the GMM method). During trajectory reproduction, we set
a new time duration T = 2 (note that the training data uses
T = 1) to test the generalization performance of each method.
Comparison results are plotted in Fig. 6, where we also plot
the ground-truth for reference.
0.0 0.5 1.0 1.5 2.0
0
1
2
3
Produced trajectories in new settings
Method [30]
Proposed method
Ground truth
Sparse demo
GMM clusters
Fig. 6: Reproduced trajectories with a new time duration T =
2 (note that the demonstration data is with the duration T = 1).
From Fig. 6, we observe that under unseen information (here
with a longer time horizon), our method produces a trajectory
much closer to the ground truth than [30]. This indicates better
generalization of the proposed method to unseen settings (or
long horizon tasks). In fact, better generalization is generally
one of the advantages of objective function learning over
policy learning, as discussed in [13].
2) Comparison with Numerical Gradient Descent: Here,
we compare the proposed method with direct gradient descent,
where the gradient is estimated numerically. Specifically, in
9each update we use the numerical differentiation to approxi-
mate the gradient dLdθ . The experiment uses the pendulum sys-
tem with the same settings as Section V-A. Here we have tried
two cases: the first case uses the sparse demonstration data in
Table I, and the second case uses the sparse demonstration
data in Table II. The comparison results are shown in Fig. 7.
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Fig. 7: Comparison between the proposed method and numer-
ical gradient descent. Left: using the sparse demonstrations
in Table I; and right: using the sparse data in Table II. Both
methods use the same learning rate η = 10−2.
From Fig. 7, we can observe that the proposed method has
an obvious advantage in terms of lower training loss and faster
convergence speed. The numerical gradient descent is effective
for this case but has a lower accuracy due to the error induced
during gradient approximation. Because of this approximation
error, the loss does not descend along the ‘steepest’ direction,
thus leading to a slower convergence. Here, the optimization
variable θ ∈ R3 is low-dimensional, the numerical gradient is
thus relatively easier to compute, and the numerical gradient
descent works. For high dimensional tasks, as we will show
below, we found that the numerical gradient descent is prone
to fail due to inaccuracy of gradient estimation.
C. Experiment on 6 DoF Maneuvering UAVs
We here show the effectiveness of the proposed method on
a more complex 6-DoF UAV maneuvering control system. The
equation of motion of a quadrotor UAV flying in SE(3) (full
position and attitude) space is given by
r˙I = v˙I , (33a)
mv˙I = mgI + f I , (33b)
q˙B/I =
1
2
Ω(ωB)qB/I , (33c)
JBω˙B = τB − ωB × JBωB . (33d)
Here, subscripts B and I denote a quantity expressed in the
UAV body frame and world reference frame, respectively; m
is the mass of the UAV; rI ∈ R3 and vI ∈ R3 are the position
and velocity of the UAV; JB ∈ R3×3 is the moment of inertia
of the UAV expressed in its body frame; ωB ∈ R3 is the
angular velocity of the UAV; qB/I ∈ R4 is the unit quaternion
[33] describing the attitude of the UAV with respect to the
world frame; (33c) is the time derivative of quaternion with
Ω(ωB) being the matrix notation of ωB used for quaternion
multiplication [33]; τB ∈ R3 is the torque vector applied to
the UAV; and f I ∈ R3 is the total force vector applied to
the UAV’s center of mass. The total force magnitude ‖f I‖ =
f ∈ R (along the z-axis of UAV’s body frame) and torque
τB = [τx, τy, τz] are generated by thrust [T1, T2, T3, T4] of
the four rotating propellers, which can be written as fτxτy
τz
 =
 1 1 1 10 −lw/2 0 lw/2−lw/2 0 lw/2 0
c −c c −c

T1T2T3
T4
 , (34)
with lw denoting the UAV’s wing length and c a fixed constant.
In our experiment, the gravity constant is set as 10m/s2 and
all the other constant parameters are units. We define the state
variable
x =
[
rI vI qB/I ωB
] ∈ R13. (35)
and define the control variable
u =
[
T1 T2 T3 T4
]′ ∈ R4. (36)
To achieve SE(3) maneuvering control, we need to carefully
design the attitude error. As in [34], we define the attitude error
between the UAV’s current attitude q and goal attitude qg as
e(q, qg) =
1
2
trace(I −R′(qg)R(q)), (37)
where R(q) ∈ R3×3 is the direction cosine matrix correspond-
ing to the quaternion q (see [33] for more details).
The parameterized cost function in (2) is set as
c(x,u,p) =‖p′r(rI − rgI)‖2 + ‖p′v(vI − vgI)‖2+
pqe(qB/I , q
g
B/I)+‖p′ω(ωB − ωgB)‖2+0.1‖u‖2,
(38a)
h(x,p) =‖p′r(rI − rgI)‖2 + ‖p′v(vI − vgI)‖2+
pq · e(qB/I , qgB/I)+‖p′ω(ωB − ωgB)‖2. (38b)
Here, rgI = 0, v
g
I = 0, q
g
B/I = [1, 0, 0, 0]
′, and wgB = 0 are
the goal position, velocity, orientation, and angular velocity,
respectively; the objective function parameter vector here is
p = [pr, pv, pq, pω]
′ ∈ R10. (39)
For the parametric time-warping function, we use the first-
degree polynomial as in (30). The total parameter vector to be
determined is
θ = [p, β]′ ∈ R11. (40)
We set the output function in (4) as
y = [rI , qB/I ] = g(x,u), (41)
which means that the expert can only provide the position and
attitude demonstrations for UAV maneuvering (not including
velocity information).
The sparse demonstrations are in Table V. The loss function
L(ξθ,D) is defined using Euclidean distance as in (31). In
Algorithm 1, we set the learning rate n = 10−2. We plot the
learning results in Fig. 8. The results show that, as the pa-
rameter θ is updated at each iteration, the loss value L(ξθ,D)
diminishes to zero quickly, meaning that the UAV’s reproduced
trajectory gets closest to the sparse demonstrations in Table V.
The right panel of Fig. 8 shows the final reproduced trajectory,
which exactly passes through the given sparse demonstrations.
This indicates the capability of the method in handling more
complex systems.
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TABLE V: Sparse demonstrations D for UAV maneuvering.
time instance τi waypoints y∗(τi)
τ1 = 0.13s
r∗I (τ1) = [-8.20, -2.47, 8.42]
q∗
B/I
(τ1) = [0.97, -0.16, -0.12, 0.04]
τ2 = 0.40s
r∗I (τ2) = [-7.35, -4.90, 5.10]
q∗
B/I
(τ2) = [0.91, -0.38, 0.14, -0.12]
τ3 = 0.80s
r∗(τ3) = [-3.85, -2.85, 2.35]
q∗
B/I
(τ3) = [0.99, 0.05, -0.09, -0.10]
τ4 = 1.33s
r∗I (τ4) = [-1.09-0.71, 0.82]
q∗
B/I
(τ4) = [0.99, 0.07, -0.07, -0.09]
τ5 = 1.73s
r∗I (τ5) = [-0.48, -0.32, 0.37]
q∗
B/I
(τ5) = [0.99, 0.02, -0.03, -0.08]
Time horizon T = 2s
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Fig. 8: Learning from sparse demonstrations for 6-DoF UAV
maneuvering. Left: the loss function value L(ξθ,D) versus the
number of iterations. Right: the UAV trajectory before learning
(red) and the UAV trajectory after learning (blue), and green
objects are the sparse demonstrations in Table V.
VI. APPLICATION: LEARNING FOR OBSTACLE AVOIDANCE
In this section, we apply the proposed method to learning
robot motion control in an environment with obstacles. Here,
a human provides few waypoints in the vicinity of obstacles
in an environment, and the robot learns a control objective
function from those waypoints such that its resulting motion
can get around the obstacles. We experiment on two systems:
a 6-DoF maneuvering UAV and a two-link robot arm.
A. 6 DoF Maneuvering UAV
The dynamics of a 6-DoF UAV is given in (33). For the
parameterized control objective function (2), instead of using
the weighted distance to the goal state, we here use a general
second-order polynomial parameterization as follows:
c(x,u,p) = p1r
2
x + p2rx + p3r
2
y + p4ry+
p4r
2
z + p5rz + 0.1‖u‖2, (42a)
h(x) = ‖rI − rgI‖2 + 10‖vI‖2+
100e(qB/I , q
g
B/I) + 10‖wB‖2, (42b)
where rI = [rx, ry, rz]′ is the position of the UAV expressed
in the world coordinate frame, and we have fixed the final cost
h(x) (i.e., no tunable parameters) since we always want the
UAV to finally land on a target position given by rgI . Here the
tunable objective function parameter is p = [p1, p2, p3, p4, p5]′
in the running cost c(x,u,p) as it determines how the UAV
reaches the target (i.e., the specific path of the UAV).
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Fig. 9: UAV maneuvers in an environment with obstacles. The
UAV’s aim is to go through the two gates (from left to right)
and finally land on the target position in the upper right corner.
The plotted trajectory is a simulation with a random initial
control objective function, which fails to achieve the goal (the
UAV may crash into the first gate, as seen from the top view).
As shown in Fig. 9, we aim for the UAV to fly from the
left position rI(0) = [−8,−8, 5]′, go through two gates (as
depicted in Fig. 10), and finally land on the target position
on the right rgI = [8, 8, 0]
′. In Fig. 9, we draw the trajectory
of the UAV for a random initial objective function parameter
p. It can be seen that here the UAV, although finally landing
on the target position, does not meet the requirement of going
through the two gates. We also note that the UAV may crash
into the first gate (as seen from the top view). In the following,
we will train the UAV by providing few sparse waypoints.
TABLE VI: Sparse waypoints D for UAV maneuvering.
Demonstration time instance τi waypoints y∗(τi)
τ1 = 0.07s rI(τ1) = [−4,−6, 4]
τ2 = 0.2s rI(τ2) = [1,−5, 3]
τ3 = 0.4s rI(τ3) = [1,−1, 4]
τ4 = 0.47s rI(τ4) = [−1, 1, 4]
τ5 = 0.67s rI(τ5) = [2, 3, 4]
Time horizon T = 1s
We provide the waypoints listed in Table VI. Note that we
here only provide the position information for the UAV (The
output function in (4) is now is rI = y = g(x,u)). Also note
that we do not know whether these waypoints correspond to
an exact objective function within the parameterized function
set; we also do not know if the given time label for each
waypoint and time horizon are achievable, i.e. if there exist an
exact objective function and time-warping function such that
the resulting trajectory exactly passes through the waypoints
exactly at the given time instances.
We divide the experiment into four cases, and for each case
we use a different number of waypoints from Table VI to
learn an objective function and a time-warping function. The
parametric time-warping function is first-order polynomial as
in (30), and the loss function L(ξθ,D) is set as (31). The
learning rate is set as η = 10−2.
We plot the results in Fig. 10, where the UAV’s trajectory
reproduced by the learned objective function in different cases
is shown. Specifically, in Fig. 10a, we only use one waypoint
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(a) Learning from only position waypoint r(τ1)
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(b) Learning from two position waypoints r(τ1) and r(τ2)
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(c) Learning from two position waypoints r(τ2) and r(τ3)
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(d) Learning from five position waypoints from r(τ1) to r(τ5)
Fig. 10: 6-DoF UAV learns to maneuver control in an environment with obstacles: the UAV aims to start from the left position
(−8,−8, 5), then go though two gates, and finally land on a target position (8, 8, 0) on the right. In different sub-figures, we
use different number of waypoints from Table VI. The waypoints are labeled as red triangles. The motion trajectory reproduced
by the learned objective function is shown in blue curve. Please find the video demo at https://wanxinjin.github.io/posts/lfsd.
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Fig. 11: The loss versus number of iterations. The top-left
panel is for experiment case (a) in Fig. 10, the top-right is for
(b), the bottom-left is for (c), the bottom-right is for (d).
r∗I(τ1) in Table VI to learn the objective function (and time-
warping function). The results in Fig. 10a illustrate that the
learned objective function enables the UAV to reproduce a
trajectory passing through the given waypoint and landing on
the target position, but clearly the learned objective function
fails to meet the requirement of going through the two gates. In
Fig. 10b, we learn the objective function using two waypoints
r∗I(τ1) and r
∗
I(τ2) in Table VI, where r
∗
I(τ2) is placed because
we want to guide the UAV to go through the first (left) gate.
The results in Fig. 10b show that the UAV successfully learns
an objective function to go through the first gate, and then
land on the target position, but it fails to go through the other
gate. In Fig. 10c, we only place two waypoints r∗I(τ2) and
r∗I(τ3) between the two gates, where the waypoint r
∗
I(τ2)
accounts for the UAV to go through the first gate while the
other waypoint r∗I(τ3) is used to account for the navigation
between two gates. The corresponding results show that the
learned objective function successfully enables the UAV to go
through the first gate, pass through the second waypoint, and
finally land on the target position. However, as shown in top
view in Fig. 10c, the UAV may crash into the frame of the
second gate. Compared to Fig. 10c, in Fig. 10d we provide two
additional waypoints r∗I(τ4) and r
∗
I(τ5) in order to correctly
guide the UAV to go through the second gate, and also one
additional waypoint r∗I(τ1) to the first gate. The results in Fig.
10d show that with these five waypoints, the UAV learns an
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Fig. 12: The upper panels (a)-(d): reaching motion of a two-link robot arm using an arbitrary initial objective function without
accounting for the obstacles. Here the obstacle is labeled by an orange object and the reaching target by a red star. From the left
to right, we plot the configuration of the robot arm at different time instances during its motion with a random initial control
objective function. The second-row panels (e)-(h): reaching motion of the robot arm using the objective function learned from the
given waypoint in Table VII. Here the waypoint q∗(τ1) is shown in (e) by gray color. From left to right, we plot the configuration
of the arm at different time instances during its motion. Please also find the video demo at https://wanxinjin.github.io/posts/lfsd.
objective function that successfully leads it to go through the
two gates and finally land on the target position. In Fig. 11,
we also plot the loss versus the number of iterations for each
of the experiment cases.
The above experimental results demonstrate the effective-
ness of the proposed method to learn objective functions from
sparse demonstrations. It illustrates that the proposed method
significantly simplifies the process of robot programming for
motion planning/control tasks in environments with obstacles.
B. Two-link Robot Arm
In this part, we apply the proposed method to control a two-
link robot arm in an environment with obstacles. The dynamics
of the robot arm system (moving horizontally) is M(q)q¨ +
C(q, q¨)q¨ = τ , where M(q) is the inertia matrix, C(q, q¨) is
the Coriolis matrix; q = [q1, q2]′ is the vector of joint angles,
and τ = [τ1, τ2]′ is the toque vector applied to each joint. The
state and control variables for the robot arm control system are
x = [q, q˙]′ and u = τ , respectively. Here all the parameters
in the dynamics are set as units. We consider the cost function
in (2) specifically as
c(x,u,p) = p1q
2
1 + p2q1 + p3q
2
2 + p4q2 + 0.5‖u‖2, (43a)
h(x) = 10‖q − qg‖2 + 100‖q˙‖2, (43b)
where the running cost c(x,u,p) is of a polynomial type with
the tunable parameter p = [p1, p2, p3, p4]′, and we also fix the
final cost h(x) because we aim the arm to finally reach the
goal configuration given by qg. Here qg = [
pi
2 , 0]
′.
As shown in Fig. 12a, the robot arm is initially in state
x(0) = [−pi/2, 0, 0, 0, 0]′ and we want the robot arm to reach
and stop at the goal configuration qg while avoiding collision
with an obstacle depicted by an orange block on its right side.
Initially, we set the robot arm with an arbitrary initial running
cost cp(x,u) and the resulting robot motion at different time
instances is shown in Fig. 12a to 12d, respectively. Obviously,
the robot arm has crashed into the obstacle during its motion
(as seen from Fig. 12c).
TABLE VII: Sparse waypoints D for robot arm reaching.
Demonstration time instance τi waypoints y∗(τi)
τ1 = 0.3s q∗(τ1) = [−pi4 , 2pi3 ]
Time horizon T = 1s
Next, we give only one waypoint to the robot arm, which
is in Table VII (The output function (4) is q = y = g(x,u)).
Here the waypoint is away from the obstacle, as shown in gray
in the second row of Fig. 12, since if the robot arm successfully
follows the waypoint it could avoid crashing into the obstacle.
Note that we do not know whether the given waypoint and
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the associated time are realizable or not (i.e. if there exist an
exact objective function and time-warping function such that
the resulting trajectory exactly pass through the waypoints at
the given time instance). We apply the proposed method to
learn both an objective function and time-warping function
within the parameterized function set (43). The parametric
time-warping function is the first-order polynomial given in
(30), and the loss function L(ξθ,D) is set as (31). The learning
rate is set as η = 10−2.
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Fig. 13: Loss versus iteration for robot arm learning.
The learning results are in the second-row panels in Fig.
12, where we also show the demonstrated waypoint q∗(τ1) in
Fig. 12e with gray color. The results show that with the learned
objective function (and the learned time-warping function), the
robot arm can successfully avoid the obstacle in its reaching
motion. This demonstrates the effectiveness of the proposed
method: even with only a single demonstration waypoint, the
robot can successfully learn a valid control objective function
for its motion to avoid obstacles. In Fig. 13, we also plot the
loss value L(ξθ,D) versus the number of iterations.
VII. DISCUSSION
In this section, we provide further discussion about the pro-
posed learning method in terms of sparse demonstration data,
objective function parameterization, and learning convergence.
A. Why do sparse demonstrations suffice?
As shown in both Sections V and VI, the proposed approach
enables to learn a control objective function from only a few
sparse demonstrations. We below provide one explanation of
why use of sparse data can successfully recover an objective
function.
Consider the problem in (16). For the optimal trajectory ξθ
produced by the time-warped optimal control system in (12),
since we are only interested in the trajectory points ξθ(τi) at
the specified time instances τi (1 ≤ i ≤ N ), we discretize the
time horizon of the optimal control system at these given time
instances, and obtain the following discretized system [35]:
dynamics: xi+1 = f¯(xi, u¯i,θ), x0 = x(0), (44a)
objective: J(θ) =
N−1∑
i=0
c¯(xi, u¯i,θ) + h¯(xN , u¯N ,θ), (44b)
where we denote xi = x(τi), and discrete-time f¯ satisfies
xi+1 = f¯(xi, u¯i,θ) = xi +
∫ τi+1
τi
vβ(τ)f(x(τ),u(τ))dτ,
and the discrete-version of objective function satisfies
c¯(xi, u¯i,θ) =
∫ τi+1
τi
vβ(τ)cp(x(τ),u(τ))dτ,
h¯(xN , u¯N ,θ) =
∫ T
τN
vβ(τ)cp(x(τ),u(τ))dτ + hp(x(T )).
Here the discrete input u¯i ∈ Rd in f¯ may not necessarily has
the same dimension as the control u(τ) ∈ Rn of the original
system f , e.g., u¯i contains all possible controls over the
time range [τi, τi+1], as [35]. The resulting optimal sequence
{x0:N , u¯0:N} of the discrete-time optimal control system (44)
satisfies the KKT conditions:
xi+1 = f¯(xi, u¯i,θ), i = 0, · · ·N − 1, (45a)
λi =
∂c¯
∂xi
+
∂f¯ ′
∂xi
λi+1, i = 1, · · ·N − 1, (45b)
0 =
∂c¯
∂u¯i
+
∂f¯ ′
∂u¯i
λi+1, i = 0, · · ·N − 1, (45c)
λN =
∂h¯
∂xN
,
∂h¯
∂u¯N
= 0 i = N. (45d)
The output of the discrete-time system (44) can be overloaded
by y(τi) = g(xi, u¯i). To simplify analysis, we further assume
that the sparse demonstrations D in (5) correspond to an exact
objective function (and time-warping function) with parameter
θ, i.e., minL(ξθ,D) = 0. Then,
y∗(τi) = g(xi, u¯i). (46)
Given the sparse demonstrations D in (5), we can consider
the recovery of an objective function to be a problem of solv-
ing a set of non-linear equations in (45) and (46), where the
unknowns are {x1:N , u¯0:N ,λ1:N ,θ} ∈ R2Nn+(N+1)d+(r+s),
and the total number of constraints are 2Nn+(N+1)d+No.
Here (r+s) is the dimension of θ and o is the dimension of y.
Thus, a necessary condition to compute {x1:N , u¯0:N ,λ1:N ,θ}
uniquely requires the number of constraint equations to be no
less than the number of unknowns, which leads to
N ≥ r + s
o
. (47)
This has been empirically shown by experiments in Section
V-A1, where the number of sparse demonstrations satisfy the
above condition. On the other hand, if (47) is not fulfilled or
the given sparse data D is of lower excitation (conceptually
think of the persistent excitation in system identification), the
unknowns then cannot be uniquely determined, which means
that there might exist multiple θ such that the trajectory passes
through the sparse demonstrations. This has been shown in
experiment in Sections VI-B or VI-A, where we only provide
one waypoint.
Note that the above discussion uses a perspective different
from the technical development of this paper to explain
why sparse demonstrations can recover an objective function.
This explanation however is limited as it fails to explain
the case where sparse demonstrations are not realizable, i.e.,
minL(ξθ,D) > 0, such as sub-optimal data, as demonstrated
in Section VI-A and V-A3. We leave this as a direction for
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future work, where we could formulate the problem in stochas-
tic settings and explain data sparsity from the perspective of
probability or information theory.
B. Choice of Parametric Objective Functions
We here discuss the choice of parametric objective functions
based on different application scenarios.
1) Learning for Robot Motion Control: As shown in Sec-
tion V, when a robot learns from demonstrations for its motion
control, a parameterized objective function can be selected as
a weighted distance to the goal/target state together with the
penalty for control efforts. This type of objective function is
commonly used in tracking control problems [21] and model
predictive control problems [36].
2) Learning for Obstacle Avoidance: As shown in Section
VI-A, when a robot learns from sparse demonstrations in order
to plan/control its motion for obstacle avoidance, the unknown
objective function is set as a general parametric function that
can represent global positions. For example, in (42a) and (43a),
we use general polynomial functions of states to represent
the running cost function. The learned polynomial objective
function will finally encode the information of the obstacles’
global positions, based on which the robot then generates its
motion to successfully avoid obstacles. Also, in these obstacle
avoidance scenarios, the final cost (see (42b) and (43b)) is
set to include the target/goal position that the human operator
wants the robot to finally reach. However, this formulation
will not allow a robot to generalize to dynamic environments,
where obstacle locations may change over time. To handle
dynamic environments, the cost function input must explicitly
include information about obstacles, such as relative distance.
3) Using Universal Neural Network Objective Functions:
When a human operator has little prior knowledge about the
robot tasks and its dynamics constants, a universal method
to represent a learnable objective function is to use a (deep)
neural network, as we have demonstrated in Section V-A4.
Despite its representation convenience, our experimental expe-
rience finds the following drawbacks of using neural network
objective functions: (i) the great effort needed to specify the
proper structure and hyper-parameters of a neural network,
such as the number of layers or neural nodes and the type of
activation functions, (ii) the lack of physical interpretability
for the learned results, (iii) the relatively slower convergence
in general, as empirically shown in Section V-A4, and (iv) the
tendency of getting trapped in locally optimal solutions, which
means that one has to carefully choose initial conditions for
parameters of a neural network.
C. Choices of Sparse Demonstrations
Based on the applications in Sections VI-B and VI-A, we
have noted that few waypoints are sufficient to train a robot
to accomplish the task of obstacle avoidance. However, it is
also worth noting that a human demonstrator has to provide
these few waypoints wisely in order to successfully teach the
robot to learn to move around obstacles. For example, in the
robot arm experiment in Section VI-B, if the single waypoint
is placed too close to the initial or target configuration, the
robot arm, even though it can still learn to pass through the
waypoint, will in other places crash into the obstacle. Thus,
a wise choice of fewer waypoints requires the demonstrator’s
understanding of both the task and robot constraints in specific
applications.
D. Convergence of the Proposed Learning Algorithm
The proposed learning algorithm is to solve the optimization
problem in (16) using (projected) gradient descent. Generally,
such a problem belongs to non-convex optimization, e.g., when
one utilizes a deep neural network to represent the unknown
objective function. For general non-convex optimization prob-
lems, it is known that finding the global minimum is generally
difficult (if it is not impossible) [37], and (projected) gradient
descent, with an appropriate step size (e.g., using the Armijo
rule [37]), can provably converge to a stationary/critical point,
i.e., a point at which the gradient of the loss function is
zero, [37]. A stationary point could be global minima, local
minima, or saddle points with worst-case initialization. Due to
difficulty of finding global minima, the past research in non-
convex optimization are mainly focused on how to overcome
the convergence to saddle points. Very recently, new progress
[38]–[40] in non-convex optimization shows that, under a very
mild regularity, e.g., adding noise to data, convergence to sad-
dle points is almost impossible, and gradient descent always
converges to (local) minimizers for any random initialization.
When we pose further requirements, such as (strong) con-
vexity and smoothness, on both the loss function (15) and the
parametric optimal control system (12) with respect to both the
system state-input trajectory and the parameter θ, convergence
of the proposed learning algorithm to global minima could be
guaranteed. This is because the proposed learning method is
suited to the category of bi-level programming [41], where
here the inner level is to solve an optimal control problem in
(12) and the outer level to minimize the loss function (15);
and [42] gives a proof of convergence to global minima for
general bi-level programs. However, to prove global minima of
our case, the convex and smooth requirements for the optimal
control system (12) is too limited. As a future direction of this
work, we will try to explore milder conditions that can ensure
the global minima convergence of the method, probably using
the perspective of dynamical system or control theory.
VIII. CONCLUSIONS
In this paper, we propose an approach to learn an objective
function from sparse demonstrations of an expert. The sparse
demonstrations are given as few desired outputs of the robot’s
trajectory at some sparsely-located time instances specified
by the expert. The proposed method enables the robot to
jointly learn an objective function and a time-warping function
such that its reproduced trajectory has minimal distance to the
sparse demonstrations. The proposed technique of differential
Pontryagin’s Maximum Principle allows us to simultaneously
learn a control objective function and a time-warping function
by directly minimizing the Euclidean distance between the
robot’s reproduced trajectory and the given sparse demonstra-
tions. The effectiveness and capability of the proposed method
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are demonstrated using multiple scenarios, including obstacle
avoidance for a robot arm and a 6-DoF UAV maneuvering
control. The results show that using only few sparse waypoints,
a robot is able to learn a valid objective function to control its
motion to successfully avoid obstacles.
APPENDIX
PROOF OF LEMMA 1
We consider the differential equations of the Pontryagin’s
Maximum Principle in (22), which we rewrite as below:
d
dτ
(
∂xθ
∂θ
) = F (τ)
∂xθ
∂θ
+G(τ)
∂uθ
∂θ
+E(τ), (48a)
− d
dτ
(
∂λθ
∂θ
) = Hxx(τ)
∂xθ
∂θ
+Hxu(τ)
∂uθ
∂θ
+F (τ)′
∂λθ
∂θ
+Hxe(τ),
(48b)
0 = Hux(τ)
∂xθ
∂θ
+Huu(τ)
∂uθ
∂θ
+G(τ)′
∂λθ
∂θ
+Hue(τ),
(48c)
∂λθ
∂θ
(T ) = Hxx(T )
∂xθ
∂θ
+Hxe(T ). (48d)
Consider that Huu(τ) in (23c) is invertible for all 0 ≤ τ ≤ T ,
we can solve the ∂uθ∂θ from (48c):
∂uθ
∂θ
=−H−1uu (τ)
(
Hux(τ)
∂xθ
∂θ
+G(τ)′
∂λθ
∂θ
+Hue(τ)
)
. (49)
Substituting (49) into both (48a) and (48b) and combining the
definition of matrices in (25), we have
d
dτ
(
∂xθ
∂θ
) = A(τ)
∂xθ
∂θ
−R(τ)∂λθ
∂θ
+M(τ), (50a)
− d
dτ
(
∂λθ
∂θ
) = Q(τ)
∂xθ
∂θ
+A(τ)′
∂λθ
∂θ
+N(τ). (50b)
Motivated by (48d), we assume
∂λθ
∂θ
= P (τ)
∂xθ
∂θ
+W (τ), (51)
with introduced P (τ) ∈ Rn×n and W (τ) ∈ Rn×(s+r) are two
time-varying matrices for 0 ≤ τ ≤ T . Of course, the above
(51) holds for τ = T , if
P (τ) = Hxx(T ) and W (τ) = Hxe(T ). (52)
Substituting (51) to (50b) and (50b), respectively, to elimi-
nate ∂xθ∂θ , we obtain the following
d
dτ
(
∂xθ
∂θ
)=(A−RP )∂xθ
∂θ
+ (−RW +M), (53a)
−P˙ d
dτ
(
∂xθ
∂θ
)=(Q+P˙+A′P )
∂xθ
∂θ
+(A′W+N+W˙ ), (53b)
where P˙ = dP (τ)dτ , W˙ =
dW (τ)
dτ , and we here have suppressed
the dependence on time τ for all time-varying matrices. By
multiplying (−P˙ ) on both sides of (53a), and equaling the left
sides of (53a) and (53b), we have
(−PA+ PRP )∂xθ
∂θ
+ (PRW − PM)
=(Q+ P˙ +A′P )
∂xθ
∂θ
+ (A′W +N + W˙ ). (54)
The above equation holds if
−PA+ PRP = Q+ P˙ +A′P, (55a)
PRW − PM = A′W +N + W˙, (55b)
which directly are (24). Substituting (51) into (49) yields (27a),
and (27b) directly results from (48a). This completes the proof.
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