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A SHARP BOUNDEDNESS RESULT CONCERNING SOME
MAXIMAL OPERATORS OF VILENKIN-FEJÉR MEANS
L. E. PERSSON AND G. TEPHNADZE
Abstract. In this paper we derive the maximal subspace of positive
numbers, for which the restricted maximal operator of Fejér means in
this subspace is bounded from the Hardy space Hp to the space Lp for
all 0 < p ≤ 1/2. Moreover, we prove that the result is in a sense sharp.
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1. Introduction
In the one-dimensional case the weak (1,1)-type inequality for the maximal
operator of Fejér means
σ∗f := sup
n∈N
|σnf |
can be found in Schipp [11] for Walsh series and in Pál, Simon [10] for
bounded Vilenkin series. Fujji [5] and Simon [13] verified that σ∗ is bounded
from H1 to L1. Weisz [20] generalized this result and proved boundedness
of σ∗ from the martingale space Hp to the Lebesgue space Lp for p > 1/2.
Simon [12] gave a counterexample, which shows that boundedness does not
hold for 0 < p < 1/2. A counterexample for p = 1/2 was given by Goginava
[8] (see also [2] and [3]). Weisz [21] proved that the maximal operator of
the Fejér means σ∗ is bounded from the Hardy space H1/2 to the space
weak−L1/2. The boundedness of weighted maximal operators are considered
in [7], [9], [15], [16]. Weisz [19](see also [18]) also proved that the following
theorem is true:
Theorem W: (Weisz) Let p > 0. Then the maximal operator
σ∇,∗f = sup
n∈N
|σMnf |
is bounded from the Hardy space Hp to the space Lp.
The main aim of this paper is to generalize Theorem W and find the
maximal subspace of positive numbers, for which the restricted maximal
operator of Fejér means in this subspace is bounded from the Hardy space
The research was supported by a Swedish Institute scholarship, provided within the
framework of the SI Baltic Sea Region Cooperation/Visby Programme.
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Hp to the space Lp for all 0 < p ≤ 1/2. As applications, both some well-
known and new results are pointed out.
This paper is organized as follows: in order not to disturb our discussions
later on some definitions and notations are presented in Section 2. The main
results and some of its consequences can be found in Section 3. For the
proofs of the main results we need some auxiliary Lemmas, some of them
are new and of independent interest. These results are presented in Section
4. The detailed proofs are given in Section 5.
2. Definitions and Notations
Denote by N+ the set of the positive integers, N := N+ ∪ {0}. Let m :=
(m0,m1, . . . ) be a sequence of the positive integers not less than 2. Denote
by Zmn := {0, 1, . . . ,mn − 1} the additive group of integers modulo mn.
Define the group Gm as the complete direct product of the groups Zmn with
the product of the discrete topologies of Zmn ‘s. In this paper we discuss
bounded Vilenkin groups, i.e. the case when supn∈Nmn <∞.
The direct product µ of the measures µn ({j}) := 1/mn, (j ∈ Zmn) is the
Haar measure on Gm with µ (Gm) = 1.
The elements of Gm are represented by sequences
x := (x0, x1, . . . , xn, . . .) , (xn ∈ Zmn) .
It is easy to give a base for the neighbourhood of Gm :
I0 (x) := Gm, In(x) := {y ∈ Gm | y0 = x0, . . . , yn−1 = xn−1} (x ∈ Gm, n ∈ N) .
Set In := In (0) , for n ∈ N+ and
en := (0, . . . , 0, xn = 1, 0, . . . ) ∈ Gm (n ∈ N) .
Denote
Ik,lN :=
{
IN (0, . . . , 0, xk 6= 0, 0, . . . , 0, xl 6= 0, xl+1,..., xN−1 ), k < l < N,
IN (0, . . . , 0, xk 6= 0, 0, . . . , 0), l = N.
It is easy to show that
(1) IN =
N−2⋃
i=0
N−1⋃
j=i+1
Ii,jN
⋃(N−1⋃
i=0
Ii,NN
)
.
If we define the so-called generalized number system based on m in the
following way :
M0 := 1, Mn+1 := mnMn (n ∈ N),
then every n ∈ N can be uniquely expressed as n = ∑∞k=0 nkMk, where
nk ∈ Zmk (k ∈ N+) and only a finite number of nk‘s differ from zero. Let
〈n〉 := min{j ∈ N : nj 6= 0} and |n| := max{j ∈ N : nj 6= 0},
that is M|n| ≤ n ≤M|n|+1. Set d (n) = |n| − 〈n〉 , for all n ∈ N.
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Next, we introduce on Gm an orthonormal system, which is called the
Vilenkin system. At first, we define the complex-valued function rk (x) :
Gm → C, the generalized Rademacher functions, by
rk (x) := exp (2piixk/mk) ,
(
i2 = −1, x ∈ Gm, k ∈ N
)
.
Now, define the Vilenkin system ψ := (ψn : n ∈ N) on Gm as:
ψn(x) :=
∞∏
k=0
rnkk (x) (n ∈ N) .
Specifically, we call this system the Walsh-Paley system, when m ≡ 2.
The norms (or quasi-norms) of the spaces Lp(Gm) and weak − Lp (Gm)
(0 < p <∞) are respectively defined by
‖f‖pp :=
∫
Gm
|f |p dµ, ‖f‖pweak−Lp := sup
λ>0
λpµ (f > λ) <∞.
The Vilenkin system is orthonormal and complete in L2 (Gm) (see [17]).
If f ∈ L1 (Gm) we can define Fourier coefficients, partial sums, Dirichlet
kernels, Fejér means, Fejér kernels with respect to the Vilenkin system in
the usual manner:
f̂ (k) :=
∫
Gm
fψkdµ ( k ∈ N) ,
Snf : =
n−1∑
k=0
f̂ (k)ψk, Dn :=
n−1∑
k=0
ψk ( n ∈ N+ ) ,
σnf : =
1
n
n−1∑
k=0
Skf, Kn :=
1
n
n−1∑
k=0
Dk ( n ∈ N+ ) .
Recall that (see e.g. [1])
(2) DMn (x) =
{
Mn, if x ∈ In,
0, if x /∈ In,
and
(3) DsnMn = DsnMn
sn−1∑
k=0
ψkMn = DMn
sn−1∑
k=0
rkn,
where n ∈ N and 1 ≤ sn ≤ mn − 1.
The σ-algebra generated by the intervals {In (x) : x ∈ Gm} will be denoted
by ̥n (n ∈ N) . Denote by f =
(
f (n), n ∈ N) a martingale with respect to
̥n (n ∈ N) (for details see e.g. [18]). The maximal function of a martingale
f is defined by
f∗ = sup
n∈N
∣∣∣f (n)∣∣∣ .
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In the case f ∈ L1(Gm), the maximal functions are also be given by
f∗ (x) = sup
n∈N
1
|In (x)|
∣∣∣∣∣
∫
In(x)
f (u)µ (u)
∣∣∣∣∣ .
For 0 < p < ∞ the Hardy martingale spaces Hp (Gm) consist of all mar-
tingales f , for which
‖f‖Hp := ‖f∗‖p <∞.
If f ∈ L1(Gm), then it is easy to show that the sequence (SMn (f) : n ∈ N)
is a martingale. If f =
(
f (n), n ∈ N) is martingale, then the Vilenkin-Fourier
coefficients must be defined in a slightly different manner:
f̂ (i) := lim
k→∞
∫
Gm
f (k) (x)ψi (x) dµ (x) .
The Vilenkin-Fourier coefficients of f ∈ L1 (Gm) are the same as those of
the martingale (SMn (f) : n ∈ N) obtained from f .
A bounded measurable function a is said to be a p-atom if there exists an
interval I, such that∫
I
adµ = 0, ‖a‖∞ ≤ µ (I)−1/p , supp (a) ⊂ I.
3. The Main Result and applications
Our main result reads:
Theorem 1. a)Let 0 < p ≤ 1/2 and {nk : k ≥ 0} be a sequence of positive
numbers, such that
sup
k
ρ (nk) ≤ c <∞.
Then the maximal operator
σ˜∗,∇f = sup
k∈N
|σnkf |
is bounded from the Hardy space Hp to the space Lp.
The statement in a) is sharp in the following sense:
b) Let 0 < p < 1/2 and {nk : k ≥ 0} be a sequence of positive numbers,
such that
(4) sup
k
ρ (nk) =∞.
Then there exists a martingale f ∈ Hp such that
sup
k∈N
‖σnkf‖p =∞.
As a first application we obtain the previous mentioned result by Weisz
[18], [19] (Theorem W).
Corollary 1. Let p > 0 and f ∈ Hp. Then the maximal operator σ∇,∗f is
bounded from the Hardy space Hp to the space Lp.
FEJÉR MEANS 5
Moreover, we get the following new information:
Corollary 2. Let 0 < p < 1/2, f ∈ Hp and {nk : k ≥ 0} be any sequence of
positive numbers. Then the maximal operator
σ˜∗,∇f = sup
k∈N
|σnkf |
is bounded from the Hardy space Hp to the space Lp if and only if
sup
k
ρ (nk) <∞.
Corollary 3. Let 0 < p < 1/2, f ∈ Hp and {nk : k ≥ 0} be any sequence of
positive numbers. Then σnkf are uniformly bounded from the Hardy space
Hp to the space Lp if and only if
sup
k
ρ (nk) <∞.
4. AUXILIARY LEMMAS
For the proof of Theorem 1 we need the following Lemmas:
Lemma 1 (see e.g. [19]). A martingale f =
(
f (n), n ∈ N) is inHp (0 < p ≤ 1)
if and only if there exist a sequence (ak, k ∈ N) of p-atoms and a sequence
(µk, k ∈ N) of real numbers such that for every n ∈ N :
(5)
∞∑
k=0
µkSMnak = f
(n)
and
∞∑
k=0
|µk|p <∞.
Moreover, ‖f‖Hp ∽ inf (
∑∞
k=0 |µk|p)1/p , where the infimum is taken over all
decomposition of f of the form (5).
Lemma 2 (see e.g. [19]). Suppose that an operator T is σ-linear and for
some 0 < p ≤ 1 ∫
−
I
|Ta|p dµ ≤ cp <∞,
for every p-atom a, where I denote the support of the atom. If T is bounded
from L∞ to L∞, then
‖Tf‖p ≤ cp ‖f‖Hp .
Lemma 3 (see [6]). Let n > t, t, n ∈ N, x ∈ It\ It+1. Then
KMn (x) =
{
0, if x− xtet /∈ In,
Mt
1−rt(x)
, if x− xtet ∈ In.
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Lemma 4 (see [16]). Let x ∈ Ii,jN , i = 0, . . . , N − 1, j = i+1, . . . , N . Then∫
IN
|Kn (x− t)| dµ (t) ≤ cMiMj
M2N
.
We also need the next two new Lemmas of independent interest:
Lemma 5. Let t, sn, n ∈ N, and 1 ≤ sn ≤ mn − 1. Then
snMnKsnMn =
sn−1∑
l=0
(
l−1∑
i=0
rin
)
MnDMn +
(
sn−1∑
l=0
rln
)
MnKMn
and
|KsnMn (x)| ≥
Mn√
2pisn
, for x ∈ In+1 (en−1 + en) .
Moreover, if x ∈ It/It+1, x− xtet /∈ In and n > t, then
(6) KsnMn(x) = 0.
Proof. We can write that
snMnKsnMn =
sn−1∑
l=0
(l+1)Mn−1∑
k=lMn
Dk(7)
=
sn−1∑
l=0
(l+1)Mn−1∑
k=lMn
Dk =
sn−1∑
l=0
Mn−1∑
k=0
Dk+lMn .
Let 0 ≤ k < Mn. Since
(8) Dj+lMn = DlMn + ψ
l
MnDj = DlMn + r
l
nDj, when j < lMn
if we apply (3) we obtain that
Dk+lMn =
lMn−1∑
m=0
ψm +
lMn+k−1∑
m=lMn
ψm
= DlMn +
k−1∑
m=0
ψm+lMn = DlMn + r
l
n
k−1∑
m=0
ψm
=
(
l−1∑
s=0
rsn
)
DMn + r
l
nDk.
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By applying (7) we get that
snMnKsnMn =
sn−1∑
l=0
Mn−1∑
k=0
Dk+lMn
=
sn−1∑
l=0
Mn−1∑
k=0
((
l−1∑
i=0
rin
)
DMn + r
l
nDk
)
=
sn−1∑
l=0
(
l−1∑
i=0
rin
)
MnDMn +
sn−1∑
l=0
rln
Mn−1∑
k=0
Dk
=
sn−1∑
l=0
(
l−1∑
i=0
rin
)
MnDMn +
sn−1∑
l=0
rlnMnKMn .
Let x ∈ In+1 (en−1 + en) . By Lemma 3 we have that
(9) |KMn (x)| =
Mn−1
|1− rn−1 (x)| =
Mn−1√
2 sinpi/mn−1
.
Moreover, since
sn−1∑
u=1
run (x) =
sn−1∑
u=1
cosu+
sn−1∑
u=1
sinu
=
cos pisn/mn sinpi (sn − 1) /mn
sinpi/mn
i+
sinpisn/mn sinpi (sn − 1) /mn
sinpi/mn
,
it follows that
(10)
∣∣∣∣∣
sn−1∑
u=1
run (x)
∣∣∣∣∣ = sinpi (sn − 1) /mnsinpi/mn ≥ 1.
By combining (2), (10) and the first part of Lemma 5 we immediately get
that
|snMnKsnMn (x)| =
∣∣∣∣∣
(
sn−1∑
l=0
rln (x)
)
MnKMn (x)
∣∣∣∣∣
=
MnMn−1√
2 sinpi/mn−1
≥ MnMn−1mn−1√
2pi
≥ M
2
n√
2pi
.
Now, let t, sn, n ∈ N, n > t, x ∈ It\It+1. If x − xtet /∈ In, then, by
combining (2), (3) and Lemma 3, we obtain that
DMn(x) = KMn(x) = 0.
By again using the first part of Lemma 5 we get that
KsnMn(x) = 0.
The proof is complete. 
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Lemma 6. Let n ∈ N. Then
(11) |Kn (x)| ≤ c
n
|n|∑
l=〈n〉
Ml |KMl | ≤ c
|n|∑
l=〈n〉
|KMl |
and
(12) |nKn| ≥
M2〈n〉√
2piλ
, x ∈ I〈n〉+1
(
e〈n〉−1 + e〈n〉
)
,
where λ := supmn.
Proof. It is well-known that (see [4])
nKn =
r∑
k=1
k−1∏
j=1
r
sj
nj
 skMnkKskMnk
+
r−1∑
k=1
k−1∏
j=1
r
sj
nj
n(k)DskMnk .
Hence the proof follows by just combining (2) and (3) with Lemmas 3 and
5. 
5. Proof of Theorem 1
Proof of Theorem 1. Since
(13) sup
n
∫
Gm
|Kn (x)| dµ (x) ≤ c <∞
we obtain that σ˜∗,△ is bounded from L∞ to L∞. According to Lemma 2 we
find that the proof of Theorem 1 will be complete, if we show that∫
IN
∣∣σ˜∗,△a (x)∣∣ < c <∞,
for every p-atom a, with support I and µ (I) = M−1N . We may assume that
I = IN . It is easy to see that σnk (a) = 0 when nk ≤MN . Therefore, we can
suppose that nk > MN .
Since ‖a‖∞ ≤M1/pN we find that
|σnka (x)| ≤
∫
IN
|a (t)| |Knk (x− t)| dµ (t)(14)
≤ ‖a‖∞
∫
IN
|Knk (x− t)| dµ (t) ≤M1/pN
∫
IN
|Knk (x− t)| dµ (t) .
Without lost the generality we may assume that i < j. Let x ∈ Ii,jN and
j < 〈nk〉 . Then x− t ∈ Ii,jN for t ∈ IN and according to Lemma 3, we obtain
that
|KMl (x− t)| = 0, for all 〈nk〉 ≤ l ≤ |nk| .
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By applying (14) and (11) in Lemma 6, we get that
|σnka (x)| ≤ M1/pN
|nk|∑
l=〈nk〉
∫
IN
|KMl (x− t)| dµ (t) = 0,(15)
for x ∈ Ii,jN , 0 ≤ i < j < 〈nk〉 ≤ l ≤ |nk| .
Let x ∈ Ii,jN ,where 〈nk〉 ≤ j ≤ N. Then, in the view of Lemma 4, we have
that ∫
IN
|Knk (x− t)| dµ (t) ≤
cMiMj
M2N
.
By using again (14) we find that
(16) |σnka (x)| ≤ cpM1/p−2N MiMj .
Since nk ≥MN we obtain that |nk| ≥ N and
sup
k
(N − 〈nk〉) ≤ sup
k
(|nk| − 〈nk〉) ≤ sup
k
ρ (nk) < c <∞.
Thus,
(17)
M1−pN
M1−p〈nk〉
≤
M1−p|nk|
M1−p〈nk〉
≤ λ(|nk|−〈nk〉)(1−p) = λρ(nk)(1−p) < c <∞,
where λ = supkmk.
By combining (1) and (14)-(17) we get that∫
IN
∣∣σ˜∗,△a∣∣p dµ
=
N−2∑
i=0
N−1∑
j=i+1
ms−1∑
xs=0,s∈{j+1,...,N−1}
∫
Ii,j
N
∣∣σ˜∗,△a∣∣p dµ+ N−1∑
i=0
∫
Ik,N
N
∣∣σ˜∗,△a∣∣p dµ
≤
〈nk〉−1∑
i=0
N−1∑
j=〈nk〉
ms−1∑
xs=0,s∈{j+1,...,N−1}
∫
Ii,j
N
∣∣σ˜∗,△a∣∣p dµ
+
N−2∑
i=〈nk〉
N−1∑
j=i+1
ms−1∑
xs=0,s∈{j+1,...,N−1}
∫
Ii,j
N
∣∣σ˜∗,△a∣∣p dµ + N−1∑
i=0
∫
Ii,N
N
∣∣σ˜∗,△a∣∣p dµ
≤ cpM1−2pN
〈nk〉∑
i=0
Mpi
N−1∑
j=〈nk〉+1
1
M1−pj
+M1−2pN
N−2∑
i=〈nk〉
Mpi
N−1∑
j=i+1
1
M1−pj
+ cp
N−1∑
i=0
Mpi
MpN
≤ cpM
1−2p
N
M1−2p〈nk〉
+ cp ≤
cpM
1−p
|nk|
M1−p〈nk〉
+ cp ≤ cpλ(|nk|−〈nk〉)(1−p) <∞.
The proof of the a) part is complete.
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Now, we prove the b) part of Theorem 1. Let {nk : k ≥ 0} be a sequence
of positive numbers, satisfying condition (4). Then
(18) sup
k
M|nk|
M〈nk〉
=∞.
Under condition (18) there exists a sequence {αk : k ≥ 0} ⊂ {nk : k ≥ 0}
such that α0 ≥ 3 and
(19)
∞∑
η=0
M
(1−2p)/2
〈αk〉
M
(1−2p)/2
|αk |
< c <∞.
Let
f (n) =
∑
{k; |αk|<n}
λkak,
where
λk =
λM
(1/p−2)/2
〈αk〉
M
(1/p−2)/2
|αk |
and
ak =
M
1/p−1
|αk|
λ
(
DM|αk |+1
−DM|αk|
)
.
B applying Lemma 1 we can conclude that f ∈ Hp.
It is easy to show that
(20) f̂(j) =

M
1/2p
|αk|
M
(1/p−2)/2
〈αk〉
,
if j ∈ {M|αk|, ..., M|αk |+1 − 1} , k = 0, 1, 2...,
0 ,
if j /∈
∞⋃
k=0
{
M|αk|, ..., M|αk |+1 − 1
}
.
Moreover,
σαkf =
1
αk
M|αk|∑
j=1
Sjf +
1
αk
αk∑
j=M|αk|
+1
Sjf := I + II.
Let M|αk | < j ≤ αk. Then, by applying (20), we get that
(21) Sjf = SM|αk|
f +M
1/2p
|αk |
M
(1/p−2)/2
〈αk〉
(
D
j
−DM|αk|
)
.
By using (21) we can write II as
II =
αk −M|αk |
αk
SM|αk|
f +
M
1/2p
|αk|
M
(1/p−2)/2
〈αk〉
αk
αk∑
j=M|αk|
(
D
j
−DM|αk|
)
: = II1 + II2.
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It is easy to show that
‖II1‖pweak−Lp ≤
(
αk −M|αk|
αk
)p ∥∥∥SM|αk|f∥∥∥pweak−Lp ≤ cp ‖f‖pHp <∞.
By using part a) of Theorem 1 for the estimation of I we have that
‖I‖pweak−Lp =
(
M|αk|
αk
)p ∥∥∥σM|αk|f∥∥∥pweak−Lp ≤ cp ‖f‖pHp <∞.
Let x ∈ I〈αk〉−1,〈αk〉
〈αk〉+1
. Under condition (4) we can conclude that 〈αk〉 6= |αk|
and
〈
αk −M|αk |
〉
= 〈αk〉 . If we apply equality (8) for l = 1 and estimate
(12) in Lemma 6 for II2 we obtain that
|II2| =
M
1/2p
|αk|
M
(1/p−2)/2
〈αk〉
αk
∣∣∣∣∣∣
αk−M|αk|∑
j=1
(
Dj+M|αk|
−DM|αk|
)∣∣∣∣∣∣
=
M
1/2p
|αk|
M
(1/p−2)/2
〈αk〉
αk
∣∣∣∣∣∣ψM|αk|
αk−M|αk|∑
j=1
Dj
∣∣∣∣∣∣
≥ cpM1/2p−1|αk| M
(1/p−2)/2
〈αk〉
(
αk −M|αk |
) ∣∣∣Kαk−M|αk|∣∣∣
≥ cpM1/2p−1|αk| M
(1/p+2)/2
〈αk〉
.
It follows that
‖II2‖pweak−Lp
≥ cp
(
M
(1/p−2)/2
|αk|
M
(1/p+2)/2
〈αk〉
)p
µ
{
x ∈ Gm : |IV2| ≥ cpM (1/p−2)/2|αk| M
(1/p+2)/2
〈αk〉
}
≥ cpM1/2−p|αk | M
1/2+p
〈αk〉
µ
{
I〈αk〉−1,〈αk〉
〈αk〉+1
}
≥
cpM
1/2−p
|αk |
M
1/2−p
〈αk〉
.
Hence, for large k,
‖σαkf‖pweak−Lp
≥ ‖II2‖pweak−Lp − ‖II1‖
p
weak−Lp
− ‖I‖pweak−Lp
≥ 1
2
‖II2‖pweak−Lp ≥
cpM
1/2−p
|αk |
2M
1/2−p
〈αk〉
→∞, as k →∞.
The proof is complete. 
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