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Resume
Les substitutions expliites ont ete introduites omme un raÆnement du -alul, elui-i
etant le formalisme utilise pour etudier la semantique des langages de programmation. Plusieurs
proprietes de es -aluls ave substitutions expliites sont reherhees par les semantiiens ;
parmi elles-i, on s'interesse plus partiulierement, dans ette these, a la normalisation forte
et a la preservation de la normalisation forte. Ce manusrit rend ompte de plusieurs travaux
autour de es proprietes de normalisation, regroupes en trois volets.
Le premier d'entre eux formalise une tehnique generale de preuve de normalisation forte
utilisant la preservation de la normalisation forte. Cette tehnique est basee sur une remontee
des substitutions et utilise parfois une simulation a l'interieur du alul etudie. On applique
ette tehnique a un spetre assez large de aluls ave substitutions expliites an de mesurer
les limites de son utilisation, ainsi que les fateurs augmentant la diÆulte de son appliation.
Gra^e a ette tehnique, on prouve un resultat nouveau : la normalisation forte du -alul
simplement type.
Le deuxieme travail est l'etude d'un alul symetrique non-deterministe issu de la logique
lassique formulee dans le alul des sequents.

A ause de la symetrie de e alul, l'utilisation
de preuves par redutibilite pour etablir la normalisation forte d'une version ave substitutions
expliites semble vouee a l'ehe. On utilise alors la tehnique formalisee dans le premier travail,
e qui nous demande de prouver tout d'abord la preservation de la normalisation forte.

A ette
n, on utilise un fragment de la theorie de la perpetuite dans les systemes de reeriture.
La denition d'une nouvelle version du 
ws
-alul ave nom, le 
wsn
-alul, onstitue le
troisieme volet de la these. Son etude nous permet d'approfondir les liens entre les substitutions
expliites et les reseaux de preuve de la logique lineaire. Pour prouver sa normalisation forte,
on enrihit l'elimination des oupures des reseaux de preuve ave une nouvelle regle, e qui
nous oblige a prouver que ette nouvelle notion de redution est fortement normalisante. On
eetue enn la preuve de normalisation forte du 
wsn
-alul par tradution et simulation dans
les reseaux de preuve.
Une derniere partie est onsaree a l'observation de relations entre quelques aluls se situant
de maniere intermediaire entre le -alul et les reseaux de preuve. Cela nous permet de regarder
l'introdution d'operateurs expliites dans les aluls d'un point de vue dierent de elui que
l'on a habituellement.
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Les progres onsiderables de l'informatique durant les inquante dernieres annees, notamment
en matiere de miniaturisation des omposants, lui ont oert des hamps d'appliation toujours plus
vastes. Depuis une trentaine d'annees, l'apparition d'ordinateurs a bas prix a permis au grand publi
d'y avoir aes, et le nombre de foyers equipes ne esse de ro^tre. Les utilisateurs reguliers onstatent
vite que l'ordinateur est un outil parfois apriieux, voire me^me imprevisible, et ertains exemples
de defaillane restent elebre pour leur ou^t nanier (Ariane 5, plus de inq millions d'euros). Ces
defaillanes peuvent avoir deux origines : elles sont dues a un probleme tehnique lie aux omposants
physiques (pues, artes, a^bles, et.), ou bien a un probleme de logiiel, lui-me^me du^ a une erreur de
programmation ; 'est la ause de defaillane la plus frequente.
Pour tenter d'eliminer es erreurs (appelees \bugs" dans le jargon informatique | \bogues" en
franais), l'industrie du logiiel utilise une variete de methodes plus ou moins eÆaes. Parmi elles-i,
on peut trouver des hartes de programmation ayant pour but d'empe^her les programmeurs d'utiliser
ertains aspets du langage onsideres omme des soures d'erreurs, des methodologies pour \trans-
former" de faon rigoureuse la speiation d'un programme en son ode, ou enore l'utilisation de
langages de programmation plus elabores pour lesquels le ompilateur est apable de diagnostiquer
un plus grand nombre d'erreurs de programmation (par exemple les langages de la famille ML (SML,
O'Caml, ...), le JAVA, et.). La tehnique qui reste sans doute la plus employee onsiste a tester le
programme quand elui-i est aheve ; or le nombre important, quasi illimite, des donnees a tester
ontraint le programmeur a en seletionner ertaines qu'il estimera les plus representatives de l'utili-
sation qui sera faite du programme. De e fait, on n'aura jamais la ertitude que toutes les donnees
non-testees ne produisent pas de defaillanes.
La semantique des langages de programmation est une approhe mathematique de l'elimination
d'erreurs dans les programmes. L'une de ses appliations est le developpement de nouveaux langages
de programmation, en partiulier les langages appeles \fontionnels" (LISP, Sheme, O'Caml, SML,
et.). Ces langages orent en general les me^mes possibilites que les langages traditionnels mais ertains
apportent de nouvelles fontionnalites qui ontribuent a eviter les erreurs de programmation. Une autre
de ses appliation onsiste a extraire d'un programme termine un objet mathematique (en general,
une fontion) an de verier qu'il orrespond bien a la speiation du probleme que e programme
est ense resoudre. Cette veriation est en eet plus simple a realiser ave un objet mathematique
qu'ave le programme, d'ou l'intere^t de la methode. Les langages fontionnels preites, etant issus de
la semantique, sont, de e fait, plus adaptes a l'appliation de ette methode. Pour la plupart de ses
appliations, la semantique utilise un formalisme mathematique : le -alul.
* * *
Le -alul a ete onu, dans les annees 1930, pour derire et etudier les fontions mathematiques
et leurs utilisations. Il est apparu qu'il etait suÆsamment expressif pour derire les fontions al-
ulables ; e sont exatement les fontions qui nous interessent pour la semantique des langages de
programmation et 'est pour ela qu'il sert de base a la oneption des langages fontionnels.
L'etude semantique d'un programme peut se faire de deux manieres : la semantique denotationnelle
s'interesse au resultat produit, tandis que la semantique operationnelle attahe plus d'importane a e
qui touhe au deroulement de l'exeution du programme. Pour l'etude denotationnelle, le formalisme
tel quel onvient tres bien ; en revanhe, pour l'etude operationnelle, son proede de alul, a savoir
la -redution, n'est pas assez n. Pour pouvoir repondre a des questions, onernant par exemple, la
quantite de ressoures neessaires a une exeution ou enore les meilleures strategies d'exeution, il faut
raÆner le proede de alul. Un des raÆnements possibles onsiste a expliiter dans le alul l'operation
de substitution | auparavant interne a la -redution | ; on parle de aluls ave substitutions
expliites.
Que e soit ave ou sans substitutions expliites, et que e soit du point de vue denotationnel ou
operationnel, ertaines proprietes dynamiques de es aluls, omme la onuene et la normalisation
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forte, interessent les semantiiens. Ces proprietes peuvent e^tre etudiees si les aluls en question sont
onsideres omme des systemes de reeriture, la theorie de la reeriture etant un outil qui fournit
un adre formel pour etudier une grande diversite de systemes dynamiques (aluls, programmes,
automates, et.).
La reherhe de es proprietes de reeriture a donne naissane a une grande famille de aluls ave
substitutions expliites, haun ayant leurs avantages et leurs inonvenients. L'etude de haun de es
aluls a permis de omprendre un peu plus en profondeur les notions fondamentales qui se ahent
derriere l'exeution d'un programme.
* * *
La tres grande expressivite de es aluls est parfois une ge^ne dans l'etude semantique des pro-
grammes. Elle onduit a rendre fausses ertaines proprietes de reeriture pourtant importantes. Or il
est tres vite apparu qu'on pouvait se restreindre a des sous-ensembles de es aluls pour lesquels les
proprietes en question sont veriees. En partiulier, la semantique s'est beauoup onsaree a l'etude
des sous-ensembles typables, ar elle permet de faire d'etroites onnexions d'une part entre es aluls
et les langages de programmation, d'autre part entre es aluls et la logique, lesquelles onnexions
ont des reperussions a la fois sur les langages de programmation et sur la logique.
En allant de la logique vers les langages de programmation, la semantique a aide a denir un
nouveau paradigme de programmation : la programmation fontionnelle. Elle a ontribue a y integrer,
de maniere raisonnee, des struture avanees de programmation, et me^me a en reer de nouvelles. Par
ailleurs, de plus en plus de strutures des langages existants, introduites a l'origine pour les besoins
de la programmation, sont passees au rible de la semantique pour e^tre enrihies d'un sens logique.
En allant de la programmation vers la logique, la semantique a pousse les logiiens a developper
leurs formalismes pour une appliation plus informatique. Par exemple, l'isomorphisme de Curry-
Howard est elebre ar il etablit qu'un programme erit dans le -alul orrespond a la preuve d'une
formule logique et reiproquement. Les semantiiens se sont alors mis a perfetionner le -alul pour
etendre et isomorphisme a un nombre toujours plus grand de programmes erits dans les langages
usuels. Dans le me^me mouvement, les formalismes logiques ont ete raÆnes an de pouvoir, eux-aussi,
e^tre integres dans une etude operationnelle plus preise des programmes et de leur exeution. La
logique lineaire en est sans doute le meilleur exemple.
Plusieurs formes de logique sont utilisees en semantique. L'isomorphisme de Curry-Howard porte
sur la logique intuitionniste ('est un fragment de la logique lassique), e qui a onduit la plupart
des systemes de typage a e^tre derits dans ette logique. Cependant, il est vite apparu que la logique
lassique pouvait donner un sens a ertaines strutures de programmation, poussant la semantique a
s'interesser a des aluls et a des systemes de typage qui en sont issus.
Contributions de la these
Dans ette these, nous nous plaons dans le adre de l'etude des -aluls ave et sans substitutions
expliites types. Nous nous interessons a leurs proprietes dynamiques de reeriture, et en partiulier
a la normalisation forte. La these ontient trois travaux plus ou moins independants.
Le premier, intitule \PSN implique SN", est onsare a l'approfondissement de onnexions entre
deux proprietes des aluls ave substitutions expliites : la preservation de la normalisation forte
(PSN), et la normalisation forte (SN). On y formalise une tehnique generale de preuve (initialement
suggeree par Hugo Herbelin) qui permet d'utiliser la propriete PSN an de demontrer la propriete
SN. On applique ette tehnique a dierents aluls ave substitutions expliites, e qui nous onduit,
entre autres, a demontrer la normalisation forte de l'un de es aluls (le -alul).
Le deuxieme, intitule \Normalisation forte du ~-alul ave substitutions expliites", porte sur
un alul issu de la logique lassique. An d'en demontrer la normalisation forte, nous avons reours
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a la tehnique formalisee dans le premier travail, e qui nous demande de demontrer la propriete
PSN pour e alul. Pour ela, nous utilisons la tehnique de perpetuite formalisee reemment dans
la theorie de la reeriture par Eduardo Bonelli.
Le troisieme, intitule \Le 
ws
-alul ave noms", ontient la denition et l'etude d'une nouvelle
version d'un alul ave substitutions expliites. Ce nouveau alul possede de nombreuses proprietes
de reeriture, et se rapprohe beauoup de la logique lineaire. Pour en prouver la normalisation forte,
nous introduisons dans elle-i une nouvelle possibilite de alul, et nous prouvons que et ajout ne
lui fait pas perdre sa propriete de terminaison.
Plan de la these
Dans la premiere partie, nous introduisons les dierentes notions ave lesquelles nous allons tra-
vailler : les systemes de reeriture (hapitre 1), le -alul et les substitutions expliites (hapitre 2), le
typage, la logique et les reseaux de preuve de la logique lineaire (hapitre 3). Les trois parties suivantes
sont onsarees aux travaux mentionnes i-dessus : \PSN implique SN" (partie II), \Normalisation
forte du ~-alul ave substitutions expliites" (partie III), \Le 
ws
-alul ave noms" (partie IV).
Dans la partie V nous eetuons des orrelations entre ertains aluls et les reseaux de preuves de la
logique lineaire, pour observer les substitutions expliites sous un autre angle. Enn, nous onluons
en donnant quelques perspetives de travaux futurs.
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Chapitre 1
Systemes de reeriture
Nous presentons ii la notion de systeme de reeriture ainsi que les problematiques qui y sont
liees. Pour ela, nous ommenons par denir de faon intuitive puis de faon formelle e qu'est un
systeme de reeriture, et nous etudions ses proprietes importantes. Le leteur qui sait deja que l'union
de deux systemes de reeriture terminant ne termine pas forement peut passer au hapitre suivant.
Pour une presentation plus omplete et plus approfondie de la theorie de la reeriture, on pourra
onsulter [48, 31, 54, 5℄.
1.1 Notion
1.1.1 Exemple : feu triolore
On peut modeliser le fontionnement d'un feu triolore par un systeme de reeriture. Celui-i en est
alors un exemple assez simple qui va nous servir de premiere intuition. Observons le fontionnement
lassique d'un feu triolore.

A tout moment, le feu est allume et l'une de ses trois ouleurs brille : soit
le vert, soit l'orange, soit le rouge. Supposons qu'au debut de notre observation le feu soit vert, on
peut le voir passer a l'orange, puis au rouge. Si on formalise un peu, on se donne trois mots : feuvert,
feuorange et feurouge qui derivent l'etat possible du feu. On represente le hangement d'etat par
une ehe : !. Ainsi, notre observation peut se noter par la sequene suivante :
feuvert ! feuorange ! feurouge.
Tous les hangements d'etats ne sont pas possibles : par exemple, le feu ne peut pas passer du
vert au rouge diretement, 'est-a-dire qu'on ne peut avoir la sequene feuvert! feurouge. Si on
souhaite indiquer a quelqu'un qui n'aurait jamais vu de feu triolore omment il fontionne, on peut
erire une petite table qui resume l'ensemble des hangements d'etats possibles :
feuvert ! feuorange
feuorange ! feurouge
feurouge ! feuvert
De ette faon, il pourra toujours aluler a l'avane l'etat suivant du feu a partir de son etat
ourant. Si le feu est a l'orange, 'est-a-dire si on a feuorange, la deuxieme ligne de la table lui
indiquera que l'on obtient feurouge.
Ave le voabulaire des systemes de reeriture, on appelle termes les mots feuvert, feuorange et
feurouge, et ensemble des regles de reeriture la table i-dessus (qui ontient trois regles). Par abus
de langage, au lieu d'ensemble des regles de reeriture on dira regles de reeriture (ou enore regles
de redution).
Voii la denition de notre systeme de reeriture, que l'on va nommer Feu :
 Trm
Feu
= ffeuvert; feuorange; feurougeg
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 Rgl
Feu
= ffeuvert ! feuorange; feuorange ! feurouge; feurouge ! feuvertg
On appelle systeme de reeriture la donnee onstituee d'un ensemble de termes et de regles
de redution. On appellera (du moins dans l'introdution) Trm, indie par le nom du systeme de
reeriture, l'ensemble des termes, et Rgl, indie de la me^me faon, l'ensemble des regles.
Dans un systeme de reeriture, on eetue des reeritures des termes. Supposons que l'on souhaite
savoir e que devient feuorange apres inq hangements de ouleur, il est alors faile de le aluler
a l'aide de nos trois regles :
1
z }| {
3
z }| {
5
z }| {
feuorange ! feurouge ! feuvert ! feuorange ! feurouge ! feuvert:
| {z }
2
| {z }
4
Une telle sequene est un alul du terme feuorange : les autres termes ont ete obtenus a partir
de leur predeesseur en utilisant une regle de notre table. On appelle reeriture, ou redution, ou
derivation, ou enore alul une suite ordonnee de termes telle que haque terme puisse e^tre obtenu
a partir du preedent en utilisant une regle de reeriture. Par exemple :
1. feuvert ! feuorange ! feurouge
2. feuvert ! feuorange ! feurouge ! feuvert ! feuorange
sont deux redutions possibles du terme feuvert. Par ontre, la sequene suivante n'est pas une
redution dans notre systeme de reeriture :
feuorange ! feurouge 9 feuorange ! feurouge ! feuvert.
En eet, la redution feurouge ! feuorange n'est pas possible, ar la regle feurouge ! feuo-
range n'existe pas.
1.1.2 Exemple : riz reole a la reme
Voii un deuxieme exemple qui va nous permettre d'introduire d'autres notions. Nous allons nous
interesser a la realisation d'un plat de riz reole a la reme fra^he. Pour modeliser e probleme, nous
allons denir des termes ainsi que des regles de redution. Parmi les termes, on denit des termes
simples :
{ du riz (ru),
{ de l'eau,
{ de la reme (fra^he),
{ du riz uit (nature)
{ et enn notre aompagnement (le produit nal servi dans l'assiette).
De plus, nous aurons besoin de representer le ontenu de notre asserole, an de onna^tre l'avan-
ement de notre preparation. Pour ela, on introduit un objet asserole qui peut ontenir d'autres
termes qu'on appelle sous-termes, puisqu'ils sont ontenus dans un autre terme. On notera, par
exemple, asserole(riz, eau) le terme representant la asserole ontenant du riz et de l'eau, et
asserole(riz uit, reme) le produit nal de notre reette (avant d'e^tre servi).
Une asserole pourra parfois ontenir un seul ingredient, mais omme le terme asserole ontient
deux sous-termes, il nous faut ajouter un autre terme simple rien qui representera l'absene d'ingredient.
Une asserole ne ontenant que du riz se notera alors asserole(riz, rien), et le point de depart de
notre reette sera la asserole vide : asserole(rien, rien).
Pour preparer du riz reole a la reme, il faut ommener par mettre un volume de riz ru pour
trois volume d'eau dans une asserole. Il faut ensuite uire e melange jusqu'a absorption omplete de
l'eau, et enn ajouter la reme fra^he. En premiere approhe, on peut donner les regles de redution
suivantes :
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(1.) asserole(rien, rien) ! asserole(riz, rien)
(2.) asserole(riz, rien) ! asserole(riz, eau)
(3.) asserole(riz, eau) ! asserole(riz uit, rien)
(4.) asserole(riz uit, rien) ! asserole(riz uit, reme)
(5.) asserole(riz uit, reme) ! aompagnement
On a numerote les regles an de pouvoir plus failement en parler. Pour ette raison, tous les
systemes de reeriture que nous allons etudier assoieront a haque regle un nom ou un numero.
Lorsqu'on erira une derivation, on indiquera parfois quelle regle a ete utilisee a haque etape, de la
faon suivante :
asserole(riz, rien) !
2
asserole(riz, eau) !
3
asserole(riz uit, eau)
Voii la table reapitulant la signiation de haque regle de redution par rapport a notre reette :
(1.) Ajout du riz dans la asserole.
(2.) Ajout de l'eau dans la asserole.
(3.) Cuisson.
(4.) On ajoute la reme fra^he.
(5.) L'aompagnement est servi dans l'assiette.
Regardons la redution du terme asserole(rien, rien) qui orrespond au depart de la reette.
On s'aperoit qu'il n'y a qu'une seule redution possible de e terme (omme dans l'exemple du feu
triolore). Cette forte ontrainte sur la redution nous fait poser une question : et si on voulait mettre
d'abord l'eau avant le riz dans notre asserole ? Les regles de redution nous l'interdisent. On va
essayer de les modier pour rendre notre systeme un peu plus souple, de telle sorte qu'il permette
ela. Les deux regles qui nous interessent sont la (1.) et la (2.) :
(1.) asserole(rien, rien) ! asserole(riz, rien)
(2.) asserole(riz, rien) ! asserole(riz, eau)
Une premiere faon de modier notre systeme onsiste a ajouter toutes les regles manquantes pour
derire les redutions souhaitees. Cela nous donne
1
:
(1.) asserole(rien, rien) ! asserole(riz, rien)
(1b.) asserole(rien, rien) ! asserole(rien, eau)
(2.) asserole(riz, rien) ! asserole(riz, eau)
(2b.) asserole(rien, eau) ! asserole(riz, eau)
Ave es nouvelles regles, un phenomene nouveau se produit : nous avons deux faons de reduire
asserole(rien, rien) vers asserole(riz, eau). Il y a deux derivations possibles :
 soit asserole(rien, rien) !
1
asserole(riz, rien) !
2
asserole(riz, eau),
 soit asserole(rien, rien) !
1b
asserole(rien, eau) !
2b
asserole(riz, eau).
On peut representer es deux derivations dans un graphe de derivation :
asserole(rien, rien)
1 . & 1b
asserole(riz, rien) asserole(rien, eau)
2 & . 2b
asserole(riz, eau)
Dans un graphe de derivation, on appellera hemin une derivation d'un terme vers un autre.
Regardons d'un peu plus pres nos nouvelles regles. Certaines se ressemblent beauoup. Prenons,
par exemple, les regles (1.) et (2b.) :
1
On remarque que pour onserver l'obtention du terme asserole(riz, eau), on a ete oblige d'erire la regle (1b.)
en ajoutant l'eau a droite de la virgule. Nous reviendrons plus tard sur ela (voir setion 1.1.5).
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(1.) asserole(rien, rien) ! asserole(riz, rien)
(2b.) asserole(rien, eau) ! asserole(riz, eau)
Elle ajoutent toutes les deux riz a gauhe de la virgule, tout en laissant e qui est a droite inhange.
On peut se demander s'il n'est pas possible de \regrouper" ou \fatoriser" es deux regles en une seule.
Celle-i dirait : \quelque soit le terme a droite de la virgule, si le terme rien est a gauhe, je le remplae
par riz". Pour ela, on va utiliser une meta-variable dont la signiation sera exatement \quelque
soit le terme". On erit la nouvelle regle de la faon suivante :
(ajouterRiz) asserole(rien, t) ! asserole(riz, t)
La meta-variable t represente n'importe quel terme present au moment du alul. Celui-i est laisse
tel quel dans le terme obtenu. Symetriquement, on remplae les regles (1b.) et (2.) par une seule regle
(ajouterEau) et les voii toutes les deux :
(ajouterRiz) asserole(rien, t) ! asserole(riz, t)
(ajouterEau) asserole(t, rien) ! asserole(t, eau)
Ave es deux nouvelles regles, notre graphe de derivation devient :
asserole(rien, rien)
ajouterRiz . & ajouterEau
asserole(riz, rien) asserole(rien, eau)
ajouterEau & . ajouterRiz
asserole(riz, eau)
Pour eetuer une redution a l'aide d'une de es regles, on prend le terme a reduire, on identie
un sous-terme qui sera represente pas la variable t et on reerit le terme obtenu en remplaant t
par e sous-terme. Par exemple, pour reduire le terme asserole(rien, eau), on fait d'abord l'as-
soiation [t = eau℄ pour obtenir asserole(rien, t), ensuite on reerit vers asserole(riz, t) ave
la regle (ajouterRiz), et enn on remplae t en reprenant l'assoiation [t = eau℄, e qui nous donne
asserole(riz, eau).
On renomme les regles ave des noms plus expliites. Notre ensemble de regles de redution Rgl
Riz
est a present le suivant :
(ajouterRiz) asserole(rien, t) ! asserole(riz, t)
(ajouterEau) asserole(t, rien) ! asserole(t, eau)
(uire) asserole(riz, eau) ! asserole(riz uit, rien)
(ajouterCreme) asserole(riz uit, rien) ! asserole(riz uit, reme)
(servir) asserole(riz uit, reme) ! aompagnement
On remarque ependant que la nouvelle regle (ajouterEau) nous permet d'eetuer une redution
supplementaire : asserole(riz uit, rien) ! asserole(riz uit, eau), ar rien ne nous empe^he
d'assoier a la meta-variable de ette regle le terme riz uit. Nous aurons l'oasion de revenir plus
tard sur ela. Ii, notre systeme de reeriture nous permet d'erire le graphe omplet des derivations
de asserole(rien, rien). Le voii :
asserole(rien, rien)
ajouterRiz . & ajouterEau
asserole(riz, rien) asserole(rien, eau)
ajouterEau & . ajouterRiz
asserole(riz, eau)
uire .
asserole(riz uit, rien) !
ajouterEau
asserole(riz uit, eau)
ajouterCreme #
asserole(riz uit, reme)
servir &
aompagnement
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Regardons maintenant omment denir nos ensembles Trm
Riz
et Rgl
Riz
. On pourrait, omme dans
l'exemple du feu triolore, enumerer tous les termes possibles. Cela nous donnerait :
Trm
Riz
= fasserole(rien, rien), asserole(rien, eau), asserole(riz, rien),
asserole(riz, eau), asserole(riz uit, rien), asserole(riz uit, eau), ...g
Il y en a beauoup, y ompris ertains qui n'apparaissent pas dans la reette, par exemple as-
serole(riz, reme) et asserole(riz uit, eau). C'est long et peu lisible d'erire, sous ette forme,
tous les termes possibles. Voii un moyen plus simple et surtout plus onis pour les \onstruire".
On prepare ette onstrution en deux etapes. Premierement on separe les termes en deux parties :
les \briques de base", et les \onstrutions omplexes". Les termes simples riz, eau, reme, riz
uit, rien et aompagnement sont les briques de bases, et l'objet asserole est une onstrution
omplexe. Ave le voabulaire des systemes de reeriture, les \briques de base" sont appelees termes
onstants (ou plus simplement onstantes) et les onstrutions omplexes sont appelees symboles de
fontion
2
. asserole est un symbole de fontion et asserole( ?, ?) est un terme, les deux \ ?" etant
ses deux sous-termes.
Deuxiemement on regroupe les onstantes en trois ategories :
{ la ategorie des onstantes qui n'apparaissent jamais dans une asserole : elle ne ontient que
aompagnement,
{ la ategorie gauhe : elle ontient les onstantes qui peuvent appara^tre, dans une asserole, a
gauhe de la virgule (riz, riz uit et rien),
{ la ategorie droite : elle ontient les onstantes qui peuvent appara^tre, dans une asserole, a
droite de la virgule (eau, reme et rien).
On peut maintenant donner l'ensemble des termes de la maniere suivante. On dira qu'un terme
est soit la onstante aompagnement, soit le symbole de fontion asserole ontenant a gauhe
une onstante de la ategorie gauhe et a droite une onstante de la ategorie droite. On erit ela,
plus formellement, a l'aide d'une grammaire (le symbole j se lit \ou", et le symbole ::= se lit \est") :
gauhe ::= riz j riz uit j rien
droite ::= eau j reme j rien
Trm
Riz
::= aompagnement j asserole(gauhe, droite)
Dans la suite de notre travail, nous aurons souvent des termes qui ontiennent des sous-termes. Il
est parfois utile, pour guider notre intuition, de les representer graphiquement. Cela permet de faire
appara^tre les ontenants et les ontenus dans une hierarhie desendante : on lit de haut en bas les
ontenants puis les ontenus. Par exemple, le terme asserole(rien, eau) se dessine :
asserole
 
rien eau
1.1.3 Exemple : addition
L'addition usuelle est notre dernier exemple de systeme de reeriture. Tout le monde sait aluler
le resultat de 2 + 5 + 3 + 8, a savoir 18, e que l'on note (a tort
3
) 2 + 5 + 3 + 8 = 18. En general,
lorsque l'on eetue le alul, on proede par etape de la faon suivante :
2 + 5 + 3 + 8 ! 7 + 3 + 8 ! 10 + 8 ! 18

A haque etape, on a isole un moreau de l'addition (par exemple 2 + 5) dont on a alule la
somme (7), puis on a repris e nouveau nombre dans l'addition et on est passe a l'etape suivante. Cela
ressemble fort a une derivation dans un systeme de reeriture. Essayons de formaliser un tel systeme.
2
par analogie ave la notation usuelle des fontions : f(x; y)
3
On peut trouver dans [33℄ un plaidoyer pour la diereniation des notions de alul et d'egalite
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Regardons d'abord ses termes. L'addition est une operation binaire, 'est-a-dire que dans une
expression, les operateurs + portent haun sur deux operandes, une operande pouvant e^tre un nombre
ou une addition. Par exemple, dans l'expression (2+5)+(3+8), le premier + porte sur les nombres 2 et
5 tandis que le deuxieme + porte sur les additions (2+5) et (3+8) ; dans l'expression 2+((5+3)+8) le
premier + porte sur le nombre 2 et l'addition ((5+3)+8). Remarquons que le parenthesage ontraint
l'ordre des etapes du alul.
Pour les deux expressions que l'on vient d'introduire, on a les deux derivations suivantes :
(2 + 5) + (3 + 8) ! 7 + (3 + 8) ! 7 + 11 ! 18
2 + ((5 + 3) + 8) ! 2 + (8 + 8) ! 2 + 16 ! 18
On peut alors dire qu'un terme est soit un nombre, soit un + portant sur deux termes (e sont ses
sous-termes). Pour reprendre le voabulaire des systemes de reeriture, un nombre est une onstante
(hoisie parmi les entiers) et un + est un symbole de fontion, 'est-a-dire que si t et t
0
sont deux
termes alors +(t; t
0
) est un terme. Cependant, pour failiter la leture, on notera nos termes en plaant
le + entre ses deux sous-termes : t + t
0
.
Voii la grammaire de nos termes ou n est une onstante ('est-a-dire un entier) :
t ::= n j t + t
Ii la denition de nos termes est reursive, puisque t est derit en utilisant une referene a lui-
me^me. Ce sera souvent le as dans les systemes que nous etudierons. Pour onstruire un terme ave
ette grammaire, on prend soit un nombre (hoix 1), soit deux sous-termes ave un + entre eux (hoix
2) et on reutilise reursivement la grammaire pour onstruire les deux sous-termes. Voii quelques
exemples.
 Pour onstruire le terme 2, on utilise le hoix 1.
 Pour onstruire le terme 2 + 3, on ommene par utiliser le hoix 2 pour obtenir t + t
0
. Puis on
utilise deux fois le hoix 1 pour onstruire les sous-termes t et t
0
respetivement en 2 et 3.
 Pour onstruire le terme ((2 + 5) + 3) + 8, on utilise :
1. hoix 2 : t
1
+ t
2
,
2. hoix 1 pour t
2
: t
1
+ 8,
3. hoix 2 pour t
1
: (t
3
+ t
4
) + 8,
4. hoix 2 pour t
3
: ((t
5
+ t
6
) + t
4
) + 8,
5. hoix 1 pour t
5
, t
6
et t
4
: ((2 + 5) + 3) + 8.
Comme pour les termes ave asserole, on peut representer nos termes sous forme d'arbre, par
exemple pour ((2 + 5) + 3) + 8 et (2 + 5) + (3 + 8) on obtient :
+
 
+ 8
 
+ 3
 
2 5
+
 
+ +
   
2 5 3 8
Passons maintenant aux regles de redution. On souhaite dire que si on a un + entre deux nombres,
alors on reerit e terme vers le nombre representant la somme de es deux nombres. Pour ela, on
peut navement imaginer erire les regles de la faon suivante :
0 + 0 ! 0
0 + 1 ! 1
1 + 0 ! 1
1 + 1 ! 2
1 + 2 ! 3
: : :
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On se rend vite ompte qu'il nous faudra une innite de regles pour notre systeme, e qui ne nous
onvient pas.
On donne une regle qui utilise des meta-variables de nombres (notees n et m). Celle-i dira :
\quelque soit le terme n + m, le terme obtenu par la redution est la onstante k obtenue par la
somme des nombres n et m", 'est-a-dire k = n +m (n est un nombre entier et n est un terme de
notre systeme). On s'aperoit bien qu'il y a une ambigute sur la omprehension du signe +. En eet,
le + de n + m est un symbole de fontion, il fait partie de la syntaxe de nos termes : on parle du +
syntaxique ; le + de k = n+m est l'operateur arithmetique qui eetue la somme de deux entiers, il
donne le sens de l'addition : on parle du + semantique. Pour eviter toute onfusion, on notera  le
+ semantique.
Ainsi, 5 + 3 est le terme derivant l'addition de 5 et de 3, alors que 5 3 (qui n'est pas un terme)
vaut 8 (qui est un terme). Faire une redution va alors neessiter d'eetuer un alul : a haque
etape, il faudra aluler les  pour retrouver des termes de notre systeme de reeriture. On aura, par
exemple, la derivation suivante :
(5 + 3) + 7 ! (5 3) + 7 = 8 + 7 ! 8 7 = 15
On dit que l'operateur  est un operateur impliite, ar son alul n'est pas derit dans notre
systeme :  n'est pas deni dans la grammaire des termes, et la faon de aluler les n m n'est
pas indiquee sous forme de regle. On verra par la suite qu'il peut e^tre interessant de rendre expliites
ertains operateurs impliites de ertains systemes.
Voii enn la regle de redution de notre systeme :
n +m ! nm
On a erit nm omme membre droit de la regle, mais il faut bien se souvenir qu'on realise instan-
tanement le alul nm.
Pour reduire tous les termes, il y a enore un probleme. En eet, on peut reduire le terme 7 + 4
pour obtenir 7 4, 'est-a-dire 11, mais on ne peut pas reduire (2+4)+3 ar e terme n'est pas de la
forme : un nombre suivi du symbole + suivi d'un autre nombre. Par ontre, il ontient un sous-terme
qui est de ette forme : 2 + 4. On voudrait don ommener par reduire 2 + 4 vers 6, e qui nous
donnerait le terme 6 + 3 qui est de la bonne forme.
Comme dans la plupart des systemes de reeriture que nous etudierons par la suite, on veut
pouvoir reduire n'importe quel sous-terme. Pour ela, on va avoir besoin de la notion de ontexte.
Intuitivement, le ontexte est e qui se trouve \autour" du sous-terme onsidere : par exemple, pour
(2 + 4) + 3, le ontexte de 2 + 4 est () + 3 ou  marque l'emplaement du sous-terme. Gra^e a
ette notion, on va enrihir notre systeme de reeriture en disant que les regles \passent au ontexte",
'est-a-dire que l'on peut reduire a tout moment n'importe quel sous-terme. C'est d'ailleurs e qu'on
a fait naturellement lorsqu'on a \isole un moreau de l'addition dont on a alule la somme".
Pour nir, on remarque qu'ii aussi plusieurs redutions d'un me^me terme sont possibles :
(5 + 6) + (2 + 1)
. &
11 + (2 + 1) (5 + 6) + 3
& .
11 + 3
#
14
Armes de es exemples, nous pouvons passer a la denition formelle de la notion de systeme de
reeriture.
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1.1.4 Denition
Soit L un langage, 'est-a-dire un ensemble de onstantes (notees, dans nos exemples, a, b, , et.)
et de symboles de fontion (notes, dans nos exemples, f , g, h, et.) auxquels sont assoies une arite,
'est-a-dire le nombre de termes qu'il ontient (par exemple, l'arite de notre fontion asserole est 2,
omme elle du +).
Denition 1.1.1 (Terme et sous-terme)
 On appelle terme un objet qui est soit une onstante de L, soit un symbole de fontion
auquel on donne autant de termes que son arite. Autrement dit, on onstruit l'ensemble Trm
de la faon suivante :
{ les onstantes peuvent e^tre des termes,
{ si t
1
; t
2
; :::; t
n
sont des termes et si f est un symbole de fontion (de L) d'arite n, alors
f(t
1
; t
2
; :::; t
n
) peut e^tre un terme.
 Si f(t
1
; t
2
; :::; t
n
) est un terme, ft
1
; t
2
; :::; t
n
g sont les sous-termes propres de e terme.
 Si f(t
1
; t
2
; :::; t
n
) est un terme, l'ensemble de ses sous-termes strits omprend ses sous-
termes propres (ft
1
; t
2
; :::; t
n
g) ainsi que les sous-termes strits de t
1
; t
2
; :::; t
n
. Par exemple,
si f(a; g(b; h(b))) est un terme, l'ensemble de ses sous-termes propres est fa; g(b; h(b))g et
l'ensemble de ses sous-termes strits est fa; g(b; h(b)); b; h(b)g. On peut aussi voir les sous-
termes omme des moreaux de l'arbre representant le terme :
f
a g
b h
b
Tous les sous-termes strits sont entoures d'un erle. On remarque que le terme b appara^t
deux fois omme sous-terme. Pour les distinguer, nous allons indiquer la position de haque
sous-terme en numerotant les ars de notre arbre. La position d'un sous-terme sera alors
donnee par la suite des numeros. Dans notre exemple :
f
a g
b h
b
0 1
0 1
0
Les deux ourrenes de b sont aux positions 10 et 110.
 L'ensemble des sous-termes d'un terme est l'ensemble de ses sous-terme strits et le terme
lui-me^me (de la me^me faon que l'ensemble des nombres inferieurs ou egaux a un entier sont
les nombres stritement inferieurs et le nombre lui-me^me).
Pour denir nos regles de reeriture, nous avons vu qu'il nous faut des termes ave meta-variables.
Voii leur denition.
Denition 1.1.2 (Terme ave meta-variables, ltrage)
 En plus de notre ensemble de termes Trm, on se donne un ensemble de meta-variables qui
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peuvent prendre la plae de n'importe quel terme. Plus formellement, on ontruit un terme
ave meta-variable en utilisant les regles de onstrution des termes presentees i-dessus plus
la suivante :
{ Les meta-variables sont des termes.
Un terme ave meta-variable est aussi appele terme ouvert par opposition aux termes sans
meta-variables qui sont appeles terme los.
 Le ltrage est le proede qui permet d'assoier un terme t ave un terme u possedant des
meta-variables. Le resultat est une liste d'assoiations entre les meta-variables de u et des
sous-termes de t. Elle permet de retrouver t si on remplae elles-i par les sous-termes
orrespondants. Le ltrage peut ne pas e^tre possible si es deux termes sont trop dierents.
Regardons quelques exemples pour bien omprendre omment ela fontionne. On se donne
deux symboles de fontion f et g, trois onstantes a, b, et , et trois meta-variables x, y et z.
{ f(x) peut ltrer f(a) et le resultat est [x = a℄, ar si on remplae x par a dans f(x), on
obtient f(a).
{ f(x) peut ltrer f(b) et le resultat est [x = b℄.
{ f(x) peut ltrer f(g(a; b)) et le resultat est [x = g(a; b)℄.
{ f(f(x)) peut ltrer f(f(f(a))) et le resultat est [x = f(a)℄.
{ g(x; y) peut ltrer g(a; b) et le resultat est [x = a; y = b℄.
{ g(x; g(y; z)) peut ltrer g(f(a); g(b; f())) et le resultat est [x = f(a); y = b; z = f()℄.
{ g(x; a) peut ltrer g(b; a) et le resultat est [x = b℄.
{ g(x; a) ne ltre pas g(b; ) ar me^me si on remplae x par b dans g(x; a), on obtient g(b; a)
qui est dierent de g(b; ).
{ g(x; a) ne ltre pas non plus f(a).
{ x (ou n'importe quelle meta-variable) peut ltrer n'importe quel terme.
{ Un terme sans meta-variable ne peut e^tre ltre que par lui-me^me, rendant omme resultat
la liste vide [℄.
Denition 1.1.3 (Regle de reeriture)
Une regle de reeriture ou regle de redution est un ouple de termes ave meta-variables. On
appelle le premier element du ouple le membre gauhe (MG) et l'autre le membre droit (MD). Si
t est le membre gauhe et u le membre droit de la regle, on note ette regle t ! u. Pour e^tre une
regle de redution, le ouple (MG, MD) doit respeter les ontraintes suivantes :
{ le membre gauhe ne doit pas e^tre une meta-variable, 'est-a-dire qu'on ne peut pas avoir de
regle, dans notre exemple reole, omme :
t ! aompagnement
e qui nous autoriserait a transformer n'importe quoi en aompagnement ;
{ l'ensemble des meta-variables du membre droit doit e^tre inlus dans elui du membre gauhe.
Par exemple, si f , g et h sont des symboles d'arite 1, 2 et 3 respetivement, et si x, y, et z
sont des meta-variables, les regles 1. et 2. sont autorisees, mais pas la 3. :
1: h(x; y; z) ! g(z; x)
2: g(x; y) ! g(f(y); x)
3: f(x) ! g(x; y)
En eet, on ne peut pas aluler le resultat de l'appliation de la regle 3. puisqu'on ne sait
pas par quoi remplaer y dans g(x; y).
Comme nous l'avons vu dans l'exemple de l'addition, pour pouvoir utiliser les regles de reeriture
n'importe ou dans les termes, on a besoin de la notion de ontexte.
Denition 1.1.4 (Contexte)
Un ontexte est un terme qui ontient exatement une fois le symbole  a la plae d'un sous-terme.
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Par exemple :
 f(), h(x;; z) et h(g(x;); f(x); y) sont des ontextes,
 g(z; x) et h(f(); x;) n'en sont pas (pas de dans le premier as, et trop dans le deuxieme).
On notera habituellement C[ ℄, C
0
[ ℄, et. des ontextes.
On peut plonger (ou mettre) un terme dans un ontexte : ela onsiste a remplaer le  par
e terme. On note ela en inserant le terme a plonger entre les rohets. Par exemple, si C[ ℄
est f(), alors C[g(x; y)℄ est f(g(x; y)) ; de me^me si C[ ℄ = h(g(x;); f(x); y) alors C[f(z)℄ =
h(g(x; f(z)); f(x); y).
Voii enn la denition d'un systeme de reeriture.
Denition 1.1.5 (Systeme de reeriture)
Un systeme de reeriture est un ouple (Trm;Rgl) ou Trm est un ensemble de termes, et Rgl un
ensemble de regles de reeriture.
Exemple 1.1.6 (Feu triolore)
Les termes sont les trois onstantes feuvert, feuorange et feurouge. Voii les regles de redution :
feuvert ! feuorange
feuorange ! feurouge
feurouge ! feuvert
Exemple 1.1.7 (Riz)
Les termes sont donnes par la grammaire suivante :
gauhe ::= riz j riz uit j rien
droite ::= eau j reme j rien
t ::= aompagnement j asserole(gauhe, droite)
Voii les regles de redution :
(ajouterRiz) asserole(rien, t) ! asserole(riz, t)
(ajouterEau) asserole(t, rien) ! asserole(t, eau)
(uire) asserole(riz, eau) ! asserole(riz uit, rien)
(ajouterCreme) asserole(riz uit, rien) ! asserole(riz uit, reme)
(servir) asserole(riz uit, reme) ! aompagnement
Exemple 1.1.8 (Addition)
Les termes sont donnes par la grammaire suivante :
t ::= n j t+ t
Voii la regle de redution :
n +m ! n  m
On donne a present la denition d'une redution (ou reeriture), e qui va nous permettre d'ex-
pliquer plus formellement e que signie passer au ontexte.
Denition 1.1.9 (Reeriture (redution, alul, derivation), redex)
 Pour eetuer une etape de reeriture (ou redution, alul, derivation) a partir d'un terme
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quelonque t, on proede de la faon suivante :
1. On hoisit une regle de reeriture qui peut s'appliquer, 'est-a-dire pour laquelle le point
2. i-dessous est possible.
2. On hoisit un sous-terme t
0
qui peut e^tre reerit (ou reduit), 'est-a-dire qui peut e^tre
ltre par le membre gauhe de la regle preedemment hoisie. Ce sous-terme s'appelle
alors un redex (pour REDuible EXpression, expression redutible) et on dit que 'est
elui-la qu'on reduit.
3. On prend tout e qui est autour de t
0
omme ontexte, 'est-a-dire qu'on prend un
ontexte C[ ℄ tel que C[t
0
℄ = t.
4. On ltre t
0
par le membre gauhe de la regle pour obtenir une liste d'assoiations (voir
la denition 1.1.2).
5. On utilise ette liste d'assoiations pour remplaer les meta-variables du membre droit
de la regle par les sous-termes orrespondants, e qui nous donne un terme t
00
.
6. Enn, on plonge e terme dans le ontexte d'origine et on obtient le terme nal C[t
00
℄.
Si t se reduit en u, on note t! u. On peut preiser quelle regle de redution a ete utilisee en
mettant son nom en indie de la ehe : t !
r
u. Les etapes 3. et 6. eetuent le passage au
ontexte : on retire le sous-terme de son ontexte, puis on y replonge le sous-terme reduit.
 On note !
+
la lo^ture transitive de !, 'est-a-dire que si on a t
1
! t
2
! t
3
! :::! t
n
, on
peut noter ette redution t
1
!
+
t
n
.
 On note !

la lo^ture transitive et reexive de !, 'est-a-dire qu'on note t
1
!

t
n
si
t
1
!
+
t
n
ou si on a eetue auune etape de redution, auquel as on a t
1
= t
n
.
 On note!
n
pour denoter exatement n etapes de redution, 'est-a-dire qu'on note t
1
!
n
t
n
si t
1
! t
2
! :::!
| {z }
n fois
t
n
. Si n = 0, alors auune redution n'a eu lieu : t
1
!
0
t
2
est une autre
notation pour t
1
= t
2
. Ainsi, t
1
!
+
t
2
est equivalent a t
1
!
n
t
2
ave n > 0, et t
1
!

t
2
est
equivalent a t
1
!
n
t
2
ave n  0.
 Si t!

u, alors on dit que u est un reduit de t.
 L'ensemble des redex d'un terme est l'ensemble de ses sous-termes que l'on peut reduire.
Exemple 1.1.10 (Redutions)
 Reduisons le terme feuvert :
1. C'est la regle feuvert ! feuorange que nous hoisissons
2. ar notre terme feuvert est le me^me terme que le membre gauhe de ette regle (feu-
vert) et peut don s'unier ave lui.
3. Le ontexte autour de feuvert dans notre terme est le ontexte vide : C[ ℄ = , ar
C[feuvert℄ = feuvert (autrement dit, il n'y a rien autour de feuvert).
4. Le ltrage nous donne la liste vide [ ℄.
5. Puisqu'elle est vide, nous n'avons rien a remplaer dans le membre droit de la regle
(qui ne ontient d'ailleurs pas de meta-variables, onformement a la restrition sur la
formation des regles de reeriture), e qui nous donne feuorange.
6. On plae e dernier dans le ontexte pour obtenir le terme reduit : C[feuorange℄ =
feuorange.
 Reduisons le terme asserole(rien, eau) :
1. C'est la regle ajouterRiz : asserole(rien, t) ! asserole(riz, t) que nous hoisissons
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2. ar notre terme asserole(rien, eau) peut s'unier ave asserole(rien, t).
3. Le ontexte autour de asserole(rien, eau) dans notre terme est le ontexte vide :
C[ ℄ = , ar C[asserole(rien, eau)℄ = asserole(rien, eau).
4. Le ltrage nous donne l'assoiation [t=eau℄ ar si on remplae t par eau dans asse-
role(rien, t) on obtient asserole(rien, eau).
5. On utilise ette assoiation pour remplaer t dans le membre droit de la regle, e qui
nous donne asserole(riz, eau).
6. On plae e dernier dans le ontexte pour obtenir le terme reduit :
C[asserole(riz, eau)℄ = asserole(riz, eau).
 Reduisons le terme (5 + 3) + 4 :
1. On prend la seule regle disponible (et elle peut s'appliquer) : n + m! n  m.
2. Le sous-terme 5 + 3 de notre terme peut s'unier ave n + m (rappelons-nous que n et
m doivent e^tre des entiers).
3. Le ontexte autour de 5+3 dans notre terme est le ontexte C[ ℄ = ()+4, ar C[5+3℄ =
(5 + 3) + 4.
4. Le ltrage nous donne l'assoiation [n=5, m=3℄ ar si on remplae n par 5 et m par 3
dans n +m on obtient 5 + 3.
5. On utilise ette assoiation pour remplaer n et m dans le membre droit de la regle, e
qui nous donne 5 3, qui vaut 8.
6. On plae e dernier dans le ontexte pour obtenir le terme reduit : C[8℄ = 8 + 4.
 Reduisons le terme ((5 + 3) + (4 + 2)) + 6 :
((5 + 3) + (4 + 2)) + 6! (8 + (4 + 2)) + 6! (8 + 6) + 6! 14 + 6
On peut noter ((5 + 3) + (4 + 2)) + 6!
+
14 + 6 (et don ((5 + 3) + (4 + 2)) + 6!

14 + 6).
Par ailleurs, on peut noter ((5 + 3) + (4 + 2)) + 6!

((5 + 3) + (4 + 2)) + 6.
On veut, dans ertains as, omparer les redutions entre elles. Une omparaison possible est la
notion de prexe.
Denition 1.1.11 (Prexe)
On dit qu'une redution
t
1
!
r
1
t
2
!
r
2
:::!
r
n 1
t
n
est un prexe dans une autre redution
t
0
1
!
r
0
1
t
0
2
!
r
0
2
:::!
r
0
p 1
t
0
p
si p > n et t
1
= t
0
1
et si pour tout i ompris entre 1 et n   1 on a r
i
= r
0
i
(e qui fait que l'on a
aussi t
i
= t
0
i
et t
n
= t
0
n
), 'est-a-dire que la deuxieme redution s'erit :
t
1
!
r
1
t
2
!
r
2
:::!
r
n 1
t
n
!
r
0
n
t
0
n+1
!
r
0
n+1
:::!
r
0
p 1
t
0
p
Plus simplement, les prexes d'une redution sont les debuts, de dierentes tailles, de ette
redution. Par exemple, (5+4)+ (3+2)! (5+4)+5! 9+5 est un prexe de (5+4)+ (3+2)!
(5 + 4) + 5! 9 + 5! 14, tout omme (5 + 4) + (3 + 2)! (5 + 4) + 5 l'est aussi.
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1.1.5

Equivalenes
Revenons a notre systeme Addition. On sait que l'addition usuelle est ommutative, 'est-a-dire
qu'on peut erire 6 + (5 + 4) = (4 + 5) + 6 sans me^me avoir besoin de aluler les resultats. Plus
generalement, on dit que si e
1
et e
2
sont deux expressions arithmetiques, alors e
1
+ e
2
= e
2
+ e
1
.
Lorsque nous avons deni notre systeme de reeriture, nous avons transforme les egalites en ehes :
2 + 3 = 5 est devenu 2 + 3 ! 5. On peut faire de me^me ave l'egalite de ommutativite, mais ave
une onsequene inattendue. Tout d'abord, ajoutons a la denition de notre systeme, la regle de
ommutativite ; l'ensemble des regles de redution est a present le suivant :
n + m ! n  m
e
1
+ e
2
! e
2
+ e
1
ou e
1
et e
2
sont deux meta-variables.
Gra^e a la nouvelle regle, on peut, pour un me^me terme, eetuer plus de derivations. Par exemple,
on peut reduire dieremment le terme (2 + 5) + (3 + 8) :
(2 + 5) + (3 + 8) ! 7 + (3 + 8) ! (3 + 8) + 7 ! 11 + 7 ! 7 + 11 ! 18
Cette plus grande souplesse dans les redutions nous onvient, mais on onstate que l'ajout de
ette regle de ommutativite permet de faire des redutions innies :
2 + 5 ! 5 + 2 ! 2 + 5 ! 5 + 2 ! 2 + 5 ! 5 + 2 ! :::
Nous venons de perdre une propriete importante : la terminaison de notre systeme de reeriture (voir la
setion suivante). Cela n'est pas satisfaisant, on souhaite avoir un moyen d'utiliser la ommutativite
sans pouvoir faire des redutions innies. La solution est simple : il suÆt de ne plus onsiderer la
ommutativite omme une etape de alul. Comme en mathematiques, on va onsiderer ette propriete
omme une equivalene entre nos termes.
On supprime la regle qu'on vient d'ajouter et on la onvertit en equivalene :
e
1
+ e
2
 e
2
+ e
1
On joue sur les mots (ou pluto^t sur les symboles), mais ela resout notre probleme : omme on ne
ompte plus les etapes d'equivalene omme des redutions, on peut en eetuer autant qu'on veut,
ela ompte omme pour une seule. Par exemple, si on reduit le terme ((1 + 2) + 3) + (4 + 5) de la
faon suivante :
2 + (4 + (5 + 6)) ! 2 + (4 + 11)  2 + (11 + 4)  (11 + 4) + 2 ! 15 + 2
on pourrait erire ette redution :
2+(4+11)  (11+4)+2
| {z }
2 + (4 + (5 + 6)) ! 2 + (4 + 11) ! 15 + 2
e qui met en evidene qu'on a seulement deux etapes de reeriture. Cependant, pour bien voir les
termes reduits, on erira en general :
2 + (4 + (5 + 6)) ! 2 + (4 + 11)  (11 + 4) + 2 ! 15 + 2
La notation i-dessus est un abus, il faudrait remplaer le  par un 

pour marquer le fait qu'on a
utilise plusieurs etapes d'equivalene.
Denition 1.1.12 (Regle d'equivalene)
Une regle d'equivalene ou equivalene est un ouple de termes ave meta-variables. Si t est
le membre gauhe et u le membre droit de l'equivalene, on note ette regle t  u. Une regle
d'equivalene peut s'appliquer dans deux sens : de t vers u ou bien de u vers t.
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Denition 1.1.13 (Systeme de reeriture modulo)
Un systeme de reeriture modulo est un systeme de reeriture qui ontient en plus un ensemble de
regles d'equivalenes (qui passent elles-aussi au ontexte).
La notion de reeriture s'etend ave les equivalenes.
Denition 1.1.14 (Reeriture modulo)
Soit  l'equivalene engendree par l'ensemble des regles d'equivalene. Celle-i rend equivalents
des termes t  u qui sont lies par zero, une ou plusieurs appliations de n'importe quelle regle de
et ensemble. On peut presenter la reeriture modulo de deux faons, l'une pluto^t mathematique,
et l'autre pluto^t alulatoire.
 On applique les regles de redution sur les termes de notre ensemble quotiente par
l'equivalene .
 On dit que t! u si il existe deux termes t
0
et u
0
, ainsi qu'une regle r de notre ensemble de
regles tels que t  t
0
!
r
u
0
 u. L'equivalene  etant une relation reexive, on peut avoir
t = t
0
et u = u
0
.
On peut ajouter des equivalenes dans de nombreux systeme de reeriture, la plupart des systemes
que nous etudierons dans ette these en omportent. En plus des exemples i-dessus, on pourra reehir
aux onsequenes de l'ajout d'une regle d'equivalene asserole(t
1
, t
2
)  asserole(t
2
, t
1
) dans le
systeme de reeriture Riz.
D'autres denitions de notions seront neessaires. Nous les donnerons en presentant les proprietes
qui les utilisent.
1.2 Proprietes
Nous allons etudier deux proprietes : la onuene et la normalisation. Pour haune d'elles, nous
ommenerons par donner des intuitions a partir d'exemples, puis nous en donnerons les denitions
et les proprietes. Ces proprietes s'appliquent aux termes ouverts, et, par onsequene immediate, aux
termes los.
1.2.1 Conuene
Intuition
L'intuition la meilleure nous vient de l'exemple de l'addition. Il y a une question que l'on se pose
rarement ar on onna^t la reponse, 'est la suivante : lorsqu'on eetue une addition, est-e que
l'ordre dans lequel on proede hange le resultat ? Par exemple, si on veut aluler le resultat de
(5 + 6) + (2 + 1) ela revient-il au me^me de ommener par aluler 5 + 6 ou d'abord 2 + 1 ? On peut
representer es deux redutions, on l'a vu, sous forme d'un graphe de derivation :
(5 + 6) + (2 + 1)
. &
11 + (2 + 1) (5 + 6) + 3
& .
11 + 3
On peut ii repondre positivement a la question : dans les deux as, on peut obtenir le terme
11 + 3. Mais onstater le fait sur un exemple ne onstitue pas une garantie. On se pose la question
dans le as general : partant d'un terme quelonque t, si on fait deux redutions (potentiellement tres
grandes ou bien nulles) de e terme jusqu'a obtenir les termes t
1
et t
2
, existe-t-il une redution de t
1
1.2. Proprietes 31
et une redution de t
2
qui menent toutes deux a un me^me terme t
3
? Autrement dit, si on a le graphe
de derivation suivant
t

. &

t
1
t
2
Existe-t-il un terme t
3
tel que le graphe de derivation suivant soit verie
t
1
t
2
&
 
.
t
3
Un systeme qui verierait ette propriete serait alors appele onuent.
Par exemple, dans le as de l'addition, si on a
((1 + 2) + ((3 + 4) + 5)) + (6 + (7 + 8))
. &
(3 + ((3 + 4) + 5)) + (6 + (7 + 8)) ((1 + 2) + ((3 + 4) + 5)) + (6 + 15)
# #
(3 + ((3 + 4) + 5)) + (6 + 15) ((1 + 2) + (7 + 5)) + (6 + 15)
# #
(3 + (7 + 5)) + (6 + 15) ((1 + 2) + (7 + 5)) + 21
#
((1 + 2) + 12) + 21
On onstate qu'il existe trois reduits ommuns de (3 + (7 + 5)) + (6 + 15) et ((1 + 2) + 12) + 21 :
(3+12)+21, 15+21 et 36. Regardons omment on peut fermer le diagramme i-dessus ave le premier
reduit ommun.
(3 + (7 + 5)) + (6 + 15) ((1 + 2) + 12) + 21
# #
(3 + 12) + (6 + 15) ! (3 + 12) + 21
Comme on le verra plus loin, il est possible de prouver que notre systeme de reeriture Addition
est onuent. Tournons-nous a present vers les autres systemes que l'on a etudies au debut de e
hapitre. Il n'est pas diÆile de se onvainre que le systeme Feu est onuent. En eet, quelque soit
les deux derivations partant d'un me^me terme, l'une est prexe de l'autre. Pour les joindre, il suÆt
de poursuivre omme dans la derivation la plus longue. Par exemple :
feuvert
. &
feuorange feuorange
# #
feurouge feurouge
#
feuvert
peuvent se joindre sur le terme feuvert, e qui nous donne le diagramme omplet suivant :
feuvert
. &
feuorange feuorange
# #
feurouge feurouge
& .
feuvert
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Par ontre, le systeme Riz n'est pas onuent. Par exemple :
asserole(riz uit, rien)
. &
asserole(riz uit, reme) asserole(riz uit, eau)

A e stade, il est possible de reduire asserole(riz uit, reme), mais pas vers un reduit de
asserole(riz uit, eau), et auune regle ne nous permet de reduire asserole(riz uit, eau). Il
est don impossible de joindre es deux termes.
En informatique, ette question est importante ; en eet, si on souhaite parfois que les
programmes se omportent dieremment d'une fois sur l'autre, on espere toujours que
la somme indiquee au bas de sa propre feuille de paye ne dependra pas du hoix que
l'ordinateur aura fait pour e alul.
Denition
Nous passons maintenant aux denitions formelles des dierentes formes de onuene. Dans
es denitions, nous travaillons sur des termes qui peuvent onternir des meta-variables. Il existe
une autre forme de onuene, plus faible, qui porte uniquement sur les termes sans meta-variables,
appeles termes los. La onuene englobe trivialement la onuene sur les termes los.
Denition 1.2.1 (Propriete du diamant)
On dit qu'un systeme de reeriture verie la propriete du diamant si, pour tous termes t
1
, t
2
, t
3
tels que t
1
! t
2
et t
1
! t
3
, il existe un terme t
4
tel que t
2
! t
4
et t
3
! t
4
. Autrement dit, il est
possible de fermer le diagramme suivant :
t
1
. &
t
2
t
3
& .
t
4
Cette propriete est tres forte, et les systemes la verient rarement.
Denition 1.2.2 (Conuene loale)
On dit qu'un systeme de reeriture est loalement onuent si, pour tous termes t
1
, t
2
, t
3
tels que
t
1
! t
2
et t
1
! t
3
, il existe un terme t
4
tel que t
2
!

t
4
et t
3
!

t
4
. Autrement dit, il est possible
de fermer le diagramme suivant :
t
1
. &
t
2
t
3
&
 
.
t
4
La dierene ave la propriete preedente tient dans les deux etoiles qui indiquent qu'on peut a
present fermer le diagramme en zero, une ou plusieurs etapes. Cette propriete s'observe plus souvent
que la preedente.
Denition 1.2.3 (Conuene)
On dit qu'un systeme de reeriture est onuent si, pour tous termes t
1
, t
2
, t
3
tels que t
1
!

t
2
et
t
1
!

t
3
, il existe un terme t
4
tel que t
2
!

t
4
et t
3
!

t
4
. Autrement dit, il est possible de fermer
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le diagramme suivant :
t
1

. &

t
2
t
3
&
 
.
t
4
C'est la propriete que nous avons enonee dans le paragraphe preedent.
Preuves et exemples
Armes de es denitions, nous allons pouvoir essayer de verier es proprietes sur nos trois premiers
systemes de reeriture, ainsi que sur d'autres exemples.
Proposition 1.2.4 (Conuenes de Feu)
1. Le systeme Feu verie la propriete du diamant.
2. Le systeme Feu est loalement onuent.
3. Le systeme Feu est onuent.
Preuve :
1. Quelque soit le terme t
1
, il ne peut se reduire, en une etape que d'une seule faon, e qui nous
donne t
2
= t
3
. Dans notre systeme tous les termes peuvent e^tre reduits, il existe don t
4
tel que
t
2
= t
3
! t
4
, et on peut onlure.
2. La preuve est exatement identique a elle du point 1.
3. Quelque soit t
1
, t
2
et t
3
tels que t
1
!

t
2
et t
1
!

t
3
, il est evident que l'une des redution est
un prexe au sens large ('est-a-dire \prexe ou egal") de l'autre. Supposons que t
1
!

t
2
soit
prexe de t
1
!

t
3
(l'autre as proede de la me^me faon), on peut alors lore le diagramme en
eetuant les etapes manquantes dans la premiere derivation t
2
!

t
3
et en ne faisant rien dans
la deuxieme t
3
!

t
3
.
En fait, il etait inutile de donner une preuve des points 2. et 3., ar e sont des onsequenes du
point 1. omme l'exprime la proposition suivante.
Proposition 1.2.5 (Heritage du diamant)
Si un systeme verie la propriete du diamant alors il est onuent.
Preuve : De la me^me faon, il nous faut ii fermer le diagramme suivant en eetuant, de haque
o^te, zero, une ou plusieurs redutions :
t
1

. &

t
2
t
3
L'etoile signie, rappelons-nous, qu'il y a eu zero, une ou plusieurs etapes de redution. Si on a zero
redutions d'un o^te, alors le resultat est faile a obtenir, ar il suÆt de reproduire les redution faites
par l'autre o^te. Sinon, on en a potentiellement plusieurs. On peut redessiner le diagramme i-dessus
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pour mieux faire appara^tre es redutions :
t
1
. &
. &
.
.
.
.
.
.
. &
t
2
t
3
Il suÆt de fermer le diagramme en appliquant le diamant partout, en partant du sommet pour des-
endre jusqu'au terme herhe. Supposons par exemple qu'on ait deux redutions a gauhe et trois a
droite, voii les dierentes etapes neessaires :
t
1
.&
. &
t
2
&
t
3
puis
t
1
.&
.&.&
t
2
&
t
3
puis
t
1
.&
.&.&
t
2
&.&
t
3
On peut poursuivre jusqu'a rejoindre les deux bords :
t
1
.&
.&.&
t
2
&.&.&
&. t
3
puis
t
1
.&
.&.&
t
2
&.&.&
&.&. t
3
et enn
t
1
.&
.&.&
t
2
&.&.&
&.&. t
3
&.
t
4
Il ne sert a rien d'essayer de verier la onuene de Riz puisque le ontre-exemple donne
preedemment suÆt pour aÆrmer que e systeme ne verie auune des trois proprietes de onuene.
On passe tout de suite au systeme Addition qui va nous permettre d'introduire une nouvelle notion.
Proposition 1.2.6 (Conuenes de Addition)
Le systeme Addition verie la propriete du diamant.
Preuve : Prenons trois termes t
1
, t
2
et t
3
tels que t
1
! t
2
et t
1
! t
3
. Comment garantir qu'il
existe un terme t
4
tel que t
2
! t
4
et t
3
! t
4
?
On ne sait rien de t
1
, ni de t
2
, ni de t
3
, mais on a une bonne idee de la faon dont les termes
sont onstruits et reduits. Les termes de notre systeme sont omposes de symboles + sous forme d'un
arbre, ave des entiers aux feuilles (aux extremites) de et arbre. Par exemple, le terme (4 + 5) + 3
omporte trois feuilles 4, 5 et 3 :
+
 
+ 3
 
4 5
Les regles de redutions nous imposent de reduire uniquement les + qui ont pour sous-termes deux
entiers, e qui restreint fortement les possibilites de redution.
Regardons la forme la plus generale que peut avoir le terme t
1
. Si on suppose que t
2
6= t
3
(le as
t
2
= t
3
etant failement prouve), il doit y avoir deux expressions de la forme (n +m) distintes. Le
terme t
1
s'erit : :::(n
a
+m
a
):::(n
b
+m
b
)::: ou les \:::" representent le reste du terme. Si on suppose
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que t
2
est obtenu par redution de (n
a
+ m
a
), ela nous donne t
2
= :::n
a
 m
a
:::(n
b
+ m
b
)::: et
t
3
= :::(n
a
+m
a
):::n
b
m
b
::: omme termes reduits. Pour joindre les deux redutions, il suÆt, dans
haque as, de reduire l'autre redex, ela nous donne t
4
= :::n
1
m
1
:::n
2
m
2
::: omme terme nal.
Par exemple, sur le terme tres simple (1 + 2) + (3 + 4) on peut souligner les deux redex : (1+2) +
(3+4). On reduit de la faon suivante : (1+2) + (3+4) ! 3 + (3+4) et (1+2) + (3+4) ! (1+2) + 7,
et on lo^t en reduisant l'autre redex : 3 + (3+4)! 3 + 7 et (1+2) + 7! 3 + 7.
Pour eetuer la preuve, on va utiliser e fait qu'il est toujours possible de reduire l'autre redex.
Cette possibilite va appara^tre enore plus evidemment ave l'exemple suivant. Voii un terme dont
on a souligne tous les redex :
(((1+2) + 3) + (((4+5) + 6) + (7 + (8+9)))) + (10+11)
Il y a quelque hose que l'on remarque, 'est le fait que les soulignes ne se hevauhent jamais. Ave
le voabulaire des systemes de reeriture, on dit que les redex sont disjoints. Le fait que tous les
redex des termes soient neessairement disjoints suÆt a prouver que le systeme verie la propriete du
diamant.
Nous avons besoin d'outils supplementaires pour parler de nos systemes de reeriture. En partiu-
lier, on souhaite pouvoir parler des interations des redex entre eux et de la faon dont les regles de
reeriture font interferer es redex.
Denition 1.2.7 (Redex disjoints, redex superposes)
 On dit que deux redex sont superposes si l'un deux est un sous-terme de l'autre.
 On dit que deux redex sont disjoints s'ils ne sont par superposes.
Exemple 1.2.8
{ Dans le systeme Addition, tous les redex sont disjoints (voir plus haut).
{ Prenons un systeme de reeriture dont les termes sont donnes par la grammaire suivante :
t ::= a j b j  j f(t) j g(t; t)
et dont les regles sont :
g(b; t) ! g(t; b)
f(a) ! 
a ! b
ou t est une meta-variable. Dans le terme g(a; g(a; f(b))) les redex sont disjoints :
g(a; g(a; f(b))). Par ontre, dans le terme g(b; f(a)), les trois redex sont superposes :
g(b; f(a)). La distintion entre redex disjoints et redex superposes est importante. En ef-
fet, lorsqu'on regarde des problemes de onuene, leurs omportements sont dierents :
 Les redex disjoints donnent des arbres de derivation qui se ferment omme dans la
propriete du diamant. Pour notre exemple g(a; g(a; f(b))) on peut failement etablir le
diagramme suivant :
g(a; g(a; f(b)))
. &
g(b; g(a; f(b))) g(a; g(b; f(b)))
& .
g(b; g(b; f(b)))
 Tandis que les redex superposes se omportent de maniere plus aleatoire. Pour notre
exemple g(b; f(a)), le grand et le moyen redex se ferment omme dans la propriete du
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diamant :
g(b; f(a))
. &
g(f(a); b) g(b; )
& .
g(; b)
Alors que le moyen et le petit ne se ferment pas du tout :
g(b; f(a))
. &
g(b; f(b)) g(b; )
Denition 1.2.9 (Paire ritique)
Une paire ritique est une paire de regles de reeriture telle qu'il existe un terme (ave meta-
variable) ontenant deux redex superposes (un de haune des regles), qui, une fois reduits, donnent
deux termes dierents.
Exemple 1.2.10
{ Dans le systeme de l'exemple preedent, il y a quatre paires ritiques. Pour pouvoir les
nommer plus failement, on indie les regles de la faon suivante :
g(b; t) !
g
g(t; b)
f(a) !
f

a !
a
b
Voii les paires ritiques et le meta-terme qui ontient les deux redex :
 (f; a) : le terme est f(a).
 (g; a) : le terme est g(b; a).
 (g; f) : le terme est g(b; f(a)).
 (g; g) : le terme est g(b; g(b; t)), ou t est une meta-variable.
{ Dans le systeme Riz, les regles (ajouterRiz) et (ajouterEau) forment une paire ritique, ar
le terme asserole(rien, rien) est un redex pour es deux regles (les deux redex superposes
sont deux fois le me^me). En revanhe, les regles (uire) et (ajouterCreme) ne forment pas
une paire ritique, ar il n'existe pas de terme pouvant e^tre reduit par es deux regles, et
dont les redex seraient superposes.
{ Soit un systeme dont les termes sont les onstantes a et b, les symboles de fontion sont f
et g et les regles de redution sont :
g(b) !
g
a
f(a) !
f
b
Ce systeme ne omporte auune paire ritique.
Pour terminer, voii une proposition qui etablit un lien entre onuene et onuene loale.
Proposition 1.2.11 (Conuene et onuene loale)
 Un systeme onuent est loalement onuent.
 Un systeme loalement onuent n'est pas forement onuent.
 Un systeme loalement onuent et fortement normalisant est onuent.
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Preuve :
 La onuene loale est un as partiulier de la onuene, du fait que ! est un as partiulier
de !

. En eet, si on peut trouver un reduit ommun de tous termes issus en zero, une ou
plusieurs etapes d'un terme, alors on peut en trouver un pour deux termes issus en exatement
une etape de e terme.
 Voii un exemple de systeme de reeriture loalement onuent mais non-onuent. Les termes
sont uniquement des onstantes : a, b,  et d. Les regles sont les suivantes :
b ! a
b ! 
 ! b
 ! d
Il est loalement onuent : il ne peut pas y avoir de redution de a ou de d, on regarde les
redutions possible de b et de . On a b ! a et b ! , pour fermer le diagramme, on fait
! b! a :
b
. &
a  b 
On proede symetriquement pour . Cependant, e systeme n'est pas onuent, voii deux
redutions de b qu'on ne peut pas joindre : b!

a et b!

d.
 C'est le lemme de Newman.
1.2.2 Normalisation
Intuition
La question de la normalisation, aussi appelee terminaison, onerne la n eventuelle des redutions.
Lorsqu'on eetue une addition, on ne se pose pas la question de savoir si on a la ertitude que le alul
va s'arre^ter ou si ela depend de l'ordre hoisi pour l'eetuer. En eet, omme pour la onuene on
repond positivement, de faon naturelle, a es questions. Reprenons notre exemple tire de Addition
et regardons si son alul se termine :
(5 + 6) + (2 + 1) ! 11 + (2 + 1) ! 11 + 3 ! 14
En trois etapes, le alul se termine. On dit qu'un alul est termine lorsqu'auune regle de redution
ne peut plus s'appliquer. Le terme obtenu s'appelle une forme normale, 'est-a-dire un terme qui
ne peut plus e^tre reduit davantage. Dans notre exemple, omme pour tous les termes du systeme
Addition, le alul se termine quelque soit la strategie employee. Au lieu de dire qu'il se termine, on
dit souvent qu'il normalise, 'est-a-dire qu'il rend normal, mettant en forme normale. Un systeme qui
normalise tous ses termes quelque soit la strategie est appele fortement normalisant ; on dit aussi qu'il
normalise fortement. Un terme dont il n'existe auune redution innie est dit fortement normalisable ;
par abus de langage on dira aussi qu'il est fortement normalisant ou qu'il normalise fortement. Comme
on le verra i-dessous, le systeme Addition est fortement normalisant.
Le systeme Riz est lui-aussi fortement normalisant, et le fait qu'on ait pu erire l'arbre omplet
des derivations (voir paragraphe 1.1.2) en onstitue une preuve. Par ontre, le systeme Feu n'est pas
fortement normalisant. Si on reduit le terme feuvert, par exemple, on onstate que la redution ne
s'arre^te jamais :
feuvert! feuorange! feurouge! feuvert! feuorange! feurouge! feuvert! :::
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Cela vient du fait que tous les termes peuvent se reduire : il n'y a pas de formes normales dans e
systeme. Si on veut avoir une forme normale, on peut ajouter un terme a notre systeme en s'assurant
qu'il est irredutible. Par exemple, lorsque le feu tombe en panne, il se met dans un etat nal : l'orange
lignotant. On ajoute a nos termes la onstante feuorangelignotant et, le feu pouvant tomber en
panne a partir de n'importe quel etat, on ajoute les trois regles suivantes :
feuvert ! feuorangelignotant
feuorange ! feuorangelignotant
feurouge ! feuorangelignotant
On peut maintenant avoir de nouvelles redutions pour nos termes. Par exemple, voii trois derivations
possibles du terme feuvert :
feuvert! feuorange! feurouge! feuvert! feuorangelignotant
feuvert! feuorange! feuorangelignotant
feuvert! feuorangelignotant
Le terme feuorangelignotant ne pouvant pas e^tre reduit, il est une forme normale (la seule de
e systeme). Tous les termes peuvent se reduire vers elui-i, e qui fait que toute redution a la
possibilite de s'arre^ter sur e terme : on peut, pour tout terme, trouver une derivation qui termine.
Cependant, notre systeme n'est toujours pas fortement normalisant, ar on peut toujours eetuer la
derivation innie preitee. On appelle faiblement normalisant un systeme veriant ette propriete.
En informatique, ette question est importante ar si on souhaite parfois que les pro-
grammes ne se terminent pas (omme les systemes d'exploitation, par exemple), en re-
vanhe, lorsqu'on demande a l'ordinateur d'eetuer un alul on espere bien qu'il s'arre^te
un jour de aluler pour donner le resultat.
Denition
Voii les denitions formelles des deux proprietes de normalisation.
Denition 1.2.12 (Normalisation forte)
 On dit qu'un terme normalise fortement si il n'est pas possible d'engendrer une redution
innie a partir de lui.
 On dit qu'un systeme de reeriture est fortement normalisant si tous ses termes normalisent
fortement. Autrement dit, si haque terme a un arbre de derivation ni. Autrement dit, si
pour tout terme toute redution se termine.
Denition 1.2.13 (Normalisation faible)
 On dit qu'un terme normalise faiblement si il existe une redution de e terme qui termine.
 On dit qu'un systeme de reeriture est faiblement normalisant si tous ses termes normalisent
faiblement. Autrement dit, si haque terme possede, dans son arbre de derivation, une branhe
nie.
Ces deux denitions sont valables me^me si le systeme de reeriture omporte des equivalenes ar
elles-i ne omptent pas omme des etapes de redution. La notion de terminaison s'etend diretement
a la reeriture modulo a ei pres qu'un terme est en forme normale si auune regle de redution ne
peut reduire auun des termes equivalents a lui.
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Notation 1.2.14
Pour un systeme de reeriture R, on notera SN
R
l'ensemble de ses termes qui sont fortement
normalisants
4
. Lorsqu'il n'y aura pas de onfusion possible, on omettra souvent d'indiquer a quel
systeme on fait referene, notant seulement SN .
Preuves et exemples
Prouvons la normalisation forte de Riz. Cela nous permet de debuter nos demonstrations de
normalisation ave une preuve direte par as, e genre de preuves etant en general assez simples
| bien que parfois tres longues | ar son prinipe onsiste a etudier haque as, 'est-a-dire haque
terme.
Proposition 1.2.15 (Normalisation forte de Riz)
Le systeme Riz est fortement normalisant.
Preuve : Comme l'ensemble des termes est tres petit on peut proeder par as, 'est-a-dire
etudier haque terme an d'en etablir la normalisation forte. Pour ela, on va ommener par les
termes en forme normale, puis on va \remonter", 'est-a-dire parourir dans le sens inverse, toutes les
redutions qui peuvent mener a es termes.
{ Les termes aompagnement, asserole(riz uit, eau) et asserole(riz, reme) ne peuvent
pas e^tre reduits. Ce sont des formes normales.
{ Le terme asserole(riz uit, reme) ne peut se reduire que vers aompagnement qui est
une forme normale. Toute redution partant de lui (il n'y en a qu'une) termine, il normalise
don fortement.
{ Le terme asserole(riz uit, rien) peut se reduire, soit vers asserole(riz uit, eau) qui
est une forme normale, soit vers asserole(riz uit, reme), qui, omme on vient de le voir,
normalise fortement. Quelque soit le hoix de redution qu'on fasse, on s'arre^te forement en
deux etapes au maximum. Ce terme normalise fortement.
{ Le terme asserole(riz, eau) ne peut se reduire que vers asserole(riz uit, rien) qui, omme
on vient de le voir, normalise fortement. Ave le me^me argument que preedemment, on onlut
a sa normalisation forte.
{ On proede de la me^me faon, suessivement, pour les termes asserole(riz, rien) et asse-
role(rien, eau), et enn asserole(rien, rien).
Dans la preuve i-dessus, on a souvent utilise un argument sur la normalisation forte des reduits
d'un terme. Voii une proposition qui etablit plus abstraitement et argument an qu'on puisse le
reutiliser dans nos preuves ulterieures.
Proposition 1.2.16 (Normalisation forte et reduits)
1. Si tous les reduits d'un terme normalisent fortement, alors e terme normalise lui-me^me
fortement.
2. Reiproquement, il suÆt qu'un seul des reduits d'un terme ait une derivation innie pour que
e terme ait une derivation innie, i.e. ne normalise pas.
Preuve : Soit t le terme etudie, et t
1
; :::; t
n
ses reduits.
1. On raisonne par l'absurde. On a par hypothese que t
1
; :::; t
n
sont des termes fortement normali-
sants. Supposons que t ne normalise pas fortement, ela signie qu'il existe une redution innie
partant de t. Lors de la premiere redution de t, on obtient l'un des t
1
; :::; t
n
, admettons que ela
soit t
i
. Puisque t engendre une redution innie passant par t
i
, ela implique que t
i
ait, lui-aussi,
4
SN pour \Strong Normalization", normalisation forte en anglais.
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une derivation innie. Cela ontredit l'hypothese de normalisation forte de t
i
, prouvant notre
point.
2. Si t
i
admet une derivation innie t
i
! :::, alors il existe une derivation innie de t : t! t
i
! :::
Passons maintenant au systeme Addition dont la preuve de normalisation forte est plus omplexe.
En eet, l'ensemble des termes etant inni, on ne peut pas raisonner par as sur haun d'eux : on
utilise une autre tehnique de preuve, dont l'idee est la suivante.

A haque terme on fait orrespondre
un entier naturel, de telle sorte qu'a haque fois qu'on reduit un terme, l'entier orrespondant diminue.
Ainsi, on ne peut pas avoir de redution innie d'un terme, sinon ela signierait qu'on peut faire
dero^tre les entiers naturels inniment. Or ei est faux puisque les entiers naturels n sont tous plus
grands ou egaux a zero et qu'il n'y en a qu'un nombre ni entre n et 0. Cette propriete s'appelle la
bonne fondation de l'ordre \<" pour les entiers. De faon generale, la propriete de bonne fondation
d'un ordre pour un ensemble dit qu'il n'existe pas de suite innie d'elements de et ensemble qui
soient deroissant dans l'ordre onsidere.
Regardons onretement e que ela donne. On prend omme entier la taille du terme, 'est-a-dire
le nombre de onstantes (les entiers) et de symboles de fontion (+) qu'on utilise pour l'erire. Le
tableau suivant donne quelques exemples de orrespondanes ; on remarque que le me^me entier peut
orrespondre a plusieurs termes dierents.
terme : entier orrespondant
1 + 4 : 3
2 : 1
(7 + 12) + 3 : 5
(4 + 6) + (1 + 2) : 7
5 + 7 : 3
6 + 8 : 3
Regardons a present la redution d'un terme et les entiers orrespondants.
Terme : (1 + 2) + (3 + 4) ! 3 + (3 + 4) ! 3 + 7 ! 10
Entier : 7 5 3 1
On remarque que l'entier orrespondant dero^t stritement a haque redution : 7 > 5 > 3 > 1. Le
me^me phenomene a lieu pour haque terme, e qui nous permet de onlure a la normalisation forte.
Plus formellement, on appelle poids (ou mesure) la valeur assoiee a haque terme. Voii la
denition indutive ('est-a-dire qui suit le prinipe de onstrution indutif des termes) du poids
des termes du systeme Addition :
 si le terme est un entier, alors son poids est 1,
 sinon, le terme est de la forme t
1
+ t
2
: soit n
1
le poids de t
1
et n
2
le poids de t
2
, alors le poids de
t
1
+ t
2
est l'entier orrespondant a la somme de n
1
et n
2
a laquelle on ajoute 1 pour le symbole
+.
Une telle denition est orrete, me^me si elle fait referene a elle-me^me, ar elle ne le fait alors que
pour des termes stritement plus petits. On donne parfois un nom a la mesure, et on note la mesure
d'un terme omme une fontion : par exemple, si on hoisit h omme nom pour le poids, on note
h(3+7) le poids du terme 3+7. Puisque elui-i vaut 3, on a h(3+7) = 3. Voii la denition formelle
de la mesure h :
 si le terme t est un entier, alors h(t) = 1,
 sinon, t est de la forme t = t
1
+ t
2
et on a h(t) = h(t
1
) + h(t
2
) + 1.
On etablit un lemme qui met en evidene le fait que haque redution fait dero^tre stritement le
poids.
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Lemme 1.2.17
Pour tous termes t
1
et t
2
tels que t
1
! t
2
, on a h(t
1
) > h(t
2
).
Preuve : On prouve e lemme dans le adre du systeme Addition.
Lorsqu'on ontrate un redex, on transforme un sous-terme de la forme x + y, ou x et y sont des
entiers, en un nouvel entier z egal a la somme de x et de y. La taille de e sous-terme etait de 3, et
elle passe a 1. On a don h(t
1
) = n + 3, ou n est le poids du reste du terme, et h(t
2
) = n+ 1. Cela
nous permet de onlure que h(t
1
) > h(t
2
).
On peut a present donner la proposition de normalisation forte d'Addition :
Proposition 1.2.18
Le systeme Addition est fortement normalisant.
Preuve : On raisonne par l'absurde. Supposons qu'il existe un terme t admettant une derivation
innie t ! t
1
! t
2
! ::: ! t
p
! :::. Par le lemme 1.2.17, on obtient une ha^ne innie d'entiers
naturels deroissants h(t) > h(t
1
) > h(t
2
) > ::: > h(t
p
) > :::, e qui est impossible. Le systeme
Addition est don fortement normalisant.
Cette tehnique, qui s'appelle l'interpretation polynomiale peut s'adapter ave des poids qui ne
sont pas des entiers. La seule ontrainte est d'avoir un ordre bien fonde. De e fait, on ne peut pas
avoir de redution innie, e qui voudrait dire qu'on a une suite innie deroissante pour l'ordre. Si
un systeme omporte des equivalenes, elles-i doivent laisser le poids inhange ; ainsi, on peut les
appliquer un nombre quelonque de fois sans mettre en peril la preuve de terminaison.
Une autre methode que l'on peut employer pour montrer la normalisation forte d'un systeme est
la simulation, dont l'idee est la suivante. On souhaite montrer la normalisation forte d'un systeme
S
1
. On hoisit un systeme S
2
qui est deja fortement normalisant. On le hoisit de telle sorte qu'on
puisse etablir une tradution T () des termes de S
1
vers les termes de S
2
. L'intere^t de ette tradution
est de pouvoir rapproher S
1
et S
2
pour pouvoir faire rejaillir la normalisation forte de S
2
sur S
1
. Ce
rapprohement se fait a l'aide d'une simulation, 'est-a-dire qu'on essaie de simuler les redutions de
S
1
par elles de S
2
. Plus formellement, si t
1
! t
2
dans S
1
alors on va essayer d'obtenir T (t
1
)!
+
T (t
2
)
dans S
2
. On pourra alors failement prouver la normalisation forte de S
1
, omme on le voit i-dessous.
Regardons sur un exemple omment ela fontionne. On introduit un nouveau systeme de reeriture,
volontairement tres prohe du systeme Addition, dont on va tres simplement pouvoir etablir une tra-
dution et une simulation dans elui-i. On appelle e systeme Multipliation. Voii la grammaire
de ses termes :
t ::= n j t t
Voii la regle de redution :
nm ! n 
 m
Ou 
 est la multipliation semantique. On traduit les termes de la faon suivante :
 les entiers seront traduits en 0 : pour tout x entier, sa tradution T (x) vaut 0 (on note ela
T (x) = 0),
 les multipliations seront traduites en additions : T (t
1
 t
2
) = T (t
1
) + T (t
2
) (on prend d'abord
la tradution de t
1
et t
2
, puis on met un + entre les deux).
Voii un tableau montrant quelques exemples de tradution :
Terme de Multipliation Tradution dans Addition
5 0
4 3 0 + 0
(2 2) 3 (0 + 0) + 0
5 10 0 + 0
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On remarque que deux termes peuvent avoir la me^me tradution (on dit que la fontion de tradu-
tion T n'est pas injetive). Cela importe peu, e qui ompte, 'est de pouvoir eetuer une simulation
des redutions de Multipliation par les redutions d'Addition. On etablit le lemme de simulation
suivant.
Lemme 1.2.19
Pour tous termes t
1
et t
2
de Multipliation tels que t
1
! t
2
, il existe une redution, dans
Addition, de T (t
1
) vers T (t
2
) en au moins une etape. Autrement dit, il est possible de fermer le
diagramme suivant :
t
1
!
Multipliation
t
2
T
? ?
T
T (t
1
) !
+
Addition
T (t
2
)
Preuve : Si t
1
! t
2
ela signie qu'il existe un ontexte C[ ℄ et un sous-terme x y (ou x et y
sont des entiers) tels que t
1
= C[x y℄ et t
2
= C[x
 y℄. La tradution du ontexte C est un ontexte
C
0
dans lequel les entiers sont remplaes par des 0 et les  par des +. On a alors T (t
1
) = C
0
[0 + 0℄
et T (t
2
) = C
0
[0℄, et il y a bien une redution du premier vers le seond, en exatement une etape : il
suÆt de reduire e redex 0 + 0.
Ce lemme est suÆsant pour prouver la normalisation forte de Multipliation.
Proposition 1.2.20
Le systeme Multipliation est fortement normalisant.
Preuve : On raisonne par l'absurde. Supposons qu'il existe un terme de Multipliation, t, qui
admette une redution innie t ! t
1
! t
2
! ::: dans e systeme. Gra^e au lemme 1.2.19, on peut
onstruire une redution partant de T (t
1
) de la faon suivante :
t !
Multipliation
t
1
!
Multipliation
t
2
!
Multipliation
:::
T
?
T
?
T
?
T (t
1
) !
Addition
T (t
2
) !
Addition
T (t
3
) !
Addition
:::
Cette redution est innie elle aussi, et elle ontredit le fait que le systeme Addition est fortement
normalisant. Le systeme Multipliation est don fortement normalisant lui aussi.
Si un systeme omporte des equivalenes, il faut que les tradutions des termes equivalents soient
elles-me^mes des termes equivalents dans le systeme ible. Nous utiliserons de nombreuses fois ette
tehnique de simulation dans la suite de notre travail.
Il existe bien d'autres tehniques de preuve de normalisation forte, nous en presenterons d'autres
au fur et a mesure de nos besoins.
Union de systemes de reeriture et terminaison
Il arrive souvent qu'on souhaite enrihir un systeme de reeriture ave de nouvelles regles. On
peut se demander si la normalisation forte de l'anien systeme peut s'etendre au nouveau systeme.
Regardons e qui se passe lorsque nous faisons l'union de deux systemes de reeriture fortement
normalisants. Supposons qu'on ait les deux systemes de reeriture suivants, ayant tous les deux omme
termes les onstantes a et b :
 R
1
omporte la regle de redution a! b, et
 R
2
omporte la regle de redution b! a.
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Il est evident que es deux systemes terminent (en fait, la seule redution non vide est de longueur
1 : a ! b et b ! a respetivement). En revanhe, l'union de es deux systemes nous donne omme
regles de redution :
a ! b
b ! a
Et il est tout aussi evident que e systeme ne termine pas, une redution innie pouvant ommener
de la faon suivante : a! b! a! b! a:::
Ce fait peut para^tre anodin, mais il sera la soure de problemes que nous renontrerons par la
suite lorsque nous voudrons etendre des systemes de reeriture, omme le -alul, ave de nouvelles
regles de redution (voir setion 2.2).
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Chapitre 2
-aluls et substitutions expliites
Dans e hapitre, nous introduisons le -alul en donnant sa denition, et ses proprietes. Nous
etudions ensuite les -aluls ave substitutions expliites : nous en donnons le prinipe fondateur, puis
les prinipales proprietes, et enn nous en faisons un tour d'horizon. Le leteur qui sait deja que les
regles de omposition de substitutions onduisent en general a la perte des proprietes de normalisation
peut passer diretement a la setion 2.2.4. Celui qui onna^t, en plus, les dierenes entre , , 
ws
et x peut passer au hapitre suivant.
2.1 Le -alul
2.1.1 Intuition : des fontions mathematiques aux -termes
Les fontions en mathematiques
Pour bien omprendre le -alul, nous partons de la notion de fontion telle qu'elle est introduite
dans l'enseignement seondaire. On y apprend qu'une fontion est une relation entre des objets d'un
ensemble de denition et eux d'un ensemble image.
Exemple 2.1.1
On peut denir une fontion sur les entiers naturels qui fait orrespondre a haque entier elui
qui lui est superieur de 1. L'ensemble de denition est N (l'ensemble des entiers naturels), on peut
donner sa denition de la faon suivante :
f(x) = x+ 1
La fontion f ainsi denie met en relation ertains entiers entre eux. Par exemple, 3 et 4 sont en
relation ar f(3) = 3 + 1 = 4. Pour denir f , nous avons utilise une variable x qui s'appelle le
parametre de la fontion.
La plupart du temps, on se sert des fontions non pas omme des relations, mais omme un moyen
d'eetuer un alul. La fontion f denie i-dessus nous donne le \mode d'emploi" pour aluler,
pour haque entier, l'entier suivant dans l'ordre roissant. Si on onsidere la denition d'une fontion
omme une denition de alul, on prefere alors orienter l'egalite de ette denition. Plus que d'une
egalite f(3) = 4, on est en presene d'un alul : f(3) a pour resultat 4. On aurait envie de remplaer
le symbole = par une ehe !.
En fait, il existe deja une notation de denition de fontion qui omporte une ehe. Reprenons
la denition de f ave ette notation.
Exemple 2.1.2
f :

N ! N
x 7! x+ 1
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On lit ette denition : \soit f la fontion denie sur les entiers naturels qui assoie a tout entier
x l'entier x+ 1".
On appelle l'indiation N ! N le type de la fontion, et nous en parlerons plus longuement dans
le hapitre 3. La deuxieme ligne de la denition utilise le symbole 7! qui fait bien appara^tre l'idee
d'un alul. On dit que les fontions eetuent des aluls en prenant en parametre des valeurs et en
retournant (ou en renvoyant) un resultat. Par exemple, si on donne la valeur 5 omme parametre a
la fontion f , le resultat renvoye sera 6.
Dans l'expression f(5), on dit que 5 est le parametre eetif de la fontion f , 'est-a-dire le
parametre qui va permettre d'eetuer le alul. Cette appellation est a opposer a elle de parametre
formel , elui qui permet de formaliser la fontion : x dans notre exemple. On appelle orps de la
fontion la partie de la denition a droite du symbole 7! : x+ 1 dans notre exemple.
Avant de passer a la suite, on donne la denition de deux autres fontions qui nous serviront
d'exemples. Voii les denitions des fontions h et k.
h :

N ! N
x 7! x+ x
k :

N ! N
x 7! 2
Calul d'un resultat
On s'interesse de plus pres aux meanismes qui entrent en jeu dans le alul d'un resultat. Le
premier est elui de l'appliation. On dit qu'on applique une fontion a un argument (ou parametre
eetif) lorsqu'on fournit a elle-i une valeur an de aluler le resultat assoie. Par exemple, si on
veut aluler le resultat de f pour la valeur 2, on realise l'appliation de f a 2 en erivant f(2).
La deuxieme etape est la substitution : on assoie le parametre eetif au parametre formel,
puis on remplae elui-i par elui-la. Par exemple, apres avoir realise l'appliation f(2), on eetue
l'assoiation [x = 2℄ qu'on utilise pour aluler la valeur du orps de la fontion : on obtient 2 + 1.
Visualisons ela a l'aide d'un dessin :
On veut aluler
On a la denition
f(2)
f(x) = x + 1 2 + 1
[x = 2℄
Si on veut aluler h(4), il faut utiliser deux fois l'assoiation [x = 4℄ :
On veut aluler
On a la denition
h(4)
h(x) = x+ x 4 + 4
[x = 4℄
En revanhe, pour aluler k(0), on n'utilise pas le parametre eetif puisque le parametre formel
n'appara^t pas dans le orps de la fontion :
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On veut aluler
On a la denition
k(0)
k(x) = 2
[x = 0℄
2
Enn, dans le as des fontions mathematiques, une troisieme etape onsiste a aluler le resultat.
Par exemple, dans le as de f(2), apres avoir obtenu 2 + 1, on alule ette expression et le resultat
est 3.
2.1.2 Intuition : les fontions en informatique
Les fontions sont apparues tres to^t dans les langages de programmation strutures. Elles per-
mettent de regrouper un ensemble d'instrutions qui produisent un resultat a partir des donnees
passees en parametre. Voii quelques exemples de fontions dans dierents langages de programma-
tion.
 En C
1
:
/* Cette fontion renvoie le double de l'entier pris en parametre */
int double(int n) {
return 2*n;
}
Dans l'ente^te de la fontion double : int double(int n), on peut voir, entre les parentheses,
que elle-i prend en parametre formel un entier (INTeger en anglais) dont le nom est n ; la
mention int qui se trouve avant le nom de la fontion indique que le resultat renvoye par elle-
i est aussi un entier. Dans son orps, l'instrution return 2*n; demande que le resultat de
l'evaluation de l'expression 2*n ('est-a-dire le double de la valeur du parametre eetif) soit
renvoye omme resultat de la fontion.
 En Pasal
2
:
{ Cette fontion renvoie le arre de l'entier pris en parametre }
funtion arre(n : integer) : integer;
begin
arre := n*n
end;
Dans l'ente^te de ette fontion : funtion arre(n : integer) : integer;, on peut voir,
entre les parentheses, que elle-i prend en parametre un entier dont le nom est n ; la mention
integer qui se trouve apres le \:" hors des parentheses indique que le resultat renvoye par la
fontion est aussi un entier. Dans son orps, l'instrution arre := n*n; demande que le resultat
de l'evaluation de l'expression n*n ('est-a-dire le arre de la valeur du parametre eetif) soit
aete omme valeur de resultat de la fontion.
 En Caml
3
:
(* Cette fontion renvoie toujours l'entier 4 *)
let quatre(n) = 4;;
(* Cette fontion renvoie la somme de l'entier pris en parametre et de 3 *)
1
La referene standard est [52℄.
2
La plus anienne referene semble e^tre [71℄.
3
Voir [58℄.
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let plusTrois(n) = n+3;;
(* On peut aussi la definir de la faon suivante *)
let plusTrois = funtion n -> n+3;;
Ces denitions sont tres prohes de elles que l'on fait en mathematiques. La premiere dit
que la valeur de la fontion est 4, quelque soit la valeur de n puisque l'on ne s'en sert pas.
Les deux suivantes sont deux formulations possibles qui sont oertes aux programmeur. Elle
orrespondent exatement aux deux denitions possibles en mathematiques dont nous avons
parle dans la setion preedente. En outre, il n'est pas neessaire de preiser le type (ensemble
de denition) du parametre et du resultat, eux-i seront determines automatiquement.
Lorsque le semantiien veut etudier des fontions du programme informatique, il les interprete
par des -termes, se debarrassant ainsi de la syntaxe speique de haque langage de programmation.
Apres avoir lu la setion suivante, le leteur n'aura pas de diÆultes a trouver les -termes interpretant
les fontions presentees dans l'exemple i-dessus.
2.1.3 Denition
-termes et -redution
Pour une presentation plus omplete de la denition et des proprietes du -alul, le leteur pourra
se referer a [14, 16, 7℄. Avant tout, le -alul est un langage qui nous permet d'erire des fontions.
Voii les indiations de tradution de nos fontions dans le -alul.
{ Au lieu d'utiliser le symbole 7!, nous utiliserons les symboles  et : qui enadreront le parametre
formel. Par exemple, la fontion f s'erira x:(x+1) au lieu de x 7! x+1, la fontion h s'erira
x:(x + x) au lieu de x 7! x + x et la fontion k s'erira x:2 au lieu de x 7! 2. On remarque
qu'on a utilise des parentheses pour bien identier le orps de la fontion.
{ On notera l'appliation d'une fontion a un argument en plaant un espae entre le nom de la
fontion et l'argument. Par exemple, l'appliation f(2) sera notee f 2. On est libre de mettre
des parentheses, on peut ainsi erire : f (2), (f 2) ou enore (f) 2.
L'intere^t du -alul est qu'il formalise le alul du resultat de l'appliation d'une fontion a un
argument. Il fournit pour ela une regle de reeriture qui s'appelle  (on parle alors de -redution).
Mais avant de donner ette regle, on denit les termes du -alul.
Denition 2.1.3 (-termes)
Supposons avoir un ensemble inni de variables, V. Les termes du -alul (ou -termes) sont
onstruits a l'aide de la grammaire suivante ou x est une variable quelonque de V :
t ::= x j x:t j t t
Un terme est soit une variable x, soit une fontion omportant une variable (le parametre
formel) et un sous-terme (le orps de la fontion) x:t, soit l'appliation d'un sous-terme (la fontion,
a gauhe) a un autre sous-terme (le parametre eetif, a droite) t t. L'ensemble des -termes est
note 
4
.
Exemple 2.1.4
Voii quelques exemples de -termes :
 x : toute variable est un terme.
 y:y : 'est la fontion identite ; e qu'elle prend en parametre, elle le renvoie omme resultat.
4
On remarque que les symboles 1, 2 et + que nous avons utilise plus haut n'apparaissent pas dans ette grammaire.
On ne peut pas erire la fontion x:(x+ 1). Cependant, les entiers naturels ainsi que l'addition (et bien plus enore)
peuvent e^tre denis dans le -alul en utilisant la grammaire i-dessus (pour plus de details, onsulter les referenes
proposees au debut de ette setion).
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 y:z : ette fontion n'utilise pas son parametre.
 (x:x) z : 'est l'appliation de la fontion identite a la variable z.
 y x : 'est l'appliation de y a x (y peut devenir une fontion, omme on va le voir i-dessous).
Comme dans l'exemple de l'addition, on peut representer nos -termes par des arbres dont les
nuds sont soit des x soit des appliations (notees ) et dont les feuilles sont des variables. Voii de
gauhe a droite les arbres orrespondant aux termes presentes i-dessus.
x
y
j
y
y
j
z

 
x z
j
x

 
y x
Dans le -alul, on dit que les fontions sont des \itoyens de premiere lasse" ; ela signie que
les fontions sont des valeurs qu'on peut, par exemple, passer omme parametre a d'autres fontions.
Cette possibilite est beauoup plus utilisee en informatique qu'en mathematiques
5
. Par exemple, le
terme (x:x)(y:z) est un -terme : 'est l'appliation de la fontion x:x ave omme parametre la
fontion y:z.
Voii la regle de redution , dans laquelle t et u sont des meta-variables de terme, et x est une
meta-variable de variable :
(x:t) u ! tfx ug
Le membre gauhe de la regle orrespond a l'appliation d'une fontion a un argument. Le ltrage
(voir setion 1.1.4) permet d'appliquer ette regle a tout les termes dont l'arbre ommene par un
nud  et se poursuit a gauhe par un . Le membre droit est un peu plus omplexe, nous allons
l'etudier de plus pres.
La notation tfx  ug represente un alul impliite : elui de remplaer dans t les variables x
par le terme u. Il orrespond au meanisme dont nous avons parle pour le alul du resultat dans
la setion 2.1.1. Pour aluler le membre droit de la regle, on substitue les ourrenes de x par u.
Comme dans l'exemple de l'addition (voir 1.1.3) e alul impliite est eetue instantanement avant
de poursuivre la reeriture. On l'appelle la substitution impliite. Son alul peut e^tre deompose en
deux parties : premierement, il faut propager la substitution jusqu'aux variables, et deuxiemement, il
faut eetuer la substitution des variables onernees.
Substitution impliite, problemes de variables et -equivalene
Pour mieux omprendre omment ette substitution impliite fait son travail, on peut regarder les
quelques exemples suivants : (x:x) y ! xfx  yg, (x:(x x)) y ! (x x)fx  yg, (x:(x z)) y !
(x z)fx yg et (x:z) y ! zfx yg. Le tableau suivant montre la faon dont est alule le resultat
des substitutions.
5
Les langages fontionnels (ML, Lisp, et.) sont ba^tis sur le -alul et, de e fait, orent ette possibilite de faon
primitive. Certains langages imperatifs proposent des meanismes similaires.
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y y

fx yg

x x
y z

fx yg

x z
z
z
Le resultat est
x
y
fx yg fx ygOn substitue
Dans
On peut formaliser ompletement ette meta-operation ('est-a-dire operation impliite) de sub-
stitution de la faon suivante, par indution sur les termes :
xfx ug = u
yfx ug = y si x 6= y
(t u)fx vg = (tfx vg ufx vg)
(y:t)fx ug = probleme
(x:t)fx ug = probleme
Les deux dernieres lignes neessitent plus de preautions, omme le montrent les deux exemples
suivants :
 (x:x)fx yg est un exemple de substitution qui pose probleme pour la inquieme ligne de la
formalisation i-dessus. La variable x de la substitution orrespond au parametre formel d'une
fontion qui n'appara^t plus dans le terme ; elle n'a rien a voir ave la variable x de la fontion
x:x. La fontion (x:x) ne doit don pas e^tre modiee par la substitution.
(x:(x:x)) y est un terme qui peut onduire a (x:x)fx yg. Cela signie qu'on a eetue la
redution suivante :
(x:(x:x)) y ! (x:x)fx yg
Si on proede navement au alul de la substitution, on obtient :
(x:x)fx yg = x:(xfx yg) = x:y
e qui serait une erreur.
Le probleme vient du fait que, dans le terme d'origine, (x:(x:x)) y, on a employe deux fois la
variable x omme parametre formel.
 (y:x)fx yg est un exemple de substitution qui pose probleme pour la quatrieme ligne de la
formalisation i-dessus. Comme dans l'exemple preedent, la variable y de y:x est le parametre
formel de ette fontion ; elle n'a don de sens que dans le orps de elle-i. Par ontre, la variable
y de la substitution est exterieure, et don independante.
Voii un terme qui peut onduire a (y:x)fx  yg : (x:(y:x)) y. On a alors eetue la
redution suivante :
(x:(y:x)) y ! (y:x)fx yg
Si on eetue le remplaement, on obtient le terme y:y, dans lequel la variable y orrespond
maintenant au parametre formel de la fontion, e qui serait une erreur.
Le probleme vient du fait que, dans le terme d'origine (x:(y:x)) y on a employe la variable y
a la fois omme une simple variable et omme le parametre d'une fontion.
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Pour resoudre es deux problemes, nous devons etudier de plus pres les dierents types de va-
riables qui se trouvent dans nos termes. Une notion fondamentale, autant en informatique qu'en
mathematiques, est elle de variable liee (ou muette pour les mathematiiens). Son onept est le
suivant.
Lorsqu'on erit la denition d'une fontion en mathematiques, on hoisit une variable pour e^tre
le parametre formel. Par exemple, dans la denition suivante, on a hoisi x :
f(x) = x+ 1 ou f : x 7! x+ 1
On aurait tout aussi bien pu hoisir y ou z, e qui nous aurait donne :
f(y) = y + 1 ou f(z) = z + 1
Dans tous les as la fontion f reste la me^me ; elle renvoie toujours le me^me resultat lorsqu'on lui
applique une me^me valeur. Cette variable ne sert qu'a denir la fontion, elle n'a pas d'autre signi-
ation : elle est muette, 'est une variable liee (i.e. liee a la denition).
Dans le -alul, les variables liees sont elles introduites entre un  et un :, omme par exemple
le x dans x:y. Dans le terme x:x, on dit que l'ourrene de x dans le orps de la fontion est liee
par le x: qui se trouve juste avant. C'est le symbole  qui sert a lier les variables, on l'appelle don
un lieur . Ainsi les termes x:x et y:y, qui representent la me^me fontion (l'identite), ne dierent que
par le hangement, ou le renommage, de la variable liee.
La partiularite des variables liees reside dans le fait qu'on peut les hanger sans modier le sens
de la fontion. Pour formaliser ela dans notre systeme de reeriture, on introduit une equivalene
entre les termes. Celle-i devra rendre equivalents les termes qui ne dierent que par un renommage
des variables liees. Regardons quelques exemples de termes qui seraient equivalents :
 x:x et y:y,
 x:(x y) et z:(z y),
 (x:y:(x y)) (z:z) et (u:z:(u z)) (z:z).
La notion symetrique de variable liee est elle de variable libre. Dans un terme, une variable est
libre si elle n'est pas dans la portee d'un lieur pour ette variable. Par exemple, dans le terme x, la
variable x est libre. Si on raisonne sur nos termes sous forme d'arbre, une variable x sera libre si il n'y
a pas, au dessus d'elle, un x dont elle serait une feuille (me^me lointaine). Voii quelques exemples
de termes pour lesquels on indique quelles sont les variables liees et libres.
Exemple 2.1.5
 Dans le terme x:(x y), x est liee et y est libre.
 Dans le terme x:y:(y x), x et y sont liees.
 Dans le terme x:(y z), y et z sont libres.
 Dans le terme (x:x) x, x appara^t a la fois omme un variable liee (dans x:x) et omme
une variable libre (a droite de l'appliation).
Nous pouvons a present regarder le as ou le renommage d'une variable liee pose probleme. Dans
le terme x:(x y), x est liee, mais y est libre. Si on hoisit de renommer x en y, on obtient y:(y y) ;
dans e as les deux ourrenes de y sont liees. En renommant la variable liee, nous avons hange le
sens de la fontion : si on lui applique la variable z, par exemple, on obtient deux resultats dierents
(x:(x y)) z ! z y et (y:(y y)) z ! z z. On en deduit qu'il faut hoisir soigneusement la nouvelle
variable pour eviter e genre de problemes. Cependant, puisqu'on a un ensemble inni de variables,
il n'est pas diÆile d'en trouver une qui onvient. Pour que tout se passe bien, on peut simplement
hoisir une variable qui n'appara^t pas du tout dans le terme, on appellera ela une variable fra^he.
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On peut a present denir notre equivalene, que l'on appelle -equivalene : on dit que deux termes
t et t
0
sont -equivalents s'ils ne dierent que par un renommage de leurs variables liees (on le note
t 

t
0
) . On denit aussi l'-onversion qui eetue le renommage : pour tout terme, on eetue
son -onversion en prenant tous ses sous-termes de la forme x:t et en les remplaant par y:t
0
ou y
est une variable fra^he et t
0
est le terme t dans lequel on a remplae toutes les variables x (liees par
e ) par y. On dit qu'on raisonne modulo -equivalene quand on onsidere que l'on proede a des
-onversions des qu'on en a besoin.
Revenons a notre substitution impliite et aux deux problemes qui nous avaient arre^tes. On peut
resoudre le seond probleme failement en raisonnant modulo -equivalene. Puisqu'on peut renommer
les variables liees, toutes les fois ou on a (x:t)fx  ug, on -onvertit x:t pour obtenir y:t
0
, et
(y:t
0
)fx ug est alule en prenant l'avant-derniere ligne de la formalisation. Pour bien omprendre
le premier probleme, regardons le terme suivant et sa -redution :
(x:y:(x y)) y !

(y:(x y))fx yg = y:(y y)
Dans le premier terme, la variable y la plus a droite est libre, mais elle devient liee par le y une fois
substituee a x. C'est e qu'on appelle une apture de variable. Cela hange le sens de notre terme. La
enore, l'-equivalene resout notre probleme ar on peut renommer la variable liee y pour s'assurer
que la apture n'aura pas lieu : (x:y:(x y)) y est -equivalent a (x:z:(x z)) y et on a
(x:z:(x z)) y !

(z:(x z))fx yg = z:(y z)
La formalisation de la substitution impliite est alors omplete.
Denition 2.1.6 (Substitution impliite)
La substitution impliite est denie, modulo -equivalene, de la faon suivante, par indution sur
la struture des termes :
xfx ug = u
yfx ug = y si x 6= y
(t u)fx vg = (tfx vg ufx vg)
(y:t)fx ug = y:(tfx ug) ave x 6= y et y non libre dans u
Exemple 2.1.7 (Substitutions)
Voii quelques exemples de substitutions (on fait appara^tre quelques etapes du alul) :
 (x y)fy  zg = (xfy  zg yfy  zg) = (x z)
 (x:y)fy  zg = x:(yfy  zg) = x:z
 (x:x)fx zg = (y:y)fx zg = y:(yfx zg) = y:y 

x:x
 (x:(x y))fy  xg = (z:(z y))fy  xg = z:((z y)fy  xg) = z:(z x)
On peut aussi denir formellement l'-onversion en utilisant la substitution impliite.
Denition 2.1.8 (-onversion, -equivalene)
Pour realiser l'-onversion (ou -equivalene) d'un terme, on remplae tous ses sous-termes de
la forme x:t par y:(tfx  yg) ou y est une variable fra^he. Plus formellement, on denit l'-
equivalene de la maniere suivante, par indution sur la struture des termes :
x 

x
t u 

t
0
u
0
ave t 

t
0
et u 

u
0
x:t 

y:(t
0
fx yg) ou y est une variable fra^he et t 

t
0
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Remarque 2.1.9
Modulo -equivalene, les variables liees ne sont jamais touhees par une substitution : dans le
terme tfx ug, si on a un sous-terme x:v, le renommage remplaera x par une variable fra^he.
Ainsi, auune variable liee ne s'appellera x.(Voir l'exemple (x:x)fx zg presente plus haut).
On aura souvent besoin de aluler l'ensemble des variables libres d'un terme. Cela se fait faile-
ment de faon indutive.
Denition 2.1.10 (Ensemble des variables libres d'un terme)
L'ensemble des variables libres d'un terme t, note FV (t) (pour \Free Variables" en anglais) se
alule par indution sur la struture du terme, de la faon suivante :
{ si le terme est une variable x, alors FV (x) = fxg,
{ si le terme est une appliation t u, on fait l'union des variables libres de t et u : FV (t u) =
FV (t) [ FV (u),
{ si le terme est une fontion x:t, on prend les variables libres de t et on y enleve x qui est
liee par e  : FV (x:t) = FV (t) n fxg.
Exemple 2.1.11 (Ensemble des variables libres)
Voii quelques exemples (on fait appara^tre quelques etapes de alul sur les ensembles) :
 FV (x y) = fx; yg
 FV (x:x) = fxg n fxg = ;
 FV (x:(x y)) = fx; yg n fxg = fyg
 FV (x:y:(x y)) = ;
 FV ((x:(x y)) (x z)) = (fx; yg n fxg) [ fx; zg = fx; y; zg
Nous aurons souvent plusieurs symboles de fontion, et plusieurs lieurs, auxquels as le alul de
l'ensemble des variables libres est a adapter en onsequene. Pour terminer ave ette setion, on
donne quelques exemples de -redutions.
Exemple 2.1.12 (-redutions)
 Soit la redution suivante :
(x:(x x)) (x:x)! (x x)fx (x:x)g = (x:x) (x:x)! xfx (x:x)g = (x:x)
On remarque que dans le premier terme, il n'y a qu'un seul redex (ou -redex), et qu'apres
l'avoir reduit, 'est un nouveau redex qui appara^t. En general, on ne fait pas appara^tre les
etapes de substitution impliite dans les derivations. La redution du terme s'erit alors :
(x:(x x)) (x:x)! (x:x) (x:x)! (x:x)
 Plusieurs redutions d'un me^me terme sont possibles :
(x:x) ((y:y) z)
. &
((y:y) z) (x:x) z
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2.1.4 Les indies de de Bruijn
Presentation et denition
L'-onversion et la notion de variable fra^he impliquent l'utilisation de proedes ou^teux (en
temps de alul) si on souhaite implanter ('est-a-dire programmer sur ordinateur) la -redution
des -termes. Pour les supprimer, une nouvelle notation pour les -termes a ete introduite [29, 30℄.
Celle-i n'utilise plus de variables nommees (x, ou y, ou z, et.), mais des entiers qui indiquent a quel
 la variable orrespond. Ces entiers s'appellent des indies de de Bruijn. Pour omprendre omment
ils sont denis, regardons le -terme x:((y:((x z) y)) x) sous sa forme d'arbre :
x

xy

y
x z
Chaque ehe relie une variable a son lieur (sauf pour z, sans lieur). Comme 'est ette information
qui nous interesse, l'idee onsiste a remplaer le nom de la variable par un entier qui indique l'empla-
ement de son lieur. Il y a deux possibilites : soit on indique le nombre de  qu'il faut traverser (en
remontant l'arbre du terme) avant d'atteindre elui de la variable, auquel as les indies ommenent
a 0, soit on indique qu'il s'agit du n-ieme lieur au dessus (toujours en remontant l'arbre du terme)
en mettant diretement n, auquel as les indies ommenent a 1. Dans les deux as, on numerote les
variables libres en utilisant des nombres suÆsamment grands pour qu'ils ne referenent auun lieur.
Par exemple, le terme x:(x y) deviendra (0 1) ave la premiere notation, et (1 2) ave la deuxieme.
Pour notre terme x:((y:((x z) y)) x), on obtient soit ((((1 2) 0)) 0), soit ((((2 3) 1)) 1), les
voii sous forme d'arbres.


1

1
2 3


0

0
1 2
Cela supprime le probleme des variables nommees, mais, en ontrepartie, on obtient un systeme
dans lequel les termes sont diÆilement lisibles. Par exemple, dans le terme qu'on vient d'obtenir :
((((1 2) 0)) 0), il n'est pas evident de voir que les deux variables soulignees sont les me^mes (elles
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n'ont pas le me^me numero, mais elles font referene au me^me lieur), tandis que les deux variables
d'indie 0 sont dierentes (elles ont le me^me numero, mais elles ne font pas referene au me^me lieur).
Cela va rejaillir sur le reste des denitions : l'operation de substitution, en partiulier, devra eetuer
des aluls plus omplexes an de garder la oherene des indies de de Bruijn.
On onsidere, dans le reste de ette setion, qu'on adopte la deuxieme presentation des indies,
elle qui les fait ommener a 1.
Denition 2.1.13 (-termes ave indies de de Bruijn)
Les termes du -alul ave indies de de Bruijn sont onstruits a l'aide de la grammaire suivante
ou n est un entier naturel :
t ::= n j t j t t
Exemple 2.1.14
Voii quelques exemples de -termes ave indies de de Bruijn. Pour haun d'eux, on donne un
terme orrespondant dans le -alul ave noms de variable :
 n : tout indie est un terme (x).
 1 : 'est la fontion identite (x:x).
 2 : ette fontion n'utilise pas son parametre (x:y).
 (1) 1 : 'est l'appliation de la fontion identite a la variable libre 1 ((x:x) y).
 1 2 : 'est l'appliation de 1 a 2 (y x).
Voii la regle de redution , dans laquelle t et u sont des meta-variables de terme :
(t) u ! tf1 ug
Substitution impliite ave indies de de Bruijn
On s'interesse a present a la nouvelle substitution impliite. Le terme 1 peut voir arriver a lui
une substitution telle que (1)f1  tg. Les deux problemes dont on a parle pour la substitution
impliite du alul nomme se posent aussi dans le alul ave indies : une substitution semble vouloir
remplaer une variable liee, et il faut faire attention a la apture des variables. Pour resoudre le
premier probleme, regardons le terme suivant :
((1 2))1! ((1 2))f1 1g
Ce terme peut s'erire, dans le alul nomme, (x:y:(y x)) z et il s'y reduit vers (y:(y x))fx zg,
'est-a-dire (y:(y z)). On voit bien que dans le terme ((1 2))f1 1g e n'est pas la variable soulignee
qui doit e^tre remplaee, me^me si elle porte le bon numero, mais sa voisine qui porte le numero 2.
Lorsque la substitution va entrer dans le orps de la fontion l'indie a substituer ne sera plus 1,
mais 2. En regardant attentivement, on onstate que 'est normal puisqu'entre la substitution et sa
variable, il y a alors un  de moins.
Par ontre, apres e^tre passees sous le , les variables du orps de la substitution (e qui est a droite
de la ehe) ont un  de plus a traverser pour atteindre leur lieur. C'est le probleme de la apture de
variable qui appara^t ii. Cependant, l'indie a remplaer a omme valeur le nombre de lieurs traverses
depuis la reation de la substitution, il suÆra don d'ajouter e nombre a toutes les variables libres
du orps de la substitution. Sans entrer plus avant dans les details, on donne la denition suivante de
la substitution impliite du -alul ave indies de de Bruijn.
56 Chapitre 2. -aluls et substitutions expliites
Denition 2.1.15 (Substitution impliite (indies de de Bruijn))
La substitution impliite est denie de la faon suivante, par indution sur la struture des termes :
nfn ug = U
n
0
(u)
mfn ug = m si m < n
mfn ug = m  1 si m > n
(t u)fn vg = (tfn vg ufn vg)
(t)fn ug = (tfn+ 1 ug)
La fontion U
n
i
(t) eetue la mise a jour des indies pour eviter la apture des variables. Voii sa
denition par indution struturelle :
U
n
i
(t u) = U
n
i
(t) U
n
i
(u)
U
n
i
(t) = U
n
i+1
(t)
U
n
i
(m) = m si m  i
U
n
i
(m) = m+ n  1 si m > i
2.1.5 Proprietes
Voii un bref rappel de deux proprietes du -alul : sa terminaison et sa onuene. Ces proprietes
sont valables aussi bien pour la version nommee que pour les versions ave indies de de Bruijn.
Terminaison
Le -alul n'est pas fortement normalisant et voii le ontre-exemple le plus onnu. On appelle
 le terme x:(x x) et 
 le terme   = (x:(x x)) (x:(x x)). Il n'y a qu'un seul redex dans e
terme, on peut faire une -redution :
  = (x:(x x)) (x:(x x)) ! (x x)fx (x:(x x))g = (x:(x x)) (x:(x x)) =  
Apres une etape de redution, on obtient a nouveau le me^me terme. On peut alors reommener a
l'inni :
  !   !   !   !   ! :::
On verra plus loin (voir setion 3.1) qu'il est possible d'identier un sous-ensemble de -termes
qui sont fortement normalisants.
Conuene
Theoreme 2.1.16 (Conuene du -alul)
Le -alul est onuent.
Preuve : Voir [7℄. Pour la version ave indies de de Bruijn, on trouvera une preuve dans [50℄
qui utilise des tradutions entre les termes ave indies et les termes ave noms.
Dans l'etude de la onuene, on peut s'interesser au terme (y:((x:t) u)) v dont voii deux
redutions possibles. Le hemin qui part a gauhe orrespond a la redution du redex (x:t) u tandis
que elui de droite orrespond a la redution du redex (y:t
0
) v (ou t
0
= ((x:t) u)). Remarquons au
passage que, modulo -onversion, la variable x n'est pas libre dans v puisqu'on peut la renommer
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dans x:t par une variable fra^he.
(y:((x:t) u)) v
. &
(y:(tfx ug)) v ((x:t) u)fy  vg
=
# (x:(tfy  vg)) (ufy  vg)
#
tfx ugfy  vg tfy  vgfx ufy  vgg
Pour obtenir la onuene, il faut verier que es termes sont egaux. C'est l'objet du lemme
suivant. Regardons de plus pres haque terme an de se donner quelques intuitions.
{ Dans le terme tfx  ugfy  vg, on remplae d'abord tous les x par u puis, dans le terme
obtenu, on remplae tous les y par v (y ompris dans les u preedemment substitues).
{ Dans le terme tfy  vgfx  ufy  vgg, on ommene par remplaer tous les y par v dans t.
Ensuite, dans le terme obtenu, on remplae tous les x par le terme u dans lequel on a remplae
tous les y par v. Comme x n'est pas dans v, la substitution fx ufy  vgg ne onerne, dans
tfy  vg que les variables x presentes dans t.
Comme on va le voir dans le lemme suivant, ette egalite est aisement veriee. Cependant, on trouvera
une onguration similaire dans la setion suivante qui sera plus diÆile a gerer.
Lemme 2.1.17 (Lemme de substitution)
Soient t, u et v des -termes tels que la variable x n'est pas libre dans v (x 62 FV (v)). On a
tfx ugfy  vg = tfy  vgfx ufy  vgg
Preuve : Par indution sur la struture des termes :
 Si t est une variable, trois as sont possibles :
{ soit t = x, alors on a
xfx ugfy  vg = ufy  vg
et
xfy  vgfx ufy  vgg = xfx ufy  vgg = ufy  vg;
{ soit t = y, alors on a
yfx ugfy  vg = yfy  vg = v
et
yfy  vgfx ufy  vgg = vfx ufy  vgg = v
ar x n'est pas libre dans v,
{ soit t = z (ave z 6= x et z 6= y), alors on a
zfx ugfy  vg = zfy  vg = z
et
zfy  vgfx ufy  vgg = zfx ufy  vgg = z:
 Si t est une appliation t
1
t
2
, alors on a
(t
1
t
2
)fx ugfy  vg = (t
1
fx ugfy  vg t
2
fx ugfy  vg)
et
(t
1
t
2
)fy  vgfx ufy  vgg = (t
1
fy  vgfx ufy  vgg t
2
fy  vgfx ufy  vgg):
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Par hypothese d'indution, on a
t
1
fx ugfy  vg = t
1
fy  vgfx ufy  vgg
et
t
2
fx ugfy  vg = t
2
fy  vgfx ufy  vgg;
e qui prouve e point.
 Si t est une abstration z:t
0
(modulo -onversion), alors on a
(z:t
0
)fx ugfy  vg = z:(t
0
fx ugfy  vg)
et
(z:t
0
)fy  vgfx ufy  vgg = z:(t
0
fy  vgfx ufy  vgg):
Par hypothese d'indution, on a
t
0
fx ugfy  vg = t
0
fy  vgfx ufy  vgg;
e qui prouve e point.
2.2 Les -aluls ave substitutions expliites
Comme nous l'avons vu preedemment, la substitution est une operation impliite qui n'est pas
omptee dans les etapes de reeriture. Si 'est suÆsant d'un point de vue theorique, 'est en revanhe
insatisfaisant d'un point de vue operationnel ou alulatoire. Lorsqu'on veut observer la redution
d'un -terme an de mesurer la quantite de alul neessaire, le nombre de -redutions eetuees
n'est qu'une pietre mesure. Prenons par exemple un terme (x:t) u, sa redution vers tfx  ug est
onsideree omme une unique etape de alul. Cependant, supposons que la variable x apparaisse un
tres grand nombre de fois dans le terme t et que le terme u ait une tres grande taille, la substitution
pourrait neessiter un temps de alul onsiderable. En rendant l'operation de substitution interne au
systeme de reeriture du -alul, on peut ombler e manque de preision.
Les aluls ave substitutions expliites rendent, omme leur nom l'indique, l'operation de substi-
tution expliite. Ils etendent la grammaire des termes an d'y integrer la substitution, et ils ajoutent
de nouvelles regles de redution pour gerer es substitutions - essentiellement leur propagation jus-
qu'aux variables. Cela fait, on dispose d'un outil plus n pour analyser la redution des termes :
on peut hoisir quelle substitution propager et a quel moment le faire. Cependant, des l'arrivee des
premiers aluls ave substitutions expliites, il est apparu que ertaines proprietes etaient diÆiles a
etablir, voire perdues, dans es nouveaux systemes.
Lorsqu'un alul ave substitutions expliites est deni, on appelle terme pur un terme sans
substitution. Par extension, on appelle alul pur l'anien alul (sans substitution expliite) qui sera
souvent le -alul (dit -alul pur).
2.2.1 Approhe simple : le x-alul
Le plus simple alul ave substitutions expliites est sans onteste le x-alul [68, 11℄, me^me
s'il n'a pas ete historiquement le premier propose. Il se ontente de transformer les aolades des
substitutions en rohets, et de les ajouter dans les termes. La gure 2.1 presente sa grammaire et ses
regles de redution. Dans e alul, (x:t)[y  u℄ est un terme a part entiere. On peut onstater que
les regles ajoutees sont exatement elles qui denissent la substitution impliite. On note parfois la
substitution [t=x℄ au lieu de [x t℄.
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Voii la grammaire des termes :
t ::= x j x:t j t t j t[x t℄
Voii les regles de redution :
(x:t) u !
Beta
t[x u℄
(t u)[x v℄ !
App
(t[x v℄ u[x v℄)
(x:t)[y  u℄ !
Lambda
x:(t[y  u℄)
x[x t℄ !
Var1
t
y[x t℄ !
Var2
y
Fig. 2.1 { Denition du x-alul
La regle Beta ressemble beauoup a la regle  du -alul. C'est elle qui ree les substitutions.
On trouvera une regle de e genre dans tous les autres aluls ave substitutions expliites. Voii un
exemple de redution dans le x-alul :
(x:((y:((x z) y)) x)) z !
Beta
((y:((x z) y)) x)[x z℄
Dans le -alul, la substitution serait automatiquement propagee jusqu'aux variables. Ii, on peut
hoisir de reduire dieremment, par exemple en s'oupant de l'autre Beta-redex.
((y:((x z) y)) x)[x z℄ !
Beta
((x z) y)[y  x℄[x z℄
En revanhe, arrive a e point, on ne peut plus hoisir de propager la substitution [x z℄ tant qu'on
a pas propage un peu [y  x℄, ar auune regle de redution ne permet de gerer le as ou deux
substitutions se renontrent. On reparlera de ela plus loin. Terminons la redution (a haque etape,
on souligne la substitution que l'on propage) :
((x z) y)[y  x℄[x z℄
# App
((x z)[y  x℄ y[y  x℄)[x z℄
# App
((x z)[y  x℄[x z℄ y[y  x℄[x z℄)
# Var1
((x z)[y  x℄[x z℄ x[x z℄)
# Var1
((x z)[y  x℄[x z℄ z)
# App
((x[y  x℄ z[y  x℄)[x z℄ z)
# App
((x[y  x℄[x z℄ z[y  x℄[x z℄) z)
# Var2
((x[y  x℄[x z℄ z[x z℄) z)
# Var2
((x[y  x℄[x z℄ z) z)
# Var2
((x[x z℄ z) z)
# Var1
((z z) z)
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Dans le voabulaire des substitutions expliites, on appelle alul des substitutions le sous-ensemble
des regles de redution qui s'oupent de la propagation des substitutions, 'est-a-dire les regles qui
ont des substitutions dans leur membre gauhe. Pour le x-alul, le alul des substitutions, appele
x-alul, est ompose des regles App, Lambda , Var1 , et Var2 . Pour bien visualiser elui-i dans la
denition des regles de redution, on le separe souvent du reste des regles en inserant une ligne vide.
2.2.2 Le dilemme de la omposition
Dans la setion suivante, nous presenterons les proprietes qui sont habituellement reherhees pour
les aluls ave substitutions expliites. La onuene, omme nous l'avons vu au hapitre 1, est une
propriete qui porte sur les termes pouvant ontenir des meta-variables. La presene de es meta-
variables empe^he de reduire les termes a partir d'un ertain point. Par exemple, si le terme x[y  z℄
peut se reduire vers x (par la regle Var2 ), par ontre le terme a[y  z℄, ou a est une meta-variable,
ne peut plus e^tre reduit ar on ne sait rien de a. Si 'est une variable, il faudra utiliser l'une des regles
Var1 ou Var2 , si 'est une appliation ou une abstration, il faudra respetivement utiliser la regle
App ou Lambda .
Les termes ave meta-variables sont importants pour ertaines appliations des substitutions ex-
pliites. La onuene est don une propriete tres reherhee. Mais lorsqu'on herhe a l'etablir, on
se retrouve ave la paire ritique dont nous avons parle a l'oasion de la onuene du -alul (ave
l'etude du terme (y:((x:t) u)) v). Nous avions vu qu'ave le lemme de substitution on pouvait fermer
le diagramme de redution de e terme (lemme 2.1.17). Regardons e qui se passe si nous reduisons
e terme en prenant t, u et v omme des meta-variables.
(y:((x:t) u)) v
Beta . & Beta
(y:(t[x u℄)) v ((x:t) u)[y  v℄
# App
(x:t)[y  v℄ (u[y  v℄)
Beta # # Lambda
(x:(t[y  v℄)) (u[y  v℄)
# Beta
t[x u℄[y  v℄ t[y  v℄[x u[y  v℄℄
t etant une meta-variable, on ne peut plus reduire nos termes et il n'est pas possible de fermer le
diagramme. La preuve du lemme de substitution pourra s'appliquer des lors que t sera remplae par
un vrai terme. Le systeme n'est don pas onuent.
Pourtant, es deux termes nals : t[y  v℄[x u[y  v℄℄ et t[x u℄[y  v℄ semblent tres prohes.
On a l'impression qu'ils donnent un moyen de gerer l'interation entre deux substitutions, e qu'on
appelle la omposition. Si dans le terme t[x u℄[y  v℄ on veut ontinuer a propager la substitution
[y  v℄, on pourrait dupliquer la substitution, en envoyer un premier exemplaire a t et un seond a
u. Cela semble tout a fait raisonnable d'avoir la regle de redution suivante :
t[x u℄[y  v℄ !
Sub
t[y  v℄[x u[y  v℄℄
Cette regle nous permet de fermer diretement notre diagramme. Si on ajoute ette regle a notre
systeme de reeriture, alors on s'aperoit qu'elle a des eets nefastes : ertains termes qui etaient for-
tement normalisants, y ompris dans le -alul, ne le sont plus. Par exemple, le terme ((x:y:z) t) u,
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dont la forme normale dans le -alul est z, peut se reduire de la faon suivante :
((x:y:z) t) u
#
(y:z)[x t℄ u
#
(y:(z[x t℄)) u
#
z[x t℄[y  u℄
#
z[y  u℄[x t[y  u℄℄
#
z[x t[y  u℄℄[y  u[x t[y  u℄℄℄
#
.
.
.
Pour gagner la onuene, il semble que nous soyons ontraints de perdre une propriete de nor-
malisation : 'est le dilemme de la omposition.
2.2.3 Proprietes
On s'interesse a present aux proprietes des aluls ave substitutions expliites. Voii un reapitulatif
de elles qui sont le plus souvent reherhees. Pour haune d'elles on mentionne e qui se passe dans
le x-alul.
Terminaison, normalisation forte (SN)
Cette propriete n'est quasiment jamais veriee, pour la simple raison que le -alul lui-me^me ne
la verie pas. On peut, dans haque alul ave substitutions expliites, reproduire le ontre-exemple
que l'on a deja donne. Voii e que donne, dans le x-alul, la redution du terme   :
(x:(x x)) (x:(x x))
# Beta
(x x)[x (x:(x x))℄
# App
x[x (x:(x x))℄ x[x (x:(x x))℄
# Var1
(x:(x x)) x[x (x:(x x))℄
# Var1
(x:(x x)) (x:(x x))
Neanmoins, omme dans le as du -alul, il sera possible de prouver qu'un sous-ensemble des
termes est fortement normalisant. En general, e sera par rapport a un systeme de typage (voir
setion 3.1). C'est ette propriete qui sera reherhee, et non la terminaison du systeme tout entier.
On formalisera ette propriete lorsque l'on aura vu le typage.
Simulation de 
Puisque le but des substitutions expliites est de raÆner le alul en le deomposant en etapes
plus elementaires, il est normal de demander a un alul ave substitutions expliites de trouver les
me^mes resultats que la -redution. Si un terme t se reduit en un terme t
0
dans le -alul (ave la
-redution) on veut que e me^me terme t admette aussi une redution vers t
0
dans le alul ave
substitutions expliites.
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Propriete 2.2.1 (Simulation de )
Soit t et t
0
deux termes du -alul. Si t !

t
0
alors t !
+
t
0
dans le alul ave substitutions
expliites.
Le x-alul verie ette propriete.
Proposition 2.2.2
Soit t et t
0
deux termes du -alul. Si t!

t
0
alors t!
+
x
t
0
.
Preuve : L'idee est la suivante : si t !

t
0
, alors on utilise la regle Beta pour reduire le me^me
redex, puis on utilise le alul des substitutions pour propager la substitution ainsi reee jusqu'aux
variables, ou elle est alors soit eaee, soit utilisee. On montre qu'on obtient le terme t
0
. Voir [11℄.
Preservation de la normalisation forte (PSN)
Cette propriete porte, omme la preedente, sur les relations entre le -alul et le alul ave
substitutions expliites onsidere. Elle dit que si un terme est fortement normalisant dans le -alul,
alors il l'est aussi dans le alul ave substitutions expliites. C'est ette propriete que l'on perd
souvent lorsqu'on ajoute des regles de omposition de substitutions.
Propriete 2.2.3 (PSN)
Soit t un terme du -alul, si t est fortement normalisant alors il est aussi fortement normalisant
dans le alul ave substitutions expliites :
t 2 SN

) t 2 SN
C
C etant le alul onsidere.
Dans le as de x, la premiere version de regles proposee (gure 2.1) verie la propriete PSN.
Proposition 2.2.4
t 2 SN

) t 2 SN
x
.
Preuve : Voir [12℄.
Par ontre, la deuxieme version, ave la regle supplementaire Sub, ne la verie pas. Un ontre-
exemple est exhibe dans [12℄.
Conuene
Comme nous l'avons mentionne dans la setion preedente, il y a deux formes de onuene :
la onuene, et la onuene sur les termes los. La onuene sur les termes los est veriee par
la plupart des systemes, tandis que la onuene est souvent en onit ave la propriete PSN. Par
exemple, pour x, la version qui a PSN n'est pas onuente, et reiproquement.
Proprietes du alul des substitutions
Pour obtenir les proprietes i-dessus, il faut en general ommener par prouver des proprietes simi-
laires pour le alul des substitutions. Ces proprietes inluent la normalisation forte et la onuene,
ainsi que le fait que ses formes normales sont des termes purs. Certaines d'entre elles sont prouvees,
pour x, dans la setion 12.2 ; e sont des rappels de [11℄.
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Voii la grammaire des termes :
t ::= n j (t t) j t j t[s℄
s ::= a= j * (s) j "
Voii les regles de redution :
(t)u !
B
t[u=℄
(t u)[s℄ !
App
(t[s℄) (u[s℄)
(t)[s℄ !
Lambda
(t[* (s)℄)
1[t=℄ !
FVar
t
n+ 1[t=℄ !
RVar
n
1[* (s)℄ !
FVarLift
1
n+ 1[* (s)℄ !
RVarLift
n[s℄["℄
n["℄ !
VarShift
n+ 1
Fig. 2.2 { Denition du -alul
2.2.4 Tour d'horizon
Le -alul
Ce alul [59, 9℄ est au -alul ave indies de de Bruijn e que x est au -alul. La enore,
il s'agit de rendre la substitution expliite, sans ajouter d'autres ingredients.

A ause des operations
sur les indies de de Bruijn, sa denition est bien plus omplexe que elle de x. La gure 2.2 indique
la denition du -alul. On remarque que les substitutions ne omportent pas d'indiation direte
sur la variable qu'elles doivent substituer. Cette information est ahee dans les * qui sont ajoutes a
haque traversee d'un . La mise a jour des indies apres passage de la substitution est assuree par
l'operateur ", omme le montre bien la regle VarShift .
Le alul des substitutions est fortement normalisant, onuent sur les termes los et ses formes
normales sont des termes purs ; le -alul verie la simulation de , la onuene, et la preservation
de la normalisation forte (voir [9℄). Comme il n'a pas de regle de omposition, il ne peut pas e^tre
onuent.
Le -alul
C'est historiquement le premier alul ave substitutions expliites [1℄, ses raines sont dans [20, 42℄.
Il propose de gerer les substitutions expliites sous forme de listes pluto^t que par unites separees.
Comme , 'est un alul ave indies de de Bruijn. La gure 2.3 montre la denition du -alul.
Les substitutions regroupent plusieurs assoiations variable-terme : par exemple, t[1  u  3  v  id℄
orrespond, dans le -alul, au terme t[2  u℄[4  v℄. Il n'y a que le 1 omme indie de de Bruijn,
les autres sont onstruits ave les substitutions ["℄ : 2 = 1["℄, 3 = 1["℄["℄, et. La onstante id marque
la n d'une liste de substitutions.
Ce alul ore une plus grande dynamique que  ar il possede des regles pour gerer la om-
position de substitutions (Clos et Map essentiellement). Cependant, il n'est pas onuent. Une ver-
sion legerement modiee de e alul, le 
*
-alul [21℄, a ete proposee peu de temps apres pour
ombler e manque. Ces deux aluls simulent , et auun des deux ne verie PSN [61℄. Le alul
des substitutions est fortement normalisant, onuent et ses formes normales sont des termes purs
(voir [1, 22, 43, 67, 72℄).
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Voii la grammaire des termes :
t ::= 1 j (t t) j t j t[s℄
s ::= id j " j t  s j s Æ s
Voii les regles de redution :
(t)u !
B
t[u  id℄
(t u)[s℄ !
App
(t[s℄) (u[s℄)
(t)[s℄ !
Lambda
(t[1  (sÆ ")℄)
1[id℄ !
VarId
1
1[t  s℄ !
VarCons
t
t[s℄[s
0
℄ !
Clos
t[s Æ s
0
℄
id Æ s !
IdL
s
" Æid !
ShiftId
"
" Æ(t  s) !
ShiftCons
s
(t  s) Æ s
0
!
Map
t[s
0
℄  (s Æ s
0
)
(s
1
Æ s
2
) Æ s
3
!
Ass
s
1
Æ (s
2
Æ s
3
)
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Voii la grammaire des termes :
t ::= x j (t t) j x:t j t[s℄
s ::= id j (t=x)  s j s Æ s
Voii les regles de redution :
(x:t)u !
B
t[(u=x)  id℄
(t u)[s℄ !
App
(t[s℄) (u[s℄)
(x:t)[s℄ !
Lambda
y:(t[(y=x)  s℄) ave y variable fra^he
x[id℄ !
VarId
x
x[(t=x)  s℄ !
VarCons1
t
x[(t=y)  s℄ !
VarCons2
x[s℄ (x 6= y)
t[s℄[s
0
℄ !
Clos
t[s Æ s
0
℄
id Æ s !
IdL
s
((t=x)  s) Æ s
0
!
Map
(t[s
0
℄=x)  (s Æ s
0
)
(s
1
Æ s
2
) Æ s
3
!
Ass
s
1
Æ (s
2
Æ s
3
)
Fig. 2.4 { Denition du 
n
-alul
Le 
n
-alul
Dans [1℄ est presentee une version nommee du -alul. Il a les me^mes proprietes, ainsi que les
me^mes defauts, que sa version ave indies. La gure 2.4 montre sa denition.
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Voii la grammaire des termes :
t ::= n j (t t) j t j [n=t; n℄t j hnit
Voii les regles de redution :
b
1
(t) u ! [0=u; 0℄t
b
2
(hkit) u ! [0=u; k℄t
f [i=u; j℄t ! [i+ 1=u; j℄t
a [i=u; j℄(t v) ! (([i=u; j℄t) ([i=u; j℄v))
e
1
[i=u; j℄hkit ! hj + k   1it si i < k
e
2
[i=u; j℄hkit ! hki[i   k=u; j℄t si i  k
n
1
[i=u; j℄k ! k si i > k
n
2
[i=u; j℄i ! hiiu
n
3
[i=u; j℄k ! j + k   1 si i < k

1
[i=u; j℄[k=v; l℄t ! [k=[i   k=u; j℄v; j + l   1℄t si k  i < k + l

2
[i=u; j℄[k=v; l℄t ! [k=[i   k=u; j℄v; l℄[i   l + 1=u; j℄t si i  k + l
d hiihjit ! hi+ jit
Fig. 2.5 { Denition du 
ws
-alul
Le 
ws
-alul
Ce alul [26, 41, 27℄ est le premier a posseder toutes les proprietes reherhees. Pour garantir PSN
en presene d'une regle de omposition, il propose d'ajouter des informations sur les variables absentes
dans ertains sous-termes. Ainsi, on evite de propager une substitution a l'interieur d'un terme dans
lequel la variable substituee n'est pas libre. De plus, e meanisme d'eaement permet d'eonomiser
des etapes de redution inutiles. Ces informations, appelees a l'origine des etiquettes, orrespondent a
des aaiblissements expliites (voir setion 3.1). Comme , 'est un alul ave indies de de Bruijn.
La gure 2.5 montre la denition du 
ws
-alul (pour une introdution plus omplete de la notion
d'etiquette, voir le hapitre 13).
Cette notion d'etiquette vient s'ajouter aux substitutions expliites. Cependant, omme elle n'est
pas presente dans le -alul, e n'est plus par rapport a elui-i qu'on etablit les proprietes de
simulation de  et de PSN. Pour ela, un -alul ave etiquettes est introduit : le 
w
-alul.
Le alul des substitutions est fortement normalisant, onuent, et ses formes normales sont des
termes purs (ave etiquettes). Le 
ws
-alul simule  (du alul ave etiquettes 
w
), est onuent, et
possede la propriete PSN (voir [27℄).
Le 
wsn
-alul
Lors d'un travail preedent [18℄, nous avons propose une version nommee du 
wsn
-alul. Sa
denition est donnee gure 2.6. Les etiquettes sont devenues des ensembles de variables (notes   dans
la grammaire des termes). Une presentation plus detaillee de e alul sera donnee dans la partie IV
de la these, laquelle est onsaree exlusivement a son etude.
Le lxr-alul
C'est sans doute le alul ave substitutions expliites le plus reent [53℄. Il s'appuie sur la relation
etroite qui a ete etablie, dans [18℄, entre les substitutions expliites et les reseaux de preuve de la
logique lineaire, pour rendre expliite un autre meanisme ahe dans le -alul usuel. Il introduit
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Voii la grammaire des termes :
t ::= x j (t t) j x:t j  t j t[x; t; ; ℄
Voii les regles de redution :
(b
1
) (x:t)u ! t[x; u; ;; ;℄
(b
2
) ((x:t))u ! t[x; u; ;;℄
(f) (y:t)[x; u; ;℄ ! y:t[x; u;  [ fyg;℄
(a) (t u)[x; v; ;℄ ! (t[x; v; ;℄ u[x; v; ;℄)
(e
1
) (t)[x; u; ;℄ ! ( [ ( n fxg))t x 2 
(e
2
) (t)[x; u; ;℄ ! (  \ )t[x; u;  n ; [ ( n  )℄ x 62 
(n
1
) y[x; t; ;℄ ! y x 6= y
(n
2
) x[x; t; ;℄ !  t
(
1
) t[y; u;;℄[x; v; ;℄ ! x 2  n 
t[y; u[x; v;  n ; [ ( n  )℄; \  ; [ ( n fxg)℄
(
2
) t[y; u;;℄[x; v; ;℄ ! t[x; v; (  n ) [ fyg; [ ( n  )℄
[y; u[x; v;  n ; [ ( n  )℄; \  ;  \ ℄ x 62  [ 
(d)  t ! (  [)t
Fig. 2.6 { Denition du 
wsn
-alul
dans le langage un operateur de ontration expliite qui lui permet de deomposer les -redutions
de faon enore plus ne et de se rapproher un peu plus des reseaux de preuve. En outre, il possede
toutes les proprietes reherhees. La gure 2.7 montre la denition du lxr-alul.
De la me^me faon que pour le 
ws
-alul, une tradution est neessaire pour passer des termes de
lxr aux -termes, mais il faut aussi une tradution pour passer des -termes aux lxr-termes. Cette
derniere est neessaire an de garantir ertaines proprietes que les termes de lxr doivent verier.
Le alul des substitutions est fortement normalisant, onuent, et ses formes normales sont des
termes purs (ave aaiblissements et ontrations expliites). Le lxr-alul simule  (en onsiderant
la tradution des termes), est onuent, et possede la propriete PSN (voir [53℄). Nous reviendrons sur
e alul, ainsi que sur ses rapports ave le 
wsn
-alul, dans la partie V.
Les autres
Il serait trop long de presenter tous les aluls ave substitutions expliites existants. Entre le
-alul, qui est historiquement le premier, et le 
ws
-alul, qui possede toutes les proprietes atten-
dues, de nombreux aluls ont ete proposes omme des tentatives pour obtenir es proprietes. Voii,
sans ordre ni omparaison, une liste non-exhaustive de aluls qu'on peut trouver dans la litterature
speialisee
6
: le plus anien alul qui introduit une notion d'expliitation de la substitution est le
C [30℄ ; le alul des ombinateurs ategoriques [20℄ qui a donne naissane au -alul ; les aluls :

d
et 
dn
[35℄, s
e
[49℄, et.
2.2.5 Notations
Dans la suite de ette these, nous utiliserons les notations suivantes.
Notation 2.2.5
On notera :
6
Par exemple, [51℄ et [35℄ proposent une bonne introdution aux substitutions expliites et a leurs appliations dans
les dierents domaines de la semantique.
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  l'ensemble des termes d'un alul pur. La surharge de ette notation ave elle de l'en-
semble des -termes n'est pas ambigue dans la mesure ou, pour la plupart des aluls etudies,
'est eetivement elui-i qui orrespond au alul pur.
 
SN
le sous-ensemble de  ontenant les termes fortement normalisants.
 
X
l'ensemble des termes d'un alul ave substitutions expliites.
 
X
SN
le sous-ensemble de 
X
ontenant les termes fortement normalisants.
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Voii la grammaire des termes :
t ::= x j x:t j t t j thx = ti jW
x
(t) j C
y;z
x
(t)
Voii les regles de redution :
(B) (x:t) u ! thx = ui
(Abs) (y:t)hx = ui ! y:thx = ui
(App1) (t v)hx = ui ! thx = ui v x 2 FV (t)
(App2) (t v)hx = ui ! t vhx = ui x 2 FV (v)
(V ar) xhx = ui ! u
(Weak1) W
x
(t)hx = ui ! W
FV (u)
(t)
(Weak2) W
y
(t)hx = ui ! W
y
(thx = ui) x 6= y
(Cont1) C
y;z
x
(t)hx = ui ! C
;

(thy = u
1
ihz = u
2
i) ou  = FV (u);
u
1
= R


(u) et u
2
= R


(u)
(Cont2) C
y;z
w
(t)hx = ui ! C
y;z
w
(thx = ui) x 6= w
(Comp) thy = vihx = ui ! thy = vhx = uii x 2 FV (v)
(WAbs) x:W
y
(t) ! W
y
(x:t) x 6= y
(WApp1) W
y
(u) v ! W
y
(uv)
(WApp2) u W
y
(v) ! W
y
(uv)
(Merge) C
y;z
w
(W
y
(t)) ! R
z
w
(t)
(Cross) C
y;z
w
(W
x
(t)) ! W
x
(C
y;z
w
(t)) x 6= y et x 6= z
(CAbs) C
y;z
w
(x:t) ! x:C
y;z
w
(t)
(CApp1) C
y;z
w
(t u) ! C
y;z
w
(t) u y; z 2 FV (t)
(CApp2) C
y;z
w
(t u) ! t C
y;z
w
(u) y; z 2 FV (u)
(A) C
x;v
w
(C
y;z
x
(t))  C
x;y
w
(C
z;v
x
(t))
(C1

) C
y;z
x
(t)  C
z;y
x
(t)
(C2

) C
y
0
;z
0
x
0
(C
y;z
x
(t))  C
y;z
x
(C
y
0
;z
0
x
0
(t)) si x 6= y
0
; z
0
et x
0
6= y; z
(C
w
) W
x
(W
y
(t))  W
y
(W
x
(t))
(S) thx = uihy = vi  thy = vihx = ui si y =2 FV (u) et x =2 FV (v)
Fig. 2.7 { Denition du lxr-alul
Chapitre 3
Typage, logique, et reseaux de preuve
Dans e hapitre, nous presentons d'abord la notion de typage et la logique, puis la logique lineaire
et les reseaux de preuve. Le leteur qui sait deja quel est le type de la fontion identite est dispense
de la leture de la setion 3.1. Celui qui peut donner le reseau de preuve orrespondant a ette me^me
fontion n'est pas oblige de lire la setion 3.2.
3.1 Typage et logique
3.1.1 Intuition
Comme nous l'avons vu dans le hapitre preedent, les fontions, que e soit en informatique ou
en mathematiques, sont aompagnees d'une information appelee type.
Les types en informatique
Pour un informatiien, le type d'une fontion sert a indiquer au ompilateur du langage de pro-
grammation quels objets seront passes omme parametres a la fontion et quel objet sera renvoyer
par elle-i. Reprenons notre exemple du C pour se rafra^hir la memoire :
/* Cette fontion renvoie le double de l'entier pris en parametre */
int double(int n) {
return 2*n;
}
Gra^e aux types, le ompilateur sait que la fontion double prendra omme parametre un entier
et renverra omme resultat un entier. Il les utilise pour ompiler le programme, 'est-a-dire le reerire
sous une forme omprehensible par le miro-proesseur de l'ordinateur. L'information de typage peut
aussi servir, lors de la ompilation, a deteter des erreurs de programmation. Par exemple, si le
programmeur essaie de passer un nombre reel omme parametre a la fontion double, le ompilateur
lui signalera son erreur. Cependant, omme le langage C n'est pas fortement type, ertaines erreurs
de e genre ne seront pas mentionnees, sauf sur demande expresse au ompilateur.
L'approhe est tres dierente dans les langages fontionnels, omme par exemple en Caml, ou
les types des fontions peuvent e^tre inferes, 'est-a-dire alules par le ompilateur, a partir de leur
denition. Reprenons une partie de l'exemple donne dans le hapitre preedent :
(* Cette fontion renvoie la somme de l'entier pris en parametre et de 3 *)
let plusTrois(n) = n+3;;
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Dans ette denition, auune information de type n'appara^t. Le ompilateur est apable d'inferer
le type de la fontion plusTrois. Voii, de maniere simpliee, omment il proede. Premierement, le
resultat de la fontion est n+3, or l'operateur + opere sur deux entiers et renvoie omme resultat un
entier ; le resultat de la fontion est don un entier. Deuxiemement, le parametre de la fontion est n ;
il est utilise dans l'addition preitee, e qui permet au ompilateur de onlure qu'il doit forement
e^tre lui-aussi un entier. Si on programme en Caml, en mode interprete, l'interpreteur aÆhe le type
qu'il a infere pour la fontion. Il indique que la fontion plusTrois est de type int -> int :
# let plusTrois(n) = n+3;;
val plusTrois : int -> int = <fun>
Comme Caml est un langage fortement type, le ompilateur n'aeptera que des programmes
ompletement et orretement types.
Les types en mathematiques
Reprenons la denition de la fontion f du hapitre preedent :
f :

N ! N
x 7! x+ 1
L'information de type nous indique que l'ensemble de depart ainsi que l'ensemble d'arrivee de la
fontion f est l'ensemble des entiers naturels N. On dit que la fontion assoie un entier (x) a un autre
entier (x + 1), ou enore qu'elle prend un entier en parametre et renvoie un entier omme resultat.
Cette information est apitale pour etudier les langages de programmation.
L'origine des types en mathematiques remonte au debut du siele dernier et 'est dans la lo-
gique que ette notion trouve ses fondements
1
.

A ette epoque, les logiiens essayent de formaliser
les mathematiques sous formes de theories logiques. Cependant, un paradoxe revient de maniere
reurrente dans es theories : le paradoxe de Russel. Ce elebre paradoxe remonte a l'antiquite ; en
eet, le philosphe retois

Epimenide (VI
eme
siele avant J.-C.) l'exprime simplement en aÆrmant \les
retois sont tous menteurs". Lui-me^me etant retois, s'il dit la verite, ela entre en ontradition ave
son aÆrmation d'e^tre menteur. Si il ment, alors son aÆrmation est fausse, ela signie que les retois
disent la verite et ela entre en ontradition ave le fait qu'il mente.
Pour eviter e paradoxe, une possibilite onsiste a ontraindre les theories ave une notion de type ;
'est l'origine de la theorie des types. Dans ette theorie, il y a deux grandes ategories d'objets : les
objets types et les objets non-types
2
, ave la garantie que le paradoxe ne se trouve pas dans les termes
types.
Dans le -alul non-type, le paradoxe de Russel orrespond a un terme que nous avons deja
renontre dans le hapitre preedent : (x:(x x)) (x:(x x)). Comme on va le voir i-dessous, e terme
n'est pas typable.
Les types en semantique
On sent bien que les notions de typage en informatique et en mathematiques sont liees. Les
semantiiens assoient naturellement es deux informations lorsqu'ils tentent de trouver la semantique
d'un programme. Par exemple, le semantiien donne omme interpretation a la fontion double le
-terme x:(2 x) et omme type de e -terme N ! N.
1
L'introdution historique donnee ii parle des travaux [69, 66, 46, 15℄ (ordre hronologique). Pour une presentation
historique plus omplete, on pourra onsulter [70℄.
2
Ceux-i sont appeles \purs" mais omme dans ette these on utilise la denomination \pur" pour les termes sans
substitutions expliites, on prefere ne pas surharger e mot pour eviter d'introduire une ambigute.
3.1. Typage et logique 71
Le typage presente deux intere^ts supplementaires pour la semantique. Premierement on peut prou-
ver que les -termes typables sont tous fortement normalisants. Cette propriete est tres importante,
ar le typage d'un terme est faile et rapide a obtenir
3
, tandis que la preuve de sa forte normalisation
peut e^tre diÆile et longue a etablir. Lorsqu'on extrait d'un programme un -terme orrespondant a
une fontion, il suÆt de verier que elui-i est typable pour aÆrmer que l'exeution de la fontion
programmee s'arre^tera en produisant un resultat. Deuxiemement, le typage en tant qu'intermediaire
entre le monde de la logique et elui de la programmation permet d'etablir une orrespondane etroite
entre es derniers, formalise par l'isomorphisme de Curry-Howard [47℄. Celui-i permet d'assoier un
-terme a toute preuve erite en logique intuitionniste, et reiproquement. Cette assoiation est tres
interessante ar elle permet de programmer de faon mathematique : pour erire un programme im-
plantant une fontion f , on ommene par prouver son existene en logique intuitionniste, puis on
utilise l'isomorphisme pour extraire de ette preuve un -terme, 'est-a-dire un programme. Le fait
que le programme soit extrait de la preuve d'existene de la fontion garantit le fait que elui-i
orrespond a sa speiation.
La logique
Les mathematiiens eetuent des demonstrations dans le but de prouver des proprietes, des
lemmes ou des theoremes. La logique est la branhe des mathematiques qui observe les demonstra-
tions omme des objets dont on peut etudier les proprietes et la maniere dont ils sont onstruits.
Les origines de la logique remontent aux philosophes gres (omme Aristote, IV
eme
siele avant J.-
C.), mais les formalisations de theories logiques sont apparues ave Frege [37℄ (n XIX
eme
). Plusieurs
formalismes logiques existent, haun ayant leurs avantages et leurs inonvenients. Ils proposent tous
des notations pour erire, de maniere formelle, les demonstrations de propositions.
Tous les hommes sont mortels, or Sorate est un homme, don Sorate est mortel est un exemple
elebre de demonstration. Avant le XIX
eme
siele, ette demonstration devait s'erire dans la langue
usuelle dont les phrases peuvent e^tre ambigues, et 'est ette ambigute qui a fait na^tre la motivation
d'une formalisation de la logique.
Les demonstrations doivent e^tre rigoureuses ; il faut alors introduire un adre formel pour les erire.
Dans la demonstration i-dessus, Tous les hommes sont mortels, Sorate est un homme, et Sorate
est mortel sont trois propositions ; les deux premieres sont des hypotheses tandis que la derniere est
la onlusion. Dans la proposition Sorate est un homme, Sorate et homme font referene a deux
notions dierentes : homme est un ensemble, alors que Sorate n'en est pas un ; par ontre, es notions
sont liees par la proposition qui etablit que Sorate est un element de l'ensemble homme. Dans l'autre
hypothese, on voit appara^tre l'ensemble mortel.
Formalisons un peu : on note so l'element Sorate, H l'ensemble des hommes, et M l'ensemble
des mortels. De me^me, on note 2 l'appartenane a un ensemble. La proposition Sorate est un homme
s'erit so 2 H et se lit \l'element so appartient a l'ensemble H". La proposition Tous les hommes
sont mortels est d'une autre nature ; elle etablit une relation entre le fait d'e^tre un homme et le fait
d'e^tre mortel en disant : \si on est un homme, alors on est mortel", autrement dit \si un element est
dans l'ensemble H, alors il est aussi dans l'ensemble M". On note la onstrution logique \si ... alors
..." par le symbole ) ; 'est un onneteur logique, puisqu'il onnete deux propositions, et s'appelle
impliation. On dit que \le fait qu'un element x soit dans H implique qu'il soit aussi dans M" et on
note ela : x 2 H ) x 2M . On peut maintenant erire notre demonstration de maniere formelle :
Tous les hommes sont mortels, or Sorate est un homme, don Sorate est mortel.
x 2 H ) x 2M so 2 H so 2M
Les mots or et don sont les onjontions de la demonstration informelle. On peut s'en passer,
dans la demonstation formelle, si on se xe omme regle de lire les propositions de gauhe a droite.
3
Le typage d'un terme peut me^me e^tre infere automatiquement, omme nous l'avons dit preedemment.
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Jusqu'ii, nous avons seulement erit nos propositions sous forme mathematique ; il faut a present
formaliser le raisonnement en lui-me^me. Le raisonnement qu'on a utilise dans la demonstration
preedente s'appelle le modus ponens
4
: il permet, a partir d'une proposition A) B et d'une propo-
sition A, de deduire la proposition B. On utilise une representation sous forme d'arbre pour noter les
demonstrations, en utilisant des regles d'inferene qui sont onstituees d'une barre horizontale ave du
texte erit au-dessus et en-dessous
5
. On met au-dessus les hypotheses et en-dessous les onlusions :
hypotheses
onlusion
On peut erire notre demonstration sous ette forme :
Tous les hommes sont mortels Sorate est un homme
Sorate est mortel.
x 2 H ) x 2M so 2 H
so 2M
La regle du modus ponens s'erit, de faon generale, pour n'importe quelles propositions A et B :
A) B A
B
Ave es intuitions, nous pouvons aborder les denitions formelles.
3.1.2 Denitions : logique
Nous rappelons ii la denition de la dedution naturelle et du alul des sequents. La dedution
naturelle nous servira pour le typage du -alul et de tous les autres aluls sauf le ~-alul (et sa
version ave substitutions expliites) pour lequel on utilisera le alul des sequents (voir la partie III et
plus partiulierement le hapitre 9). De es deux formalismes nous ne nous interessons qu'aux parties
qui onernent le onneteur impliation, ar 'est le seul onneteur dont nous aurons besoin dans
la suite de notre travail. Nous poursuivons ave le typage des fontions, 'est-a-dire des -termes. (La
presentation i-dessous est inspiree de [34℄ et, pour une presentation plus omplete de la theorie des
types, et en partiulier du -alul simplement type, le leteur pourra se referer a [40, 55, 60, 4, 8℄.)
La dedution naturelle
La notion fondatrie de la dedution naturelle est l'introdution d'hypothese dans le raisonnement
logique. Pour demontrer que A implique B, 'est-a-dire \si A est vraie, alors B est vraie", il semble
naturel de vouloir prouver B ave pour hypothese que A soit vraie. Ce proede n'est pas possible
dans la logique de Frege et Hilbert ave laquelle nous avons erit notre demonstration i-dessus. Il
faut un meanisme d'introdution d'hypothese dans le raisonnement. La solution onsiste a onsiderer
qu'on ne demontre plus une proposition toute seule, mais sous un ensemble d'hypotheses. Au lieu de
demontrer A, on demontre   ` A, qui se lit \  these A" et qui signie \Sous les hypotheses  , la
proposition A est vraie". Ce nouvel objet,   ` A, s'appelle un sequent.
Denition 3.1.1 (Sequents)
Un sequent est une paire onstituee d'un ensemble de propositions   (les hypotheses,   =
A
1
; A
2
; :::; A
n
) et d'une proposition A (elle qu'on veut demontrer sous les hyopotheses  ).
Nous donnons i-dessous une premiere version des regles de la dedution naturelle. Celle-i om-
porte trois regles.
4
On a aussi utilise une regle d'elimination du quantiateur universel, mais ela sort du adre logique dont on a
besoin dans ette these.
5
Les regles d'inferene sont une notation utilisee dans plusieurs formalismes. Nous en trouverons dans les dierents
formalismes logiques (dedution naturelle, alul des sequents et logique lineaire) ainsi que pour le typage des termes
des aluls que nous etudierons (-alul, aluls ave substitutions expliites et autres).
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Denition 3.1.2 (Regles de la dedution naturelle)
 La regle Axiome est elle qui permet d'utiliser une hypothese pour demontrer la proposition
qui lui est egale. Par exemple, si j'ai omme hypothese \Sorate est un homme" et que je veux
demontrer, sous un ensemble d'hypotheses qui ontient elle-i, la proposition \Sorate est un
homme", je n'ai qu'a faire appel a elle. Dit plus formellement ela donne : \Si la proposition
A fait partie de mon ensemble d'hypothese, alors la proposition A est demontrable de faon
immediate". On peut noter ela par la regle d'inferene suivante :
 ; A ` A
Axiome
 La regle d'introdution d'hypothese, qu'on a presentee i-dessus, dit : \Prouver A) B sous
l'ensemble d'hypotheses   revient a prouver B sous l'ensemble d'hypotheses   auquel on a
ajoute A". Cela donne la regle d'inferene suivante :
 ; A ` B
  ` A) B
Intr : Hyp:
 La regle du modus ponens est simplement adaptee aux sequents. Elle dit : \Si j'ai demontre
A) B d'une part, et A d'autre part, alors j'en deduis B". Elle s'erit :
  ` A) B   ` A
  ` B
Mod : Pon:
Remarque 3.1.3
On a donne des noms aux regles de dedution an de rendre les demonstrations plus simples a
omprendre. Cependant, omme ela surharge un peu leur eriture, nous ne les utiliserons pas
systematiquement par la suite.
Exemple 3.1.4 (Demonstrations en dedution naturelle)
 Sous l'ensemble d'hypothese vide, on peut demontrer A) A :
A ` A
Axiome
` A) A
Intr : Hyp:
 Sous l'hypothese B, on peut demontrer A) B :
A;B ` B
Axiome
B ` A) B
Intr : Hyp:
 On peut demontrer  ; A ` (A) B)) B :
 ; A;A) B ` A) B
Axiome
 ; A;A) B ` A
Axiome
 ; A;A) B ` B
Mod : Pon:
 ; A ` (A) B)) B
Intr : Hyp:
On remarque qu'on ne s'est pas servi de  .
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 Enn, on peut erire la demonstration suivante de A ` A :
A;A ` A
Axiome
A ` A) A
Intr : Hyp:
A ` A
Axiome
A ` A
Mod : Pon:
On peut donner une autre version des regles de la dedution naturelle, ave un hangement pour
la regle Axiome. Dans l'anienne regle :  ; A ` A, on peut s'interroger sur le sens de l'ensemble de
propositions  . Celui-i ne sert a rien pour eetuer la demonstration puisqu'on ne regarde que si A
est present. Observons les deux demonstrations (ou regles) suivantes :
1: A ` A 2:  ; A ` A
Dans les deux as, on prouve la proposition A gra^e au fait qu'elle est presente omme hypothese.
Prenons deux exemples d'enones (presque) mathematiques pour sentir le ro^le de   :
1. Si x est pair, alors x est pair.
2. Si x est pair et s'il fait beau, alors x est pair.
Pour prouver les deux enones, on utilise la regle Axiome :
1: \x est pair" ` \x est pair" 2: \x est pair"; \il fait beau" ` \x est pair"
Ces sequents sont tous les deux demontrables, mais leur appliation n'est pas la me^me. Pour pouvoir
utiliser le premier, il suÆt que x soit pair, tandis que pour utiliser le deuxieme, il faut en plus qu'il
fasse beau. Le deuxieme enone s'applique moins souvent ; il est plus faible ar l'hypothese \il fait
beau" a aaibli le sequent. Plus on ajoute d'hypotheses dans un sequent, plus on l'aaiblit. On peut
formaliser ette notion d'aaiblissement
6
en donnant une regle expliite pour l'utiliser :
  ` A
 ; B ` A
Aaiblissement
Cette nouvelle regle dit : \Si je peux prouver A en utilisant les hypotheses  , alors je peux
toujours prouver A si j'ajoute une hypothese supplementaire". Si on utilise ette nouvelle regle, on
peut remplaer l'anienne regle Axiome par la regle suivante :
A ` A
Axiome
Dans la suite de notre travail, on prendra e deuxieme systeme de regles. Cependant, pour eviter
d'agrandir la taille des preuves, on utilisera toujours l'anienne regle Axiome dans nos demonstrations.
On peut toujours onvertir une appliation de l'anienne regle en plusieurs appliations suessives
de la regle Aaiblissement , puis en utilisant la nouvelle regle. Pour tout ensemble de propositions
A
1
; A
2
; :::; A
n
, on fait la transformation suivante :
A
1
; A
2
; :::; A
n
; A ` A
Axiome
 
A ` A
Axiome
A
n
; A ` A
Aaiblissement
.
.
.
A
2
; :::; A
n
; A ` A
A
1
; A
2
; :::; A
n
; A ` A
Aaiblissement
6
\Weakening" en anglais, d'ou le w dans le 
ws
-alul qui inorpore un aablissement expliite.
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Les oupures dans les demonstrations
Une oupure est un detour dans une demonstration. Pour eetuer la preuve d'un theoreme
mathematique, il est parfois plus lair de la deouper en plusieurs lemmes etablissant haun un
resultat intermediaire. Par exemple, supposons qu'on ait le lemme et le theoreme suivants :
Lemme 1 : La proposition A est vraie.
Preuve : ...preuve que A est vraie...
Theoreme 1 : La proposition B est vraie.
Preuve : Pour que la proposition B soit vraie, il suffit
que la proposition A soit vraie.
Le lemme 1 etablit que la proposition A est vraie,
on peut don onlure
que la proposition B est vraie.
On aurait pu erire diretement la preuve du theoreme, sans utiliser de lemme :
Theoreme 1bis : La proposition B est vraie.
Preuve : Pour que la proposition B soit vraie, il suffit
que la proposition A soit vraie. Prouvons que la propriete
A est vraie : ...preuve que A est vraie...
Puisqu'on vient de montrer que la proposition A est vraie,
on peut don onlure
que la proposition B est vraie.
Le \detour" qu'on a fait en etablissant le Lemme 1 pour s'en servir dans le theoreme 1 orrespond
exatement a la notion de oupure.
Le leteur attentif aura remarque que la derniere demonstration des exemples presentes plus haut
omporte un detour.
A;A ` A
Axiome
A ` A) A
Intr : Hyp:
A ` A
Axiome
A ` A
Mod : Pon:
En eet, le sequent A ` A est demontrable diretement par la regle Axiome :
A ` A
Axiome
La premiere preuve omporte une oupure. La forme generale d'une oupure est :

1
 ; B ` A
  ` B ) A
Intr : Hyp:

2
  ` B
  ` A
Mod : Pon:
Au lieu de prouver   ` A sans detours (Theoreme 1bis), on ommene par supposer qu'on a
l'hypothese B pour demontrer  ; B ` A (Theoreme 1). Par ailleurs, on demontre   ` B (Lemme 1).
On termine la demonstration en utilisant le modus ponens.
Il est toujours possible de transformer une preuve quelonque d'un sequent pour obtenir une
preuve sans oupure du me^me sequent. Ce proessus, appele elimination des oupures, est la ompo-
sante operationnelle de la logique. On peut voir une demonstration omme un objet d'un systeme de
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reeriture dont la regle est l'elimination des oupures. Les preuves sans oupures en sont les formes
normales, ar l'elimination des oupures est fortement normalisante. Comme on va le voir i-dessous,
l'isomorphisme de Curry-Howard nous dit que l'elimination des oupures orrespond a la redution
d'un -terme jusqu'a sa forme normale. L'introdution des substitutions expliites a permis de onsta-
ter que les regles d'elimination des oupures orrespondent (plus ou moins) a des regles de redution
des aluls ave substitutions expliites (voir [18℄ et les parties IV et V de la these).
Le alul des sequents
Les noms Intr : Hyp: et Mod : Pon: que nous avons donne a nos regles expliquent leur ro^le du point
de vue du raisonnement. Le plus souvent, les noms qui sont donnes aux regles expliquent leur ro^le
du point de vue des onneteurs logiques. Il s'agit de l'impliation dans notre as preis : la regle
Intr : Hyp: l'introduit dans le sequent du bas, tandis que la regle Mod : Pon: l'elimine du sequent du
haut. On appelle plus ourament la premiere regle )-intro et la deuxieme )-elim.
Il appara^t que les regles de la dedution naturelle sont dissymetriques
7
et, de e fait, diÆiles a
utiliser pour la reherhe automatique de preuves. En revanhe, me^me si le alul des sequents est
un formalisme moins intuitif que la dedution naturelle, il a l'avantage d'y remedier. Voii, en e qui
nous onerne, les dierenes que l'on trouvera :
 Au lieu de regles d'introdution et d'elimination de l'impliation, on aura deux regles d'intro-
dution de elle-i, l'une pour la partie droite du sequent, et l'autre pour la partie gauhe. D'une
ertaine faon, une impliation dans la partie gauhe d'un sequent represente le ontraire d'une
impliation dans la partie droite.
 On ajoute une regle expliite de oupure. On aura une oupure si une proposition appara^t a
gauhe dans une demonstration et a droite dans une autre.
Denition 3.1.5 (Regles du alul des sequents)
 La regle Axiome est inhangee (et on peut aussi utiliser l'anienne regle qui integre les
aaiblissements) :
A ` A
Axiome
 La regle Aaiblissement est inhangee :
  ` A
 ; B ` A
Aaiblissement
 Voii la regle d'introdution de l'impliation a droite, qui est exatement la regle Intr : Hyp: :
 ; A ` B
  ` A) B
)-droite
 La regle d'introdution de l'impliation a gauhe orrespond a son elimination dans la
dedution naturelle :
  ` A  ; B ` C
 ; A) B ` C
)-gauhe
 La regle de oupure est la suivante :
  ` A  ; A ` B
  ` B
Coupure
7
Cela appara^t de maniere plus evidente si on regarde toutes les regles de la dedution naturelle.
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Exemple 3.1.6 (Demonstrations en alul des sequents)
Reprenons nos exemples de proposition demontrees a l'aide de la dedution naturelle pour les
demontrer a l'aide du alul des sequents :
 Sous l'ensemble d'hypothese vide, on peut demontrer A) A :
A ` A
Axiome
` A) A
Intr : Hyp:
C'est la me^me demonstration.
 Sous l'hypothese B, on peut demontrer A) B :
A;B ` B
Axiome
B ` A) B
)-droite
C'est la me^me demonstration (seul le nom de la regle hange).
 On peut demontrer  ; A ` (A) B)) B :
 ; A ` A
Axiome
 ; A;B ` B
Axiome
 ; A;A) B ` B
)-gauhe
 ; A ` (A) B)) B
)-droite
 Enn, on peut aussi eetuer une preuve ave oupure de A ` A :
A ` A
Axiome
A;A ` A
Axiome
A ` A
Coupure
Comme pour la dedution naturelle, il est possible d'eliminer les oupures des demonstrations.
3.1.3 Denitions : typage
Le -alul simplement type
Nous allons a present nous interesser au typage des -termes. Celui-i est tres naturel et orrespond
aux intuitions qu'on extrait du typage des expressions dans les langages de programmation. Puisqu'on
travaille sur des -termes, on a trois ategories de termes a typer : les variables, les -abstrations, et
les appliations.

Etudions ela sur l'exemple de la fontion plusTrois, presente plus haut :
 Si on veut typer ette fontion, on alule le type du orps de la fontion en supposant que le
parametre est un entier ; on trouve que le orps de la fontion est un entier. On en onlut alors
que le type de plusTrois est int -> int.
 Pour pouvoir typer la variable n dans le orps de la fontion, il faut utiliser l'hypothese que le
parametre de la fontion est un entier.
 On souhaite typer l'appliation de ette fontion a 5, qui est un entier. Puisqu'on sait que
plusTrois est de type int -> int, on en deduit que si on donne a ette fontion un entier, elle
nous rendra omme resultat un entier. Le type de plusTrois(5) est don int.
Pour typer un terme, on reours souvent a un ensemble d'hypotheses qui permet de typer les
variables libres (ou les onstantes) de e terme. Dans l'exemple preedent, on a les hypotheses : \la
onstante 5 est un entier, et la onstante 3 est un entier". Notons   et ensemble d'hypotheses initial
et reprenons plus formellement les typages i-dessus :
 Pour typer la fontion plusTrois(n) = n+3, on type n+3 en ajoutant omme hypothese que n
est un entier. L'expression n+3 orrespond a l'appliation de la fontion d'addition (notee + de
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faon inxe) aux parametres n et 3. On sait que l'addition prend deux entiers omme parametres
et renvoie un entier omme resultat. On a omme hypothese dans   que 3 est un entier, et on
a ajoute omme hypothese que n est un entier. On en deduit que n+3 est de type entier. Don,
la fontion plusTrois prend un entier en parametre et renvoie un entier omme resultat : son
type est int -> int.
 Pour pouvoir typer la variable n de type entier, nous avons utilise l'hypothese que n est de type
entier.
 On souhaite typer plusTrois(5). On a vu que plusTrois est de type int -> int. Puisque
dans   on a l'hypothese que 5 est un entier, on en deduit que 5 est un entier. On peut alors
onlure que l'appliation de plusTrois a 5 nous donne un entier.
Ce qui peut s'erire en utilisant des regles d'inferene :
.
.
.
Sous les hyp. :   et n est de type int, alors le type de n+3 est int
Sous les hyp. :  , alors le type de plusTrois(n)=n+3 est int -> int Sous les hyp. :  , alors le type de 5 est int
Sous les hyp. :  , alors le type de plusTrois(5) est int
Si on regarde uniquement les types, on voit appara^tre un objet familier :
.
.
.
...   et ... int, ...int
...  , ... int -> int ...  , ... int
...  , ... int
On reonnait la forme d'une demonstration en dedution naturelle. Pour aentuer e fait, on
remplae \Sous les hyp. : X" par \X `" et \alors le type de X est Y " par \X : Y ". Cela nous donne la
derivation de typage suivante :
.
.
.
 ; n : int ` n+ 3 : int
  ` plusTrois(n) = n+ 3 : int -> int   ` 5 : int
  ` plusTrois(5) : int
Pour typer les -termes, on a besoin d'un ensemble de types. Voii sa denition.
Denition 3.1.7 (Types simples)
L'ensemble des types simples est deni indutivement de la faon suivante :
 Les types de base sont des types simples. Nous ne nous ouperons pas ii de savoir e que
sont es types de base, mais le type int de l'exemple i-dessus peut e^tre vu omme un type
de base.
 Si A et B sont deux types, alors A! B est un type.
Denition 3.1.8 (Typage des -termes)
L'ensemble des hypotheses qui servent a typer un terme s'appelle l'environnement de typage de
e terme. Ces hypotheses sont donnees sous la forme d'une assoiation entre une variable x et son
type A, e que l'on note x : A. Les termes sont toujours types ave un environnement initial, mais
elui-i peut e^tre vide. Voii les regles de typage des -termes :
 Si x : A est dans l'environnement de typage, alors la variable x est de type A. On erit ela
sous forme d'une regle d'inferene :
 ; x : A ` x : A
Variable
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 Pour typer l'abstration x:t : A ! B, il faut typer t de type B en supposant que le
parametre est de type A, 'est-a-dire en ajoutant x : A a l'environnement de typage :
 ; x : A ` t : B
  ` x:t : A! B
Abstration
 Pour typer l'appliation
8
(t u) : B, il faut que t ait le type d'une fontion, A! B, et que u
ait le type du parametre
9
A, :
  ` t : A! B   ` u : A
  ` (t u) : B
Appliation
Exemple 3.1.9
Regardons quelques typages de -termes :
 Le terme x:x peut e^tre type dans l'environnement vide :
x : A ` x : A
` x:x : A! A
Abstration
 Pour typer le terme x:(y x), on a besoin d'avoir, dans l'environnement de typage, le type
de y :
y : A! B; x : A ` y : A! B
Variable
y : A! B; x : A ` x : A
Variable
y : A! B; x : A ` y x : B
Appliation
y : A! B ` x:(y x) : A! B
Abstration
 Pour typer le terme (x:x) y, on a besoin d'avoir, dans l'environnement de typage, le type
de y :
y : A; x : A ` x : A
Variable
y : A ` x:x : A! A
Abstration
y : A ` y : A
Variable
y : A ` (x:x) y : A
Appliation
Dans la setion des intuitions, nous avons annone que le terme   = (x:(x x)) (x:(x x)) n'est
pas typable. Pour verier ela, essayons simplement de typer le sous-terme x x. Si elui-i n'est pas
typable, alors   ne le sera pas non plus. Commenons la derivation de typage, sans se souier de
l'environnement, en supposant que x x est de type A :
  ` x : B ! A
Variable
  ` x : B
Variable
  ` x x : A
Appliation
On voit bien qu'il y a un probleme pour typer la variable x : soit x a le type B ! A, soit il a le type
B, mais il ne peut pas avoir les deux a la fois.
L'isomorphisme de Curry-Howard
Comme on l'a remarque plus haut, les derivations de typage ressemblent fort a des preuves de la
dedution naturelle. Prenons la derniere derivation de nos exemples, et supprimons tout e qui fait
9
Dans la regle de typage de l'appliation, on utilise impliitement la regle de ontration sur les formules de  ,
dupliquant et environnement pour typer les deux sous-termes.
9
Dans l'inferene automatique du type, on a besoin d'une notion supplementaire, l'uniation, qui est prohe de elle
de ltrage.
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referene aux -termes, ainsi que les symboles \:". Cela nous donne :
A;A ` A
Variable
A ` A! A
Abstration
A ` A
Variable
A ` A
Appliation
Comparons la derivation preedente ave la preuve, en dedution naturelle, du sequent A ` A que
nous avons donnee dans l'exemple 3.1.4 :
A;A ` A
Axiome
A ` A) A
Intr : Hyp:
A ` A
Axiome
A ` A
Mod : Pon:
Ce sont les me^mes a quelques details pres. Le nom des regles hange, et, surtout, la ehe du type des
fontions (!) orrespond a l'impliation ()). C'est la base de l'isomorphisme de Curry-Howard. La
orrespondane des noms est la suivante :
 La regle Axiome orrespond a la regle Variable.
 La regle Intr : Hyp: orrespond a la regle Abstration .
 La regle Mod : Pon: orrespond a la regle Appliation .
Sans entrer dans le detail des onsequenes de l'isomorphisme de Curry-Howard, nous allons
presenter e qui se passe pour l'elimination des oupures. Nous avons dit que l'elimination des ou-
pures represente la omposante operationnelle de la logique. L'isomorphisme nous permet d'aller plus
loin en disant que 'est sa omposante alulatoire, ar elle va orrespondre a un alul.
Ce n'est pas par hasard que nous avons hoisi notre exemple de derivation de typage i-dessus.
La preuve en dedution naturelle qui lui orrespond ontient une oupure, tandis que le -terme type
ontient un -redex. En dedution naturelle, une oupure est une appliation de la regle Mod : Pon:
suivie d'une appliation de la regle Intr : Hyp:, tandis que dans le -alul, un redex est onstitue par
l'Appliation d'une fontion (une Abstration) a un argument. Une oupure orrespond don a un
-redex et l'elimination des oupures orrespond a la -redution. L'isomorphisme de urry-Howard
etablit une onnexion tres etroite entre le monde de la logique et la monde des fontions, 'est-a-dire
de la programmation.
Typages des aluls ave substitutions expliites
Nous verrons, dans la suite de la these, des exemples de regles de typage pour les aluls ave
substitutions expliites. Elles orrespondent, dans l'isomorphisme de Curry-Howard, a la desription
pas-a-pas des etapes neessaires pour eliminer les oupures des preuves.
3.1.4 Proprietes
Trois proprietes nous interessent. La premiere se preoupe de savoir si le typage d'un terme est
deidable. La seonde onerne les relations entre typage et redution. La troisieme est la normalisation
forte.
Denition 3.1.10 (Deidabilite du typage)
On dit que le typage est deidable si, pour tout terme, on peut soit en donner un type, soit dire
qu'il n'est pas typable.
Pour le -alul, ainsi que pour les aluls ave substitutions expliites, les systemes de typage que
l'on donnera verieront tous ette propriete.
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Denition 3.1.11 (Preservation du typage par redution)
Supposons que A soit le type d'un terme t. Si t se reduit en t
0
dans un alul onsidere, on souhaite
que t
0
ait alors le me^me type A. Plus formellement, on dit qu'un ensemble de regles de redution
preserve le typage par redution si, pour tout terme type   ` t : A, on a t! t
0
implique   ` t
0
: A.
La preservation du typage est souvent fastidieuse a prouver, mais pas reellement diÆile. Dans la
partie IV on prouve ette propriete, par la methode usuelle, pour le 
wsn
-alul.
Le typage nous protege, en logique, ontre les paradoxes. Par l'isomorphisme de Curry-Howard,
il nous protege ontre les derivations innies. La propriete suivante est sans doute la plus importante
de elles que nous avons vu jusqu'a present, et ses onsequenes sont essentielles pour la semantique.
Denition 3.1.12 (Normalisation forte)
On dit qu'un alul ave typage est fortement normalisant si tout terme typable est fortement
normalisant. Autrement dit, le typage nous donne un sous-ensemble de termes fortement normali-
sants.
Theoreme 3.1.13 (Normalisation forte du -alul simplement type)
Le -alul simplement type est fortement normalisant.
Il existe plusieurs tehniques de preuves de normalisation forte. Ii, nous presentons la tehnique
de redutibilite qu'on utilisera dans la partie III.
Preuve : La tehnique de redutibilite onsiste a deouper le probleme en deux parties artiulees
autour de la denition d'ensembles de termes ; e sont des ensembles de andidats de redutibilite,
notes ECR par la suite. Au lieu de demontrer diretement que tout -terme typable est fortement
normalisable, on proede en deux etapes :
1. On prouve que tout terme dans un ECR est fortement normalisable.
2. On prouve que tout -terme typable est dans un ECR.
On essaie de hoisir astuieusement la denition des ECR an d'obtenir failement la premiere pro-
priete. Dans le voabulaire speique de ette tehnique, la deuxieme propriete s'appelle l'adequation.
La preuve de elle-i est parfois deoupee en plusieurs preuves plus petites, de proprietes intermediaires.
En partiulier, on trouve souvent une propriete qui s'appelle fermeture par redution et qui etablit
que si un terme est dans un ECR alors ses reduits sont dans le me^me ECR.
On trouvera la preuve omplete dans [55℄ et [40℄.
Voii les resultats de normalisation forte des aluls ave substitutions expliites presentes dans le
hapitre preedent.
Theoreme 3.1.14
1. Le x-alul simplement type est fortement normalisant (pour la version sans omposition
des substitutions).
2. Le -alul simplement type est fortement normalisant.
3. Le 
ws
-alul simplement type est fortement normalisant.
4. Le 
wsn
-alul simplement type est fortement normalisant.
5. Le lxr-alul simplement type est fortement normalisant.
Preuve :
1. Voir, par exemple, [32℄.
2. Voir hapitre 6.
3. Voir [18, 28℄.
4. Voir [18℄ et la partie IV pour la nouvelle version.
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5. Voir [53℄.
Dans la suite de ette these, nous utiliserons les notations suivantes, qui font en partie suite aux
notations de la setion 2.2.5.
Notation 3.1.15
On notera :
 
T
le sous-ensemble de  ontenant les termes types par un systeme de typage T .
 
X
T
le sous-ensemble de 
X
ontenant les termes types par un systeme de typage T .
3.1.5 Aaiblissement et ontro^le des variables
Dans la orrespondane que nous avons faite entre les regles de typage et les regles de dedution,
nous n'avons pas parle de la regle d'aaiblissement. Nous avons vu, en dedution naturelle, que
elle-i pouvait e^tre ajoutee pour modier la regle Axiome. L'aaiblissement onsiste a ajouter une
proposition supplementaire dans les hypotheses :
  ` A
 ; B ` A
Aaiblissement
Dans les derivations de typage, par l'isomorphisme de Curry-Howard, les propositions en hypotheses
onstituent l'environnement de typage et donnent le type des variables libres d'un terme. Dans la
regle Variable , on utilise de faon impliite l'aaiblissement, omme pour l'anienne regle axiome de
la dedution naturelle. Regardons a quel endroit le typage neessite et aaiblissement impliite. En
reprenant le typage du terme (x:x)y, on proede en plusieurs etapes suessives :
1. On peut typer x:x de type A! A dans l'environnement vide :
x : A ` x : A
Variable
` x:x : A! A
Abstration
2. Pour typer, y de type A, on a besoin que y : A soit dans l'environnement de typage :
y : A ` y : A
Variable
3. On souhaite a present utiliser la regle Appliation , mais ela n'est pas possible :
x : A ` x : A
Variable
` x:x : A! A
Abstration
y : A ` y : A
Variable
?
Appliation
Ii, la regle Appliation ne peut pas s'appliquer, ar elle demande que les environnements de
typage des deux sous-termes de l'appliation soient identiques. Or l'environnement de typage
de x:x est vide, tandis que elui de y ontient y : A. La solution onsiste a ajouter y : A dans
l'environnement de typage de x:x, 'est un aaiblissmement.
L'aaiblissement impliite permet d'eetuer le typage d'un terme. C'est essentiel pour garantir
la typabilite des termes, mais ela ree une ambigute. En eet, lorsqu'une variable appara^t dans un
environnement de typage, on ne peut plus savoir si elle est reellement libre dans le terme, ou bien si elle
orrespond a un aaiblissement. Dans le -alul, ela n'a auune onsequene, mais dans les aluls
ave substitutions expliites, ette ambigute mene a la perte de la normalisation forte en presene de
regles de omposition. C'est pour ela que dans [26, 41, 27℄ (puis [18℄), le fait de noter expliitement
dans les termes, l'endroit ou l'on utilise l'aaiblissement permet de onserver la normalisation forte.
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3.2 Logique lineaire et reseaux de preuve
Lorsqu'en mathematiques on a prouve A ) B et A ) C, on peut en deduire A ) B ^ C (le ^
se lit \et"). Cela se lit, en franais, \Si, a partir de l'hypothese A, je peux prouver que la proposition
B est vraie, et si, a partir de l'hypothese A, je peux prouver que la proposition C est vraie, alors, a
partir de l'hypothese A, je peux prouver que les propositions B et C sont toutes les deux vraies".
 Dans la vie ourante, a partir des phrases \Si il fait beau, alors je me promene" et \Si il fait
beau, alors je suis ontent", on peut deduire que \Si il fait beau, alors je me promene et je suis
ontent".
 En mathematiques, a partir des proposition (x = 3)) (2 x = 6) et (x = 3)) (3x = 9), on
peut deduire que (x = 3)) (2 x = 6) ^ (3 x = 9).
Jusque la, tout va bien, mais prenons et autre exemple de la vie ourante :


A partir de \Si j'ai 1 euro, alors je peux aheter une baguette" et \Si j'ai 1 euro, alors je peux
aheter un roissant", on peut deduire que \Si j'ai 1 euro, alors je peux aheter une baguette et
je peux aheter un roissant".
On devine bien qu'il y a un probleme. L'hypothese \j'ai 1 euro" est insuÆsante par e qu'il faudrait
\2 euros", 'est-a-dire deux fois ette hypothese pour aheter a la fois une baguette et un roissant.
En fait, dans toutes es demonstrations, on a utilise deux fois l'hypothese sans le savoir.
Au niveau des demonstrations mathematiques ela nous onvient parfaitement, mais, dans la
semantique, on s'interesse de plus pres a la gestion des ressoures disponibles. C'est a ette n que la
logique lineaire [38℄ deompose plus nement les onneteurs de la logique, de la me^me faon que les
substitutions expliites deomposent plus nement la -redution.
La logique lineaire propose en plus une notation graphique, appellee reseau de preuve, pour
representer ses demonstrations (PN , pour Proof Net en anglais). La logique lineaire possede elle
aussi une elimination des oupures dont la ontrepartie dans les reseaux de preuve est un systeme de
reeriture de graphe qui transforme les reseaux, de la me^me maniere que l'elimination des oupures
tranforme les demonstrations
10
.
3.2.1 Denition
Pour une presentation plus omplete de la logique lineaire et des reseaux de preuves, le leteur
pourra se reporter a [38℄. On se plae ii dans un fragment de la logique lineaire qui sera suÆsant
pour notre travail : la logique lineaire multipliative et exponentielle (MELL
11
).
Sequents et onneteurs
La formulation de la logique lineaire est basee sur le alul des sequents. Cela signie que nous
aurons une regle de oupure ainsi que des regles d'introdution a gauhe et a droite des sequents.
Cependant nous adoptons une presentation de la logique lineaire dans laquelle il n'y a auune pro-
position a gauhe du symbole ` des sequents : toutes les propositions sont mises a droite. En logique
lineaire, faire passer les propositions d'un o^te a l'autre du symbole ` orrespond a la negation lineaire
de la proposition. Cette negation lineaire est notee par le symbole
?
. Par exemple, voii a gauhe la
regle Axiome telle qu'on l'a vue en alul des sequents et a droite sa presentation en logique lineaire :
A ` A
Axiome
` A
?
; A
Axiome
Pour resoudre le probleme du nombre d'utilisation d'une hypothese, la logique lineaire propose
de separer les hypotheses d'un sequent en deux ategories. Les hypotheses que l'on souhaite pouvoir
10
Les reseaux de preuve ont servi de base aux reherhes sur la geometrie de l'interation [39, 3, 25℄, menant aux
travaux sur les redutions optimales [2, 56℄.
11
Multipiative and Exponential Linear Logi.
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utiliser autant de fois que l'on veut seront \marquees" ave le symbole ? (qui se lit \pourquoi pas" en
franais, et \why not" en anglais). Les autres n'auront pas e symbole. Par exemple, dans le sequent
`?A
?
; B
?
; C on peut utiliser autant de fois que l'on veut l'hypothese ?A
?
tandis qu'on ne peut utiliser
qu'une seule fois l'hypothese B
?
.
Il y a quatre onneteurs logiques dans MELL : le ! (qui se lit \bien su^r" en franais et \of ourse"
en anglais), le \tenseur" 
 et le \par" O. La negation lineaire transforme le ? en !, le 
 en O, et
reiproquement. Les equations suivantes indiquent omment la negation lineaire proede :
(A 
 B)
?
= A
?
O B
?
(?A)
?
= !(A
?
)
(A O B)
?
= A
?

 B
?
(!A)
?
= ?(A
?
)
Propositions et regles
Pour le typage, nous avions besoin de types de base a partir desquels on pouvait onstruire nos
types. De la me^me faon, nous avons besoin ii d'atomes a partir desquels on pourra onstruire nos
propositions. La presene de la negation lineaire nous oblige a avoir deux ategories d'atomes, les
atomes positifs et les atomes negatifs
12
, ar elle n'est pas un onneteur et ne fait que transformer
les propositions. Si on veut utiliser la regle Axiome pour prouver une proposition atomique A :
` A
?
; A
Axiome
il faut qu'on ait, dans le sequent, la proposition atomique A
?
. Les atomes negatifs seront eux qui
possedent le symbole
?
.
Denition 3.2.1 (Propositions de la logique lineaire)
Les propositions de MELL sont donnees par la grammaire suivante, ou a est une proposition
atomique (une formule) issue d'un ensemble non vide A. De plus, A est l'union de deux ensembles
disjoints P et P
?
, orrespondant aux atomes dits positifs p et aux atomes dits negatifs p
?
. En
partiulier, p
?
est onsidere omme la negation lineaire de p et vie versa.
F ::= a j F 
 F (tenseur) j F O F (par) j !F (bien-su^r) j ?F (pourquoi-pas)
Nous avons dit que les hypotheses ?A peuvent e^tre utilisees un nombre quelonque de fois. On
integre ela dans les regles de la logique lineaire ave la regle Contration :
`  ; ?A; ?A
`  ; ?A
Contration
Cette regle nous permet de dupliquer une hypothese an de s'en servir deux fois dans le reste de
la preuve. En utilisant ette regle a nouveau, on peut obtenir un nombre quelonque de ?A dans le
sequent. On peut aussi vouloir ne plus utiliser ette hypothese, e qui orrespond a l'aaiblissement :
`  
`  ; ?A
Weakening
Enn, on peut transformer une hypothese ?A en hypothese A, perdant la possibilite de la dupliquer
a nouveau ou de l'aaiblir. Cette regle s'appelle la Derelition :
`  ; A
`  ; ?A
Derelition
12
Pour une desription plus omplete et plus preise de la polarisation en logique, on pourra onsulter [57℄.
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Denition 3.2.2
Voii les regles de la logique lineaire :
` A;A
?
Axiome
`  ; A ` A
?
;
`  ;
Coupure
`  ; A
`  ; ?A
Derelition
`  ; ?A; ?A
`  ; ?A
Contration
`  ; A;B
`  ; AOB
Par
`  ; A ` B; 
0
`  ; A
B; 
0
Times
`  
`  ; ?A
Weakening
` A; ? 
`!A; ? 
Box
La regle Par orrespond, dans la dedution naturelle, a l'introdution de l'impliation, et, dans
le alul des sequents, a son introdution a droite. La regle Times orrespond, dans la dedution
naturelle, a l'elimination de l'impliation, et, dans le alul des sequents, a son introdution a gauhe.
Reseaux de preuve
Comme nous l'avons dit, un des avantages de MELL est qu'il est possible de representer un arbre de
preuve sous la forme d'un graphe non-sequentiel. Par non-sequentiel, on veut dire que lorsque l'ordre
d'appliation des regles n'est pas signiatif, les reseaux de preuve \oublient" et ordre. Plusieurs
preuves orrespondent don a un me^me reseau. Voii les regles de onstrution indutive des reseaux
de preuve :
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Ax
A A
?
Axiome
   
0
A
?
A
Cut
Coupure
 
D
?A
A
Derelition
  ?A ?A
Contration
C
?A
  A B
AOB
Par
   
0
A B
A
B
Times
W
?A
 
Weakening
A ? 
!A ? 
Box
On s'est permis d'erire diretement   au bout d'un l unique, alors qu'en realite on devrait avoir
autant de ls que de propositions dans  . Par exemple, le reseaux orrespondant a la regle Weakening
(ou   = A
1
; :::; A
n
) devrait s'erire :
W
?A
A
1
A
n
Pour rendre les dessins moins onfus, on prefere onserver la notation ave  . Une autre simpli-
ation des dessins qu'on peut trouver onsiste a ne pas erire toutes les propositions dans ertaines
parties des reseaux. En partiulier, si on a un arbre de nuds orrespondants a plusieurs appliations
suessives de la regle ontration , on onnete diretement eux-i sans indiquer la repetition de la
formule ontratee. De me^me, on a souvent l'appliation de la regle Derelition juste apres elle de
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la regle Axiome. Dans e as, on ne fait pas appara^tre l'hypothese qui se trouve entre les deux. Par
exemple, les reseaux suivants :
?A
?A
?
A
?A ?A ?A
?A
C C
D
C
orrespondent en realite aux reseaux suivants :
?A
?A
?
A
?A ?A ?A
?A
?A ?A
A
?
C C
D
C
On peut onstater que le reseau une fois dessine, es informations sont superues.

Elimination des oupures dans les reseaux de preuve
Comme dans le alul des sequents, l'elimination des oupures onsiste a supprimer les appliations
de la regle Coupure dans les demonstrations. Comme exemple d'elimination de oupure, on peut
regarder le as de la oupure ave un axiome. Prenons la preuve suivante :

` A ` A
?
; A
Axiome
` A
Coupure
Il y a un detour inutile, ar on peut prouver le me^me sequent ` A a partir de la preuve  sans appliquer
la regle Coupure . Cela equivaut don a la preuve :

` A
On peut reeter le proessus d'elimination des oupures dans les reseaux de preuves, omme ela
a ete propose dans [38℄, a l'aide des regles de reeriture i-dessous. Elles onstituent un systeme de
reeriture de graphes. Les lignes de tirets qui apparaissent dans les regles representent le reste du
reseau qui se trouve autour du redex onsidere. Cela orrespond a la notion de ontexte.
 Voii l'elimination de la oupure Ax  ut, qui elimine l'axiome :
Ax
A A A
Cut
A
Ax  ut
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 Voii l'elimination de la oupure O 
 :
O   

Cut
Cut
A B
AOB A
?

B
?
Cut
A
?
B
?
A B A
?
B
?
Cette regle fait appara^tre deux nouvelles oupures, mais elles-i portent sur des propositions
plus petites.
 Voii l'elimination de la oupure w   b, qui elimine une bo^te :
W
? 
A
?
? 
!A
?
? 
Cut
w   b
W
?A
 Voii l'elimination de la oupure d  b, qui ouvre une bo^te :
d  b
A
?
? 
Cut
A
A
?
? 
!A
?
? 
Cut
D
?A
A
 Voii l'elimination de la oupure   b, qui duplique une bo^te :
  b
C
Cut
Cut
? 
!A
?
C
Cut
?A ?A
?A
?A ?A
A
?
A
?
!A
?
!A
?
A
?
? 
? 
? 
? 
? 
? 
 Voii l'elimination de la oupure b  b, qui fait entrer une bo^te dans une autre :
b  b
Cut
? 
0
?AB
!B
Cut
!A
?
? 
? 
? 
0
? 
? 
? 
!B
B
? 
0
? 
0
?A
?A
A
?
!A
?
A
?
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Dans les reseaux de preuve, ertaines preuves apparaissent dierentes alors que l'on souhaiterait
pouvoir les onfondre. Des details insigniants tels que l'ordre suivant lequel on applique les regles
Contration , ou enore l'appliation de la regle Contration a l'interieur ou a l'exterieur d'une bo^te,
dierenient des reseaux orrespondant a des preuves tres similaires. Pour nous debarasser de es
dierenes, nous utilisons une relation d'equivalene sur les reseaux, proposee dans [17℄. Cette relation
est omposee de deux equivalenes :
 La premiere est une equivalene de traversee des bo^tes, (notee B). Dans MELL, les deux preuves
i-dessous sont equivalentes dans le sens ou elles prouvent le me^me sequent :
`?A; ?A;B
`?A;B
Contration
`?A; !B
Box
`?A; ?A;B
`?A; ?A; !B
Box
`?A; !B
Contration
 La deuxieme est une equivalene d'assoiativite (note A). Dans MELL, les deux preuves i-
dessous sont equivalentes (dans le sequent du milieu, on a mis entre rohet la formule sur
laquelle on fait la ontration du dessus) :
`?A; ?A; ?A
` [?A℄; ?A
Contration
`?A
Contration
`?A; ?A; ?A
`?A; [?A℄
Contration
`?A
Contration
On ajoute don les deux regles suivantes sur les reseaux de preuve :
?A ?A
B
?A
?A
!B

B
?A ?A
B
!B
?A
?A?A
C
C
?A ?A
?A ?A
?A ?A
?A ?A
?A ?A
C
C
C
C

A
Pour eetuer nos preuves de normalisation forte des aluls ave substitutions expliites, nous
aurons besoin de deux regles de redution supplementaires. La deuxieme, wb, sera presentee en detail
dans la partie IV. La premiere, w (introduite dans [18℄), sert a eliminer les liens Contration  
Weakening qui sont en trop. Dans MELL, la preuve i-dessous a gauhe omporte un detour inutile
par rapport a la preuve de droite :

`?A
`?A; ?A
Weakening
`?A
Contration

`?A
On en deduit la regle w :
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w
?A ?A
?A
?A
C
W
La gure 3.1 donne un exemple de redution dans les reseaux de preuve.

B
w   b
w
W W
W
!B?B
?
B B
!B
C
C
C C
C
?B
?
? ? 
?  ? 
? 
? 
? 
?  ? 
? 
? 
? 
? 
? 
? 
? 
? 
Fig. 3.1 { Exemple de redution
Nous donnons les notations suivantes orrespondant aux dierents systemes presentes i-dessus.
Notation 3.2.3
On notera :
{ PN l'elimination des oupures dans les reseaux de preuve de la logique lineaire,
{ W le systeme ompose des regles w et wb (ette derniere sera presentee dans la partie IV),
{ R l'union de PN et de W.
{ 
E
l'equivalene engendree par l'union des equivalenes 
A
et 
B
,
{ PN
E
le systeme PN modulo 
E
,
{ W
E
le systeme W modulo 
E
,
{ R
E
l'union de PN
E
et de W
E
.
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3.2.2 Proprietes
Voii un bref rappel des proprietes de l'elimination des oupures dans les reseaux de preuve dont
nous aurons besoin dans la suite de notre travail.
Theoreme 3.2.4 (Normalisation forte et onuene de PN )
L'elimination des oupures dans les reseaux de preuve de la logique lineaire multipliative et
exponentielle est fortement normalisante et onuente.
Preuve : Voir [38℄.
Theoreme 3.2.5 (Normalisation forte de PN
E
)
L'elimination des oupures dans les reseaux de preuve de la logique lineaire multipliative et
exponentielle modulo les equivalenes A et B est fortement normalisante.
Preuve : Voir [17℄.
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Deuxieme partie
PSN implique SN
93

95
Comme on l'a vu dans les hapitres 2 et 3, deux notions de terminaison oexistent pour les aluls
ave substitutions expliites :
 preservation de la normalisation forte (PSN), qui dit que si un terme du alul pur () est
fortement normalisant (
SN
), alors il est aussi fortement normalisant (
X
SN
) dans le alul ave
substitutions expliites (
X
) etudie.
 normalisation forte (SN), qui dit que, etant donne un systeme de typage T , les termes types du
alul ave substitutions expliites (
X
T
) sont fortement normalisants.
Ces deux proprietes ne sont pas redondantes, omme le montre la gure 3.2. PSN etablit que le
retangle hahure horizontalement et en diagonale est inlus dans le retangle hahure en diagonale,
tandis que SN dit que le retangle hahure vertialement est inlus dans le retangle hahure en
diagonale. Elle parlent don de deux ensembles dierents, mais il y a une partie ommune : le retangle
hahure vertialement et horizontalement, qui orrespond aux termes types du alul pur. On utilisera
e fait par la suite.

X

X
SN

T

SN

X
T

Termes du alul
Termes types
Termes SN
Termes du alul pur
Termes types du alul pur
Termes SN du alul pur
ave substitutions expliites
Fig. 3.2 { Termes du -alul ave substitutions expliites et proprietes de normalisation
Voii les dierentes relations qui existent entre les ensembles representes gure 3.2. Toutes sauf la
derniere sont evidentes par denition.
 Les termes purs types sont des termes purs : 
T
 .
 Les termes purs fortement normalisants sont des termes purs : 
SN
 .
 Les termes ave substitutions types sont des termes purs ave substitutions : 
X
T
 
X
.
 Les termes purs ave substitutions fortement normalisants sont des termes purs ave substitu-
tions : 
X
SN
 
X
.
 Les termes purs font partie des termes ave substitutions :   
X
.
 Les termes purs types font partie des termes ave substitutions types : 
T
 
X
T
.
 Les termes purs types sont fortement normalisants : 
T
 
SN
. C'est le theoreme 3.1.13.
Le diagramme presente gure 3.3 reapitule es relations. Le symbole d'appartenane  y est
remplae par la ehe (A  B est note A! B). Pour fermer le diagramme, il reste a prouver PSN :

SN
 
X
SN
et SN : 
X
T
 
X
SN
, e qui lo^t le diagramme, nous donnant elui de la gure 3.4.
Me^me si SN et PSN sont deux proprietes de terminaison, il n'y a pas toujours de relation laire
entre leurs preuves : SN est parfois prouve independamment de PSN (voir, par exemple, [18, 28℄),
et parfois la preuve de SN utilise PSN (voir, par exemple, [11℄). On presente, dans ette partie, la
formalisation d'une tehnique de preuve de SN via PSN suggeree initialement par H. Herbelin.
96

SN

T

X
SN


X

X
T
Fig. 3.3 { Proprietes de normalisation en notation ensembliste

SN

T

X
SN


X

X
T
Fig. 3.4 { Proprietes de normalisation en notation ensembliste
Le hapitre 4 presente la tehnique et ses dierents modes d'utilisation. Dans les hapitres suivants,
on applique ette tehnique a dierents aluls.
Une presentation ourte de e travail a ete aeptee pour publiation dans [65℄.
Chapitre 4
Tehnique de demonstration
Dans e hapitre, on expliite en detail la tehnique de demonstration que l'on souhaite introduire.
On ommene par donner les bases et l'intuition de la tehnique, puis on regarde dierents as de
demonstrations.
4.1 L'antiredution Ateb
L'idee de ette tehnique est la suivante : etant donne un terme t de 
X
T
, on onstruit, a l'aide de
sa derivation de typage, un terme t
0
appartenant a 
T
. Pour ela, on \remonte" les substitutions du
terme t pour rereer les Beta-redex (on nomme la fontion eetuant ette remontee Ateb). t
0
peut
don se reduire par des appliations de la regle Beta vers t. Puisque t
0
appartient a 
T
, il appartient
aussi a 
SN
. Par la propriete PSN on a t
0
2 
X
SN
, et omme toutes les redutions de t
0
terminent, y
ompris elle qui passe par t, on obtient t 2 
X
SN
.
En pratique, le senario de demonstration ne se deroulera pas de faon aussi ideale. Nous allons
etudier ela dans les paragraphes suivants.
4.2 Demonstration direte
Le as le plus agreable est le suivant : il existe une fontion Ateb de 
X
T
vers 
T
qui verie la
propriete suivante.
Propriete 4.2.1 (Initialisation)
Pour tout t 2 
X
T
, Ateb(t)!

t.
On peut alors onlure diretement a la forte normalisation du alul, 'est-a-dire 
X
T
 
X
SN
. Ce
senario fontionnera ave les aluls x et 
wsn
.
4.3 Demonstration par simulation
Si il n'existe pas de fontion qui verie la propriete preedente, on herhe une fontion Ateb qui
permette d'initialiser une simulation : on essaie de trouver un terme u
0
2 
T
tel que u
0
se reduit vers
u et tel qu'il existe une simulation des redutions de t par des redutions de u. Si 'est possible, on
peut alors onlure a la forte normalisation de t gra^e a la forte normalisation que u obtient de u
0
.
Pour eetuer la simulation, on proede de la faon suivante. On ommene par separer les regles
de redution du alul en deux parties R
1
[R
2
telles que R
2
soit fortement normalisant. On onstruit
ensuite une relation R sur les termes de 
X
T
qui verie les proprietes suivantes.
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Propriete 4.3.1 (Initialisation)
Pour tout t 2 
X
T
, il existe u 2 
X
T
tel que Ateb(t)!

u et uRt.
t
. R
Ateb(t) !

u
Propriete 4.3.2 (Simulation 1)
Pour tout t 2 
X
T
, si t!
R
1
t
0
, alors pour tout uRt il existe u
0
tel que u!
+
u
0
et u
0
Rt
0
.
t !
R
1
t
0
R R
u !
+
u
0
Propriete 4.3.3 (Simulation 2)
Pour tout t 2 
X
T
, si t!
R
2
t
0
, alors pour tout uRt il existe u
0
tel que u!

u
0
et u
0
Rt
0
.
t !
R
2
t
0
R R
u !

u
0
Un as partiulier de ette tehnique de simulation est elui ou la relation R est une fontion.
Les preuves des lemmes de simulation sont nettement simpliees ar le \pour tout uRt" est remplae
par \pour l'unique u = R(t)". Cependant, pour les aluls que nous etudions dans la suite de notre
travail, e as partiulier ne peut pas e^tre applique.
4.4 Le theoreme prinipal
On enone a present les theoremes qui mettent en plae ette tehnique de demonstration.
Theoreme 4.4.1 (Demonstration direte)
Pour tout systeme de typage T tel que 
T
 
SN
, si il existe une fontion Ateb de 
X
T
vers 
T
veriant la propriete 4.2.1 alors 
SN
 
X
SN
) 
X
T
 
X
SN
.
Preuve : Pour tout terme t 2 
X
T
, Ateb(t) 2 
T
. Par hypothese (SN du -alul type), on a
Ateb(t) 2 
SN
. Par hypothese (PSN) on a Ateb(t) 2 
X
SN
. Par la propriete 4.2.1, on a Ateb(t)!

t,
e qui nous donne diretement t 2 
X
SN
.
Theoreme 4.4.2 (Demonstration par simulation)
Pour tout systeme de typage T tel que 
T
 
SN
, si il existe une fontion Ateb de 
X
T
vers 
T
veriant la propriete 4.3.1, si les regles de redutions peuvent e^tre separees en R
1
[ R
2
ave R
2
fortement normalisant, et si il existe une relation R veriant les proprietes 4.3.2 et 4.3.3, alors

SN
 
X
SN
) 
X
T
 
X
SN
.
Preuve : On eetue une preuve par l'absurde. Supposons qu'il existe un terme t 2 
X
T
d'ou
parte une suite innie de redutions. Par la propriete 4.3.1 il existe u 2 
X
T
tel que Ateb(t)!

u. Par
denition, Ateb(t) 2 
T
, et par hypothese (SN du -alul type), on a Ateb(t) 2 
SN
. Par hypothese
(PSN) on a Ateb(t) 2 
X
SN
e qui nous donne u 2 
X
SN
. La suite de redutions innie partant de t
peut e^tre deomposee en une suite innie de redutions alternant R
1
et R
2
. Par hypothese, R
2
est
fortement normalisant, e qui implique que la suite de redution innie doit e^tre de la forme :
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t !

R
2
t
1
!
+
R
1
t
2
!

R
2
t
3
!
+
R
1
t
4
!

R
2
t
5
!
+
R
1
t
6
! :::
Gra^e a la propriete 4.3.1, on a uRt et gra^e aux proprietes 4.3.2 et 4.3.3 on peut onstruire une
suite de redutions partant de u de la faon suivante :
t !

R
2
t
1
!
+
R
1
t
2
!

R
2
t
3
!
+
R
1
t
4
!

R
2
t
5
!
+
R
1
t
6
! :::
. R R R R R R R
Ateb(t) !

u !

u
1
!
+
u
2
!

u
3
!
+
u
4
!

u
5
!
+
u
6
! :::
La suite de redutions partant de u est innie, e qui ontredit u 2 
X
SN
.
Pour haun des aluls auxquels nous appliquerons ette tehnique de demonstration, nous om-
menerons par rappeler brievement leur denition.
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Chapitre 5
Appliation a x, 
wsn
, 
ws
et ~x
On regroupe dans e hapitre les appliations failes de la tehnique, ainsi que l'ehe en e qui
onerne 
ws
.
5.1 Appliation a x
Le alul x [68, 11℄ est le plus simple alul ave substitutions expliites. Il se ontente de rendre
expliite l'operateur impliite de substitution, sans ajouter d'autres regles de redution.
5.1.1 Presentation du alul
Les termes du x-alul sont donnes par la grammaire suivante :
t ::= x j t t j x:t j t[t=x℄
Voii l'ensemble des regles de redution :
(x:t)u !
Beta
t[u=x℄
(t u)[v=x℄ !
App
(t[v=x℄) (u[v=x℄)
(x:t)[u=y℄ !
Lambda
x:(t[u=y℄)
x[t=x℄ !
Var1
t
y[t=x℄ !
Var2
y
La regle Lambda s'eetue modulo -onversion sur la variable liee x. Regardons les regles de
typage :
 ; x : A ` x : A
  ` u : B  ; x : B ` t : A
  ` t[u=x℄ : A
  ` t : B ! A   ` u : B
  ` (t u) : A
 ; x : B ` t : A
  ` x:t : B ! A
5.1.2 Preuve de normalisation forte
On denit la fontion Ateb de la faon suivante :
Ateb(x) = x
Ateb(t u) = Ateb(t) Ateb(u)
Ateb(x:t) = x:Ateb(t)
Ateb(t[u=x℄) = (x:Ateb(t)) Ateb(u)
On remarque que la fontion Ateb eetue de la reeriture inverse pour la regle Beta . Il est evident
que si t
0
= Ateb(t) alors t
0
!

Beta
t. Il est evident aussi que pour tout t, Ateb(t) ne ontient pas de
substitutions. Il nous faut verier que le terme obtenu est typable.
101
102 Chapitre 5. Appliation a x, 
wsn
, 
ws
et ~x
Lemme 5.1.1
  ` t : A )   ` Ateb(t) : A
Preuve : On proede par indution sur la derivation de typage de t. Le seul as non immediat
est elui de la substitution. On a t = u[v=x℄ et
  ` v : B  ; x : B ` u : A
  ` u[v=x℄ : A
Par hypothese d'indution, on a  ; x : B ` Ateb(u) : A et   ` Ateb(v) : B. On peut typer
Ateb(t) = (x:Ateb(u)) Ateb(v) de la faon suivante
 ; x : B ` Ateb(u) : A
  ` x:Ateb(u) : B ! A   ` Ateb(v) : B
  ` (x:Ateb(u)) Ateb(v) : A
On peut etablir le theoreme prinipal de e hapitre.
Theoreme 5.1.2
Le x-alul est fortement normalisant.
Preuve : Comme on a les proprietes de PSN pour x [12℄ et de SN du -alul simplement
type [55℄, on peut utiliser le theoreme 4.4.1.
5.2 Appliation a 
wsn
Le 
wsn
-alul est une version ave noms de variables du 
ws
-alul [26, 41, 28℄, introduite dans [18℄,
et qui sera presente dans la quatrieme partie de ette these. Par rapport a x, il apporte des regles
de reeriture pour gerer la omposition des substitutions, ainsi qu'un meanisme d'aaiblissement
expliite (appele etiquette) qui permet de preserver la propriete PSN ave es nouvelles regles. De
plus, les aaiblissements expliites permettent de se passer d'-onversion.
5.2.1 Presentation du alul
Les termes du 
wsn
-alul sont donnes par la grammaire suivante :
t ::= x j (t t) j x:t j t[x; t; ; ℄ j  t
ou   est un ensemble de variables. Une version des regles de redution est presente Fig. 5.1.
Voii les regles de typage :
x : A ` x : A
Ax
  n ` t : A    
  ` t : A
Weak
  ` t : B ! A   ` u : B
  ` (t u) : A
App
 ; x : A ` t : B
  ` x:t : B ! A
Lamb
 n   ` u : A  n; x : A ` t : B (  [)  
 ` t[x; u; ;℄ : B
Sub
5.2. Appliation a 
wsn
103
(b) ((x:t)) ( u) ! t[x; u; ;℄
(a) (t u)[x; v; ;℄ ! (t[x; v; ;℄ u[x; v; ;℄)
(e
1
) (t)[x; u; ;℄ ! ( [ ( n fxg))t x 2 
(n
1
) y[x; t; ;℄ ! y x 6= y
(n
2
) x[x; t; ;℄ !  t
(
1
) t[y; u;;℄[x; v; ;℄ ! x 2  n 
t[y; u[x; v;  n ; [ ( n  )℄; \  ; [ ( n fxg)℄
(
2
) t[y; u;;℄[x; v; ;℄ ! t[x; v; (  n ) [ fyg; [ ( n  )℄
[y; u[x; v;  n ; [ ( n  )℄; \  ;  \ ℄ x 62  [ 
(
3
) t[y; u;;℄[x; v; ;℄ ! t[y; u; ( n fxg) [; ( n fxg) [℄ x 2  \ 
(f) (y:t)[x; u; ;℄  y:t[x; u;  [ fyg;℄
(e
2
) (t)[x; u; ;℄  (  \ )t[x; u;  n ; [ ( n  )℄ x 62 
(d)  t  (  [)t
(;) ;t  t
(
4
) t[y; u;;℄[x; v; ;℄  x 2  n 
t[x; v; (  n ) [ fyg; [ ( n  )℄[y; u; [ ( n fxg);  \ ℄
Fig. 5.1 { Regles de redution du 
wsn
-alul
5.2.2 PSN implique SN
On denit la fontion Ateb de la faon suivante :
Ateb(x) = x
Ateb(t u) = Ateb(t) Ateb(u)
Ateb(x:t) = x:Ateb(t)
Ateb( t) =  Ateb(t)
Ateb(t[x; u; ;℄) = ((x:Ateb(t))) ( Ateb(u))
Remarque 5.2.1
La fontion Ateb envoie les termes du 
wsn
-alul vers le -alul ave aaiblissement expliite. Il
faudrait avoir les resultats de normalisation pour e alul avant d'appliquer le theoreme.
De la me^me faon que pour x, la fontion Ateb eetue de la reeriture inverse pour la regle b. Il
est evident que si t
0
= Ateb(t) alors t
0
!

b
t. Il est evident aussi que pour tout t, Ateb(t) ne ontient
pas de substitutions. Il nous faut verier que le terme obtenu est typable.
Lemme 5.2.2
  ` t : A )   ` Ateb(t) : A
Preuve : On proede par indution sur la derivation de typage de t. Le seul as non immediat
est elui de la substitution. On a t = u[x; v; ;℄ et
 n   ` v : B  n; x : B ` u : A
 ` u[x; v; ;℄ : A
Par hypothese d'indution, on a  n; x : B ` Ateb(u) : A et  n   ` Ateb(v) : B. On peut typer
Ateb(t) = ((x:Ateb(u)))  Ateb(v) de la faon suivante
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 n; x : B ` Ateb(u) : A
 n ` x:Ateb(u) : B ! A
 ` (x:Ateb(u)) : B ! A
 n   ` Ateb(v) : B
 `  Ateb(v) : B
 ` ((x:Ateb(u)))  Ateb(v) : A
On peut don appliquer le theoreme 4.4.1. Neanmoins, on n'en tire pas de onlusion de normali-
sation forte puisque PSN n'a pas enore ete demontree pour e alul.
5.3 Appliation a 
ws
Nous allons maintenant nous attaquer au alul ave indies. Des diÆultes vont venir de la rigidite
de l'environnement de typage dans les sequents des derivations de typage des termes ave indies. En
eet, omme les indies sont des entiers qui se rapportent a un ordre dans l'environnement de typage,
nous ne pourrons pas modier e dernier sans preautions. On ommene par rappeler les regles de
redution (Fig. 5.2) et de typage (Fig. 5.3) du 
ws
-alul ou l'on suppose que j j = i et jj = j.
b
1
(tu) ! [0=u; 0℄t
b
2
(hkitu) ! [0=u; k℄t
f [i=u; j℄t ! [i+ 1=u; j℄t
a [i=u; j℄(t v) ! (([i=u; j℄t) ([i=u; j℄v))
e
1
[i=u; j℄hkit ! hj + k   1it si i < k
e
2
[i=u; j℄hkit ! hki[i   k=u; j℄t si i  k
n
1
[i=u; j℄k ! k si i > k
n
2
[i=u; j℄i ! hiiu
n
3
[i=u; j℄k ! j + k   1 si i < k

1
[i=u; j℄[k=v; l℄t ! [k=[i   k=u; j℄v; j + l   1℄t si k  i < k + l

2
[i=u; j℄[k=v; l℄t ! [k=[i   k=u; j℄v; l℄[i   l + 1=u; j℄t si i  k + l
d hiihjit ! hi+ jit
Fig. 5.2 { Regles de redution de 
ws
 ; A; ` i : A
Axiome
B;  ` t : C
  ` t : B C
Lambda
  ` t : B A   ` u : B
  ` (tu) : A
App
; ` u : A  ; A; ` t : B
 ;; ` [i=u; j℄t : B
Subst
 ` t : B
 ; ` hiit : B
Weak
Fig. 5.3 { Regles de typage de 
ws
Lors du typage de l'abstration, le type du parametre vient se mettre devant le reste de l'environ-
nement de typage. Or, pour alquer le typage de la substitution, on voudrait que le type du parametre
s'insere entre   et . Le seul as ou ela fontionne est elui ou i = 0. Il faudra don ommener
par denir une fontion qui transforme tous les termes [i=u; j℄t en [0=u
0
; j℄t
0
ou t
0
et u
0
prennent en
ompte les modiation de l'indie i en 0. Cependant, pour erire une telle fontion, il faut penser
au as ou t est de la forme hkiv. En eet, supposons que k soit inferieur a i, si la transformation
de t donne hk
0
iv
0
, alors la redution [i=u; j℄hkit ! hki[i   k=u; j℄t n'est plus possible dans le terme
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transforme [0=u
0
; j℄hk
0
iv
0
ou k
0
est forement plus grand que 0. Cela signie qu'on doit tout d'abord
se debarrasser des etiquettes (ainsi que mettre a 0 la partie droite des substitutions qui orrespond
a une etiquette). Supposons l'existene d'une fontion F qui realise e travail, il nous faut a present
une fontion G qui mette a 0 les indies de la partie gauhe des substitutions. La fontion Ateb n'a
plus qu'a appeler es deux fontions et a \remonter" les substitutions qui sont desormais de la bonne
forme.
Le probleme vient de la simulation des redutions du terme initial par le terme obtenu par la
fontion Ateb. En eet, a ause de la regle f , les substitutions ne onserveront pas un 0 en partie
gauhe apres redution.

A ause de la regle n
2
, des etiquettes vont appara^tre dans les termes. Et
lorsque nous essaierons de simuler l'appliation de la regle e
1
, 'est-a-dire [i=u; j℄hkit ! hki[i k=u; j℄t
ave i  k, nous serons demuni fae a la question : \Dans tout terme de la forme [i
0
=u
0
; j
0
℄hk
0
it
0
en
relation ave [i=u; j℄hkit, a-t-on i
0
 k
0
?" L'etablissement d'une telle propriete, qui, de plus, soit
preservee par redution, semble diÆile et 'est la pierre d'ahoppement de notre tentative.
5.4 Appliation au ~-alul ave substitutions expliites
Le ~-alul est un alul symetrique non-deterministe issu de la logique lassique. Il permet de
representer sous forme de termes les preuves de la logique lassique dans le alul des sequents. On
peut lui ajouter des substitutions expliites \a la" x. La troisieme partie de ette these presente e
alul et applique notre tehnique an d'en demontrer la normalisation forte.
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Chapitre 6
Appliation a 
Le alul  [59℄ est un alul ave indies de De Bruijn et substitutions expliites. Il est presque
aussi simple que x dans le sens ou  ne possede pas de regles pour la omposition des substitutions.
Neanmoins, nous aurons plus de diÆultes a appliquer notre methode a ause des indies de De Bruijn.
6.1 Presentation du alul
Les termes du -alul sont donnees par la grammaire suivante :
t ::= n j (t t) j t j t[s℄
s ::= a= j * (s) j "
On remarque qu'une substitution est toujours omposee d'une liste de * (parfois vide) suivie soit
d'un t=, soit d'un ". On se permettra d'erire les substitutions sous ette forme generalisee : soit
t[*
i
(t=)℄, soit t[*
i
(")℄, ou *
i
(s) est une notation pour * (* (:::(*
| {z }
i
(s)):::)). Voii l'ensemble des regles
de redution :
(t)u !
B
t[u=℄
(t u)[s℄ !
App
(t[s℄) (u[s℄)
(t)[s℄ !
Lambda
(t[* (s)℄)
1[t=℄ !
FVar
t
n+ 1[t=℄ !
RVar
n
1[* (s)℄ !
FVarLift
1
n+ 1[* (s)℄ !
RVarLift
n[s℄["℄
n["℄ !
VarShift
n+ 1
Remarque 6.1.1
Pour typer les substitutions nous introduisons une nouvelle forme de sequent. Les substitutions
expliites modient l'environnement de typage, soit en ajoutant une formule (orrespondant au
type du substituant), soit en supprimant un formule (ave le "), soit en permutant des formules
(ave le *). Nous erirons   ` s .  
0
pour dire que, dans l'environnement  , s produit un nouvel
environnement  
0
. Cette notation se retrouvera dans le typage du -alul et du 
n
-alul.
Regardons les regles de typage (ou n = j j+ 1) :
 ; A; ` n : A
  ` s .  
0
 
0
` t : A
  ` t[s℄ : A
  ` t : B ! A   ` u : B
  ` (t u) : A
B;  ` t : A
  ` t : B ! A
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  ` t : A
  ` t= . A;  A;  `" .  
  ` s . B; 
A;  `* (s) . A;B; 
6.2 Preuve de normalisation forte
On denit la fontion Ateb de la faon suivante :
Ateb(n) = n
Ateb(t u) = Ateb(t) Ateb(u)
Ateb(t) = Ateb(t)
Ateb(t[u=℄) = (Ateb(t)) Ateb(u)
Ateb(t[*
i
(u=)℄) = (I
i
(Ateb(t))) K
i
(Ateb(u))
Ateb(t[*
i
(")℄) = J
i
(Ateb(t))
Exemple 6.2.1
Par exemple, si on suppose que pour tout x parmi t, u, v, w on a x = Ateb(x), alors on a
Ateb((t[u=℄ v[* (* (* (w=)))℄)[* (* ("))℄) = J
2
(((t)u) ((I
3
(v))K
3
(w)))
Ou I
i
(t)), K
i
(t) et J
i
(t) sont des fontions que nous allons denir dans la suite. Toutes les substitu-
tions eetuent du reindiage dans le terme auquel elles sont appliquees. L'idee de es trois fontions
est d'antiiper e reindiage. Pour avoir une bonne intuition de la neessite de es fontions, il faut
regarder les derivations de typage des termes. Commenons par t[*
i
(u=)℄, ou  = D
i
; :::;D
1
(i = jj) :
  ` u : B
  ` u= . B; 
D
1
;  `* (u=) . D
1
; B; 
.
.
.
D
i 1
; :::;D
1
;  `*
i 1
(u=) . D
i 1
; :::;D
1
; B; 
D
i
;D
i 1
; :::;D
1
;  `*
i
(u=) . D
i
;D
i 1
; :::;D
1
; B;  ; B;  ` t : A
;  ` t[*
i
(u=)℄ : A
On souhaite pouvoir typer un terme de la forme (t
0
)u
0
, 'est-a-dire
B;;  ` t
0
: A
;  ` t
0
: B ! A ;  ` u
0
: B
;  ` (t
0
)u
0
: A
Le probleme est don d'arriver a onstruire un terme t
0
a partir de t qui soit typable dans l'environ-
nement B;;  au lieu de ; B;  et un terme u
0
a partir de u qui soit typable dans l'environnement
;  au lieu de  . C'est justement le travail des fontions I
i
( ) et K
i
( ) respetivement. Regardons a
present la derivation de typage de t[*
i
(")℄, ou  = D
i
; :::;D
1
(i = jj) :
B;  `" . 
D
1
; B;  `* (") . D
1
; 
.
.
.
D
i 1
; :::;D
1
; B;  `*
i 1
(") . D
i 1
; :::;D
1
; 
D
i
;D
i 1
; :::;D
1
; B;  `*
i
(") . D
i
;D
i 1
; :::;D
1
;  ;  ` t : A
; B;  ` t[*
i
(")℄ : A
Le probleme est ii d'arriver a onstruire un terme t
0
a partir de t qui soit typable dans l'environ-
nement ; B;  au lieu de ; . C'est e que fait la fontion J
i
( ). On peut don des a present poser
les proprietes que es fontions devront verier.
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Propriete 6.2.2
Pour tout terme t on a (ave i = jj) :
   ` t : A ) ;  ` K
i
(t) : A
 ; B;  ` t : A ) B;;  ` I
i
(t) : A
 ;  ` t : A ) ; B;  ` J
i
(t) : A
Armes de ette proposition, on peut verier que le terme resultant de l'appliation de la fontion
Ateb est typable.
Lemme 6.2.3
  ` t : A )   ` Ateb(t) : A
Preuve : On proede par indution sur la derivation de typage de t.
 t = n et
 ; A; ` n : A
On a alors Ateb(t) = n et la derivation de typage est la me^me.
 t = (u v) et
  ` u : B ! A   ` v : B
  ` (u v) : A
Par hypothese d'indution, on a   ` Ateb(u) : B ! A et   ` Ateb(v) : B. On peut typer
Ateb(t) = Ateb(u) Ateb(v) de la faon suivante
  ` Ateb(u) : B ! A   ` Ateb(v) : B
  ` (Ateb(u) Ateb(v)) : A
 t = u et
B;  ` u : A
  ` u : B ! A
Par hypothese d'indution, on a  ; x : B ` Ateb(u) : A. On peut typer Ateb(t) = Ateb(u) de
la faon suivante
B;  ` Ateb(u) : A
  ` Ateb(u) : A
 Les as t = u[*
i
(v=)℄ et t = u[*
i
(")℄ sont traites dans l'expliation i-dessus, en utilisant la
propriete 6.2.2.
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Enn, il est evident que pour tout t, Ateb(t) ne ontient pas de substitutions.
6.2.1 Denition des fontions
La fontion J
i
(t) eetue le reindiage du terme t omme si on avait propage une substitution
[*
i
(")℄. Comme elle prend en parametre un terme resultat de la fontion Ateb, elle ne travaille que
sur des termes sans substitutions. Voii sa denition :
J
i
(n) = n+ 1 si n > i
J
i
(n) = n si n  i
J
i
(t u) = J
i
(t) J
i
(u)
J
i
(t) = J
i+1
(t)
La fontion K
i
(t) eetue le reindiage du terme t omme si on avait propage un paquet de i
substitutions ["℄. On peut la denir en fontion de la fontion J
i
(t) :
K
i
(t) = J
0
(J
0
(:::J
0
(t)))
| {z }
i
Lorsque ette fontion est appliquee a une variable, on obtient K
i
(n) = n + i. La fontion I
i
(t)
prepare le terme t a reevoir une substitution qui a perdu ses *. Elle aussi ne s'applique qu'aux termes
sans substitutions. Voii sa denition :
I
i
(n) = n si n > i+ 1
I
i
(n) = 1 si n = i+ 1
I
i
(n) = n+ 1 si n  i
I
i
(t u) = I
i
(t) I
i
(u)
I
i
(t) = I
i+1
(t)
Les indies sont transformes de la faon suivante. Puisqu'on a supprime i *, l'indie i + 1 doit
devenir le nouveau 1. Pour ontrebalaner ette modiation, il faut que tout les indies plus petits
que i+ 1 soient inrementes de 1. Les autres sont laisses inhanges.
Voii quelques proprietes utiles.
Propriete 6.2.4
Pour tout t, u, i, j, on a
K
i
(t) = K
j
(u) ) K
i+1
(t) = K
j+1
(u)
En eet,
K
i
(t) = K
j
(u) ) J
0
(K
i
(t)) = J
0
(K
j
(u))
Voii d'autres proprietes utiles :
Propriete 6.2.5
Pour tout n et i, on a
J
i+1
(n) = K
1
(J
i
(n  1))
Preuve : On alule les valeurs en fontion de n et i.
 si n > i+ 1 alors J
i+1
(n) = n, J
i
(n  1) = n  1 et K
1
(n  1) = n.
 si n  i+ 1 alors J
i+1
(n) = n+ 1, J
i
(n  1) = n et K
1
(n) = n+ 1.
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Propriete 6.2.6
Pour tout n > 1 et i, on a
I
i+1
(n) = J
1
(I
i
(n  1))
Preuve : On alule les valeurs en fontion de n et i.
 si n > i+ 2 alors I
i+1
(n) = n, I
i
(n  1) = n  1 et J
1
(n  1) = n.
 si n = i+ 2 alors I
i+1
(n) = 1, I
i
(n  1) = 1 et J
1
(1) = 1.
 si n < i+ 2 alors I
i+1
(n) = n+ 1, I
i
(n  1) = n et J
1
(n) = n+ 1.
Exemple 6.2.7
On reprend notre exemple. On avait alule
Ateb((t[u=℄ v[* (* (* (w=)))℄)[* (* ("))℄) = J
2
(((t)u) ((I
3
(v))K
3
(w)))
On peut propager les operateurs, e qui nous donne
J
2
(((t)u) ((I
3
(v))K
3
(w))) = ((J
3
(t))J
2
(u)) ((J
3
(I
3
(v)))J
2
(K
3
(w)))
On peut maintenant prouver la propriete 6.2.2.
Preuve :
 ;  ` t : A ) ; B;  ` J
i
(t) : A. On proede par indution sur t.
{ t = n ave n  i : J
i
(t) = n. On a

1
; A;
2
;  ` n : A
Ave n = j
1
j+ 1. On onlut en typant

1
; A;
2
; B;  ` n : A
{ t = n ave n > i : J
i
(t) = n+ 1. On a
; 
1
; A; 
2
` n : A
Ave n = jj+ j 
1
j+ 1. On a alors n+ 1 = jj+ j 
1
j+ 1 + 1 et
; B; 
1
; A; 
2
` n : A
{ t = (u v) : J
i
(t) = (J
i
(u) J
i
(v)) et on onlut en appliquant deux fois l'hypothese d'indution.
{ t = u (ave A = C ! D) : J
i
(t) = J
i+1
(u). On a
C;;  ` u : D
;  ` u : C ! D
Par hypothese d'indution, on a C;; B;  ` J
i+1
(u) : D et on peut onstruire la derivation
de typage suivante
C;; B;  ` J
i+1
(u) : D
; B;  ` J
i+1
(u) : C ! D
   ` t : A ) ;  ` K
i
(t) : A. On proede par indution sur t.
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{ t = n : K
i
(n) = J
0
(J
0
(:::J
0
(n)))
| {z }
i
= n+ i. On a
 
1
; A; 
2
` n : A
Ave n = j 
1
j+ 1. Puisque i = jj, on a n+ i = j 
1
j+ jj+ 1 et
; 
1
; A; 
2
` n+ i : A
{ t = (u v) : K
i
(t) = (K
i
(u) K
i
(v)) et on onlut en appliquant deux fois l'hypothese d'indu-
tion.
{ t = u (ave A = C ! D) : K
i
(t) = J
0
(J
0
(:::J
0
(u)))
| {z }
i
= J
1
(J
1
(:::J
1
(u)))
| {z }
i
. On a
C;  ` u : D
  ` u : C ! D
Par le point preedent, on a
C;  ` u : D
+
C;E
1
;  ` J
1
(u) : D
+
C;E
2
; E
1
;  ` J
1
(J
1
(u)) : D
+
.
.
.
+
C;E
i
; :::; E
1
;  ` J
1
(J
1
(:::J
1
(u)))
| {z }
i
Ave  = E
i
; :::; E
1
. On peut alors typer
C;;  ` J
1
(J
1
(:::J
1
(u)))
| {z }
i
: D
;  ` K
i
(u) : C ! D
 ; B;  ` t : A ) B;;  ` I
i
(t) : A. On proede par indution sur t.
{ t = n ave n > i+ 1 : I
i
(t) = n. On a
; B; 
1
; A; 
2
` n : A
Ave n = jj+ 1 + j 
1
j+ 1. On onlut en typant
B;; 
1
; A; 
2
` n : A
{ t = n ave n = i+ 1 : I
i
(t) = 1. On a
; B;  ` n : B
Ave n = i+ 1 = jj+ 1. On onlut en typant
B;;  ` 1 : A
{ t = n ave n  i : I
i
(t) = n+ 1. On a

1
; A;
2
; B;  ` n : A
Ave n = j
1
j+ 1. On a alors n+ 1 = j
1
j+ 1 + 1 et
B;
1
; A;
2
;  ` n : A
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{ t = (u v) : I
i
(t) = (I
i
(u) I
i
(v)) et on onlut en appliquant deux fois l'hypothese d'indution.
{ t = u (ave A = C ! D) : I
i
(t) = I
i+1
(u). On a
C;; B;  ` u : D
; B;  ` u : C ! D
Par hypothese d'indution, on a C;;  ` I
i+1
(u) : D et on peut onstruire la derivation de
typage suivante
C;;  ` I
i+1
(u) : D
;  ` I
i+1
(u) : C ! D
6.2.2 Denition de la relation l
La fontion Ateb eae, entre autres, les substitutions [*
i
(")℄ et on ne pourra pas les retrouver
en reduisant le terme obtenu, omme l'illustre l'exemple suivant.
Exemple 6.2.8
Si on reprend notre exemple, on est parti du terme
(t[u=℄ v[* (* (* (w=)))℄)[* (* ("))℄
La fontion Ateb nous a donne le terme
((J
3
(t))J
2
(u)) ((J
3
(I
3
(v)))J
2
(K
3
(w)))
Celui-i peut se reduire en deux etapes, rereant deux des trois substitutions d'origine :
((J
3
(t))J
2
(u)) ((J
3
(I
3
(v)))J
2
(K
3
(w)))
!
B
!
B
J
3
(t)[J
2
(u)=℄ J
3
(I
3
(v))[J
2
(K
3
(w))=℄
La troisieme substitution d'origine [* (* ("))℄ a ete ompletement onvertie en operations de
dealage, et il en a ete de me^me pour les * de la substitution [* (* (* (w=)))℄.
On est don dans le as de la demonstration par simulation. Pour eetuer ette simulation, nous
allons denir une nouvelle fontion t qui met a plat les modiations d'indies d'un terme t.
n = n
t u = t u
t = t
t[u=℄ = t[u=℄
t[*
i
(u=)℄ = I
i
(t)[K
i
(u)=℄
t[*
i
(")℄ = J
i
(t)
Cette fontion operera sur des termes ave substitutions. Il nous faut don etendre les denitions
de nos fontions preedentes pour qu'elles puissent gerer les substitutions. Cependant, puisque la
fontion t \enleve" de t les * et les ", on pourra se restreindre au seul as de la substitution simple :
J
i
(t[u=℄) = J
i+1
(t)[J
i
(u)=℄
I
i
(t[u=℄) = I
i+1
(t)[I
i
(u)=℄
La fontion  ommute ave les autres fontions denies i-dessus, omme l'expriment les lemmes
suivants.
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Lemme 6.2.9
Pour tout i et t (sans * ni ") on a
J
i
(t) = J
i
(t)
Preuve : On raisonne par indution sur la struture du terme.
{ Si t = n, alors J
i
(t) = n
0
, n
0
= n
0
d'une part, et n = n d'autre part.
{ Dans tous les autres as, on onlut par hypothese d'indution.
Lemme 6.2.10
Pour tout i et t (sans * ni ") on a
I
i
(t) = I
i
(t)
Preuve : On raisonne par indution sur la struture du terme.
{ Si t = n, alors I
i
(t) = n
0
, n
0
= n
0
d'une part, et n = n d'autre part.
{ Dans tous les autres as, on onlut par hypothese d'indution.
Lemme 6.2.11
Pour tout i et t (sans * ni ") on a
K
i
(t) = K
i
(t)
Preuve : C'est une onsequene direte du lemme 6.2.9.
On peut verier que ette fontion nous onvient pour les termes de notre exemple.
Exemple 6.2.12
Regardons le terme nal de notre exemple i-dessus :
J
3
(t)[J
2
(u)=℄ J
3
(I
3
(v))[J
2
(K
3
(w))=℄
=
J
3
(t)[J
2
(u)=℄ J
3
(I
3
(v))[J
2
(K
3
(w))=℄
Puis le terme d'origine :
(t[u=℄ v[* (* (* (w=)))℄)[* (* ("))℄
=
J
2
(t[u=℄ I
3
(v)[K
3
(w)=℄)
=
J
3
(t)[J
2
(u)=℄ J
3
(I
3
(v))[J
2
(K
3
(w))=℄
Nous avons aussi besoin de denir une relation d'ordre sur le squelette des termes. On souhaite
dire que t 4 t
0
si et seulement si t ne ontient des ["℄ et des * qu'aux endroits ou t
0
en ontient aussi.
On peut formaliser ette denition de la faon suivante :
pour tout n et m n 4m
t 4 t
0
et u 4 u
0
) (t u) 4 (t
0
u
0
)
t 4 t
0
) t 4 t
0
t 4 t
0
) t 4 t
0
["℄
t 4 t
0
et s 4 s
0
) t[s℄ 4 t
0
[s
0
℄
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"4"
t 4 t
0
) t= 4 t
0
=
s 4 s
0
) * (s) 4* (s
0
)
s 4 s
0
) s 4* (s
0
)
Exemple 6.2.13
On a t[* (t
0
=)℄ 4 t["℄[* (* (* (t
0
=)))℄.

A l'aide de ette relation et de la fontion t, on peut denir une relation pour eetuer notre
simulation. On note ette relation l et on la denit de la faon suivante :
tl t
0
() t = t
0
et t 4 t
0
On remarque que l'on a toujours t l t. On peut maintenant passer au lemme initial de notre
simulation.
Lemme 6.2.14 (Initialisation)
Pour tout t, il existe u tel que Ateb(t)!

B
u et ul t.
Preuve : On raisonne par indution sur la struture de t.
{ Si t = n, alors Ateb(t) = n et il suÆt de prendre u = n.
{ Si t = t
1
t
2
, alors Ateb(t) = Ateb(t
1
) Ateb(t
2
). Par hypothese d'indution, il existe u
1
et u
2
tels
que Ateb(t
1
)!

B
u
1
et Ateb(t
2
)!

B
u
2
ave u
1
l t
1
et u
2
l t
2
. On prend alors u = u
1
u
2
et on
onlut diretement.
{ Si t = t
0
, alors on proede omme i-dessus en appliquant l'hypothese d'indution sur t
0
.
{ Si t = t
0
[*
i
(")℄, alors Ateb(t) = J
i
(Ateb(t
0
)). Par hypothese d'indution, il existe u
0
tel que
Ateb(t
0
)!

B
u
0
et u
0
lt
0
. On prend u = J
i
(u
0
) et on verie ult, 'est-a-dire u = t et u 4 t. Cette
derniere ondition est trivialement veriee en se souvenant que u
0
4 t
0
. On alule u = J
i
(u
0
),
qui est egal a J
i
(u
0
) par le lemme 6.2.9. D'autre part, t = t
0
[*
i
(")℄ = J
i
(t
0
), e qui nous permet
de onlure en se souvenant que u
0
= t
0
.
{ Si t = t
1
[*
i
(t
2
=)℄, alors Ateb(t) = (I
i
(Ateb(t
1
)))K
i
(Ateb(t
2
)). Par hypothese d'indution, il
existe u
1
et u
2
tels que Ateb(t
1
)!

B
u
1
et Ateb(t
2
)!

B
u
2
ave u
1
l t
1
et u
2
l t
2
. On prend alors
u
0
= (I
i
(u
1
))K
i
(u
2
) pour lequel il est lair que Ateb(t) !

B
u
0
. On a u
0
!
B
I
i
(u
1
)[K
i
(u
2
)=℄,
on prend e dernier terme omme u et on verie que u l t, 'est-a-dire u = t et u 4 t. Cette
derniere ondition est trivialement veriee en se souvenant que u
1
4 t
1
et u
2
4 t
2
. On alule
a present u = I
i
(u
1
)[K
i
(u
2
)=℄, qui est egal a I
i
(u
1
)[K
i
(u
2
)=℄ par les lemmes 6.2.10 et 6.2.11.
D'autre part, t = t
1
[*
i
(t
2
=)℄ = I
i
(t
1
)[K
i
(t
2
)=℄, e qui nous permet de onlure en se souvenant
que u
1
= t
1
et u
2
= t
2
.
6.2.3 Lemmes de simulation
On va etablir quelques lemmes pour la simulation des redutions de . On separe l'ensemble
des regles de redution en deux : on appelle R
1
l'ensemble ontenant la seule regle B et R
2
l'en-
semble ontenant les autres regles. On a bien R
2
fortement normalisant (voir [9℄). On veut etablir les
diagrammes suivants :
t !
B
t
0
l l
u !
+

u
0
t !
R
2
t
0
l l
u !


u
0
On ommene par regarder la simulation de B, puis elle des autres regles. Les deux proprietes
suivantes orrespondent aux lemmes generaux 4.3.2 et 4.3.3.
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Lemme 6.2.15
Pour tout t!
B
t
0
, pour tout ul t il existe u
0
tel que u!
B
u
0
et u
0
l t
0
.
t !
B
t
0
l l
u !
B
u
0
Preuve : Soit t = (v)w et (v)w !
B
v[w=℄ tous les termes ul t sont de la forme (v
0
)w
0
ave
v
0
l v et w
0
l w on peut alors reduire (v
0
)w
0
!
B
v
0
[w
0
=℄ et la onlusion est immediate.
Lemme 6.2.16
Pour tout t!
R
2
t
0
, pour tout ul t il existe u
0
tel que u!


u
0
et u
0
l t
0
.
t !
R
2
t
0
l l
u !


u
0
Preuve : On proede par as sur la regle de R
2
.
{ FVar : 1[v=℄ ! v. Tous les termes ul1[v=℄ sont de la forme 1[v
0
=℄ ave v
0
lv et 1[v
0
=℄!
FVar
v
0
.
{ RVar : n+ 1[v=℄ ! n. Tous les termes u l n + 1[v=℄ sont de la forme n + 1[v
0
=℄ ave v
0
l v et
n+ 1[v
0
=℄!
RVar
n.
{ App : t = (v w)[s℄! (v[s℄) (w[s℄) = t
0
. On proede par as sur la forme de s.
 si s =*
i
(") alors les termes ul (v w)[*
i
(")℄ peuvent avoir deux formes dierentes :
{ soit u = (v
0
w
0
)[*
j
(")℄ ave v
0
l v, w
0
l w, j  i et u = t, 'est-a-dire :
(v
0
w
0
)[*
j
(")℄ = (v w)[*
i
(")℄
= =
J
j
(v
0
w
0
) = J
i
(v w)
= =
J
j
(v
0
) J
j
(w
0
) = J
i
(v) J
i
(w)
Ce qui implique J
j
(v
0
) = J
i
(v) et J
j
(w
0
) = J
i
(w). Dans e as, (v
0
w
0
)[*
j
(" ) ℄!
App
(v
0
[*
j
(")℄) (w
0
[*
j
(")℄) et on peut onlure aisement que (v
0
[*
j
(")℄) (w
0
[*
j
(")℄)l(v[*
i
(")℄) (w[*
i
(")℄).
{ soit u = (v
0
w
0
) ave v
0
l v, w
0
l w, et u = t, 'est-a-dire :
v
0
w
0
= (v w)[*
i
(")℄
= =
v
0
w
0
= J
i
(v w)
= =
v
0
w
0
= J
i
(v) J
i
(w)
Ce qui implique v
0
= J
i
(v) et w
0
= J
i
(w). Dans e as, (v
0
w
0
) ne se reduit pas et on peut
onlure que (v
0
w
0
)l (v[*
i
(")℄) (w[*
i
(")℄).
 si s =*
i
(r=) alors tous les termes u l (v w)[*
i
(r=)℄ sont de la forme (v
0
w
0
)[*
j
(r
0
=)℄ ave
v
0
l v, w
0
l w, r
0
l r, j  i et u = t, 'est-a-dire :
(v
0
w
0
)[*
j
(r
0
=)℄ = (v w)[*
i
(r=)℄
= =
I
j
(v
0
w
0
)[K
j
(r
0
)=℄ = I
i
(v w)[K
i
(r)=℄
= =
(I
j
(v
0
) I
j
(w
0
))[K
j
(r
0
)=℄ = (I
i
(v) I
i
(w))[K
i
(r)=℄
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Ce qui implique J
j
(v
0
) = J
i
(v), J
j
(w
0
) = J
i
(w) et K
j
(r
0
) = K
i
(r). Dans e as, (v
0
w
0
)[*
j
(r
0
=)℄ !
App
(v
0
[*
j
(r
0
=)℄) (w
0
[*
j
(r
0
=)℄) et on peut onlure aisement que (v
0
[*
j
(r
0
=)℄) (w
0
[*
j
(r
0
=)℄) l (v[*
i
(r=)℄) (w[*
i
(r=)℄).
{ Lambda : t = (v)[s℄ ! (v[* (s)℄) = t
0
. On proede par as sur la forme de s.
 si s =*
i
(") alors les termes ul (v)[*
i
(")℄ peuvent avoir deux formes dierentes :
{ soit u = (v
0
)[*
j
(")℄ ave v
0
l v, j  i et u = t, 'est-a-dire :
(v
0
)[*
j
(")℄ = (v)[*
i
(")℄
= =
J
j
(v
0
) = J
i
(v)
= =
J
j+1
(v
0
) = J
i+1
(v)
Ce qui implique J
j+1
(v
0
) = J
i+1
(v). Dans e as, (v
0
)[*
j
(")℄ !
Lambda
(v
0
[*
j+1
(")℄) et
on peut onlure aisement que (v
0
[*
j+1
(")℄) l (v[*
i+1
(")℄).
{ soit u = v
0
ave v
0
l v, et u = t 'est-a-dire :
v
0
= (v)[*
i
(")℄
= =
v
0
= J
i
(v)
= =
v
0
= J
i+1
(v)
Ce qui implique v
0
= J
i+1
(v). Dans e as, v
0
ne se reduit pas et on peut onlure que
v
0
l (v[*
i+1
(")℄).
 si s =*
i
(r=) alors tous les termes ul (v)[*
i
(r=)℄ sont de la forme (v
0
)[*
j
(r
0
=)℄ ave v
0
lv,
r l r
0
, j  i et u = t, 'est-a-dire :
(v
0
)[*
j
(r
0
=)℄ = (v)[*
i
(r=)℄
= =
I
j
(v
0
)[K
j
(r
0
)=℄ = I
i
(v)[K
i
(r)=℄
= =
I
j+1
(v
0
)[K
j
(r
0
)=℄ = I
i+1
(v)[K
i
(r)=℄
Ce qui implique J
j+1
(v
0
) = J
i+1
(v) et K
j
(r
0
) = K
i
(r). Dans e as, (v
0
)[*
j
(r
0
=)℄ !
Lambda
(v
0
[*
j+1
(r
0
=)℄) et on peut onlure aisement que (v
0
[*
j+1
(r
0
=)℄) l (v[*
i+1
(r=)℄) gra^e a
la propriete 6.2.4.
{ VarShift : n["℄ ! n+ 1. Les deux seuls termes ul n["℄ sont n["℄ et n+ 1, e qui nous permet
de onlure ave eventuellement une etape de VarShift .
{ FVarLift : t = 1[* (s)℄!
FVarLift
1 = t
0
. On proede par as sur la forme de s.
 si s =*
i
(") alors les termes ul 1[* (*
i
("))℄ peuvent avoir deux formes dierentes :
{ soit u = 1[* (*
j
("))℄ ave j  i et u = t. On a alors 1[* (*
j
("))℄ !
FV arLift
1 et on onlut
aisement.
{ soit u = 1 ave u = t et on peut onlure tout aussi aisement.
 si s =*
i
(r=) alors tous les termes ul1[* (*
i
(r=))℄ sont de la forme 1[* (*
j
(r
0
=))℄ ave r
0
lr,
j  i et u = t. On a alors 1[* (*
j
(r
0
=))℄!
FVarLift
1 et on onlut.
{ RVarLift : t = n+ 1[* (s)℄! n[s℄["℄ = t
0
. On proede par as sur la forme de s.
 si s =*
i
(") alors les termes ul n+ 1[* (*
i
("))℄ peuvent avoir deux formes dierentes :
{ soit u = n
0
[*
j
(")℄ ave j  i+ 1 et u = t, 'est-a-dire :
n
0
+ 1[* (*
j
("))℄ = n+ 1[* (*
i
("))℄
= =
J
j+1
(n
0
) = J
i+1
(n+ 1)
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On deduit failement de l'egalite preedente que n
0
ne peut e^tre plus petit que n et qu'il est
don superieur a 1. Dans e as, n
0
[* (*
j
("))℄ !
RVarLift
n
0
  1[*
j
(")℄["℄ et il faut verier
que
n[*
i
(")℄["℄ = n
0
  1[*
j
(")℄["℄
= =
K
1
(J
i
(n)) = K
1
(J
j
(n
0
  1))
Par la propriete 6.2.5, on a K
1
(J
i
(n)) = J
i+1
(n + 1) et K
1
(J
j
(n
0
  1)) = J
j+1
(n
0
), e qui
nous permet de onlure que n
0
  1[*
j
(")℄["℄ l n[*
i
(")℄["℄.
{ soit u = n
0
, et u = t 'est-a-dire :
n
0
= n+ 1[* (*
i
("))℄
= =
n
0
= J
i+1
(n+ 1)
Dans e as, u ne se reduit pas et il faut verier que
n[*
i
(")℄["℄ = n
0
= =
K
1
(J
i
(n)) = n
0
On onlut que n
0
l n[*
i
(")℄["℄ gra^e a la propriete 6.2.5.
 si s =*
i
(r=) alors tous les termes u l n + 1[* (*
i
(r=))℄ sont de la forme n
0
[*
j
(r
0
=)℄ ave
r l r
0
, j  i et u = t, 'est-a-dire :
n
0
[*
j
(r
0
=)℄ = n+ 1[* (*
i
(r=))℄
= =
I
j
(n
0
)[K
j
(r
0
)=℄ = I
i+1
(n+ 1)[K
i+1
(r)=℄
Ce qui implique I
j
(n
0
) = I
i+1
(n+ 1) et K
j
(r
0
) = K
i+1
(r). Deux as sont possibles suivant la
valeur de j.
{ j = 0 : on a alors I
0
(n
0
) = n
0
= I
i+1
(n+ 1), K
0
(r
0
) = r
0
= K
i+1
(r) et il faut verier que
n[*
i
(r=)℄["℄ = n
0
[r
0
=℄
=
K
1
(I
i
(n)[K
i
(r)=℄)
=
J
0
(I
i
(n)[K
i
(r)=℄) =
=
J
1
(I
i
(n))[J
0
(K
i
(r))=℄
=
J
1
(I
i
(n))[K
i+1
(r)=℄ = n
0
[r
0
℄
On peut onlure que J
1
(I
i
(n)) = I
i+1
(n+ 1)n
0
gra^e a la propriete 6.2.6.
{ j > 0 : n
0
[*
j
(r
0
=)℄ se reduit vers n
0
[*
j 1
(r
0
=)℄["℄ et il faut verier que
n[*
i
(r=)℄["℄ = n
0
[*
j 1
(r
0
=)℄["℄
= =
K
1
(I
i
(n)[K
i
(r)=℄) K
1
(I
j 1
(n
0
)[K
j 1
(r
0
)=℄)
= =
J
0
(I
i
(n)[K
i
(r)=℄) J
0
(I
j 1
(n
0
)[K
j 1
(r
0
)=℄)
= =
J
1
(I
i
(n))[J
0
(K
i
(r))=℄ J
1
(I
j 1
(n
0
))[J
0
(K
j 1
(r
0
))=℄
= =
J
1
(I
i
(n))[K
i+1
(r)=℄ = J
1
(I
j 1
(n
0
))[K
j
(r
0
)=℄
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Et on onlut diretement gra^e a la propriete 6.2.6.
6.2.4 Simulation
La fontion Ateb et la relation l verient les hypotheses du theoreme 4.4.2. On peut don l'ap-
pliquer et en tirer la onlusion attendue.
Theoreme 6.2.17
Le -alul est fortement normalisant.
Preuve : Comme on a les proprietes de PSN pour  [9℄ et de SN du -alul ave simplement
type [55℄ (qu'on etend failement au alul ave indies de De Bruijn), on peut utiliser le theoreme 4.4.1.
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Chapitre 7
Appliation a 
Le alul  [1℄ est un alul ave indies de De Bruijn et substitutions expliites multiples. La
diÆulte supplementaire par rapport a  reside dans es substitutions multiples. Notre appliation a
e alul est seulement un exerie puisqu'il ne possede pas la propriete PSN. Cela ne nous empe^hera
pas d'utiliser notre theoreme, etablissant qu'il n'y a pas d'autre soure de non-terminaison dans  que
elle qui invalide PSN. De plus, e travail pourra sans doute servir a montrer SN pour des strategies
de  qui auraient PSN.
7.1 Presentation du alul
Les termes du -alul sont donnes par la grammaire suivante :
t ::= 1 j (t t) j t j t[s℄
s ::= id j " j t  s j s Æ s
On etend la syntaxe ave les entiers 2; 3; :::; n denis de la faon suivante : n = 1["℄:::["℄
| {z }
n 1
. Lorsqu'on
parlera des substitutions des termes, on onsiderera que les indies n n'en ontiennent pas.
Voii l'ensemble des regles de redution :
(t)u !
B
t[u  id℄
(t u)[s℄ !
App
(t[s℄) (u[s℄)
(t)[s℄ !
Lambda
(t[1  (sÆ ")℄)
1[id℄ !
VarId
1
1[t  s℄ !
VarCons
t
t[s℄[s
0
℄ !
Clos
t[s Æ s
0
℄
id Æ s !
IdL
s
" Æid !
ShiftId
"
" Æ(t  s) !
ShiftCons
s
(t  s) Æ s
0
!
Map
t[s
0
℄  (s Æ s
0
)
(s
1
Æ s
2
) Æ s
3
!
Ass
s
1
Æ (s
2
Æ s
3
)
Regardons les regles de typage (voir la remarque 6.1.1 en e qui onerne le symbole .) :
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A;  ` 1 : A
  ` s .  
0
 
0
` t : A
  ` t[s℄ : A
  ` t : B ! A   ` u : B
  ` (t u) : A
B;  ` t : A
  ` t : B ! A
  ` id .   A;  `" . 
  ` t : A   ` s .  
0
  ` t  s . A; 
0
  ` s
0
.  
00
 
00
` s .  
0
  ` s Æ s
0
.  
0
On peut ajouter une regle de typage supplementaire pour les variables n, an de raourir les
derivations. Voii la nouvelle regle et sa justiation (ave n = j j+ 1 et   = C
1
; :::; C
n 1
) :
 ; A; ` n : A
 ; A; `" .C
2
; :::; C
n 1
; A;
C
n 1
; A; `" .A; A; ` 1 : A
.
.
.
C
2
; :::; C
n 1
; A; ` 1["℄:::["℄
| {z }
n 2
: A
 ; A; ` 1["℄:::["℄
| {z }
n 1
: A
La remontee des substitutions et ertaines des fontions denies dans la suite de notre travail
s'inspirent fortement de [24℄.
7.2 PSN implique SN
On va proeder d'une faon similaire a elle de la setion 6.2. On denit la fontion Ateb de la
faon suivante :
Ateb(n) = n
Ateb(t u) = Ateb(t) Ateb(u)
Ateb(t) = Ateb(t)
Ateb(t[id℄) = Ateb(t)
Ateb(t["℄) = U
1
0
(Ateb(t))
Ateb(t[s Æ s
0
℄) = Ateb(t[s℄[s
0
℄)
Ateb(t[t
0
 s℄) = Ateb((t)[s℄) Ateb(t
0
)
Ou U
j
i
(t) est une fontion que nous allons denir dans la suite. L'idee de ette fontion est d'anti-
iper la propagation de la substitution ["℄ et d'eetuer le reindiage a l'avane. Pour avoir une bonne
intuition de la neessite de es fontions, il faut regarder la derivation de typage de t["℄.
B;  `" .    ` t : A
B;  ` t["℄ : A
Exemple 7.2.1
Par exemple, en supposant que pour tout x parmi t, u, v on a x = Ateb(x), alors on a
Ateb((t[u  id℄ v[1  1  5 "℄)["℄) = U
1
0
(((t)u) (((U
1
0
(v)5)1)1))
Le alul U
1
0
(t) va don inrementer de 1 les variables libres de t an de permettre le typage de
elui-i dans l'environnement B; . On peut don des a present poser la propriete que ette fontion
devra verier.
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Propriete 7.2.2
Pour tout terme t sans substitution on a :   ` t : A) B;  ` U
1
0
(t) : A.
Il est evident que pour tout t, Ateb(t) ne ontient pas de substitutions. On peut verier que le
terme resultant de l'appliation de la fontion Ateb est typable.
Lemme 7.2.3
  ` t : A )   ` Ateb(t) : A
Preuve : On proede par indution sur le nombre d'etapes du alul de Ateb(t).
 t = 1 et
A; ` 1 : A
On a alors Ateb(t) = 1 et la derivation de typage est la me^me.
 t = (u v) et
  ` u : B ! A   ` v : B
  ` (u v) : A
Par hypothese d'indution, on a   ` Ateb(u) : B ! A et   ` Ateb(v) : B. On peut typer
Ateb(t) = Ateb(u) Ateb(v) de la faon suivante
  ` Ateb(u) : B ! A   ` Ateb(v) : B
  ` (Ateb(u) Ateb(v)) : A
 t = u et
B;  ` u : A
  ` u : B ! A
Par hypothese d'indution, on a B;  ` Ateb(u) : A. On peut typer Ateb(t) = Ateb(u) de la
faon suivante
B;  ` Ateb(u) : A
  ` Ateb(u) : B ! A
 t = u[id℄ et
  ` id .     ` u : A
  ` u[id℄ : A
On onlut diretement par hypothese d'indution.
 t = u["℄ et
B;  `" .    ` u : A
B;  ` u["℄ : A
On onlut par hypothese d'indution et par la propriete 7.2.2.
 t = u[v  s℄ et
  ` s .  
0
  ` v : B
  ` v  s . B; 
0
B; 
0
` u : A
  ` u[v  s℄ : A
124 Chapitre 7. Appliation a 
Par hypothese d'indution, on a   ` Ateb((u)[s℄) : B ! A et   ` Ateb(v) : B. On onlut en
typant
  ` Ateb((u)[s℄) : B ! A   ` Ateb(v) : B
  ` Ateb((u)[s℄) Ateb(v) : A
 t = u[s Æ s
0
℄, alors on onlut diretement par hypothese d'indution.
7.2.1 Denition des fontions
La fontion U
j
i
(t) eetue le reindiage du terme t omme si on avait propage une substitution ["℄.
Comme elle prend en parametre un terme resultat de la fontion Ateb, elle ne travaille que sur des
termes sans substitutions, ependant, nous aurons besoin, plus tard, de l'utiliser sur des termes ave
substitutions mais sans ". Lorsqu'elle est appliquee a une substitution, elle renvoie omme resultat
un ouple forme d'un entier et d'une substitution, sinon elle renvoie un terme. Voii sa denition
omplete :
U
j
i
(n) = n+ j si n > i
U
j
i
(n) = n si n  i
U
j
i
(t u) = U
j
i
(t) U
j
i
(u)
U
j
i
(t) = U
j
i+1
(t)
U
j
i
(t[s℄) = soit i
0
; s
0
= U
j
i
(s)
dans U
j
i
0
(t)[s
0
℄
U
j
i
(id) = i; id
U
j
i
(t  s) = soit i
0
; s
0
= U
j
i
(s)
dans i
0
+ 1;U
j
i
(t)  s
0
U
j
i
(s
1
Æ s
2
) = soit i
0
2
; s
0
2
= U
j
i
(s
2
)
et i
0
1
; s
0
1
= U
j
i
0
2
(s
1
)
dans i
0
1
; s
0
1
Æ s
0
2
La modiation de l'indie i (et la valeur de l'entier du ouple resultat dans le as des substitutions)
reete le nombre de  traverses, eux-i se omportant omme des .
On donne a present la preuve de la propriete 7.2.2.
Preuve : Il nous faut prouver que, pour tout t sans substitutions,   ` t : A ) B;  ` U
1
0
(t) : A.
En fait on va prouver un resultat plus general, a savoir  ; ` t : A)  ; B; ` U
1
i
(t) : A ou i = j j.
On proede par indution sur t.
{ t = n ave n  i : U
1
i
(t) = n. On a
 
1
; A; 
2
; ` n : A
Ave n = j 
1
j+ 1. On peut onlure en typant
 
1
; A; 
2
; B; ` n : A
{ t = n ave n > i : U
1
i
(t) = n+ 1. On a
 ;
1
; A;
2
` n : A
Ave n = j j+ j
1
j+ 1. On peut onlure en typant
 ; B;
1
; A;
2
` n+ 1 : A
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{ t = (u v) : U
1
i
(t) = (U
1
i
(u) U
1
i
(v)). On onlut en appliquant deux fois l'hypothese d'indution.
{ t = u (ave A = C ! D) : U
1
i
(t) = U
1
i+1
(u). On a
C; ; ` u : D
 ; ` u : C ! D
Par hypothese d'indution, on a C; ; B; ` U
1
i+1
(u) : D, e qui nous permet de onstruire la
derivation suivante
C; ; B; ` U
1
i+1
(u) : D
 ; B; ` U
1
i+1
(u) : C ! D
Voii une propriete utile.
Propriete 7.2.4
Pour tout t, i, j, l, on a
U
j
i
(U
l
i
(t)) = U
j+l
i
(t)
Preuve : Par indution sur le terme t, le seul as interessant est elui de l'indie et il est immediat.
Les autres as se montrent par appliation direte de l'hypothese d'indution.
Exemple 7.2.5
On reprend notre exemple. On avait alule
Ateb((t[u  id℄ v[1  1  5 "℄)["℄) = U
1
0
(((t)u) (((U
1
0
(v)5)1)1))
On peut propager l'operateur, e qui nous donne
U
1
0
(((t)u) ((((U
1
0
(v)w))1))1) = ((U
1
1
(t))U
1
0
(u)) ((((U
2
3
(v))6)2)2)
7.2.2 Denition de la relation l
La fontion Ateb appliquee a un terme t renvoie un nouveau terme t
0
qui ne peut pas se reduire
vers t. En eet, les termes " disparaissent et l'information qu'ils portaient est propagee dans t
0
. Les
reduits de t
0
ne pourront don pas omporter es termes. Cei est illustre par l'exemple suivant.
Exemple 7.2.6
Si on reprend notre exemple, on a
((U
1
1
(t))U
1
0
(u)) ((((U
2
3
(v))6)2)2)
!

U
1
1
(t)[U
1
0
(u)  id℄ U
2
3
(v)[2  2  6  id℄
On remarque bien que l'information de reindiage du " du terme initial a ete propagee dans le
terme : la substitution [1  1  5 "℄ est devenue [2  2  6  id℄.
Le terme d'origine est
(t[u  id℄ v[1  1  5 "℄)["℄
Comme dans le hapitre preedent, la fontion Ateb a propage les informations de reindiage, le
terme qu'elle nous renvoie ne peut don pas se reduire vers le terme d'origine.
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On va don e^tre oblige de simuler les redutions de notre terme original par le terme obtenu. On
pourrait penser denir les fontions et la relation l omme e qui suit. On se rendra ompte que ela
ne fontionne pas et on verra une solution alternative.
Pour eetuer la simulation, on pourrait proeder omme dans le hapitre preedent, a savoir
denir une fontion t qui mette a plat les modiations d'indies d'un terme t et y supprime les [id℄
solitaires ainsi qu'une relation d'ordre sur le squelette des termes, notee . On souhaite que ette
derniere dise que t 4 t
0
si et seulement si t
0
ne ontient des " et des [id℄ qu'aux endroits ou t en
ontient aussi. La gure 7.1 presente leur denition.
n = n pour tout n et m n m
t u = t u t t
0
et u u
0
) (t u) (t
0
u
0
)
t = t t t
0
) t t
0
t[s℄ = soit n; s
0
= s dans t t
0
) t t
0
["℄
U
n
0
(t)[s
0
℄ si s
0
6= ; t t
0
) t t
0
[id℄
U
n
0
(t) sinon t t
0
et s s
0
) t[s℄ t
0
[s
0
℄
" = 1; ;
id = 0; ; ""
t  s = soit n; s
0
= s dans id id
n; t[s
0
℄ si s
0
6= ; id"
n; t  id sinon t t
0
et s s
0
) t  s t
0
 s
0
s
1
Æ s
2
= soit n
1
; s
0
1
= s
1
s s
0
) s s
0
Æ id
et n
2
; s
0
2
= s
2
dans s s
0
) s id Æ s
0
n
1
+ n
2
; ; si s
0
1
= s
0
2
= ; s s
0
) s s
0
Æ "
n
1
+ n
2
;U
n
2
0
(s
0
1
) si s
0
2
= ; s s
0
) s" Æs
0
n
1
+ n
2
; s
0
2
si s
0
1
= ; s
1
 s
0
1
et s
2
 s
0
2
) s
1
Æ s
2
 s
0
1
Æ s
0
2
n
1
+ n
2
;U
n
2
0
(s
0
1
) Æ s
0
2
sinon
Fig. 7.1 { Denition de la fontion t et de l'ordre 
On pourrait ensuite denir la relation R, pour eetuer notre simulation, de la faon suivante :
tRt
0
() t = t
0
et t t
0
Cependant, il est inutile d'aller plus loin ar ette relation ne onviendra pas pour la simulation.
En eet, un probleme survient pour la simulation de la regle Abs : (t)[s℄ ! (t[1  (sÆ ")℄. Si s = id
(ou "), alors un terme uR(t)[id℄ peut e^tre t qui ne verie pas tR(t[1 (sÆ ")℄. Il faudrait que notre
relation puisse s'etendre a ette id etendue, ainsi qu'a toutes ses extensions possibles (et de la me^me
faon pour "). On va don reommener a denir une relation qui prenne en ompte e probleme.
Pour resoudre e probleme, on va hoisir d'egaliser les termes dont la -forme normale est egale.
On appelle  l'ensemble des regles sauf B. La -forme normale d'un terme est le terme resultant de
l'appliation de la lo^ture transitive de . On sait qu'une telle forme normale existe puisque  est
fortement normalisant (voir [1℄). On notera (t) la -forme normale de t.
On ommene par denir une notion de redexabilite des termes. L'intuition est de reperer les
termes \mehants", 'est-a-dire eux qui peuvent engendrer des B-redex.
Denition 7.2.7
On dira qu'un terme est potentiellement redexable (et on notera PR(t)) si il ontient des noeuds
appliation ou des noeuds .
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On denit ensuite la relation 4 qui va nous garantir que si u 4 t alors u a la me^me redexabilite
que t.
pour tout n et m n 4 m
t 4 t
0
et u 4 u
0
) (t u) 4 (t
0
u
0
)
t 4 t
0
) t 4 t
0
t 4 t
0
) t 4 t
0
[s℄ si :PR(s)
t 4 t
0
et s 4 s
0
) t[s℄ 4 t
0
[s
0
℄
"4"
id 4 id
id 4 s si :PR(s)
t 4 t
0
et s 4 s
0
) t  s 4 t
0
 s
0
s 4 s
0
) s 4 s
0
Æ s
1
si :PR(s
1
)
s 4 s
0
) s 4 s
1
Æ s
0
si :PR(s
1
)
s
1
4 s
0
1
et s
2
4 s
0
2
) s
1
Æ s
2
4 s
0
1
Æ s
0
2
On denit la relation l de la faon suivante.
Denition 7.2.8
Pour tout t et u, ul t () u 4 t et (t) = (u).
On remarque que l'on a toujours tl t. Voii quelques lemmes qui nous seront utiles pour le lemme
d'initialisation. Le premier exprime le fait qu'on ne hange pas la -forme normale en supprimant une
substitution [id℄.
Lemme 7.2.9
Pour tout t, on a (t) = (t[id℄).
Preuve : Voir [1℄.
Lemme 7.2.10
Pour tout t, on a (U
1
0
(t)) = U
1
0
((t)).
Preuve : Comme l'appliation de U
1
0
() ne fait qu'augmenter les indies des variables libres, elle
est orthogonale a la redution des substitutions, qui operent sur les variables liees.
Le lemme suivant exprime que la -forme normale d'un terme t["℄ est la me^me que elle de U
1
0
(t).
Lemme 7.2.11
Pour tout t, on a (U
1
0
(t)) = (t["℄).
Preuve : En fait, on va prouver un resultat plus general. Soit * (s) = 1  (sÆ "), on demontre que
pour tout t et i, on a (U
1
i
(t)) = (t[*
i
(")℄). Puisque (t[*
i
(")℄) = ((t)[*
i
(")℄), il suÆt d'eetuer
la preuve pour t en -forme normale. On proede par indution sur elle-i.
 t = u v : alors ((u v)[*
i
(")℄) = ((u[*
i
(")℄) (v[*
i
(")℄), et le resultat suit par hypothese
d'indution.
 t = u : alors ((u)[*
i
(")℄) = ((u[*
i+1
(")℄)) et (U
1
i
(u)) = ((U
1
i+1
(u))). On onlut par
hypothese d'indution.
 t = 1 : deux as sont possibles,
{ soit i = 0, auquel as (U
1
0
(1)) = (2) et (1["℄) = (2).
{ soit i > 0, auquel as (U
1
i
(1)) = (1) = 1 et (1[*
i
(")℄) = (1[1  (*
i 1
(")Æ ")℄) =
V arCons
(1) = 1.
 t = n > 1 : deux as sont possibles,
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{ soit i < n, auquel as (U
1
i
(n)) = (n+ 1) = (1["℄:::["℄
| {z }
n
) =
Clos
1[" Æ:::Æ "
| {z }
n
℄ et
(n[*
i
(")℄) = (1["℄:::["℄
| {z }
n 1
[*
i
(")℄) =
Clos
(1[" Æ:::Æ "
| {z }
n 1
Æ *
i
(")℄)
On va prouver que e dernier terme est egal a 1[" Æ:::Æ "
| {z }
n
℄ par indution sur i :
 i = 0 : (1[" Æ:::Æ "
| {z }
n 1
Æ "℄) = 1[" Æ:::Æ "
| {z }
n
℄
 i > 0 :
(1[" Æ:::Æ "
| {z }
n 1
Æ *
i
(")℄) = (1[" Æ:::Æ "
| {z }
n 1
Æ (1  (*
i 1
(")Æ "))℄) = (1[" Æ:::Æ "
| {z }
n 2
Æ *
i 1
(")Æ "℄)
Par la regle Clos, on a
(1[" Æ:::Æ "
| {z }
n 2
Æ *
i 1
(")Æ "℄) = (1[" Æ:::Æ "
| {z }
n 2
Æ *
i 1
(")℄["℄) = ((1[" Æ:::Æ "
| {z }
n 2
Æ *
i 1
(")℄)["℄):
Puisque i < n, alors i  1 < n  1 et on peut appliquer l'hypothese d'indution sur i, e
qui nous donne
((1[" Æ:::Æ "
| {z }
n 2
Æ *
i 1
(")℄)["℄) = (1[" Æ:::Æ "
| {z }
n 1
℄["℄) =
Clos
1[" Æ:::Æ "
| {z }
n
℄:
{ soit i  n, auquel as (U
1
i
(n)) = (n) = (1["℄:::["℄
| {z }
n 1
) =
Clos
1[" Æ:::Æ "
| {z }
n 1
℄ et
(n[*
i
(")℄) = (1["℄:::["℄
| {z }
n 1
[*
i
(")℄) =
Clos
(1[" Æ:::Æ "
| {z }
n 1
Æ *
i
(")℄)
On va prouver que e dernier terme est egal a 1[" Æ:::Æ "
| {z }
n 1
℄ par indution sur i :
 i = 0 : impossible ar i  n > 1.
 i = 1 : impossible ar i  n > 1.
 i = 2 : on a forement n = 2 = 1["℄, e qui nous donne
(1[" Æ *
2
(")℄) = (1[" Æ(1  ((1  (" Æ "))Æ "))℄)
=
ShiftCons
(1[(1  (" Æ "))Æ "℄)
=
Map
(1[1["℄  (" Æ " Æ ")℄)
=
V arCons
1["℄
 i > 2 :
(1[" Æ:::Æ "
| {z }
n 1
Æ *
i
(")℄) = (1[" Æ:::Æ "
| {z }
n 1
Æ (1  (*
i 1
(")Æ "))℄) = (1[" Æ:::Æ "
| {z }
n 2
Æ *
i 1
(")Æ "℄)
Par la regle Clos, on a (1[" Æ:::Æ "
| {z }
n 2
Æ *
i 1
(")Æ "℄) = (1[" Æ:::Æ "
| {z }
n 2
Æ *
i 1
(")℄["℄). Puisque
i  n, alors i  1  n  1 et on peut appliquer l'hypothese d'indution sur i, e qui nous
donne (1[" Æ:::Æ "
| {z }
n 2
Æ *
i 1
(")℄["℄) = (1[" Æ:::Æ "
| {z }
n 2
℄["℄) =
Clos
1[" Æ:::Æ "
| {z }
n 1
℄.
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On va aussi avoir besoin d'un lemme pour egaliser des -formes normales.
Lemme 7.2.12
Pour tout t, u, s et s
0
tous en -forme normale, si (t[1  (sÆ ")℄) = (t
0
[1  (s
0
Æ ")℄) alors (t[u s℄) =
(t
0
[u  s
0
℄).
Preuve : Pour se onvainre du resultat, il suÆt de regarder les variables libres de t et t
0
. Dire
que les -formes normales sont egales revient a dire que les termes sont egaux lorsqu'on remplae leur
variables libres par les termes des substitutions. La premiere forme de substitution, [1  (sÆ ")℄, laisse
la premiere variable libre inhangee et modie les autres. La seonde substitution, [u  s℄, remplae la
premiere variable libre par u dans les deux termes.
On peut maintenant passer au lemme initial de notre simulation.
Lemme 7.2.13 (Initialisation)
Pour tout t, il existe u tel que Ateb(t) !

B
u et ul t.
Preuve : On raisonne par indution sur le nombre d'etapes du alul de Ateb(t).
{ Si t = n, alors Ateb(t) = n et il suÆt de prendre u = n.
{ Si t = (t
1
t
2
), alors Ateb(t) = (Ateb(t
1
) Ateb(t
2
)). Par hypothese d'indution, il existe u
1
et
u
2
tels que Ateb(t
1
) !

B
u
1
et u
1
l t
1
et Ateb(t
2
) !

B
u
2
et u
2
l t
2
. On onlut en prenant
u = (u
1
u
2
).
{ Si t = t
0
, alors Ateb(t) = Ateb(t
0
). Par hypothese d'indution, il existe u
0
tel que Ateb(t
0
) !

B
u
0
. On onlut en prenant u = u
0
.
{ Si t = t
0
[id℄, alors Ateb(t) = Ateb(t
0
). Par hypothese d'indution, il existe u
0
tel que Ateb(t
0
) !

B
u
0
. On prend u = u
0
et on onlut a l'aide du lemme 7.2.9.
{ Si t = t
0
["℄, alors Ateb(t) = U
1
0
(Ateb(t
0
)). Par hypothese d'indution, il existe u
0
tel que
Ateb(t
0
) !

B
u
0
. On prend u = U
1
0
(u
0
) et on onlut a l'aide des lemmes 7.2.10 et 7.2.11.
{ Si t = t
0
[s Æ s
0
℄, alors Ateb(t) = Ateb(t
0
[s℄[s
0
℄). Par hypothese d'indution, il existe u
0
tel que
Ateb(t
0
[s℄[s
0
℄) !

B
u
0
. On a quatre as possibles suivant les valeurs de PR(s) et PR(s
0
), mais
dans tous les as, on peut onlure en prenant u = u
0
.
{ Si t = t
1
[t
2
 s℄, alors Ateb(t) = Ateb((t
1
)[s℄) Ateb(t
2
). Par hypothese d'indution, il existe u
1
et u
2
tels que Ateb((t
1
)[s℄) !

B
u
1
et u
1
l (t
1
)[s℄ et Ateb(t
2
) !

B
u
2
et u
2
l t
2
. Deux as sont
possibles suivant la forme de u
1
.
 Si u
1
= v
1
(e qui signie que l'on a :PR(s)), alors on prend u = v
1
[u
2
 id℄. Il nous
faut verier que u l t et la diÆulte est de montrer (u) = (t). Par hypothese, on a
(v
1
) = ((t
1
)[s℄). Il est evident que (v
1
) = ((v
1
)[id℄) = (((v
1
)[1  (idÆ ")℄)).
D'autre part on a ((t
1
)[s℄) = (((t
1
)[1  ((s)Æ ")℄)), e qui nous donne ((v
1
)[1 
(idÆ ")℄) = ((t
1
)[1  ((s)Æ ")℄). On est dans de bonnes onditions pour appliquer le
lemme 7.2.12 en inserant le terme (u
2
) qui est egal a (t
2
) par hypothese, e qui nous
donne ((v
1
)[(u
2
)  id℄) = ((t
1
)[(t
2
)  s℄) et nous permet de onlure.
 Si u
1
= (v
1
)[s
1
℄, alors on prend u = v
1
[u
2
 s
1
℄ et on onlut de la me^me faon que dans
le point preedent ave l'aide du lemme 7.2.12.
7.2.3 Simulation
On peut a present passer a la simulation proprement dite. On separe l'ensemble des regles de
redution en deux : la regle B et les autres, qu'on regroupe sous l'appellation R
2
. On a bien R
2
fortement normalisant (voir [1, 22, 67, 72℄). On veut etablir les diagrammes suivants :
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t !
B
t
0
l l
u !
+

u
0
t !
R
2
t
0
l l
u !


u
0
On ommene par regarder la simulation de B, puis elle des autres regles. Les deux proprietes
suivantes orrespondent aux lemmes generaux 4.3.2 et 4.3.3.
Lemme 7.2.14
Pour tout t!
B
t
0
, pour tout ul t il existe u
0
tel que u !
B
u
0
et u
0
l t
0
.
t !
B
t
0
l l
u !
B
u
0
Preuve : ul t nous donne u 4 t et (u) = (t). De plus, la relation 4 denie a l'aide du prediat
PR nous assure que le redex reduit par B appara^t dans u. On a don u !
B
u
0
et on veut prouver
u
0
l t
0
. S'il est evident que u
0
4 t
0
vient diretement du fait que u 4 t, il n'en est pas de me^me pour
l'egalite des -formes normales. On veut obtenir (u
0
) = (t
0
) ave pour hypothese (u) = (t). On
pose t = C[(v) w℄, e qui nous donne t
0
= C[v[w  id℄℄ et u = C
0
[(v
0
) w
0
℄. Deux as sont possibles :
 le redex (v) w n'appara^t pas dans (t). C'est-a-dire que le alul de (t) peut e^tre deoupe de
la faon suivante :
C[(v) w℄ !


C
1
[" Æ(C
2
[(v) w℄  s)℄ !
ShiftCons
C
1
[s℄ !


(t)
Puisque (t) = (u), le me^me senario a lieu pour u. De la me^me faon que pour le redex, le
reduit va e^tre eae de t
0
et de u
0
et on obtient bien (u
0
) = (t
0
).
 le redex (v) w appara^t dans (t). On erira, pour tout t, t pour (t), an d'alleger les aluls.
On a alors les egalites suivantes :
t = (C[(v) w℄)
= C
1
[(((v) w)[s℄)℄
= C
1
[((v[1  (sÆ ")℄)) (w[s℄)℄
Et, de la me^me faon, u = C
0
1
[((v'[1  (s'Æ ")℄)) (w'[s'℄)℄. De t = u on deduit C
1
= C
0
1
,
(v[1  (sÆ ")℄) = (v'[1  (s'Æ ")℄) et (w[s℄) = (w'[s'℄). On regarde a present les termes t' et u' :
t' = (C[v[w  id℄℄)
= C
1
[(v[w  id℄[s℄)℄
=
Clos
C
1
[(v[(w  id) Æ s℄)℄
=
Map
C
1
[(v[w[s℄  s℄)℄
= C
1
[(v[(w[s℄)  s℄)℄
Et, de la me^me faon, u' = C
0
1
[(v'[(w'[s'℄) s'℄)℄. Des egalites preedemment denies on obtient
u' = C
0
1
[(v'[(w[s℄)  s'℄)℄, et on peut onlure a l'aide du lemme 7.2.12.
Lemme 7.2.15
Pour tout t!
R
2
t
0
, pour tout ul t il existe u
0
tel que u !


u
0
et u
0
l t
0
.
t !
R
2
t
0
l l
u !


u
0
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Preuve : La preuve est faile ar R
2
est exatement le alul des substitutions . u l t nous
donne u 4 t et (u) = (t), et, d'autre part, t!
R
2
t
0
implique (t) = (t
0
). Deux as sont possibles
suivant que le redex appara^t aussi dans u ou non. S'il n'appara^t pas, on prend u
0
= u et on onlut
diretement. Sinon, on reduit le redex ave la me^me regle et on onlut en alulant (u
0
) = (u) =
(t
0
).
Puisque la fontion Ateb(t) nous renvoie un terme t
0
qui se reduit vers ul t (par le lemme 7.2.13),
on peut utiliser le theoreme 4.4.2. On obtient que PSN implique SN pour le -alul, mais omme
elui-i n'a pas la propriete PSN, on ne peut pas en tirer de onlusion de normalisation forte.
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Chapitre 8
Appliation a 
n
Voii une version ave noms du alul  [1℄. Les me^mes remarques que elles du hapitre preedent
s'appliquent a e alul.
8.1 Presentation du alul
Les termes du 
n
-alul sont donnes par la grammaire suivante :
t ::= x j (t t) j x:t j t[s℄
s ::= id j (t=x)  s j s Æ s
Voii l'ensemble des regles de redution :
(x:t)u !
B
t[(u=x)  id℄
(t u)[s℄ !
App
(t[s℄) (u[s℄)
(x:t)[s℄ !
Lambda
y:(t[(y=x)  s℄) ave y variable fra^he
x[id℄ !
VarId
x
x[(t=x)  s℄ !
VarCons1
t
x[(t=y)  s℄ !
VarCons2
x[s℄ (x 6= y)
t[s℄[s
0
℄ !
Clos
t[s Æ s
0
℄
id Æ s !
IdL
s
((t=x)  s) Æ s
0
!
Map
(t[s
0
℄=x)  (s Æ s
0
)
(s
1
Æ s
2
) Æ s
3
!
Ass
s
1
Æ (s
2
Æ s
3
)
Regardons les regles de typage (voir la remarque 6.1.1 en e qui onerne le symbole .) :
; x : A;  ` x : A
  ` s .  
0
 
0
` t : A
  ` t[s℄ : A
  ` t : B ! A   ` u : B
  ` (t u) : A
x : B;  ` t : A
  ` x:t : B ! A
  ` id .  
  ` t : A   ` s .  
0
  ` (t=x)  s . x : A; 
0
  ` s
0
.  
00
 
00
` s .  
0
  ` s Æ s
0
.  
0
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8.2 PSN implique SN
On denit la fontion Ateb de la faon suivante :
Ateb(x) = x
Ateb(t u) = Ateb(t) Ateb(u)
Ateb(x:t) = x:Ateb(t)
Ateb(t[id℄) = Ateb(t)
Ateb(t[s Æ s
0
℄) = Ateb(t[s℄[s
0
℄)
Ateb(t[(t
0
=x)  s℄) = Ateb((x:t)[s℄) Ateb(t
0
)
Il est evident que pour tout t, Ateb(t) ne ontient pas de substitutions. Il nous faut verier que le
terme obtenu est typable.
Lemme 8.2.1
  ` t : A )   ` Ateb(t) : A
Preuve : On proede par indution sur le nombre d'etapes du alul de Ateb(t).
 t = x et
x : A; ` x : A
On a alors Ateb(t) = x et la derivation de typage est la me^me.
 t = (u v) et
  ` u : B ! A   ` v : B
  ` (u v) : A
Par hypothese d'indution, on a   ` Ateb(u) : B ! A et   ` Ateb(v) : B. On peut typer
Ateb(t) = Ateb(u) Ateb(v) de la faon suivante
  ` Ateb(u) : B ! A   ` Ateb(v) : B
  ` (Ateb(u) Ateb(v)) : A
 t = x:u et
x : B;  ` u : A
  ` x:u : B ! A
Par hypothese d'indution, on a  ; x : B ` Ateb(u) : A. On peut typer Ateb(t) = x:Ateb(u) de
la faon suivante
x : B;  ` Ateb(u) : A
  ` x:Ateb(u) : B ! A
 t = u[id℄ et
  ` id .     ` u : A
  ` u[id℄ : A
On onlut diretement par hypothese d'indution.
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 t = u[(v=x)  s℄ et
  ` s .  
0
  ` v : B
  ` (v=x)  s . x : B; 
0
x : B; 
0
` u : A
  ` u[(v=x)  s℄ : A
Par hypothese d'indution, on a   ` Ateb((x:u)[s℄) : B ! A et   ` Ateb(v) : B. On onlut en
typant
  ` Ateb((x:u)[s℄) : B ! A   ` Ateb(v) : B
  ` Ateb((x:u)[s℄) Ateb(v) : A
 t = u[s Æ s
0
℄, alors on onlut diretement par hypothese d'indution.
8.2.1 Denition de la relation l
Nous allons proeder de la me^me faon que dans le hapitre preedent pour , mais plus simple-
ment, puisque nous n'avons pas de ". On utilise la me^me notion de redexabilite (voir denition 7.2.7)
et la relation 4 est denie de maniere identique (sans les "). On denit la relation l de la faon
suivante.
Denition 8.2.2
Pour tout t et u, ul t () u 4 t et (t) = (u).
On aura besoin du lemme 7.2.9 et il nous faut reformuler le lemme 7.2.12.
Lemme 8.2.3
Pour tout t, u, s et s
0
tous en -forme normale, si (t[(y=x)s℄) = (t
0
[(y=x)s
0
℄) alors (t[(u=x)s℄) =
(t
0
[(u=x)  s
0
℄).
Preuve : Pour se onvainre du resultat, il suÆt de regarder les variables libres de t et t
0
. Dire
que les -formes normales sont egales revient a dire que les termes sont egaux lorsqu'on remplae leur
variables libres par les termes des substitutions. Comme on ne fait que hanger le terme substitue,
l'egalite est preservee.
Voii le lemme initial de notre simulation.
Lemme 8.2.4 (Initialisation)
Pour tout t, il existe u tel que Ateb(t)!

B
u et ul t.
Preuve : On raisonne par indution sur le nombre d'etapes du alul de Ateb(t).
{ Si t = x, alors Ateb(t) = x et il suÆt de prendre u = x.
{ Si t = (t
1
t
2
), alors Ateb(t) = (Ateb(t
1
) Ateb(t
2
)). Par hypothese d'indution, il existe u
1
et
u
2
tels que Ateb(t
1
) !

B
u
1
et u
1
l t
1
et Ateb(t
2
) !

B
u
2
et u
2
l t
2
. On onlut en prenant
u = (u
1
u
2
).
{ Si t = x:t
0
, alors Ateb(t) = x:Ateb(t
0
). Par hypothese d'indution, il existe u
0
tel que
Ateb(t
0
)!

B
u
0
. On onlut en prenant u = x:u
0
.
{ Si t = t
0
[id℄, alors Ateb(t) = Ateb(t
0
). Par hypothese d'indution, il existe u
0
tel que Ateb(t
0
)!

B
u
0
. On prend u = u
0
et on onlut a l'aide du lemme 7.2.9.
{ Si t = t
0
[s Æ s
0
℄, alors Ateb(t) = Ateb(t
0
[s℄[s
0
℄). Par hypothese d'indution, il existe u
0
tel que
Ateb(t
0
[s℄[s
0
℄) !

B
u
0
. On a quatre as possibles suivant les valeurs de PR(s) et PR(s
0
), mais
dans tous les as, on peut onlure en prenant u = u
0
.
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{ Si t = t
1
[(t
2
=x)s℄, alors Ateb(t) = Ateb((x:t
1
)[s℄) Ateb(t
2
). Par hypothese d'indution, il existe
u
1
et u
2
tels que Ateb((x:t
1
)[s℄) !

B
u
1
et u
1
l (x:t
1
)[s℄ et Ateb(t
2
) !

B
u
2
et u
2
l t
2
. Deux
as sont possibles suivant la forme de u
1
.
 Si u
1
= x:v
1
(e qui signie que l'on a :PR(s)), alors on prend u = v
1
[(u
2
=x)  id℄. Il
nous faut verier que ul t et la diÆulte est de montrer (u) = (t). Par hypothese, on a
(x:v
1
) = ((x:t
1
)[s℄). Il est evident que (x:v
1
) = ((x:v
1
)[id℄) = y:(((v
1
)[(y=x) 
id℄)). D'autre part on a ((x:t
1
)[s℄) = y:(((t
1
)[(y=x)  (s)℄)), e qui nous donne
((v
1
)[(y=x)id℄) = ((t
1
)[(y=x)(s)℄). On est dans de bonnes onditions pour appliquer
le lemme 8.2.3 en inserant le terme (u
2
) qui est egal a (t
2
) par hypothese, e qui nous
donne ((v
1
)[((u
2
)=x)  id℄) = ((t
1
)[((t
2
)=x)  s℄) et nous permet de onlure.
 Si u
1
= (x:v
1
)[s
1
℄, alors on prend u = v
1
[(u
2
=x)  s
1
℄ et on onlut de la me^me faon que
dans le point preedent ave l'aide du lemme 8.2.3.
8.2.2 Simulation
On peut a present passer a la simulation proprement dite, qui va e^tre eetuee de la me^me faon
que pour . On separe l'ensemble des regles de redution en deux : la regle B et les autres, qu'on
regroupe sous l'appellation R
2
. On a bien R
2
fortement normalisant. On veut etablir les diagrammes
suivants :
t !
B
t
0
l l
u !
+

n
u
0
t !
R
2
t
0
l l
u !


n
u
0
On ommene par regarder la simulation de B, puis elle des autres regles. Les deux proprietes
suivantes orrespondent aux lemmes generaux 4.3.2 et 4.3.3.
Lemme 8.2.5
Pour tout t!
B
t
0
, pour tout ul t il existe u
0
tel que u!
B
u
0
et u
0
l t
0
.
t !
B
t
0
l l
u !
B
u
0
Preuve : ul t nous donne u 4 t et (u) = (t). De plus, la relation 4 denie a l'aide du prediat
PR nous assure que le redex reduit par B appara^t dans u. On a don u !
B
u
0
et on veut prouver
u
0
l t
0
. S'il est evident que u
0
4 t
0
vient diretement du fait que u 4 t, il n'en est pas de me^me pour
l'egalite des -formes normales. On veut obtenir (u
0
) = (t
0
) ave pour hypothese (u) = (t). On
pose t = C[(x:v) w℄, e qui nous donne t
0
= C[v[(w=x)  id℄℄ et u = C
0
[(x:v
0
) w
0
℄. Deux as sont
possibles :
 le redex (x:v) w n'appara^t pas dans (t). C'est-a-dire que le alul de (t) peut e^tre deoupe
de la faon suivante :
C[(x:v) w℄ !


C
1
[y[((C
2
[(x:v) w℄)=x)  s℄℄!
VarCons2
C
1
[y[s℄℄ !


(t)
Puisque (t) = (u), le me^me senario a lieu pour u. De la me^me faon que pour le redex, le
reduit va e^tre eae de t
0
et de u
0
et on obtient bien (u
0
) = (t
0
).
 le redex (x:v) w appara^t dans (t). An d'alleger les notations dans les aluls, on erira, pour
tout t, t pour (t). On a les egalites suivantes :
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t = (C[(x:v) w℄)
= C
1
[(((x:v) w)[s℄)℄
= C
1
[(y:(v[(y=x)  s℄)) (w[s℄)℄
Et, de la me^me faon, u = C
0
1
[(y:(v'[(y=x)  s'℄)) (w'[s'℄)℄. De t = u on deduit C
1
= C
0
1
,
(v[(y=x)  s℄) = (v'[(y=x)  s'℄) et (w[s℄) = (w'[s'℄). On regarde a present les termes t' et u' :
t' = (C[v[w  id℄℄)
= C
1
[(v[w  id℄[s℄)℄
=
Clos
C
1
[(v[(w  id) Æ s℄)℄
=
Map
C
1
[(v[w[s℄  s℄)℄
= C
1
[(v[(w[s℄)  s℄)℄
Et, de la me^me faon, u' = C
0
1
[(v'[(w'[s'℄) s'℄)℄. Des egalites preedemment denies on obtient
u' = C
0
1
[(v'[(w[s℄)  s'℄)℄, et on peut onlure a l'aide du lemme 8.2.3.
Lemme 8.2.6
Pour tout t!
R
2
t
0
, pour tout ul t il existe u
0
tel que u !


n
u
0
et u
0
l t
0
.
t !
R
2
t
0
l l
u !


n
u
0
Preuve : La preuve est faile ar R
2
est exatement le alul des substitutions . u l t nous
donne u 4 t et (u) = (t), et, d'autre part, t !
R
2
t
0
implique (t) = (t
0
). Deux as sont possibles
suivant que le redex appara^t aussi dans u ou non. S'il n'appara^t pas, on prend u
0
= u et on onlut
diretement. Sinon, on reduit le redex ave la me^me regle et on onlut en alulant (u
0
) = (u) =
(t
0
).
Puisque la fontion Ateb(t) nous renvoie un terme t
0
qui se reduit vers ul t (par le lemme 8.2.4),
on peut utiliser le theoreme 4.4.2. On obtient que PSN implique SN pour le 
n
-alul, mais omme
elui-i n'a pas la propriete PSN, on ne peut pas en tirer de onlusion de normalisation forte.
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Troisieme partie
Normalisation forte du ~-alul ave
substitutions expliites
139
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Le ~-alul [23℄ est une variante du -alul [63℄ qui propose une notation de termes pour
le alul des sequents de la logique lassique. Il met en evidene des symetries terme/ontexte et
appel-par-nom/appel-par-valeur. Ses deux regles de redution prinipales forment une paire ritique,
e qui rend le alul non-deterministe (non-onuent) et souleve des diÆultes dans les preuves de
normalisation forte : une preuve par redutibilite utilisant une denition nave des andidats de
redutibilite tomberait dans une boule symetrique d'indution mutuelle.
Une preuve de normalisation forte par redutibilite se fait en plusieurs etapes, omme nous l'avons
vu dans le hapitre 3. La denition des andidats de redutibilite doit e^tre hoisie ave le plus grand
soin an de failiter les preuves ulterieures. Pour illustrer les diÆultes dues a la symetrie, regardons
e qui se passe lors de la preuve du lemme d'adequation pour le -alul simplement type. Dans e
lemme, on part d'un terme type et on montre, par indution struturelle, qu'il est un andidat de
redutibilite. Si on nomme ECR l'ensemble des andidats de redutibilite, sa formulation, dans le as
de l'abstration, est la suivante :
x:t typable ) x:t 2 ECR
La denition des andidats nous dit :
x:t 2 ECR () 8u 2 ECR (x:t) u 2 SN
Pour montrer que x:t est un bon andidat, il faut le onfronter a tous les andidats possibles et
verier que l'appliation des deux est un terme fortement normalisant. Pour prouver l'adequation, on
prend alors un andidat u quelonque, on onstruit l'appliation (x:t) u et on regarde si e terme est
fortement normalisant : on le reduit vers tfx ug et on utilise l'hypothese d'indution qui nous dit
que t est un andidat. Comme on a prouve auparavant que les andidats sont fortement normalisants,
on peut onlure positivement pour le lemme d'adequation.
Le -alul symetrique [6℄ est un exemple de alul symetrique. Sans entrer dans les details, on
peut dire que la prinipale dierene ave le -alul est que l'appliation est symetrique, 'est-a-
dire qu'il n'y a plus de gauhe et de droite. Le terme (x:t) (y:u), par exemple, peut se reduire de
deux faons, suivant le hoix qu'on fait pour la fontion et son argument : si on prend (x:t) omme
fontion, le terme se reduit en tfx  (y:u)g, dans l'autre as, on obtient ufy  (x:t)g. Comme
nous l'avons dit, un tel alul n'est pas onuent, mais ette paire ritique souleve aussi des problemes
dans la preuve de normalisation. Supposons qu'on ait navement deni les andidats en disant :
x:t 2 ECR () 8u 2 ECR (x:t) u 2 SN et u (x:t) 2 SN
Alors quand on voudra prouver le lemme d'adequation :
x:t typable ) x:t 2 ECR
On sera oblige de prendre un andidat quelonque, en partiulier une abstration y:u et de regarder si
le terme (x:t) (y:u) est fortement normalisant. Dans le -alul, on avait une seule redution possible
de e terme, e qui nous permettait de onlure failement. Mais la, on peut reduire (x:t) (y:u)
en ufy  (x:t)g, et on ne peut plus rien dire de e terme. En eet, on savait que t 2 ECR mais,
puisqu'on est en train de prouver que x:t 2 ECR, on ne peut pas utiliser e fait, et la denition de
y:u 2 ECR en aurait besoin pour onlure.
C'est pour ette raison que, dans [6℄, la denition des andidats de redutibilite est modiee et
s'exprime pluto^t de la faon suivante :
x:t 2 ECR () 8u 2 ECR tfx ug 2 SN
Avant de tester la normalisation forte, on ommene par eetuer une etape de -redution, de faon a
interdire la redution qui posait probleme i-dessus. Gra^e a ette astue, nous allons pouvoir etablir,
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dans le hapitre 11, la normalisation forte du ~-alul type. Ensuite, on introduira des substitutions
expliites dans e alul.
L'ajout de substitutions expliites pose deja des problemes dans les aluls non symetriques. Il
semble que dans un alul symetrique, ela rende tres diÆile l'utilisation de la tehnique de preuve par
redutibilite. Dans [45℄ est proposee une preuve de normalisation forte d'un fragment du ~-alul
auquel sont ajoutees des substitutions expliites. Pour pouvoir appliquer la tehnique de redutibilite,
la notion de andidat est etendue pour englober, d'une ertaine faon, l'environnement de typage des
termes. Dans les preuves, il arrive un moment ou l'on est onfronte a une substitution qui traverse
un lieur. On a vu dans le hapitre 3 que l'environnement de typage de la substitution doit alors e^tre
enrihi de la variable liee. Mais omme la notion de andidat ontient et environnement, ela signie
que le terme doit hanger de andidat.
La solution apportee dans [45℄ a e probleme ehoue a ause de la gestion des variable liees et libres
qui omposent les termes. Pour prouver la normalisation forte du ~x-alul, nous prendrons une
autre approhe : nous ommenerons par utiliser la tehnique de perpetuite formalisee dans [13℄ pour
prouver que e alul possede la propriete PSN, puis nous appliquerons la tehnique \PSN implique
SN" presentee dans la deuxieme partie de ette these pour obtenir le resultat.
On se base initialement sur le travail de [6℄. On va proeder en trois etapes, en partant du fragment
de ~ qui orrespond a peu pres au -alul symetrique, puis en ajoutant suessivement les onstru-
tions propres a ~ et enn les substitutions expliites. De e fait, la premiere etape (hapitre 10)
ontient une preuve similaire a elle de [6℄ ave les notations de [45℄. La deuxieme etape (hapitre 11)
presente la preuve de normalisation forte du ~-alul (sans substitutions expliites), essentielle a
la troisieme etape (hapitre 12) qui ontient la preuve de normalisation forte du ~x-alul. On
ommene par presenter le ~-alul dans le hapitre 9.
Ce travail a ete publie dans [64℄.
Chapitre 9
Presentation du ~-alul
Ce hapitre donne une ourte presentation du ~-alul. On ommene par donner quelques
motivations a la denition de e alul, puis on presente les termes et les regles de typage. Enn on
explique omment la symetrie a ete ompletee ave l'ajout d'un operateur logique et de deux formes
de termes supplementaires. Cette presentation reprend l'introdution de [23℄.
9.1 Motivations
L'etude des langages de programmation a onduit a l'observation qu'il existe des symetries, omme
par exemple les entrees/sorties ou enore elle, programme/ontexte, entre un programme et son
ontexte d'exeution. Il est aussi apparu reemment qu'une symetrie existe entre les deux prinipales
strategies d'evaluation du -alul : l'appel par nom et l'appel par valeur.
9.1.1 Appel par nom, appel par valeur
Dans es deux notions on retrouve le mot appel ar es deux strategies parlent de la faon dont
on traite l'appel d'une fontion pour un argument, 'est-a-dire l'appliation. En eet, regardons un
terme quelonque de la forme t u, il peut e^tre -reduit de plusieurs manieres :
{ on peut reduire un redex de t (s'il en existe un) : t ! t
0
, e qui nous donne la redution :
t u! t
0
u,
{ on peut reduire un redex de u (s'il en existe un) : u ! u
0
, e qui nous donne la redution :
t u! t u
0
,
{ et si t = x:v, alors on peut aussi reduire le -redex : (x:v) u! vfx ug.
Lorsque nous avons presente le -alul (hapitre 2), nous n'avons rien dit sur les dierentes
strategies d'evaluation qui hoisissent, parmi es trois possibilites i-dessus, dans quel ordre eetuer
les -redutions.
Pour le terme t u, la strategie appelee appel par nom onsiste a evaluer d'abord le terme t jusqu'a
obtenir un , 'est-a-dire jusqu'a obtenir un terme t
0
= x:v. On s'interdit de reduire le terme u
tant qu'on a pas obtenu e terme x:v. Ce dernier une fois obtenu, on reduit le terme (x:v) u vers
vfx ug et on poursuit l'evaluation de notre -terme. Si la variable x n'appara^t pas dans v, alors le
terme u sera eae. L'intere^t de ette strategie est don qu'elle retarde l'evaluation de u jusqu'a e^tre
su^r que e terme sera eetivement utilise dans la fontion.
La strategie appelee appel par valeur onsiste a ne reduire un redex (x:v) u que si u est une
valeur. En premiere intuition, on peut onsiderer qu'une valeur est un terme qui ne peut pas e^tre
reduit davantage, 'est-a-dire un terme en forme normale. Ainsi, si u est une valeur, on peut reduire
(x:v) u vers vfx  ug et on poursuit l'evaluation de notre -terme. L'avantage de ette strategie
est qu'elle fatorise les redutions de u : si la variable x appara^t n fois dans le terme v, la strategie
preedente neessitera n fois l'evaluation du terme u, ontre une fois seulement pour ette strategie.
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Evaluer d'abord la fontion ou d'abord l'argument semble symetrique, le ~-alul rendra ompte
de ette symetrie a l'interieur me^me de ses termes et de ses regles de redution.
9.1.2 Calul des sequents vs. dedution naturelle
Comme nous allons le voir, les regles de typage du ~-alul sont donnees dans le formalisme du
alul des sequents. En eet, bien que e formalisme soit moins naturel que la dedution naturelle,
il possede d'autres avantages : il verie la propriete de la sous-formule, e qui est un atout preieux
dans la reherhe automatique de preuves, et la oupure y est bien mieux araterisee que dans la
dedution naturelle (voir setion 3.1.2). En outre, la symetrie des regles d'introdution a gauhe et a
droite en fait une bonne base de depart pour la oneption d'un alul exhibant la symetrie appel-
par-nom/appel-par-valeur.
Par rapport au alul des sequent presente dans le hapitre 3, une dierene notable sera la
presene de plusieurs formules a droite des sequents. Sans entrer dans les details, ela orresond au
fait qu'on travaille ii dans la logique lassique, et non plus seulement dans le fragment intuitionniste.
Pour donner les regles de typage du alul, nous aurons besoin d'isoler dans un sequent la formule
ative. Pour ela, nous noterons parfois les sequents de la faon suivante :
  ` Aj ou enore  jA ` 
D'un point de vue logique, le symbole j ne sert a rien, il est juste une autre notation de la virgule.
Il nous permettra d'identifer une formule sur laquelle la regle va operer.
9.2 Denitions
Ave es intuitions de symetrie, nous allons pouvoir regarder la denition des termes et des regles
de redution et de typage du ~-alul.
Pour pouvoir retransrire l'intuition que l'on a donnee de la symetrie programme/ontexte, il
nous faut tout d'abord separer es deux objets. Au lieu de realiser l'appliation d'une fontion a son
argument, on va mettre ette fontion dans un ontexte qui ontient son argument. Cette notion est
moins naturelle que l'appliation, mais elle est plus prohe de e qui se passe dans l'exeution des
programmes. Nous aurons don trois ategories d'objets : les termes, les ontextes, et les ommandes
qui seront onstituees d'un ouple (terme,ontexte). Les termes orrespondent aux programmes, les
ontextes a leur environnement, et les ommandes a la renontre d'un programme et d'un ontexte.
La symetrie terme/ontexte appara^tra dans le typage : les termes seront types a droite du sequent
tandis que les ontextes seront types a gauhe, les ommandes seront alors naturellement typees par
la regle de oupure.
objets et redutions, premiere version
Commenons par regarder les termes. En partant du -alul, on peut tout de suite donner deux
termes : les variables x, et les fontions x:v, ou v est lui-aussi un terme. Nous n'avons plus l'appliation
puisqu'elle sera representee par une ommande. Regardons tout de suite les regles de typage de es
termes. Mis a part le symbole j, elle nous sont familieres :
 ; x : A ` x : Aj
 ; x : A ` v : Bj
  ` x:v : A! Bj
Si nous voulons maintenant onstruire des ontextes, nous pouvons nous aider de la logique. La
ommande omposee d'un terme de la forme x:v et d'un ontexte e quelonque sera type par une
oupure. Le terme x:v orrespondant a l'introdution de la ehe a droite, on doit don avoir une
forme de ontexte qui orresponde a l'introdution de la ehe a gauhe. Voii la regle de typage,
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dans laquelle les ? representent les \trous" qu'il faut ombler par des objets (termes, ontextes ou
ommandes) :
  `? : Aj  j? : B ` 
 j? : A ) B ` 
Pour ombler les trous, il suÆt de regarder les deux sequents en hypothese. Le premier,   `? : Aj
orrespond au typage d'un terme, notons le v, le deuxieme,  j? : B `  orrespond au typage d'un
ontexte, notons le e. On est don en presene de deux objets, un peu omme dans la regle qui type
l'appliation dans le -alul. Le terme dans le sequent onlusion doit e^tre une sorte de omposition
entre v et e. Regardons plus loin. Si on reommene a typer le ontexte e ave la me^me regle, ela va
nous donner un autre terme v
0
, et un autre ontexte e
0
qui pourrait lui-aussi e^tre ompose d'un terme
v
00
, et... Le typage d'un ontexte ave ette regle orrespond au typage d'une suite de termes, ela
orrespond a la notion d'environnement d'un programme, 'est-a-dire a une pile. On note l'empilement
d'un terme v sur un ontexte e ave la syntaxe suivante : v  e. La regle de typage devient :
  ` v : Aj  je : B ` 
 jv  e : A ) B ` 
Il faut pouvoir terminer le typage d'un ontexte, 'est-a-dire qu'il nous faut un ontexte dont le
typage ne fasse pas appel au typage d'un ontexte plus petit. Autrement dit, il nous faut une n de
pile. Le plus simple onsiste a donner un ontexte dont le typage utilise la regle axiome, e qui nous
garantit que le typage s'arre^tera la. Par symetrie, on est satisfait de ette possibilite qui orrespondra
au typage d'une variable de ontexte. Les variables de termes etant notees x, y, z, et. nous noterons
les variables de ontexte , , et. Voii la regle de typage :
 j : A `  : A;
Elle est identique a elle du typage des variables de termes, sauf pour la position du symbole j,
qui se trouve ii a gauhe puisqu'il s'agit d'un ontexte.
Comme nous l'avons dit, une ommande est omposee d'un terme v et d'un ontexte e, nous
noterons ela hvjei. Le typage d'une ommande orrespond a la regle de oupure du alul des sequents :
  ` v : Aj  je : A ` 
hvjei : (  ` )
Nous avons plae le type de hvjei entre parenthese et a part de la ommande elle-me^me ar une
ommande n'est ni un terme, ni un ontexte, et ne peut don appara^tre ni a droite, ni a gauhe du
sequent.
Preoupons nous un peu de l'evaluation de nos objets. Prenons la ommande hx:vjv
0
 ei, elle
orrespond a l'appliation de la fontion x:v au parametre v
0
. Nous pourrions e^tre tentes de la
reduire vers hv[v
0
=x℄jei pour mimer la -redution, mais nous souhaitons ii avoir un ontro^le plus
n sur l'exeution dans le but de hoisir l'appel par nom ou l'appel par valeur. Notre ommande
va se reduire vers une autre ommande qui laissera enore le hoix de la strategie de redution.
Cette ommande dira que l'evaluation peut se poursuivre dans le parametre v
0
, ave omme ontexte
le souvenir que le resultat de v
0
devra remplaer x dans le terme v. Il faut introduire un nouveau
ontexte orrespondant a ette memorisation, il sera note ~x: ou  est une ommande, en l'ourene
la ommande hvjei puisque la memorisation doit aussi prendre en ompte le ontexte e.
Voii une premiere version de notre systeme. Les termes sont donnes par la grammaire suivante :
v ::= x j x:v
e ::=  j v  e j ~x:
 ::= hvjei
Et nous pouvons donner deux regles de redution :
() hx:vjv
0
 ei ! hv
0
j~x:hvjeii si x 62 FV (e)
(~) hvj~x:i ! [v=x℄
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Completer la symetrie
On peut faire deux observations sur le systeme i-dessus. Premierement, il ne ontient pas l'operateur
 de [63℄, dont nous avons pourtant dit que e alul s'inspirait. Deuxiemement, il y a une dissymetrie
entre les termes et les ontextes, alors qu'on souhaitait une symetrie. La symetrie entre termes et
ontextes va e^tre obtenue en ajoutant l'operateur , symetrique du ~, et en ajoutant deux autres
operateurs que nous allons presenter maintenant.
Dans notre presentation i-dessus, les termes ont un lieur x:v tandis que les ontextes ont un
onstruteur de piles de termes v  e. Il semble naturel de vouloir ompleter notre systeme en donnant
un lieur pour les ontextes, par exemple :e, et un onstruteur de piles de ontextes, que l'on
notera e  v (le symbole  est surharge par ette nouvelle denition, mais le type des lettres { v ou e {
nous permettra toujours de lever l'ambigute). Du point de vue logique, il faut ajouter un nouveau
onneteur pour pouvoir typer es nouveaux objets : e sera le onneteur \dierene", note  , et il
sera le dual de l'impliation. Voii la denition des termes du ~-alul :
v ::= x j x:v j e  v j :
e ::=  j :e j v  e j ~x:
 ::= hvjei
Voii les regles de typage des deux nouvelles onstrutions syntaxiques :
 je : B `  : A;
 j:e : B  A ` 
  ` v : Bj  je : A ` 
  ` e  v : B  Aj
Nous ajoutons une regle pour le  des ontextes et une pour le , en eetuant la symetrie ave
() et (~), e qui nous donne les quatre regles suivantes :
() hx:vjv
0
 ei ! hv
0
j~x:hvjeii si x 62 FV (e)
(
~
) he
00
 vj:ei ! h:hvjeije
0
i si  62 FV (v)
() h:jei ! [e=℄
(~) hvj~x:i ! [v=x℄
On s'aperoit que les regles () et (~) forment une paire ritique : on peut reduire le terme
h:j~x:
0
i de deux faons dierentes.
h:j~x:
0
i
() . & (~)
[~x:
0
=℄ 
0
[:=x℄
C'est ii que se trouve le hoix entre appel par nom et appel par valeur. Si on hoisit de toujours
reduire le -redex en prioriete, on suit la strategie d'appel par valeur, tandis que si on hoisit de
toujours reduire le ~-redex en prioriete, on suit la strategie d'appel par nom. Cette paire ritique ne
peut pas e^tre jointe, ela rend le systeme non-onuent et 'est ela aussi qui souleve des diÆultes
dans les preuves de normalisation forte.
Exemple 9.2.1
 Pour illustrer le hoix entre appel par nom et appel par valeur, regardons un exemple de
redution. Le terme (x:x x) ((x:x) x) se reduit, dans le -alul, de deux manieres dierentes
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suivant la strategie que l'on emploie :
(x:x x) ((x:x) x)
appel par valeur . & appel par nom
(x:x x) x ((x:x) x) ((x:x) x)
# #
x x x ((x:x) x)
#
x x
La tradution de (x:x x) ((x:x) x) dans le ~-alul donne le terme
:h:hxj~y:hx:xjy  iij~z:hx::hxj~z
0
:hxjz
0
 iijz  ii
En isolant les deux sous-termes prinipaux, on onstate qu'ils forment la paire ritique qui
nous laisse le hoix entre appel par nom (regle ~) et appel par valeur (regle ) :
:h :hxj~y:hx:xjy  ii j ~z:hx::hxj~z
0
:hxjz
0
 iijz  i i
Pour mieux voir les redutions suivants es deux strategies, on ommene par reduire les deux
sous-termes :
:h:hxj~y:hx:xjy  iij~z:hx::hxj~z
0
:hxjz
0
 iijz  ii
# ~
:h:hx:xjx  ij~z:hx::hxj~z
0
:hxjz
0
 iijz  ii
# ~
:h:hx:xjx  ij~z:hx::hxjx  ijz  ii
# 
:h:hx:xjx  ij~z:hzj~x:h:hxjx  ijiii
# 
:h:hx:xjx  ij~z:hzj~x:hxjx  iii
# ~
:h:hx:xjx  ij~z:hzjz  ii
Voii enn les deux redutions de e dernier terme :
:h :hx:xjx  i j ~z:hzjz  i i
appel par valeur () . & appel par nom (~)
:hx:xjx  ~z:hzjz  ii :h:hx:xjx  ij~z:hzjz  ii
 # # 
:hxj~x:hxj~z:hzjz  iii :hx:xjx  :hx:xjx  i  i
~ # # 
:hxj~z:hzjz  ii :hxj~x:hxj:hx:xjx  i  ii
~ # # ~
:hxjx  i :hxj:hx:xjx  i  i
# 
:hxj:hxj~x:hxjii  i
# ~
:hxj:hxji  i
# sv
1
:hxjx  i
 Un exemple sans doute enore plus expliite met en jeu le terme 
 qui, rappelons-le, n'a
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pas de forme normale, 'est-a-dire qu'il peut e^tre reduit indeniment (voir hapitre 2). Dans
le -alul, le terme (x:y) 
 se reduit, en appel par nom, vers y, alors que sa redution ne
s'arre^te jamais en appel par valeur :
(x:y) 

appel par valeur. & appel par nom
(x:y) 
 yfx 
g
# =
(x:y) 
 y
#
.
.
.
Supposons que la tradution de 
 dans le ~-alul soit :
, alors la tradution de (x:y) 

est :h:
j~z:hx:yjz ii. La non-terminaison de 
 est preservee par la tradution, 'est-
a-dire que pour tout ontexte e, 
f  eg admet une derivation innie en strategie d'appel
par valeur. On a les redutions suivantes :
:h:
j~z:hx:yjz  ii
# 
# se
1
:h:
j~x:hyjii
appel par valeur (). & appel par nom (~)
:
f  ~x:hyjig :hyjifx :
g
# =
:
f  ~x:hyjig :hyji
# # sv
1
.
.
. y
1
Le terme :hvji dans lequel  n'est pas libre dans v, et le terme v sont semantiquement equivalents. La regle se,
et son symetrique sv, sont des regles de simpliation (voir leur denition dans hapitre suivant).
Chapitre 10
Normalisation forte du ~-alul
Cette setion suit delement le travail de Barbanera et Berardi [6℄. On se ontente d'adapter
la preuve en distinguant les parties droite et gauhe de la oupure et en prenant les notations du
~-alul.
10.1 Denition du alul
Il y a trois ategories syntaxiques : les termes, les ontextes et les ommandes ; notees respeti-
vement v, e, . On donne deux ensembles de variables : Var est l'ensemble des variables de termes,
e sont des valeurs notees x, y, z et. ; Var
?
est l'ensemble des variables de ontextes, e sont des
ontextes notes , ,  et. La syntaxe du ~-alul est :
 ::= hvjei
v ::= x j :
e ::=  j ex:
Les regles de redution sont donnees i-dessous. Les deux regles  et e forment une paire ritique
non joignable, e qui rend le alul non-deterministe :
() h:jei ! [e=℄
(e) hvjex:i ! [v=x℄
(sv) :hvji ! v si  62 FV (v)
(se) ex:hxjei ! e si x 62 FV (e)
Notation 10.1.1
Lorsque ela sera neessaire, on notera e systeme de redution !
~
.
Trois formes de sequents typent les ategories syntaxiques : les ommandes sont typees par (  ` ),
les termes par   ` Aj, et les ontextes par  jA ` . Voii les regles de typage :
  ` v : Aj  je : A ` 
hvjei : (  ` )
 j : A ` ;  : A  ; x : A ` jx : A
 : ( ; x : A ` )
 jex: : A ` 
 : (  `  : A;)
  ` : : Aj
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Remarque 10.1.2
On note qu'il n'y a pas de struture de types. Le alul est en fait un simple alul de manipulation
de la oupure.
10.2 Denition des ECR
Denition 10.2.1
On denit simultanement :
{ les operateurs :
Mu(X) =
Def
f: j 8e 2 X [e=℄ 2 [[`℄℄g
f
Mu(X) =
Def
fex: j 8v 2 X [v=x℄ 2 [[`℄℄g
Puis,
Neg
[[`  ℄℄
(X) = Var [Mu(X)
Neg
[[  `℄℄
(X) = Var
?
[
f
Mu(X)
On a besoin, pour haque type, d'inlure toutes les variables dans les ensembles de
redutibilite, an d'e^tre su^r de toujours pouvoir trouver une variable libre pour realiser
la preuve du lemme 10.3.1. Les deux Neg sont des operateurs deroissants, don Neg
[[`  ℄℄
Æ
Neg
[[  `℄℄
est un operateur roissant. D'apres Tarski, il existe alors un point xe X
0
.
Remarque 10.2.2
On peut prendre le plus petit point xe si on le souhaite, mais, puisqu'on ne se sert de e
point xe que pour prouver la propriete 10.2.4, n'importe quel point xe fait l'aaire.
{ Les ECR :
[[`℄℄ = SN
~
Puis
[[`  ℄℄ = X
0
et [[  `℄℄ = Neg
[[  `℄℄
(X
0
)
Remarque 10.2.3
On sait que Neg
[[  `℄℄
(X
0
) est un point xe ar Neg
[[  `℄℄
ÆNeg
[[`  ℄℄
est aussi un operateur
roissant et ar, puisque X
0
est un point xe, on a :
Neg
[[`  ℄℄
ÆNeg
[[  `℄℄
(X
0
) = X
0
+
Neg
[[  `℄℄
((Neg
[[`  ℄℄
Æ Neg
[[  `℄℄
)(X
0
)) = Neg
[[  `℄℄
(X
0
)
()
(Neg
[[  `℄℄
Æ Neg
[[`  ℄℄
)(Neg
[[  `℄℄
(X
0
)) = Neg
[[  `℄℄
(X
0
)
Propriete 10.2.4 (Bonne denition)
Les ECR denis i-dessus verient
(i) Var  [[`  ℄℄
(ii) Var
?
 [[  `℄℄
(iii) : 2 [[`  ℄℄ () 8e 2 [[  `℄℄ [e=℄ 2 [[`℄℄
(iv) ex: 2 [[  `℄℄ () 8v 2 [[`  ℄℄ [v=x℄ 2 [[`℄℄
Preuve : Par la denition 10.2.1 on a [[`℄℄ = SN
~
et les points (i) et (ii). On prouve a present
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(iii) et (iv). En fait, on se ontente de prouver (iii), ar (iv) est symetriquement identique.
: 2 [[`  ℄℄
?
() 8e 2 [[  `℄℄ [e=℄ 2 [[`℄℄
() ()
: 2 Neg
[[`  ℄℄
Æ Neg
[[  `℄℄
([[`  ℄℄) : 2 Mu([[  `℄℄)
() ()
: 2 Var [Mu(Neg
[[  `℄℄
([[`  ℄℄)) () : 2 Var [Mu([[  `℄℄)
10.3 Proprietes des ECR
Voii les lemmes habituels des preuves par redutibilite : normalisation forte des ECR puis ferme-
ture par redution.
Lemme 10.3.1 (Normalisation forte des ECR)
On a
1. [[`  ℄℄  SN
~
2. [[  `℄℄  SN
~
3. [[`℄℄  SN
~
Preuve :
1. On regarde les dierentes formes de v 2 [[`  ℄℄ :
{ v = x : x 2 SN
~
.
{ v = : : par le point (ii) de la proposition 10.2.4,  2 [[  `℄℄, et, par le point (iii) de la
proposition 10.2.4, [=℄ =  2 [[`℄℄(= SN
~
). Ce qui nous donne : 2 SN
~
.
2. Le as pour e est traite de faon similaire au as i-dessus en onsiderant la symetrie.
3. Par denition [[`℄℄ = SN
~
.
Lemme 10.3.2 (Fermeture par redution)
Pour tout v, e et , on a
1. v 2 [[`  ℄℄; v ! v
0
=) v
0
2 [[`  ℄℄
2. e 2 [[  `℄℄; e! e
0
=) e
0
2 [[  `℄℄
3.  2 [[`℄℄; ! 
0
=) 
0
2 [[`℄℄
Preuve : En onsiderant les dierentes formes de v, e, et .
1.1. v = x : alors il n'y a pas de redution possible.
1.2. v = : : deux as sont possibles.
{ La redution est  ! 
0
. On sait par hypothese que : 2 [[`  ℄℄ don, par le point (iii) de
la proposition 10.2.4, 8e 2 [[  `℄℄ [e=℄ 2 SN
~
. On a alors 
0
[e=℄ 2 SN
~
(toujours pour
tout e 2 [[  `℄℄) et on onlut a l'aide du point (iii) de la proposition 10.2.4.
{ La redution est :hvji ! v ave  62 FV (v). On sait par hypothese que :hvji 2 [[`  ℄℄
don, par le point (iii) de la proposition 10.2.4, 8e 2 [[  `℄℄ hvji[e=℄ 2 SN
~
, 'est-a-dire
hvjei 2 SN
~
. Si v est une variable, alors la onlusion est immediate. Sinon, on a v = :
et h:jei 2 SN
~
implique [e=℄ 2 SN
~
, e qui nous donne : 2 [[`  ℄℄ par le point
(iii) de la proposition 10.2.4.
2.1. e =  : alors il n'y a pas de redution possible.
2.2. e = ex: : la preuve est identique a elle du as v = : en prenant la symetrie.
3.  2 [[`℄℄ : alors  2 SN
~
et ! 
0
implique que 
0
2 SN
~
= [[`℄℄.
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10.4 Preuve de normalisation forte
Voii un lemme qui nous sera utile pour onstruire indutivement l'appartenane d'un terme a un
ECR.
Lemme 10.4.1
Pour tout v et e, on a
v 2 [[`  ℄℄; e 2 [[  `℄℄ =) hvjei 2 [[`℄℄
Preuve : Par denition de [[`℄℄, il faut et il suÆt de montrer que hvjei 2 SN
~
. On va proeder
en regardant les dierents ouples v, e possibles. Puisque par le lemme 10.3.1, on a v 2 SN
~
et
e 2 SN
~
, on raisonnera aussi par indution sur la forte normalisation de v et e. Si hvjei ! hv
0
jei
(resp. hvjei ! hvje
0
i) on onlut par hypothese d'indution sur la forte normalisation de v (resp. e)
et par le lemme 10.3.2. Sinon la redution est soit  soit e. Dans les deux as, on onlut alors par
denition de : 2 [[`  ℄℄ ou ex: 2 [[  `℄℄.
Le lemme qui suit est le dernier neessaire, 'est le lemme d'adequation.
Lemme 10.4.2 (Adequation)
Soit t un terme du langage ave FV (t) = X
1
[ X
2
(X
1
 Var et X
2
 Var
?
) et les variables
x
i
2 X
1
sont de type B
i
et les variables 
j
2 X
2
sont de type C
j
. Pour tout ensemble de termes
v
i
; e
j
tels que 8i v
i
2 [[`  ℄℄ et 8j e
j
2 [[  `℄℄, on a selon la forme de t
1. Soit X
1
: B ` v : AjX
2
: C alors
v[v
1
=x
1
; :::; v
n
=x
n
; e
1
=
1
; :::; e
m
=
m
℄ 2 [[`  ℄℄
2. Soit X
1
: Bje : A ` X
2
: C alors
e[v
1
=x
1
; :::; v
n
=x
n
; e
1
=
1
; :::; e
m
=
m
℄ 2 [[  `℄℄
3. Soit  : (X
1
: B ` X
2
: C) alors
[v
1
=x
1
; :::; v
n
=x
n
; e
1
=
1
; :::; e
m
=
m
℄ 2 [[`℄℄
Remarque 10.4.3
La notation X
1
: B est un raouri pour une enumeration de fx
i
: B
i
ji 2 [1; n℄g (idem pour
X
2
: C).
Preuve : On notera [==℄ la substitution [v
1
=x
1
; :::; v
n
=x
n
; e
1
=
1
; :::; e
m
=
m
℄. On raisonne par
indution sur la struture de t.
{ v = x : alors, par hypothese, 9i 2 [1; n℄ A = B
i
. Ainsi
v[x
1
=v
1
; :::; x
n
=v
n
; 
1
=e
1
; :::; 
m
=e
m
℄ = v
i
2 [[`  ℄℄ = [[`  ℄℄
{ v = : : puisqu'on peut renommer les variables liees, on peut supposer que  62 f
1
; :::; 
m
g.
Maintenant, par le point (iii) de la proposition 10.2.4, pour prouver que
:[v
1
=x
1
; :::; v
n
=x
n
; e
1
=
1
; :::; e
m
=
m
℄ = :[==℄ 2 [[`  ℄℄
il est suÆsant de prouver que, pour tout e 2 [[  `℄℄,
[==; e=℄ 2 [[`℄℄
e qui est fait par hypothese d'indution.
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{ e =  : e as est le me^me que v = x par symetrie
{ e = ex: : e as est le me^me que v = : par symetrie
{  = hvjei. Par hypothese d'indution sur v et e et par le lemme 10.4.1 le resultat est immediat.
On peut maintenant passer au theoreme prinipal de e hapitre.
Theoreme 10.4.4
Le ~-alul est fortement normalisant.
Preuve : Soit t un terme du ~-alul type par   et , 'est-a-dire tel que la onlusion de
sa derivation de typage est soit   ` t : Aj, soit  jt : A ` , soit t : (  ` ). Supposons que ses
variables libres sont f
1
; :::; 
m
; x
1
; :::; x
n
g, haune typee x
i
: A
i
et 
i
: B
i
. Par les points (i) et (ii)
de la proposition 10.2.4, on obtient que pour tout i et j, x
i
2 [[`  ℄℄ et 
i
2 [[  `℄℄. Alors, par le
lemme 10.4.2, t[x
1
=x
1
; :::; x
n
=x
n
; 
1
=
1
; :::; 
m
=
m
℄ = t est bien dans un ECR. Par le lemme 10.3.1,
on onlut t 2 SN
~
.
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Chapitre 11
Normalisation forte du ~-alul
On etend le alul du hapitre preedent en ajoutant les deux -abstrations duales ainsi que les
piles de termes et de ontextes.
11.1 Denition du alul
Il y a trois ategories syntaxiques : les termes, les ontextes et les ommandes ; notes respetivement
v, e, . On donne deux ensembles de variables : Var est l'ensemble des variables de termes, e sont
des valeurs notees x, y, z et. ; Var
?
est l'ensemble des variables de ontextes, e sont des ontextes
notes , ,  et. La syntaxe du ~-alul est :
 ::= hvjei
v ::= x j x:v j e  v j :
e ::=  j :e j v  e j ex:
Les regles de redution sont donnees dans le tableau suivant. Les regles () et (e) forment une
paire ritique :
() hx:vjv
0
 ei ! hv
0
jex:hvjeii si x 62 FV (e)
(
e
) he
0
 vj:ei ! h:hvjeije
0
i si  62 FV (v)
() h:jei ! [e=℄
(e) hvjex:i ! [v=x℄
(sv) :hvji ! v si  62 FV (v)
(se) ex:hxjei ! e si x 62 FV (e)
Trois formes de sequents typent les ategories syntaxiques : les ommandes sont typees par (  ` ),
les termes par   ` Aj et les ontextes par  jA ` . On regarde a present les regles de typage :
  ` v : Aj  je : A ` 
hvjei : (  ` )
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 j : A ` ;  : A  ; x : A ` jx : A
 je : B `  : A;
 j:e : A B ` 
 ; x : A ` v : Bj
  ` x:v : A ! Bj
  ` v : Aj  je : B ` 
 jv  e : A! B ` 
  ` v : Bj  je : A ` 
  ` e  v : A Bj
 : ( ; x : A ` )
 jex: : A ` 
 : (  `  : A;)
  ` : : Aj
11.2 Denition des ECR
On denit simultanement et par indution sur la struture du type :
{ les operateurs :
Lambda(X
1
;X
2
) =
Def
fx:v j 8v
0
2 X
1
; e 2 X
2
hv[v
0
=x℄jei 2 [[`℄℄g
Cons(X
1
;X
2
) =
Def
fv  e j v 2 X
1
et e 2 X
2
g
^
Lambda(X
1
;X
2
) =
Def
f:e j 8e
0
2 X
1
; v 2 X
2
hvje[e
0
=℄i 2 [[`℄℄g
℄
Cons(X
1
;X
2
) =
Def
fe  v j e 2 X
1
et v 2 X
2
g
Mu(X) =
Def
f: j 8e 2 X [e=℄ 2 [[`℄℄g
f
Mu(X) =
Def
fex: j 8v 2 X [v=x℄ 2 [[`℄℄g
Puis,
 si A est atomique
Neg
[[`A℄℄
(Y ) = Var [Mu(Y )
Neg
[[A`℄℄
(X) = Var
?
[
f
Mu(X)
 si A = A
1
! A
2
Neg
[[`A℄℄
(Y ) = Var [Mu(Y ) [ Lambda([[` A
1
℄℄; [[A
2
`℄℄)
Neg
[[A`℄℄
(X) = Var
?
[
f
Mu(X) [ Cons([[` A
1
℄℄; [[A
2
`℄℄)
 si A = A
1
 A
2
Neg
[[`A℄℄
(Y ) = Var [Mu(Y ) [
℄
Cons([[A
1
`℄℄; [[` A
2
℄℄)
Neg
[[A`℄℄
(X) = Var
?
[
f
Mu(X) [
^
Lambda([[A
1
`℄℄; [[` A
2
℄℄)
Neg est un operateur deroissant, don Neg
[[`A℄℄
Æ Neg
[[A`℄℄
est un operateur roissant. D'apres
Tarski, il existe alors un point xe X
A
0
.
{ Les ensembles de redutibilite :
[[`℄℄ = SN
~
Puis
[[` A℄℄ = X
A
0
et [[A `℄℄ = Neg
[[A`℄℄
(X
A
0
)
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Remarque 11.2.1
On sait que Neg
[[A`℄℄
(X
A
0
) est un point xe (voir la remarque 10.2.3).
Propriete 11.2.2 (Bonne denition)
Les ECR denis i-dessus verient
(i) Var  [[` A℄℄
(ii) Var
?
 [[A `℄℄
(iii) v 2 [[` A℄℄ () soit v = x
soit v = e  v
0
ave A = A
1
 A
2
;
e 2 [[A
1
`℄℄ et v
0
2 [[` A
2
℄℄
soit v = : et
8e 2 [[A `℄℄ [e=℄ 2 [[`℄℄
soit v = x:v
0
ave A = A
1
! A
2
et
8v
00
2 [[` A
1
℄℄; e 2 [[A
2
`℄℄ hv
0
[v
00
=x℄jei 2 [[`℄℄
(iv) e 2 [[A `℄℄ () soit e = 
soit e = v  e
0
ave A = A
1
! A
2
;
v 2 [[` A
1
℄℄ et e
0
2 [[A
2
`℄℄
soit e = ex: et
8v 2 [[` A℄℄ [v=x℄ 2 [[`℄℄
soit e = :e
0
ave A = A
1
 A
2
et
8e
00
2 [[A
1
`℄℄; v 2 [[` A
2
℄℄ hvje
0
[e
00
=℄i 2 [[`℄℄
Preuve : Par denition des ensembles de redutibilite, on a [[`℄℄ = SN
~
et les points (i) et (ii).
On prouve les points (iii) et (iv). En fait, on se ontente de prouver (iii), ar (iv) est symetriquement
identique.
v 2 [[` A℄℄
()
v 2 Neg
[[`A℄℄
Æ Neg
[[A`℄℄
([[` A℄℄)
Arrives ii, il nous faut onsiderer les dierentes formes de A.
 Si A = A
1
! A
2
v 2 Neg
[[`A℄℄
Æ Neg
[[A`℄℄
([[` A℄℄)
()
v 2 Var [Mu(Neg
[[A`℄℄
([[` A℄℄)) [ Lambda
 `Aj
([[` A
1
℄℄; [[A
2
`℄℄)
()
soit v = x
soit v = : et : 2 Mu(Neg
[[A`℄℄
([[` A℄℄))
soit v = x:v
0
et x:v
0
2 Lambda
 `Aj
([[` A
1
℄℄; [[A
2
`℄℄)
ave
: 2 Mu(Neg
[[A`℄℄
([[` A℄℄))
()
8e 2 Neg
[[A`℄℄
([[` A℄℄) [e=℄ 2 [[`℄℄
()
8e 2 [[A `℄℄ [e=℄ 2 [[`℄℄
et
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x:v
0
2 Lambda
 `Aj
([[` A
1
℄℄; [[A
2
`℄℄)
()
8v
00
2 [[` A
1
℄℄; e 2 [[A
2
`℄℄ hv
0
[v
00
=x℄jei 2 [[`℄℄
()
8v
00
2 [[` A
1
℄℄; e 2 [[A
2
`℄℄ hv
0
[v
00
=x℄jei 2 [[`℄℄
 Si A = A
1
 A
2
v 2 Neg
[[`A℄℄
Æ Neg
[[A`℄℄
([[` A℄℄)
()
v 2 Var [Mu(Neg
[[A`℄℄
([[` A℄℄)) [
℄
Cons([[A
1
`℄℄; [[` A
2
℄℄)
()
soit v = x
soit v = : et : 2 Mu(Neg
[[A`℄℄
([[` A℄℄))
soit v = e  v
0
et e  v
0
2
℄
Cons([[A
1
`℄℄; [[` A
2
℄℄)
ave la me^me preuve pour : et
e  v
0
2
℄
Cons([[A
1
`℄℄; [[` A
2
℄℄)
()
e 2 [[A
1
`℄℄ et v
0
2 [[` A
2
℄℄
 Sinon, si A est atomique
v 2 Neg
[[`A℄℄
Æ Neg
[[A`℄℄
([[` A℄℄)
()
v 2 Var [Mu(Neg
[[A`℄℄
([[` A℄℄))
()
soit v = x
soit v = : et : 2 Mu(Neg
[[A`℄℄
([[` A℄℄))
ave la me^me preuve pour :.
11.3 Proprietes des ECR
Voii les lemmes de normalisation forte des ECR et de fermeture par redution.
Lemme 11.3.1 (Normalisation forte des ECR)
Soit A un type. Alors
1. [[` A℄℄  SN
~
2. [[A `℄℄  SN
~
3. [[`℄℄  SN
~
Preuve : Par indution sur la struture de A
1. On onsidere les dierentes formes de v 2 [[` A℄℄ :
{ v = x : alors v 2 SN
~
{ v = e  v
0
: alors A = A
1
 A
2
et on onlut en appliquant deux fois l'hypothese d'indution.
{ v = : : par le point (ii) de la proposition 11.2.2,  2 [[A `℄℄, alors, par le point (iii)
de la proposition 11.2.2, [=℄ 2 [[`℄℄, e qui nous donne  2 [[`℄℄(= SN
~
). On a don
: 2 SN
~
.
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{ v = x:v
0
, alors A = A
1
! A
2
: pour que v 2 SN
~
, il suÆt que v
0
2 SN
~
. Par
redutibilite de x:v
0
, on a 8v
00
2 [[` A
1
℄℄; e 2 [[A
2
`℄℄ hv
0
[v
00
=x℄jei 2 [[`℄℄(= SN
~
). Par les
points (i) et (ii) de la proposition 11.2.2, on peut prendre x pour v
00
et  pour e, e qui nous
donne hv
0
[x=x℄ji 2 SN
~
. On en deduit v
0
2 SN
~
et on onlut.
2. Le as pour e est traite de faon similaire au as i-dessus en onsiderant la symetrie
3. Par denition [[`℄℄ = SN
~
Lemme 11.3.2 (Fermeture par redution)
1. v 2 [[` A℄℄; v ! v
0
=) v
0
2 [[` A℄℄
2. e 2 [[A `℄℄; e ! e
0
=) e
0
2 [[A `℄℄
3.  2 [[`℄℄; ! 
0
=) 
0
2 [[`℄℄
Preuve : Par indution sur A, en onsiderant les dierentes formes de v, e, et .
1.1. v = x : alors il n'y a pas de redution possible.
1.2. v = e
1
 v
1
: deux redutions sont possibles e
1
 v
1
! e
2
 v
1
ou e
1
 v
1
! e
1
 v
2
. Dans les deux
as, on onlut en appliquant l'hypothese d'indution.
1.3. v = : : deux as sont possibles.
{ La redution est : ! :
0
. Par denition de : 2 [[` A℄℄ on a, 8e 2 [[A `℄℄ [e=℄ 2
SN
~
. On a alors 
0
[e=℄ 2 SN
~
(toujours pour tout e 2 [[A `℄℄) et on onlut a l'aide du
point (iii) de la proposition 11.2.2.
{ La redution est :hvji ! v ave  62 FV (v). On sait par hypothese que :hvji 2 [[` A℄℄
don, par le point (iii) de la proposition 10.2.4, 8e 2 [[A `℄℄ hvji[e=℄ 2 SN
~
, 'est-a-
dire hvjei 2 SN
~
. Si v est une variable, alors la onlusion est immediate. Si v = :,
h:jei 2 SN
~
implique que [e=℄ 2 SN
~
, e qui nous donne : 2 [[` A℄℄ par le point
(iii) de la proposition 10.2.4. Si v = x:v
0
, hx:v
0
jei 2 SN
~
nous donne, pour e = v
1
 e
1
,
hv
1
jex:hv
0
je
1
ii 2 SN
~
puis hv
0
je
1
i[v
1
=x℄ 2 SN
~
et hv
0
[v
1
=x℄je
1
[v
1
=x℄i 2 SN
~
et enn,
puisque x n'est pas libre dans e
1
, hv
0
[v
1
=x℄je
1
i 2 SN
~
, e qui est suÆsant, gra^e aux point
(iv) et (iii) de la proposition 10.2.4, pour onlure.
1.4. v = x:v
0
: A = A
1
! A
2
et la redution est x:v
0
! x:v
00
. Par le point (iv) de la pro-
position 11.2.2, on sait que 8v
000
2 [[` A
1
℄℄; e 2 [[A
2
`℄℄ hv
0
[v
000
=x℄jei 2 [[`℄℄ = SN
~
, don
8v
000
2 [[` A
1
℄℄; e 2 [[A
2
`℄℄ hv
00
[v
000
=x℄jei 2 [[`℄℄ = SN
~
, e qui nous permet de onlure.
2.x. Comme pour les as 1.x. en respetant la symetrie (ave x allant de 1 a 4).
3.  2 [[`℄℄ : alors  2 SN
~
et ! 
0
implique que 
0
2 SN
~
= [[`℄℄
Voii a present les lemmes qui nous permettent de \onstruire indutivement" l'appartenane des
termes aux ECR.
Lemme 11.3.3
v 2 [[` A℄℄; e 2 [[A `℄℄ =) hvjei 2 [[`℄℄
Preuve : Montrer que hvjei 2 [[`℄℄ revient a montrer que hvjei 2 SN
~
. On prend toutes les
paires possibles pour v et e et on raisonne par indution sur la forte normalisation de v et e (obtenue
gra^e au lemme 11.3.1). On regarde les redutions possibles de hvjei. Si la redution a lieu dans v ou
e, on onlut par hypothese d'indution et par le lemme 11.3.2. Sinon,
 si v = : et si la redution est h:jei ! [e=℄ et on onlut par denition de : 2 [[` A℄℄,
 si e = ex:, on onlut symetriquement au point preedent,
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 si v = x:v
0
et e = v
00
 e
0
(ave A = A
1
! A
2
), et si la redution est hx:vjv
00
 e
0
i !
hv
00
jex:hv
0
je
0
ii, on regarde les redutions possibles de hv
00
jex:hv
0
je
0
ii. Par redutibilite de v, on
a hv
0
[x=x℄je
0
i 2 SN
~
et on a d'autre part v
00
2 SN
~
. Ainsi, les redutions ne pouvant pas
avoir lieu inniment dans es termes, on nira par eetuer l'une des redutions suivantes (ou
v
00
!

v
1
, hv
0
je
0
i !

hv
2
je
2
i) :
{ hv
1
jex:hxje
2
ii ! hv
1
je
2
i : par hypothese d'indution, on a hv
00
je
0
i 2 SN
~
et hv
1
je
2
i est l'un
de ses reduits.
{ hv
1
jex:hv
2
je
2
ii ! hv
2
[v
1
=x℄je
2
[v
1
=x℄i : e terme est aussi un reduit de hv
0
[v
00
=x℄je
0
[v
00
=x℄i qui
est dans SN
~
par redutibilite de v.
{ h:
1
jex:hv
2
je
2
ii ! 
1
[ex:hv
2
je
2
i=℄ ave v
1
= :
1
. Par redutibilite de e et par le
lemme 11.3.2 on a :
1
2 [[` A
1
℄℄, e qui nous donne, par denition, que 
1
[ex:hv
2
je
2
i=℄
appartient a [[`℄℄ si et seulement si ex:hv
2
je
2
i appartient a [[A
1
`℄℄. Or ette derniere ondition
est veriee, par denition, si et seulement si 8v
3
2 [[` A
1
℄℄ on a hv
2
[v
3
=x℄je
2
[v
3
=x℄i 2 [[`℄℄, e
qui est une onsequene de la redutibilite de v.
 si e = :e
0
et v = e
00
 v
0
, on onlut symetriquement au point preedent,
 dans tous les autres as, auune redution n'est possible.
Lemme 11.3.4
 Si v[v
0
=x℄ 2 [[` B℄℄ pour tout v
0
2 [[` A℄℄ alors x:v 2 [[` A ! B℄℄.
 Si e[e
0
=℄ 2 [[B `℄℄ pour tout e
0
2 [[A `℄℄ alors :e 2 [[` A B℄℄.
Preuve : Par symetrie, il nous suÆt de montrer l'une des impliations, prenons la premiere.
Pour prouver que x:v 2 [[` A ! B℄℄, il faut, par le point (iii) de la proposition 11.2.2, prouver que
pour tout v
0
2 [[` A℄℄; e 2 [[B `℄℄, hv[v
0
=x℄jei 2 [[`℄℄. Par hypothese, on a v[v
0
=x℄ 2 [[` B℄℄. On onlut en
utilisant le lemme 11.3.3.
11.4 Preuve de normalisation forte
Voii enn le lemme d'adequation.
Lemme 11.4.1 (Adequation)
Soit A un type et t un terme du langage ave FV (t)  X
1
[X
2
(X
1
 Var et X
2
 Var
?
) et les
variables x
i
2 X
1
sont de type B
i
et les variables 
j
2 X
2
sont de type C
j
. Pour tout ensemble de
termes v
i
; e
j
tels que 8i v
i
2 [[` A
i
℄℄ et 8j e
j
2 [[B
j
`℄℄, on a selon la forme de t
1. si X
1
: B ` v : AjX
2
: C alors
v[v
1
=x
1
; :::; v
n
=x
n
; e
1
=
1
; :::; e
m
=
m
℄ 2 [[` A℄℄
2. si X
1
: Bje : A ` X
2
: C alors
e[v
1
=x
1
; :::; v
n
=x
n
; e
1
=
1
; :::; e
m
=
m
℄ 2 [[A `℄℄
3. si  : (X
1
: B ` X
2
: C) alors
[v
1
=x
1
; :::; v
n
=x
n
; e
1
=
1
; :::; e
m
=
m
℄ 2 [[`℄℄
On rappelle que la notation X
1
: B est un raouri pour une enumeration de fx
i
: B
i
ji 2 [1; n℄g
(idem pour X
2
: C).
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Preuve : On notera [==℄ la substitution [x
1
=v
1
; :::; x
n
=v
n
; 
1
=e
1
; :::; 
m
=e
m
℄. On raisonne par
indution sur la struture de t
{ v = x : alors, par hypothese, 9i 2 [1; n℄ A = B
i
. Ainsi
v[v
1
=x
1
; :::; v
n
=x
n
; e
1
=
1
; :::; e
m
=
m
℄ = v
i
2 [[` B
i
℄℄ = [[` A℄℄
{ v = e  v
0
: par hypothese d'indution sur e et v
0
et par le point (iii) de la proposition 11.2.2, le
resultat est immediat.
{ v = x:v
0
: on a alors A = A
0
! A
00
. Puisqu'on peut renommer les variables liees, on peut suppo-
ser que x 62 fx
1
; :::; x
n
g, e qui nous donne (x:v
0
)[==℄ = x:(v
0
[==℄). Par hypothese d'indution,
pour tout v
00
2 [[` A
0
℄℄ on a v
0
[v
00
=x; ==℄ 2 [[` A
00
℄℄ et par le lemme 11.3.4, on peut onlure.
{ v = : : puisqu'on peut renommer les variables liees, on peut supposer que  62 f
1
; :::; 
m
g.
Maintenant, par le point (iii) de la proposition 10.2.4, pour prouver que
(:)[==℄ = :([==℄) 2 [[` A℄℄
il est suÆsant de prouver que, pour tout e 2 [[A `℄℄,
[e=; ==℄ 2 [[`℄℄
e qui est fait par hypothese d'indution.
{ e =  : e as est le me^me que v = x par symetrie.
{ e = v  e
0
: e as est le me^me que v = e  v
0
par symetrie.
{ e = :e
0
: e as est le me^me que v = x:v
0
par symetrie.
{ e = ex: : e as est le me^me que v = : par symetrie.
{  = hvjei. Par hypothese d'indution sur v et e et par le lemme 11.3.3 le resultat est immediat.
On peut maintenant passer au theoreme prinipal de e hapitre.
Theoreme 11.4.2
Le ~-alul est fortement normalisant.
Preuve : La preuve est identique a elle du theoreme 10.4.4.
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Chapitre 12
Normalisation forte du ~-alul ave
substitutions expliites
On ajoute a present les substitutions expliites. On souhaite utiliser la tehnique PSN implique
SN presentee dans la deuxieme partie de la these. Pour ela, on proede en trois etapes. Apres avoir
introduit le ~x-alul, on ommene par donner quelques resultats sur le alul des substitutions.
On prouve ensuite que notre alul preserve la normalisation forte (PSN) en utilisant la tehnique de
perpetuite formalise dans [13℄, laquelle s'appuie sur la preuve de PSN proposee dans [9℄. Enn, on
applique la tehnique PSN implique SN.
12.1 Denition du alul
Aux trois ategories syntaxiques presentees dans le hapitre preedent, on ajoute une quatrieme
onernant les substitutions expliites, notee  . Dans la suite de notre travail, on notera  une variable
de terme ou de ontexte dont il n'est pas neessaire de onna^tre preisement l'ensemble d'origine, et
on notera t un element syntaxique indetermine parmi v, e et . La syntaxe du ~x-alul est :
 ::= hvjei j 
v ::= x j x:v j e  v j : j v
e ::=  j :e j v  e j ex: j e
 ::= [x v℄ j [ e℄
La soure Dom() de  est x si  = [x v℄ et  si  = [ e℄. Le orps S() de  est v dans le
premier as et e dans le seond. On dira par la suite qu'une substitution appartient a SN
~x
si son
orps appartient lui-me^me a et ensemble.
Quatre formes de sequents typent les ategories syntaxique : les ommandes sont typees par (  `
), les termes par   ` Aj, les ontextes par  jA ` , une forme supplementaire de sequent permet
de typer une substitution  par (  ` )) ( 
0
` 
0
). On regarde a present les regles de typage :
  ` v : Aj  je : A ` 
hvjei : (  ` )
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 j : A ` ;  : A  ; x : A ` jx : A
 je : B `  : A;
 j:e : A B ` 
 ; x : A ` v : Bj
  ` x:v : A! Bj
  ` v : Aj  je : B ` 
 jv  e : A! B ` 
  ` v : Bj  je : A ` 
  ` e  v : A Bj
 : ( ; x : A ` )
 jex: : A ` 
 : (  `  : A;)
  ` : : Aj
Voii les regles pour typer les substitutions expliites :
  ` v : Aj
[x v℄ : ( ; x : A ` )) (  ` )
 je : A ` 
[ e℄ : (  ` ;  : A)) (  ` )
 je : A `   : (  ` )) ( 
0
` 
0
)
 
0
je : A ` 
0
  ` v : Aj  : (  ` )) ( 
0
` 
0
)
 
0
` v : Aj
0
 : (  ` )  : (  ` )) ( 
0
` 
0
)
 : ( 
0
` 
0
)
Les regles de redution sont donnees dans le tableau suivant. Les nouvelles regles (mu) et (gmu)
forment aussi une paire ritique :
() hx:vjv
0
 ei ! hv
0
jex:hvjeii si x 62 FV (e)
(
e
) he
0
 vj:ei ! h:hvjeije
0
i si  62 FV (v)
(mu) h:jei ! [ e℄
(gmu) hvjex:i ! [x v℄
(sv) :hvji ! v si  62 FV (v)
(se) ex:hxjei ! e si x 62 FV (e)
() hvjei ! hv jei
(x1) x ! S() Si x 2 Dom()
(x2) x ! x Si x 62 Dom()
(1)  ! S() Si  2 Dom()
(2)  !  Si  62 Dom()
() (v  e) ! (v)  (e)
(
e
) (e  v) ! (e)  (v)
() (x:v) ! x:(v)
(
e
) (:e) ! :(e)
() (:) ! :()
(e) (ex:) ! ex:()
Pour les regles () et (
e
) (resp. (e) et ()) on raisonne modulo -onversion sur la variable
liee  (resp. x).
12.2 Le alul des substitutions
On notera :
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 x l'ensemble des regles onernant la propagation des substitutions :  , x1, x2, 1, 2,  ,
e
 ,  ,
e
 ,  et e ,
 :x l'ensemble des regles qui ne sont pas dans x, 'est-a-dire elle onernant les redutions du
alul originel : ,
e
, mu,gmu, sv et se.
On presente i-apres quelques resultats onnus sur les aluls des substitutions [11, 13℄.
Lemme 12.2.1 (Normalisation forte de x)
Le systeme x est fortement normalisant et ses formes normales sont des objets purs (sans substi-
tutions).
Preuve : Soit la mesure h denie de la faon suivante :
h() = 1
h(hvjei) = h(v) + h(e) + 1
h(v  e) = h(v) + h(e) + 1
h(e  v) = h(v) + h(e) + 1
h(x:v) = h(v) + 1
h(:e) = h(e) + 1
h(:) = h() + 1
h(ex:) = h() + 1
h(t[  t
0
℄) = h(t) (h(t
0
) + 1)
On verie failement que haque x-redution fait dero^tre stritement h. On prouve par l'absurde
que les formes normales sont des objets purs : si il reste une substitution, on regarde l'objet auquel
elle est appliquee et on trouve une redution a eetuer.
On notera x(t) la x-forme normale d'un objet t.
Lemme 12.2.2 (Conuene de x)
Le systeme x est onuent.
Preuve : Il n'y a pas de paire ritique dont les redex soient superposes, e qui nous donne la
onuene loale. En utilisant le lemme de Newman et le lemme 12.2.1 on obtient la onuene.
Lemme 12.2.3 (Substitution)
x(t[  t
0
℄) = x(t)f  x(t
0
)g
Preuve : On montre, par reurrene sur la somme des tailles de t et des t
i
, que
x(t[
1
 t
1
℄:::[
n
 t
n
℄) = x(t)f
1
 x(t
1
)g:::f
n
 x(t
n
)g
{ t = 
i
: on a
x(
i
[
1
 t
1
℄:::[
n
 t
n
℄)
= x(
i
[
i
 t
i
℄:::[
n
 t
n
℄)
= x(t
i
[
i+1
 t
i+1
℄:::[
n
 t
n
℄)
= x(t
i
)f
i+1
 x(t
i+1
)g:::f
n
 x(t
n
)g par hyp. de re.
= 
i
f
i+1
 x(t
i+1
)g:::f
n
 x(t
n
)g
= 
i
f
1
 x(t
1
)g:::f
n
 x(t
n
)g
= x(
i
)f
1
 x(t
1
)g:::f
n
 x(t
n
)g
{ t =  : le resultat est evident.
{ t = hvjei : le resultat est evident en utilisant deux fois l'hypothese de reurrene.
{ t = v  e (ou e  v par symetrie) : le resultat est evident en utilisant deux fois l'hypothese de
reurrene.
{ t = x:v (ou :e par symetrie) : le resultat est evident en utilisant l'hypothese de reurrene.
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{ t = : (ou ex: par symetrie) : le resultat est evident en utilisant l'hypothese de reurrene.
{ t = t
0
[  t
00
℄ : la somme des tailles de t et des t
i
est plus grande que la somme des tailles de t
0
,
t
00
et des t
i
(on a perdu la substitution), on peut alors appliquer l'hypothese de reurrene.
x(t
0
[  t
00
℄[
1
 t
1
℄:::[
n
 t
n
℄)
= x(t
0
)f  x(t
00
)gf
1
 x(t
1
)g:::f
n
 x(t
n
)g par hyp. de re.
= x(t
0
[  t
00
℄)f
1
 x(t
1
)g:::f
n
 x(t
n
)g par hyp. de re.
Lemme 12.2.4 (Simulation du ~-alul)
Si t!
~
u alors t!

~x
u.
Preuve : Par indution sur la struture de t, les seuls as interessants sont eux ou la redution
a lieu a la raine.
{ h:jei !

f  eg : on a
h:jei !
mu
[  e℄!
x
x([  e℄)
lemme 12:2:3
= x()fx x(e)g
Puisque h:jei est un objet pur,  et e le sont aussi, e qui signie que x() =  et x(e) = e.
De e fait, l'objet nal est egal a f  eg.
{ hvjex:i !

f  vg : e as est le me^me que le preedent, par symetrie.
{ Les regles ,
e
, sv et se sont simulees en exatement une etape par leurs homophones dans
~x.
On dit qu'une redution est vide si elle a lieu dans le orps d'une substitution t[  t
0
℄ telle que
 62 x(t). On la note
v
!. La substitution elle-me^me sera appelee substitution vide.
Lemme 12.2.5 (Projetion)
1. Si t!
~x
u alors x(t)!

~
x(u).
2. Si t!
:x
u n'est pas une redution vide, alors x(t)!
+
~
x(u).
Preuve : Trois as sont possibles :
{ la redution est t!
x
u. Alors x(t) = x(u).
{ la redution est t
v
!
:x
u. Alors x(t) = x(u).
{ la redution est t !
:x
u. Le redex est present dans x(t) et on peut le reduire, obtenant x(u).
Par exemple, supposons que la regle utilisee soit mu, ela signie qu'il existe un ontexte C et
un objet h:jei tels que t = C[h:jei℄ et u = C[[ e℄℄. Comme la redution n'a pas lieu
dans une substitution vide, il existe C
0
, 
0
= x() et e
0
= x(e) tels que x(t) = C
0
[h:
0
je
0
i℄ et
x(u) = C[
0
[ e
0
℄℄. On peut reduire x(t) vers x(u) en exatement une etape a l'aide de la regle
mu. On proede de faon similaire pour les autres regles.
12.3 PSN : autour de la perpetuite
On utilise la tehnique de perpetuite, formalisee par Bonelli [13℄. En fait, on utilise seulement la
premiere partie de ette tehnique, qui est suÆsante pour prouver la normalisation forte. On ommene
par donner quelques lemmes pour extraire une substitution vide ave une derivation innie dans son
orps, ainsi que pour pister ette substitution en arriere.
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Lemme 12.3.1
Soit la redution innie
t
0
!
~x
t
1
!
~x
t
2
!
~x
t
3
!
~x
:::
Si x(t
0
) 2 SN
~
, alors il existe un entier k tel que pour tout i > k, on a t
i
v
!
~
t
i+1
.
Preuve : Puisque x est fortement normalisant, la redution doit e^tre de la forme
t
0
!

x
t
1
!
:x
t
2
!

x
t
3
!
:x
t
4
:::
Par le lemme 12.2.5, on a
x(t
0
)!

~
x(t
1
)!

~
x(t
2
)!

~
x(t
3
)!

~
x(t
4
):::
ave, de plus, que pour tout i pair, si t
i+1
!
:x
t
i+2
n'est pas une redution vide, alors x(t
i
) !
+
~
x(t
i+2
). Du fait que x(t
0
) 2 SN
~
on deduit qu'il existe k tel que pour tout i pair superieur a k on
a t
i+1
v
!
:x
t
i+2
. Il nous reste a montrer qu'a partir d'un ertain point, non seulement les redutions
:x, mais aussi les x-redutions sont vides. Pour ela, on denit la mesure suivante :
h() = 1
h(hvjei) = h(v) + h(e) + 1
h(:) = h() + 1
h(ex:) = h() + 1
h(x:v) = h(v) + 1
h(:e) = h(e) + 1
h(v  e) = h(v) + h(e) + 1
h(e  v) = h(v) + h(e) + 1
h(t[  t
0
℄) =

h(t)  (h(t
0
) + 1) si  2 FV (x(t))
h(t)  2 sinon
La derniere lause nous garantit que les redutions vides laissent la mesure inhangee. On verie
failement que toutes les autres redutions font dero^tre stritement ette mesure, et on onlut.
La notion suivante est utile pour isoler une substitution vide.
Denition 12.3.2 (Squelette)
On utilise un symbole  qui peut prendre la plae d'un terme ou d'un ontexte. Le squelette d'un
objet, note SK(t) est deni indutivement de la faon suivante
SK() = 
SK(hvjei) = hSK(v)jSK(e)i
SK(:) = :SK()
SK(ex:) = ex:SK()
SK(x:v) = x:SK(v)
SK(:e) = :SK(e)
SK(v  e) = SK(v)  SK(e)
SK(e  v) = SK(e)  SK(v)
SK(t[  u℄) = SK(t)[  ℄
On remarque que si t
v
! u, alors SK(t) = SK(u). En eet, la redution vide ayant lieu dans
le orps d'une substitution  , il existe dans t une substitution 
0
dont  est un sous-terme et qui
n'est pas elle-me^me un sous-terme strit d'une autre substitution. Dans le squelette de t, le orps
de 
0
est remplae par un , e qui rend invisible la redution qui y a lieu.
168 Chapitre 12. Normalisation forte du ~-alul ave substitutions expliites
Le lemme suivant etablit que si il y a une derivation innie d'un terme, il existe une substitution
vide dans laquelle on peut extraire une derivation innie.
Lemme 12.3.3
Soit la redution innie
t
0
!
~x
t
1
!
~x
t
2
!
~x
t
3
!
~x
:::
Si x(t
0
) 2 SN
~
, alors il existe un entier k, un objet t, une variable , un ontexte C et une suite
d'objets u
i
tels que
t
0
!

~x
t
k
= C[t[  u
k
℄℄
v
!
~x
C[t[  u
k+1
℄℄
v
!
~x
C[t[  u
k+2
℄℄
v
!
~x
C[t[  u
k+3
℄℄
.
.
.
ave u
k
!
~x
u
k+1
!
~x
u
k+2
!
~x
u
k+3
:::
Preuve : Par le lemme 12.3.1, il existe k tel que pour tout i > k, t
i
v
!
~x
t
i+1
. On a alors
SK(t
k
) = SK(t
i
) pour tout i  k, omme on le faisait remarquer dans la denition des squelettes.
SK(t
k
) est de la forme
[  ℄[  ℄[  ℄:::[  ℄
Ou les symboles  orrespondent au ontexte et ne ontiennent pas de substitutions. L'arbre des
derivations de t
k
etant inni (mais a branhement ni), par le prinipe des tiroirs, puisque es
derivations innies n'ont lieu que dans le orps des substitutions vides, on peut extraire une derivation
innie qui n'a lieu que dans une seule d'entre elles. Cela nous permet de onlure.
Lemme 12.3.4 (Traabilite des substitutions - 1 pas)
Soient t et u deux objets tels que t!
~x
u et u = C[u
1
[  u
2
℄℄. Alors
1. soit t = C
0
[u
0
1
[  u
2
℄℄
2. soit t = C
0
[u
0
1
[  u
0
2
℄℄ ave u
2
! u
0
2
3. soit u
1
est une ommande et
{  =  et t = C[h:u
1
ju
2
i℄, ou bien
{  = x et t = C[hu
2
jex:u
1
i℄
Preuve : On raisonne par indution sur t et on onsidere les deux as suivants :
 La redution a lieu a la raine. Notons tout d'abord que si u
1
[  u
2
℄ appara^t dans un sous-
terme de u qui est aussi un sous-terme de t alors pour un ontexte C
0
et u
0
1
= u
1
le premier
point est verie. Cei s'applique aussi lorsque la regle appliquee a la raine est l'une des x ou
 . Sinon on est dans l'un des as suivants :
{ t = h:u
1
ju
2
i ou t = hu
2
jex:u
1
i et t !
mu
u
1
[  u
2
℄ = u ave le ontexte C vide. Alors le
troisieme point est verie.
{ t = hvjei[  u
2
℄!

hv[  u
2
℄je[  u
2
℄i = u ou u
1
est v ou e. Alors on prend u
0
1
= hvjei,
le ontexte vide, et le premier point est verie.
{ On proede omme dans le point preedent pour les as t = (v e)[  u
2
℄ et t = (ev)[  u
2
℄.
{ t = (:)[  u
2
℄!

:([  u
2
℄) = u. Alors on prend le ontexte vide, u
0
1
= : et le
premier point est verie.
{ On proede omme dans le point preedent pour les as t = (ex:)[  u
2
℄, t = (x:v)[  u
2
℄
et t = (:e)[  u
2
℄.
 La redution est interne.
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{ t = . Le resultat est verie trivialement.
{ t = hvjei ave soit v !
~x
v
0
soit e !
~x
e
0
. On onsidere le premier as, le seond etant
similaire. On a u = hv
0
jei et il faut regarder deux as :
? le sous-terme u
1
[  u
2
℄ appara^t dans v
0
. Alors on utilise l'hypothese d'indution.
? le sous-terme u
1
[  u
2
℄ appara^t dans e. Alors le premier point est verie.
{ t = v  e ou t = e  v ave soit v !
~x
v
0
soit e !
~x
e
0
. On onlut omme dans le point
preedent.
{ t = : ou t = ex: ave !
~x

0
. On utilise l'hypothese d'indution.
{ t = x:v ave v !
~x
v
0
, ou t = :e ave e!
~x
e
0
. On utilise l'hypothese d'indution.
{ t = t
1
[  t
2
℄ ave
? soit, t
1
!
~x
t
0
1
et u = t
0
1
[  t
2
℄. Alors si u
1
[  u
2
℄ appara^t dans t
0
1
on utilise
l'hypothese d'indution. Si il appara^t dans t
2
le premier point est verie trivialement.
Enn, si u = u
1
[  u
2
℄ alors on prend pour C
0
le ontexte vide, u
0
1
= t
1
et le premier
point est verie.
? soit, t
2
!
~x
t
0
2
et u = t
1
[  t
0
2
℄. Alors si u
1
[  u
2
℄ appara^t dans t
1
le premier point
est verie trivialement. Si il appara^t dans t
0
2
on utilise l'hypothese d'indution. Enn, si
u = u
1
[  u
2
℄ alors on prend pour C
0
le ontexte vide, u
0
1
= t
1
et u
0
2
= t
2
et le deuxieme
point est verie.
Ce resultat s'etend naturellement aux derivations en plusieurs pas.
Lemme 12.3.5 (Traabilite des substitutions)
Soient t
1
; :::; t
n
des objets tels que, pour tout i, t
i
!
~x
t
i+1
et t
n
= C[u
1
[  u
2
℄℄. Alors
1. soit  =  et il existe i tel que t
i
= C
0
[h:u
0
1
ju
0
2
i℄ ave u
2
!

~x
u
0
2
.
2. soit  = x et il existe i tel que t
i
= C
0
[hu
0
2
jex:u
0
1
i℄ ave u
2
!

~x
u
0
2
.
3. soit t
1
= C
0
[u
0
1
[  u
0
2
℄℄ ave u
2
!

~x
u
0
2
.
Preuve : Par reurrene sur le nombre de pas de reeriture, en utilisant le lemme 12.3.4.
Pour la preuve de PSN, on a besoin d'ordonner les derivations de la faon suivante.
Denition 12.3.6 (Ordre perpetuel)
Soient  et  deux derivations innies partant du me^me objet t
1
. Soit  le prexe ommun
(eventuellement vide) a es deux derivations, et t
i
le dernier objet de e prexe. Nos derivations
s'erivent alors :

z }| {
t
i+1
! t
i+2
! :::
%
t
1
! :::! t
i
| {z }
 &
t
0
i+1
! t
0
i+2
! :::
| {z }
 
On dit que  est plus petite que  dans l'ordre perpetuel si le redex de t
i
reduit par  est un
sous-terme strit du redex reduit par  dans e me^me terme.
Exemple 12.3.7
Soit les deux derivations innies suivantes :
hujey:h:jeii ! (h:jei)[y  u℄! h(:)[y  u℄je[y  u℄i ! h:([y  u℄)je[y  u℄i ! :::
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et
hujey:h:jeii ! (h:jei)[y  u℄! (h:jei)[y  u
0
℄! (h:jei)[y  u
00
℄! :::
ave u! u
0
! u
00
! :::. Le prexe ommun est
hujey:h:jeii ! (h:jei)[y  u℄
et le dernier terme du prexe ommun est (h:jei)[y  u℄. Dans e terme, la premiere derivation
reduit le redex de te^te, tandis que la deuxieme derivation reduit un redex dans u, qui est un sous-
terme strit du redex de te^te. La deuxieme redution est don plus petite que la premiere dans
l'ordre perpetuel.
Propriete 12.3.8 (Derivation minimale)
Soit t un terme admettant une derivation innie. On peut onstruire une derivation innie minimale
de t, selon l'ordre perpetuel, de la faon suivante.

A haque etape de redution, en ommenant par
t, si plusieurs derivations innies sont possibles, alors on a un ensemble de redex R menant haun
a l'une de es derivations. Pour obtenir une derivation minimale, il suÆt de hoisir un redex de R
pour lequel auun autre redex de R n'en est un sous-terme strit.
Voii le theoreme qui enone la propriete de PSN.
Theoreme 12.3.9 (PSN : preservation de la normalisation forte)
Tout objet fortement normalisant du ~-alul est aussi fortement normalisant dans le ~-alul
ave substitutions expliites. Autrement dit, pour tout objet t, on a
t 2 SN
~
) t 2 SN
~x
Preuve : Preuve par l'absurde. Supposons qu'il existe un terme pur t qui admette une derivation
innie dans le ~-alul ave substitutions expliites. Par la propriete 12.3.8, on onstruit une
derivation innie minimale de t :
t! t
1
! t
2
! t
3
! :::! t
i
! :::
Par le lemme 12.3.1, ette derivation innie n'est omposee que de redution vides a partir d'un terme
t
j
:
t! t
1
! t
2
! t
3
! :::! t
j
v
! t
j+1
v
! :::
v
! t
n
v
! :::
Par le lemme 12.3.3, on peut trouver une substitution dans le orps de laquelle prend plae une innite
d'etapes de redutions (pas neessairement onseutives)
1
:
t! t
1
! t
2
! t
3
! :::! t
j
= C[t
0
[ u
j
℄℄
v
! t
j+1
= C[t
0
[ u
j+1
℄℄
v
! :::
v
! t
n
v
! :::
Par le lemme 12.3.5, on peut trouver le point de reation de ette substitution (ave t
00
!

t
0
et
u
0
!

u
j
) :
t! t
1
! t
2
! t
3
! :::! C
0
[h:t
00
ju
0
i℄! :::! t
j
= C[t
0
[ u
j
℄℄
v
! :::
Le redex qui onstitue e point de reation a ete hoisi par notre derivation minimale. Or 'est un sur-
terme strit d'un redex de la derivation innie qui prend plae dans le orps de la future substitution
(u
0
! :::! u
j
! :::). Cei ontredit la minimalite de notre derivation innie.
1
Dans l'exemple, on a suppose que la substitution etait de la forme [ u
j
℄, mais l'autre as est similaire.
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12.4 Preuve de normalisation forte
On applique la tehnique de preuve presentee dans la deuxieme partie de la these. Pour ela, on
ommene par denir la fontion Ateb, de la faon suivante :
Ateb(x) = x
Ateb() = 
Ateb(hvjei) = hAteb(v)jAteb(e)i
Ateb(x:v) = x:Ateb(v)
Ateb(:e) = :Ateb(e)
Ateb(:) = :Ateb()
Ateb(ex:) = ex:Ateb()
Ateb(e  v) = Ateb(e) Ateb(v)
Ateb(v  e) = Ateb(v) Ateb(e)
Ateb([x v℄) = hAteb(v)jex:Ateb()i
Ateb([ e℄) = h:Ateb()jAteb(e)i
Ateb(v[x v
0
℄) = :hx:Ateb(v)jAteb(v
0
)  i Ave  variable fra^he
Ateb(v[ e℄) = :h:hAteb(v)jijAteb(e)i Ave  variable fra^he
Ateb(e[x v℄) = ey:hAteb(v)jex:hyjAteb(e)ii Ave y variable fra^he
Ateb(e[ e
0
℄) = ex:hAteb(e
0
)  xj:Ateb(e)i Ave x variable fra^he
Il est evident que pour tout t, Ateb(t) ne ontient pas de substitutions. Il nous faut verier, d'une
part, que le terme obtenu est typable et, d'autre part, qu'il se reduit vers le terme d'origine.
Lemme 12.4.1
  ` t : A )   ` Ateb(t) : A
Preuve : On proede par indution sur la derivation de typage de t. Les seuls as non immediats
sont eux des substitutions.
{ On type [x v℄
 : ( ; x : A ` )
  ` v : Aj
[x v℄ : ( ; x : A ` )) (  ` )
[x v℄ : (  ` )
Par hypothese d'indution, on a Ateb() : ( ; x : A ` ) et   ` Ateb(v) : Aj. On peut typer
Ateb([x v℄) = hAteb(v)jex:Ateb()i de la faon suivante
  ` Ateb(v) : Aj
Ateb() : ( ; x : A ` )
 jex:Ateb() : A ` 
hAteb(v)jex:Ateb()i : (  ` )
{ Le as [ e℄ est identique a elui i-dessus par symetrie.
{ On type v[x v
0
℄
 ; x : B ` v : Aj
  ` v
0
: Bj
[x v
0
℄ : ( ; x : B ` )) (  ` )
  ` v[x v
0
℄ : Aj
Par hypothese d'indution, on a  ; x : B ` Ateb(v) : Aj et   ` Ateb(v
0
) : Bj. On peut typer
Ateb(v[x v
0
℄) = :hx:Ateb(v)jAteb(v
0
)  i de la faon suivante
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 ; x : B ` Ateb(v) : Aj
 ; x : B ` Ateb(v) : Aj;  : A
  ` x:Ateb(v) : B ! Aj;  : A
  ` Ateb(v
0
) : Bj
  ` Ateb(v
0
) : Bj;  : A  j : A ` ;  : A
 jAteb(v
0
)   : B ! A ` ;  : A
hx:Ateb(v)jAteb(v
0
)  i : (  ` ;  : A)
  ` :hx:Ateb(v)jAteb(v
0
)  i : Aj
{ On type v[ e℄
  ` v : Aj;  : B
  ` e : Bj
[ e℄ : (  ` ;  : B)) (  ` )
  ` v[ e℄ : Aj
Par hypothese d'indution, on a   ` Ateb(v) : Aj;  : B et   ` Ateb(e) : Bj. On peut typer
Ateb(v[ e℄) = :h:hAteb(v)jijAteb(e)i de la faon suivante
  ` Ateb(v) : Aj;  : B
  ` Ateb(v) : Aj;  : A; : B  j : A ` ;  : A; : B
hAteb(v)ji : (  ` ;  : A; : B)
  ` :hAteb(v)ji : Bj;  : A
  ` Ateb(e) : Bj
  ` Ateb(e) : Bj;  : A
h:hAteb(v)jijAteb(e)i : (  ` ;  : A)
  ` :h:hAteb(v)jijAteb(e)i : Aj
{ Les as pour e[  t℄ sont identiques a eux i-dessus par symetrie.
Lemme 12.4.2
Ateb(t)!

t
Preuve : On proede par indution sur t. Les seuls as non immediats sont eux des substitutions.
{ On a Ateb([x v℄) = hAteb(v)jex:Ateb()i et
hAteb(v)jex:Ateb()i !

Ateb()[x Ateb(v)℄
On onlut par hypothese d'indution.
{ Le as [ e℄ est identique a elui i-dessus par symetrie.
{ On a Ateb(v[x v
0
℄) = :hx:Ateb(v)jAteb(v
0
)  i et
:hx:Ateb(v)jAteb(v
0
)  i
# 
:hAteb(v
0
)jex:hAteb(v)jii
# e
:(hAteb(v)ji[x Ateb(v
0
)℄)
# 
:hAteb(v)[x Ateb(v
0
)℄j[x Ateb(v
0
)℄i
# 2
:hAteb(v)[x Ateb(v
0
)℄ji
# sv
Ateb(v)[x Ateb(v
0
)℄
On onlut par hypothese d'indution.
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{ On a Ateb(v[ e℄) = :h:hAteb(v)jijAteb(e)i et
:h:hAteb(v)jijAteb(e)i
# 
:(hAteb(v)ji[  Ateb(e)℄)
# 
:hAteb(v)[ Ateb(e)℄j[  Ateb(e)℄i
# 2
:hAteb(v)[ Ateb(e)℄ji
# sv
Ateb(v)[ Ateb(e)℄
On onlut par hypothese d'indution.
{ Les as pour e[  t℄ sont identiques a eux i-dessus par symetrie.
On peut a present olleter nos resultats an de prouver le theoreme prinipal de ette partie.
Theoreme 12.4.3
Le ~x-alul est fortement normalisant.
Preuve : Par le theoreme 11.4.2 (SN du alul pur), le theoreme 12.3.9 (PSN) et le theoreme 4.4.1
(PSN implique SN).
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Quatrieme partie
Le 
ws
-alul ave noms
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Comme on l'a vu dans le hapitre 2, le 
ws
-alul [26, 41℄, introduit une notion d'etiquette en plus
des substitutions expliites. Ces etiquettes sont des aaiblissements expliites, 'est-a-dire que dans un
adre type, elles orrespondent a l'appliation d'une regle d'aaiblissement de la logique sous-jaente.
Gra^e a ette notion, le 
ws
-alul verie toutes les proprietes souhaitees.
Dans [18℄, nous avons prouve la normalisation forte du 
ws
-alul simplement type en traduisant
ses termes dans les reseaux de preuves. Lors de et etude, nous nous sommes aperus que les reseaux
de preuves se passaient d'un ertain nombre de details de 
ws
. En partiulier, le 
ws
-alul est un
alul ave indies de De Bruijn, or les reseaux de preuves ne se souient ni de la notion de variable,
ni me^me d'un ordre dans l'environnement de typage des termes (voir hapitres 2 et 3). Nous avons
don propose un alul ave noms de variable qui se rapprohait davantage des reseaux de preuves
tout en onservant la notion d'etiquette. La gure 12.1 rappelle brievement la grammaire des termes
et les regles de redution.
Les termes :
t ::= x j (t t) j x:t j  t j t[x; t; ; ℄
Les regles de redution :
(b
1
) (x:t)u ! t[x; u; ;; ;℄
(b
2
) ((x:t))u ! t[x; u; ;;℄
(f) (y:t)[x; u; ;℄ ! y:t[x; u;  [ fyg;℄
(a) (t u)[x; v; ;℄ ! (t[x; v; ;℄ u[x; v; ;℄)
(e
1
) (t)[x; u; ;℄ ! ( [ ( n fxg))t x 2 
(e
2
) (t)[x; u; ;℄ ! (  \ )t[x; u;  n ; [ ( n  )℄ x 62 
(n
1
) y[x; t; ;℄ ! y x 6= y
(n
2
) x[x; t; ;℄ !  t
(
1
) t[y; u;;℄[x; v; ;℄ ! x 2  n 
t[y; u[x; v;  n ; [ ( n  )℄; \  ; [ ( n fxg)℄
(
2
) t[y; u;;℄[x; v; ;℄ ! t[x; v; (  n ) [ fyg; [ ( n  )℄
[y; u[x; v;  n ; [ ( n  )℄; \  ;  \ ℄ x 62  [ 
(d)  t ! (  [)t
Fig. 12.1 { Denition du 
wsn
-alul de [18℄
Lorsque nous avons introduit e alul, notre soui etait de onserver une grande proximite vis-
a-vis du 
ws
-alul. Cependant, il nous est vite apparu que e nouveau alul possede une souplesse
qui va nous permettre de nous rapproher enore plus des reseaux de preuves, et peut-e^tre me^me de
se passer de l'-equivalene qui est en general de rigueur dans les aluls nommes. Au moment de
la redation de ette these, une partie du travail onernant e alul est inaheve. Les preuves de
normalisation forte et de onuene du alul des substitutions, de onuene sur les termes ouverts,
ainsi que elle de preservation de la normalisation forte sont enore au stade de developpement.
Pour ommener, nous regardons e que les dierentes denitions du 
wsn
-alul nous apportent
omme possibilites nouvelles (hapitre 13). Les dierenes entre es denitions resident dans les regles
de redution ; la syntaxe des termes reste inhangee. Ensuite, puisque nous avons des aaiblissements
expliites dans nos termes, nous devons, omme pour 
ws
[26, 41℄, nous baser sur un alul pur qui en
ontient aussi. Pour ela, nous denissons le 
wn
-alul dans le hapitre 14. Le typage de notre alul
est presente hapitre 15 et on y donne la preuve de preservation du typage par redution. Pour pouvoir
etablir la normalisation forte du alul simplement type, nous avons besoin d'enrihir l'elimination des
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oupures de la logique lineaire ave une regle supplementaire : le hapitre 16 prouve la terminaison de
ette nouvelle notion de reeriture. Enn, le hapitre 17 donne la preuve de normalisation forte par
tradution dans les reseaux de preuves enrihis et le hapitre 18 explore des possibilites d'extension
futures pour e alul.
Chapitre 13
Denition du 
wsn
-alul
Ce hapitre est onsare a la denition du alul. On ommene par en donner les termes. Puis on
s'interesse a de nouvelles regles de redution et equivalenes, et on obtient deux formulations de notre
systeme. On regarde ensuite e qui se passe du o^te de l'-equivalene, pour se rendre ompte qu'on
pourrait peut-e^tre s'en passer, e qui nous onduit a proposer deux futures formulations. Enn, on
eetue une simulation de l'une de nos formulations dans l'autre, an de xer notre hoix sur l'une
d'elles.
13.1 Denition des termes
Soit Var un ensemble inni de variables, les termes sont onstruits partir de la grammaire suivante :
t ::= x j (t t) j x:t j t[x; t; ; ℄ j  t
ou x 2 Var , et    Var . On notera 
wsn
l'ensemble des termes du 
wsn
-alul.
Remarque 13.1.1
 Dans le terme  t, le   orrespond a une etiquette du 
ws
-alul. C'est un aaiblissement
expliite qui \protege" t, indiquant que les variables presentes dans   n'apparaissent pas dans
le terme (modulo -onversion, pour l'instant). Par exemple :
fx; zgt
est un terme pour lequel on sait que ni x, ni z ne sont libres dans t. On omprend bien
l'intere^t d'une telle information. Si le terme i-dessus vient a renontrer une substitution sur
la variable x ou z, on peut eliminer diretement la substitution. L'etiquette est un \delieur",
il indique la n de liaison d'une variable liee par un  (voir setion 13.3).
 Dans le terme t[x; u; ;℄,   et  sont aussi des aaiblissements. Le premier,  , protege le
terme substituant u, et le deuxieme, , protege le terme substitue t. Par exemple, dans le
terme
t[x; u; fy; zg; fz; wg℄
on sait que la variable y n'est pas libre dans u, que w n'est pas libre dans t et que z n'est
libre ni dans u ni dans t.
Plus formellement, on denit les variables libres d'un terme de la faon suivante :
FV (x) = x
FV (t u) = FV (t) [ FV (u)
FV (x:t) = FV (t) n fxg
FV ( t) = FV (t) n  
FV (t[x; u; ;℄ = ((FV (t) n fxg) n) [ (FV (u) n  )
179
180 Chapitre 13. Denition du 
wsn
-alul
13.2 Les nouvelles regles
La plus grande liberte d'expression des termes de 
wsn
nous permet de modier les regles d'une
part pour faire une regle generique d'introdution de substitution, et d'autre part pour permettre plus
d'interation entre les substitutions lors de la omposition. Cet assouplissement des regles permet d'une
part des rendre le alul plus onis et plus omplet, et d'autre part de se rapproher enore plus de
l'elimination des oupures des reseaux de preuves.
13.2.1 L'unique regle b
Dans [18℄ on presentait, pour la reation des substitutions, les deux regles suivantes :
(b
1
) (x:t) u ! t[x; u; ;; ;℄
(b
2
) ((x:t)) u ! t[x; u; ;;℄
en faisant judiieusement remarquer que la regle b
1
est en fait un as partiulier de la regle b
2
pour
 = ;. Il etait des lors naturel de vouloir faire une regle enore plus generale :
(b) ((x:t)) ( u) ! t[x; u; ;℄
De ette regle on peut deduire les regles b
1
, b
2
et la regle b
3
qu'on aurait pu ajouter : (x:t) ( u) !
t[x; u; ; ;℄. Le leteur attentif aura remarque que, pour l'instant, il n'est me^me pas possible de reduire
le terme (x:x) y ave la nouvelle regle : en eet, dans e terme n'appara^t ni  , ni . Pour que ette
regle soit utilisable, nous avons besoin d'une equivalene qui ajoute des etiquettes quand il le faut.
On appelle 
;
ette equivalene, et voii sa denition :
8t 2 
wsn
t 
;
;t
Cependant, un probleme appara^t si on introduit ette equivalene. Il devient possible d'eetuer
des derivations innies en utilisant, par exemple, les regles e
2
et d :
t[x; u; ;℄ 
;
(;t)[x; u; ;℄ !
e
2
;(t[x; u; ;℄) 
;
t[x; u; ;℄
 t 
;
; t !
d
 t
Deux hoix s'orent alors, soit onserver la regle b nouvellement reee ainsi que l'equivalene 
;
,
mais il faut alors transformer e
2
et d en equivalenes, soit onserver les quatre regles b
1
, b
2
, b
3
et b
4
(qui s'enone omme b). Nous disuterons de e hoix plus loin.
13.2.2 Les trois regles et l'equivalene pour la omposition
Pour mimer les redutions de 
ws
, on proposait les deux regles de omposition suivantes :
(
1
) t[y; u;;℄[x; v; ;℄ ! x 2 
t[y; u[x; v;  n ; [ ( n  )℄; \  ; [ ( n fxg)℄
(
2
) t[y; u;;℄[x; v; ;℄ ! t[x; v; (  n ) [ y; [ ( n  )℄
[y; u[x; v;  n ; [ ( n  )℄; \  ;  \℄ x 62  [ 
En outre, la denition des termes nous imposait, pour mimer le 
ws
-alul, que \ = ; et  \ = ;.
Pour omprendre es regles de omposition, il faut se demander e que peut devenir le terme
t[y; u;;℄[x; v; ;℄:
On souhaite pouvoir ontinuer a propager la substitution [x; v; ;℄ sans e^tre oblige, omme dans le
x-alul, de propager d'abord [y; u;;℄ dans t. Dans notre anienne version de 
wsn
, omme dans

ws
, deux as etaient distingues :
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 soit x 2 , auquel as on sait que la substitution n'a rien a faire dans t, on la propage a l'interieur
de l'autre pour la faire atteindre u (on sait que x 62  gra^e a notre restrition), 'est la regle 
1
,
 soit x 62  et x 62 , auquel as la substitution doit e^tre propagee a la fois dans t et dans u, 'est
la regle 
2
.
Puisqu'on souhaite donner plus de souplesse a notre alul, on rela^he les ontraintes  \  = ;
et   \  = ;. Il y a alors quatre as pour la omposition. Les deux premiers sont identiques a eux
i-dessus, pourvu que l'on ajoute la ondition x 62  pour la regle 
1
. Il nous reste deux as a voir.
 Tout d'abord, supposons que x apparaisse a la fois dans  et dans . La substitution n'a alors
le droit d'aller nulle part, on peut l'eaer.
(
3
) t[y; u;;℄[x; v; ;℄ ! t[y; u; ( n fxg) [; ( n fxg) [℄ x 2  \ 
Cela nous donne les trois regles de omposition de notre alul :
(
1
) t[y; u;;℄[x; v; ;℄ ! x 2  n 
t[y; u[x; v;  n ; [ ( n  )℄; \  ; [ ( n fxg)℄
(
2
) t[y; u;;℄[x; v; ;℄ ! t[x; v; (  n ) [ y; [ ( n  )℄
[y; u[x; v;  n ; [ ( n  )℄; \  ;  \ ℄ x 62  [ 
(
3
) t[y; u;;℄[x; v; ;℄ ! t[y; u; ( n fxg) [; ( n fxg) [℄ x 2  \ 
 Le dernier as est un peu a part. En eet, supposons que x soit dans  et pas dans , on pourrait
e^tre tente d'erire une regle omme :
(
4
) t[y; u;;℄[x; v; ;℄ ! x 2  n 
t[x; v; (  n ) [ fyg; [ ( n  )℄[y; u; [ ( n fxg);  \ ℄
Mais omme on raisonne modulo -onversion (pour l'instant), y n'est pas dans [ ( n  ), et
les onditions y 2 (  n ) [ fyg et y 62  [ ( n  ) sont veriees. On peut alors appliquer de
nouveau la regle de la faon suivante :
t
1
= t[x; v; (  n ) [ fyg; [ ( n  )℄[y; u; [ ( n fxg);  \ ℄ !
t[y; u; ( [ ( n fxg)) n ( [ ( n  )) [ fxg; (  \ ) [ (( [ ( n  )) n ( [ ( n fxg)))℄
[x; v; (  \ ) [ (((  n ) [ fyg) n fyg); ( [ ( n fxg)) \ ( [ ( n  ))℄ = t
2
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On pose 
0
=  n fxg et on alule les egalites suivantes
1
:
1: ( [ 
0
) n ( [ ( n  )) [ fxg
= ( n ( [ ( n  ))) [ (
0
n ( [ ( n  ))) [ fxg (a:)
= (
0
n ( [ ( n  ))) [ fxg (b:)
= (( n fxg) n ( n  )) [ fxg  \  = ; et (e:)
= (( n fxg) [ fxg) n ( n  ) x 62  et (f:)
=  n ( n  ) (h:)
2: (  \ ) [ (( [ ( n  )) n ( [ 
0
))
= (  \ ) [ ( n ( [ 
0
)) [ (( n  ) n ( [ 
0
)) (a:)
= (  \ ) [ (( n  ) n ( [ 
0
)) (b:)
= (  \ ) [ (( n  ) n 
0
)  \  = ; et (e:)
=  n (
0
n  ) (i:)
3: (  \ ) [ (((  n ) [ fyg) n fyg) y 62   et (j:)
= (  \ ) [ (  n ) (k:)
=  
4: ( [ 
0
) \ ( [ ( n  ))
= ( \ ( [ ( n  ))) [ (
0
\ ( [ ( n  )))
=  [ (
0
\ ( [ ( n  )))
=  [ ((
0
\) [ (
0
\ ( n  )))
=  [ (
0
\ ( n  ))  \  = ;
=  [ (( \ 
0
) n  ) (l:)
On a alors :
t
2
= t[y; u; n ( n  ); n (
0
n  )℄[x; v; ; [ (( \ 
0
) n  )℄
De x 2  n  on deduit x 2  n ( n  ) et x 62  n (
0
n  ). On peut enore appliquer la me^me
regle :
t
2
! t
3
= t[x; v; (  n ( n (
0
n  ))) [ fyg; [ (( \ 
0
) n  ) [ (( n (
0
n  )) n  )℄
[y; u; [ (( \ 
0
) n  ) [ (( n ( n  )) n fxg);  \ ( n (
0
n  ))℄
On alule les egalites suivantes :
1: (  n ( n (
0
n  ))) [ fyg
= (  n ) [ fyg (m:)
2:  [ (( \ 
0
) n  ) [ (( n (
0
n  )) n  )
=  [ (( \ 
0
) n  ) [ (( n 
0
) n  ) (o:)
=  [ (( \ 
0
) [ ( n 
0
))) n   (a:)
=  [ ( n  ) (k:)
3:  [ (( \ 
0
) n  ) [ (( n ( n  )) n fxg)
=  [ (( \ 
0
) n  ) [ (( n fxg) n ( n  )) (p:)
=  [ (( \ 
0
) n  ) [ (
0
n ( n  ))
=  [ 
0
(q:)
4:   \ ( n (
0
n  ))
=   \  (r:)
1
Dans es aluls, ainsi que dans d'autres par la suite, les lettres entre parentheses font referene a des petites
proprietes du alul des ensembles qui sont rappelees en annexe A. L'annotation indique que la propriete orrespondante
a ete utilisee pour passer de la ligne preedente du alul a la ligne sur laquelle elle gure.
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On a obtenu t
3
= t
1
, e qui nous permet de poursuivre la redution de faon innie : la regle 
4
rend le systeme non terminant. Pour pouvoir l'utiliser tout de me^me, nous devons introduire ette
reeriture, non pas omme une regle, mais omme une equivalene. Elle devient l'equivalene


4
qui s'enone omme suit :
t[y; u;;℄[x; v; ;℄ 

4
x 2  n 
t[x; v; (  n ) [ fyg; [ ( n  )℄[y; u; [ ( n fxg);  \℄
13.2.3 Le hoix entre equivalenes et regles
Le probleme evoque i-dessus de l'introdution de l'equivalene 
;
nous amene a hoisir entre
deux aluls : l'un ave beauoup de regles, et l'autre ave beauoup d'equivalenes. Le hoix n'est
pas evident ar les deux options ont leurs avantages et leurs inonvenients respetifs.
 Si l'on hoisit un alul ave beauoup d'equivalene, ela nous donne le systeme presente -
gure 13.1. Celui-i est tres prohe des reseaux de preuves dans la mesure ou les equivalenes
orrespondent a des egalites pour l'elimination des oupures (voir hapitre 17 et inquieme
partie).
 Le systeme presente gure 13.2 est plus satisfaisant du point de vue du alul ar il indique
lairement omment arriver aux formes normales. En ontrepartie, nous sommes obliges de
donner les quatre regles b
1
, b
2
, b
3
et b
4
.
Comme on le verra plus tard, 'est le systeme ave equivalenes qu'on hoisira d'etudier.
13.3 -equivalene ?
L'-equivalene sert a empe^her la apture intempestive de variables. L'exemple le plus frequemment
montre est le suivant. Lors de l'appliation de la regle Lambda (du x-alul) :
(x:t)[y  u℄ ! x:(t[y  u℄)
les variables x de u sont apturees par le  traverse. Pour se premunir ontre ela, on dit qu'on
travaille modulo -equivalene, e qui permet de transformer le terme x:t en z:tfx  zg, ave z
n'apparaissant ni dans t, ni dans u. Dans notre systeme, la regle f est la suivante :
(x:t)[y; u; ;℄ ! x:(t[y; u;  [ fxg;℄)
L'etiquette etant un delieur, le probleme evoque i-dessus n'appara^t pas puisqu'on indique ex-
pliitement que x n'est pas libre dans u. On peut alors se demander si l'-equivalene est enore
neessaire. Voii quelques elements de reponse, qui ne nous permettront ependant pas de onlure.
Sans -equivalene, les variables peuvent appara^tre plusieurs fois dans les etiquettes. Nos etiquettes
vont don e^tre des multi-ensembles. Regardons le terme suivant
(x:x:((x fx; xgx) fxgx))[x; u; ;; ;℄
Voii le dessin indiquant la liaison entre les dierentes variables et leurs lieurs :
(x:x:((x fx; xgx) fxgx))[x; u; ;; ;℄
C'est peut-e^tre plus lair si on regarde le terme sous forme d'arbre :
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(b) ((x:t))( u) ! t[x; u; ;℄
(a) (t u)[x; v; ;℄ ! (t[x; v; ;℄ u[x; v; ;℄)
(e
1
) (t)[x; u; ;℄ ! ( [ ( n fxg))t x 2 
(n
1
) y[x; t; ;℄ ! y x 6= y
(n
2
) x[x; t; ;℄ !  t
(
1
) t[y; u;;℄[x; v; ;℄ ! x 2  n 
t[y; u[x; v;  n ; [ ( n  )℄; \  ; [ ( n fxg)℄
(
2
) t[y; u;;℄[x; v; ;℄ ! t[x; v; (  n ) [ fyg; [ ( n  )℄
[y; u[x; v;  n ; [ ( n  )℄; \  ;  \ ℄ x 62  [ 
(
3
) t[y; u;;℄[x; v; ;℄ ! t[y; u; ( n fxg) [; ( n fxg) [℄ x 2  \ 
(f) (y:t)[x; u; ;℄  y:t[x; u;  [ fyg;℄ y 62 
(e
2
) (t)[x; u; ;℄  (  \ )t[x; u;  n ; [ ( n  )℄ x 62 
(d)  t  (  [)t
(;) ;t  t
(
4
) t[y; u;;℄[x; v; ;℄  x 2  n 
t[x; v; (  n ) [ fyg; [ ( n  )℄[y; u; [ ( n fxg);  \ ℄
Fig. 13.1 { Systeme ave equivalenes
(b
1
) (x:t) u ! t[x; u; ;; ;℄
(b
2
) ((x:t)) u ! t[x; u; ;;℄
(b
3
) (x:t) ( u) ! t[x; u; ; ;℄
(b
4
) ((x:t)) ( u) ! t[x; u; ;℄
(f) (y:t)[x; u; ;℄ ! y:t[x; u;  [ fyg;℄
(a) (t u)[x; v; ;℄ ! (t[x; v; ;℄ u[x; v; ;℄)
(e
1
) (t)[x; u; ;℄ ! ( [ ( n fxg))t x 2 
(e
2
) (t)[x; u; ;℄ ! (  \ )t[x; u;  n ; [ ( n  )℄ x 62 
(n
1
) y[x; t; ;℄ ! y x 6= y
(n
2
) x[x; t; ;℄ !  t
(
1
) t[y; u;;℄[x; v; ;℄ ! x 2  n 
t[y; u[x; v;  n ; [ ( n  )℄; \  ; [ ( n fxg)℄
(
2
) t[y; u;;℄[x; v; ;℄ ! t[x; v; (  n ) [ fyg; [ ( n  )℄
[y; u[x; v;  n ; [ ( n  )℄; \  ;  \ ℄ x 62  [ 
(
3
) t[y; u;;℄[x; v; ;℄ ! t[y; u; ( n fxg) [; ( n fxg) [℄ x 2  \ 
(d)  t ! (  [)t
(;) ;t ! t
(
4
) t[y; u;;℄[x; v; ;℄  x 2  n 
t[x; v; (  n ) [ fyg; [ ( n  )℄[y; u; [ ( n fxg);  \ ℄
Fig. 13.2 { Systeme ave regles
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[x; u; ;; ;℄
x
x


x fx; xg
x
x
fxg
Il se reduit de la faon suivante :
(x:x:((x fx; xgx) fxgx))[x; u; ;; ;℄
# f
x:((x:((x fx; xgx) fxgx))[x; u; fxg; ;℄)
# f
x:x:(((x fx; xgx) fxgx)[x; u; fx; xg; ;℄)
Si on regarde navement la liaison entre les dierentes variables et leurs lieurs, on voit le dessin
suivant :
x:x:(((x fx; xgx) fxgx)[x; u; fx; xg; ;℄)
Cette onstatation suÆrait a montrer qu'un tel systeme est inorret. Cependant, on peut retrouver
la \bonne" liaison en utilisant l'information stokee dans la substitution. Puisqu'on travaille ave des
multi-ensembles, le nombre d'ourrene d'une variable dans l'etiquette protegeant le substituant nous
indique le nombre de lieurs de ette variable qu'on a traverse. Comme pour les indies de De Bruijn,
ette information va nous permettre de relier les variables orretement. Il suÆra de onsiderer qu'une
substitution t[x; u; ;℄ lie les ourrenes de x dans t qui sont deliees autant de fois que le nombre
d'ourrenes de x dans  . Cela nous donne le resultat attendu :
x:x:(((x fx; xgx) fxgx)[x; u; fx; xg; ;℄)
Pour obtenir un systeme orret, il suÆt de prendre en ompte ette information dans la denition
des regles. Il nous faut alors onvertir les operations sur les ensembles par des operations sur les multi-
ensembles. Les gures 13.3 et 13.4 presentent une ebauhe de e que pourrait e^tre de tels systemes.
Dans eux-i, nous utilisons les operateurs suivants sur les multi-ensembles :
{ Nous avons deux operateurs pour l'union. Le premier est l'union multi-ensembliste : fx; x; y; zgt
fu; v; x; zg = fx; x; x; u; v; y; z; zg et l'autre est l'union habituelle, mais sur des multi-ensembles,
'est-a-dire qu'elle prend, pour haque variable, le maximum du nombre d'apparition de elle-i
dans les deux ensembles : fx; x; y; zg [ fu; v; x; zg = fx; x; u; v; y; zg.
{ L'intersetion multi-ensembliste : fx; x; x; y; zg u fu; v; x; x; zg = fx; x; zg.
{ La dierene symetrique multi-ensembliste : fx; x; x; y; zg nnfu; v; x; zg = fx; x; yg.
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(b) ((x:t))( u) ! t[x; u; ;℄
(a) (t u)[x; v; ;℄ ! (t[x; v; ;℄ u[x; v; ;℄)
(e
1
) (t)[x; u; ;℄ ! ( t ( nnfxg))t x 2  nn 
(n
1
) y[x; t; ;℄ ! y x 6= y or y 2  
(n
2
) x[x; t; ;℄ !  t
(
1
) t[y; u;;℄[x; v; ;℄ ! x 2  nn  et x 62  nn 
t[y; u[x; v;  nn; t ( nn )℄; u  ; t ( nnfxg)℄
(
2
) t[y; u;;℄[x; v; ;℄ ! t[x; v; (  nn) t fyg; t ( nn )℄
[y; u[x; v;  nn; t ( nn )℄; u  ;  u ℄ x 62  nn  et x 62  nn 
(
3
) t[y; u;;℄[x; v; ;℄ ! t[y; u; ( nnfxg) t; ( nnfxg) t℄ x 2  nn  et x 2  nn 
(f) (y:t)[x; u; ;℄  y:t[x; u;  t fyg;℄
(e
2
) (t)[x; u; ;℄  (  u )t[x; u;  nn; t ( nn )℄ x 62  nn 
(d)  t  (  t)t
(;) ;t  t
(
4
) t[y; u;;℄[x; v; ;℄  x 2  nn  et x 62  nn 
t[x; v; (  nn) t fyg; t ( nn )℄[y; u; t ( nnfxg);  u ℄
Fig. 13.3 { Systeme ave equivalenes, sans 
(b
1
) (x:t) u ! t[x; u; ;; ;℄
(b
2
) ((x:t)) u ! t[x; u; ;;℄
(b
3
) (x:t) ( u) ! t[x; u; ; ;℄
(b
4
) ((x:t)) ( u) ! t[x; u; ;℄
(f) (y:t)[x; u; ;℄ ! y:t[x; u;  t fyg;℄
(a) (t u)[x; v; ;℄ ! (t[x; v; ;℄ u[x; v; ;℄)
(e
1
) (t)[x; u; ;℄ ! ( t ( nnfxg))t x 2  nn 
(e
2
) (t)[x; u; ;℄ ! (  u )t[x; u;  nn; t ( nn )℄ x 62  nn 
(n
1
) y[x; t; ;℄ ! y x 6= y or y 2  
(n
2
) x[x; t; ;℄ !  t
(
1
) t[y; u;;℄[x; v; ;℄ ! x 2  nn  et x 62  nn 
t[y; u[x; v;  nn; t ( nn )℄; u  ; t ( nnfxg)℄
(
2
) t[y; u;;℄[x; v; ;℄ ! t[x; v; (  nn) t fyg; t ( nn )℄
[y; u[x; v;  nn; t ( nn )℄; u  ;  u ℄ x 62  nn  et x 62  nn 
(
3
) t[y; u;;℄[x; v; ;℄ ! t[y; u; ( nnfxg) t; ( nnfxg) t℄ x 2  nn  et x 2  nn 
(d)  t ! (  t)t
(;) ;t ! t
(
4
) t[y; u;;℄[x; v; ;℄  x 2  nn  et x 62  nn 
t[x; v; (  nn) t fyg; t ( nn )℄[y; u; t ( nnfxg);  u ℄
Fig. 13.4 { Systeme ave regles, sans 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La notion de variable libre doit e^tre adaptee pour es aluls. On la denit indutivement de la
faon suivante :
FV (x) = x
FV (t u) = FV (t) [ FV (u)
FV (x:t) = FV (t) nnfxg
FV ( t) = FV (t) t  
FV (t[x; u; ;℄ = ((FV (t) nnfxg) t) [ (FV (u) t  )
Il est interessant de remarquer que, d'un point de vue logique et typage, le t orrespond a un aai-
blissement tandis que le [ orrespond a une ontration. On peut ontinuer de reduire le terme de
notre exemple jusqu'a obtenir sa forme normale, qui orrespond bien a e qu'on attendait :
x:x:(((x fx; xgx) fxgx)[x; u; fx; xg; ;℄)
# a
# a
x:x:((x[x; u; fx; xg; ;℄ (fx; xgx)[x; u; fx; xg; ;℄) (fxgx)[x; u; fx; xg; ;℄))
# n
1
x 2 fx; xg
x:x:((;x (fx; xgx)[x; u; fx; xg; ;℄) (fxgx)[x; u; fx; xg; ;℄))
# e
2
x 62 fxg nnfx; xg
x:x:((;x (fx; xgx)[x; u; fx; xg; ;℄) fxg(x[x; u; fxg; ;℄))
# n
1
x 2 fxg
x:x:((;x (fx; xgx)[x; u; fx; xg; ;℄) fxg(;x))
# e
2
x 62 fx; xg nnfx; xg
x:x:((;x (fx; xg(x[x; u; ;; ;℄))) fxg(;x))
# n
1
x 62 ;
x:x:((;x (fx; xg(;u))) fxg(;x))
# ;
# ;
# ;
x:x:((x fx; xgu) fxgx)
Cependant, un autre probleme appara^t lors du roisement des lieurs, omme l'illustre l'exemple
suivant. Le terme t[y; u; ;; ;℄[x; v; ;; fyg℄ peut se reduire de deux faons :
 y[y; u; ;; ;℄[x; v; ;; fyg℄ !
n
1
u[x; v; ;; fyg℄
 y[y; u; ;; ;℄[x; v; ;; fyg℄ !

2
y[x; v; fyg; fyg℄[y; u[x; v; ;; fyg℄; ;; ;℄ !

3
y[x; u; ;; ;℄ !
n
2
y
Il se passe ii que le delieur de y dans la substitution sur x devient, apres omposition des substitutions,
un delieur pour la substitution sur y, e qui n'est pas orret. Malgre tout, il semble que l'on ne soit
plus tres loin d'une solution aeptable pour se passer d'-onversion. Dans la suite de la these, nous
ontinuons d'utiliser le systeme modulo -equivalene ; nous reportons l'etude de ette possibilite pour
un travail futur.
Puisqu'on travaille modulo -equivalene, il faut denir l'operation de renommage.
Denition 13.3.1 (Renommage de 
wsn
)
On suppose qu'on dispose d'un ensemble inni de variables fra^hes F . L'operation de renommage
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est denie indutivement sur la struture des termes par les egalites suivantes :
xfx yg = y
zfx yg = z si z 6= x
(t u)fx yg = (tfx yg ufx yg)
( t)fx yg =  (tfx yg) si x 62  
( t)fx yg = ((  n fxg) [ fyg)t si x 2  
(x:t)fx yg = z:(tfx zgfx yg) z 2 F
(z:t)fx yg = z:(tfx yg) si x 6= z
(t[z; u; ;℄)fx  yg = t[z; u; (  n fxg) [ fyg; ( n fxg) [ fyg℄ si x 2   \
(t[z; u; ;℄)fx  yg = t[z; ufx yg; ; ( n fxg) [ fyg℄ si x 2  n  
(t[z; u; ;℄)fx  yg = (tfx yg)[z; u; (  n fxg) [ fyg;℄ si x 2   n et x 6= z
(t[z; u; ;℄)fx  yg = (tfx yg)[z; ufx yg; ;℄ si x 62   [ et x 6= z
(t[x; u; ;℄)fx  yg = (tfx zgfx yg)[z; u; (  n fxg) [ fyg;℄ si x 2   n; z 2 F
(t[x; u; ;℄)fx  yg = (tfx zgfx yg)[z; ufx  yg; ;℄ si x 62   [; z 2 F
13.4 Le 
wsn
-alul
Il faut a present hoisir entre les deux systemes, elui ave regles ou elui ave equivalenes. D'un
point de vue theorique, il est plus interessant d'etudier elui ave equivalenes, qui nous rapprohe un
peu plus de la logique. D'un point de vue pratique, il est plus interessant d'etudier elui ave regles,
qui nous rapprohe un peu plus de l'implantation (de la programmation). On va hoisir le systeme
ave equivalenes et on va voir i-dessous qu'on peut tirer de son etude des onsequenes pour le alul
ave regles. C'est don le systeme ave equivalenes qui sera note 
wsn
(il est presente gure 13.1) ; le
systeme ave regles, quand a lui, sera note 
!
wsn
. Dans la suite, on appelle Req l'ensemble des regles
de redution f , e
2
, d et ; et on note :Req l'ensemble des autres.
Pour approfondir les relations entre les deux systemes, nous allons etablir une simulation du
systeme ave regles par le systeme ave equivalenes. Une telle simulation est toujours possible puisqu'il
suÆt, a haque fois qu'on applique une regle de Req , d'utiliser dans l'autre systeme l'equivalene
orrespondante. Par exemple, la redution de gauhe dans le systeme ave regles sera simulee par la
redution de droite dans le systeme ave equivalenes :
(fxgy)[z; u; fxg; ;℄[y; v; ;; ;℄ (fxgy)[z; u; fxg; ;℄[y; v; ;; ;℄
!
e
2

e
2
(fxg(y[z; u; ;; ;℄))[y; v; ;; ;℄ (fxg(y[z; u; ;; ;℄))[y; v; ;; ;℄
!
e
2

e
2
y[z; u; ;; ;℄[y; v; ;; fxg℄ y[z; u; ;; ;℄[y; v; ;; fxg℄
!
n
1
!
n
1
(;y)[y; v; ;; fxg℄ (;y)[y; v; ;; fxg℄
!
;

;
y[y; v; ;; fxg℄ y[y; v; ;; fxg℄
!
n
1
!
n
1
;v ;v
!
;

;
v v
Les deux systemes se omportent de la me^me faon pour la preservation du typage. Le point
interessant de ette simulation, 'est qu'on peut deduire la normalisation forte du systeme ave regles
de elle du systeme ave equivalenes, a la ondition suivante : il faut etablir qu'auune redution
innie n'est possible, dans le systeme ave regles, en n'utilisant que les regles de Req . C'est l'objet du
lemme suivant :
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Lemme 13.4.1 (Normalisation forte de Req)
Le systeme de reeriture dont les termes sont eux de 
wsn
et les regles sont elles ontenues dans
Req est fortement normalisant.
Preuve : On se donne omme poids pour les termes, le ouple ompose du nombre d'etiquettes
suivi (dans l'ordre lexiographique) de la mesure h denie indutivement de la faon suivante :
h(x) = x
h(t u) = h(t) + h(u) + 1
h(x:t) = h(t) + 1
h( t) = h(t) + 1
h(t[x; u; ;℄) = h(t)  (h(u) + 1)
L'appliation des regles d et ; fait dero^tre stritement la premiere mesure. Les regles f et e
2
laissent
le nombre d'etiquettes inhange, et voii e qui se passe pour la deuxieme mesure.
 Si (y:t)[x; u; ;℄ ! y:(t[x; u; [fyg;℄ alors on a h((y:t)[x; u; ;℄) = (h(t)+1) (h(u)+
1) = h(t)  (h(u) + 1) + h(u) + 1 et h(y:(t[x; u;  [ fyg;℄) = h(t)  (h(u) + 1) + 1. Puisque
la mesure de tout terme est toujours superieure ou egale a 1, on obtient que la regle f a fait
dero^tre h.
 Si (t)[x; u; ;℄ ! ( \)t[x; u;  n;[ ( n )℄ alors on a h((t)[x; u; ;℄) = (h(t) + 1)
(h(u)+1) = h(t)(h(u)+1)+h(u)+1 et h(( \)t[x; u; n;[(n )℄) = h(t)(h(u)+1)+1.
De la me^me faon que dans le point preedent, on obtient que la regle e
2
a fait dero^tre h.
De plus, la mesure h etant monotone, lorsqu'un sous-terme voit sa valeur dero^tre, alors il en est de
me^me pour le terme tout entier.
Voii le lemme qui etablit la relation de normalisation forte entre les deux systemes.
Lemme 13.4.2
Si le 
wsn
-alul est fortement normalisant, alors le 
!
wsn
-alul l'est aussi.
Preuve : On raisonne par l'absurde. Supposons qu'un terme t admette une derivation innie
dans 
!
wsn
. Comme le 
wsn
-alul est fortement normalisant (par hypothese), l'ensemble des regles de
:Req , qui en est un sous-systeme, est lui aussi fortement normalisant. Par le lemme 13.4.1, l'ensemble
des regles de Req est aussi fortement normalisant. De e fait, la derivation innie de t doit forement
e^tre une alternane de redution de regles de Req et de regles de :Req :
t!
Req
t
1
!
:Req
t
2
!
Req
t
3
!
:Req
t
4
!
Req
t
5
!
:Req
:::
On peut alors onstruire une derivation innie dans 
wsn
:
t 
Req
t
1
!
:Req
t
2

Req
t
3
!
:Req
t
4

Req
t
5
!
:Req
:::
Ce qui ontredit l'hypothese de normalisation forte de 
wsn
.
Remarque 13.4.3
Dans la preuve preedente, pour onstruire la derivation innie dans 
wsn
, on a utilise une si-
mulation de 
!
wsn
par 
wsn
. Celle-i a ete brievement introduite dans l'expliation au debut de
la setion. Chaque regle de Req (dans 
!
wsn
) est simulee exatement par l'etape d'equivalene qui
porte le me^me nom dans 
wsn
. Les regles b
1
, b
2
, b
3
et b
4
sont simulees en utilisant la regle b et
l'equivalene ;. Les autres regles sont simulees par les me^mes dans 
wsn
.
190 Chapitre 13. Denition du 
wsn
-alul
Chapitre 14
Le -alul ave aaiblissement
expliite
On introduit une version du -alul ave aaiblissement expliite. Il orrespond a la version
nommee du 
w
-alul introduit dans [26, 41℄, a l'exeption des equivalenes que l'on a denies. Il
semble evident qu'il est onnete au -alul de [44℄, mais l'etude des onnexions entre eux fait partie
des travaux futurs. L'introdution des etiquettes dans les -termes est interessante a plusieurs points
de vue. En plus de l'eÆaite arue des redutions, le gain majeur est une gestion plus expliite des
variables, e qui devrait permettre de se passer d'-equivalene (omme ela est fait, parallelement,
dans le -alul).
14.1 Denition du 
wn
-alul
La grammaire des termes est elle de 
wsn
sans les substitutions expliites. Pour e qui est des
regles de redution, on a de nouveau le hoix de donner quatre regles pour la -redution, ou bien
une seule en ajoutant l'equivalene ;. C'est ette deuxieme option qu'on hoisit. Par ommodite, on
ajoute aussi l'equivalene d an de ne pas avoir a gerer le nombre d'etiquettes onseutives dans les
termes. Cela nous donne la denition suivante.
Denition 14.1.1 (Le 
wn
-alul)
Les termes du 
wn
-alul sont donnes par ma grammaire suivante :
t ::= x j (t t) j x:t j  t
Voii l'ensemble des regles de redution :
() ((x:t)) ( u) ! tfx u; ;g
(;) ;t  t
(d)  t  (  [)t
Puisque nous travaillons modulo -equivalene, nous avons besoin d'une operation de renommage.
Alors que dans le -alul on pouvait utiliser a ette n la substitution impliite, ii ela n'est pas
possible ar le renommage doit aussi avoir lieu dans les etiquettes, e qui n'est pas possible si on utilise
la substitution impliite de 
wn
. Voii la denition de la fontion de renommage, qui est un fragment
de la fontion de renommage de 
wsn
.
Denition 14.1.2 (Renommage de 
wn
)
On suppose qu'on dispose d'un ensemble inni de variables fra^hes F . L'operation de renommage
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est denie indutivement sur la struture des termes par les egalites suivantes :
xfx yg = y
zfx yg = z si z 6= x
(t u)fx yg = (tfx yg ufx yg)
( t)fx yg =  (tfx yg) si x 62  
( t)fx yg = ((  n fxg) [ fyg)t si x 2  
(x:t)fx yg = z:(tfx zgfx yg) z 2 F
(z:t)fx yg = z:(tfx yg) si x 6= z
La substitution impliite est plus sophistiquee en raison de la presene des etiquettes. Cela per-
mettra de garder a jour les informations qui y sont stokees. La denition de la substitution impliite
orrespond exatement a la denition des regles de 
wsn
; 'est normal puisque es deux objets sont
enses faire le me^me travail. On notera que les regles de omposition ont disparues : elle sont inutiles
pour prouver le lemme de substitution.
Denition 14.1.3 (Substitution impliite de 
wn
)
On suppose qu'on dispose d'un ensemble inni de variables fra^hes F . La substitution impliite
est denie indutivement sur la struture des termes par les egalites suivantes :
(t u)fx v; ;g = (tfx v; ;g ufx v; ;g)
(y:t)fx v; ;g = z:tfy  zgfx v;  [ fyg;g z 2 F
(t)fx v; ;g = ( [ ( n fxg))t x 2 
(t)fx v; ;g = (  \ )tfx u;  n ; [ ( n  )g x 62 
yfx v; ;g = y x 6= y
xfx v; ;g =  t
14.2 Lien entre le 
wn
-alul et le -alul
On souhaite etablir que les deux notions aluls possedent les me^mes proprietes. Pour ela, on
donne deux tradutions et deux resultats de simulation reiproques de l'un dans l'autre. Cela nous
donne automatiquement la onuene et la preservation de la normalisation forte. Tout terme du -
alul est aussi un terme du 
wn
-alul ; la tradution est direte. Voyons omment passer d'un terme
etiquete a un terme sans etiquette.
Denition 14.2.1 (Tradution de 
wn
dans )
Soit t un terme du 
wn
-alul. Il est toujours possible de trouver un terme t
0
qui lui soit -equivalent
et qui verie la onvention suivante (appelee \onvention de Barendregt") :
 les variables liees sont toutes dierentes
 les variables libres sont toutes dierentes des variables liees.
Dans le terme t
0
, l'etiquette qui fait oÆe de delieur n'a plus de raison d'e^tre, ar les variables dont il
parle ne peuvent pas appara^tre dans le sous-terme qu'il protege. Si 'etait le as, ela voudrait dire
que l'un des deux points i-dessus n'a pas ete respete. La tradution M(t) d'un terme t onsiste
alors a eaer les etiquettes :
M(x) = x
M(t u) = M(t) M(u)
M(x:t) = x:M(t)
M( t) = M(t)
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Le lemme suivant dit que la tradution preserve la bonne liaison des variables.
Lemme 14.2.2
Si t verie la onvention i-dessus, alors quelle que soit la substitution fx u; ;g, on a
M(tfx u; ;g) 

M(t)fx M(u)g:
Preuve : Par indution sur la struture de t.
{ Si t = x, alors
M(tfx u; ;g) = M( u) = M(u)
et
M(t)fx M(u)g = xfx M(u)g = M(u):
{ Si t = y (ave y 6= x), alors
M(tfx u; ;g) = M(y) = M(y) = y
et
M(t)fx M(u)g = yfx M(u)g = y:
{ Si t = (v w) ou t = y:v, alors on onlut par hypothese d'indution.
{ Si t = v ave x 2 , alors
M(tfx u; ;g) = M(
0
v) = M(v)
et
M(t)fx M(u)g = M(v)fx M(u)g = M(v)
ar x ne peut pas e^tre libre dans v.
{ Enn, si t = v ave x 62 , alors on onlut par hypothese d'indution.
Les preuves des deux lemmes de simulation suivants sont immediates en utilisant le lemme i-dessus
et l'-equivalene.
Lemme 14.2.3 (Simulation de 
wn
dans )
Pour tout 
wn
-termes t et u, si t!

wn
u alors M(t)!

M(u).
Lemme 14.2.4 (Simulation de  dans 
wn
)
Pour tout 
wn
-terme t et tout -terme u, si M(t) !

u alors il existe un 
wn
-terme t
0
tel que
t!

wn
t
0
et M(t
0
) = u.
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Chapitre 15
Typage du 
wsn
-alul
Ce hapitre presente les regles de typage du 
wsn
-alul. Celles-i permettent de mieux omprendre
la raison d'e^tre et le fontionnement des etiquettes : e sont des aaiblissements expliites. Ensuite,
nous montrons que e alul possede la propriete de preservation du typage par redution.
15.1 Regles de typage
Les regles de typage sont donnees dans la Figure 15.1.
 ; x : A ` x : A
Ax
  ` t : A   \ = ;
 ; ` t : A
Weak
  ` t : B ! A   ` u : B
  ` (t u) : A
App
 ; x : A ` t : B
  ` x:t : B ! A
Lambda
 n   ` u : A  n; x : A ` t : B (  [)  
 ` t[x; u; ;℄ : B
Sub
Fig. 15.1 { Regles de typage du 
wsn
-alul
Puisqu'on travaille modulo -onversion, on onsidere que, dans la regle Weak, l'ensemble  ne
ontient pas de variables liees dans t. Pour la rendre plus prohe de la formulation de la regle Sub, on
peut l'erire de la faon suivante :
  n ` t : A    
  ` t : A
Weak
De maniere symetrique, on peut aussi formuler la regle Sub de faon \additive", pour se rapproher
de la premiere formulation de la regle Weak. Pour ela, on appelle
{ 
1
=  n ( [) la partie de l'environnement de typage qui sert a typer les deux sous-termes t
et u,
{ 
2
=   n la partie qui sert a typer uniquement t,
{ 
3
=  n   la partie qui sert a typer uniquement u, et
{ 
4
=  \   la partie qui ne type ni l'un, ni l'autre.
On formule alors la regle Sub de la faon suivante :

1
;
3
` u : A 
1
;
2
; x : A ` t : B 8i; j 2 f1; 2; 3; 4g 
i
\
j
= ;

1
;
2
;
3
;
4
` t[x; u;
2
[
4
;
3
[
4
℄ : B
Sub
Le deoupage que l'on vient d'eetuer orrespond exatement aux questions que l'on s'est posees
lorsqu'on a etabli les quatre regles de omposition. Dans la suite de la these, on prendra l'une ou
l'autre des formulations preedentes des regles Weak et Sub, en hoisissant a haque fois elle qui
s'utilisera de la faon la plus simple.
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15.2 Preservation du typage
La preservation du typage par redution est une propriete importante, partiulierement pour nous,
ar elle nous permettra d'eetuer la tradution de nos termes dans les reseaux de preuve. Sans elle,
un terme pourrait ne plus e^tre typable ou bien hanger de type, e qui ferait perdre au alul son
intere^t en semantique. Pour nous, ela onduirait aussi au fait que les redution de 
wsn
ne pourraient
plus e^tre simulees par l'elimination des oupures des reseaux de preuve (voir hapitre 17). Voii le
theoreme qui etablit ette propriete.
Theoreme 15.2.1 (Preservation du typage)
Si t est typable et se reduit en une etape vers t
0
, alors t
0
est typable dans le me^me environnement
et possede le me^me type que t. Plus formellement :
	 ` t : C et t! t
0
) 	 ` t
0
: C
Preuve : On prouve ela par indution sur la struture du terme t. Si la redution a lieu dans
un sous-terme de t, il est faile de voir qu'on obtient le resultat attendu en appliquant l'hypothese
d'indution sur le sous-terme reduit.
Sinon, la redution a lieu a la raine de t, et on doit onsiderer tous les as possibles. Le shema de
preuve est simple : a partir de la forme de t et du fait que 	 ` t : C, on determine les dernieres regles
appliquees dans la derivation de typage, et on isole les sous-derivations 
1
,. . .
n
gra^e auxquelles il
est faile de reonstruire une derivation de typage pour 	 ` t
0
: C.
On rappelle que, dans un environnement de typage, la virgule symbolise l'union ensembliste.
 Regle b : t = ((x:u)) ( v) se reduit vers u[x; v; ;℄ = t
0
. Puisque t = ((x:u)) ( v) sa
derivation de typage est de la forme suivante

1
	 n; x : B ` u : C
	 n ` (x:u) : B ! C
	 ` (x:u) : B ! C

2
	 n   ` v : B
	 `  v : B
	 ` ((x:u))( v) : C
On peut reonstruire aisement une derivation de typage valide pour t
0
de la faon suivante

2
	 n   ` v : B

1
	 n; x : B ` u : C
	 ` u[x; v; ;℄ : C


Equivalene f : t = (y:u)[x; v; ;℄ est equivalent a y:(u[x; v; (  [ fyg);℄) = t
0
. En raison
de la forme de t, sa derivation de typage est de la forme suivante, ave C = A! D

1
	 n   ` v : B

2
	 n; x : B; y : A ` u : D
	 n; x : B ` (y:u) : C = A! D
	 ` (y:u)[x; v; ;℄ : C
On peut onstruire la derivation suivante,

1
(	; y : A) n (  [ fyg) = 	 n   ` v : B

2
(	; y : A) n = 	 n; y : A; x : B ` u : D
	; y : A ` u[x; v; (  [ fyg);℄ : D
	 ` y:(u[x; v; (  [ fyg);℄) : C = A! D
Et reiproquement si on utilise l'equivalene dans l'autre sens.
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 Regle a : t = (u v)[x;w; ;℄ se reduit vers (u[x;w; ;℄ v[x;w; ;℄) = t
0
et la derivation de
typage de t est de la forme

1
	 n   ` w : A

2
	 n; x : A ` u : B ! C

3
	 n; x : A ` v : B
	 n; x : A ` u v : C
	 ` (u v)[x;w; ;℄ : C
On peut onstruire la derivation suivante

1
	 n   ` w : A

2
	 n; x : A ` u : B ! C
	 ` u[x;w; ;℄ : B ! C

1
	 n   ` w : A

3
	 n; x : A ` v : B
	 ` v[x;w; ;℄ : B
	 ` (u[x;w; ;℄ v[x;w; ;℄) : C
 Regle e
1
: t = (u)[x; v; ;℄ se reduit vers ( [ ( n fxg))u = t
0
, ave x 2 . La derivation de
typage de t est de la forme

1
	 n   ` v : A

2
(	 n; x : A) n  = (	 n) n ( n fxg) ` u : C
	 n; x : A ` u : C
	 ` (u)[x; v; ;℄ : C
On peut onstruire la derivation de typage suivante pour t
0

2
	 n ( [ ( n fxg)) ` u : C
	 ` ( [ ( n fxg))u : C
Pour 
2
, il faut verier que
(	 n) n ( n fxg) = 	 n ( [ ( n fxg))
e qui est immediat en utilisant la propriete (n:)
1


Equivalene e
2
: t = (u)[x; v; ;℄ est equivalent a (  \ )u[x; v;  n ; [ ( n  )℄ = t
0
ave
x 62 . La derivation de typage de t est de la forme

1
	 n   ` v : A

2
(	 n; x : A) n  = (	 n) n ; x : A ` u : C
	 n; x : A ` u : C
	 ` (u)[x; v; ;℄ : C
On peut onstruire la derivation de typage suivante pour t
0

1
(	 n (  \ )) n (  n ) ` v : A

2
(	 n (  \ )) n ( [ ( n  )); x : A ` u : C
	 n (  \ ) ` u[x; v;  n ; [ ( n  )℄ : C
	 ` (  \ )u[x; v;  n ; [ ( n  )℄ : C
Il faut verier :
1. pour 
1
, que
(	 n (  \ )) n (  n ) = 	 n  
1
Voir annexe A.
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2. et pour 
2
, que
(	 n (  \ )) n ( [ ( n  )) = (	 n) n 
On alule :
1: (	 n (  \ )) n (  n )
= 	 n ((  \ ) [ (  n )) (n:)
= 	 n   (k:)
2: (	 n (  \ )) n ( [ ( n  ))
= ((	 n (  \ )) n ( n  )) n (n:)
= (	 n ((  \ ) [ ( n  ))) n (n:)
= (	 n ) n (k:)
= (	 n) n  (p:)
On proede de la me^me faon si on utilise l'equivalene dans l'autre sens.
 Regle n
1
: t = y[x; u; ;℄ se reduit vers y = t
0
. La derivation de typage de t est de la forme

1
	 n   ` u : A 	 n; x : A ` y : C
	 ` y[x; u; ;℄ : C
On peut aisement onstruire la derivation de typage de t
0
	 n ` y : C
	 ` y : C
Car si y 2 	 n alors y 2 	.
 Regle n
2
: t = x[x; u; ;℄ se reduit vers  u = t
0
. On a la derivation suivante pour t

1
	 n   ` u : C 	 n; x : C ` x : C
	 ` x[x; u; ;℄ : C
On a diretement la derivation de typage de t
0

1
	 n   ` u : C
	 `  u : C
 Regle 
1
: t = u[y; v;;℄[x;w; ;℄ se reduit vers u[y; v[x;w;  n;[ ( n )℄;\ ;[ ( n
fxg)℄ = t
0
ave x 2  n . La derivation de typage de t est de la forme

1
	 n   ` w : A

2
(	 n; x : A) n  ` v : B

3
(	 n; x : A) n ; y : B ` u : C
	 n; x : A ` u[y; v;;℄ : C
	 ` u[y; v;;℄[x;w; ;℄ : C
On onstruit la derivation de typage de t
0


3
	 n ( [ ( n fxg)); y : B ` u : C
	 ` u[y; v[x;w;  n ; [ ( n  )℄; \  ; [ ( n fxg)℄ : C
Ou  est la derivation suivante

1
(	 n ( \  )) n (  n ) ` w : A

2
(	 n ( \  )) n ( [ ( n  )); x : A ` v : B
	 n ( \  ) ` v[x;w;  n ; [ ( n  )℄ : B
Il faut verier :
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1. pour 
1
, que
(	 n ( \  )) n (  n ) = 	 n  
2. pour 
2
, que
(	 n ( \  )) n ( [ ( n  )) = (	 n) n 
ar (	 n; x : A) n  = (	 n) n ; x : A en raison du fait que x 62 
3. et pour 
3
, que
(	 n; x : A) n  = 	 n ( [ ( n fxg))
Les points 1. et 2. sont veries par les aluls du as de la regle e
2
. On alule :
(	 n; x : A) n 
= ((	 n) n ) [ ; (a:)
= (	 n) n 
	 n ( [ ( n fxg))
= (	 n ( n fxg)) n (n:)
= (	 n ) n (s:) ar, modulo -onversion, x 62 	
= (	 n) n  (p:)
 Regle 
2
: t = u[y; v;;℄[x;w; ;℄ se reduit vers u[x;w; (  n)[fyg;[ ( n )℄[y; v[x;w;  n
; [ ( n  )℄; \  ;  \ ℄ = t
0
ave x 62  [ . La derivation de typage de t est de la forme

1
	 n   ` w : A

2
(	 n; x : A) n  ` v : B

3
(	 n; x : A) n ; y : B ` u : C
	 n; x : A ` u[y; v;;℄ : C
	 ` u[y; v;;℄[x;w; ;℄ : C
On onstruit la derivation de typage de t
0
 
0
	 n ( \  ) ` v[x;w;  n ; [ ( n  )℄ : B

00

000
	 n (  \ ); y : B ` u[x;w; (  n ) [ fyg; [ ( n  )℄ : C
	 ` u[x;w; (  n ) [ fyg; [ ( n  )℄[y; v[x;w;  n ; [ ( n  )℄; \  ;  \ ℄ : C
Ou  est la derivation suivante

1
(	 n ( \  )) n (  n ) ` w : A

0
est la derivation

2
(	 n ( \  )) n ( [ ( n  )); x : A ` v : B

00
est la derivation

1
(	 n (  \ ); y : B) n ((  n ) [ fyg) ` w : A
et enn 
000
est la derivation

3
(	 n (  \ ); y : B) n ( [ ( n  )); x : A ` u : C
Il faut verier :
1. pour 
1
, que
(	 n ( \  )) n (  n ) = 	 n  
et
(	 n (  \ ); y : B) n ((  n ) [ fyg) = 	 n  
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2. pour 
2
, que
(	 n ( \  )) n ( [ ( n  )) = (	 n) n 
ar (	 n; x : A) n  = (	 n) n ; x : A en raison du fait que x 62 
3. et pour 
3
, que
(	 n (  \ ); y : B) n ( [ ( n  )); x : A = (	 n) n ; x : A; y : B
ar (	 n; x : A) n; y : B = (	 n) n; x : A; y : B en raison du fait que x 62  ; on peut
simplier en
(	 n (  \ ); y : B) n ( [ ( n  )) = (	 n) n ; y : B
La premiere egalite du point 1. et le point 2. sont veries omme dans le as de la regle 
1
. On
alule :
1: (	 n (  \ ); y : B) n ((  n ) [ fyg)
= (	 n (  \ )) n ((  n ) [ fyg)
[(y : B n ((  n ) [ fyg)) (a:)
= (	 n (  \ )) n ((  n ) [ fyg)
= ((	 n (  \ )) n (  n )) n fyg (n:)
= (	 n ((  \ ) [ (  n ))) n fyg (n:)
= (	 n  ) n fyg (k:)
= 	 n   y 62 	
3: (	 n (  \ ); y : B) n ( [ ( n  ))
= (	 n (  \ )) n ( [ ( n  )); y : B (a:) et, modulo -onversion, y 62  [ ( n  )
= ((	 n (  \ )) n ( n  )) n; y : B (n:)
= (	 n ((  \ ) [ ( n  ))) n; y : B (n:)
= (	 n ) n; y : B (k:)
= (	 n) n ; y : B (p:)
 Regle 
3
: t = u[y; v;;℄[x;w; ;℄ se reduit vers u[y; v; ( n fxg)[; ( n fxg)[℄ = t
0
ave
x 2  \ . La derivation de typage de t est de la forme

1
	 n   ` w : A

2
(	 n; x : A) n  ` v : B

3
(	 n; x : A) n ; y : B ` u : C
	 n; x : A ` u[y; v;;℄ : C
	 ` u[y; v;;℄[x;w; ;℄ : C
On peut onstruire la derivation de typage de t
0

2
	 n (( n fxg) [) ` v : B

3
	 n (( n fxg) [); y : B ` u : C
	 ` u[y; v; ( n fxg) [; ( n fxg) [℄ : C
Il faut verier :
1. pour 
2
, que
	 n (( n fxg) [) = (	 n; x : A) n 
2. pour 
3
, que
	 n (( n fxg) [) = (	 n; x : A) n 
Les deux aluls sont identiques a elui du point 3. du as de la regle 
1
.
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

Equivalene 
4
: t = u[y; v;;℄[x;w; ;℄ est equivalent a u[x;w; (  n ) [ fyg; [ ( n
 )℄[y; v; [ ( n fxg);  \℄ = t
0
ave x 2  n . La derivation de typage de t est de la forme

1
	 n   ` w : A

2
(	 n; x : A) n  ` v : B

3
(	 n; x : A) n ; y : B ` u : C
	 n; x : A ` u[y; v;;℄ : C
	 ` u[y; v;;℄[x;w; ;℄ : C
On peut onstruire la derivation de typage de t
0

2
	 n ( [ ( n fxg)) ` v : B

1
(	 n (  \ ); y : B) n ((  n ) [ fyg) ` w : A 
	 n (  \); y : B ` u[x;w; (  n ) [ fyg; [ ( n  )℄ : C
	 ` u[x;w; (  n ) [ fyg; [ ( n  )℄[y; v; [ ( n fxg);  \ ℄ : C
Ou  est la derivation suivante

3
(	 n (  \ ); y : B) n ( [ ( n  )); x : A ` u : C
Il faut verier :
1. pour 
1
, que
(	 n (  \ ); y : B) n ((  n ) [ fyg) = 	 n  
2. pour 
2
, que
	 n ( [ ( n fxg)) = (	 n; x : A) n 
3. et pour 
3
, que
(	 n (  \ ); y : B) n ( [ ( n  )); x : A = (	 n; x : A) n ; y : B
Le premier point est identique a elui de la deuxieme egalite du premier point du as de la regle

2
. Le deuxieme point est omme le deuxieme point du as de la regle 
3
. Le troisieme point est
identique au troisieme point du as de la regle 
2
puisqu'on a aussi x 62 .


Equivalene d : t =  u est equivalent a (  [)u = t
0
. La derivation de typage de t est de la
forme

(	 n  ) n ` u : C
	 n   ` u : C
	 `  u : C
On onstruit la derivation de typage de t
0

	 n (  [) ` u : C
	 ` (  [)u : C
Il faut verier que
(	 n  ) n = 	 n (  [)
e qui est immediat en utilisant la propriete (n:) On proede de la me^me faon si on utilise
l'equivalene dans l'autre sens.


Equivalene ; : t = ;u est equivalent a u = t
0
. La derivation de typage de t est de la forme

	 ` u : C
	 ` ;u : C
On a deja la derivation de typage de t
0

	 ` u : C
On proede de la me^me faon si on utilise l'equivalene dans l'autre sens.
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Chapitre 16
Normalisation forte de R
E
ave w et
wb
Pour eetuer la simulation des regles de 
wsn
par l'elimination des oupures dans les reseaux de
preuve, nous avons besoin d'enrihir le systeme presente dans [18℄ d'une nouvelle regle, wb, qui permet
de sortir un nud weakening d'une bo^te. Dans e hapitre, nous demontrons la normalisation forte
du systeme de reeriture R
E
enrihi de ette regle supplementaire.
Apres avoir presentee la regle wb et enone quelques proprietes, nous passerons a la preuve de
normalisation forte de ette nouvelle redution R
E
.
16.1 La regle wb
Denition 16.1.1 (Regle wb)
Dans la logique lineaire, les deux preuves i-dessous sont equivalentes a l'ordre d'appliation des
regles pres, elle prouvent exatement le me^me sequent :
`  ; B
`?A; ; B
Weakening
`?A; ; !B
Box
`  ; B
`  ; !B
Box
`?A; ; !B
Weakening
On en deduit que et ordre n'est pas signiatif et qu'on peut proposer une redution pour laquelle
les formes normales des reseaux n'auraient plus de nuds weakening diretement branhes sur des
sorties de bo^tes : eux-i seraient tous passes a l'exterieur de es bo^tes. On denit la redution wb
de la faon suivante :
wb
?A
W W
?A
!B
?  B
!B
B
? 
? 
? 
Remarque 16.1.2
On a denit wb omme une regle et non omme une equivalene, ontrairement a A et B. Ce hoix
n'a pas ete fait a ause d'un probleme de normalisation, omme 'est le as pour la regle w, mais
a ause de la bonne formation des reseaux de preuve. En eet, me^me si faire entrer un weakening
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dans la bo^te dont il vient de sortir ne pose pas de probleme, de faon generale, faire entrer un
weakening quelonque dans une bo^te quelonque donne un graphe qui n'est plus un reseau de
preuve orret.
Nous pouvons tout de suite donner une proposition fort simple.
Proposition 16.1.3 (wb est fortement normalisant)
Le systeme de reeriture ompose de la regle wb est fortement normalisant.
Preuve : Il suÆt de onsiderer un poids sur les reseaux egal a la somme des profondeurs des
nuds weakening dans les bo^tes. Ce poids dero^t stritement a haque appliation de la regle wb.
On rappelle au passage un resultat similaire pour w.
Proposition 16.1.4 (w est fortement normalisant)
Le systeme de reeriture ompose de la regle w est fortement normalisant.
Preuve : Voir [18℄.
Gra^e a es propositions, il va nous e^tre possible de demontrer la normalisation forte de R
E
qui
ontient desormais wb.
16.2 Normalisation forte de R
E
On ommene par rappeler le resultat de remontee de w par rapport aux autres regles de PN
E
.
Lemme 16.2.1
Si on a une redution t!
w
!
PN
E
t
0
alors il existe une redution t!
+
PN
E
!

w
t
0
.
Preuve : Voir [18℄.
On souhaite maintenant etablir la normalisation forte deW
E
, e systeme omprenant les regles w
et wb modulo l'equivalene E. Pour ela, on montre quelques lemmes de remontees. Les deux premiers
expriment que l'on peut toujours faire remonter une etape d'equivalene devant l'appliation d'une
regle wb ou w.
Lemme 16.2.2
Si on a une redution t!
wb

E
t
0
alors il existe une redution t 
E
!
wb
t
0
.
Preuve : Le resultat est evident puisqu'il n'y a pas de paires ritiques entre la regle wb et
l'equivalene 
E
.
Lemme 16.2.3
Si on a une redution t!
w

E
t
0
alors il existe une redution t 
E
!
w
t
0
.
Preuve : La preuve est un fragment de elle du lemme 16.2.1.
On peut a present etablir la normalisation forte de W
E
.
Lemme 16.2.4
La redution W
E
est fortement normalisante.
Preuve : On mesure les reseaux ave omme poids l'ordre lexiographique du nombre de nuds
de elui-i suivi de la somme des profondeurs des nuds weakening dans les bo^tes. La regle w fait
dero^tre stritement la premiere partie, tandis que la regle wb la laisse inhangee mais fait dero^tre
stritement la seonde partie. L'equivalene 
E
, quant a elle, laisse le poids inhange.
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Il nous faut a present un lemme de remontee de PN
E
par rapport a W
E
. Pour ela, on etablit
deux lemmes de remontee de PN par rapport a wb et w.
Lemme 16.2.5
Si on a une redution t!
wb
!
PN
t
0
alors il existe une redution t!
+
PN
!

W
E
t
0
.
Preuve : On proede par as sur la regle de PN . On ne regarde que les paires ritiques dont la
resolution n'est pas evidente.
1. La regle w   b :
W
W
WW
W
? 
? 
?  ? 
? 
!B
t't t
t't
t'
?!A
t
wb
wb
t
?A
?
w   b
w   b
?
?
?A
?
?A
?
?A
?
?A
?
!A
!A
b  b
!B !B
!B
!B
2. La regle   b :
C
W W
W W
W W W
  b
C C
t t
  b
C
w
wbwb
wb
C
t
!B
t
t t
C
?  ?A
t t
C
!B !B !B !B
!B !B !B
?  ? 
?  ?  ? 
? ?A ?A
?A
?A ?A
?A ?A
?A
? 
? 
? 
?B
?
?B
?
? 
3. La regle b  b :
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W
W
WW
t' t
?  ?A
?
!A
b  b
b  b
t' t
wb
wb
t' tt' t
?B
wb

?A
?
!A
?  ?B
?B ?B
? 
? 


?A
?
?A
?
!A
!A
Dans les autres as, on peut appliquer la regle de PN , puis appliquer 0, 1 ou 2 fois la regle wb
suivant que le redex est eae, inhange ou duplique.
Proposition 16.2.6
Si on a une redution t!
w
!
PN
t
0
alors il existe une redution t!
+
PN
!

W
E
t
0
.
Preuve : La preuve est un fragment de elle du lemme 16.2.1.
Voii le lemme de remontee de PN
E
par rapport a W
E
.
Lemme 16.2.7
Si on a une redution t!
W
E
!
PN
E
t
0
alors il existe une redution t!
PN
E
!

R
E
t
0
.
Preuve : On peut deomposer la redution
t!
W
E
!
PN
E
t
0
en
t 
E
!
W

E

E
!
PN

E
t
0
qui est equivalent a
t 
E
!
W

E
!
PN

E
t
0
En appliquant le lemme 16.2.2 ou 16.2.3, on peut onstruire la redution t 
E
!
W
!
PN

E
t
0
. En
appliquant le lemme 16.2.5 ou 16.2.6 on obtient la redution reherhee.
Le lemme suivant permet d'extraire une appliation d'une regle de PN
E
dans une sequene innie
de redutions de R
E
.
Lemme 16.2.8
Si on a une redution innie t!
+
R
E
, on peut onstruire une redution innie t!
PN
E
!
+
R
E
.
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Preuve : Si la redution innie ommene deja par une regle de PN
E
, il n'y a rien a montrer.
Sinon, gra^e aux lemmes 3.2.5 et 16.2.4, on sait qu'on ne peut pas avoir de sequene de redution
innie omposee uniquement de PN
E
ou de W
E
. La sequene est don de la forme
t!
+
W
E
!
+
PN
E
!
+
W
E
!
+
PN
E
:::
Il nous suÆt alors d'appliquer plusieurs fois le lemme 16.2.7 pour obtenir le resultat attendu.
Le dernier lemme est le ur de la preuve de normalisation forte. Il onstruit une suite arbitrai-
rement grande de PN
E
a partir d'une suite innie de R
E
.
Lemme 16.2.9
Soit une redution innie t !
+
R
E
, pour tout n on peut onstruire une redution innie
t!
n
PN
E
!
+
R
E
.
Preuve : Il suÆt d'appliquer n fois le lemme 16.2.8
On peut enn enoner le theoreme.
Theoreme 16.2.10 (Normalisation forte de R
E
)
Le systeme de redution R
E
est fortement normalisant.
Preuve : Raisonnons par l'absurde. Supposons qu'il existe une suite de redutions innie de
R
E
, on peut alors, gra^e au lemme 16.2.9, onstruire une suite innie de PN
E
, e qui ontredit le
theoreme 3.2.5.
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Chapitre 17
Normalisation forte du 
wsn
-alul type
La preuve de normalisation forte que nous allons eetuer presente, en plus du resultat qu'elle
etablit, un intere^t pour l'approfondissement des liens entre la logique et les substitutions expliites.
Cette derniere methode est inspiree et quasiment identique a elle de [18℄. On ommene par donner
la tradution des termes de 
wsn
dans les reseaux de preuves de PN , puis on passe a la preuve de
normalisation forte du 
wsn
-alul type.
17.1 Tradution du 
wsn
-alul dans PN
On utilise la tradution standard de la logique intuitionniste dans la logique lineaire. Voii la
tradution des types :
A

= A si A est un type atomique
(A! B)

= ?((A

)
?
)OB

('est-a-dire !A

( B

) sinon
Puisque les reseaux de preuves sont une representation graphique et que leurs ls sont ommutatifs,
on se permettra de les hanger de plae pour failiter la lisibilite des reseaux orrespondant a la
tradution de nos termes. Si t est un terme du 
wsn
-alul type, dont la derivation de typage se
termine par :
  ` t : A
Le reseau que nous obtiendrons omme tradution sera de la forme :
A

? 
?
Voii a present la tradution T des termes de 
wsn
dans PN .
 Si le terme est une variable dont la derivation de typage se termine par
 ; x : A ` x : A
Ax
alors sa tradution est le reseau suivant
W
? 
?
D
?A
?
A
?
A

209
210 Chapitre 17. Normalisation forte du 
wsn
-alul type
 Si le terme est une -abstration don la derivation de typage se termine par
x : B;  ` t : C
  ` x:t : B ! C
Lambda
alors sa tradution est le reseau suivant
? 
?
?B
?
C

?B
?
O C

T(t)
 Si le terme est une appliation dont la derivation de typage se termine par
  ` t : B ! A   ` u : B
  ` (t u) : A
App
alors sa tradution est le reseau suivant
? 
?
? 
?
C
? 
?
?B
?
O A

B

!B

A

A
?
!B


 A
?
? 
?
T(t)
T(u)
 Si le terme est une substitution dont la derivation de typage se termine par

1
;
3
` u : A 
1
;
2
; x : A ` t : B

1
;
2
;
3
;
4
` t[x; u;
2
[
4
;
3
[
4
℄ : B
Sub
alors sa tradution est le reseau suivant
?
?
1
?
?
1
?
?
1
C
?
?
1
A

!A

T(t)
T(u)
?
?
2
?
?
2
?
?
3
?A
?
B

W
?
?
4
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 Si le terme est une etiquette dont la derivation de typage se termine par
  ` t : A
 ; ` t : A
Weak
alors sa tradution est le reseau suivant
W
T(t)
?
?
A

? 
?
Dans la setion suivante, pour alleger les notations et ainsi failiter la leture des reseaux, nous ne
marquerons plus l'etoile de tradution (

) sur auune formule, et nous ne marquerons plus le point
d'interrogation ni le
?
autour des lettres greques majusules de l'environnement de typage. Ainsi, le
reseau presente i-dessus sera note omme le reseau suivant
W
T(t)
A 
17.2 Simulation du 
wsn
-alul par R
E
Le hoix que nous avons fait du systeme ave equivalene va rendre plus laire la simulation du

wsn
-alul par l'elimination des oupures enrihie R
E
. Par rapport a la simulation etablie dans [18℄,
il y a deux dierenes prinipales. La premiere est justement que la presene des equivalenes ne
neessite plus de as a part dans la simulation (en fait, e traitement a ete reporte aux lemmes 13.4.1
et 13.4.2). La deuxieme onerne le fait que dans une substitution [x; u; ;℄ on peut avoir  \ 6= ;.
Cela va poser des problemes ar on va voir appara^tre dans les tradutions des membres droits de
ertaines regles (a et 
3
) des redex w, alors qu'ils ne sont pas dans les tradutions des membres
gauhes de es regles.
Nous ferons don des redutions supplementaires avant de omparer les tradutions des termes. Il
faudra eliminer les redex w, mais aussi, auparavant, eliminer les redex wb, an de sortir les weakening
des bo^tes pour reduire ertains redex w. On appelleW-forme normale la forme normale d'un reseau
pour les regles w et wb ('est-a-dire le systeme W). On notera w(R) laW-forme normale d'un reseau
R. On reviendra la-dessus dans le hapitre 18.
Voii le lemme de simulation.
Lemme 17.2.1 (Simulation de 
wsn
par R
E
)
 Si t!
:Req
t
0
alors T (t)!
+
R
E
T (t
0
).
 Si t 
Req
t
0
alors T (t)  T (t
0
).
 Si t 

4
t
0
alors T (t)  T (t
0
).
Preuve : On va raisonner par as sur la regle de redution utilisee. Comme les regles de redution
de 
wsn
et de R
E
passent au ontexte, il nous suÆt de regarder les redutions de te^te. Dans haque
as, on presente les reseaux obtenus par tradution des membres gauhes et droits des regles (avant
d'en prendre laW-forme normale), puis on donne les redutions neessaires pour passer de laW-forme
normale de la tradution du membre gauhe a laW-forme normale de la tradution du membre droit.
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 regle b : ((x:t)) ( u) ! t[x; u; ;℄. La derivation de typage de ((x:t)) ( u) se termine
par

1
;
2
; x : B ` t : A

1
;
2
` x:t : B ! A

1
;
2
;
3
;
4
` (x:t) : B ! A

1
;
3
` u : B

1
;
2
;
3
;
4
`  u : B

1
;
2
;
3
;
4
` ((x:t)) ( u) : A
ou   = 
2
[
4
et  = 
3
[
4
. Sa tradution est le reseau suivant
?B
?
A
?B
?
O!A
T(t)

1

2
C

1
W

3
W

2
W

4
W

4
C C
D
C

1

1
B
T(u)
!B
A
A
?
!B 
A
?

3

3

3

2

4

2
La derivation de typage de t[x; u; ;℄ se termine par

1
;
3
` u : B 
1
;
2
; x : B ` t : A

1
;
2
;
3
;
4
` t[x; u;
2
[
4
;
3
[
4
℄ : A
et sa tradution est le reseau suivant
C

1
W

4

1

1
B
T(u)

3

3
?B
?
A
T(t)

1

2
!B
En partant de reseaux enW-forme normale, pour reduire le premier vers le seond, nous devons
eliminer la oupure O 
, puis la oupure Ax  ut engendree.
 equivalene f : (y:t)[x; u; ;℄  y:t[x; u; [fyg;℄. La derivation de typage de (y:t)[x; u; ;℄
se termine par

1
;
3
` u : C

1
;
2
; y : B ` t : A

1
;
2
` y:t : B ! A

1
;
2
;
3
;
4
` (y:t)[x; u; ;℄ : B ! A
ou   = 
2
[
4
et  = 
3
[
4
. Sa tradution est le reseau suivant
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?B
?
A
?B
?
OA
?C
?

2

1
C
T(u)
C
!C

3

1

1

1
T(t)

3
La derivation de typage de y:t[x; u;  [ fyg;℄ se termine par

1
;
3
` u : C 
1
;
2
; y : B ` t : A

1
;
2
;
3
;
4
; y : B ` t[x; u;  [ fyg;℄ : A

1
;
2
;
3
;
4
` y:t[x; u;  [ fyg;℄ : B ! A
et sa tradution est le reseau suivant
?B
?
A
?B
?
OA
?C
?

2

1
C
T(u)
C
!C

3

1

1

1
T(t)

3
Les deux reseaux sont bien identiques.
 regle a : (u v)[x;w; ;℄ ! (u[x;w; ;℄ v[x;w; ;℄). La derivation de typage de (u v)[x;w; ;℄
se termine par

1
;
3
` w : A

1
;
2
; x : A ` u : B ! C 
1
;
2
; x : A ` v : B

1
;
2
; x : A ` u v : C

1
;
2
;
3
;
4
` (u v)[x;w; ;℄ : C
ou   = 
2
[
4
et  = 
3
[
4
. Sa tradution est le reseau suivant
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C
C

1

1
B
C
A
C
C
!B C
?
!B 
 C
?
D

3

2
?A
?
T(w)
?A
?
?A
?
?A
?
T(u)
T(v)

1

1

1

1

1
!A

2

2

2

3

4
W
?B
?
OC
La derivation de typage de (u[x;w; ;℄ v[x;w; ;℄) se termine par

1
;
3
` w : A 
1
;
2
; x : A ` u : B ! C

1
;
2
;
3
;
4
` u[x;w; ;℄ : B ! C

1
;
3
` w : A 
1
;
2
; x : A ` v : B

1
;
2
;
3
;
4
` v[x;w; ;℄ : B

1
;
2
;
3
;
4
` (u[x;w; ;℄ v[x;w; ;℄) : C
Sa tradution est le reseau suivant
C
C
C

4

4
W
T(u)
T(w)
A
!A
B
T(v)
T(w)
?B
?
OC

3

2
?A
?

1
C
!Be C
?
!B 
 C
?
D
C
C C
?A
?
!A
A

1

1

1

1

1

1

1

2

2

2

3

3

3

3

3

4
W
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Il suÆt, pour reduire laW-forme normale du premier reseau vers laW-forme normale du seond,
d'eliminer la oupure   b, puis la oupure b  b, et enn d'appliquer les equivalenes A et B.
 regle e
1
: (u)[x; v; ;℄ ! ( [ ( n fxg))u, ave x 2 . La derivation de typage de
(u)[x; v; ;℄ se termine par :

1
;
0
1
;
3
` v : A

0
1
;
0
2
` u : C

1
;
0
1
;
2
;
0
2
; x : A ` u : C

1
;
0
1
;
2
;
0
2
;
3
;
4
` (u)[x; v; ;℄ : C
ou   = 
2
[
0
2
[
4
,  = 
3
[
4
et  = 
1
[
2
[ fxg. Sa tradution est le reseau suivant
C C

2
W
T(u)

1
W
?A
?
W
!A
A 
3
T(v)

0
1
C
0
2

0
1

0
1

0
1

1

1

1

3

4
W
La derivation de typage de ( [ ( n fxg))u se termine par

0
1
;
0
2
` u : C

1
;
0
1
;
2
;
0
2
;
3
;
4
` ( [ ( n fxg))u : C
Sa tradution est le reseau suivant
T(u)

0
1
C
0
2

2
WW

3
W

4
W

1
En partant de la W-forme normale du premier reseau, on elimine la oupure w   b, puis on
applique une fois la regle w pour arriver au seond reseau.
 equivalene e
2
: (u)[x; v; ;℄  (  \ )u[x; v;  n ; [ ( n  )℄ ave x 62 . La derivation
de typage de (u)[x; v; ;℄ se termine par

1
;
0
1
;
3
` v : A

0
1
;
0
2
; x : A ` u : C

1
;
0
1
;
2
;
0
2
; x : A ` u : C

1
;
0
1
;
2
;
0
2
;
3
;
4
` (u)[x; v; ;℄ : C
ou   = 
2
[
0
2
[
4
,  = 
3
[
4
et  = 
1
[
2
. Sa tradution est le reseau suivant
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C C

2
W

1
W
?A
?
!A
A 
3
T(v)

0
1
C
0
2

0
1

0
1

0
1

1

1

1

3

4
W
T(u)
La derivation de typage de (  \ )u[x; v;  n ; [ ( n  )℄ se termine par

1
;
0
1
;
3
` v : A 
0
1
;
0
2
; x : A ` u : C

1
;
0
1
;
0
2
;
3
;
4
` u[x; v;  n ; [ ( n  )℄ : C

1
;
0
1
;
2
;
0
2
;
3
;
4
` (  \ )u[x; v;  n ; [ ( n  )℄ : C
Sa tradution est le reseau suivant
C

2
W
?A
?
!A
A 
3
T(v)

0
1
C
0
2

0
1

0
1

0
1

1

1

3

4
W
T(u)
Les deux W-formes normales sont identiques.
 regle n
1
: y[x; u; ;℄ ! y. La derivation de typage de y[x; u; ;℄ se termine par

1
;
3
` u : A 
1
;
2
; x : A ` y : C

1
;
2
;
3
;
4
` y[x; u; ;℄ : C
ou   = 
2
[
4
et  = 
3
[
4
. Sa tradution est le reseau suivant (ou 
0
1
[
0
2
= (
1
[
2
)nfyg)
C
W
?A
?
W
!A
A 
3

0
2
W W
?C
?
D
C
?
C
T(u)

0
1

0
1

3

0
1

4

0
1
La derivation de typage de y se termine par

1
;
2
` y : C

1
;
2
;
3
;
4
` y : C
17.2. Simulation du 
wsn
-alul par R
E
217
Sa tradution est le reseau suivant
W

4
W

0
2
W
?C
?
D
C
?
C
0
1
W

3
Pour passer de la W-forme normale du premier reseau au seond, il suÆt d'eliminer la oupure
w   b.
 regle n
2
: x[x; u; ;℄ !  u. La derivation de typage de x[x; u; ;℄ se termine par

1
;
3
` u : C 
1
;
2
; x : C ` x : C

1
;
2
;
3
;
4
` x[x; u; ;℄ : C
ou   = 
2
[
4
et  = 
3
[
4
. Sa tradution est le reseau suivant
C
W
!C
C 
3

2
W W
?C
?
D
C
?
C
T(u)

1

1

3

1

4

0
1
La derivation de typage de  u se termine par

1
;
3
` u : C

1
;
2
;
3
;
4
`  u : C
Sa tradution est le reseau suivant

2
W W

4
C 
3
T(u)

1
En partant de la W-forme normale du premier reseau, on elimine la oupure d   b, puis la
oupure Ax  ut engendree.
 regle 
1
: u[y; v;;℄[x;w; ;℄ ! u[y; v[x;w;  n ; [ ( n  )℄; \  ; [ ( n fxg)℄ ave
x 2  n . La derivation de typage de u[y; v;;℄[x;w; ;℄ se termine par

1
;
3
;
5
;
6
;
7
` w : C

1
;
2
;
00
2
;
6
; x : C ` v : B 
1
;
2
;
0
2
;
5
; y : B ` u : A

1
;
2
;
0
2
;
00
2
;
000
2
;
5
;
6
;
7
; x : C ` u[y; v;;℄ : A

1
;
2
;
0
2
;
00
2
;
000
2
;
3
;
4
;
5
;
6
;
7
` u[y; v;;℄[x;w; ;℄ : A
ou   = 
2
[
0
2
[
00
2
[
000
2
[
4
,  = 
3
[
4
,  = 
0
2
[
000
2
[
5
[
7
et  = 
00
2
[
000
2
[
6
[
7
[fxg.
Sa tradution est le reseau suivant
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C
C

1
C
C
C

1

4
W

7
W
C

7
T(u)

0
2
?B
?
!B
B ?C
?
!C
CA
1

2

00
2

6

1

1

2

2

2

6

6

00
2
?C
?

1

1

3

7

6

5

3

7

6

5

5

5
T(v) T(w)

000
2
W
La derivation de typage de u[y; v[x;w;  n ; [ ( n  )℄; \  ; [ ( n fxg)℄ se termine par

1
;
3
;
5
;
6
;
7
` w : C 
1
;
2
;
00
2
;
6
; x : C ` v : B

1
;
2
;
00
2
;
3
;
4
;
5
;
6
;
7
` v[x;w;  n ; [ ( n  )℄ : B 
1
;
2
;
0
2
;
5
; y : B ` u : A

1
;
2
;
0
2
;
00
2
;
000
2
;
3
;
4
;
5
;
6
;
7
` u[y; v[x;w;  n ; [ ( n  )℄; \  ; [ ( n fxg)℄ : A
Sa tradution est le reseau suivant
C
C

2
C

5
C

1
C

1
T(u)
?B
?
B ?C
?
!C
CA
1

00
2

6

1

2

6

1

1

3

7

6

5

3

7

6

5

5
T(v) T(w)
!B 
2

3

7

5

1

6

2

0
2

00
2

000
2
W

4
W

4
Puisqu'on travaille sur les W-formes normales de es reseaux, il suÆt, pour passer du premier
au seond, d'eliminer la oupure b  b, puis d'utiliser les relations d'equivalene A et B.
 regle 
2
: u[y; v;;℄[x;w; ;℄ ! u[x;w; (  n ) [ fyg; [ ( n  )℄[y; v[x;w;  n ; [ ( n
 )℄; \  ;  \ ℄ ave x 62  [ . La derivation de typage de u[y; v;;℄[x;w; ;℄ se termine
par

1
;
3
;
5
;
6
;
7
` w : C

1
;
2
;
00
2
;
6
; x : C ` v : B 
1
;
2
;
0
2
;
5
; y : B; x : C ` u : A

1
;
2
;
0
2
;
00
2
;
000
2
;
5
;
6
;
7
; x : C ` u[y; v;;℄ : A

1
;
2
;
0
2
;
00
2
;
000
2
;
3
;
4
;
5
;
6
;
7
` u[y; v;;℄[x;w; ;℄ : A
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ou   = 
2
[
0
2
[
00
2
[
000
2
[
4
,  = 
3
[
4
,  = 
0
2
[
000
2
[
5
[
7
et  = 
00
2
[
000
2
[
6
[
7
.
Sa tradution est le reseau suivant
C

1
C
C
C

1

0
2
A
1

2

5
C

6
C

4
W

7
W
C

7
T(u)
?B
?
!B
B ?C
?
!C
C
00
2

6

1

1

2

2

2

6

00
2
?C
?

1

1

3

7

6

5

3

7

6

5

5
T(v) T(w)

000
2
W
?C
?
?C
?
La derivation de typage de u[x;w; ( n)[fyg;[(n )℄[y; v[x;w; n;[(n )℄;\ ; \℄
(qu'on appelle t) se termine par

1
;
3
;
5
;
6
;
7
` w : C 
1
;
2
;
00
2
;
6
; x : C ` v : B

1
;
2
;
00
2
;
3
;
4
;
5
;
6
;
7
` v[x;w;  n ; [ ( n  )℄ : B 
1
;
2
;
0
2
;
3
;
4
;
5
;
6
;
7
; y : B ` t
0
: A

1
;
2
;
0
2
;
00
2
;
000
2
;
3
;
4
;
5
;
6
;
7
` t : A
ou t
0
= u[x;w; (  n ) [ fyg; [ ( n  )℄, dont la derivation de typage se termine par

1
;
3
;
5
;
6
;
7
` w : C 
1
;
2
;
0
2
;
5
; y : B; x : C ` u : A

1
;
2
;
0
2
;
3
;
4
;
5
;
6
;
7
; y : B ` t
0
: A
Sa tradution est le reseau suivant
C C
C

1
C

4
W
C

4
C

5
C

1
C

000
2
W C

3
C

6
C

7
T(u)
?B
?
?C
?
B ?C
?

00
2

6

1

2
T(v)
!C
C 
1

1

3

7

6

5

3

7

6

5
T(w)

1

6
B 
2

00
2
!C
C 
1

1

3

7

6

5

3

7

6

5
T(w)

3

7

5

1

6

5

4
W

4

2

0
2
A
1

5

2
Puisqu'on travaille sur lesW-formes normales de es reseaux, il suÆt, pour passer du premier au
seond, d'eliminer la oupure   b, puis la oupure b  b, et d'appliquer les regles d'equivalene
A et B.
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 regle 
3
: t[y; u;;℄[x; v; ;℄ ! t[y; u; ( n fxg) [ ; ( n fxg) [ ℄ ave x 2  \ . La
derivation de typage de t[y; u;;℄[x; v; ;℄ se termine par

1
;
3
;
5
;
6
;
7
` v : C

1
;
2
;
00
2
;
6
` u : B 
1
;
2
;
0
2
;
5
; y : B ` t : A

1
;
2
;
0
2
;
00
2
;
000
2
;
5
;
6
;
7
; x : C ` t[y; u;;℄ : A

1
;
2
;
0
2
;
00
2
;
000
2
;
3
;
4
;
5
;
6
;
7
` t[y; u;;℄[x; v; ;℄ : A
ou   = 
2
[ 
0
2
[ 
00
2
[ 
00
2
[ 
4
,  = 
3
[ 
4
,  = 
0
2
[ 
000
2
[ 
5
[ 
7
[ fxg et  =

00
2
[
000
2
[
6
[
7
[ fxg. Sa tradution est le reseau suivant
C
C

1
C
C
C

1

4
W
?C
?
W

7
W
C

7
T(t)

0
2
?B
?
!B
B CA
1

2

00
2

6

1

1

2

2

2

6

6

00
2

1

1

3

7

6

5

3

7

6

5

5

5
T(u) T(v)

000
2
W
!C
La derivation de typage de t[y; u; ( n fxg) [; ( n fxg) [℄ se termine par

1
;
2
;
00
2
;
6
` u : B 
1
;
2
;
0
2
;
5
; y : B ` t : A

1
;
2
;
0
2
;
00
2
;
000
2
;
3
;
4
;
5
;
6
;
7
` t[y; u; ( n fxg) [; ( n fxg) [℄ : A
Sa tradution est le reseau suivant
C

1
C
W

3
W

7

4
WW
T(t)

0
2
?B
?
!B
BA
1

2

00
2

6

1

1

2

2

6

00
2

5
T(u)

2

000
2
Pour reduire la W-forme normale du premier reseau vers elle du seond, nous devons d'abord
eliminer la oupure w   b, puis il suÆt, pour terminer, d'appliquer quatre fois la regle w.
 equivalene 
4
: t[y; u;;℄[x; v; ;℄  t[x; v; ( n)[fyg;[(n )℄[y; u; (nfxg)[;\ ℄
ave x 2  n . La derivation de typage de t[y; u;;℄[x; v; ;℄ se termine par

1
;
3
;
5
;
6
;
7
` v : C

1
;
2
;
00
2
;
6
` u : B 
1
;
2
;
0
2
;
5
; y : B; x : C ` t : A

1
;
2
;
0
2
;
00
2
;
000
2
;
5
;
6
;
7
; x : C ` t[y; u;;℄ : A

1
;
2
;
0
2
;
00
2
;
000
2
;
3
;
4
;
5
;
6
;
7
` t[y; u;;℄[x; v; ;℄ : A
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ou   = 
2
[
0
2
[
00
2
[
00
2
[
4
,  = 
3
[
4
,  = 
0
2
[
000
2
[
5
[
7
[fxg et  = 
00
2
[
000
2
[
6
[
7
.
Sa tradution est le reseau suivant
C
C

1
C
C
C

1
!B
B 
00
2

6

1

1

2

2

6

00
2

4
W

7
W
C

7

0
2
?B
?
!C
CA
1

2

2

6

1

1

3

7

6

5

3

7

6

5

5

5
T(v)

000
2
W
?C
?
T(t) T(u)
La derivation de typage de t[x; v; (  n)[ fyg;[ ( n )℄[y; u; ( n fxg)[;\ ℄ se termine
par

1
;
2
;
00
2
;
6
` u : B

1
;
3
;
5
;
6
;
7
` v : C 
1
;
2
;
0
2
;
5
; y : B; x : C ` t : A

1
;
2
;
0
2
;
3
;
4
;
5
;
6
;
7
; y : B ` t[x; v; (  n ) [ fyg; [ ( n  )℄ : A

1
;
2
;
0
2
;
00
2
;
000
2
;
3
;
4
;
5
;
6
;
7
` t[x; v; (  n ) [ fyg; [ ( n  )℄[y; u; ( n fxg) [; \  ℄ : A
Sa tradution est le reseau suivant
C
C

1
C
C
C

1
!B
B 
00
2

6

1

1

2

2

6

00
2

000
2
W

4
W

4
W
C

4

0
2
?B
?
!C
CA
1

2

2

6

1

1

3

7

6

5

3

7

6

5

5

5
T(v)
?C
?
T(t) T(u)
Et les deux W-formes normales des reseaux sont equivalentes modulo l'equivalene A.
 equivalene d :  u  (  [)u. La derivation de typage de  u se termine par
 ` u : C
; ` u : C
; ; `  u : C
Sa tradution est le reseau suivant
222 Chapitre 17. Normalisation forte du 
wsn
-alul type
 
W

W
T(u)
A 
La derivation de typage de (  [)u se termine par
 ` u : C
; ; ` (  [)u : C
Sa tradution est le reseau suivant
 
W

W
T(u)
A 
Et les deux reseaux sont identiques.
 regle ; : ;u  u. La derivation de typage de ;u se termine par
	 ` u : C
	 ` ;u : C
Sa tradution est le reseau suivant
T(u)
A 	
La derivation de typage de u se termine par
	 ` u : C
Sa tradution est le reseau suivant
T(u)
A 	
Et les deux reseaux sont identiques.
Voii enn le theoreme prinipal de e hapitre.
Theoreme 17.2.2 (Normalisation forte de 
wsn
)
Le 
wsn
-alul type est fortement normalisant.
Preuve : On prouve par l'absurde. Supposons qu'il existe une derivation innie a partir d'un
terme t de 
wsn
. En utilisant le lemme 17.2.1, on peut onstruire a partir de T (t) une derivation innie
dans les reseaux de preuves R
E
, e qui ontredit le theoreme 16.2.10.
Chapitre 18
Pour aller plus loin
Dans e hapitre, nous introduisons deux autres versions du 
wsn
-alul, basees sur un alul
de remontee des aaiblissements expliites. Ii enore, nous nous ontentons de modier les regles de
redution et la notion de alul sans touher a la syntaxe des termes. Apres avoir donne les motivations
et la denition du alul de remontee, nous presentons une premiere version modiee du 
wsn
-alul :
le 
wsn"
-alul. Pour pouvoir reellement aller plus loin, nous modions la notion de redution du

wsn"
-alul en proposant la denition du 
wsn!
-alul, puis nous etudions les proprietes de e
dernier.
18.1 La remontee des aaiblissements expliites
18.1.1 Motivations
Simulation
Nous avons deja mentionne, dans le hapitre preedent, la premiere motivation a la remontee des
substitutions : 'est l'obligation que nous avons eue de travailler sur les W-formes normales dans la
simulation. Si on observe bien les endroits ou ela est neessaire, on onstate que son origine reside
dans le fait que dans une substitution [x; u; ;℄ l'intersetion de   et  peut ne pas e^tre vide. Cette
intersetion apporte la presene de nuds Weakening qui ne se omportent pas orretement dans les
reseaux : ils apparaissent soudainement au l des redutions.
Regardons e que signie le fait d'avoir   \ 6= ;. Le prinipal moment ou ela nous sert est la
regle 
3
:
t[y; u;;℄[x; v; ;℄ ! t[y; u; ( n fxg) [; ( n fxg) [℄
Pour utiliser ette regle, la ondition de bord x 2  \  fait expliitement appel a ette intersetion.
La regle nous permet d'eaer une substitution lorsque sa variable appara^t a la fois dans  et , les
proteteurs respetifs de t et de u. Comme nous l'avons dit dans l'introdution du 
wsn
-alul, ela
orrespond au fait que la substitution sur x ne doit aller ni dans t, ni dans u.
Cela ressemble fort a une onstrution de nos termes deja existante : l'aaiblissement expliite.
En eet, la regle e
1
eetue le me^me travail que la regle 
3
, regardons-les ensembles :
t[y; u;;℄[x; v; ;℄ ! t[y; u; ( n fxg) [; ( n fxg) [℄ x 2  \ 
(t)[x; u; ;℄ ! ( [ ( n fxg))t x 2 
Certaines similitudes nous frappent, omme l'expression ( [ ( n fxg)), dans le membre droit de la
regle e
1
, qui appara^t aussi dans le membre droit de la regle 
3
. En fait, la regle 
3
est une regle e
1
deguisee. Dans un terme t[x; u; ;℄ l'intersetion de   et  ontient des variables qui ne sont libres
ni dans t, ni dans u, e qui orrespond a un aaiblissement expliite sur t et u. Soit  =   \. Le
terme t[x; u; ;℄ est equivalent a (t[x; u; n;n℄). On a regroupe les variables de l'intersetion,
puis on les a mises dans un aaiblissement expliite a l'exterieur du terme. Reprenons le membre
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gauhe de la regle 
3
et appliquons e prinipe pour la substitution interieure ; ela nous donne le
terme suivant, dans lequel  =  \  :
((t[y; u; n ; n℄))[x; v; ;℄
Dans e terme, x est dans  puisqu'il est dans \. On peut don reduire e terme ave la regle e
1
,
e qui nous donne :
((t[y; u; n ; n ℄))[x; v; ;℄ ! ( [ ( n fxg))(t[y; u; n; n℄)
Ce dernier terme orrespond exatement a la transformation du membre droit de la regle 
3
.
Il y a une autre regle qui utilise la W-forme normale pour la simulation, 'est la regle a :
((x:t)) ( u)! t[x; u; ;℄
Cela ne nous surprend pas, puisque la enore on est en presene d'une intersetion non vide possible
entre   et . On fait la me^me remarque que preedemment : l'intersetion de   et  orrespond a une
etiquette qu'on pourrait plaer au dessus de l'appliation. Ainsi, un terme ( t) (u) ave  =  \
a le me^me sens que le terme ((  n )t ( n)u).

Elimination preoe des substitutions
On peut donner des regles de reeriture qui formalisent les transformations i-dessus :
("-sub-e) t[x; u; ;℄ ! (  \)(t[x; u;  n; n  ℄)
("-app) ( t) (u) ! (  \)((  n)t ( n  )u)
Regardons e qui se passe si une substitution vient renontrer une appliation. Prenons le terme
(( t) (u))[x; v; ;℄ en supposant que x soit a la fois dans   et dans  : la substitution va e^tre
eaee. Dans 
wsn
, on a la redution suivante :
(( t) (u))[x; v;;℄
# a
( t)[x; v;;℄ (u)[x; v;;℄
# e
1
( [ (  n fxg))t (u)[x; v;;℄
# e
1
( [ (  n fxg))t ( [ ( n fxg))u
Si on utilise la transformation du terme ( t) (u) par la regle "-app , on obtient la redution suivante :
((  \)((  n)t ( n  )u))[x; v; ;℄
# a
( [ ((  \) n fxg))((  n)t ( n  )u)
Et e dernier terme orrespond a la transformation du dernier terme de la redution preedente. Le
fait marquant est que nous avons gagne deux etapes de redution. Le fait d'avoir remonte l'information
sur l'aaiblissement de x nous a permis d'eliminer plus to^t la substitution. On en deduit que plus
on fait remonter les aaiblissements, plus on pourra gagner d'etapes de redution. La formalisation
omplete de la remontee des aablissements expliites, assoiee aux regles du 
wsn
-alul, nous mene
a la denition du 
wsn"
-alul.
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18.1.2 Denition et proprietes du 
wsn"
-alul
La remontee des etiquettes est possible dans les ironstanes suivantes.
 Si l'etiquette est sous une appliation, nous avons deja donne la regle qui en permet la remontee :
("-app) ( t) (u) ! (  \)((  n)t ( n  )u)
 Si l'etiquette est dans la partie droite d'une substitution, la regle, deja mentionnee, est :
("-sub-e) t[x; u; ;℄ ! (  \)(t[x; u;  n; n  ℄)
 Si l'etiquette est dans le terme substituant, on peut la faire remonter dans la partie de la
substitution qui \protege" elui-i :
("-sub-d) t[x;u; ;℄ ! t[x; u; [  ;℄
 De la me^me faon, si l'etiquette est dans le terme auquel est appliquee la substitution, on peut
la faire remonter, sauf l'aaiblissement sur x s'il y en a un :
("-sub-g) (t)[x; u; ;℄ ! (( \ fxg)t)[x; u; ; ( n fxg) [℄
 Si l'etiquette est sous un , on peut la faire remonter, exepte l'aaiblissement sur x s'il y en a
un :
("-) x:(t) ! ( n fxg)(x:(( \ fxg)t))
 Enn, si l'etiquette est sous une autre etiquette, il suÆt d'employer l'equivalene d.
On peut regrouper les regles "-sub-e, "-sub-g et "-sub-d pour faire l'unique regle suivante, dont
les preedentes sont derivables en utilisant l'equivalene ; :
("-sub) (t)[x;	u; ;℄ !
((	 [  ) \ (( n fxg) [))((( \ fxg)t)[x; u; (	 [  ) n (( n fxg) [); (( n fxg) [) n (	 [  )℄)
Pour toutes es regles, on donne omme ondition que les ensembles onsideres ne doivent pas
e^tre vides, ou ne pas avoir une intersetion vide. Sinon, ela nous premettrait de faire une redution
innie ave la seule regle "-app :
(;t ;u) !
"-app
;(;t ;u)
La gure 18.1 donne la denition des regles de redution du 
wsn"
-alul. On onstate la disparition
de l'equivalene e
2
qui est un sous-as de la regle "-sub. Voii quelques proprietes, qui ne sont enore
que des onjetures mais pour lesquelles nous donnons des pistes pour les prouver. Le alul ompose
des regles "-app , "- et "-sub, modulo les equivalenes, est appele "-alul, l'ensemble du reste des
regles sera note : ".
Conjeture 18.1.1 (Normalisation forte du "-alul)
Le "-alul est fortement normalisant.
Preuve : Il faut onsiderer la distane entre les etiquettes et les lieurs orrespondants (ou le
sommet du terme pour les variables libres). Cette distane devrait dero^tre stritement a haque
etape.
Conjeture 18.1.2 (Preservation du typage du "-alul)
Le "-alul preserve le type des termes.
Preuve : La preuve devrait e^tre immediate par as.
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(b) ((x:t)) ( u) ! t[x; u; ;℄
(a) (t u)[x; v; ;℄ ! (t[x; v; ;℄ u[x; v; ;℄)
(e
1
) (t)[x; u; ;℄ ! ( [ ( n fxg))t x 2 
(n
1
) y[x; t; ;℄ ! y x 6= y
(n
2
) x[x; t; ;℄ !  t
(
1
) t[y; u;;℄[x; v; ;℄ ! x 2  n 
t[y; u[x; v;  n ; [ ( n  )℄; \  ; [ ( n fxg)℄
(
2
) t[y; u;;℄[x; v; ;℄ ! t[x; v; (  n ) [ fyg; [ ( n  )℄
[y; u[x; v;  n ; [ ( n  )℄; \  ;  \ ℄ x 62  [ 
("-app) ( t) (u) ! (  \)((  n)t ( n  )u)   \ 6= ;
("-) x:(t) ! ( n fxg)(x:(( \ fxg)t))  6= fxg et  6= ;
("-sub) (t)[x;	u; ;℄ !  6= fxg et  6= ;
((	 [  ) \ (( n fxg) [)) ou 	 6= ; ou
((( \ fxg)t)   \ 6= ;
[x; u; (	 [  ) n (( n fxg) [); (( n fxg) [) n (	 [  )℄)
(f) (y:t)[x; u; ;℄  y:t[x; u;  [ fyg;℄
(d)  t  (  [)t
(;) ;t  t
(
4
) t[y; u;;℄[x; v; ;℄  x 2  n 
t[x; v; (  n ) [ fyg; [ ( n  )℄[y; u; [ ( n fxg);  \ ℄
Fig. 18.1 { Regles de redution du 
wsn"
-alul
Conjeture 18.1.3 (Normalisation forte du 
wsn"
-alul)
Le 
wsn"
-alul type est fortement normalisant.
Preuve : La simulation utilisee dans le hapitre preedent devrait s'appliquer diretement.
18.2 Vers la ontration expliite
Strategie de redution
Le systeme que nous avons presente ne nous satisfait pas enore. En eet, me^me si nous avons
ajoute un alul pour eliminer plus rapidement les substitutions sur des aaiblissements expliites,
nous n'avons pas pour autant resolu le probleme qui etait notre premiere motivation. Le fait d'ajouter
les regles du "-alul n'empe^he pas que l'intersetion des etiquettes d'une substitution ne soit pas
vide. Pour ela, il faut imposer l'utilisation de " a haque etape du alul.
Nous allons don nous xer une strategie de redution qui modie la notion de alul que nous
avions auparavant ; voii sa denition.
Denition 18.2.1 (Strategie ")
On dit que t ! t
0
s'il existe t
1
et t
2
tels que :
t  t
1
!
:"
t
2
!

"
"(t
3
)
Ou "(t) denote la "-forme normale de t.
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Apres l'appliation d'une regle de redution, nous prenons la "-forme normale du terme obtenu.
Cette strategie peut aussi s'erire en rendant le systeme " impliite dans le alul. Nous pouvons deja
proposer une premiere propriete.
Conjeture 18.2.2 (Separation des etiquettes)
Les "-formes normales sont donnees par la grammaire suivante :
u ::= x j x:u j x:(fxgu) j (u u) j ( u u) j (u  u) j ( u u) j u[x; u; ;℄ j (fxgu)[x; u; ;℄
t ::=  u
Ave   \ = ; et, dans les termes x:(fxgu) et (fxgu)[x; u; ;℄, le fait que la variable x dans
l'aaiblissement est elle qui est liee par l'abstration ou par la substitution.
Preuve : On devrait prouver ela failement par l'absurde en onsiderant haque terme qui n'est
pas dans ette forme et en montrant qu'il n'est alors pas en "-forme normale.
Ce alul possede maintenant la propriete attendue : l'intersetion des etiquettes des appliations
ou des substitutions est toujours vide. Nous n'aurons plus besoin de onsiderer lesW-formes normales
pour eetuer la preuve de normalisation forte par tradution et simulation dans les reseaux de preuve.
Cependant, on peut enore aller un peu plus loin.
Si on regarde bien la grammaire des "-formes normales, on onstate que les aaiblissements ex-
pliites apparaissent a ertains endroits preis : sous une appliation, sous une substitution, et sous
une abstration. Dans e dernier as, omme dans le as de l'etiquette fxg sous la substitution, ela
orrespond a la deliaison de la variable x. Ce sont les autres as qui nous interessent a present.
Prenons le terme ( t u) : la partie des aaiblissements expliites qui etait ommune aux deux
sous-termes a deja ete remontee, et il reste seulement les parties qui portent sur des variables
dierentes. Cette partie ommune et ette partie dierente orrespondent a une information par-
tiuliere dans le typage des termes : 'est la regle de ontration.

Etudions de plus pres ette apparition de la ontration dans la forme des termes. Dans le terme
( t u)[x; v;;	℄, puisque   \ = ; nous avons trois possibilites :
 Soit x est dans  , auquel as la substitution ne doit aller que dans u.
 Soit x est dans , auquel as la substitution ne doit aller que dans t.
 Soit x n'est pas dans   [, auquel as la substitution doit aller a la fois dans t et dans u.
Ces trois as ressemblent tres fortement aux trois as de la omposition. En donnant trois regles
pour gerer la renontre d'une substitution ave une appliation, on rend expliite, dans les regles, la
ontration qui a eu lieu dans le typage. Pour que ela fontionne ompletement, il faut essayer d'avoir
le plus d'aaiblissements possibles dans les termes. Dans e but, nous modions les regles de typage
an d'obliger l'apparition de tout les aaiblissements expliites, e qui nous demande de modier la
regle Ax. Cela nous donne le systeme de typage suivant.
x : A ` x : A
Ax
  ` t : A   \ = ;
 ; ` t : A
Weak
  ` t : B ! A   ` u : B
  ` (t u) : A
App
 ; x : A ` t : B
  ` x:t : B ! A
Lambda
 n   ` u : A  n; x : A ` t : B (  [)  
 ` t[x; u; ;℄ : B
Sub
Le fait d'avoir ontraint le typage de la variable a n'avoir lieu que dans un environnement
supplementaire vide nous oblige a utiliser la regle Weak, e qui fait appara^tre les etiquettes. Ainsi, si
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on typait x ave l'anienne regle (a gauhe), on doit maintenant typer ette variable ave deux regles
(a droite) :
 ; x : A ` x : A
Ax
x : A ` x : A
Ax
 ; x : A `  x : A
Weak
L'ensemble des regles de redution du 
wsn!
-alul est donne gure 18.2. On onstate la dispari-
tion de la regle n
1
, devenue inutile puisqu'on oblige les variables a e^tre preedees d'aaiblissements sur
toutes les autres variables : les substitutions doivent renontrer des aaiblissements ou bien onerner
la variable atteinte (onjeture 18.2.5).
(b) ((x:t)) ( u) ! t[x; u; ;℄
(a
1
) (t 	u)[x; v; ;℄ ! x 2 
((( n fxg) [)t (  \	)(u[x; v;  n	; [ (	 n  )℄))
(a
2
) (t 	u)[x; v; ;℄ ! x 62  [	
((  \ )(t[x; v;  n ; [ ( n  )℄) (  \	)(u[x; v;  n	; [ (	 n  )℄))
(a
4
) (t 	u)[x; v; ;℄ ! x 2 	
((  \ )(t[x; v;  n ; [ ( n  )℄) ((	 n fxg) [)u)
(n) x[x; t; ;℄ !  t
(
1
) t[y; u;;℄[x; v; ;℄ ! x 2  n 
t[y; u[x; v;  n ; [ ( n  )℄; \  ; [ ( n fxg)℄
(
2
) t[y; u;;℄[x; v; ;℄ ! t[x; v; (  n ) [ fyg; [ ( n  )℄
[y; u[x; v;  n ; [ ( n  )℄; \  ;  \ ℄ x 62  [ 
("-app) ( t) (u) ! (  \)((  n)t ( n  )u)   \ 6= ;
("-) x:(t) ! ( n fxg)(x:(( \ fxg)t))  6= fxg et  6= ;
("-sub) (t)[x;	u; ;℄ !  6= fxg et  6= ;
((	 [  ) \ (( n fxg) [)) ou 	 6= ; ou
((( \ fxg)t)   \ 6= ;
[x; u; (	 [  ) n (( n fxg) [); (( n fxg) [) n (	 [  )℄)
(f
1
) (y:t)[x; u; ;℄  y:t[x; u;  [ fyg;℄
(f
2
) (y:fygt)[x; u; ;℄  y:fyg(t[x; u;  [ fyg;℄)
(d)  t  (  [)t
(;) ;t  t
(
4
) t[y; u;;℄[x; v; ;℄  x 2  n 
t[x; v; (  n ) [ fyg; [ ( n  )℄[y; u; [ ( n fxg);  \ ℄
Fig. 18.2 { Regles de redution du 
wsn!
-alul
Proprietes
La enore, nous ne pouvons donner que des onjetures. La prinipale onjeture onerne la
normalisation forte.
Conjeture 18.2.3 (Normalisation forte du 
wsn!
-alul)
Le 
wsn!
-alul type est fortement normalisant.
Preuve : La simulation utilisee dans le hapitre preedent devrait s'appliquer diretement, sans
avoir besoin de travailler sur les W-formes normales.
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Il serait sans doute possible de se passer de notre notion de redution ave strategie si les redutions
du alul sans elles de " preserve le fait que les termes soient en "-forme normale. C'est l'objet de la
onjeture i-dessous.
Conjeture 18.2.4 (Preservation de la "-normalite)
Le 
wsn!
-alul type, sans les regles "-app , "-sub et "-, applique a des termes en "-forme normale
produit des termes eux-aussi en "-forme normale.
Preuve : Par as.
Si ette onjeture est vraie, alors on peut eliminer les regles "-app , "-sub (pour peu qu'on remette
la regle e
1
) et "- du alul, et onsiderer qu'on travaille sur des termes qui sont, a l'origine, en "-forme
normale ; ela nous donnerait un nouveau alul qui serait sans doute tres prohe du lxr-alul [53℄.
La derniere onjeture permet de s'assurer qu'on n'a plus besoin de la regle n
1
.
Conjeture 18.2.5 (Dispense de n
1
)
Dans le 
wsn!
-alul type, travaillant sur des "-formes normales, la regle n
1
ne peut jamais
s'appliquer.
L'ensemble des onjetures de e hapitre, ainsi que l'etude plus approfondie de ette derniere
possibilite de alul, onstitue l'un des travaux futurs mentionnes dans la onlusion de ette these.
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Cinquieme partie
Du -alul aux reseaux de preuve, un
voyage en suivant l'expliite
231
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L'elimination des oupures etant un meanisme interne a la logique, il a toujours semble interessant
d'etablir des liens entre elui-i et les notions de redution que l'on peut avoir dans les aluls utilises
en semantique, et prinipalement la -redution.
D'un o^te, la logique lineaire aÆne la logique intuitionniste. Elle propose en plus une representation
des preuves sous forme de graphes et son proessus d'elimination des oupures est alors un systeme
de reeriture de graphe. De l'autre, les aluls ave operateurs expliites permettent de deomposer
la -redution en etapes plus atomiques de alul.
L'etude des liens entre les aluls ave operateurs expliites et l'elimination des oupures dans
les reseaux de preuve, guide la denition de nouveaux aluls, omme 
wsn
et lxr, qui deomposent
enore plus la -redution. Pour arriver a es nouveaux aluls, le proessus d'expliitation a proede
en plusieurs etapes : d'abord les substitutions expliites, puis les aaiblissements expliites, et enn
la ontration expliite.
Dans ette ourte partie, nous nous proposons d'etudier l'atomiite de es aluls ave, omme
referene, l'elimination des oupures dans les reseaux de preuve R
E
. Avant ela, nous allons regarder
la denition d'un alul qui eetue la demarhe d'expliitation en sens inverse : nous partons des
reseaux de preuve pour nous approher des aluls ave operateurs expliites. L'idee de e alul
vient de la onstatation que, dans la tradution de 
wsn
dans les reseaux, la substitution, ainsi que
le membre droit d'une appliation, apparaissent dans une bo^te. On s'est alors demande s'il ne serait
pas possible de trouver une syntaxe qui onfonde es deux objets en un seul.
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Chapitre 19
Un alul himique pour les reseaux de
preuve
Dans e hapitre, nous nous interessons a la denition d'un alul diretement issu des reseaux
de preuve. Puisque l'elimination des oupures R
E
est une reeriture de graphe, nous sommes obliges
d'avoir un alul qui orrespond a ette notion de reeriture. Les denitions et proprietes presentees
dans le hapitre 1 ne sont plus valables pour la plupart.
L'intere^t de e alul est de proposer une notation simple pour erire les reseaux de preuve et
leurs redutions. Cela permet, entre autres, de programmer une implantation simple de l'elimination
des oupures, et me^me, omme nous le verrons i-dessous, d'en tirer naturellement une implantation
distribuee
1
. Nous donnons la denition du alul, puis quelques propositions sous forme de onjetures.
19.1 Denition du 
PN
-alul
Lorsqu'on doit deouper un reseau de preuve pour en donner un notation lineaire, il faut trouver
un moyen de onserver l'information que l'on va perdre, a savoir la onnexion des dierents elements
entre eux. Pour ela, nos termes seront deores de formules de la logique lineaire qui permettront de
reperer a quels autres termes ils sont onnetes.
Les termes de 
PN
sont diretement inspires des reseaux de preuve :
 le W orrespond a l'aaiblissement,
 le C a la ontration,
 le D a la derelition, 'est-a-dire aux variables (voir la tradution de 
wsn
),
 le O a l'abstration fontionnelle, et
 la bo^te ontient un reseau plus petit a l'interieur.
Les systemes de reeriture de graphes sont peut-e^tre moins intuitifs que les systemes de reeriture
de termes, ar ils n'ont pas de struture pour erire leurs objets.

A la plae d'un terme qui ontient
des redex, on y trouve un ensemble de termes qu'il faut parourir pour trouver eux qui peuvent se
reduire. Dans la reriture de graphes, il y a deux notions de redex. Un redex peut e^tre un terme isole,
auquel as il suÆt de le trouver pour le reduire. Un redex peut aussi mettre en jeu plusieurs termes,
auquel as il faut s'assurer que tous sont presents dans l'ensemble avant d'eetuer la redution.
Souvent, on donne le prinipe d'une solution himique omme intuition pour es systemes. En eet,
de la me^me faon que les moleules presentes dans la solution peuvent interagir pour en produire de
nouvelles, les termes d'un systeme de reeriture de graphes peuvent se ombiner pour en produire de
nouveaux. Dans notre as, nous allons aussi faire un parallele qui semble interessant entre les termes
du 
PN
-alul et les proessus evoluant dans un systeme d'exploitation.
1
Il existe atuellement une implantation sequentielle de e alul, l'implantation distribuee etant en ours de
developpement.
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Les termes
Prenons le reseau suivant :
D
C
?A
?
A
?
A
D
?A
?
A
?
A
?A
?
Pour l'erire sous forme de solution, on propose de noter D la ombinaison du lien Axiome et du
lien derelition et C le lien ontration . Pour ne pas perdre l'information de onnexion, on indique les
formules qui sont entre les liens : les deux liens derelition sont notes
?A
?
D
A
, et le lien ontration
est note
?A
?
;?A
?
?A
?
C, e qui nous donne le terme-solution suivant :
?A
?
D
A
j
?A
?
D
A
j
?A
?
;?A
?
?A
?
C
On a note la juxtaposition des liens ave une barre vertiale. La presene des formules ne permet
ependant pas de retrouver la onnexion exate, puisque la formule ?A
?
revient deux fois. Pour lever
e genre d'ambigutes, on ommene par numeroter les formules, e qui nous donne :
?A
?
1
D
A
1
j
?A
?
2
D
A
2
j
?A
?
1
;?A
?
2
?A
?
3
C
Le tableau i-dessous presente la grammaire des termes-solutions notes S et des termes-moleules
notes t :
t ::=
?A
?
1
D
A
2
j
?A
?
1
;?A
?
2
?A
?
3
C j
?A
?
1
?A
?
2
L j L
A
1
A
2
j
?A
?
W j O
?A
?
OB
j
 
[S℄

!A
j
 
[S℄
!A
S ::= t j tjS
Les dierents symboles de liens sont deores de formules a dierents endroits. En bas a gauhe, on
trouve les formules de l'environnement de typage ajoutees dans le sequent onlusion de la regle orres-
pondante. En bas a droite, on trouve la formule (s'il y en a une) prinipale dans le sequent onlusion.
En haut a gauhe, on trouve les formules de l'environnement de typage du sequent hypothese qui sont
utilisees par la regle orrespondante.
La bo^te est symbolisee par une paire de rohets a gauhe de laquelle on trouve, en bas, l'ensemble
des formules de l'environnement de typage du sequent. En bas a droite, on y trouve deux types de
formule : elle ommenant par un !, auquel as le terme-moleule orrespond a une substitution,
et elle ommenant par un 
, auquel as le terme-moleule orrespond au membre droit d'une
appliation. Les termes L servent a onserver la onnexion des termes au l des redutions. Ils peuvent
e^tre vus omme des operateurs expliites d'-onversion.
On peut ajouter une notion de type a nos termes-solutions, ela rend plus lair le sens des termes-
moleules. Voii les regles de typage :
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A
1
` (
?A
?
1
D
A
2
) : A
2
Ax
  ` (S) : A
B;  ` (
?B
?
W j S) : A
Weak
A
1
; A
2
;  ` (S) : A
A
3
;  ` (
?A
?
1
;?A
?
2
?A
?
3
C j S) : A
Contr
A;  ` (S) : B
  ` (S j O
?A
?
OB
) : A! B
Par
A
1
;  ` (S) : A
A
2
;  ` (
?A
?
1
?A
?
2
L j S) : A
Lg
  ` (S) : A
1
  ` (L
A
1
A
2
j S) : A
2
Ld
 
1
` (S
1
) : A! B  
2
` (S
2
) : A
 
1
; 
2
` (S
1
j
 
2
[S
2
℄

!A
) : B
Times
A; 
1
` (S
1
) : B  
2
` (S
2
) : A
 
1
; 
2
` (S
1
j
 
2
[S
2
℄
!A
) : B
Box
Les regles de redution
Les regles de redution reprennent exatement l'elimination des oupures de la logique lineaire
enrihieR
E
. Les regles dont le nom omporte un L sont des regles supplementaires, hargees d'eliminer
les termes-moleules L de la solution. La gure 19.1 presente l'ensemble des regles de redution ainsi
qu'une regle d'equivalene.
On appelle l-alul le alul onstitue des regles lw, l, lb, ld, llg, lld, bl, dl.
L'observation des regles nous onduit a etablir un parallele entre e alul et un systeme de gestion
distribuee des proessus. Dans e systeme, on a plusieurs proessus qui s'exeutent sur plusieurs
mahines. Chaque bo^te orrespond a un proessus s'exeutant sur une mahine. Les termes-moleules
a l'exterieur des bo^tes sont les organisateurs des proessus. Les proessus orespondent entre eux a
l'aide de signaux, et peuvent hanger la loalisation d'un proessus. On onsidere que les formules
orrespondent a des anaux de ommuniation. Voii un sens que l'on peut donner aux dierents
termes, ainsi que la faon dont ils s'utilisent :
 Les termes
?A
?
2
?A
?
1
L et L
A
2
A
1
sont des relais de ommuniation. Ils indiquent que le anal de ommu-
niation a hange.
 Le terme
?A
?
W est un signal de destrution (kill) envoye au proessus qui eoute sur le anal
A. Ce signal est ensuite propage vers tous les proessus qui ommuniquaient ave elui-i : 'est
la regle wb.
 Le terme
?A
?
1
;?A
?
2
?A
?
3
C est un signal de dupliation (fork) envoye au proessus sur le anal A
3
, lui
indiquant que l'un des deux devra ommuniquer sur A
1
et l'autre sur A
2
. Ce signal est ensuite
propage vers tous les proessus qui ommuniquaient ave elui-i : 'est la regle b.
 Le terme
?A
?
1
D
A
2
est une primitive de reouvrement (exe). Elle reupere le proessus qui
s'exeutait ailleurs an de poursuivre son exeution : 'est la regle db.
 L'annotation 
 au bord d'une bo^te est une indiation de masquage des signaux. Tant qu'elle
est presente, les signaux W , C et D sont ignores : ils ne peuvent pas atteindre le proessus qui
est a l'interieur.
 Le terme O
?A
?
OB
permet de supprimer le masque du proessus sur A, permettant la delivrane
des signaux : 'est la regle O 
.
 Les proessus peuvent e^tre deplaes, sans reouvrement, sur la mahine d'un proessus qui aura
besoin de son resultat, 'est la regle bb.
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Ce parallele denit une notion de alul distribue. Il serait interessant de la omparer ave les
aluls de proessus deja existants, omme le -alul ou le join-alul (voir [62, 10, 36℄).
19.2 Conjetures
Voii quelques onjetures. On donne des indiations pour les prouver.
Conjeture 19.2.1
Le l-alul termine.
Preuve : En prenant omme poids de la solution : le nombre de termes-moleules presents plus
la somme des earts entre la profondeur maximum et la profondeur de haque moleule L ; e poids
deroit stritement a haque appliation de regle du l   alul et est borne par zero.
Conjeture 19.2.2
Le typage est preserve par les 
PN
-redutions.
Preuve : Par as.
On peut traduire une solution en reseau de preuve par reurrene sur la derivation de typage de
elle-i, en oubliant les indies des formules et les termes-moleules L. On obtient un reseau orret.
Les regles wb, w, wout, db, b, bb, O 
 ainsi que l'equivalene   i=o sont simulables en exatement
une etape par R
E
. Comme le l   alul termine, on en deduit la onjeture suivante.
Conjeture 19.2.3
Le 
PN
-alul termine.
Comme on a une tradution dans les deux sens, entre 
PN
et les reseaux de preuve, il devrait e^tre
possible d'obtenir d'autres resultats.
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(w)
?A
?
W j
?A
?
;?A
?
1
?A
?
2
C !
?A
?
1
?A
?
2
L
(wb)
?B;:::;?Z
[S℄
!A
j
?A
?
W !
?B
?
W j ::: j
?Z
?
W
(b)
?B;:::;?Z
[S℄
!A
3
j
?A
?
1
;?A
?
2
?A
?
3
C !
?B
1
;:::;?Z
1
[S j L
A
3
A
1
℄
!A
1
j
?B
2
;:::;?Z
2
[S j L
A
3
A
2
℄
!A
2
j
?B
?
1
;?B
?
2
?B
?
C j ::: j
?Z
?
1
;?Z
?
2
?Z
?
C
(wout)
 [?A
[
?A
?
W j S℄

!
?A
?
W j
 
[S℄

(db)
 
[S℄
!A
1
j
?A
?
1
D
A
2
! S j L
A
1
A
2
(bb)
 
1
[S
1
℄
!A
j
 
2
[?A
[S
2
℄

!
 
1
[ 
2
[
 
1
[S
1
℄
!A
j S
2
℄

(O 
) O
?A
?
OB
j
 
[S℄

!A
!
 
[S℄
!A
(lw)
?A
?
2
?A
?
1
L j
?A
?
2
W !
?A
?
1
W
(l)
?A
?
2
?A
?
1
L j
?A
?
3
;?A
?
4
?A
?
2
C !
?A
?
3
;?A
?
4
?A
?
1
C
(lb)
?A
?
2
?A
?
1
L j
 [?A
2
[S℄

!
 [?A
1
[
?A
?
2
?A
?
1
L j S℄

(ld)
?A
?
2
?A
?
1
L j
?A
?
2
D
A
!
?A
?
1
D
A
(llg)
?A
?
2
?A
?
1
L j
?A
?
3
?A
?
2
L !
?A
?
3
?A
?
1
L
(lld) L
A
2
A
1
j L
A
3
A
2
! L
A
3
A
1
(bl) L
A
2
A
1
j
 
[S℄
!A
2
!
 
[L
A
2
A
1
j S℄
!A
1
(dl) L
A
2
A
1
j
?A
?
D
A
2
!
?A
?
D
A
1
(  i=o)
 [?A
[
?A
?
1
;?A
?
2
?A
?
C j S℄


?A
?
1
;?A
?
2
?A
?
C j
 [?A
1
[?A
2
[S℄

Fig. 19.1 { Regles de redution du 
PN
-alul
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Chapitre 20
Un aller et retour
Dans e hapitre, nous proposons un tableau omparatif de dierents aluls onnetes aux
reseaux de preuve. Nous regardons essentiellement les regles de redution, en prenant omme referene
l'elimination des oupures R
E
. Les aluls ompares sont, dans l'ordre d'apparition dans le tableau :
le -alul et le 
ws
-alul
1
(presentes dans le hapitre 2), le 
wsn
-alul et le 
wsn!
-alul (presente
dans la partie IV), le lxr-alul (presente hapitre 2), le 
PN
-alul (presente dans le hapitre
preedent), et enn l'elimination des oupures R
E
dans les reseaux de preuve (presentee dans le
hapitre 3 et enrihie dans le hapitre 16). Le tableau est presente gure 20.1.
Chaque olonne orrespond a un alul. On y trouve le nom des regles de redution de elui-i,
regroupes par rapport aux regles de R
E
: pour haque regle de R
E
on indique quelles regles du
alul onsidere y fait appel lors de sa simulation. Dans l'avant-derniere ligne, on reense toutes les
equivalenes de es aluls, et, dans la derniere ligne, on donne les regles dont la simulation ne neessite
auune etape de R
E
ar les reseaux sont equivalents.
Ce tableau nous permet de voir omment le fait de rendre expliites les meanismes internes de la
-redution permet de se rapproher de R
E
. On peut omparer les aluls de la faon suivante.
Pour la partie haute du tableau :
 Plus il y a de ases dans une olonne, plus le alul est n, 'est-a-dire plus il faut utiliser de
regles pour simuler la -redution.
 Moins il y a de regles par ase, moins le alul est redondant par rapport aux reseaux de preuve.
Pour la partie basse qui onerne les regles et equivalenes supplementaires :
 Il est pluto^t interessant de minimiser leur nombre puisqu'elles orrespondent a des reseaux
equivalents. Pour la me^me raison, des equivalenes sont preferables aux regles, me^me si e hoix
est disutable (voir la disussion setion 13.2.3).
 Il faut tout de me^me en garder suÆsament pour permettre a nos systemes de reeriture de
termes de se omporter omme le systeme de reeriture de graphes qu'est R
E
.
Les ases marquees d'une etoile dans la olonne du 
wsn!
-alul signient qu'on ne sait pas enore
les remplir. En eet, omme nous l'avons dit dans le hapitre 18, e alul est en ours d'elaboration,
et la simulation n'a pas enore ete etablie formellement. De plus, il se pourrait que l'ensemble des
regles de remontee des aaiblissements expliites devienne inutiles si l'on denit nement les autres
regles du alul.
1
On aurait aussi pu prendre l'anienne version du 
wsn
-alul, 'est-a-dire le 
ws
-alul ave noms de [19℄.
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C
w
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  i=o 
f; e
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Abs; App1; Weak2;
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WApp1; Cross;
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llg; lld; bl; dl

Fig. 20.1 { Tableau omparatif des regles de redution de dierents aluls
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Nous avons pu onstater, a travers es travaux, que la normalisation forte des aluls ave sub-
stitutions expliites n'est pas une propriete evidente a etablir. An d'en failiter la demonstration,
nous avons formalise une tehnique de preuve qui permet de deduire la normalisation forte a partir
de la preservation de la normalisation forte (partie II). Nous nous sommes ensuite interesse au ~-
alul, un alul symetrique non-deterministe issu de la logique lassique etendant l'isomorphisme de
Curry-Howard. Nous avons demontre sa normalisation forte ainsi que la normalisation forte d'une
version ave substitutions expliites (partie III). Nous avons etudie une nouvelle version du 
ws
-alul
ave nom, le 
wsn
-alul, qui apporte une grande souplesse dans les aluls ave substitutions expli-
ites. En prouvant sa normalisation forte, nous avons onstate qu'il permet d'approfondir les liens
entre les substitutions expliites et les reseaux de preuve de la logique lineaire (partie IV). Enn, nous
avons observe omment, en allant du -alul jusqu'aux reseaux de preuve, l'introdution suessive de
onstrutions expliites dans les aluls permet, tout en donnant a eux-i des proprietes interessantes,
de tisser une trame presque ontinue entres les dierentes notions de redution (partie V).
* * *
Apres avoir formalise la tehnique \PSN implique SN", nous l'avons appliquee a quelques aluls
ave substitutions expliites representant les dierents types de denitions les plus lassiques. Nous
avons remarque que son appliation a des aluls nommes est en general faile et direte (sauf pour

n
), tandis que dans le as de aluls ave indies de de Bruijn, elle neessite une simulation qui
peut e^tre diÆile a etablir. En partiulier, nous n'avons pas reussi a l'etablir pour le 
ws
-alul, a
ause de la presene des aaiblissements expliites (appeles aussi etiquettes). On peut donner omme
diretions de reherhes futures :
 L'appliation au 
ws
-alul, qui devrait permettre de mieux omprendre les meanismes qui se
ahent derriere la transformation de l'-equivalene en indies de de Bruijn.
 L'appliation a d'autres aluls qui auraient PSN mais pour lesquels il n'y aurait pas enore de
preuve de SN. Cela permettrait sans doute d'etablir es preuves relativement failement.
 Enn l'appliation de ette tehnique en utilisant des systemes de typage plus evolues que les
types simples, an de voir quelles diÆultes apparaissent et quels resultats on peut obtenir.
L'etude du ~-alul ave et sans substitutions expliites nous a permis de remarquer que la
tehnique de preuve par redutibilite semble diÆile a mettre en plae dans le as ave substitutions
expliites. Alors que ette tehnique fontionne pour le as du alul symetrique sans substitutions
expliites, ainsi que dans le as de aluls non-symetriques ave substitutions expliites, la tentative
que nous avons faite pour le ~x-alul s'est averee un ehe. Nous nous sommes tournes sur la
tehnique de perpetuite pour prouver PSN, puis nous avons utilise la tehnique PSN implique SN.
Deux perspetives de reherhes s'ouvrent apres e travail :
 Il serait tres interessant de trouver un moyen d'eetuer une preuve par redutibilite pour
le ~x-alul ou tout autre alul symetrique (non-deterministe on non) ave substitutions
expliites, omme par exemple le -alul symetrique.
 On pourrait aussi observer e que pourrait donner une version du ~-alul ave substitutions
et aaiblissement expliites, omme 
wsn
.
La nouvelle denition du 
wsn
-alul nous a onduit a plusieurs etudes. Comme alul de referene,
a la plae du -alul, nous avons formalise le 
wn
-alul, un alul nomme ave aaiblissement
expliite. Pour prouver la normalisation forte de 
wsn
par tradution dans les reseaux de preuve de
la logique lineaire, nous avons du^ enrihir son proede d'elimination des oupures ave une nouvelle
regle wb et prouver la terminaison de e nouveau systeme. Enn, la denition du 
wsn
-alul que nous
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avons hoisie omporte un grand nombre d'equivalenes, e qui nous a permis de nous rapproher
enore plus des reseaux de preuve. Nous avons aussi propose une ebauhe de alul, le 
wsn!
-alul,
qui devrait permettre de simplier la simulation preedente, ainsi que de se rapproher d'une forme
expliite de ontration. Voii quelques pistes de reherhe que nous avons deja ommene d'explorer :
 Il reste plusieurs proprietes a prouver pour le 
wsn
-alul. La premiere, presque terminee au
moment de la redation de ette these, est la normalisation forte du alul des substitutions.
Comme dans 
ws
, ette propriete est relativement diÆile a etablir. La tehnique par simulation
utilisee pour le 
ws
-alul est longue et fastidieuse a mettre en plae, e qui nous a inite a
essayer la tehnique, bien plus elegante, utilisee pour le lxr-alul. Il appara^t ependant que
elle-i prote des proprietes partiulieres que verient les termes de e alul et, de e fait, ne
serait pas utilisable pour 
wsn
.
Apres la normalisation forte du alul des substitutions, on poura s'interesser a la onuene
sur les termes ouverts et a la preservation de la normalisation forte. Vu la souplesse du alul,
d'une part, et sa proximite ave le 
ws
-alul et le lxr-alul, d'autre part, on ne doute pas du
fait que es proprietes puissent e^tre aisement etablies. Une bonne methode pourrait onsister a
traduire le 
wsn
-alul dans le lxr-alul.
 Conernant l'-equivalene, il est prevu a ourt terme d'etudier le 
wn
-alul et ses liens ave le
-alul, ainsi que la version du 
wsn
-alul ave multi-ensembles qu'on a presentee rapidement.
En eet, elle-i semble prohe de pouvoir se passer d'-equivalene. Par ailleurs, puisque la
tradution dans les reseaux de preuve fait perdre l'information sur les variables, un alul sans
-onversion en serait enore plus prohe.
 L'etude du 
wsn!
-alul nous permettra de verier e que nous avons avane, a savoir que e
alul est plus failement simule dans les reseaux de preuve. Il sera sans auun doute frutueux
de omparer e systeme ave le lxr-alul, elui-i integrant la ontration diretement dans sa
syntaxe. Cette omparaison devrait permettre d'enrihir le 
wsn!
-alul.
L'observation des dierents aluls intermediaires entre le -alul et les reseaux de preuves nous
a montre omment on pouvait rapproher es derniers en integrant dans es aluls de plus en plus
d'operateurs expliites. Nous avons presente le 
PN
-alul, un alul himique qui orrespond presque
exatement aux reseaux de preuves.
Cette derniere partie de la these a ete redigee dans le but de donner quelques intuitions sur les
travaux touhant aux substitutions expliites en lien ave les reseaux de preuve ; notre observation
gagnerait a devenir une etude plus formelle des es aluls et des liens entre eux. Nous avons deja
mentionne, dans le paragraphe preedent, les onnexions qu'il faudrait etablir entre 
wsn!
et lxr,
nous pouvons ajouter, omme diretions de reherhe (en partie deja en ours) :
 L'etude plus approfondie du 
PN
-alul et en partiulier de ses liens ave les reseaux de preuve
et ave le lxr-alul. Dans e dernier as, on peut imaginer des modiation du lxr-alul an
de le rendre enore plus prohe de R
E
.
 La omparaison (ou les liens) entre le 
PN
-alul et les travaux realises dans le domaine de la
geometrie de l'interation et des redutions optimales.
 Les liens entre le 
PN
-alul et les aluls onurrents omme le -alul.
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Annexe A
Caluls sur les ensembles
Voii quelques proprietes du alul ensembliste. Chaune est assoiee a une lettre, e qui permet
d'y faire referene dans un alul plus omplexe. On pense que ela ore une plus grande lisibilite, et,
de e fait, qu'il est plus faile de verier que les aluls plus omplexes sont orrets.
Propriete A.0.4
(a:) (A [B) n C = (A n C) [ (B n C)
(b:) A n (A [B) = ;
(:) A n (B [ C) = (A n B) \ (A n C)
(d:) A \ (A n B) = A n B
(e:) A \B = ; ) A n (B [ C) = A n C
(f:) B \ C = ; ) (A n B) [C = (A [ C) nB
(g:) (A n B) [B = A [B
(h:) B  A ) (A n B) [B = A
(i:) (A \B) [ ((B n A) n C) = B n (C nA)
(j:) A \B = ; ) (A [B) n B = A
(k:) (A \B) [ (A n B) = A
(l:) A \ (B n C) = (A \B) n C
(m:) A n (B n (C n A)) = A nB
(n:) (A n B) n C = A n (B [ C)
(o:) (A n (B n C)) n C = (A nB) n C
(p:) (A n B) n C = (A n C) n B
(q:) ((A \B) n C) [ (B n (A n C)) = B
(r:) A \ (B n (C n A)) = A \B
(s:) A \ C = ; ) A n (B n C) = A n B
(t:) A \ C = ; ) A \B = A \ (B [C)
(u:) (A \B) n C = (A n C) \ (B n C)
(v:) B \ C = ; ) (A n B) \ C = A \C
(w:) A n (B \C) = (A n B) [ (A n C)
(x:) (A \ (B n C)) [ (B \ C) = (A [ C) \B
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Resume :
Les substitutions expliites ont ete introduites omme un raÆnement du -alul, elui-i etant le
formalisme utilise pour etudier la semantique des langages de programmation. L'objet de ette these
est l'etude de leurs proprietes de normalisation forte et de preservation de la normalisation forte. Ce
manusrit rend ompte de plusieurs travaux autour de es proprietes de normalisation, regroupes en
trois volets.
Le premier d'entre eux formalise une tehnique generale de preuve de normalisation forte utilisant
la preservation de la normalisation forte. On applique ette tehnique a un spetre assez large de aluls
ave substitutions expliites an de mesurer les limites de son utilisation. Gra^e a ette tehnique, on
prouve un resultat nouveau : la normalisation forte du -alul simplement type.
Le deuxieme travail est l'etude de la normalisation d'un alul symetrique non-deterministe issu de
la logique lassique formulee dans le alul des sequents, auquel est ajoute des substitutions expliites.
La onjontion des problemes poses par les aluls symetriques et eux poses par les substitutions
expliites semble vouer a l'ehe l'utilisation de preuves par redutibilite. On utilise alors la tehnique
formalisee dans le premier travail, e qui nous demande de prouver tout d'abord la preservation de la
normalisation forte.

A ette n, on utilise un fragment de la theorie de la perpetuite dans les systemes
de reeriture.
La denition d'une nouvelle version du 
ws
-alul ave nom, le 
wsn
-alul, onstitue le troisieme
volet de la these. Pour prouver sa normalisation forte par tradution et simulation dans les reseaux
de preuve, on enrihit l'elimination des oupures de eux-i ave une nouvelle regle, e qui nous oblige
a prouver que ette nouvelle notion de redution est fortement normalisante.
Mots-Cles : Lambda-alul { Substitutions expliites { Reeriture { Calul symetrique { Norma-
lisation { Logique lassique { Logique lineaire { Reseaux de preuve.
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