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ABSTRAKT
Mozek; slozˇity´ syste´m, o ktere´m chce lidstvo hodneˇ veˇdeˇt, ale sta´le toho v´ı velmi ma´lo.
S rozvojem modern´ı techniky se veˇrejnosti dosta´va´ novy´ch neurozobrazovac´ıch metod,
mezi nimizˇ ma´ sve´ m´ısto i magneticka´ rezonance. Nestacˇ´ı jizˇ vsˇak zobrazovat pouze
strukturn´ı povahu mozku, veˇdci se sta´le v´ıce zaby´vaj´ı funkcˇn´ımi stavy – vy´borneˇ jim
k tomu slouzˇ´ı funkcˇn´ı magneticka´ rezonance. Zkoumaj´ı se jednotlive´ oblasti, ale take´
komunikace napˇr´ıcˇ mozkem, aby tak byly objasneˇny pˇr´ıcˇiny lidske´ho chova´n´ı a funkcˇn´ıch
poruch. Tato pra´ce se veˇnuje zkouma´n´ı mozkove´ konektivity, vyuzˇ´ıva´ parcelaci dle ana-
tomicky´ch atlas˚u a pokousˇ´ı se zave´st znalosti teorie graf˚u jako jednu z mozˇnost´ı urcˇen´ı
vztahu˚ mezi mozkovy´mi centry a oblastmi. Pra´ce pˇredstavuje vytvoˇreny´ software pro
extrakci matice konektivity a na´sledne´ zpracova´n´ı a vizualizaci grafu.
KL´ICˇOVA´ SLOVA
funkcˇn´ı magneticka´ rezonance, funkcˇn´ı konektivita, mozkova´ centra, parcelace, teorie
graf˚u
ABSTRACT
The brain; complex system people want to know about but still they are at the beginning
of understanding it. There has been a lot of neuroimaging systems since developement
of modern technologies and magnetic resonance imaging is one of them. In last days
it isn’t enough to examine only structural character of brain, the scientists are dealing
with functional states more and more; the functional magnetic resonance imaging is
perfectly good tool for this. There is a big amount of researches concerning individual
brain regions but also a lot of them dealing with communication across the brain to clear
up the causes of human behavior and functional failures. This thesis introduces the brain
connectivity exploration, it uses the parcellation by anatomical atlases and it tries to
use the knowledge of graph theory as one of the options to determine relations between
brain centres and regions. The thesis introduces the software created for extraction of
connectivity matrix resulting in graph processing and visualization.
KEYWORDS
functional magnetic resonance imaging, functional connectivity, brain centres, par-
cellation, graph theory
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U´VOD
Pohyb prst˚u ruky, rozpozna´n´ı hledane´ho znaku mezi mnoha jiny´mi, emoce prˇi sle-
dova´n´ı videa, vybaven´ı si ciz´ıch slov z pameˇti. Nejen tento vy´cˇet aktivit, ale i kazˇda´
dalˇs´ı cˇinnost cˇloveˇka vyzˇaduje ke sve´mu zpracova´n´ı mozek. Ten je tak nejd˚ulezˇiteˇjˇs´ım
orga´nem pro pochopen´ı okoln´ıho sveˇta a organismu jako celku. S rychle se zlepsˇuj´ıc´ım
technicky´m vybaven´ım mohou le´karˇi a badatele´ zkoumat mozek cˇloveˇka do veˇtsˇ´ıch
a veˇtsˇ´ıch hloubek, a to nejen jeho anatomickou stavbu, ale prˇedevsˇ´ım jeho funkce.
Pocˇ´ınaje elektroencefalografiı se do praxe zacˇaly dosta´vat dalˇs´ı techniky zobra-
zuj´ıc´ı funkcˇn´ı stav mozku a rozsa´hly´ vy´zkum po cele´m sveˇteˇ zaznamenal mnohdy
prˇekvapuj´ıc´ı vy´sledky. Nove´ mozˇnosti s sebou prˇinesly potrˇebu zlepsˇovat vsˇe, co je
jen mozˇne´, ve smyslu funkcˇn´ıho mapova´n´ı (tj. zobrazen´ı aktivity mozku) sˇlo pak
prˇedevsˇ´ım o prostorove´ a cˇasove´ rozliˇsen´ı. Neura´ln´ı aktivita se meˇn´ı velmi rychle
a vy´razneˇ se liˇs´ı i v prostoru, ve snaze nasn´ımat co nejlepsˇ´ı signa´l se te´to aktiviteˇ
uzp˚usobovaly take´ meˇrˇic´ı techniky.
V za´sadeˇ lze metody funkcˇn´ıho zobrazen´ı rozdeˇlit do dvou skupin – metody
elektrofyziologicke´ s dobry´m cˇasovy´m rozliˇsen´ım (elektroencefalografie (EEG), mag-
netoencefalografie (MEG)) a metody zobrazovac´ı. Ty jizˇ doka´zˇ´ı zobrazit mozek to-
mograficky, maj´ı tedy daleko lepsˇ´ı prostorove´ rozliˇsen´ı. Zpocˇa´tku byly zna´my metody
PET a SPECT, noveˇji se k nim prˇipojila i metoda funkcˇn´ı magneticke´ rezonance.
Ta oproti PETu vynika´ o rˇa´d lepsˇ´ım prostorovy´m a azˇ o dva rˇa´dy lepsˇ´ım cˇasovy´m
rozliˇsen´ım, take´ svou neionizuj´ıc´ı a neinvazivn´ı povahou. St´ın na fMRI vrha´ jen
neˇkolik nevy´hod, ktere´ ale mohou by´t kriticke´: prˇ´ıtomnost silne´ho magneticke´ho
pole, dosud n´ızke´ vyuzˇit´ı v klinicke´ praxi a cˇasova´ na´rocˇnost vysˇetrˇen´ı. Vy´sledky
veˇdecke´ho ba´da´n´ı a MR kompatibiln´ı zarˇ´ızen´ı tyto nevy´hody postupneˇ eliminuj´ı a
funkcˇn´ı magneticka´ rezonance se sta´va´ velmi vy´znamnou metodou pro zkouma´n´ı
mozkove´ aktivity.
Tato pra´ce rˇesˇ´ı s vyuzˇit´ım funkcˇn´ı magneticke´ rezonance prˇedevsˇ´ım vza´jemnou
komunikaci mezi jednotlivy´mi mozkovy´mi centry, snazˇ´ı se nale´zt uplatneˇn´ı teorie
graf˚u prˇi analy´ze teˇchto komunikacˇn´ıch s´ıt´ı. Prvneˇ se pra´ce zaby´va´ resˇersˇ´ı proble-
matiky magneticke´ rezonance a prˇechodu k funkcˇn´ımu zobrazen´ı (kapitola 1), pote´
prˇecha´z´ı k vysveˇtlen´ı konektivity mezi oblastmi a metod jej´ıho zkouma´n´ı (kapitola
2). Na´sleduje na´stin teorie graf˚u a jej´ıho pouzˇit´ı v neura´ln´ıch s´ıt´ıch (kapitola 3).
Druha´, prakticka´, cˇa´st pra´ce se zaby´va´ prˇedstaven´ım softwaru, ktery´ by meˇl tento
proble´m rˇesˇit (kapitoly 4 – 6).
C´ılem softwaru je urcˇit matici konektivity, v praxi tedy korelacˇn´ı matici – popi-
sova´na je funkcˇn´ı konektivita. Pra´ce navrhuje parcelaci dle anatomicky´ch atlas˚u a
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vy´pocˇet reprezentativn´ıho signa´lu kazˇde´ oblasti. Nad ra´mec zada´n´ı pra´ce software
umozˇnˇuje vy´pocˇet za´kladn´ıch metrik popisuj´ıc´ıch topologii grafu a umozˇnˇuje jedno-
duchou vizualizaci vy´sledne´ho grafu. Soucˇa´st´ı pra´ce je take´ jednoduche´ porovna´n´ı
vy´sledk˚u a navrzˇen´ı podmı´nek pro dosazˇen´ı kvalitn´ıho vy´sledku – grafu, korelacˇn´ı
matice – reprezentuj´ıc´ıho konektivitu.
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1 ZOBRAZENI´ MAGNETICKOU REZONANCI´
A FUNKCˇNI´ MAGNETICKOU REZONANCI´
Aby bylo mozˇno pochopit principy funkcˇn´ı magneticke´ rezonance, jako soucˇasneˇ
jedne´ z nejvhodneˇjˇs´ıch metod funkcˇn´ıho zobrazova´n´ı, je trˇeba se prvneˇ zameˇrˇit
na klasickou magnetickou rezonanci a sezna´mit se alesponˇ s jej´ımi za´klady. Tato
kapitola shrnuje za´kladn´ı poznatky MRI potrˇebne´ pro na´vaznost metody funkcˇn´ı
magneticke´ rezonance a parametry potrˇebne´ pro vznik anatomicky´ch sn´ımk˚u. Da´le
se kapitola zaby´va´ signa´lem meˇrˇeny´m fMRI a na´lezˇitostmi nutny´mi pro zobrazen´ı
aktivity mozku touto metodou.
1.1 Zobrazen´ı magnetickou rezonanc´ı
MRI je metoda umozˇnˇuj´ıc´ı z´ıskat tomograficke´ obrazy tka´neˇ. Meˇrˇen´ı prob´ıha´ v prˇ´ı-
stroji zvane´m MR tomograf za prˇ´ıtomnosti silne´ho magneticke´ho pole. Beˇzˇne´ le´karˇske´
MR tomografy vyuzˇ´ıvaj´ı staticke´ magneticke´ pole o indukci 1 – 3 T, vy´zkumne´
mohou dosa´hnout magneticke´ indukce i 12 T [64]. Proces zobrazen´ı magnetickou
rezonanc´ı je aktivn´ı, vyuzˇ´ıvaj´ı se pulzy radiofrekvencˇn´ıho (RF) signa´lu. Tato ener-
gie excituje protonova´ ja´dra – vybud´ı je do vysˇsˇ´ıho energeticke´ho stavu. Prˇechod
zpeˇt na nizˇsˇ´ı hladinu zp˚usob´ı vyza´rˇen´ı energie, v prˇij´ımac´ıch c´ıvka´ch se indukuje
signa´l (viz [1, 59]). Prˇechod do za´kladn´ıho stavu je zp˚usoben relaxacˇn´ımi mecha-
nismy – poveˇtsˇinou se rozliˇsuj´ı 3 typy: T1, T2 a T2*. T1 je cˇasova´ konstanta od-
pov´ıdaj´ıc´ı pode´lne´ relaxaci, vyjadrˇuje na´vrat vektoru magnetizace do osy z, T2 je
cˇasova´ konstanta prˇ´ıcˇne´ relaxace a zachycuje ztra´tu fa´zove´ koherence vektoru magne-
tizace. Neodpov´ıda´ vsˇak realiteˇ, jelikozˇ nepocˇ´ıta´ s nehomogenitami ve sn´ımane´ sce´neˇ
(vznikly´mi naprˇ´ıklad rozhran´ım vzduch / tka´nˇ). Nehomogenity zkracuj´ı prˇ´ıcˇnou re-
laxaci, ktera´ se pak oznacˇuje jako relaxacˇn´ı doba T2*.
Obraz vznika´ z dat z c´ıvek, prˇicˇemzˇ je zapotrˇeb´ı prostorove´ho ko´dova´n´ı. To se
prova´d´ı naprˇ´ıklad gradientn´ım magneticky´m polem ve smeˇru osy z (vybud´ı se pak
pouze tomorovina o chteˇne´ tlousˇt’ce a pozici), voxely v dane´ tomorovineˇ xy se ko´duj´ı
frekvencˇneˇ a fa´zoveˇ opeˇt pomoc´ı gradientn´ıch pol´ı [15]. Volbou pulzn´ıch bud´ıc´ıch
sekvenc´ı a cˇas˚u TE (doba, po ktere´ meˇrˇ´ıme odezvu, tzv. echo) a TR (repeticˇn´ı
doba, po ktere´ na´sleduje dalˇs´ı RF puls) se ovlivn´ı velikost nameˇrˇene´ho signa´lu.
MRI je v´ıceparametricky´ proces zobrazen´ı; vy´sledny´ obraz mu˚zˇe zachycovat naprˇ.
hustotu protonovy´ch jader cˇi relaxacˇn´ı cˇas T1, T2 nebo T2*. T1-va´zˇene´ sn´ımky jsou
vyuzˇ´ıva´ny prˇi pozorova´n´ı anatomicke´ho usporˇa´da´n´ı, T2*-va´zˇene´ sn´ımky vyuzˇ´ıva´
fMRI (viz da´le). Magneticka´ rezonance je velmi prˇesnou metodou z´ıska´va´n´ı tomo-
graficky´ch dat, rozliˇsen´ı voxel˚u by´va´ cˇasto mensˇ´ı nezˇ 1× 1× 1 mm [15].
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1.2 Funkcˇn´ı magneticka´ rezonance
MRI pomoc´ı magnetizace protonovy´ch jader poskytuje anatomicke´ sn´ımky, c´ılem
fMRI je z´ıskat sn´ımky zachycuj´ıc´ı aktivitu mozku. Za´kladn´ı jednotkou nervove´ sou-
stavy je neuron, hleda´me tedy promeˇnnou, ktera´ by poukazovala na aktivitu na
neura´ln´ı u´rovni. fMRI rˇesˇ´ı tuto potrˇebu oklikou.
Impuls se v mozku sˇ´ıˇr´ı prˇes synapse; vyplavova´n´ı neurotransmiter˚u zajist´ı prˇesko-
cˇen´ı akcˇn´ıho napeˇt´ı prˇes synaptickou sˇteˇrbinu, a to se tak sˇ´ıˇr´ı da´le. Na´vrat do kli-
dove´ho stavu vyzˇaduje prˇ´ısun energie. Jak je zna´mo, vy´zˇivu neura´ln´ı tka´neˇ zajiˇst’uje
prˇ´ısun kysl´ıku a gluko´zy. Dle [32] je spotrˇeba kysl´ıku korelova´na s neura´ln´ı akti-
vitou, u´lohu meˇrˇen´ı aktivity neuron˚u lze rˇesˇit meˇrˇen´ım loka´ln´ıho vyuzˇit´ı kysl´ıku
mozkovy´mi oblastmi.
Cely´ jev si lze prˇedstavit na´sledovneˇ. Aktivace oblasti mozku zp˚usob´ı zvy´sˇen´ı
loka´ln´ı spotrˇeby kysl´ıku z krevn´ıho rˇecˇiˇsteˇ, ktere´ ji za´sobuje. Sn´ızˇena´ koncentrace
kysl´ıku je zachycena receptory, ktere´ reaguj´ı zvy´sˇeny´m tokem krve. T´ım se opeˇt
zvysˇuje oxygenace a take´ objem krve [9, 48]. Prˇevedeno do praxe fMRI a prˇida´n´ım
znalost´ı, zˇe kysl´ık se va´zˇe na hemoglobin, oxyhemoglobin je diamagneticky´1 a de-
oxyhemoglobin je paramagneticky´2, se ukazuje magneticka´ rezonance jako uzˇitecˇny´
prˇ´ıstup. Cˇ´ım silneˇjˇs´ı je magneticke´ pole v MR tomografu, t´ım v´ıce se projevuje rozd´ıl
mezi magneticky´mi susceptibilitami oxy a deoxyhemoglobinu (viz [32]). Pro u´cˇely
fMRI se tedy vol´ı prˇ´ıstroje se staticky´m magneticky´m polem o indukci 1,5 T a veˇtsˇ´ı.
Prˇijaty´ signa´l dany´ metabolickou spotrˇebou kysl´ıku se nazy´va´ BOLD3signa´l a je
za´kladem zpracova´n´ı dat pro funkcˇn´ı zobrazen´ı pomoc´ı fMRI. Sche´ma 1.1 na´zorneˇ
vysveˇtluje metabolismus kysl´ıku jako ukazatele neura´ln´ı aktivity.
Obr. 1.1: Princip fMRI.
1vytva´rˇ´ı slabe´ magneticke´ pole p˚usob´ıc´ı proti vneˇjˇs´ımu mag. poli → zeslaben´ı vneˇjˇs´ıho pole
2je prˇitahova´n magneticky´m polem, tj. zvysˇuje loka´ln´ı nehomogenity pole
3z anglicˇtiny jako Blood Oxygenation Level Dependent, tedy za´visly´ na mı´ˇre okyslicˇen´ı krve
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1.2.1 BOLD signa´l, hemodynamicka´ odezva
Sn´ımany´m jevem je tedy takzvany´ BOLD signa´l. Jeho cˇasovy´ pr˚ubeˇh je oznacˇova´n
jako hemodynamicka´ odezva (HRF – z anglicke´ho Hemodynamic Response Function)
a je uka´za´n na obra´zku 1.2. Odezva (promeˇnna´ na ose y) vypov´ıda´ o aktua´ln´ım
pomeˇru oxy a deoxyhemoglobinu pra´veˇ v dane´m voxelu. Ihned po aktivaci neura´ln´ı
tka´neˇ klesne koncentrace oxygenovane´ho hemoglobinu, zvy´sˇ´ı se tedy relativn´ı kon-
centrace neokyslicˇene´ho hemoglobinu a BOLD signa´l je nizˇsˇ´ı kv˚uli nehomogenita´m
magneticke´ho pole. Na´sledny´ zvy´sˇeny´ pr˚utok a prˇ´ısun kysl´ıku je kompenzacˇn´ı re-
akc´ı, jezˇ vychy´l´ı pomeˇr forem hemoglobin˚u ve prospeˇch oxygenovane´ formy a omez´ı
ztra´tu T2* signa´lu; z´ıskany´ obraz je proto jasneˇjˇs´ı [32].
Obr. 1.2: Hemodynamicka´ odezva (prˇevzato z [41]).
Zmı´neˇny´ kompenzacˇn´ı mechanismus dosahuje maxima prˇiblizˇneˇ po 5 vterˇina´ch
od stimulu a na klidovou u´rovenˇ se BOLD signa´l dostane po 15 - 25 s od pocˇa´tku
stimulu v prˇ´ıpadeˇ kra´tkodobe´ho podneˇtu [27]. Toto zpozˇdeˇn´ı je limituj´ıc´ım faktorem
pro tvorbu takzvany´ch experiment˚u, ktere´ budou zmı´neˇny da´le v cˇa´sti 1.2.3.
Na tvaru HRF okolo 10 s je mozˇno pozorovat take´ prˇekmit do za´porny´ch hod-
not. Ten je da´n relativn´ım zvy´sˇen´ım koncentrace deoxygenovane´ho hemoglobinu po
rychle´m sn´ızˇen´ı pr˚utoku krve na klidovou u´rovenˇ a ponecha´n´ım veˇtsˇ´ıho krevn´ıho
objemu. Vy´razneˇjˇs´ı neura´ln´ı aktivita vede ke zvy´sˇen´ı amplitudy hemodynamicke´
odezvy, delˇs´ı neura´ln´ı aktivita zp˚usob´ı rozsˇ´ıˇren´ı HRF.
Na´sleduj´ıc´ı podkapitoly ve strucˇnosti informuj´ı o vsˇech kroc´ıch potrˇebny´ch k vy-
kreslen´ı mapy aktivovany´ch oblast´ı – od sbeˇru dat azˇ po samotne´ namapova´n´ı
funkcˇn´ıho sn´ımku na struktura´ln´ı. Prˇedt´ım je vsˇak zapotrˇeb´ı stanovit neˇkolik pojmu˚
pouzˇ´ıvany´ch ve fMRI: sken = jeden nasn´ımany´ objem, session = mnozˇina vsˇech
sken˚u porˇ´ızeny´ch beˇhem jednoho experimentu.
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1.2.2 Akvizice fMRI dat, meˇrˇic´ı sekvence
Pra´ce s fMRI daty zacˇ´ına´ jejich zmeˇrˇen´ım. To prob´ıha´ obvykle v MR tomografu
pouzˇ´ıvane´m pro u´cˇely klasicke´ magneticke´ rezonance, prˇ´ıstroj vsˇak mus´ı by´t vybaven
specia´ln´ımi doplnˇky, na sn´ıma´n´ı jsou take´ kladeny specia´ln´ı pozˇadavky.
Typicke´ parametry
”
funkcˇn´ıch“ sn´ımk˚u na 1,5 T MR tomografu (podle [48]):
• pocˇet transverza´ln´ıch rˇez˚u: 16 – 32
• rozliˇsen´ı ve vrstveˇ: 64× 64 nebo 128× 128 px
• velikost voxelu: 3× 3× 3 mm
• doba sn´ıma´n´ı 1 skenu: 1,5 – 4 s, za´vis´ı na ostatn´ıch parametrech (soucˇin pro-
storove´ho, cˇasove´ho a energeticke´ho rozliˇsen´ı je konstantn´ı – viz [15])
• T2* va´zˇene´ sn´ımky
• pulzn´ı sekvence: GE EPI (Gradient Echo EchoPlanar Imaging), echoplana´rn´ı
pulzn´ı sekvence s pouzˇit´ım gradientn´ıho echa
Cˇasty´mi doplnˇky MR tomograf˚u pro funkcˇn´ı zobrazen´ı jsou MR kompatibiln´ı
zarˇ´ızen´ı pro prezentova´n´ı stimul˚u - tj. tlacˇ´ıtka, prezentacˇn´ı obrazovka a pocˇ´ıtacˇ
zaznamena´vaj´ıc´ı cˇasy a druh stimul˚u. Za´rovenˇ s fMRI daty mu˚zˇe by´t sn´ıma´no EKG,
EEG, dy´cha´n´ı cˇi neocˇeka´vane´ pohyby pacienta, ktere´ jsou pouzˇity pro odstraneˇn´ı
rusˇivy´ch slozˇek prˇi detekci mozkove´ aktivity.
1.2.3 Experiment
Funkcˇn´ı data sveˇdcˇ´ı o zapojen´ı mozkovy´ch oblast´ı do urcˇite´ cˇinnosti, prˇi meˇrˇen´ı je
tedy vyzˇadova´na aktivita pacienta. Cely´ blok meˇrˇen´ı v MR tomografu se nazy´va´
experimentem. Nejd˚ulezˇiteˇjˇs´ı je prˇedevsˇ´ım na´vrh experimentu; je tvorˇen podle hy-
pote´zy, ktera´ ma´ by´t oveˇrˇena nebo vyvra´cena. Experiment se vol´ı naprˇ´ıklad podle
toho, na ktera´ mozkova´ centra se zameˇrˇuje. Mohou se tedy zkoumat senzomotoricke´
funkce, pameˇt’, rˇecˇove´ funkce cˇi emoce. Da´le se vol´ı zp˚usob, jaky´m jsou pacientovi
stimuly prezentova´ny a jak je pacient zpracova´va´ – sluchem, zrakem, cˇichem atd.
Meˇrˇen´ı sesta´va´ ze 2 hlavn´ıch cˇa´st´ı: sn´ıma´n´ı funkcˇn´ıch dat a sn´ıma´n´ı anato-
micky´ch sn´ımk˚u. Za´rovenˇ s daty meˇrˇeny´mi prˇi aktiviteˇ by´va´ sn´ıma´n srovna´vac´ı (kli-
dovy´ nebo jiny´ za´kladn´ı) stav, protozˇe nen´ı zna´ma klidova´ hodnota BOLD signa´lu.
Mı´sto meˇrˇen´ı aktivity lze meˇrˇit take´ tzv.
”
resting state“ stav – stav v klidu; u jednoho
cˇloveˇka se prˇitom meˇn´ı v pr˚ubeˇhu zˇivota a je ovlivneˇn aktua´ln´ım fyzicky´m a psy-
chicky´m stavem. Sn´ıma´n´ı dat pro vy´pocˇet aktivity je prova´deˇno opakovaneˇ – jelikozˇ
je u´rovenˇ BOLD signa´lu velmi mala´ a cˇasto nerozliˇsitelna´ od sˇumu, dany´ u´kol se mus´ı
prova´deˇt v´ıcekra´t a pote´ se pomoc´ı statistiky v datech detekuj´ı aktivovana´ mı´sta.
Z d˚uvodu n´ızke´ u´rovneˇ BOLD signa´lu se vol´ı veˇtsˇ´ı voxely (viz vy´sˇe zmı´neˇny´ kon-
stantn´ı pomeˇr jednotlivy´ch typ˚u rozliˇsen´ı), cˇ´ımzˇ dojde k veˇtsˇ´ımu prˇ´ıspeˇvku neura´ln´ı
aktivity v dane´m voxelu a alesponˇ cˇa´stecˇne´mu zvy´sˇen´ı pomeˇru signa´l / sˇum (SNR).
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Aby bylo cele´ meˇrˇen´ı vyhodnotitelne´, mus´ı podle´hat urcˇite´mu sce´na´rˇi, takzvane´-
mu designu. Design experimentu se vol´ı ze trˇech druh˚u, a to blokovy´,
”
event-related“
nebo jejich kombinace. Ve vsˇech prˇ´ıpadech je sn´ıma´n´ı funkcˇn´ıch dat doprova´zeno
cˇasovy´m za´znamem stimul˚u pro mozˇnost pozdeˇjˇs´ıho vyhodnocen´ı. fMRI tedy po-
skytuje vy´sledky azˇ po zpracova´n´ı, tj. oﬄine.
• blokovy´ design: Stimuly jsou pacientovi prezentova´ny po delˇs´ı souvisly´ u´sek,
po neˇmzˇ (ne nutneˇ) na´sleduje klidovy´ u´sek. Oba u´seky se nejcˇasteˇji vol´ı stejneˇ
dlouhe´, a to v rozsahu 16 – 60 s. Dalˇs´ı aktivn´ı u´seky mohou obsahovat r˚uzne´
u´koly.
Prezentova´n´ı stimul˚u v bloku vede k vysˇsˇ´ı u´rovni BOLD signa´lu, nezˇ by platilo
pro jeden kra´tky´ podneˇt, docha´z´ı vsˇak k prˇekryvu neˇkolika hemodynamicky´ch
odezev. Nelze tak dobrˇe identifikovat jej´ı tvar ani odpoveˇdi na jednotlive´ sti-
muly. Analy´za je jednoducha´ a lze u´speˇsˇneˇ modelovat tvar BOLD signa´lu.
Tento design je robustn´ı a vy´konny´ [48].
•
”
event-related design“: Stimuly jsou pacientovi prezentova´ny jednotliveˇ po
dobu maxima´lneˇ neˇkolika sekund, v idea´ln´ım prˇ´ıpadeˇ je mezi stimuly prodleva
kolem 20 s. Ta umozˇnˇuje, aby byla zachycena cela´ hemodynamicka´ odezva, tj.
odpoveˇd’ na stimul. Kra´tkodoby´ podneˇt vyvola´ pouze n´ızkou u´rovenˇ odezvy,
avsˇak opakova´n´ım stimulu je mozˇno tuto HRF pr˚umeˇrovat a urcˇit jej´ı tvar.
Na´rocˇnost na statistickou analy´zu je vy´razna´, proto existuj´ı snahy o optimali-
zaci.
Cˇasto pouzˇ´ıvany´m
”
event-related“ designem je experiment se trˇemi typy vizu-
a´ln´ıch stimul˚u: c´ılovy´ podneˇt (target), velmi cˇasty´ podneˇt (frequent) a ojedineˇly´
matouc´ı podneˇt (distractor). Prosˇetrˇuje se odpoveˇd’ mozku na c´ılovy´ podneˇt,
prˇ´ıpadneˇ vztah mezi silou reakce na jednotlive´ podneˇty.
• smı´ˇseny´ design: Tzv.
”
mixed design“ kombinuje oba vy´sˇe zmı´neˇne´ prˇ´ıstupy –
stimuly jsou serˇazeny do blok˚u, v kazˇde´m bloku jsou prezentova´ny kra´tkodobeˇ
(diskre´tneˇ). Vyuzˇ´ıva´ se k rozliˇsen´ı mezi kra´tkodobou a dlouhodobou aktivac´ı.
Jakmile jsou jizˇ data nasn´ıma´na dle zvolene´ hypote´zy a designu experimentu,
prˇicha´z´ı na rˇadu jejich zpracova´n´ı, tedy vyuzˇit´ı statistiky. Jesˇteˇ prˇedt´ım je vsˇak
nutne´ prove´st neˇkolik krok˚u prˇedzpracova´n´ı.
1.2.4 Prˇedzpracova´n´ı dat
Cele´ prˇedzpracova´n´ı lze v za´sadeˇ rozdeˇlit do dvou hlavn´ıch cˇa´st´ı – cˇasove´ a pros-
torove´ prˇedzpracova´n´ı. Cˇasove´ zahrnuje korekci r˚uzny´ch cˇas˚u akvizice jednotlivy´ch
rˇez˚u, prostorove´ se skla´da´ z neˇkolika podu´kol˚u: konverze a trˇ´ıdeˇn´ı dat, korekce po-
hybu, prostorova´ normalizace a vyhlazen´ı dat, normalizace intenzity sn´ımk˚u, filtrace
cˇasove´ho pr˚ubeˇhu, a nakonec i koregistrace funkcˇn´ıho a anatomicke´ho sn´ımku.
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Popis u´kon˚u prˇedzpracova´n´ı vyuzˇ´ıva´ informac´ı z [4] a [60].
• korekce pohybu je prvn´ım krokem prˇedzpracova´n´ı dat. Jelikozˇ se pacient
v pr˚ubeˇhu experimentu pohybuje (pomoc´ı fixacˇn´ıch pomu˚cek lze pohyb ome-
zit, nikoli ho zcela eliminovat), je trˇeba data pro dalˇs´ı zpracova´n´ı zarov-
nat. Deˇje se tak pomoc´ı rigidn´ıch transformac´ı, konkre´tneˇ translace a rotace,
prˇicˇemzˇ jako referencˇn´ı sken se veˇtsˇinou pouzˇ´ıva´ prvn´ı nasn´ımany´ sken cele´
session.
• prostorova´ normalizace je zarˇazena prˇedevsˇ´ım pro skupinove´ analy´zy, aby
bylo mozˇno porovnat mozkovou aktivitu skupiny pacient˚u na tenty´zˇ u´kol.
Vyuzˇ´ıva´ se standardizovane´ho mozku, tzv. MNI prostoru, a transformace li-
nea´rn´ı i nelinea´rn´ı. MNI stereotakticky´ prostor byl vytvorˇen pr˚umeˇrem neˇkolika
stovek T1 va´zˇeny´ch sken˚u mozku [10]. Dalˇs´ım pouzˇ´ıvany´m templa´tem je tak-
zvany´ Talairach˚uv prostor [42]. Tento prostor takte´zˇ vyuzˇ´ıva´ pro normalizaci
afinn´ı transformace.
• segmentace: Pro dalˇs´ı analy´zu je vhodne´ ze sn´ımk˚u vysegmentovat sˇedou
hmotu. Segmentace vyzˇaduje normalizaci do referencˇn´ıho prostoru a deˇla´ se
pro omezen´ı vlivu
”
nemozkove´“ variability na statisticke´ testy analy´zy. Metoda
vycha´z´ı z pravdeˇpodobnostn´ı mapy r˚uzny´ch typ˚u tka´neˇ.
• prostorove´ vyhlazen´ı dat: Prˇedpokladem statisticke´ detekce aktivovany´ch
oblast´ı by´va´ cˇasto normalita dat, proto jsou data konvolova´na s Gaussovsky´m
ja´drem. Nutnost´ı je zvolit hodnotu FWHM4 jako parametr Gaussovske´ho vy-
hlazuj´ıc´ıho ja´dra. Filtrace data normalizuje, zvy´sˇ´ı SNR, ale za´rovenˇ je rozmazˇe.
Jelikozˇ se pote´ funkcˇn´ı data zobrazuj´ı na anatomicky´ sn´ımek, nen´ı to prˇ´ıliˇs
vy´znamne´ omezen´ı.
• koregistrace funkcˇn´ıho a struktura´ln´ıho sn´ımku: Na konci prˇedzpra-
cova´n´ı docha´z´ı ke sl´ıcova´n´ı anatomicky´ch a funkcˇn´ıch sn´ımk˚u pro spra´vne´
zobrazen´ı. Jako referencˇn´ı je opeˇt volen prvn´ı sn´ımek skenu nebo pr˚umeˇr vsˇech
sn´ımk˚u, registrace vyuzˇ´ıva´ afinn´ıch transformac´ı.
Mezi dalˇs´ı typy prˇedzpracova´n´ı lze zahrnout naprˇ´ıklad korekci r˚uzny´ch cˇas˚u akvi-
zice jednotlivy´ch rˇez˚u. Tato funkce koriguje rozd´ıl akvizicˇn´ıch cˇas˚u mezi rˇezy, po-
souva´ tedy signa´l v cˇase. V praxi se korekce rˇesˇ´ı posunem fa´ze. Za´kladn´ım principem
je interpolace 2 rˇez˚u cˇasoveˇ sousledny´ch sken˚u na jeden referencˇn´ı cˇas.
1.2.5 Statisticka´ detekce
Po sbeˇru a prˇedzpracova´n´ı dat prˇicha´z´ı na rˇadu analy´za a detekce aktivn´ıch voxel˚u.
Tato pra´ce vsˇak pracuje pouze s daty prˇedzpracovany´mi, vy´slednou aktivacˇn´ı mapu
nevyuzˇ´ıva´, proto bude tato problematika nast´ıneˇna velmi strucˇneˇ pro pochopen´ı
4z anglicke´ho Full Width at Half Maximum – sˇ´ıˇrka ja´dra v polovineˇ vy´sˇky
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vy´znamu statistiky a klasicky´ch vy´sledk˚u funkcˇn´ı magneticke´ rezonance. Za´kladn´ı
prˇedstavu lze z´ıskat ze sche´matu 1.3 (inspirova´no kurzy SPM [3]).
Podstatny´m faktem pro pra´ci s daty je n´ızka´ u´rovenˇ signa´lu, ktery´ se v podstateˇ
ztra´c´ı v sˇumu, proto se vyuzˇ´ıva´ statisticke´ho hodnocen´ı aktivity. S t´ım prˇ´ımo souvis´ı
nalezen´ı prahu, kde nadprahove´ voxely jsou povazˇova´ny za aktivn´ı. Prahova´ hodnota
vsˇak znamena´, zˇe neˇktere´ voxely budou chybneˇ zarˇazeny (falesˇneˇ pozitivn´ı – chyba
I. druhu, nebo falesˇneˇ negativn´ı – chyba II. druhu).
V soucˇasnosti nejpouzˇ´ıvaneˇjˇs´ım na´strojem statisticke´ detekce je takzvany´ obecny´
linea´rn´ı model, ktery´ vyuzˇ´ıva´ regresn´ıho prˇ´ıstupu – odhad linea´rn´ı kombinace r˚uzneˇ
va´hovany´ch regresor˚u o zna´me´m tvaru, ktere´ budou popisovat meˇrˇena´ data. C´ılem
je naj´ıt takove´ va´hy regresor˚u, aby byl zbytkovy´ (chybovy´) signa´l minima´ln´ı. Tento
model je vyjadrˇova´n vztahem
Y = β ·X + ε (1.1)
ve ktere´m Y prˇedstavuje vektor vstupn´ıch dat – vy´voj voxelu v cˇase, β je pocˇ´ıtany´
vektor vah, X odpov´ıda´ matici stanoveny´ch regresor˚u (takzvana´ desing matrix) a ε
popisuje chybovy´ signa´l [32].
Vstupem do statisticke´ho t-testu jsou pote´ pra´veˇ vypocˇtene´ va´hy pouzˇity´ch reg-
resor˚u a smeˇrodatna´ odchylka rezidu´ı (tj. sˇumu). Vypocˇtena´ T-hodnota pak na
zvolene´ hladineˇ vy´znamnosti vyjadrˇuje, zda je voxel aktivn´ı cˇi nikoli. Kv˚uli chyba´m
I. druhu je nutne´ vy´sledek korigovat na v´ıcena´sobne´ porovna´va´n´ı.
Za´kladn´ı analy´zou fMRI se podrobneˇji zaby´va´ naprˇ. [32, 4, 52].
Obr. 1.3: Zpracova´n´ı funkcˇn´ıch dat [3].
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2 ANALY´ZA KONEKTIVITY
Kapitola 1 popisuje jev klasicke´ a funkcˇn´ı magneticke´ rezonance, zaby´va´ se meˇrˇen´ım
dat, prˇedzpracova´n´ım a samotnou analy´zou a detekc´ı aktivn´ıch voxel˚u. Tyto infor-
mace slouzˇ´ı jako za´kladn´ı u´vod do funkcˇn´ıho mapova´n´ı, na ktere´ navazuje tato
pra´ce.Nejen aktivacˇn´ı mapa fMRI, ale i dalˇs´ı metody funkcˇn´ıho mapova´n´ı mozku
ukazuj´ı, zˇe na konkre´tn´ı cˇinnosti se nepod´ıl´ı pouze jedno mozkove´ centrum nebo ob-
last, ale jednotliva´ centra spolu komunikuj´ı a utva´rˇej´ı celkovou odezvu organismu na
podneˇt. Tato pra´ce se pomoc´ı teorie graf˚u bude snazˇit popsat s´ıt’ center zapojeny´ch
do u´kolu.
Z hlediska funkcˇn´ıho zapojen´ı oblast´ı mozku do u´kolu jsou pouzˇ´ıva´ny dva pojmy
– funkcˇn´ı specializace (segregace) a funkcˇn´ı integrace. Funkcˇn´ı specializace hleda´ ob-
lasti souvisej´ıc´ı s danou funkc´ı, kdezˇto funkcˇn´ı integrace hleda´ vazby mezi oblastmi,
tj. konektivitu [18]. Na konektivitu mezi centry je mozˇno pohl´ızˇet z neˇkolika u´hl˚u,
obecneˇ ji lze deˇlit na konektivitu anatomickou, funkcˇn´ı a efektivn´ı. Anatomicka´ ko-
nektivita prˇedstavuje fyzicka´ propojen´ı mezi neurony, funkcˇn´ı konektivita je popsa´na
statistickou za´vislost´ı mezi vzda´leny´mi oblastmi, ktere´ reaguj´ı v korelaci na urcˇity´
podneˇt. Vyjadrˇuje tedy pouze pozorovane´ za´vislosti, nerˇesˇ´ı vsˇak zprostrˇedkovanost
teˇchto korelac´ı. Oproti tomu efektivn´ı konektivita jizˇ vyjadrˇuje, jak jedna oblast
ovlivnˇuje jinou a p˚usob´ı na ni [52].
2.1 Metody funkcˇn´ı konektivity
Jak bylo zmı´neˇno vy´sˇe, funkcˇn´ı konektivita je zalozˇena na statisticke´m hodnocen´ı
funkcˇn´ı integrace prostoroveˇ vzda´leny´ch oblast´ı mozku prˇi vykona´va´n´ı u´kolu. Sta-
tisticka´ za´vislost vsˇak mu˚zˇe by´t proka´za´na take´ u sˇumovy´ch signa´l˚u – dy´cha´n´ı cˇi
srdecˇn´ı pulz; jednotlive´ metody funkcˇn´ı konektivity tedy mus´ı s teˇmito artefakty
pracovat.
V na´sleduj´ıc´ıch odstavc´ıch jsou metody funkcˇn´ı konektivity bl´ızˇe popsa´ny, prˇicˇemzˇ
mezi nejpouzˇ´ıvaneˇjˇs´ı patrˇ´ı korelacˇn´ı seed analy´za, spojen´ı PCA a ICA, na pomez´ı
funkcˇn´ı a efektivn´ı konektivity je metoda Grangerovy kauzality.
2.1.1 Analy´za hlavn´ıch komponent (PCA)
PCA je statisticka´ metoda slouzˇ´ıc´ı k redukci dimenzionality dat. Cˇasovy´ za´znam
kazˇde´ho voxelu je povazˇova´n za promeˇnnou, kazˇdou oblast lze tedy popsat mnoha
des´ıtkami dimenz´ı, ktere´ jsou ale prˇitom vy´razneˇ korelovane´ (z logicke´ podstaty prin-
cipu BOLD fMRI viz 1.2). Proto PCA hleda´ v datech promeˇnne´, ktere´ vysveˇtluj´ı co
nejv´ıce variability; vy´sledne´ promeˇnne´ jsou ortogona´ln´ı, nijak na sobeˇ tedy neza´vis´ı
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[58, 36]. Redukovane´ promeˇnne´ jsou urcˇeny takzvany´mi vlastn´ımi vektory, neboli
eigenvektory. Jejich vy´pocˇet vycha´z´ı z vy´pocˇtu vlastn´ıch cˇ´ısel λ
|A− λ · I| = 0 (2.1)
kdeA je korelacˇn´ı nebo kovariancˇn´ı matice vstupn´ıch promeˇnny´ch, prˇicˇemzˇ z povahy
teˇchto matic plyne stejny´ pocˇet rˇa´dk˚u jako sloupc˚u. I je jednotkova´ matice (tj.
matice s jednicˇkami na hlavn´ı diagona´le) o velikosti stejne´ jako matice A [36]. Pocˇet
vlastn´ıch cˇ´ısel je mensˇ´ı nebo roven rozmeˇru vstupn´ı matice. Po vyja´drˇen´ı vlastn´ıch
cˇ´ısel jsou tyto vy´sledky dosazeny do vztahu pro vy´pocˇet eigenvektor˚u [36]:
|A− λ · I| · [u]T = 0 (2.2)
kde u prˇedstavuje hledany´ vlastn´ı vektor o de´lce rozmeˇru vstupn´ı matice.
Takto redukovany´ pocˇet promeˇnny´ch, tedy dimenz´ı, vstupuje cˇasto da´le do ana-
ly´zy neza´visly´ch komponent, ktera´ doka´zˇe od sebe oddeˇlit data dle zdroje signa´lu,
a to na za´kladeˇ statisticke´ neza´vislosti.
2.1.2 Analy´za neza´visly´ch komponent (ICA)
Vstupem do metody je tedy smeˇs nezna´my´ch signa´l˚u sejmuty´ch mnoha zdroji bez
informace, jak smeˇs vznikla. Samotny´m principem je hleda´n´ı vah, pro ktere´ budou
oddeˇlene´ signa´ly neza´visle´ (viz rovnice 2.3 z [31]). Rovnice popisuje, jaka´ mus´ı by´t
smeˇsˇovac´ı matice M , aby se meˇrˇena´ data X rozdeˇlila na neza´visle´ komponenty C.
X = M ·C (2.3)
Va´hy jsou hleda´ny iteracˇneˇ azˇ do dosazˇen´ı statisticke´ neza´vislosti komponent. Tuto
neza´vislost lze meˇrˇit v´ıce zp˚usoby (vza´jemna´ informace, negaussovitost zdroj˚u, od-
had veˇrohodnosti, . . . ), ktere´ tak definuj´ı v´ıce variant ICA. Stejneˇ jako kazˇda´ me-
toda, i ICA ma´ sva´ omezen´ı. V za´kladeˇ spole´ha´ na interpretaci uzˇivatele, zda doka´zˇe
popsat oddeˇlene´ signa´ly; ICA pouze rozkla´da´ prˇijaty´ signa´l a nen´ı navrzˇena na tes-
tova´n´ı hypote´z, take´ nen´ı tvorˇena k mozˇnosti zahrnout do n´ı krite´ria vy´znamnosti
– ztra´c´ı se informace o kvaliteˇ komponent [33, 34].
2.1.3 Korelacˇn´ı seed analy´za konektivity
Tuto metodu lze povazˇovat za za´kladn´ı metodu urcˇen´ı funkcˇn´ı konektivity. Pracuje
na principu stanoven´ı korelac´ı mezi takzvany´m seedem (semı´nkem) a jednotlivy´mi
BOLD odezvami z ostatn´ıch voxel˚u. Stanoven´ım prahu vzniknou oblasti, ktere´ jsou
vy´razneˇji nezˇ jine´ korelovane´ s oblast´ı seedu, vznika´ tedy mapa konektivity [24].
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Seed by´va´ cˇasto vyb´ıra´n jako prvn´ı PCA komponenta prˇedem definovane´ oblasti.
Oblast je da´na prˇedem stanovenou hypote´zou nebo vy´sledkem ze skupinove´ analy´zy.
Korelace lze pocˇ´ıtat klasicky podle vzorce 2.4 viz [35]:
(f ∗ g)(m,n) = Rfg(m,n) =
∑
m
f ∗(m) · g(n+m) (2.4)
prˇicˇemzˇ f(m) a g(n) je dvojice diskre´tn´ıch signa´l˚u; nebo pomoc´ı obecne´ho linea´rn´ıho
modelu jako v prˇ´ıpadeˇ odhadu vah β prˇi urcˇova´n´ı aktivn´ıch voxel˚u (viz 1.2.5). Design
matrix obsahuje signa´l ze seedu, pro potlacˇen´ı falesˇne´ konektivity vznikle´ artefakty
by´vaj´ı do matice na´vrhu zahrnuty take´ signa´ly reprezentuj´ıc´ı hlavn´ı zdroje artefakt˚u
(naprˇ. signa´ly z komor, b´ıle´ hmoty, odhadnute´ parametry pohybu a podobneˇ).
2.1.4 Grangerova kauzalita
Grangerova kauzalita vyuzˇ´ıva´ autoregresivn´ı model, zjiˇst’uje smeˇr vlivu mezi ob-
lastmi. Metoda mu˚zˇe by´t aplikova´na na pa´ry voxel˚u nebo mezi funkcˇn´ımi s´ıteˇmi
(urcˇene´ pomoc´ı ICA) [32, 58].
To, zda je nebo nen´ı mezi dveˇma mı´sty Grangerova kauzalita, lze vypocˇ´ıst ze
vztahu
Fx→y = ln
(
T 1
T 2
)
(2.5)
ktery´ rˇ´ıka´, jak signa´l z mı´sta x ovlivnˇuje odezvu v mı´steˇ y, opacˇny´ prˇ´ıpad – tedy
sˇ´ıˇren´ı aktivity z mı´sta y k mı´stu x – vyjadrˇuje podobny´ vzorec
Fy→x = ln
(
Σ1
Σ2
)
(2.6)
T 1, T 2, Σ1 a Σ2 jsou matice vypocˇtene´ vektorovy´m autoregresivn´ım modelem, ktery´
se snazˇ´ı odhadnout aktua´ln´ı hodnotu signa´lu v bodeˇ z prˇedchoz´ıch hodnot BOLD
signa´lu [23, 19]. Model ze zmeˇrˇeny´ch pr˚ubeˇh˚u x(n) a y(n) odhaduje autoregresn´ı
koeficienty Ax (respektive Ay) a chybovy´ signa´l u(n) (resp. v(n)):
x(n) = −
p∑
i=1
Ax(n− i) + u(n) (2.7)
y(n) = −
p∑
i=1
Ay(n− i) + v(n) (2.8)
Potrˇebne´ matice Σ1 a T 1 jsou pra´veˇ kovariancˇn´ımi maticemi posloupnost´ı rezidu´ı
u(n) a v(n), matice Σ2 a T 2 jsou submaticemi kovariancˇn´ı matice Y spocˇtene´
z matice w(n) =
[
u(n)
v(n)
]
. Matice Y tedy vypada´ na´sledovneˇ:
Y =
[
Σ2 C
CT T 2
]
(2.9)
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Pra´veˇ zjiˇst’ova´n´ı smeˇrovosti konektivity rˇad´ı Grangerovo kauza´ln´ı modelova´n´ı sp´ıˇse
do metod efektivn´ı konektivity, lze ji vsˇak pouzˇ´ıt jako srovna´vac´ı metodu pro funkcˇn´ı
konektivitu.
2.2
”
Resting-state“ s´ıteˇ
Jizˇ v u´vodu pra´ce (cˇa´st 1.2.3) byl zmı´neˇn termı´n
”
resting-state“ data, ktery´ odpov´ıda´
BOLD signa´lu meˇrˇene´m v klidu. Jedn´ım z prvn´ıch cˇla´nk˚u informuj´ıc´ım o speci-
ficky´ch vlastnostech klidovy´ch fMRI dat je [53]. Signa´l se vyznacˇuje n´ızkofrekvencˇn´ı
fluktuac´ı mezi voxely [13], neˇktere´ oblasti jsou vy´razneˇ korelovane´. Proble´m urcˇen´ı
konektivity pomoc´ı teorie graf˚u bude rˇesˇen pra´veˇ na teˇchto
”
resting-state“ datech,
proto je vhodne´ se o nich trochu podrobneˇji zmı´nit.
V klidu a prˇi pasivn´ı zrakove´ fixaci se aktivuje neˇkolik klidovy´ch s´ıt´ı (v soucˇas-
ne´ dobeˇ jich lze proka´zat kolem peˇti), jejichzˇ aktivn´ı voxely se nacha´zej´ı v kortexu
(mozkove´ k˚urˇe) [13] a vykazuj´ı vy´raznou funkcˇn´ı konektivitu – veˇtsˇina z nich byla
proka´za´na pomoc´ı PET nebo fMRI s na´vaznost´ı prostorove´ ICA; aplikac´ı teorie
graf˚u do neuroveˇd byly s´ıteˇ identifikova´ny i touto metodou. Rozd´ıly mezi prˇ´ıstupy
a zjiˇsteˇny´mi s´ıteˇmi se zaby´va´ [49]. Default mode s´ıt’ je podmnozˇinou
”
resting-state“
s´ıt´ı a ve vy´zkumech se pouzˇ´ıva´ nejcˇasteˇji. S´ıt’ snizˇuje svou aktivitu prˇi rˇesˇen´ı u´kolu,
vy´razneˇ se liˇs´ı mezi zdravy´mi jedinci a osobami postizˇeny´mi psychickou poruchou
(Parkinsonova choroba, demence, deprese, schizofrenie a jine´). Jej´ı identifikace a
popis tak mohou by´t velmi podstatne´ prˇi le´cˇbeˇ teˇchto poruch [32, 54].
Obr. 2.1: Default mode network (DMN s´ıt’), barevne´ oblasti vznikly pomoc´ı ICA
analy´zy
”
resting-state“ dat, prahovane´ z sko´re [67].
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”
Resting-state“ konektivita se projevuje periodicky´mi zmeˇnami na n´ızky´ch frek-
venc´ıch, proto je d˚ulezˇite´ dobrˇe odstranit z dat arteficia´ln´ı signa´ly (zp˚usobene´ fy-
ziologicky´mi procesy). Obvykle´ oblasti vykazuj´ıc´ı aktivitu v default mode s´ıti jsou
zna´zorneˇny na obra´zku 2.1 a jsou to prˇeva´zˇneˇ tyto: zadn´ı cingulum / precuneus,
ventromedia´ln´ı prefronta´ln´ı kortex / prˇedn´ı cingulum, gyrus angularis / lobulus pa-
rietalis inferior (viz [54]). Vy´znamem a poruchami r˚uzny´ch typ˚u resting-state s´ıt´ıch
se zaby´va´ naprˇ. [38, 46].
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3 TEORIE GRAFU˚
Pro zkouma´n´ı neura´ln´ı konektivity, tedy rozsa´hle´ s´ıteˇ oblast´ı, ktere´ mezi sebou ko-
munikuj´ı, lze vybrat pra´veˇ teorii graf˚u [63]. Ta totizˇ dobrˇe matematicky popisuje
strukturu komplexn´ıch syste´mu˚ sesta´vaj´ıc´ı z jednotlivy´ch vza´jemneˇ se ovlivnˇuj´ıc´ıch
cˇa´st´ı. Lze tak z´ıskat podrobneˇjˇs´ı na´hled na funkcˇn´ı segregaci a integraci v mozku.
Pomoc´ı teorie graf˚u lze s´ıt’ konektivity graficky zna´zornit, popsat jej´ı topologii i
dynamiku (tedy vy´voj). Graf se popisuje pomoc´ı vhodneˇ zvolene´ metriky, prˇicˇemzˇ se
vyuzˇ´ıva´ r˚uzny´ch topologicky´ch variant. Tato kapitola seznamuje s u´vodem do teorie
a prˇedstavuje znalosti, ktere´ jsou aplikova´ny v neura´ln´ıch s´ıt´ıch.
3.1 Uzly, hrany
Graf je jiny´m oznacˇen´ım pro s´ıt’ a je definova´n jako usporˇa´dana´ dvojice G = (V,E),
kde V je mnozˇina vrchol˚u (uzl˚u) a E je mnozˇina hran. Hrany mohou by´t orientovane´
(E ⊆ V × V ) cˇi neorientovane´ (E ⊆ {{v, w}, kde v 6= w a v, w ∈ V }), prˇipousˇt´ı
se take´ mozˇnost smycˇek zpeˇtne´ vazby [2, 40]. Jednotlivy´m hrana´m lze take´ prˇiˇradit
va´hu, vy´sledkem je pote´ takzvany´ va´hovany´ (ohodnoceny´) graf G = (V,E,W ), kde
W : E → R je hodnot´ıc´ı funkce hrany.
Se´mantika grafu v neuroveˇdn´ım kontextu se liˇs´ı dle typu dat a je na´sleduj´ıc´ı:
• vrcholy popisuj´ı zanorˇen´ı axona´ln´ıch svazk˚u do oblast´ı sˇede´ hmoty a krˇ´ızˇen´ı
nervovy´ch drah v prˇ´ıpadeˇ anatomicke´ konektivity, oblasti sˇede´ k˚ury v prˇ´ıpadeˇ
funkcˇn´ı a efektivn´ı konektivity, kana´ly v prˇ´ıpadeˇ elektroencefalografie [8].
• hrany reprezentuj´ı axona´ln´ı svazky (anatomicka´ konektivita) nebo mı´ru ko-
relace. Orientovane´ hrany prˇedstavuj´ı konkre´tn´ı kauza´ln´ı vztahy mezi jednot-
livy´mi oblastmi, tj. sleduj´ı smeˇr toku signa´lu.
Graf lze reprezentovat neˇkolika mozˇny´mi zp˚usoby: matic´ı sousednosti (prˇileh-
losti) – konkre´tn´ı pozice (m,n) obsahuje jednicˇku v prˇ´ıpadeˇ existence hrany mezi
vrcholy m a n, nulu v prˇ´ıpadeˇ, zˇe hrana mezi teˇmito vrcholy nen´ı. Dalˇs´ı mozˇnost´ı
je naprˇ´ıklad vy´cˇet hran nebo soused˚u viz [2].
V prˇ´ıpadeˇ te´to pra´ce je zkouma´na funkcˇn´ı konektivita, vrcholy budou asociova´ny
s reprezentativn´ımi cˇasovy´mi signa´ly vybrany´ch oblast´ı, matice korelac´ı mezi jednot-
livy´mi signa´ly bude slouzˇit jako matice vah ohodnocuj´ıc´ı hrany. Funkcˇn´ı konektivita
tedy nezachycuje smeˇrovost hran. Pra´ce se bude zaob´ırat pouze principy pro grafy
s neorientovany´mi va´hovany´mi hranami bez smycˇek.
Vy´sledkem aplikace mı´ry korelac´ı mezi vsˇemi voxely je takzvany´ u´plny´ graf,
stanoven´ım prahu je z´ıska´n graf rˇ´ıdky´, ktery´ zahrnuje pouze oblasti silneˇ mezi sebou
korelovane´.
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3.2 Topologie, metriky teorie graf˚u
Prˇedchoz´ı podkapitola vysveˇtluje za´kladn´ı vytvorˇen´ı grafu, ten je trˇeba da´le popsat.
Jako prvn´ı je vhodne´ se zameˇrˇit na topologii grafu, vyuzˇ´ıt jej´ı vlastnosti a zkusit
ji prˇiˇradit k jedne´ z modelovy´ch topologi´ı. Jedna´ se prˇedevsˇ´ım o modelove´ s´ıteˇ
na´hodne´ho charakteru, model scale-free cˇi small world. Informace k topologi´ım jsou
shrnut´ım z [2, 39, 17, 6], n´ızˇe popisovane´ metriky vyuzˇ´ıvaj´ı informac´ı z [2, 55, 68, 37].
• na´hodna´ s´ıt’: pravdeˇpodobnost existence hrany je na´hodna´ dle binomicke´ho
rozlozˇen´ı. Za´kladn´ı na´hodnou s´ıt´ı je takzvany´ Erdo¨s-Re´nyi model, ktery´ je
bl´ızˇe popsa´n v [2, 39]. Sestrojene´ grafy jsou porovna´va´ny pra´veˇ s na´hodny´mi
s´ıteˇmi a urcˇuje se statisticka´ odliˇsnost od na´hodne´ho grafu.
• scale-free s´ıt’: uzly s´ıteˇ maj´ı rozlozˇen´ı power law, tedy neˇkolik uzl˚u ma´ velky´
stupenˇ, veˇtsˇina uzl˚u ma´ vsˇak maly´ stupenˇ (viz da´le) – vy´raznou roli hraj´ı pre-
ferencˇn´ı vazby, vznikaj´ı vysoce centra´ln´ı uzly (huby). S´ıt’ je robustn´ı a odolna´
v˚ucˇi odebra´n´ı jake´hokoli uzlu, odebra´n´ı hubu mu˚zˇe ve´st k rozpadu s´ıteˇ na
neˇkolik izolovany´ch cˇa´st´ı. Typicky´m znakem te´to s´ıteˇ je take´ tvorba shluk˚u –
uzly s n´ızky´m stupneˇm patrˇ´ı do subgraf˚u (ty jsou mezi sebou propojeny pra´veˇ
pomoc´ı hub˚u). Scale-free s´ıt´ı lze popsat naprˇ´ıklad socia´ln´ı s´ıteˇ, pocˇ´ıtacˇove´ s´ıteˇ
cˇi s´ıteˇ interakc´ı protein˚u.
• small world s´ıteˇ jsou typicke´ vysokou mı´rou shlukovosti, vyja´drˇeno jako
”
prˇa´tele´ my´ch prˇa´tel maj´ı tendenci by´t i my´mi prˇa´teli“. S´ıt’ se vyznacˇuje take´
n´ızkou pr˚umeˇrnou nejkratsˇ´ı vzda´lenost´ı mezi vrcholy a je typicka´ prˇedevsˇ´ım
pro neura´ln´ı s´ıteˇ, se´manticke´ s´ıteˇ jazyk˚u cˇi s´ıteˇ potravn´ıho rˇeteˇzce. Prvneˇ byla
tato vlastnost popsa´na v [69].
Na´hodnou, scale-free i small world s´ıt’ ukazuje obra´zek 3.1.
Obr. 3.1: Na´hodna´ s´ıt’, scale-free s´ıt’, small world s´ıt’ (prˇevzato z [26]).
Topologii je mozˇno popsat pomoc´ı zvolene´ metriky. V za´kladu je mozˇno urcˇit
stupenˇ uzlu dg, ktery´ rˇ´ıka´, kolik hran zasahuje do dane´ho uzlu i.
dgi = |{e ∈ E|i ∈ e}| (3.1)
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kde E je mnozˇina vsˇech hran v grafu, e je jedna konkre´tn´ı hrana [40].
Vy´znamnou metrikou popisuj´ıc´ı graf je centralita (z anglicke´ho centrality). Po-
pis centrality smeˇrovy´ch i nesmeˇrovy´ch s´ıt´ı je podstatny´ pro urcˇen´ı vy´znamny´ch
uzl˚u v s´ıti.
Centralita se da´ urcˇovat mnoha metrikami: pomoc´ı stupneˇ uzlu, betweenness
centralita, eigenvector centralita, . . . .
”
Mezilehlost“ zachycuje informaci o zprostrˇedkova´n´ı
vazby, centra´ln´ı uzly se u´cˇastn´ı aktivac´ı oblast´ı, ktere´ propojuj´ı, i kdyzˇ samotne´ ob-
lasti jsou aktivn´ı v jiny´ cˇasovy´ okamzˇik. Mezilehle´ uzly jsou ovlivneˇny clustery, ktere´
oddeˇluj´ı. Betweenness pro neorientovany´ graf je popisova´na vztahem 3.2 [7]
Cb(i) =
2
(n− 1)(n− 2)
∑
j<k
gjk(i)
gjk
(3.2)
kde gjk je pocˇet nejkratsˇ´ıch cest spojuj´ıc´ıch vrcholy j a k a gjk(i) je pocˇet nejkratsˇ´ıch
cest zahrnuj´ıc´ıch uzel i.
Da´le je centralita popsa´na
”
bl´ızkost´ı“ – closeness. Tento parametr je zalozˇen na
pr˚umeˇrne´ de´lce cesty L mezi konkre´tn´ım uzlem i a vsˇemi ostatn´ımi j. Vyjadrˇuje
bl´ızkost ke strˇedu, prˇicˇemzˇ propojenost a zprostrˇedkovatelnost nejsou d˚ulezˇite´ [68].
Closeness je popsa´na vztahem
Cc(i) =
[
N∑
j=1
L(i, j)
]−1
(3.3)
Posledn´ım zde zmı´neˇny´m vyuzˇ´ıvany´m parametrem centrality je takzvana´ eigenvek-
tor centralita. Rˇ´ıka´, jak strˇedovy´ je uzel v za´vislosti na centra´lnosti jeho soused˚u –
vyuzˇ´ıva´ se termı´nu Bonacichova vy´konova´ centra´lnost [2]:
ci(β) =
∑
j
(α + βcj)Aji (3.4)
kde α je normalizacˇn´ı konstanta, β urcˇuje d˚ulezˇitost centrality soused˚u, A je ma-
tice sousednosti (z anglicke´ho adjacency matrix), ktera´ mu˚zˇe by´t va´hova´na. Male´
β se vol´ı pro vysoky´ u´tlum – za´lezˇ´ı jen na nejblizˇsˇ´ıch sousedech, vysoke´ β naopak
uprˇednostnˇuje d˚ulezˇitost cele´ struktury s´ıteˇ (prˇa´tele´ prˇa´tel, . . . ). Je-li β = 0, mluv´ı
se o jednoduche´m stupni centrality, je-li β < 0, uzly maj´ı veˇtsˇ´ı centralitu, kdyzˇ jsou
hranami spojeny s me´neˇ centra´ln´ımi uzly; je-li β > 0, uzel ma´ veˇtsˇ´ı centralitu, kdyzˇ
ma´ hrany k centra´lneˇjˇs´ım uzl˚um [68]. Jedna´ o iterativn´ı vy´pocˇet, ktery´ lze pocˇ´ıtat
naprˇ´ıklad pomoc´ı algoritmu power iteration [2].
V grafu se take´ hledaj´ı komunity (pods´ıteˇ, moduly – zjiˇst’uje se modularita [56])
a topologicke´ motivy (tj. cˇasto opakovane´ loka´ln´ı struktury), urcˇuje se mezilehlost
shluk˚u (betweeness clustering), hledaj´ı se prˇekryvy subgraf˚u. Du˚lezˇity´m parametrem
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je shlukovac´ı koeficient (clustering coefficient) urcˇeny´ rovnic´ı 3.5 z [29]
C =
1
N
N∑
i=1
ci (3.5)
prˇicˇemzˇ N je pocˇet uzl˚u, i je vybrany´ uzel a ci je jeho loka´ln´ı shlukovac´ı koeficient
– definovany´ pro stupenˇ uzlu dgi ≥ 2 a vztahy mezi uzly ai,j z´ıskane´ z matice
sousednosti – urcˇeny´ vztahem 3.6
ci =
∑
j,l ai,jaj,lal,i
dgi(dgi − 1) (3.6)
Globa´ln´ı shlukovy´ koeficient je tedy zalozˇen na troju´heln´ıc´ıch propojeny´ch uzl˚u a
da´va´ informaci o mı´ˇre shlukova´n´ı v cele´ s´ıti.
Ru˚zne´ typy metrik urcˇovany´ch na grafech zna´zornˇuje obra´zek 3.2.
Obr. 3.2: Uka´zky hodnoceny´ch metrik – A) stupenˇ uzlu, B) shlukovac´ı koeficient,
C) motivy, D) de´lka cesty a vzda´lenost, E) modula´rn´ı struktura, huby [62].
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3.3 Aplikace na neura´ln´ı data
Je zna´mo, zˇe neura´ln´ı konektivita obsahuje nena´hodne´ vazby [62] a lze ji topologicky
rˇadit mezi scale-free a small world s´ıteˇ (viz [2, 8, 55, 17]). Avsˇak dle [29] je nutne´ vz´ıt
na zrˇetel, zˇe i na´hodny´ korelacˇn´ı graf ma´ cˇasto vlastnost male´ho sveˇta – small world
s´ıteˇ. Prˇi interpretaci je tedy lepsˇ´ı porovna´vat topologie s´ıt´ı zdravy´ch a nemocny´ch
jedinc˚u, nezˇ vyvozovat za´veˇry o topologii z jedine´ s´ıteˇ. Vliv onemocneˇn´ı na zmeˇnu
struktury s´ıt´ı popisuje [38, 46] – je zna´mo, zˇe psychicke´ poruchy maj´ı vliv na konek-
tivitu, u schizofrenie jsou cˇasto napadeny pra´veˇ huby, cozˇ zaprˇ´ıcˇinˇuje rozpad s´ıteˇ.
Sestrojeny´ graf lze na´sledneˇ srovna´vat s na´hodnou s´ıt´ı, urcˇovat rozd´ıly mezi jedinci
a skupinami, prˇ´ıpadneˇ porovnat s´ıteˇ vytvorˇene´ r˚uzny´mi zobrazovac´ımi modalitami.
Se srovna´n´ımi s´ıt´ı souvis´ı nutnost spra´vneˇ stanovit koresponduj´ıc´ı vrcholy.
S´ıteˇ funkcˇn´ı konektivity obsahuj´ı vy´razneˇ vysˇsˇ´ı pocˇet hran nezˇ graf reprezentuj´ıc´ı
anatomickou konektivitu, veˇdci se soucˇasneˇ snazˇ´ı popsat vztah teˇchto dvou s´ıt´ı a
objasnit tak skutecˇnou podstatu funkcˇn´ı konektivity (ktera´, jak bylo popsa´no v 2,
je cˇisteˇ pravdeˇpodobnostn´ım jevem). Podobnost teˇchto s´ıt´ı popisuje naprˇ´ıklad [47].
Shrnuj´ıc´ım cˇla´nkem zkouma´n´ı mozkove´ konektivity s vyuzˇit´ım grafovy´ch algoritmu˚
je [43] z roku 2012, ktery´ zd˚uraznˇuje prˇ´ınos vyuzˇit´ı multimoda´ln´ıho zobrazova´n´ı pro
lepsˇ´ı analy´zu dat.
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4 OD PARCELACE PO MATICI SOUSEDNOS-
TI
Pra´ce vyuzˇ´ıva´ poznatk˚u metod funkcˇn´ı konektivity, ktere´ jsou popsa´ny v resˇer-
sˇi v sekci 2.1. Je navrzˇen program, ktery´ na za´kladeˇ anatomicky´ch atlas˚u vytycˇ´ı
za´jmove´ oblasti a v kazˇde´ oblasti urcˇ´ı reprezentativn´ı signa´l, pote´ je spocˇtena za´vislost
mezi reprezentativn´ımi signa´ly. Jako prˇ´ıdavek je do pra´ce zahrnuto graficke´ zna´zorneˇn´ı
grafu konektivity a vy´pocˇet zvoleny´ch metrik teorie graf˚u, ktere´ umozˇn´ı snadno po-
psat rozsa´hly´ graf matice konektivity (viz 3). Obecny´ postup zna´zornˇuje blokove´
sche´ma 4.1.
Za´kladn´ım c´ılem te´to pra´ce je tvorba matice konektivity. Tato kapitola detailneˇ
popisuje jednotlive´ kroky vykona´vane´ k dosazˇen´ı c´ıle.
Obr. 4.1: Za´kladn´ı blokove´ sche´ma navrzˇene´ho softwaru, elipsy znacˇ´ı vy´stupy, boxy
operace.
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4.1 Parcelace
Pro tvorbu s´ıteˇ je zapotrˇeb´ı mı´t vybra´ny oblasti, ktere´ posle´ze budou reprezentova´ny
jako uzly grafu. Tyto oblasti mohou by´t vybra´ny v za´kladeˇ dveˇma zp˚usoby:
• vy´beˇr oblast´ı metodou korelace mezi vsˇemi voxely: samotna´ prahovana´ korelace
urcˇ´ı hledane´ oblasti, zˇa´dne´ expertn´ı znalosti nejsou nutne´ – viz na´sleduj´ıc´ı text.
• vy´beˇr oblast´ı na za´kladeˇ parcelace; tato metoda je da´le rozvinuta v cˇa´sti 4.1.2.
4.1.1 Vyhleda´va´n´ı
”
cluster˚u“ pomoc´ı korelac´ı
Tato metoda se nerˇad´ı do metod funkcˇn´ı konektivity, prˇesto je v pra´ci uvedena
jako mozˇna´ srovna´vac´ı, ktera´ vyuzˇ´ıva´ jiny´ zp˚usob parcelace nezˇ je navrzˇen touto
prac´ı. Jedna´ se o pocˇ´ıta´n´ı korelac´ı kazˇde´ho voxelu s kazˇdy´m – voxely jsou postupneˇ
uvazˇova´ny jako seed, pro ktery´ jsou urcˇova´ny korelace s ostatn´ımi voxely. Vy´sledky
jsou prahova´ny, vy´sledna´ mapa konektivity vsˇak prˇedstavuje pouze s´ıt’ vztahuj´ıc´ı se
k dane´mu seedu. Proto je trˇeba pocˇ´ıtat korelace i mezi vsˇemi pa´ry voxel˚u [71, 14].
Ke shlukova´n´ı voxel˚u se nejcˇasteˇji pouzˇ´ıva´ teorie graf˚u (viz [14]).
4.1.2 Parcelace pomoc´ı atlas˚u
Parcelace jizˇ vyzˇaduje konkre´tn´ı prˇedstavu uzˇivatele o tom, co chce zjiˇst’ovat. Tato
pra´ce bude umozˇnˇovat parcelaci podle anatomicky´ch atlas˚u, dalˇs´ım rozsˇ´ıˇren´ım je
parcelace podle libovolne´ masky, kterou si uzˇivatel sa´m dle svy´ch pozˇadavk˚u defi-
nuje. Vy´beˇr oblast´ı z anatomicke´ho atlasu v sobeˇ jizˇ od pocˇa´tku zahrnuje chybu,
jelikozˇ oblasti v atlasech byly stanoveny pouze statisticky, odpov´ıdaj´ı normalizo-
vane´mu mozku, pro konkre´tn´ı osoby tedy nemus´ı zcela odpov´ıdat skutecˇne´mu roz-
lozˇen´ı. Dle [61] je naprosto za´sadn´ı vy´beˇr spra´vny´ch oblast´ı, ze ktery´ch se urcˇuj´ı
reprezentativn´ı signa´ly. Nevhodneˇ zvolene´ oblasti nerespektuj´ıc´ı funkcˇn´ı segregaci
vedou k mylny´m za´veˇr˚um, [61] doporucˇuje velkou obezrˇetnost prˇi vy´beˇru oblast´ı
pomoc´ı anatomicky´ch atlas˚u.
Tato pra´ce vyuzˇ´ıva´ mozˇnosti vy´beˇru ze trˇech standardn´ıch anatomicky´ch atlas˚u
– AAL atlas, parcelace dle Brodmannovy´ch oblast´ı a parcelace na gyry. AAL atlas
rozdeˇluje mozek na 45 oblast´ı v kazˇde´ hemisfe´rˇe, respektuje hranice sulk˚u (urcˇene´
hluboky´mi zbra´zdeˇn´ımi povrchu mozku) [65]. Celkem tedy tento atlas urcˇuje 90
oblast´ı, s mozecˇkem celkem 116 – tato pra´ce vsˇak oblasti mozecˇku nevyuzˇ´ıva´. Ana-
tomicke´ pojmenova´n´ı oblast´ı je sepsa´no v prˇ´ıloha´ch – viz A.1.
Dalˇs´ı mozˇnost´ı je parcelace dle Brodmannovy´ch are´ı – bunˇky v oblasti se vy-
znacˇuj´ı podobnou cytoarchitektonickou organizac´ı a jsou funkcˇneˇ korelovane´ [21].
Pra´ce vyuzˇ´ıva´ rozdeˇlen´ı do 47 Brodmannovy´ch are´ı vyskytuj´ıc´ıch se v obou he-
misfe´ra´ch, celkem popisuje tedy 94 oblast´ı. Usporˇa´da´n´ı are´ı ukazuje obra´zek 4.2.
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Jeden z mozˇny´ch pouzˇ´ıvany´ch popis˚u Brodmannovy´ch oblast´ı shrnuje tabulka B.1,
prˇevzata z [11].
Obr. 4.2: Brodmannovy oblasti (prˇevzato z [11]).
Posledn´ı parcelacˇn´ı maskou, kterou tato pra´ce vyuzˇ´ıva´, je maska oblast´ı urcˇeny´ch
za´hyby a zvra´sneˇn´ımi povrchu mozku – gyry. Anatomicky´ popis masky ukazuje
tabulka C.1, prˇicˇemzˇ maska zahrnuje celkem 55 odliˇsny´ch oblast´ı, po rozdeˇlen´ı dle
hemisfe´r je tedy dostupny´ch 110 oblast´ı. Obra´zek 4.3 porovna´va´ prostrˇedn´ı rˇezy
parcelacˇn´ı masky AAL atlasu (72. rˇez z celkovy´ch 181), rozdeˇlen´ı na Brodmannovy
oblasti (72. rˇez ze 181) a na gyry (45. rˇez z 91). 12 vybrany´ch rˇez˚u kazˇde´ z teˇchto
trˇech parcelacˇn´ıch metod lze nale´zt v prˇ´ıloha´ch A.1, B.1, C.1.
Obr. 4.3: Srovna´n´ı prostrˇedn´ıho rˇezu masky AAL atlasu, masky Brodmannovy´ch
are´ı a masky deˇlen´ı dle gyr˚u.
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4.2 Reprezentativn´ı signa´l oblasti
V kazˇde´ oblasti je vybra´n reprezentativn´ı signa´l, ktery´ da´le vstupuje do grafu mı´sto
vsˇech voxel˚u oblasti. T´ımto signa´lem bude prvn´ı hlavn´ı komponenta PCA pocˇ´ıtana´
z matice korelac´ı vznikle´ z voxel˚u v oblasti (rovnice 2.1). Sourˇadnice tohoto signa´lu
jsou zvoleny experimenta´lneˇ, jsou to sourˇadnice bodu oblasti, ktery´ lezˇ´ı nejda´l od
okraje dane´ oblasti. Jelikozˇ nen´ı zarucˇena konvexnost u´tvaru, nen´ı vhodne´ jako
reprezentativn´ı volit pr˚umeˇrnou sourˇadnici. Testuje se take´ reprezentativn´ı signa´l
vznikly´ jako pr˚umeˇr vsˇech cˇasovy´ch signa´l˚u voxel˚u dane´ oblasti.
V za´veˇru zjiˇst’ova´n´ı konektivity mezi oblastmi je jizˇ nutne´ pouze tyto reprezen-
tativn´ı vzorky pouzˇ´ıt jako uzly, sestrojit graf a pomoc´ı zvolene´ metriky urcˇit vztahy
mezi uzly, tj. prˇeneseneˇ mezi oblastmi. Te´to problematice se veˇnuje kapitola 3.
4.3 Korelacˇn´ı matice
Vy´pocˇtem korelace mezi kazˇdy´mi dveˇma reprezentativn´ımi signa´ly lze z´ıskat ko-
relacˇn´ı matici. Klasicky´m je pouzˇit´ı Pearsonova korelacˇn´ıho koeficientu, cozˇ je para-
metricky´ typ vy´pocˇtu korelac´ı, tedy prˇedpokla´da´ norma´ln´ı (Gaussovsky rozlozˇena´)
data.
Dle [30] vsˇak bylo rozhodnuto, zˇe software prˇedstaveny´ touto prac´ı bude zahr-
novat take´ neparametrickou variantu vy´pocˇtu korelacˇn´ı matice, nebot’ data nejsou
zcela gaussovska´, takzvany´ Spearman˚uv korelacˇn´ı koeficient.
4.3.1 Pearson˚uv korelacˇn´ı koeficient
Tato forma vy´pocˇtu korelacˇn´ıch koeficient˚u vycha´z´ı z vy´pocˇtu kovariance mezi dveˇma
signa´ly x a y deˇlene´ soucˇinem jejich smeˇrodatny´ch odchylek [51],
r(x, y) =
∑n
i=1[(xi − E(x))(yi − E(y))]
σxσy
(4.1)
pro n odpov´ıdaj´ıc´ı pocˇtu vzork˚u signa´lu a E(x) strˇedn´ı hodnoteˇ. Vy´sledkem je rea´lne´
cˇ´ıslo v intervalu < −1; 1 >, kde za´porna´ hodnota znacˇ´ı negativn´ı korelaci (antiko-
relaci), kladna´ hodnota naopak pozitivn´ı korelaci. Jestlizˇe r(x, y) = 1, potom lze
rˇ´ıci, zˇe signa´ly jsou stejne´, shoduj´ı se v kazˇde´m vzorku, jestlizˇe r(x, y) = −1, pak
jsou si signa´ly navza´jem opacˇne´.
4.3.2 Spearman˚uv korelacˇn´ı koeficient
Spearman˚uv korelacˇn´ı koeficient je neparametricka´ metoda, nevyzˇaduje data s Gaus-
sovsky´m rozdeˇlen´ım. Od sve´ parametricke´ varianty se liˇs´ı pouze t´ım, zˇe hodnoty
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vzork˚u prˇepocˇ´ıta´va´ na porˇad´ı, da´le prova´d´ı stejny´ vy´pocˇet dle rovnice 4.1. Prˇepocˇet
na porˇad´ı se prova´d´ı serˇazen´ım vzork˚u signa´lu, urcˇen´ım porˇad´ı, prˇicˇemzˇ stejne´ hod-
noty vzork˚u maj´ı stejnou (pr˚umeˇrnou) hodnotu porˇad´ı, a zpeˇtny´m nahrazen´ım hod-
not vzorku signa´lu hodnotami porˇad´ı [51].
Interpretace je podobna´, hodnoty korelacˇn´ıho koeficientu opeˇt na´lezˇ´ı intervalu
< −1; 1 >. Je vsˇak nutne´ nevysveˇtlit hodnotu r(x, y) = 1 jako autokorelaci (nebo
u´plnou shodu signa´l˚u), protozˇe prˇevodem hodnot signa´l˚u na porˇad´ı se tato informace
ztra´c´ı.
4.4 Prahova´n´ı
Samotnou korelacˇn´ı matici lze jizˇ jako vy´stup z programu pouzˇ´ıt ke zkouma´n´ı konek-
tivity jednou ze standardn´ıch metod, pro tvorbu grafu je vsˇak vhodne´ ji prahovat,
aby n´ızke´ hodnoty korelace a negativn´ı korelace neprˇida´valy do grafu ma´lo vy´znamne´
nebo nezˇa´dane´ (v prˇ´ıpadeˇ negativn´ı korelace) veˇtve. Urcˇit prˇesnou hodnotu prahu
je problematicke´ a sta´le ota´zkou zkouma´n´ı [55], proto tato pra´ce nab´ız´ı uzˇivateli
neˇkolik mozˇnost´ı.
Za´rovenˇ s vy´pocˇtem korelacˇn´ı matice lze stanovit, ktere´ korelace jsou statis-
ticky vy´znamne´ (na dane´ hladineˇ vy´znamnosti). Tohoto je vyuzˇito pro vy´pocˇet do-
porucˇene´ prahove´ hodnoty. Jelikozˇ se vsˇak jedna´ o mnohona´sobne´ porovna´va´n´ı,
je tato hodnota korigova´na s vyuzˇit´ım Bonferroniho korekce. Ta upravuje vy´sledek
dle pocˇtu promeˇnny´ch, podobneˇ jako prˇi statisticke´ detekci aktivace zmı´neˇne´ v cˇa´sti
1.2.5. Touto metodou urcˇena´ doporucˇena´ prahova´ hodnota p je prahem pro abso-
lutn´ı prahova´n´ı, tedy pro r(i) < p : r(i) = 0, je-li r(i) ≥ p, pak tato hodnota
z˚usta´va´ nezmeˇneˇna. Dalˇs´ım logicky´m rozsˇ´ıˇren´ım je bina´rn´ı absolutn´ı prahova´n´ı,
kdy hodnoty nad prahem jsou nastaveny na jednicˇku. Software take´ nab´ız´ı takzvane´
proporciona´ln´ı prahova´n´ı, kdy hodnota p nerˇ´ıka´ nic o skutecˇne´ vy´sˇi prahu, ale
definuje procento hodnot, ktere´ se nahrad´ı nulou, zbytek je zachova´n. I k te´to vari-
anteˇ existuje bina´rn´ı verze, tedy zbytek (tj. (1−p)×100%) je nahrazen hodnotou
1. Doporucˇeny´ pra´h nen´ı smeˇrodatny´, uzˇivatel sa´m si mu˚zˇe zvolit svou vlastn´ı pra-
hovou hodnotu. Software je take´ pro r˚uzne´ prahove´ hodnoty testova´n. Rozd´ıly mezi
typy prahova´n´ı na prˇ´ıkladu ukazuje tabulka 4.1.
4.5 Matice sousednosti
Prahova´n´ım korelacˇn´ı matice vznika´ takzvana´ adjacency matrix, matice sousednosti.
Matice sousednosti je hlavn´ım vy´stupem te´to pra´ce, slouzˇ´ı jako hlavn´ı vstup do
algoritmu˚ teorie graf˚u, j´ımzˇ je veˇnova´na kapitola 3. Funkcˇn´ı konektivita na dany´ch
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Tab. 4.1: Uka´zka typ˚u prahova´n´ı na prˇ´ıkladeˇ pro p = 0, 5.
Korelacˇn´ı matice:
r =

0, 1 0, 6 0, 4 0, 9
0, 8 0, 7 0, 8 0, 5
0, 8 0, 6 0, 5 0, 5
0, 9 0, 7 0, 6 0, 3

Absolutn´ı prahova´n´ı Bina´rn´ı absolutn´ı prahova´n´ı
r =

0 0, 6 0 0, 9
0, 8 0, 7 0, 8 0, 5
0, 8 0, 6 0, 5 0, 5
0, 9 0, 7 0, 6 0
 r =

0 1 0 1
1 1 1 1
1 1 1 1
1 1 1 0

Proporciona´ln´ı prahova´n´ı Bina´rn´ı proporciona´ln´ı prahova´n´ı
r =

0 0 0 0, 9
0, 8 0, 7 0, 8 0
0, 8 0 0 0
0, 9 0, 7 0, 6 0
 r =

0 0 0 1
1 1 1 0
1 0 0 0
1 1 1 0

datech je tedy vyja´drˇena pra´veˇ jednou korelacˇn´ı matic´ı, vhodny´m prahova´n´ım je
prˇepocˇtena matice sousednosti. Pro vy´pocˇet korelacˇn´ı matice lze vyuzˇ´ıt r˚uzny´ch
parcelacˇn´ıch masek, r˚uzny´ch typ˚u vy´pocˇtu reprezentanta kazˇde´ parcelacˇn´ı oblasti,
samotnou korelacˇn´ı matici lze take´ spocˇ´ıtat r˚uzny´mi zp˚usoby, ktere´ berou v potaz
charakter (tj. normalitu) dat.
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5 KONCEPCE PROGRAMU
V ra´mci diplomove´ pra´ce je vytvorˇen software pro automatickou extrakci dat k ana-
ly´ze funkcˇn´ı konektivity vyuzˇ´ıvaj´ıc´ı princip˚u teorie graf˚u. Podstatny´mi prvky pro-
gramu jsou:
• nacˇten´ı dat
• vy´beˇr parcelacˇn´ı metody
• volba typu vy´pocˇtu reprezentanta
• vy´beˇr typu korelacˇn´ıho koeficientu
• vy´pocˇet korelacˇn´ı matice
• typ prahova´n´ı a vy´pocˇet matice sousednosti
• ulozˇen´ı dat
• vy´beˇr metrik popisu grafu, tvorba grafu
• vizualizace grafu
Program umozˇnˇuje pra´ci v graficke´m rozhran´ı, ale take´ pomoc´ı da´vkove´ho mo´du
pro zpracova´n´ı neˇkolika datovy´ch sad prˇi jednom spusˇteˇn´ı. Jednotlive´ podkapitoly
prˇedstavuj´ı d´ılcˇ´ı u´lohy realizace programu, souhrnny´ popis vsˇech funkc´ı je uveden
v prˇ´ıloze E.4, uzˇivatelsky´ manua´l v prˇ´ıloze E.
5.1 Spusˇteˇn´ı programu, vy´beˇr rezˇimu
Koncepce softwaru umozˇnˇuje uzˇivateli vybrat si ze dvou za´kladn´ıch mozˇnost´ı spusˇ-
teˇn´ı programu – pomoc´ı graficke´ho rozhran´ı a prˇes da´vkovy´ mo´d, prˇicˇemzˇ graficke´
rozhran´ı ma´ dveˇ verze – u´plnou a cˇa´stecˇnou, ktera´ umozˇn´ı prova´deˇt pouze kroky
na´sleduj´ıc´ı po vy´pocˇtu korelacˇn´ı matice.
5.1.1 Uzˇivatelske´ rozhran´ı
Verze 1
Tato verze umozˇn´ı vyzkousˇen´ı vsˇech mozˇnost´ı softwaru. Graficky´m rozhran´ım je
uzˇivatel prova´zen informacˇn´ı rˇa´dkou v horn´ı cˇa´sti a postupnou aktivac´ı jednotlivy´ch
mozˇnost´ı a tlacˇ´ıtek. Ve fina´ln´ı fa´zi mu˚zˇe vypadat toto rozhran´ı jako na obra´zku 5.1.
Graficke´ rozhran´ı bylo vytvorˇeno na za´kladeˇ softwaru [20].
Verze 2
Druha´ mozˇnost spust´ı uzˇivatelske´ rozhran´ı E.1, ktere´ prˇedpokla´da´, zˇe uzˇivatel ma´
jizˇ korelacˇn´ı matici spocˇtenou a ulozˇenou. Nastaven´ım cesty k te´to matici lze pote´
upravovat typy prahova´n´ı a hodnoty prah˚u pro dosazˇen´ı nejvhodneˇjˇs´ıho pocˇtu hran
v grafu. Tato mozˇnost je do softwaru zarˇazena, protozˇe vy´pocˇet korelacˇn´ı matice je
cˇasoveˇ nejna´rocˇneˇjˇs´ı a zbytecˇny´ opakovat, pokud je za´meˇrem pra´ce uzˇivatele pouze
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Obr. 5.1: Uka´zka graficke´ho rozhran´ı.
zobrazit graf k matici z´ıskane´ drˇ´ıve pomoc´ı tohoto programu (nebo v˚ubec matici
pocˇ´ıtat, pokud je z´ıska´na jiny´mi metodami).
5.1.2 Da´vkovy´ mo´d
Pra´ce v GUI je zdlouhava´ a pro hromadnou analy´zu teˇzˇko pouzˇitelna´. Proto software
zahrnuje take´ pra´ci v da´vkove´m mo´du, kde program nacˇ´ıta´ konfiguracˇn´ı soubor,
ktery´ obsahuje vsˇechny potrˇebne´ parametry. Na´zorny´ prˇ´ıklad podoby konfiguracˇn´ıho
souboru je uka´za´n v prˇ´ıloze F.
5.2 Nacˇten´ı dat
Vstupem do programu jsou soubory funkcˇn´ıch dat – je vyuzˇit takzvany´ NIfTI1for-
ma´t. Ten existuje ve dvou forma´ch – single-file s prˇ´ıponou .nii, nebo dual-file (2
soubory s prˇ´ıponami .hdr a .img). Jedna´ se o datovy´ forma´t pro ukla´da´n´ı me-
dic´ınsky´ch obrazovy´ch dat, nejcˇasteˇji vyuzˇ´ıvany´m v magneticke´ a funkcˇn´ı magne-
ticke´ rezonanci. Matice ulozˇena´ v NIfTI forma´tu se v MATLABu nacˇ´ıta´ prˇ´ıkazem
1z anglicke´ho Neuroimaging Informatics Technology Initiative
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a = spm vol(’adresa obra´zku.nii’), ve vy´stupn´ı promeˇnne´ typu struktura je mi-
mo jine´ ulozˇen na´zev souboru, dimenze (pocˇet nameˇrˇeny´ch voxel˚u v jednotlivy´ch
smeˇrech v porˇad´ı os x, y, z), transformacˇn´ı matice vznikla´ prˇi prˇedzpracova´n´ı a
popis dat. Samotnou matici hodnot lze ze struktury a z´ıskat prˇ´ıkazem spm read -
vols(a) [60, 12]. Oba prˇ´ıkazy vyuzˇ´ıvaj´ı funkc´ı SPM [4].
Akvizice dat
Software prˇedpokla´da´ prˇedzpracovana´, prˇ´ıpadneˇ filtrovana´ data. Testova´n´ı je
rˇesˇeno na datech z 1,5 T Siemens Symphony skeneru, z kazˇde´ session bylo z´ıska´no
300 funkcˇn´ıch sken˚u pomoc´ı GE EPI sekvence: TR = 3 ms, TE = 40 ms, FOV =
220 mm, flip angle = 90◦, rozliˇsen´ı ve vrstveˇ 64 × 64 px, tlousˇt’ka rˇezu 3,5 mm, 32
transverza´ln´ıch rˇez˚u na sken. Data byla pote´ normalizova´na na voxely o rozmeˇrech
3× 3× 3 mm [54].
Prˇevedeno do pocˇ´ıtacˇove´ praxe, vstupem do programu je 300 NIfTI soubor˚u v du-
a´ln´ı formeˇ (.img, .hdr), kazˇdy´ soubor prˇedstavuje 3D matici o rozmeˇru 53× 63×
46 vx. Data byla da´le filtrova´na s vyuzˇit´ım obecne´ho linea´rn´ıho modelu (bl´ızˇe popsa´n
v 1.2.5), ve ktere´m jsou jako regresory krom jiny´ch pouzˇity globa´ln´ı signa´l, signa´l
z komor a b´ıle´ hmoty (reprezentativn´ı signa´ly z´ıska´ny ze 4 pozic v mozku). Dle [70]
je velmi vy´hodne´ z dat filtrovat pra´veˇ globa´ln´ı signa´l, protozˇe jeho odstraneˇn´ım se
zvy´sˇ´ı specificita pozitivn´ıch korelac´ı. Filtrace vsˇak zana´sˇ´ı do dat falesˇne´ antikorelace.
Prˇ´ıklad sl´ıcova´n´ı funkcˇn´ıch sn´ımk˚u s parcelacˇn´ı maskou je zobrazen v prˇ´ıloze D.1.
5.3 Parcelace
Parcelace pomoc´ı anatomicky´ch atlas˚u pouzˇ´ıva´ softwarove´ho toolboxu WFU Pick
Atlas [45] a aplikace MRIcro. PickAtlas obsahuje zv´ıˇrec´ı atlasy a atlasy oblast´ı
lidske´ho mozku standardizovane´ho do Talairachova prostoru. PickAtlas rozdeˇluje
mozek dle lob˚u, hemisfe´r, gyr˚u, Brodmannovy´ch oblast´ı, atd. Pro na´vaznost tvorby
grafu pra´ce zahrnuje databa´zi deˇlen´ı dle gyr˚u (viz C.1). MRIcro obsahuje AAL ana-
tomicky´ atlas a atlas Brodmannovy´ch are´ı. Vyuzˇ´ıva´ rozdeˇlen´ı do 49 Brodmannovy´ch
are´ı vyskytuj´ıc´ıch se v obou hemisfe´ra´ch, z nichzˇ oblasti 12, 13, 14, 15, 16, 31 a 33
neobsahuj´ı zˇa´dny´ voxel, celkem popisuje tedy 82 oblast´ı. Maska obsahuje vsˇechny
Brodmannovy oblasti ulozˇene´ do NIfTI souboru o rozliˇsen´ı 181× 217× 181.
Software prˇedstaveny´ touto prac´ı obsahuje proceduru, ktera´ parcelacˇn´ı masky
prˇiprav´ı. Prˇed samotny´m spusˇteˇn´ım programu je zapotrˇeb´ı upravit masku a ulozˇit
informace o reprezentativn´ıch sourˇadnic´ıch oblasti. Vy´pocˇet teˇchto sourˇadnic nelze
prova´deˇt nalezen´ım pr˚umeˇrne´ hodnoty x, y a z ze sourˇadnic voxel˚u prˇ´ıslusˇej´ıc´ıch
dane´ oblasti, protozˇe v prˇ´ıpadeˇ nekonvexn´ı oblasti by tato sourˇadnice nena´lezˇela
oblasti. Proto jsou sourˇadnice pocˇ´ıta´ny pomoc´ı funkce bw dist. Ta najde voxely
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oblasti, jezˇ se nacha´zej´ı nejda´le od okraje oblasti. Z nich je vybra´n strˇedn´ı voxel –
ten je pote´ prohla´sˇen za reprezentativn´ı voxel oblasti.
Rˇesˇena je take´ situace
”
pra´zdny´ch“ oblast´ı, tj. oblast´ı, ktere´ neobsahuj´ı zˇa´dny´
voxel. Je to teoreticke´ opatrˇen´ı pro sˇpatneˇ navrzˇenou masku, nebo pro masku Brod-
mannovy´ch are´ı (BA). Jak je zna´mo, ne vsˇechny BA lze nale´zt u cˇloveˇka, proto
jsou neˇktere´ pra´zdne´. Pro jednodusˇsˇ´ı pra´ci s maticemi se vsˇak tyto pra´zdne´ oblasti
nacha´z´ı a odstranˇuj´ı se. Pro zpeˇtne´ urcˇen´ı oblasti je vytvorˇen transformacˇn´ı soubor,
ktery´ doka´zˇe zpeˇtneˇ prˇiˇradit signa´ly k p˚uvodn´ım cˇ´ısl˚um oblast´ı.
Samotna´ parcelace rˇesˇ´ı u´lohu l´ıcova´n´ı 3D matic o r˚uzny´ch rozmeˇrech. Maska
velka´ 181 × 217 × 181 vx obsahuje prˇes 7 milio´n˚u voxel˚u, jejichzˇ zpracova´n´ı je
cˇasoveˇ na´rocˇne´. Matice funkcˇn´ıch dat, ktera´ je mensˇ´ı, je proto prˇevedena do MNI
prostoru a da´le do
”
voxelove´ho“ prostoru masky. V neˇm jsou vyhleda´ny vsˇechny
voxely masky, ktere´ obsahuj´ı neˇjaka´ funkcˇn´ı data. Vy´sledkem jsou oblasti o dvou
stech voxelech stejneˇ jako oblasti o stopadesa´ti tis´ıci voxelech dle velikosti dane´
oblasti. Program obsahuje prˇedprˇipravene´ mezivy´stupy, jezˇ lze za splneˇn´ı jisty´ch
podmı´nek (viz manua´l E) pouzˇ´ıt a vy´pocˇet tak urychlit.
5.4 Korelacˇn´ı matice, matice sousednosti
Jakmile jsou data parcelovana´, uzˇivatel je vyb´ıdnut k neˇkolika vy´beˇr˚um vedouc´ıch
k vy´pocˇtu korelacˇn´ı matice. Na´sleduj´ıc´ı odstavce popisuj´ı tyto mozˇnosti vcˇetneˇ
prˇechodu od vy´pocˇtu korelacˇn´ı matice prˇes prahova´n´ı k matici sousednosti. Jako
prvn´ı jsou vsˇak data normalizova´na na strˇedn´ı hodnotu rovnou nule a jednotkovy´
rozptyl, take´ je z nich odstraneˇn linea´rn´ı trend.
5.4.1 Reprezentant, korelacˇn´ı koeficient
Jak bylo teoreticky nast´ıneˇno v kapitole 4, po uzˇivateli je vyzˇadova´no vybrat typ
vy´pocˇtu reprezentanta a korelacˇn´ıho koeficientu. V prˇ´ıpadeˇ vy´pocˇtu pomoc´ı 1. PCA
komponenty je zohledneˇn vy´beˇr korelacˇn´ıho koeficientu – jestlizˇe uzˇivatel vyzˇaduje
neparametricky´ vy´pocˇet korelacˇn´ı matice, je take´ neparametricky urcˇena korelacˇn´ı
matice vstupuj´ıc´ı do PCA. Software vyuzˇ´ıva´ vy´pocˇtu prvn´ı hlavn´ı komponenty po-
moc´ı prˇ´ıkaz˚u funkce spm regions.m [4]. Obra´zky 5.2, 5.3, 5.4 na´zorneˇ ukazuj´ı, jak
volba typu reprezentanta ovlivnˇuje podobu reprezentativn´ıho signa´lu. Grafy obsa-
huj´ı na´hodneˇ vybrany´ch 10 pr˚ubeˇh˚u z dane´ oblasti, prˇes ktere´ je prˇekreslen repre-
zentativn´ı signa´l. Obra´zek 5.4 srovna´va´ obeˇ pouzˇite´ metody, posledn´ı obra´zek 5.5
ukazuje, procˇ je nutne´ odstranit ze signa´l˚u drift – ukazuje tedy signa´ly bez odecˇten´ı
trendu a to, zˇe vypocˇteny´ reprezentant neodpov´ıda´ odchylka´m v signa´lech, ale mo-
nitoruje pouze trend.
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Obr. 5.2: Pr˚ubeˇhy signa´l˚u z oblasti, reprezentativn´ı signa´l urcˇeny´ jako prvn´ı PCA
komponenta.
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Obr. 5.3: Pr˚ubeˇhy signa´l˚u z oblasti, reprezentativn´ı signa´l urcˇeny´ jako pr˚umeˇr.
5.4.2 Korelacˇn´ı matice
Vy´pocˇet korelacˇn´ı matice vyuzˇ´ıva´ vzorce 4.1 implementovane´ho v MATLABu jako
funkce corrcoef(x). Z´ıska´va´ny jsou korelacˇn´ı koeficienty a p hodnota znacˇ´ıc´ı statis-
tickou vy´znamnost na dane´m prahu. Pra´h je urcˇen na 0,05, s Bonferroniho korekc´ı na
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Obr. 5.4: Srovna´n´ı reprezentativn´ıho signa´lu urcˇene´ho obeˇma metodami.
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Obr. 5.5: Pr˚ubeˇhy signa´l˚u z oblasti prˇed odstraneˇn´ım trendu, reprezentativn´ı signa´l
teˇchto neupraveny´ch signa´l˚u.
0.05
pocˇet oblast´i
. K dispozici je dle vy´beˇru i neparametricka´ metoda vy´pocˇtu, vy´sledkem je
cˇtvercova´ matice o pocˇtu rˇa´dk˚u (a sloupc˚u) rovne´m pocˇtu oblast´ı zvolene´ parcelacˇn´ı
masky. Pro vykreslen´ı je vhodne´ matici prˇeskla´dat tak, aby vy´znamne´ korelace lezˇely
pobl´ızˇ hlavn´ı diagona´ly, jak je uka´za´no na obra´zku 5.6.
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Obr. 5.6: Prˇeskla´dana´ korelacˇn´ı matice – vy´pocˇet pomoc´ı Pearsonova korelacˇn´ıho
koeficientu a A) 1. PCA komponenty, B) pr˚umeˇru jako reprezentativn´ı signa´l.
5.4.3 Prahova´n´ı, matice sousednosti
Prahova´n´ı korelacˇn´ı matice k dosazˇen´ı matice sousednosti bylo uka´za´no na prˇ´ıkladu
4.1, tato pra´ce pro prahova´n´ı vyuzˇ´ıva´ funkc´ı Brain Connectivity Toolboxu (BCT)
prˇedstavene´m v pra´ci [55]. BCT je sada funkc´ı v MATLABu pro pra´ci s grafy. Krom
vy´pocˇt˚u r˚uzny´ch metrik a topologi´ı tato sada obsahuje take´ funkce pro absolutn´ı a
proporciona´ln´ı prahova´n´ı. Ty byly pro tuto pra´ci jesˇteˇ rozsˇ´ıˇreny o bina´rn´ı alterna-
tivy. Pra´ce se zameˇrˇuje na prahova´n´ı r˚uzny´mi prahy a snazˇ´ı se naj´ıt optima´ln´ı pra´h.
Vy´sledky jsou diskutova´ny v kapitole 6.
5.5 Popis grafu, vizualizace vy´sledku
Vypocˇtenou matici sousednosti lze nazvat grafem a popsat ji pomoc´ı metrik. Uzˇivatel
si mu˚zˇe vybrat, pomoc´ı ktery´ch metrik graf chce popsat, mu˚zˇe take´ vytvorˇit na´hod-
nou s´ıt’, se kterou lze na´sledneˇ zkoumanou s´ıt’ srovna´vat. Problematicke´ je hodnocen´ı
va´hovany´ch s´ıt´ı, na´vrhy na rˇesˇen´ı prˇedkla´da´ [56], ktery´ t´ımto rozsˇiˇruje knihovnu
funkc´ı na´stroje Brain Connectivity Toolbox [55]. Pra´ce vyuzˇ´ıva´ neˇktery´ch z funkc´ı
BCT, popisovane´ metriky byly zmı´neˇny jizˇ v kapitole 3 a za´lezˇ´ı pouze na uzˇivateli,
ktere´ metriky bude cht´ıt spocˇ´ıtat.
5.5.1 Verze Gephi
Za´kladn´ı vizualizace s´ıteˇ vyuzˇ´ıva´ volneˇ dostupne´ho programu Gephi [5], ktery´ obsa-
huje na´stroje pro vy´pocˇty metrik a pra´ci s grafem. Vstupem do neˇj je matice soused-
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nosti ve forma´tu .gml – ma´ podobnou strukturu jako XML soubor, prˇ´ıklad je zob-
razen v prˇ´ıloze H. Jedn´ım z mozˇny´ch graf˚u, ktere´ lze v Gephi sestrojit, je uka´za´n na
obra´zku 5.7, vy´sledky se da´le zaby´va´ kapitola 6, postup pro pra´ci v Gephi je sepsa´n
v prˇ´ıloze E.5. Hlavn´ı nevy´hodou vizualizace graf˚u v tomto na´stroji je v prˇ´ıpadeˇ
neuroveˇd nemozˇnost zasadit graf do prostoru, tedy prˇideˇlit uzl˚um sourˇadnice.
Obr. 5.7: Graf konektivity pro AAL atlas, Pearson˚uv korelacˇn´ı koeficient, 1. PCA
komponentu jako reprezentanta, pra´h = 0,5, barevneˇ odliˇseny moduly.
5.5.2 Verze Connectome Viewer
Zobrazen´ı grafu v prostoru mozku, ktere´ neumozˇnˇuje Gephi, lze u´speˇsˇneˇ prove´st
syste´mem Connectome Viewer – na Pythonu zalozˇene´m na´stroji pro analy´zu a vizu-
alizaci komplexn´ıch neura´ln´ıch s´ıt´ı [22]. Navrzˇena´ pra´ce tento vizualizacˇn´ı software
pouzˇ´ıva´ jen okrajoveˇ, a to s vyuzˇit´ım na´stroje vytvorˇene´m na Fakulteˇ informatiky
MU. Nevy´hodou Connectome Vieweru je totizˇ jeho funkcˇnost pouze s operacˇn´ım
syste´mem Linux a specificky´m vstupn´ım forma´tem dat – cff, connectome file for-
mat. Ten obsahuje neˇkolik prvk˚u: segmentovany´ povrch mozku, matici sˇede´ k˚ury,
masky oblast´ı, matici sousednosti, pozice vrchol˚u grafu, vypocˇtene´ metriky a dalˇs´ı.
Pro interpretaci vy´sledk˚u je tato vizualizace velmi vy´hodna´, pra´ce vsˇak nema´ takovy´
rozsah, aby pojmula detailneˇji vyuzˇit´ı Connectome Vieweru.
Na´stroj FI MU .cff forma´t vytva´rˇ´ı s vyuzˇit´ım Nypipe [25]. Nypipe je na´stroj,
ktery´ spojuje d´ılcˇ´ı programy, funkce cˇi soubory, jejichzˇ vstupy a vy´stupy jsou hetero-
genn´ı stejneˇ jako programovac´ı prostrˇed´ı, ve ktere´m byly vytvorˇeny. Projekt Nypipe
poskytuje jednotne´ rozhran´ı a spojuje jednodusˇe nespojitelne´ cˇa´sti, umozˇnˇuje take´
paraleln´ı zpracova´n´ı a opakovane´ vy´pocˇty s r˚uzny´mi vstupy. Pr˚ubeˇh zpracova´n´ı uka-
zuje obra´zek 5.8 prˇevzaty´ z manua´lu Nipype [50]. Prˇedpokla´dane´ graficke´ vy´stupy
z Connectome Vieweru jsou uka´za´ny na obra´zku 5.9.
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Obr. 5.8: Uka´zka pracovn´ıho prostrˇed´ı a funkcˇnosti na´stroje Nipype.
Obr. 5.9: Prˇedpokla´dane´ vy´stupy funkcˇn´ı s´ıteˇ vizualizovane´ v na´stroji Connectome
Viewer [22].
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6 TESTOVA´NI´ SOFTWARU, VY´SLEDKY
Pra´ce pracuje s daty nasn´ımany´mi ve Fakultn´ı nemocnici u svate´ Anny v Brneˇ,
prˇeva´zˇneˇ jsou pouzˇita data od zdravy´ch jedinc˚u. Navrzˇeny´ software pomoc´ı zvo-
leny´ch vstup˚u a parametr˚u pocˇ´ıta´ korelacˇn´ı matici; veˇtsˇina vy´sledk˚u pocha´z´ı z dat
jednoho jedince. Pro tohoto jedince byly spocˇteny korelacˇn´ı matice s vyuzˇit´ım 3 typ˚u
atlas˚u, pro kazˇdy´ atlas byly vyuzˇity oba korelacˇn´ı koeficienty a oba typy vy´pocˇtu
reprezentativn´ıho signa´lu. Vykreslene´ korelacˇn´ı matice po parcelaci AAL atlasem
ukazuj´ı obra´zky 6.1, 6.2, 6.3 a 6.4. Obra´zky I.1 azˇ I.4 vykresluj´ı korelacˇn´ı matice
po parcelaci dle Brodmannovy´ch are´ı, matice po parcelaci dle gyr˚u jsou vykresleny
na obra´zc´ıch I.5 azˇ I.8. Kazˇdy´ obra´zek ukazuje dveˇ matice – vlevo matici p˚uvodn´ı,
vpravo matici prˇeskla´danou podle mı´ry korelace.
AAL atlas, pearson, PCA
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Obr. 6.1: AAL atlas, pearson˚uv korelacˇn´ı koeficient, typ reprezentanta: PCA
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Obr. 6.2: AAL atlas, pearson˚uv korelacˇn´ı koeficient, typ reprezentanta: pr˚umeˇr
Na pohled jsou patrne´ rozd´ıly mezi jednotlivy´mi maticemi. Jak lze prˇedpokla´dat
z definic parametricke´ a neparametricke´ varianty korelacˇn´ıch koeficient˚u, Spear-
man˚uv koeficient je me´neˇ specificky´, st´ıra´ vy´razne´ rozd´ıly v datech, korelacˇn´ı matice
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AAL atlas, spearman, PCA
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Obr. 6.3: AAL atlas, spearman˚uv korelacˇn´ı koeficient, typ reprezentanta: PCA
AAL atlas, spearman, prumer
 
 
10 20 30 40 50 60 70 80 90
10
20
30
40
50
60
70
80
90
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1 AAL atlas, spearman, prumer
 
 
10 20 30 40 50 60 70 80 90
10
20
30
40
50
60
70
80
90
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Obr. 6.4: AAL atlas, spearman˚uv korelacˇn´ı koeficient, typ reprezentanta: pr˚umeˇr
tedy vykazuje vysˇsˇ´ı procento vy´razneˇ pozitivn´ıch korelac´ı. Typ reprezentativn´ıho
signa´lu je take´ rozhoduj´ıc´ı – signa´l prvn´ı hlavn´ı komponenty je citliveˇjˇs´ı, doka´zˇe
le´pe vystihovat vy´chylky v datech a odliˇsit je oproti sˇumu.
Co se ty´cˇe porovna´va´n´ı r˚uzny´ch atlas˚u k parcelaci, i tady lze pozorovat rozd´ıly
v korelacˇn´ı matici. Z vizua´ln´ıho porovna´n´ı nen´ı mozˇno rozhodnout, ktera´ parcelacˇn´ı
maska je lepsˇ´ı, toto se posuzuje azˇ statisticky´m zpracova´n´ım, ktere´ nen´ı soucˇa´st´ı te´to
pra´ce. Dle [66] by se vsˇak meˇlo doj´ıt k za´veˇru, zˇe pouzˇit´ım jine´ho atlasu se meˇn´ı to-
pologie s´ıteˇ. To lze kvantitativneˇ porovnat t-testem (korigovany´m na mnohona´sobne´
porovna´va´n´ı) mezi jednotlivy´mi parametry grafu – naprˇ´ıklad mezi shlukovac´ımi koe-
ficienty, charakteristickou de´lkou cesty, loka´ln´ı a globa´ln´ı efektivitou.
Pro porovna´n´ı atlas˚u s jiny´m pocˇtem oblast´ı je vhodne´ porovna´vat matice sou-
sednosti, a tedy nutne´ spra´vneˇ zvolit pra´h, proto se v te´to pra´ci zkouma´ v´ıce prah˚u.
[66] ukazuje vy´sledky podobne´ho vy´zkumu, jaky´m se zaby´va´ tato pra´ce, a tvrd´ı, zˇe
vy´beˇr jake´hokoli atlasu zachova´ small world a power low1 vlastnosti. Meˇn´ı se vsˇak
1veˇtsˇina uzl˚u ma´ maly´ stupenˇ, neˇkolik uzl˚u je velke´ho stupneˇ – uzly s velky´m stupneˇm maj´ı
tendenci sv˚uj stupenˇ zvysˇovat
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(a) p = 0, 1, AAL (b) p = 0, 1, BA (c) p = 0, 1, gyry
Obr. 6.5: Absolutn´ı bina´rn´ı prahova´n´ı, pearson, PCA, srovna´n´ı typ˚u parcelace.
(a) p = 0, 3, AAL (b) p = 0, 3, BA (c) p = 0, 3, gyry
Obr. 6.6: Absolutn´ı bina´rn´ı prahova´n´ı, pearson, PCA, srovna´n´ı typ˚u parcelace.
globa´ln´ı a loka´ln´ı topologicke´ parametry (metriky) – meziatlasove´ rozd´ıly v C (shlu-
kovac´ı koeficient), L (charakteristicka´ de´lka cesty) a E (efektivita) – takzˇe vy´sledna´
s´ıt’ je za´visla´ na typu parcelace.
Statisticke´ srovna´va´n´ı vy´sledk˚u je na´pln´ı dalˇs´ıch zkouma´n´ı, zde jsou pouze gra-
ficky uka´za´ny d˚usledky volby prahu na tvar grafu – obra´zky 6.5 azˇ 6.9. Z obra´zk˚u
je patrno, zˇe vy´beˇr parcelacˇn´ı metody ovlivnˇuje vy´sledny´ pocˇet a velikost shluk˚u
bl´ızky´ch uzl˚u. Pro atlas AAL byly vypocˇteny take´ metriky popisuj´ıc´ı graf pro r˚uzne´
u´rovneˇ prahu, tyto vy´sledky ukazuj´ı tabulky I.1 azˇ I.4 pro absolutn´ı bina´rn´ı pra-
hova´n´ı, tabulka I.5 ukazuje vy´sledky pro bina´rn´ı proporciona´ln´ı prahova´n´ı.
Co se ty´cˇe pra´veˇ typ˚u prahova´n´ı, prozkouma´ny byly vsˇechny cˇtyrˇi varianty. U
nebina´rn´ıch variant lze hodnotit va´hovany´ stupenˇ uzlu oproti bina´rn´ım, nen´ı vsˇak
umozˇneˇno pocˇ´ıtat modularitu. Na vy´sledc´ıch bylo oveˇrˇeno, zˇe proporciona´ln´ı pra-
hova´n´ı vytva´rˇ´ı stejny´ pocˇet hran grafu pro dany´ pra´h bez ohledu na to, jaky´ byl
pouzˇit typ korelace a typ reprezentanta. Toto je logicky´ prˇedpoklad, jelikozˇ propor-
ciona´ln´ı metoda prahuje dle procentua´ln´ıho zastoupen´ı hodnot, a to, zˇe byl oveˇrˇen,
mu˚zˇe sveˇdcˇit o urcˇite´ spra´vnosti navrzˇene´ho softwaru.
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(a) p = 0, 5, AAL (b) p = 0, 5, BA (c) p = 0, 5, gyry
Obr. 6.7: Absolutn´ı bina´rn´ı prahova´n´ı, pearson, PCA, srovna´n´ı typ˚u parcelace.
(a) p = 0, 7, AAL (b) p = 0, 7, BA (c) p = 0, 7, gyry
Obr. 6.8: Absolutn´ı bina´rn´ı prahova´n´ı, pearson, PCA, srovna´n´ı typ˚u parcelace.
(a) p = 0, 9, AAL (b) p = 0, 9, BA (c) p = 0, 9, gyry
Obr. 6.9: Absolutn´ı bina´rn´ı prahova´n´ı, pearson, PCA, srovna´n´ı typ˚u parcelace.
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7 DISKUZE, ROZSˇI´RˇENI´ PRA´CE
Software navrzˇeny´ touto prac´ı prima´rneˇ vytva´rˇ´ı korelacˇn´ı matici, sˇirsˇ´ım c´ılem je
vsˇak vytvorˇen´ı na´stroje pro hodnocen´ı matice konektivity s vyuzˇit´ım teorie graf˚u
a na´slednou vizualizaci. Jak bylo zmı´neˇno v 3.3, vhodneˇjˇs´ı nezˇ analyzovat data
samostatneˇ je porovna´vat nemocne´ pacienty oproti zdravy´m kontrola´m. Toto se
take´ aktua´lneˇ pomoc´ı tohoto softwaru zacˇ´ına´ realizovat. Zkoumaj´ı se prˇedevsˇ´ım
data parkinsonik˚u, alzheimerik˚u a schizofrenik˚u. Na´sleduj´ıc´ı odstavce uva´deˇj´ı dalˇs´ı
mozˇnosti a znalosti zkouma´n´ı mozkove´ konektivity, ktere´ by byly zaj´ımave´ k rˇesˇen´ı.
Zmeˇny s´ıteˇ u schizofrenik˚u
Schizofrenie se projevuje poruchou konektivity, d˚ulezˇite´ huby jsou vyrˇazeny,
mu˚zˇe se take´ projevovat hyperkonektivita DMN (Default mode network) a abnor-
ma´ln´ı interakce mezi oblastmi – toto bylo mozˇne´ zjistit d´ıky fMRI sledova´n´ı Defualt
mode s´ıteˇ. Pomoc´ı teorie graf˚u bylo zjiˇsteˇno, zˇe schizofrenie snizˇuje vlastnost male´ho
sveˇta a snizˇuje modularitu – tyto za´veˇry a medic´ınske´ znalosti obsahuje pra´ce [38].
Shrnuj´ıc´ım cˇla´nkem o zkouma´n´ı schizofrenie pomoc´ı seed based (tj. seed korelacˇn´ı)
analy´zy, ICA a teorie graf˚u je [72].
Parcelacˇn´ı metody
Cˇla´nek [16] popisuje parcelacˇn´ı metody zalozˇene´ na datech samotny´ch – data-
driven analysis. Hleda´n´ı oblast´ı za´jmu (ROI) specificky´ch pro kazˇdy´ subjekt cˇasto
vyuzˇ´ıva´ ICA, shlukovac´ı algoritmy, seed korelacˇn´ı analy´zu a meˇlo by ve´st k prˇesneˇj-
sˇ´ımu rozdeˇlen´ı, t´ım i prˇesneˇjˇs´ımu vy´pocˇtu reprezentativn´ıho signa´lu.
Naopak [44] prezentuje metodu, ktera´ nevyzˇaduje parcelaci – je zalozˇena´ na
pocˇ´ıta´n´ı eigenvector centrality. Vzhledem k jednoduchosti vy´pocˇtu je metoda vhodna´
pro pouzˇit´ı na vsˇech funkcˇn´ıch voxelech, a nevyzˇaduje tak od uzˇivatele zada´n´ı
zˇa´dny´ch parametr˚u vy´pocˇtu, cozˇ je povazˇova´no za vy´hodu. Nevy´hodou je veˇtsˇ´ı
vy´pocˇetn´ı na´rocˇnost.
Korelace
[30] srovna´va´ typy korelac´ı, krom Pearsonova a Spearmanova korelacˇn´ıho koefi-
cientu by bylo vhodne´ vyzkousˇet i hodnocen´ı vza´jemne´ informace. Na filtrovany´ch
a nefiltrovany´ch datech by tak bylo mozˇne´ oveˇrˇit, zda je parametricka´ metoda
dostacˇuj´ıc´ı.
Dalˇs´ı metriky a topologie popisuj´ıc´ı graf
Tato pra´ce obsahuje pouze za´kladn´ı metriky popisuj´ıc´ı topologie grafu, vhodny´m,
ne-li nutny´m krokem, bude seznam metrik rozsˇ´ıˇrit. V posledn´ıch letech se ve cˇla´nc´ıch
veˇnovany´ch neura´ln´ım s´ıt´ım zacˇ´ına´ objevovat zkouma´n´ı rich club topologie – uzly
vy´znamne´ v s´ıti, takzvane´ huby, ktere´ maj´ı vysoke´ stupneˇ uzlu, maj´ı tendenci se
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cˇasteˇji propojovat s jiny´mi uzly o vysˇsˇ´ım stupni. Neplat´ı vsˇak, zˇe uzly s n´ızky´m
stupneˇm jsou stejneˇ husteˇ propojeny [28]. Bylo proka´za´no zapojen´ı 12 oblast´ı z obou
hemisfe´r do tohoto
”
klubu bohaty´ch“, mimo jine´ precuneus, cortex frontalis super-
ior a parietalis superior, subkortika´ln´ı hippocampus, putamen a thalamus. Vy´znam
te´to topologie je teprve diskutova´n a zkouma´ se prˇedevsˇ´ım v souvislosti s funkcˇn´ı
integrac´ı.
Da´le by bylo zaj´ımave´ se zaby´vat aplikac´ı cˇasoveˇ promeˇnny´ch s´ıt´ı do neuroveˇd.
Pro analy´zu socia´ln´ıch s´ıt´ı byly promeˇnne´ s´ıteˇ pouzˇity v [57], doposud vsˇak pravdeˇ-
podobneˇ nen´ı publikova´n zˇa´dny´ cˇla´nek o vyuzˇit´ı cˇasoveˇ promeˇnny´ch graf˚u v neura´l-
n´ıch s´ıt´ıch.
Dalˇs´ı prˇ´ıstupy ke zkouma´n´ı konektivity
Novy´m prˇ´ıstupem ke zkouma´n´ı konektivity publikovany´m v roce 2010 v [73] je
takzvana´ statistika na s´ıt´ıch (Network-based statistic, NBS). Cˇla´nek je doprova´zen
softwarovy´m bal´ıkem. NBS vyuzˇ´ıva´ korekci prahova´n´ı, definova´n´ı kontrast˚u a vy´pocˇ-
tu obecne´ho linea´rn´ıho modelu. Na za´kladeˇ korelacˇn´ı matice pote´ software doka´zˇe
zobrazit 3D graf konektivity.
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8 ZA´VEˇR
Tato diplomova´ pra´ce se veˇnuje zkouma´n´ı mozkove´ konektivity na datech funkcˇn´ı
magneticke´ rezonance. Teoreticky nastinˇuje mozˇnosti vyuzˇit´ı teorie graf˚u pro ne-
orientovanou s´ıt’, ktera´ popisuje funkcˇn´ı konektivitu, resˇersˇi na´sledneˇ da´le rozv´ıj´ı
a prˇedstavuje software, ktery´ tuto pra´ci doprova´z´ı. Smyslem pra´ce bylo vytvorˇit
softwarovy´ na´stoj, ktery´ bude umozˇnˇovat automatickou extrakci matice konekti-
vity z funkcˇn´ıch dat. Prˇedpokla´da´ se vyuzˇ´ıva´n´ı softwaru prˇedevsˇ´ım ve vy´zkumu a
studova´n´ı
”
resting-state“ s´ıt´ı.
Vsˇechny body zada´n´ı pra´ce byly prostudova´ny a popsa´ny; prvn´ı kapitola pra´ce
seznamuje cˇtena´rˇe se za´klady magneticke´ a funkcˇn´ı magneticke´ rezonance, posky-
tuje prˇedstavu o designu experimentu a na´sledne´ pra´ci s meˇrˇeny´mi daty – tj. prˇed-
zpracova´n´ı a prˇ´ıpadne´ statisticke´ detekci aktivn´ıch oblast´ı. Kapitola 2 jizˇ prˇiblizˇuje
postupy a c´ıle pra´ce a obsahuje rozbor metod funkcˇn´ı konektivity. Takte´zˇ seznamuje
s resting-state daty, na ktery´ch byl navrzˇeny´ software testova´n. Na´sledna´ kapitola
uva´d´ı cˇtena´rˇe do teorie graf˚u a jej´ıho vyuzˇit´ı v neura´ln´ıch s´ıt´ıch, seznamuje s meto-
dami popisu s´ıteˇ a hodnocen´ı jej´ı topologie.
Druha´ cˇa´st pra´ce poskytuje na´hled na samotnou realizaci softwaru, popisuje
vsˇechny podstatne´ kroky – parcelaci dat dle anatomicke´ho atlasu, vy´pocˇet reprezen-
tativn´ıho signa´lu a korelacˇn´ı matice. Software zahrnuje vy´beˇr ze trˇech za´kladn´ıch
anatomicky´ch atlas˚u a dvou typ˚u vy´pocˇtu reprezentanta, uzˇivatel take´ mu˚zˇe volit
mezi dveˇma typy korelacˇn´ıch koeficient˚u. Hlavn´ım vy´stupem navrzˇene´ho programu
je matice konektivity v podobeˇ matice sousednosti, kterou lze z korelacˇn´ı matice
z´ıskat volbou hodnoty prahu pro jeden ze cˇtyrˇ typ˚u prahova´n´ı.
Nad ra´mec zada´n´ı pra´ce software zahrnuje take´ za´kladn´ı vizualizaci a export do
na´stroje Gephi, ktery´ se v praxi pro hodnocen´ı grafu velmi cˇasto vyuzˇ´ıva´. Vy´sledne´
grafy zobrazene´ v Gephi vsˇak nezachycuj´ı topologii uzl˚u, jsou tedy interpretovatelne´
velmi obt´ızˇneˇ. Da´le jsou v softwaru zahrnuty vy´pocˇty za´kladn´ıch metrik popisuj´ıc´ı
topologii grafu.
Software je realizova´n v da´vkove´m rezˇimu i graficke´m rozhran´ı, pro zjednodusˇen´ı
a urychlen´ı pra´ce je uzˇivateli k dispozici take´ verze graficke´ho rozhran´ı od bodu
nacˇten´ı korelacˇn´ı matice. Jelikozˇ nebylo v cˇasovy´ch mozˇnostech pra´ce stihnout udeˇlat
statisticke´ zhodnocen´ı vy´sledk˚u, nen´ı zcela jasne´, zda je software navrzˇen nezchybneˇ
a s dostacˇuj´ıc´ı citlivost´ı metod na zkoumana´ data. Jisty´ prˇehled o spra´vnosti soft-
waru poskytne vizualizace v Connectome Vieweru, ktera´ vsˇak jizˇ do rozsahu pra´ce
nezapada´.
Z vy´sledk˚u testova´n´ı softwaru vyply´va´ doporucˇen´ı pro nastaven´ı mozˇnost´ı, ktere´
software obsahuje: pro vy´pocˇet reprezentativn´ıho signa´lu je zˇa´douc´ı volit prvn´ı
hlavn´ı komponentu oproti pr˚umeˇru, jelikozˇ ta le´pe vystihuje data (vysveˇtluje nejveˇtsˇ´ı
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variabilitu). Jelikozˇ funkcˇn´ı data maj´ı te´meˇrˇ gaussovske´ rozlozˇen´ı, Pearson˚uv ko-
relacˇn´ı koeficient je pro vy´pocˇet korelace vhodneˇjˇs´ı, protozˇe nest´ıra´ rozd´ıly mezi
funkcˇn´ımi hodnotami z voxel˚u. Co se ty´cˇe typu prahova´n´ı a hodnoty prahu, za´vis´ı
jizˇ na uzˇivateli, jakou u´rovenˇ velikosti shluk˚u chce pozorovat, pro lepsˇ´ı interpetaci
se doporucˇuje bina´rn´ı prahova´n´ı. Vhodny´ typ parcelacˇn´ı masky ani vy´sˇi prahu tato
diplomova´ pra´ce zˇa´dne´ konkre´tn´ı nedoporucˇuje, protozˇe by bylo nutne´ je statisticky
urcˇit, cozˇ nebylo c´ılem.
Vy´pocˇetn´ı cˇas beˇhu softwaru lze hodnotit v rˇa´du neˇkolika minut v za´vislosti na
prˇ´ıstroji a datech. Pokud uzˇivatel vyuzˇ´ıva´ jedne´ z prˇipraveny´ch parcelacˇn´ıch masek a
akvizice funkcˇn´ıch dat je stejna´ jako pro testovana´ data, cˇasova´ na´rocˇnost je vy´razneˇ
nizˇsˇ´ı. Jelikozˇ je vsˇak software testova´n na datech pacient˚u z nemocnice, ktera´ nelze
volneˇ sˇ´ıˇrit, prˇilozˇeny´ software zˇa´dne´ testovac´ı datove´ sady neobsahuje.
Tato diplomova´ pra´ce vznikla ve spolupra´ci s U´stavem biomedic´ınske´ho inzˇeny´r-
stv´ı, FEKT, VUT v Brneˇ, sekce Molekula´rn´ıho a funkcˇn´ıho neurozobrazova´n´ı pro
Vy´zkum mozku a lidske´ mysli, CEITEC, MU a Fakulty Informatiky Masarykovy
Univerzity, Brno.
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SEZNAM SYMBOLU˚, VELICˇIN A ZKRATEK
BOLD za´visly´ na mı´ˇre okyslicˇen´ı krve
DCM dynamicke´ kauza´ln´ı modelova´n´ı
EEG elektroencefalografie
EKG elektrokardiografie
fMRI funkcˇn´ı magneticka´ rezonance
HRF hemodynamicka´ odezva
ICA Analy´za neza´visly´ch komponent
MEG magnetoencefalografie
MRI magneticka´ rezonance
PET pozitronova´ emisn´ı tomografie
PCA Analy´za hlavn´ıch komponent
px pixel
ROI oblast za´jmu – z anglicke´ho Region Of Interest
SNR pomeˇr signa´lu a sˇumu – z anglicke´ho Signal to Noise Ratio
SPECT jednofotonova´ emisn´ı pocˇ´ıtacˇova´ tomografie
SPM a) Statistical Parametric Mapping – toolbox Matlabu pro pra´ci s daty
z funkcˇn´ıch modalit
b) metoda, ktera´ vytva´rˇ´ı pomoc´ı jednorozmeˇrne´ statistiky statisticke´
parametricke´ mapy
SVD z anglicke´ho Singular Value Decomposition
vx voxel
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A AAL ATLAS
Tab. A.1: AAL atlas – anatomicke´ cˇleneˇn´ı oblast´ı.
ID popis ID popis
1 Precentral (L) 2 Precentral (R)
3 Frontal Sup (L) 4 Frontal Sup (R)
5 Frontal Sup Orb (L) 6 Frontal Sup Orb (R)
7 Frontal Mid (L) 8 Frontal Mid (R)
9 Frontal Mid Orb (L) 10 Frontal Mid Orb (R)
11 Frontal Inf Oper (L) 12 Frontal Inf Oper (R)
13 Frontal Inf Tri (L) 14 Frontal Inf Tri (R)
15 Frontal Inf Orb (L) 16 Frontal Inf Orb (R)
17 Rolandic Oper (L) 18 Rolandic Oper (R)
19 Supp Motor Area (L) 20 Supp Motor Area (R)
21 Olfactory (L) 22 Olfactory (R)
23 Frontal Sup Medial (L) 24 Frontal Sup Medial (R)
25 Frontal Mid Orb (L) 26 Frontal Mid Orb (R)
27 Rectus (L) 28 Rectus (R)
29 Insula (L) 30 Insula (R)
31 Cingulum Ant (L) 32 Cingulum Ant (R)
33 Cingulum Mid (L) 34 Cingulum Mid (R)
35 Cingulum Post (L) 36 Cingulum Post (R)
37 Hippocampus (L) 38 Hippocampus (R)
39 ParaHippocampal (L) 40 ParaHippocampal (R)
41 Amygdala (L) 42 Amygdala (R)
43 Calcarine (L) 44 Calcarine (R)
45 Cuneus (L) 46 Cuneus (R)
47 Lingual (L) 48 Lingual (R)
(pokracˇova´n´ı na dalˇs´ı stra´nce)
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(pokracˇova´n´ı popisu anatomicke´ho cˇleneˇn´ı AAL atlasu)
ID popis ID popis
49 Occipital Sup (L) 50 Occipital Sup (R)
51 Occipital Mid (L) 52 Occipital Mid (R)
53 Occipital Inf (L) 54 Occipital Inf (R)
55 Fusiform (L) 56 Fusiform (R)
57 Postcentral (L) 58 Postcentral (R)
59 Parietal Sup (L) 60 Parietal Sup (R)
61 Parietal Inf (L) 62 Parietal Inf (R)
63 SupraMarginal (L) 64 SupraMarginal (R)
65 Angular (L) 66 Angular (R)
67 Precuneus (L) 68 Precuneus (R)
69 Paracentral Lobule (L) 70 Paracentral Lobule (R)
71 Caudate (L) 72 Caudate (R)
73 Putamen (L) 74 Putamen (R)
75 Pallidum (L) 76 Pallidum (R)
77 Thalamus (L) 78 Thalamus (R)
79 Heschl (L) 80 Heschl (R)
81 Temporal Sup (L) 82 Temporal Sup (R)
83 Temporal Pole Sup (L) 84 Temporal Pole Sup (R)
85 Temporal Mid (L) 86 Temporal Mid (R)
87 Temporal Pole Mid (L) 88 Temporal Pole Mid (R)
89 Temporal Inf (L) 90 Temporal Inf (R)
Konec tabulky
65
Obr. A.1: Vy´beˇr 12 rˇez˚u masky deˇlen´ı dle AAL atlasu.
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B BRODMANNOVY OBLASTI
Tab. B.1: Anatomicke´ cˇleneˇn´ı na Brodmannovy oblasti.
ID popis
1 – 3 Intermediate, caudal, and rostral postcentral (Primary Somatosen-
sory Cortex)
4 Gigantopyramidal (Primary Motor Cortex)
5 Preparietal (Somatosensory Association Cortex)
6 Agranular frontal (Premotor cortex and Supplementary Motor Cor-
tex)
7 Superior parietal (Somatosensory Association Cortex)
8 Intermediate frontal (includes Frontal eye fields)
9 Granular frontal (Dorsolateral prefrontal cortex, DLFC)
10 Frontopolar (DLFC)
11 Prefrontal (Orbitofrontal)
12 Prefrontal (Orbitofrontal)
17 Striate (Primary visual cortex, V1)
18 Parastriate (Secondary visual cortex, V2)
19 Peristriate (Tertiary or Associative visual cortex, V3)
20 Inferior temporal
21 Middle temporal
22 Superior temporal (caudal section considered Wernicke’s area by
most)
23 Ventral posterior cingulate
24 Ventral anterior cingulate
31 Dorsal posterior cingulate
32 Dorsal anterior cingulate
37 Occipitotemporal
38 Temporopolar (temporal pole)
(pokracˇova´n´ı na dalˇs´ı stra´nce)
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(pokracˇova´n´ı popisu anatomicke´ho cˇleneˇn´ı na Brodmannovy oblasti)
ID popis
39 Angular
40 Supramarginal
41 – 42 Ant. - posterior transverse temporal
44 Opercular (part of Broca’s area on left hemisphere)
45 Triangular (part of Broca’s area on left hemisphere)
46 Middle frontal
47 Orbital
Konec tabulky
Obr. B.1: Vy´beˇr 12 rˇez˚u masky deˇlen´ı dle Brodmannovy´ch are´ı.
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C ROZDEˇLENI´ DLE GYRU˚
Tab. C.1: Anatomicke´ cˇleneˇn´ı oblast´ı dle gyr˚u.
ID popis ID popis
1 Inferior Semi-Lunar Lobule 2 Cerebellar Tonsil
3 Inferior Temporal Gyrus 4 Uncus
5 Middle Temporal Gyrus 6 Superior Temporal Gyrus
7 Pyramis 8 Uvula
9 Uvula of Vermis 10 Fourth Ventricle
11 Sub-Gyral 12 Tuber
13 Pyramis of Vermis 14 Nodule
15 Culmen 16 Tuber of Vermis
17 Orbital Gyrus 18 Declive
19 Fusiform Gyrus 20 Parahippocampa Gyrus
21 Declive of Vermis 22 Fastigium
23 Rectal Gyrus 24 Superior Frontal Gyrus
25 Lateral Ventricle 26 Inferior Frontal Gyrus
27 Cerebellar Lingual 28 Middle Frontal Gyrus
29 Lingual Gyrus 30 Inferior Occipital Gyrus
31 Medial Frontal Gyrus 32 Middle Occipital Gyrus
33 Culmen of Vermis 34 Subcallosal Gyrus
35 Extra-Nuclear 36 Caudate
37 Third Ventricle 38 Lentiform Nucleus
39 Anterior Cingulate 40 Cuneus
41 Thalamus 42 Insula
43 Claustrum 44 Posterior Cingulate
45 Precentral Gyrus 46 Transverse Temporal Gyrus
47 Postcentral Gyrus 48 Precuneus
(pokracˇova´n´ı na dalˇs´ı stra´nce)
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(pokracˇova´n´ı popisu anatomicke´ho cˇleneˇn´ı dle gyr˚u)
ID popis ID popis
49 Superior Occipital Gyrus 50 Supramarginal Gyrus
51 Inferior Parietal Lobule 52 Cingulate Gyrus
53 Angular Gyrus 54 Superior Parietal Lobule
55 Paracentral Lobule
Konec tabulky
Obr. C.1: Vy´beˇr 12 rˇez˚u masky deˇlen´ı dle gyr˚u.
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D LI´COVA´NI´ AAL ATLASU A FUNKCˇNI´CH
DAT
Obr. D.1: Vy´beˇr 12 rˇez˚u AAL atlasu sl´ıcovany´ch s funkcˇn´ımi daty.
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E UZˇIVATELSKY´ MANUA´L
Manua´l slouzˇ´ı k ovla´da´n´ı softwaru, jenzˇ je soucˇa´st´ı diplomove´ pra´ce. Software je
urcˇen pro extrakci matice konektivity z dat funkcˇn´ı magneticke´ rezonance, prˇicˇemzˇ
umozˇnˇuje uzˇivateli neˇkolikana´sobne´ vy´beˇry vstupn´ıch parametr˚u. Matici konekti-
vity lze neˇkolika zp˚usoby zobrazit. Prima´rneˇ lze pra´ci v programu rozdeˇlit na dveˇ
uzˇivatelske´ mozˇnosti – graficke´ rozhran´ı a da´vkovy´ mo´d. Odstavce n´ızˇe popisuj´ı
postup pra´ce v softwaru a ukazuj´ı, co lze v jednotlivy´ch kroc´ıch ocˇeka´vat.
E.1 Spusˇteˇn´ı programu, vy´beˇr rezˇimu
Program se spousˇt´ı funkc´ı DP start.m s jedn´ım vstupn´ım parametrem: DP start(1)
pro prˇ´ıpad graficke´ho uzˇivatelske´ho rozhran´ı (GUI), DP start(2) pro da´vkovy´ mo´d,
DP start(3) pro prˇ´ıpad GUI od fa´ze nacˇten´ı korelacˇn´ı masky (viz da´le), zada´n´ı DP -
start odpov´ıda´ varianteˇ DP start(1).
E.1.1 DP start(1), DP start
Volba spusˇteˇn´ı programu v graficke´m mo´du umozˇn´ı vyzkousˇen´ı vsˇech mozˇnost´ı soft-
waru. Ihned po spusˇteˇn´ı se zobraz´ı graficke´ rozhran´ı viz obra´zek 5.1, ktery´m je
uzˇivatel prova´zen informacˇn´ı rˇa´dkou v horn´ı cˇa´sti a postupnou aktivac´ı jednotlivy´ch
mozˇnost´ı a tlacˇ´ıtek.
E.1.2 DP start(3)
Mozˇnost DP start(3) spust´ı uzˇivatelske´ rozhran´ı uka´zane´ na obra´zku E.1, ktere´
prˇedpokla´da´, zˇe uzˇivatel ma´ jizˇ korelacˇn´ı matici spocˇtenou a ulozˇenou. Tato volba
je vhodna´ prˇedevsˇ´ım pro situace, kdy je pouze upravova´na prahova´ hodnota pro
z´ıska´n´ı matice sousednosti.
E.1.3 DP start(2)
Funkce da´vkove´ho mo´du prˇedpokla´da´ vytvorˇeny´ konfiguracˇn´ı soubor, slouzˇ´ı pro hro-
madnou a rychlou analy´zu dat. Konfiguracˇn´ı soubor mus´ı by´t ulozˇen ve stejne´m ad-
resa´rˇi jako spousˇteˇc´ı funkce softwaru a je ulozˇen ve forma´tu .txt. Na´zorny´ prˇ´ıklad
podoby konfiguracˇn´ıho souboru vcˇetneˇ popisu vyzˇadovane´ho tvaru textu je uka´za´n
v prˇ´ıloze F.
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Obr. E.1: Uka´zka zkra´cene´ varianty graficke´ho rozhran´ı.
E.2 Pr˚uvodce graficky´m rozhran´ım
Tato sekce popisuje krok za krokem uzˇivatelske´ rozhran´ı, jake´ volby jsou ocˇeka´va´ny
a co ktera´ mozˇnost zp˚usob´ı. Cele´ graficke´ rozhran´ı je rozdeˇleno do 4 hlavn´ıch cˇa´st´ı:
informacˇn´ı rˇa´dek a 3 bloky. Informacˇn´ı rˇa´dek se nacha´z´ı v horn´ı cˇa´sti rozhran´ı a
zeleny´m p´ısmem uzˇivatele informuje o aktua´ln´ım deˇn´ı a zvolene´ mozˇnosti. Pod n´ım
jsou umı´steˇny trˇi panely, ktere´ rozdeˇluj´ı funkce programu do skupin – prvn´ım je
za´kladn´ı nastaven´ı, na´sleduj´ı prvky pro vy´pocˇet matice konektivity, posledn´ı blok
obsahuje kroky k vizualizaci a popisu grafu.
E.2.1 Krok 1 – za´kladn´ı nastaven´ı
V prvn´ım kroku po otevrˇen´ı rozhran´ı si uzˇivatel mu˚zˇe zvolit ze trˇech mozˇnost´ı –
volba adresa´rˇe k ukla´da´n´ı vy´sledk˚u, nacˇten´ı cesty k dat˚um, volba parcelacˇn´ı masky.
Porˇad´ı zada´n´ı je sice volitelne´, ale uzˇivatel nebude moci pokracˇovat da´le, pokud
nezada´ vsˇechny.
• Adresa´rˇ s vy´sledky: Tlacˇ´ıtko Set results directory vyb´ız´ı uzˇivatele k nasta-
ven´ı cesty ke slozˇce, do ktere´ se budou ukla´dat vy´stupy. Toto nastaven´ı je
kl´ıcˇove´, proto je barevneˇ odliˇseno od ostatn´ıch tlacˇ´ıtek. Software hl´ıda´ stav
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zada´n´ı cesty a uzˇivatele upozorn´ı, pokud cestu nezadal. Klikem na tlacˇ´ıtko se
otevrˇe okno (vzhled okna je r˚uzny´ dle operacˇn´ıho syste´mu uzˇivatele), ktere´
mu˚zˇe vypadat naprˇ´ıklad jako na obra´zku E.2.
Obr. E.2: Prˇ´ıklad vzhledu okna k nastaven´ı adresa´rˇe k ulozˇen´ı vy´sledk˚u nebo slozˇky
s daty.
• Nacˇten´ı dat: Podobneˇ jako v prˇedchoz´ım prˇ´ıpadeˇ, klikem na toto tlacˇ´ıtko,
oznacˇene´ jako Set directory to the data, je uzˇivatel vyb´ıdnut k nastaven´ı cesty
k dat˚um – viz obra´zek E.2. Graficke´ rozhran´ı neumozˇnˇuje hromadne´ zpra-
cova´n´ı v´ıce datovy´ch sad, proto je nutne´, aby uzˇivatel zadal cestu ke slozˇce,
ktera´ obsahuje pra´veˇ pouze skeny funkcˇn´ıch dat.
• Nacˇten´ı parcelacˇn´ı masky: Panel volby parcelacˇn´ı masky obsahuje neˇkolik
mozˇnost´ı typu radiobutton, je umozˇneˇn pouze vy´beˇr jedne´ z mozˇnost´ı. Software
obsahuje nastavene´ cesty k prvn´ım trˇem mozˇnostem parcelacˇn´ı masky, tedy
k AAL atlasu, atlasu Brodmannovy´ch are´ı a k atlasu deˇlen´ı dle gyr˚u. Pokud je
vsˇak v za´jmu uzˇivatele rozdeˇlit funkcˇn´ı data dle jine´ho parcelacˇn´ıho sche´matu,
mu˚zˇe si jej nacˇ´ıst sa´m cˇtvrtou mozˇnost´ı. Kliknut´ı na ni, to jest na mozˇnost
other ... se objev´ı tlacˇ´ıtko Load parcellation mask jako na detailu obra´zku E.3,
ktera´ umozˇn´ı zadat tuto vlastn´ı masku. Podmı´nkou vsˇak je zadat masku ve
forma´tu .mat s informacemi o vrcholech, doporucˇuje se tedy prvneˇ vlastn´ı
masku upravit skriptem priprava masky.m, o ktere´m je psa´no v cˇa´sti G.
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Obr. E.3: Detail graficke´ho rozhran´ı prˇi zvolene´ mozˇnosti nacˇten´ı vlastn´ı parcelacˇn´ı
masky.
• Vy´beˇr typu korelacˇn´ıho koeficientu: Jak je zmı´neˇno v pra´ci v cˇa´sti 4.3,
data nemus´ı mı´t charakter norma´ln´ıho rozlozˇen´ı, proto jsou uzˇivateli nab´ıdnuty
dveˇ mozˇnosti vy´pocˇtu korelace. Explicitneˇ je nastaveno pouzˇit´ı Pearsonova
korelacˇn´ıho koeficientu.
E.2.2 Krok 2 – vy´pocˇet matice konektivity
Druhy´ (prostrˇedn´ı) panel prova´z´ı uzˇivatele od vy´pocˇtu korelacˇn´ı matice prˇes pra-
hova´n´ı po z´ıska´n´ı matice sousednosti. Tento panel tvorˇ´ı za´klad a hlavn´ı c´ıl programu.
• Vy´beˇr typu reprezentanta: Ve fa´zi programu, kdy je ulozˇena cesta k funk-
cˇn´ım dat˚um, parcelacˇn´ı maska a cesta k adresa´rˇi, do ktere´ho se budou ukla´dat
vy´sledky, je uzˇivatel vyb´ıdnut k neˇkolika vy´beˇr˚um vedouc´ım k vy´pocˇtu ko-
relacˇn´ı matice. Zpracova´n´ı rˇesˇ´ı prˇedevsˇ´ım funkce reprezentant.m, ktera´ l´ıcuje
masku s funkcˇn´ımi daty a z kazˇde´ parcelovane´ oblasti vypocˇte reprezenta-
tivn´ı signa´l. Doporucˇuje se zpravidla vy´pocˇet reprezentativn´ıho signa´lu pomoc´ı
prvn´ı hlavn´ı komponenty, jelikozˇ ta le´pe vystihuje data a je cˇasteˇji pouzˇ´ıvana´.
• Vy´pocˇet korelacˇn´ı matice / Nacˇten´ı korelacˇn´ı matice: Pokud byla
na pocˇa´tku zvolena varianta spusˇteˇn´ı programu DP start(3), pak uzˇivatel
prˇedchoz´ı kroky neprova´deˇl a zacˇ´ına´ teprve od tohoto bodu – je po neˇm
vyzˇadova´no nacˇten´ı drˇ´ıve spocˇtene´ korelacˇn´ı matice. Pokud vsˇak uzˇivatel pro-
cha´z´ı cely´m programem, tento krok – vy´pocˇet korelacˇn´ı matice – je pro neˇj ten
nejd˚ulezˇiteˇjˇs´ı a za´rovenˇ cˇasoveˇ nejdelˇs´ı. Tlacˇ´ıtko Compute correlation matrix
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vola´ funkci reprezentant.m, jej´ızˇ vy´sledkem jsou reprezentativn´ı signa´ly par-
celovany´ch oblast´ı, da´le vola´ funkci korelace.m. Tato funkce rozliˇsuje typ ko-
relacˇn´ıho koeficientu a podle toho pocˇ´ıta´ korelacˇn´ı matici. S vy´pocˇtem matice
se za´rovenˇ stanovuj´ı doporucˇene´ hodnoty prahu – bez korekce a s Bonferroniho
korekc´ı na hladineˇ vy´znamnosti 5 %. Hodnoty se ty´kaj´ı absolutn´ıho prahova´n´ı
a jsou uzˇivateli zobrazeny v informacˇn´ı rˇa´dce v horn´ı cˇa´sti graficke´ho rozhran´ı.
De´lka trva´n´ı tohoto kroku vsˇak mu˚zˇe by´t omezena, pokud uzˇivatel vyuzˇije
prˇedem vypocˇteny´ch hodnot l´ıcova´n´ı masky s daty. Jelikozˇ tato pra´ce vyuzˇ´ıva´
data sn´ımana´ se stejny´mi podmı´nkami, datove´ sady maj´ı stejnou velikost a
stejnou transformacˇn´ı matici prˇevodu do MNI prostoru, lze tyto prˇedprˇipravane´
masky vyuzˇ´ıt. Slozˇka masks/ obsahuje soubory s jizˇ vypocˇteny´mi pozicemi
prˇekryvu masek s funkcˇn´ımi sn´ımky (obraz values na´zev masky.mat), da´le
slozˇka obsahuje soubory na´zev masky areas.mat, ktere´ obsahuj´ı informace
o pocˇtu a pozic´ıch voxel˚u oblast´ı. Funkce procha´z´ı data postupneˇ po jed-
notlivy´ch skenech, pocˇet zby´vaj´ıc´ıch sken˚u a cˇ´ıslo aktua´ln´ıho, tedy procento
vypocˇtene´ho vy´sledku funkce reprezentant.m, jsou zobrazeny v prˇ´ıkazove´
rˇa´dce MATLABu.
• Vy´beˇr typu prahova´n´ı: Po vy´pocˇtu (nebo nacˇten´ı) korelacˇn´ı matice je
zprˇ´ıstupneˇna volba typu prahova´n´ı – software nab´ız´ı 4 mozˇnosti. Po volbeˇ
typu prahu na´sleduje vy´beˇr konkre´tn´ı hodnoty prahu, cozˇ lze prova´deˇt dveˇma
zp˚usoby. Hodnotu lze nastavit pomoc´ı sˇipek doprava a doleva umı´steˇny´ch na
konc´ıch meˇrˇ´ıtka, prˇicˇemzˇ krok je nastaven na 0,1, nebo pomoc´ı posuvn´ıku.
Ten je omezen krokem 0,01. Aktua´lneˇ zvolena´ hodnota je uka´za´na vpravo od
meˇrˇ´ıtka.
• Vy´pocˇet matice sousednosti: Tlacˇ´ıtko Compute adjacency matrix pouze
porovna´va´ korelacˇn´ı matici s prahem a dle typu prahova´n´ı ji upravuje do
matice sousednosti.
E.2.3 Krok 3 - vizualizace, metriky teorie graf˚u
Posledn´ı panel graficke´ho rozhran´ı je jizˇ nadstavbou pro tento software a zahrnuje
pra´ci s matic´ı konektivity – jej´ı zobrazen´ı a ohodnocen´ı metrikami teorie graf˚u.
• Vykreslen´ı korelacˇn´ı matice: U´plneˇ nejjednodusˇeji lze korelacˇn´ı matici vi-
zualizovat pouhy´m vykreslen´ım a barevny´m rozliˇsen´ım hodnot. Tato mozˇnost
je skryta pod tlacˇ´ıtkem Show matrix, ktere´ se stane aktivn´ım ihned po vy´pocˇtu
nebo nacˇten´ı korelacˇn´ı matice. V prostoru nad tlacˇ´ıtkem se zobraz´ı vykreslena´
matice vcˇetneˇ barevne´ sˇka´ly. Prˇed vykreslen´ım je korelacˇn´ı matice prˇeskla´da´na
tak, aby v okol´ı diagona´ly byly uzly s vy´raznou korelac´ı – vyuzˇita byla funkce
reorder matrix.m BCT toolboxu. Jizˇ na prvn´ı pohled lze tedy prˇiblizˇneˇ hod-
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notit shlukovost a celkovy´ ra´z matice, v prˇ´ıkazove´ rˇa´dce MATLABu je za´rovenˇ
vypsa´na penalizace za prˇeskla´da´n´ı.
• Vizualizace v Gephi: Kromeˇ vykreslen´ı korelacˇn´ı matice je uzˇivateli umozˇ-
neˇno exportovat matici sousednosti do Gephi, cozˇ je volneˇ dostupny´ software
slouzˇ´ıc´ı k vizualizaci komplexn´ıch graf˚u. V horn´ı cˇa´sto posledn´ıho panelu gra-
ficke´ho rozhran´ı je vy´beˇrovy´ na´stroj pro tuto vizualizaci. Kazˇda´ z mozˇnost´ı
vytvorˇ´ı .gml soubor a otevrˇe jej v Gephi – v mozˇnostech je zahrnut stav, zˇe
ma´ uzˇivatel Gephi nainstalovane´ v syste´move´ slozˇce (cesta ke Gephi je ulozˇena
v cesta´ch, ktere´ pouzˇ´ıva´ dany´ operacˇn´ı syste´m), nebo jej ma´ uzˇivatel nainsta-
lova´no jinde – otevrˇe se okno, kde se nastav´ı cesta – nebo uzˇivatel nema´ Gephi
nainstalova´no v˚ubec – v tomto prˇ´ıpadeˇ se spust´ı instalacˇn´ı soubor. O tom, jak
v Gephi graf hodnotit, je psa´no v cˇa´sti E.5.
• Vy´beˇr metrik pro popis topologie grafu: Pod vy´beˇrem vizualizace v Ge-
phi se nacha´z´ı okno se seznamem metrik a dalˇs´ıch mozˇnost´ı, jak hodnotit
graf. Tento seznam umozˇnˇuje v´ıcena´sobny´ vy´beˇr pomoc´ı kla´vesy Ctrl, kli-
kem na tlacˇ´ıtko Compute graph characteristics jsou pomoc´ı BCT toolboxu
spocˇteny pozˇadovane´ charakteristiky. Vy´pocˇty metrik jsou v softwaru zahr-
nuty pro na´slednou vizualizaci hodnocene´ s´ıteˇ v Connectome Vieweru nebo
jine´m podobne´m na´stroji. Vypocˇtene´ metriky lze pouzˇ´ıt pro na´sledne´ statis-
ticke´ hodnocen´ı graf˚u.
E.3 Ulozˇen´ı dat
Ihned po spusˇteˇn´ı graficke´ho rozhran´ı programu (nebo na konci konfiguracˇn´ıho sou-
boru v prˇ´ıpadeˇ da´vkove´ho mo´du) je po uzˇivateli pozˇadova´no, aby zadal adresa´rˇ pro
ukla´da´n´ı vy´sledk˚u. Do tohoto souboru jsou postupneˇ ukla´da´ny:
• reprezentativn´ı signa´ly – mat-file: vrcholy.mat; struktura, ve ktere´ kazˇda´ pod-
struktura obsahuje informace o dane´ oblasti (na´zev oblasti, reprezentativn´ı
pr˚ubeˇh, sourˇadnice v MNI prostoru)
• korelacˇn´ı matice – mat-file: corr matrix.mat
• doporucˇene´ prahy – mat-file: dop prahy.mat; prvn´ı hodnota odpov´ıda´ prahu
bez korekce, druha´ hodnota prahu s korekc´ı, obeˇ na hladineˇ vy´znamnosti 5 %
• matice sousednosti – mat-file: adj matrix.mat
• matice sousednosti – gml-file: adj matrix.gml
• metriky grafu – mat-file: hodnoceni grafu.mat; struktura vypocˇteny´ch za-
dany´ch metrik
Prˇi pra´ci v da´vkove´m mo´du se prˇed na´zvy promeˇnny´ch ukla´da´ jesˇteˇ na´zev slozˇky
s daty dane´ho jedince, aby bylo mozˇno odliˇsit vy´sledky prˇi hromadne´m zpracova´n´ı.
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E.4 Popis jednotlivy´ch funkc´ı softwaru
Pro blizˇsˇ´ı sezna´men´ı se s programem tato kapitola strucˇneˇ popisuje vsˇechny vy-
tvorˇene´ funkce s d˚urazem na typ vstupu, hlavn´ı mysˇlenku funkce a typ vy´stupu.
E.4.1 DP start.m
definice: DP start(vstup)
vstup: vstup . . . 1 pro GUI, 2 pro da´vkovy´ mo´d, 3 pro zkra´cenou verzi GUI, bez
vstupu pro GUI
popis: Hlavn´ı spousˇteˇc´ı funkce software, vsˇechny ostatn´ı funkce jsou vola´ny v ra´mci
te´to funkce.
vy´stup: zˇa´dny´
E.4.2 Funkce Brain Connectivity Toolboxu
Toolbox obsahuje 100 funkc´ı a 6 promeˇnny´ch. Tyto funkce slouzˇ´ı k u´praveˇ matice,
vy´pocˇtu metrik popisuj´ıc´ı graf, hodnot´ıc´ı topologii grafu, jsou prˇevzaty z [55].
E.4.3 Funkce k parcelaci
Tyto funkce nejsou soucˇa´st´ı softwaru, ale slouzˇ´ı k prˇedzpracova´n´ı parcelacˇn´ı masky.
Hlavn´ım souborem je skript priprava masky.m.
• parcelace simple.m
definice: [maska,oblasti] = parcelace simple(maska,maskaName,rozde-
lit)
vstup:
maska . . . matice parcelacˇn´ı masky
maskaName . . . na´zev parcelacˇn´ı masky vcˇetneˇ prˇ´ıpony
rozdelit . . . bina´rn´ı u´daj informuj´ıc´ı o tom, zda je pozˇadova´no masku
rozdeˇlit dle hemisfe´r (1) cˇi nikoli (0)
popis: Funkce prova´d´ı rozdeˇlen´ı masky dle hemisfe´r, hleda´ pra´zdne´ oblasti a
urcˇuje pocˇet voxel˚u v kazˇde´ oblasti. Take´ vola´ funkci transf soubor.m, ktera´
vytva´rˇ´ı transformacˇn´ı soubor.
vy´stup:
maska . . . matice parcelacˇn´ı masky po prˇ´ıpadne´m rozdeˇlen´ı dle hemisfe´r
oblasti . . . vektor nepra´zdny´ch oblast´ı
• priprava masky.m
definice: zˇa´dna´, jedna´ se o skript
vstup:
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maskaName . . . cesta k parcelacˇn´ı masce
rozdelit . . . bina´rn´ı u´daj informuj´ıc´ı o tom, zda je pozˇadova´no masku
rozdeˇlit dle hemisfe´r (1) cˇi nikoli (0)
popis: Skript zastrˇesˇuje prˇ´ıpravu masky – parcelaci, vy´pocˇet reprezentativn´ıch
sourˇadnic. Nacˇ´ıta´ masku dle zadane´ho na´zvu, prova´d´ı parcelaci a vy´pocˇet
reprezentativn´ıch sourˇadnic.
vy´stup: upravena´ maska ve forma´tech .nii a .mat – NIfTI forma´t obsa-
huje pouze upravenou masku, v MAT forma´tu je ulozˇena struktura obsahuj´ıc´ı
upravenou masku, reprezentativn´ı sourˇadnice oblast´ı, matici popisuj´ıc´ı trans-
formace masky z prˇedzpracova´n´ı (rotace, translace) a vektor oblast´ı
• repre vrcholy bwdist.m
definice: sour = repre vrcholy bwdist(maska,oblasti)
vstup:
maska . . . matice parcelacˇn´ı masky
oblasti . . . vektor nepra´zdny´ch oblast´ı
popis: V kazˇde´ oblasti hleda´ voxel, ktery´ je nejda´le od okraje oblasti, a prohla´s´ı
jej za reprezentativn´ı.
vy´stup: sour . . . matice MNI sourˇadnic reprezentativn´ıch voxel˚u oblast´ı –
obsahuje 3 sloupce (x, y, z sourˇadnice) a N sloupc˚u, kde N je pocˇet oblast´ı
• transf soubor.m
definice: oblasti = transf soubor(maximum,prazdne)
vstup:
maximum . . . pocˇet oblast´ı parcelacˇn´ı masky
prazdne . . . vektor pra´zdny´ch oblast´ı – cˇ´ıslo znacˇ´ı cˇ´ıslo oblasti, ktera´
neobsahuje zˇa´dny´ voxel
popis: Funkce vytva´rˇ´ı promeˇnnou oblasti, ktera´ obsahuje cˇ´ısla oblast´ı, jezˇ
maj´ı alesponˇ jeden voxel, da´le vytva´rˇ´ı transformacˇn´ı soubor v textove´m for-
ma´tu, ktery´ informuje o provedene´ transformaci.
vy´stup: oblasti . . . vektor nepra´zdny´ch oblast´ı
E.4.4 binar threshold absolute.m
definice: W = binar threshold absolute(W, thr)
vstup:
W . . . korelacˇn´ı matice
thr . . . hodnota prahu v intervalu < 0; 1 >
popis: Funkce prahuje korelacˇn´ı matici dle prahu, prˇicˇemzˇ hodnoty nad prahem
zameˇn´ı za jednicˇku, hodnoty pod prahem se vynuluj´ı. Funkce je prˇevzata z [55] a
upravena.
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vy´stup: W . . . matice sousednosti
E.4.5 binar threshold proportional.m
definice: W = binar threshold proportional(W, p)
vstup:
W . . . korelacˇn´ı matice
p . . . pomeˇr hodnot, ktere´ maj´ı by´t nastaveny na nulu, p ∈< 0; 1 >
popis: Funkce prahuje korelacˇn´ı matici, prˇicˇemzˇ p · 100% hodnot zameˇn´ı za nulu a
(1− p) · 100% hodnot nastav´ı na jednicˇku. Funkce je prˇevzata z [55] a upravena.
vy´stup: W . . . matice sousednosti
E.4.6 fce gui.m
definice: fce gui(vstup)
vstup: vstup . . . 1 pro GUI, 3 pro zkra´cenou verzi GUI
popis: Funkce spousˇt´ı graficke´ rozhran´ı v cele´ nebo zkra´cene´ varianteˇ dle vstupu a
obsahuje vesˇkere´ nastaven´ı graficke´ho rozhran´ı.
vy´stup: zˇa´dny´
E.4.7 korelace.m
definice: [r,prah] = korelace(metoda,vrcholy)
vstup:
metoda . . . textovy´ rˇeteˇzec specifikuj´ıc´ı metodu vy´pocˇtu korelacˇn´ıho koefici-
entu – pozˇadova´na je varianta ’pearson’ nebo ’spearman’
vrcholy . . . struktura obsahuj´ıc´ı N podstruktur, kde N je pocˇet nepra´zdny´ch
oblast´ı. Kazˇda´ podstruktura obsahuje informace o reprezentativn´ım signa´lu –
na´zev oblasti, jeho cˇasovy´ pr˚ubeˇh a sourˇadnice v MNI prostoru
popis: Funkce pocˇ´ıta´ korelacˇn´ı matici dle zvolene´ metody z dany´ch pr˚ubeˇh˚u, stano-
vuje take´ doporucˇene´ hodnoty prahu na jiste´ hladineˇ vy´znamnosti.
vy´stup:
r . . . korelacˇn´ı matice
prah . . . vektor o dvou hodnota´ch – prvn´ı hodnota je doporucˇena´ prahova´
hodnota, druha´ hodnota prˇedstavuje doporucˇeny´ pra´h po Bonferroniho korekci
E.4.8 metriky grafu.m
definice: [network measure souhrn pocet vystup] = metriky grafu(vyber,-
matice,typ matice)
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vstup:
vyber . . . vektor vybrany´ch charakteristik, ktere´ chce uzˇivatel na grafu popsat
matice . . . matice sousednosti
typ matice . . . 1 nebo 2 pro nebina´rn´ı a 3 nebo 4 pro bina´rn´ı varianty prahu:
uprava na typ matice = 1 pro nebina´rn´ı a 2 pro bina´rn´ı matici sousednosti
popis: Funkce pocˇ´ıta´ zadane´ charakteristiky na zadane´ matici konektivity.
vy´stup:
network measure . . . pole buneˇk, kde kazˇda´ bunˇka obsahuje na´zev vypocˇtene´
charakteristiky grafu
souhrn . . . textovy´ rˇeteˇzec obsahuj´ıc´ı na´zvy zadany´ch charakteristik grafu,
navza´jem oddeˇlene´ svislou cˇarou
vystup . . . struktura obsahuj´ıc´ı vypocˇtene´ charakteristiky grafu
E.4.9 reprezentant.m
definice: [vrcholy oblasti] = reprezentant(maska,slozka,repre)
vstup:
maska . . . textovy´ rˇeteˇzec na´zvu zvolene´ parcelacˇn´ı masky
slozka . . . textovy´ rˇeteˇzec obsahuj´ıc´ı cestu k dat˚um
repre . . . textovy´ rˇeteˇzec specifikuj´ıc´ı metodu vy´pocˇtu reprezentativn´ıho sig-
na´lu – pozˇadova´na je varianta ’eigen’ pro 1. PCA komponentu nebo ’mean’
pro vy´pocˇet pomoc´ı pr˚umeˇru
popis: Funkce tvorˇ´ı za´klad programu, l´ıcuje na sebe parcelacˇn´ı masku a funkcˇn´ı data.
Pokud vstupy odpov´ıdaj´ı zna´my´m varianta´m, vyuzˇ´ıva´ prˇedprˇipravene´ soubory pro
zrychlen´ı vy´pocˇtu. Take´ z kazˇde´ oblasti pocˇ´ıta´ reprezentanta.
vy´stup:
vrcholy . . . struktura obsahuj´ıc´ı N podstruktur, kde N je pocˇet nepra´zdny´ch
oblast´ı. Kazˇda´ podstruktura obsahuje informace o reprezentativn´ım signa´lu –
na´zev oblasti, jeho cˇasovy´ pr˚ubeˇh a sourˇadnice v MNI prostoru
oblasti . . . vektor nepra´zdny´ch oblast´ı
E.4.10 souradnice.m
definice: [pom pozx pozy pozz] = souradnice(pom,x,y,z)
vstup:
pom . . . pozice voxelu v 3D matici
x . . . rozmeˇr matice v jednom smeˇru
y . . . rozmeˇr matice v druhe´m smeˇru
z . . . rozmeˇr matice v trˇet´ım smeˇru
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popis: Funkce prˇepocˇ´ıta´va´ pozici voxelu v matici na syste´m sourˇadnic.
vy´stup:
pom . . . zbytek po deˇlen´ı ve funkci, sloouzˇ´ı pro kontrolu, zda prˇepocˇet dopadl
spra´vneˇ
pozx . . . sourˇadnice x dane´ho voxelu
pozy . . . sourˇadnice y dane´ho voxelu
pozz . . . sourˇadnice z dane´ho voxelu
E.4.11 spearman.m
definice: matice = spearman(matice)
vstup: matice . . . matice dat – jednotlive´ signa´ly jsou v rˇa´dc´ıch
popis: Prˇepocˇ´ıta´va´ matici hodnot na porˇad´ı pro vyuzˇit´ı k vy´pocˇtu neparametricke´
formy korelacˇn´ıho koeficientu. Osˇetrˇuje vy´skyt v´ıce stejny´ch hodnot a prˇiˇrazuje jim
sd´ılene´ porˇad´ı – strˇedn´ı hodnotu.
vy´stup: matice . . . prˇepocˇtena´ matice obsahuj´ıc´ı mı´sto funkcˇn´ıch hodnot hodnoty
porˇad´ı
E.4.12 to gml.m
definice: to gml(matrix,typ gephi,cesta gephi,vystup)
vstup:
matrix . . . matice sousednosti
typ gephi . . . 0 pro prˇ´ıpad, kdy uzˇivatel nechce, aby se Gephi otevrˇelo, 1 pro
otevrˇen´ı Gephi umı´steˇne´ v syste´move´ cesteˇ, 2 pro Gephi kdekoli jinde, 3 pro
spusˇteˇn´ı instalacˇn´ıho souboru
cesta gephi . . . textovy´ rˇeteˇzec informuj´ıc´ı o umı´steˇn´ı Gephi – vyuzˇit´ı v prˇ´ı-
padeˇ, zˇe typ gephi = 2
vystup . . . cesta, kam se ma´ vytvorˇeny´ soubor ulozˇit
popis: Funkce vytva´rˇ´ı GML soubor ze zadane´ matice a dle typu nastaven´ı spousˇt´ı/
nespousˇt´ı/ instaluje Gephi.
vy´stup: zˇa´dny´
E.5 Za´kladn´ı pra´ce v Gephi
Software prˇedstaveny´ touto prac´ı umozˇnˇuje okamzˇite´ spusˇteˇn´ı Gephi, prˇ´ıpadneˇ pouhe´
vytvorˇen´ı .gml souboru. Otevrˇen´ım tohoto souboru v Gephi se uzˇivateli nasky´ta´
mozˇnost graf vizualizovat, ohodnotit a popsat metrikami, ktere´ vy´sledek zprˇehledn´ı
a umozˇn´ı lepsˇ´ı interpretaci nezˇ ze samotne´ korelacˇn´ı matice.
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Obr. E.4: Vstupn´ı okno v Gephi – vy´beˇr nesmeˇrove´ho grafu.
Prvn´ım pozˇadavkem po spusˇteˇn´ı Gephi je vy´beˇr mezi smeˇrovy´m, nesmeˇrovy´m a
smı´ˇseny´m grafem. Jelikozˇ tato pra´ce vyuzˇ´ıva´ funkcˇn´ı konektivitu a korelacˇn´ı matice
je soumeˇrna´ podle hlavn´ı diagona´ly, vol´ı se nesmeˇrovy´ graf, viz obra´zek E.4.
Program Gephi uzˇivateli nab´ız´ı pra´ci ve trˇech za´kladn´ıch oknech – Overview,
Data Laboratory, Preview. Za´kladn´ı analy´za se prova´d´ı v okneˇ celkove´ho pohledu,
druhe´ okno obsahuje tabulku se spocˇteny´mi metrikami, okno na´hledu slouzˇ´ı pro
export hotove´ho grafu. Na´sleduj´ıc´ı postup se tedy odehra´va´ v prostrˇed´ı Overview,
prˇehled dat.
Nacˇten´ım dat se v programu Gephi zobraz´ı na´hodne´ usporˇa´da´n´ı uzl˚u propo-
jeny´ch hranami, vhodneˇjˇs´ı je vsˇak toto usporˇa´da´n´ı zmeˇnit, upravit dle vazeb mezi
uzly. U´prava je mozˇna´ za´lozˇkou Layout v leve´ doln´ı cˇa´sti. K dispozici je neˇkolik
metod, je vhodne´, aby uzˇivatel na zpracova´n´ı dat, ktere´ by chteˇl porovna´vat, vybral
pouze jednu metodu. V te´to pra´ci je pouzˇita u´prava ForceAtlas 2 s parametry po-
nechany´mi beze zmeˇn. Tlacˇ´ıtkem Run se u´prava rozlozˇen´ı spust´ı, je nezbytneˇ nutne´
hl´ıdat zastaven´ı u´pravy (zmeˇnou tlacˇ´ıtka Run na Stop), aby od sebe nebyly uzly
prˇ´ıliˇs vzda´leny nebo aby se prˇ´ıliˇs nesta´hly do denzn´ıho shluku, ve ktere´m by bylo
obt´ızˇneˇjˇs´ı se vyznat. U´prava je zna´zorneˇna na obra´zku E.5. Pozice uzl˚u neodpov´ıdaj´ı
fyziologicke´ poloze oblast´ı, ktere´ jsou uzly reprezentova´ny.
Dalˇs´ım vhodny´m krokem je zvy´razneˇn´ı uzl˚u, prˇ´ıpadneˇ i hran, d˚ulezˇity´ch v grafu.
K tomuto slouzˇ´ı za´lozˇka Ranking v leve´m horn´ım rohu. Prˇi pra´ci s bina´rn´ı matic´ı
sousednosti nema´ vy´znam upravovat d˚ulezˇitost hran, proto jsou zvy´razneˇny pouze
neˇktere´ uzly, a to podle jejich stupneˇ. Na obra´zku E.6 jsou uzly rozliˇseny barvou
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Obr. E.5: U´prava usporˇa´da´n´ı grafu pomoc´ı metody ForceAtlas 2.
Obr. E.6: Rozliˇsen´ı uzl˚u dle jejich stupneˇ barvou a velikost´ı.
a velikost´ı – nastaven´ı pomoc´ı symbol˚u barevne´ho kruhu a troju´heln´ıku v prave´m
rohu te´to za´lozˇky Ranking.
Asi nejd˚ulezˇiteˇjˇs´ım krokem a d˚uvodem, procˇ se Gephi pro hodnocen´ı graf˚u pouzˇ´ı-
va´, je vy´pocˇet statisticky´ch metrik na grafu. Tuto statistiku obsahuje za´lozˇka Statis-
tics umı´steˇna´ vpravo od okna s grafem. Uzˇivatel si mu˚zˇe spocˇ´ıtat, cokoli ho zaj´ıma´,
v te´to pra´ci jsou vsˇak jako nejd˚ulezˇiteˇjˇs´ı vybra´ny tyto metriky: stupenˇ uzlu (v ne-
bina´rn´ım grafu va´hovany´ stupenˇ uzlu), de´lka cesty, shlukovac´ı koeficient a modu-
larita. Metriky spocˇtene´ pro kazˇdy´ uzel lze nale´zt v tabulce okna Data Laboratory,
sloupec statistiky ukazuje hodnoty pr˚umeˇrne´ pro cely´ graf. Obra´zky E.7, E.8 , E.9a,
E.9b ukazuj´ı vy´sledky vy´pocˇtu neˇktery´ch metrik.
Pro vizua´ln´ı hodnocen´ı grafu je vhodne´ graf barevneˇ odliˇsit – dobry´m parame-
trem je modularita. Vzniknou barevneˇ rozd´ılne´ shluky, po prˇida´n´ı popisu lze inter-
pretovat, ktere´ oblasti jsou prova´za´ny vy´razneˇji a ktere´ jsou naopak v s´ıti potlacˇeny.
Postup vyznacˇen´ı shluk˚u a za´kladn´ı statisticke´ vy´sledky ukazuje obra´zek E.10.
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Obr. E.7: Distribuce stupneˇ uzlu v grafu.
(a) Betweenness centralita. (b) Closeness centralita. (c) Eccentricity centralita.
Obr. E.8: Centralita uzl˚u grafu.
(a) Distribuce shlukovac´ıch koefici-
ent˚u uzl˚u grafu.
(b) Velikosti jednotlivy´ch shluk˚u –
parametr modularita.
Obr. E.9: Hodnocen´ı shlukovac´ıho koeficientu a modularity.
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Obr. E.10: Statistika – popis grafu, barevne´ rozdeˇlen´ı grafu dle modularity.
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F KONFIGURACˇNI´ SOUBOR
% konfiguracni soubor pro software k DP Eva Bujnoskova 2013,
spousteci fce: DP start.m
%maskaname [masks\upr brodmann.mat]; % adresa masky
%maskaname [masks\upr TD label.mat]; % adresa masky
maskaname [masks\upr aal.mat]; % adresa masky
%datapath [data\]; % cesta k datum
datapath [data\fM01602\]; % cesta k datum
corr metoda [pearson]; % typ korelacni metody
%corr metoda [spearman]; % typ korelacni metody
repre [eigen];
% typ reprezentanta – prvni hlavni
komponenta
% repre [mean]; % typ reprezentanta – prumer
prah [0.5];
% hodnota prahu – volit rozmezi
< 0; 1 >
% thr type [1]; % absolutni thresholding
% thr type [2]; % proporcionalni thresholding
thr type [3]; % absolutni binarni thresholding
%thr type [4];
% proporcionalni binarni threshol-
ding
%gephi vyber [0]; % Gephi se neotevre
gephi vyber [1]; % Gephi v systemove slozce
% gephi vyber [2]; % Gephi jinde
cesta gephi [];
% cesta ke Gephi, pokud je jinde nez
v systemove slozce
% gephi vyber [3]; % Gephi nenainstalovane
metriky vyber [13];
% 1:’Node degree’; 2:’Characteris-
tic path length’; 3:’Betweeness cen-
trality’; 4:’Eigenvector centrality’;
5:’Clustering coefficient’; 6:’Compa-
rison to random network’
%——————–
vystup [results\]; % vystupni slozka
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G PARCELACE DAT
Preprocessing masky, tedy parcelaci a urcˇen´ı reprezentativn´ıch sourˇadnic vrchol˚u,
rˇesˇ´ı skript priprava masky.m. Uzˇivatel nastav´ı cestu k masce a zada´ informaci o
tom, zda je trˇeba masku rozdeˇlit dle hemisfe´r. Skript pote´ masku rozdeˇl´ı, pokud tak
bylo zada´no, a spocˇte v kazˇde´ oblasti sourˇadnice
”
reprezentativn´ıho“ voxelu – da´le je
pocˇ´ıta´n reprezentativn´ı signa´l, ktere´mu je pro vizualizaci trˇeba prˇideˇlit sourˇadnice.
Pro prˇ´ıpad oblast´ı masky, ktere´ neobsahuj´ı jediny´ voxel – tzv.
”
pra´zdne´“ oblasti
– je vytvorˇen transformacˇn´ı soubor (ulozˇen jako transf soubor.txt). Ten obsahuje
dva sloupce o de´lce pocˇtu nepra´zdny´ch oblast´ı. Prvn´ı sloupec je rˇada prˇirozeny´ch
cˇ´ısel od 1 do pocˇtu nepra´zdny´ch oblast´ı, druhy´ sloupec k dane´mu cˇ´ıslu prˇiˇrazuje
skutecˇnou oblast, kterou reprezentuje. Cˇ´ısla pra´zdny´ch oblast´ı tedy nelze v druhe´m
sloupci nale´zt.
Vy´sledkem skriptu je ulozˇen´ı upravene´ parcelacˇn´ı masky do struktury spolu se
sourˇadnicemi reprezentativn´ıho voxelu (vyja´drˇeny v MNI prostoru) ve forma´tu .mat.
Struktura take´ obsahuje informaci o tom, kolik nepra´zdny´ch oblast´ı maska obsahuje.
Maska je take´ ulozˇena do NIfTI forma´tu pro mozˇnost vizualizace upravene´ masky
v jiny´ch na´stroj´ıch (MRIcro, Connectome Viewer a tak da´le).
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H GML SOUBOR
Pro vizualizace v Gephi je vytvorˇen .gml soubor, zde je na´zorny´ prˇ´ıklad struktury
tohoto souboru.
Creator "connectivity extractor on 22-Apr-2013"
graph
[
node [
id 0
label "oblast c. 1"]
node [
id 1
label "oblast c. 2"]
node [
id 2
label "oblast c. 3"]
edge [
source 0
target 1
value 1.000 ]
edge [
source 0
target 2
value 0.546 ]
edge [
source 1
target 2
value 0.000 ]
]
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I UKA´ZKY VY´SLEDKU˚ – HODNOCENI´ ME-
TRIK GRAFU, KORELACˇNI´ MATICE
Tab. I.1: AAL atlas, Pearson, PCA, bina´rn´ı absolutn´ı prahova´n´ı
pra´h |E| ∅dg ∅L ∅C modu-
larita
pocˇet komunit (pro-
centua´ln´ı zastoupen´ı)
0.1 2216 49.244 1.474 0.782 0.251 2 (58%, 42%)
0.2 1762 39.156 1.672 0.759 0.322 3 (54%, 42%, 3%)
0.3 1352 30.044 1.933 0.729 0.375 4 (57%, 39%, 3%, 1%)
0.4 997 22.156 2.192 0.693 0.413 6 (39%, 34%, 21%,
3%, . . . )
0.5 709 15.756 2.713 0.678 0.489 8 (40%, 24%, 22%,
8%, 2%, . . . )
0.6 448 9.956 4.020 0.616 0.601 10 (24%, 23%, 20%,
18%, 8%, 2%, . . . )
0.7 253 5.622 3.171 0.480 0.699 18 (21%, 20%, 19%,
17%, 8%, 2%, . . . )
0.8 101 2.244 2.098 0.249 0.615 43 (19%, 18%, 5%,
. . . )
0.9 19 0.422 2.153 0.075 0.489 79
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Tab. I.2: AAL atlas, Pearson, pr˚umeˇr, bina´rn´ı absolutn´ı prahova´n´ı
pra´h |E| ∅dg ∅L ∅C modu-
larita
pocˇet komunit (pro-
centua´ln´ı zastoupen´ı)
0.1 1458 32.40 1.67 0.60 0.31 3 (43%, 38%, 19%)
0.2 834 18.53 2.11 0.55 0.43 5 (36%, 24%, 17%,
16%, 8%)
0.3 478 10.62 2.82 0.57 0.54 5 (32%, 20%, 19%,
18%, 11%)
0.4 259 5.76 4.68 0.52 0.70 8 (22%, 20%, 16%,
13%, . . . )
0.5 139 3.09 3.88 0.35 0.78 20 (13%, 13%, 12%,
9%, 8%, . . . )
0.6 64 1.42 2.26 0.08 0.86 41 (9%, 8%, 7%, . . . )
0.7 22 0.49 1.12 0.03 0.93 69 (4%, 3%, 2%, . . . )
0.8 1 0.02 1.00 0.00 0.00 89
0.9 0 0 0 0 0 90
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Tab. I.3: AAL atlas, Spearman, PCA, bina´rn´ı absolutn´ı prahova´n´ı
pra´h |E| ∅dg ∅L ∅C modu-
larita
pocˇet komunit (pro-
centua´ln´ı zastoupen´ı)
0.1 2587 57.49 1.53 0.86 0.08 3 (51%, 36%, 13%)
0.2 2024 44.98 1.94 0.77 0.12 4 (44%, 28%, 14%,
13%)
0.3 1406 31.24 1.56 0.71 0.19 7 (27%, 23%, 19%,
18%, 11%, 1%, 1%)
0.4 842 18.71 1.91 0.62 0.33 8 (28%, 24%, 19%,
16%, 8%, 3%, . . . )
0.5 449 9.98 2.53 0.55 0.49 10 (23%, 23%, 21%,
18%, 8%, 2%, . . . )
0.6 212 4.71 3.11 0.48 0.69 15 (23%, 17%, 16%,
13%, 9%, 7%, . . . )
0.7 79 1.76 2.58 0.25 0.83 35 (12%, 11%, 10%,
10%, 6%, 6%, 4%, . . . )
0.8 18 0.40 1.26 0.00 0.91 72 (4%, 3%, 3%, 2%,
. . . )
0.9 1 0.02 1.00 0 0 89
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Tab. I.4: AAL atlas, Spearman, pr˚umeˇr, bina´rn´ı absolutn´ı prahova´n´ı
pra´h |E| ∅dg ∅L ∅C modu-
larita
pocˇet komunit (pro-
centua´ln´ı zastoupen´ı)
0.1 3571 79.36 1.11 0.91 0.04 2 (54%, 46%)
0.2 2931 65.13 1.27 0.81 0.08 3 (46%, 28%, 27%)
0.3 2074 46.09 1.49 0.70 0.17 3 (41%, 37%, 22%)
0.4 1227 27.27 1.78 0.60 0.29 3 (44%, 32%, 23%)
0.5 639 14.20 2.36 0.60 0.41 4 (32%, 29%, 22%,
17%)
0.6 272 6.04 3.73 0.43 0.61 8 (27%, 18%, 18%,
17%, 17%, 2%, . . . .)
0.7 94 2.09 2.41 0.23 0.85 23 (14%, 13%, 12%,
. . . )
0.8 19 0.42 1.37 0.00 0.90 71
0.9 0 0 0 0 0
Tab. I.5: AAL atlas, Pearson, PCA, bina´rn´ı proporciona´ln´ı prahova´n´ı
pra´h |E| ∅dg ∅L ∅C modu-
larita
pocˇet komunit (pro-
centua´ln´ı zastoupen´ı)
0.1 3605 80.11 1.10 0.93 0.04 2 (58%, 42%)
0.2 3204 71.20 1.20 0.88 0.10 2 (52%, 48%)
0.3 2804 62.31 1.30 0.84 0.16 2 (50%, 50%)
0.4 2403 53.40 1.41 0.80 0.22 2 (52%, 48%)
0.5 2003 44.51 1.55 0.77 0.29 2 (54%, 46%)
0.6 1602 35.60 1.78 0.75 0.34 3 (57%, 40%, 3%)
0.7 1202 26.71 2.08 0.72 0.39 4 (56%, 39%, 4%, 1%)
0.8 801 17.80 2.48 0.68 0.47 8 (39%, 24%, 23%,
8%, 2%, . . . )
0.9 401 8.91 4.15 0.59 0.62 13 (24%, 21%, 20%,
18%, 8%, 1%, . . . )
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Brodmannovy oblasti, pearson, PCA
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1 Brodmannovy oblasti, pearson, PCA
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Obr. I.1: Brodmannovy oblasti, pearsonova korelace, typ reprezentanta: PCA
Brodmannovy oblasti, pearson, prumer
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Obr. I.2: Brodmannovy oblasti, pearsonova korelace, typ reprezentanta: pr˚umeˇr
Brodmannovy oblasti, spearman, PCA
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Obr. I.3: Brodmannovy oblasti, spearmanova korelace, typ reprezentanta: PCA
Brodmannovy oblasti, spearman, prumer
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Obr. I.4: Brodmannovy oblasti, spearmanova korelace, typ reprezentanta: pr˚umeˇr
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Atlas gyru, pearson, PCA
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Obr. I.5: Atlas gyr˚u, pearson˚uv korelacˇn´ı koeficient, typ reprezentanta: PCA
Atlas gyru, pearson, prumer
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Obr. I.6: Atlas gyr˚u, pearson˚uv korelacˇn´ı koeficient, typ reprezentanta: pr˚umeˇr
Atlas gyru, spearman, PCA
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Obr. I.7: Atlas gyr˚u, spearman˚uv korelacˇn´ı koeficient, typ reprezentanta: PCA
Atlas gyru, spearman, prumer
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Obr. I.8: Atlas gyr˚u, spearman˚uv korelacˇn´ı koeficient, typ reprezentanta: pr˚umeˇr
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J OBSAH PRˇILOZˇENE´HO CD
• diplomova´ pra´ce
• software
– readme soubor
– konfiguracˇn´ı soubor
– masky
– funkce
– spousˇteˇc´ı soubor
– soubor pro instalaci Gephi
• uka´zky vy´sledk˚u – pro 3 typy parcelacˇn´ıch masek, 2 typy korelacˇn´ıch koefici-
ent˚u, 4 typy prahova´n´ı
– korelacˇn´ı matice v .mat forma´tu
– korelacˇn´ı matice graficky
– doporucˇene´ prahy
– struktura reprezentant˚u – sourˇadnice, pr˚ubeˇh
– prˇ´ıklady .gml soubor˚u
– prˇ´ıklady graf˚u upraveny´ch v Gephi ve forma´tu .gephi
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