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Abstract: These lecture notes are a brief introduction to Wess-Zumino-Witten models,
and their current algebras, the affine Kac-Moody algebras. After reviewing the general
background, we focus on the application of representation theory to the computation of
3-point functions and fusion rules.
1. Introduction
In 1984, Belavin, Polyakov and Zamolodchikov [1] showed how an infinite-dimensional
field theory problem could effectively be reduced to a finite problem, by the presence of
an infinite-dimensional symmetry. The symmetry algebra was the Virasoro algebra, or
two-dimensional conformal algebra, and the field theories studied were examples of two-
dimensional conformal field theories. The authors showed how to solve the minimal models
of conformal field theory, so-called because they realise just the Virasoro algebra, and they
do it in a minimal fashion. All fields in these models could be grouped into a discrete, finite
set of conformal families, each associated with a representation of the Virasoro algebra.
This strategy has since been extended to a large class of conformal field theories with
similar structure, the rational conformal field theories (RCFT’s) [2]. The new feature is
that the theories realise infinite-dimensional algebras that contain the Virasoro algebra as
a subalgebra. The larger algebras are known as W -algebras [3] in the physics literature.
Thus the study of conformal field theory (in two dimensions) is intimately tied to infinite-
dimensional algebras. The rigorous framework for such algebras is the subject of vertex
(operator) algebras [4] [5]. A related, more physical approach is called meromorphic con-
formal field theory [6].
Special among these infinite-dimensional algebras are the affine Kac-Moody algebras (or
their enveloping algebras), realised in the Wess-Zumino-Witten (WZW) models [7]. They
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are the simplest infinite-dimensional extensions of ordinary semi-simple Lie algebras. Much
is known about them, and so also about the WZW models. The affine Kac-Moody algebras
are the subject of these lecture notes, as are their applications in conformal field theory.
For brevity we restrict consideration to the WZW models; the goal will be to indicate how
the affine Kac-Moody algebras allow the solution of WZW models, in the same way that
the Virasoro algebra allows the solution of minimal models, and W -algebras the solution
of other RCFT’s. We will also give a couple of examples of remarkable mathematical
properties that find an “explanation” in the WZW context.
One might think that focusing on the special examples of affine Kac-Moody algebras is
too restrictive a strategy. There are good counter-arguments to this criticism. Affine Kac-
Moody algebras can tell us about many other RCFT’s: the coset construction [8] builds a
large class of new theories as differences of WZW models, roughly speaking. Hamiltonian
reduction [9] constructs W -algebras from the affine Kac-Moody algebras. In addition,
many more conformal field theories can be constructed from WZW and coset models by
the orbifold procedure [10] [11]. Incidentally, all three constructions can be understood in
the context of gauged WZW models.
Along the same lines, the question “Why study two-dimensional conformal field theory?”
arises. First, these field theories are solvable non-perturbatively, and so are toy models
that hopefully prepare us to treat the non-perturbative regimes of physical field theories.
Being conformal, they also describe statistical systems at criticality [12]. Conformal field
theories have found application in condensed matter physics [13]. Furthermore, they are
vital components of string theory [14], a candidate theory of quantum gravity, that also
provides a consistent framework for unification of all the forces.
The basic subject of these lecture notes is close to that of [15]. It is hoped, however,
that this contribution will complement that of Gawedzki, since our emphases are quite
different.
The layout is as follows. Section 2 is a brief introduction to the WZW model, including
its current algebra. Affine Kac-Moody algebras are reviewed in Section 3, where some
background on simple Lie algebras is also provided. Both Sections 2 and 3 lay the founda-
tion for Section 4: it discusses applications, especially 3-point functions and fusion rules.
We indicate how a priori surprising mathematical properties of the algebras find a natural
framework in WZW models, and their duality as rational conformal field theories.
2
2. Wess-Zumino-Witten Models
2.1. Action
Let G denote a compact connected Lie group, and g its simple Lie algebra1. Suppose
γ is a G-valued field on the complex plane. The Wess-Zumino-Witten (WZW) action is
written as [7][17]
Sk(γ) = − k
8π
∫
K(γ−1∂µγ, γ−1∂µγ) d2x + 2πk S˜(γ) , (2.1)
where ∂µ = ∂/∂x
µ, the summation convention is used with Euclidean metric, and K
denotes the Killing form of g, which is nondegenerate for g simple,
K(x, y) = Tr(ad x ad y)
2h∨
, x, y ∈ g . (2.2)
Here h∨ is an integer fixed by the algebra g, called the dual Coxeter number of g, and
ad x(z) := [x, z]. The second term is the Wess-Zumino action. To describe it, imagine that
the complex plane (plus the point at ∞) is a large 2-sphere S2. γ then maps S2 into the
group manifold of G.
G
2
(S  )γ
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S
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Figure 1. The map γ : S2 → G. B is the 3-dimensional solid ball with S2 as
its boundary, ∂B = S2.
The homotopy groups πn(G) thus enter consideration (see [18], for example). The
elements of πn(G) are the equivalence classes of continuous maps of the n-sphere S
n
into (the group manifold of) G. Two such maps are equivalent if their images can be
1 For an excellent, elementary introduction to Lie algebras, with physical motivation, see [16].
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continuously deformed into each other. If all images of Sn in G are contractible to a point,
then the n-th homotopy group of G is trivial, πn(G) = 0. A non-trivial πn(G) indicates the
presence of non-contractible n-cycles inG. (A cycle is a n-dimensional submanifold without
boundary; a non-contractible one is also not a boundary itself.) So, homotopy is quite a
fine measure of the topology of a group manifold G. For example, πn(G) = Z implies there
is a non-contractible n-cycle Cn in G that generates πn(G), and a map Sn → G can “wind
around” this cycle any number (∈ Z) of times.
By a generalisation of Stokes’ theorem, the existence of non-contractible cycles in G has
to do with the existence of harmonic n-forms on G. A harmonic form hn is a differential
form that is closed (dhn = 0), but not exact (no form p exists such that hn = dp). Recall
that if Cn is a non-contractible cycle, its boundary vanishes (∂Cn = 0), and Cn is not a
boundary itself. In the case πn(G) = Z just mentioned, there exists a harmonic n-form hn
on G, that can be identified with the volume form on Cn, and can be normalised so that
the volume of Cn computed with it is 1:
∫
Cn
hn = 1.
Getting back to the Wess-Zumino term, since π2(G) = 0 for any compact connected Lie
group, γ can be extended to a map (γ˜ when we want to emphasise this) of B into G, where
∂B = S2. The Wess-Zumino action can be written as
S˜(γ) =
−1
48π2
∫
B
ǫijk K
(
γ˜−1
∂γ˜
∂yi
,
[
γ˜−1
∂γ˜
∂yj
, γ˜−1
∂γ˜
∂yk
])
d3y (2.3)
where yi (i = 1, 2, 3) denote the coordinates of B.
Let ta denote the elements of a basis of g, i.e. g = Span { ta : a = 1, . . . , dim g }. For
Hermitian ta, (ta)† = ta, the commutation relations of g can be written as
[ta, tb] =
∑
c
ifabc tc , (2.4)
where the structure constants fabc are real. Normalising so that K(ta, tb) = δab, we get
K (ta, [tb, tc]) = i fabc . (2.5)
Since γ˜−1 ∂γ˜
∂yi
is an element of g, we see by (2.3) that the structure constants fabc enter
the Wess-Zumino action.
Now the totally antisymmetric structure constants fabc of g define a harmonic 3-form
h3 on the group manifold of G. S˜ is an integral over the pull-back of this harmonic 3-form
h3 to the space B:
S˜(γ)B :=
∫
B
γ˜∗h3 =
∫
∂−1S2
γ˜∗h3 . (2.6)
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By the discussion of the previous paragraph, this points to a relation between the Wess-
Zumino term and the homotopy of G. This will be made explicit soon.
If the WZW action is to describe a local theory on S2, then the formal expression B =
∂−1S2 should indicate that the physics is independent of which 3-dimensional extension
B of S2 is used. Picture S2 as a circle, in order to draw a simple diagram. γ : S2 → G
can be depicted as in Fig. 2.
G
2
(S  )γ
Figure 2. The map γ : S2 → G depicted in one lower dimension (S1 replaces
S2).
In Fig. 3, the images by γ of two different extensions B,B′ of S2 are pictured. In order
that the physics described by B is equivalent to that described by B′, we require
exp
[
2πikS˜(γ)B
]
= exp
[
2πikS˜(γ)B′
]
(2.7)
or
exp
[
2πikS˜(γ)B′−B
]
= 1 . (2.8)
γ(B′ −B) is homotopically equivalent to S3 (depicted as S2 in Fig. 4).
Now to the homotopic significance of the WZ term: S˜(γ)S3 = N is the winding number
of the map γ˜ : S3 → G. Since π3(G) = Z (for G any compact connected simple Lie group),
we have N ∈ Z. Therefore (2.8) requires k ∈ Z, and since k and −k yield indistinguishable
physics, we use k ∈ Z≥0, which will be the so-called level of the affine Kac-Moody algebra
realised by the WZW model.
The quantisation of the WZ term can also be understood by its relation to anomalies,
which have topological significance (see [18], Chapter 13, for example). Consider first a
5
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B
Figure 3. The γ-images of two different extensions B,B′ of S2.
G
Figure 4. γ(B −B′) (see Fig. 3).
fermionic model with Lagrangian density
L = 1
2
ΨΓµ(∂µ +Aµ)Ψ = ψ
†(∂z¯ + A¯)ψ + ψ¯
†(∂z +A)ψ¯ . (2.9)
Here z = x1 + ix2, z¯ = x1 − ix2, and Γµ are the Dirac (gamma) matrices, with anti-
commutation relations {Γµ,Γν} = 2δµ,ν . In the first expression, Ψ is a Dirac spinor, Ψ =
Ψ†Γ1, and Aµ is the gauge potential. In the second, the chiral components ψ = (1+Γ)Ψ/2,
ψ¯ = (1 − Γ)Ψ/2 appear, where Γ := iΓ1Γ2 is the chirality operator, and A = A1 + iA2,
A¯ = A1 − iA2. The Lagrangian is invariant under the gauge transformations
A →UAU−1 + U∂zU−1 , ψ → Uψ ;
A¯ → U¯ A¯U¯−1 + U¯∂z¯U¯−1 , ψ¯ → U¯ψ¯ ,
(2.10)
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where U and U¯ are two independent elements of the gauge group G. This chiral G ⊗ G
gauge invariance is the result of the vector and axial-vector gauge invariance of the Dirac
Lagrangian: U = U¯ specifies a vector gauge transformation, and when U = U¯−1, we get
an axial-vector transformation.
In a spacetime of N dimensions, a gauge boson has N −2 degrees of freedom. In N = 2,
what this means is that all Aµ can be obtained by applying gauge transformations to some
fixed Aµ, 0, say. So we can parametrise
A = α−1∂zα , A¯ = β
−1∂z¯β , (2.11)
with α, β ∈ G. Then, the gauge transformations (2.10) become
α → αU , β → βU¯ . (2.12)
Equivalently, we can say that the fields A, A¯ are subsidiary fields that could have been
eliminated in (2.9), giving a four-fermion interaction (and so a Thirring model).
The path integral ∫
[dψ][dψ¯] exp
(
−
∫
L d2x
)
= e−Seff (2.13)
defines an effective action Seff from which the fermions have been eliminated. Because of
the form of the Lagrangian (2.9) in (2.13), one often writes
Seff = log det [Γ
µ(∂µ + Aµ)] . (2.14)
In simple cases, these path integrals can be computed explicitly.
Suppose there are extra flavour indices for the fermions, suppressed in (2.9), running over
a number NL of (flavours of) left-handed fermions ψ, and a number NR of right-handed
fermions ψ¯. If NL 6= NR, the axial-vector gauge invariance is destroyed when quantum
corrections are taken into account. There is a chiral anomaly, proportional to NL−NR. In
the path-integral formalism, this happens because the integration measure for the chiral
fermions cannot be regularised in a way that preserves the invariance [19].
Following Polyakov and Wiegmann [20] (see also [21]), consider a fermionic model with
NL flavours of left-handed fermions ψ and similarly NR right-handed fermions ψ¯:
L = ψ†(∂z¯ + A¯)ψ + ψ¯†(∂z + A)ψ¯ + vK(A, A¯) , (2.15)
where v is a constant.
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First consider the case NL = NR = 1. In the gauge A¯ = 0, integrating out the fermions
gives [20]
log det [Γµ(∂µ + Aµ)] = S1(α) . (2.16)
This contribution comes from the left-handed fermion ψ. In general gauge, one would
expect terms S1(α) + S1(β
−1), the second term coming from the left-handed fermion ψ¯.
This is not the complete answer, however, since by vector gauge invariance, we expect a
result that depends only on αβ−1. This is where the K(A, A¯) term comes in. One finds
log det [Γµ(∂µ + Aµ)] = S1(αβ
−1) , (2.17)
and the constant v of (2.15) is adjusted so that
S1(αβ
−1) = S1(α) + S1(β
−1)− 1
4π
∫
d2xK ((α−1∂zα), (β−1∂z¯β)) . (2.18)
This is the Polyakov-Wiegmann identity. As we’ll see, the affine current algebra of the
WZW model can be derived from it.
Now suppose NL 6= NR, so that the theory has a chiral anomaly. Eliminating fermions
gives
Seff(A, A¯) = NLS1(α) +NRS1(β
−1)− 1
8πf
∫
d2xK(γ−1∂µγ, γ−1∂µγ)
=
1
2
(NL +NR)
[
S1(α) + S1(β
−1)
]
+
1
2
(NL −NR)
[
S1(α)− S1(β−1)
]
− 1
8πf
∫
d2xK(γ−1∂µγ, γ−1∂µγ) ,
(2.19)
where f is a constant, related to v. It is not fixed by gauge invariance here. Now take the
limit NL +NR → ∞, with NL − NR fixed. The term 12 (NL +NR)
[
S1(α) + S1(β
−1)
]
is
forced to vanish. This implies pure gauge A, A¯: A = γ−1∂zγ, A¯ = γ
−1∂z¯γ (compare to
(2.11)). So we have
Seff = − 1
8πf
∫
d2xK(γ−1∂µγ, γ−1∂µγ) + 2πkS˜(γ) , (2.20)
with k = NL−NR. From this point of view then, k is quantised because it is the difference
in the number of left-handed and right-handed fermions.
This last action is not quite that of the WZW model, with f being an arbitrary constant.
It’s that of a (two-dimensional) principal chiral σ-model, with WZ term. Such a sigma
model is asymptotically free, as is the σ-model without the WZ term. Without the WZ
term, the sigma model is strongly interacting in the infrared. But with the WZ term present
in the action, there is an infrared fixed point, at 1
f
= k. The WZW model describes the
dynamics of this fixed point. We’ll remain at 1f = k henceforth.
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2.2. Current algebra
Let’s rewrite the Polyakov-Wiegmann identity (2.18) as
Sk(γϕ) = Sk(γ) + Sk(ϕ) + Ck(γ, ϕ) , (2.21)
putting ϕ = β−1, and using Sk(γ) = kS1(γ), and
Ck(γ, ϕ) = k C1(γ, ϕ) = − k
4π
∫
d2xK ((γ−1∂zγ), (ϕ∂z¯ϕ−1)) . (2.22)
The term Ck(γ, ϕ) is a cocycle:
Ck(γϕ, σ) + Ck(γ, ϕ) = Ck(γ, ϕσ) + Ck(ϕ, σ) . (2.23)
The presence of this cocycle indicates a projective representation, of the loop group LG of
G [22]. Alternatively, we can say that the group L̂G, an extension of LG, is represented
non-projectively. This extension L̂G has as its Lie algebra the (untwisted) affine Kac-
Moody algebra gˆ, the central extension of the loop algebra of g. We’ll call gˆ an affine
algebra, for short. Let’s see how the WZW model realises gˆ⊕ gˆ as a current algebra [7][23].
Then conformal invariance can be established.
Since
Ck(Ω, Ω¯
−1) = − k
4π
∫
d2xK(Ω−1∂z¯Ω, Ω¯−1∂zΩ¯) , (2.24)
if either ∂z¯Ω = 0 or ∂zΩ¯ = 0, then Ck(Ω, Ω¯
−1) = 0, and also Sk(Ω) = Sk(Ω¯) = 0. (2.21)
thus establishes the local G⊗G invariance of the WZW model:
Sk
(
Ω(z)γ(z, z¯)Ω¯−1(z¯)
)
= Sk (γ(z, z¯)) , (2.25)
sometimes called the “G(z)⊗G(z¯) invariance”.
For infinitesimal transformations Ω = id + ω(z), Ω¯(z¯) = id + ω¯(z¯), the WZW field γ
transforms as
δω γ = ωγ, δω¯ γ = −γω¯ . (2.26)
With δγ = δωγ + δω¯γ, we find
δSk(γ) = −k
π
∫
d2x
{K (ω, ∂z¯(∂zγγ−1)) − K (ω¯, ∂z(γ−1∂z¯γ))} . (2.27)
The equations of motion of the WZW model are
∂µ(γ−1∂µγ) + iǫµν∂
µ(γ−1∂νγ) = 0 . (2.28)
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Switching to the complex coordinates z, z¯, and using ∂z = 2∂z, ǫzz¯ = i/2, etc., these give
∂z(γ
−1∂z¯γ) = 0, with hermitian conjugate −∂z¯(∂zγγ−1) = 0. Defining
J := −k∂zγγ−1 , J¯ := kγ−1∂z¯γ , (2.29)
we have
∂z¯J = 0 , ∂zJ¯ = 0 . (2.30)
So the currents J, J¯ are purely holomorphic, antiholomorphic, respectively; i.e. J = J(z),
J¯ = J¯(z¯). These currents will realise two copies of the affine algebra gˆ.
First we must explain the quantisation scheme. We consider the Euclidean time direction
to be the radial direction, so that constant time surfaces are circles centred on the origin.
More explicitly, the (conformal) transformation
z = eτ+iσ , z¯ = eτ−iσ (2.31)
maps the complex plane (punctured at z = 0,∞) to a cylinder, with Euclidean time
coordinate τ ∈ R running along its length, and a periodic space coordinate σ ≡ σ + 2π.
The origin z = 0 then corresponds to the distant past τ = −∞, and the distant future
τ = +∞ is at |z| =∞.
This is called radial quantisation. In (3+1)-dimensional QFT the n-point functions are
vacuum-expectation-values of time-ordered products of fields. Similarly, in radial quanti-
sation one needs to consider radially-ordered products of fields:
R (A(z)B(w) ) :=
{
A(z)B(w) , |z| > |w| ,
B(w)A(z) , |z| < |w| . (2.32)
Define the correlation functions as vacuum-expectation-values of radially ordered products
of fields, i.e.
〈A(z)B(w)〉 := 〈0|R (A(z)B(w)) |0〉 . (2.33)
We make the operator product expansion
R (A(z)B(w)) =
∞∑
n=−n0
(z − w)nD(n)(w) , (n0 ≥ 0) . (2.34)
We are also assuming n0 < ∞, i.e. that there is no essential singularity at z = w. Break
this product up by defining the contraction
A(z)B(w) :=
−1∑
n=−n0
(z − w)nD(n)(w) (2.35)
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or singular part, and the normal-ordered product
N (A(z)B(w)) :=
∑
n≥0
(z − w)nD(n)(w) . (2.36)
If we also define
N (AB) (w) := D(0)(w) , (2.37)
then we can write
R (A(z)B(w)) = A(z)B(w) + N (A(z)B(w))
= A(z)B(w) + N (AB) (w) +O(z − w) .
(2.38)
Radial ordering will be assumed henceforth. Often it is only the singular parts of operator
product expansions (OPE’s) that are relevant. We write
A(z)B(w) ∼
−1∑
n=−n0
(z − w)nD(n)(w) = A(z)B(w) , (2.39)
i.e. ∼ indicates that only the singular terms are written.
To show that the currents realise two copies of gˆ, we integrate the right hand side of
(2.27) by parts, using counter-clockwise integration contours, to get
i
4π
∮
0
dz K (ω(z), J(z)) − i
4π
∮
0
dz¯ K ( ω¯(z¯), J¯(z¯)) . (2.40)
(
∮
w
dz will indicate integration around a contour enclosing the point z = w.) Expanding
ω =
∑
a ω
ata, J =
∑
a J
ata, (and ω¯, J¯ similarly), using K(ta, tb) = δab, we get
δSk(γ) =
−1
2πi
∮
0
dz
∑
a
ωaJa +
1
2πi
∮
0
dz¯
∑
a
ω¯aJ¯a . (2.41)
This transformation rule leads to the gˆ⊕ gˆ current algebra. In the Euclidean path integral
formulation, a correlation function of the product X of fields is given by
〈X〉 =
∫
[dΦ]X e−S[Φ]∫
[dΦ] e−S[Φ]
, (2.42)
where [dΦ] indicates path integration over the fields Φ of the theory. If the action S
transforms with δS = − ∮
0
dz δs(z), then
δ〈X〉 = −
∮
0
dz 〈(δs)X〉 . (2.43)
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So (2.41) implies
δω〈X〉 = 1
2πi
∮
0
dz
∑
a
ωa(z) 〈Ja(z)X〉 , (2.44)
where we have put ω¯ = 0 for simplicity. Put X = Jb(w). With J(w) = −k(∂zγ)γ−1 and
δωγ = ωγ, we get
δωJ = [ω, J ] − k∂wω . (2.45)
More explicitly this is
δωJ
b(w) =
∑
c,d
if bcdωc(w)Jd(w) − k∂wωb(w) . (2.46)
In (2.44) this gives
1
2πi
∮
w
dw ωc(w) 〈if cbdJ
d(w)
z − w +
kδbc
(z − w)2 〉
=
1
2πi
∮
w
dw ωa(w) 〈Ja(z)Jb(w)〉 .
(2.47)
This relation determines the singular part of the (radially-ordered) operator product of
two currents:
Ja(z)Jb(w) ∼ kδab
(z − w)2 +
ifabcJc(w)
z − w . (2.48)
A similar OPE holds for the currents J¯a(z¯). This OPE is equivalent to an affine algebra.
The Laurent expansion of a current about z = 0 is Ja(z) =
∑
n∈Z J
a
nz
−1−n, or equiva-
lently, Jan = (1/2πi)
∮
0
dz znJa(z). We can translate this expansion, so that
Ja(z) =
∑
n∈Z
(z − w)−1−n Jan(w) (2.49)
is the Laurent expansion about the point z = w, and Jan(0) = J
a
n . Of course, we also have
Jan(w) =
1
2πi
∮
w
dz (z − w)nJa(z) . (2.50)
This allows us to write
[Jam, J
b
n] =
1
2πi
∮
0
dwwn
1
2πi
∮
|z|>|w|
dz zm Ja(z)Jb(w)
− 1
2πi
∮
0
dwwm
1
2πi
∮
|z|<|w|
dz zm Jb(w)Ja(z) ,
(2.51)
12
0z
0
w
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w
Figure 5. Subtraction of contours for (2.52).
where here radial ordering is not implicit in the operator products. Both operator products
in the integrands are R
(
Ja(z)Jb(w)
)
, however. So, by subtraction of contours, we obtain
[Jam, J
b
n] =
1
2πi
∮
0
dw
1
2πi
∮
w
dz zmwnR
(
Ja(z)Jb(w)
)
, (2.52)
as indicated in Fig. 5.
After substituting (2.48) into the last result, residue calculus then gives
[Jan , J
b
m] =
∑
c
ifabcJcn+m + knδ
abδm+n,0 . (2.53)
Identical commutation relations hold for the current modes J¯am.
These are the commutation relations of gˆ ⊕ gˆ. It is easy to see that (2.53) is a central
extension of the loop algebra of g. Consider Ja ⊗ sn, with s on the unit circle in the
complex plane, and n ∈ Z. The loop algebra of g is generated by the Ja ⊗ sn, since they
are g-valued functions on S1 (the loop). Now
[Ja ⊗ sm, Jb ⊗ sn] = [Ja, Jb]⊗ sm+n = ifabcJc ⊗ sm+n . (2.54)
So only the central extension term (∝ k) is missing.
The central extension term is known as a Schwinger term. (2.48) is not the usual form
in quantum field theory, because radial quantisation is not typical. If we switch variables
using z = exp(2πix/L), then Laurent series become Fourier series, and we recover the
more familiar form
[J˜a(x), J˜b(y)] = ifabcJ˜c(x)δ(x− y) + 1
2π
δabkδ′(x− y) , (2.55)
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where we have put J˜(x) := zJa(z)/L. The Schwinger term is a quantum effect (as powers
of ~ would show) and is related to chiral anomalies, as the presence of k suggests (recall
that k = NL−NR in the derivation of the WZW model as an effective theory with fermions
integrated out).2
The conformal invariance of the model can now be established in a straightforward
way. The Sugawara construction expresses the stress-energy tensor in terms of normal-
ordered products of currents Ja(z). The normal-ordered product (2.36) of two operators
X(w), Y (w) can be rewritten as
N(XY )(w) =
1
2πi
∮
w
dz
z − w X(z)Y (w) . (2.56)
With this form of normal ordering, the appropriate version of Wick’s theorem is
X(z)N(Y Z)(w) =
1
2πi
∮
w
dx
x− w
{
X(z)Y (x)Z(w)
+ Y (x) X(z)Z(w)
}
.
(2.57)
Using this we calculate
Ja(z)
∑
b
N(Jb Jb)(w) = 2(k + h∨)
Ja(w)
(z − w)2 , (2.58)
using (2.48). Here h∨ =
∑
a,b,c f
abcfabc/(2dim g) is the dual Coxeter number of g (this is
consistent with (2.2), (2.4), (2.5)). So
∑
b
N(Jb Jb)(z) Ja(w) = 2(k + h∨)
{
Ja(w)
(z − w)2 +
∂Ja(w)
z − w
}
. (2.59)
The Sugawara stress-energy tensor is
T (z) =
1
2(k + h∨)
∑
a
N(JaJa)(z) . (2.60)
Using (2.57) and (2.59) then gives
T (z)T (w) ∼ c/2
(z − w)4 +
2T (w)
(z − w)2 +
∂T (w)
z − w , (2.61)
2 For more detail on the relation between chiral anomalies and Schwinger terms, see [24], Chapter
5.
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with the central charge
c =: c(g, k) =
k dim g
k + h∨
. (2.62)
This last result is the conformal algebra with central extension, or Virasoro algebra, in
OPE form. So conformal invariance is established. Substituting T (z) =
∑
n∈Z z
−2−nLn
yields the usual form of V ir (the Virasoro algebra):
[Lm, Ln] = (m− n)Lm+n + c
12
(m3 −m)δm+n,0 . (2.63)
For completeness, we also write
T (z)Ja(w) ∼ J
a(w)
(z − w)2 +
∂Ja(w)
z − w , (2.64)
which corresponds to
[Lm, J
a
n ] = −nJam+n . (2.65)
This shows that gˆ and V ir extend to a semi-direct product in the theory. Furthermore, the
full chiral algebra of the WZW model is V ir⋉ gˆ, with commutation relations (2.63),(2.53)
and (2.65).
2.3. Factorisation and primary fields
A factorised form for γ(z, z¯) solves the classical equation of motion:
γ(z, z¯) = γL(z)γR(z¯) ⇒ ∂z
(
γ−1∂z¯γ
)
= 0 . (2.66)
This factorisation survives in the following form in the quantum theory. As already men-
tioned, under an infinitesimal G(z)⊗G(z) transformation, we have
δωγ = ωγ , δω¯γ = −γω¯ . (2.67)
The currents Ja(z), J¯a(z¯) generate the infinitesimal transformations of the fields, so we
have
Ja(z)γ(w, w¯) ∼ −1
z − w t
a
γγ(w, w¯) ,
J¯a(z)γ(w, w¯) ∼ 1
z¯ − w¯ γ(w, w¯)t
a
γ ,
(2.68)
where taγ is the g-generator t
a in the representation appropriate to γ(z, z¯).
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The WZW model also contains other fields, besides γ(z, z¯), that transform in similar
fashion. These are the so-called primary fields Φλ,µ(z, z¯):
Ja(z)Φλ,µ(w, w¯) ∼ −1
z − w t
a
λΦλ,µ(w, w¯) ,
J¯a(z)Φλ,µ(w, w¯) ∼ 1
z¯ − w¯ Φλ,µ(w, w¯)t
a
µ ,
(2.69)
Here λ, µ are two highest weights of integrable unitary irreducible representations
L(λ), L(µ) of g, and taλ, t
a
µ are the generators in those representations.
To find the action of the “current modes” Jan that generate gˆ, we use J
a(z) =∑
n∈Z z
−1−nJan in
Ja(z)Φλ,µ(0, 0) ∼ −1
z
taλΦλ,µ(0, 0) (2.70)
to get
[Ja0 ,Φλ,µ(0, 0)] = − taλΦλ,µ(0, 0) ,
[Jan,Φλ,µ(0, 0)] = 0 , for n > 0 .
(2.71)
This implies that the primary field Φλ,µ transforms as a highest-weight representation L(λˆ)
of the affine algebra gˆ. Similar considerations work for the right action, so Φλ,µ transforms
as L(λˆ)⊗ L(µˆ).3
For most purposes, it suffices to consider only the left or right action of gˆ. So we will
write, instead of (2.69),
Ja(z)φλ(w) ∼ −t
a
λφλ(w)
z − w , (2.72)
and similarly for J¯a(z¯) and φ¯µ(z¯), if need be. We must emphasise, however, that
φλ(z), φ¯µ(z¯) are not sensible local fields; they are only the holomorphic (left-moving)
and antiholomorphic (right-moving) parts of the primary field Φλ,µ(z, z¯). If you like,
Φλ,µ(z, z¯) = φλ(z)φ¯µ(z¯).
To see this, first note that the primary field Φλ,µ(z, z¯) transforms nicely under conformal
transformations. That’s because of the Sugawara construction (2.60), expressing the stress-
energy tensor as a normal-ordered product of the currents. In terms of modes, the Sugawara
construction gives
Ln =
1
2(k + h∨)
∑
a
∑
m∈Z
N(Jan−mJ
a
m) . (2.73)
where
N(Jap J
b
q ) =
{
Jap J
b
q , p ≤ q ;
JbqJ
a
p , p > q .
(2.74)
3 As we’ll see, a highest weight λˆ for gˆ determines a highest weight λ for g.
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We get
[Ln, φλ(0)] =
{
0, n > 0 ;
hλφλ(0) , n = 0 .
(2.75)
where
hλ =
∑
a Tr(t
a
λt
a
λ)
2(k + h∨) Tr(idλ)
=
(λ, λ+ 2ρ)
2(k + h∨)
(2.76)
is the conformal weight of the “primary field” φλ, and ρ is the Weyl vector of g (the
half-sum of the positive roots of g).
In OPE language, this is
T (z)φλ(0) ∼ hλφλ(0)
z2
+
∂φλ(0)
z
. (2.77)
Similarly,
T¯ (z¯)φ¯µ(0) ∼ hµφ¯µ(0)
z¯2
+
∂¯φ¯µ(0)
z¯
. (2.78)
Now, the generator of infinitesimal scaling is L0 + L¯0, as we’ll show below. So hλ + hµ
is the scaling dimension of the primary field Φλ,µ. (In radial quantisation, scaling = time-
translation, so the HamiltonianH = L0+L¯0.) L0−L¯0 generates rotations, so that hλ−hµ
is the spin of Φλ,µ. For a single-valued (local) field, we therefore require hλ−hµ ∈ Z. This
is a highly nontrivial constraint on pairs (λ, µ), since hλ, hµ ∈ Q. It is in this sense that
φλ(z) cannot be considered a sensible local field in its own right.
The fields Φλ,µ are primary because all others are in the span of operator products of
currents acting on them:
Ja1(z1)J
a2(z2) · · ·Jan(zn)J¯ a¯1(z¯1)J a¯2(z¯2) · · ·J a¯n¯(z¯n¯) Φλ,µ(z, z¯) . (2.79)
They are therefore called descendant fields. More usually, the basis elements are written
as
Ja1−n1 · · ·JaN−nN J¯ a¯1−n¯1 · · · J¯
a¯N¯
−n¯N¯
Φλ,µ(z, z¯) . (2.80)
2.4. Field-state correspondence
|0〉 is the vacuum of the WZW model. taλφλ means
∑
v∈L(λ)(t
a
λ)u,vφλ,v. If φλ,v = δv,vλ ,
where vλ denotes the highest-weight vector of L(λ), and v ∈ L(λ), we have
φλ(0)|0〉 = |vλ〉 . (2.81)
This is the basis of the field-state correspondence. More generally, defining
|φλ〉 :=
∑
v∈L(λ)
φλ,v|v〉 , (2.82)
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we can write
φλ(0)|0〉 = |φλ〉 . (2.83)
We can also consistently write
φλ(z) =
∑
u∈L(λ)
φλ,u u(z) , with u(0) |0〉 = |u〉 . (2.84)
In terms of |vλ〉, the primary-field conditions read
Ja0 |vλ〉 = taλ|vλ〉 , Jan |vλ〉 = 0 (n > 0) , (2.85)
in agreement with (2.75). The affine algebras are examples of triangularisable algebras
(just like the simple Lie algebras) [25]. This means their generators can be written as a
disjoint sum of three sets, with corresponding decomposition
gˆ = gˆ− ⊕ gˆ0 ⊕ gˆ+ . (2.86)
gˆ0 is the Cartan subalgebra, while gˆ± ⊕ gˆ0 are Borel subalgebras. gˆ+(gˆ−) correspond to
positive (negative) roots, and so contain raising (lowering) operators. Now, in the basis
used, gˆ+ is generated by {Jan>0} ⊕ g+, where g+ ⊂ {Ja0 } contains the raising operators of
g ⊂ gˆ. But since taλ are the generators of g in a representation L(λ) of highest weight λ,
we know g+|vλ〉 = 0. So by (2.85), gˆ+|vλ〉 = 0, i.e. |vλ〉 is the highest-weight state (highest
state/vector) of the affine representation L(λˆ) of gˆ.
The rest of the states in the representation L(λˆ) can be obtained as descendant states,
i.e. as linear combinations of states of the form
Ja1−n1 · · ·JaN−nNφλ(0)|0〉 . (2.87)
Now, there is still an infinite number of possible highest weights. But we’ll find that for
fixed k ∈ Z>0, only a finite number of inequivalent highest weights are possible. These
are the (unitary) integrable highest weights; they generate representations of gˆ that can be
integrated to representations of L̂G. By the G(z) ⊗ G(z¯) invariance of the WZW model,
these representations are precisely the relevant ones. We will arrive at this result from an
algebraic perspective, however.
To do this, we first need to discuss g, gˆ and their relation. This justifies an interesting
digression on Kac-Moody algebras [26] [27] [28] [29].
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3. Affine Kac-Moody Algebras
3.1. Kac-Moody algebras: simple Lie algebras
g, gˆ are examples of Kac-Moody algebras, which can be presented in terms of a Cartan
matrix A = (Ai,j), with integer entries (i.e. Kac-Moody algebras are generalised Cartan
matrix Lie algebras). Let’s first define g this way. If X is generated by x1 and x2, for
example, we use the notation X = 〈x1, x2〉.
Recall g = g+ ⊕ g0 ⊕ g−. Now
g+ = 〈ei : i = 1, . . . , r〉 , g0 = 〈hi : i = 1, . . . , r〉 , g− = 〈fi : i = 1, . . . , r〉 , (3.1)
where r is the rank of g, and {ei, hi, fi : i = 1, . . . , r} are the Chevalley generators of
g. The commutation relations of the generators can be expressed in terms of the Cartan
matrix:
[hi, hj ] = 0
[hi, ej ] = Aj,iej
[hi, fj] = − Aj,ifj
[ei, fj] = δi,jhj .
(3.2)
The Chevalley presentation of the algebra g is completed by the Serre relations:
[ad (ei)]
1−Aj,i ej = 0 ,
[ad (fi)]
1−Aj,i fj = 0 .
(3.3)
The r × r Cartan matrix has diagonal entries Ai,i = 2, so that 〈ei, hi, fi〉 ∼= sℓ(2) for all
i = 1, . . . , r. For simple g, g 6∼= ⊕ri=1sℓ(2), so Ai,j 6= 0 for at least one pair i 6= j, if r > 1.
For all Kac-Moody algebras (including semi-simple Lie, affine, hyperbolic, etc. algebras)4,
Ai,i = 2 ∀i, as just mentioned; Ai,j ∈ −Z≥0 ∀ i 6= j; and Ai,j = 0 ⇔ Aj,i = 0. In
addition, the Cartan matrices are symmetrisable: there exist positive rational numbers qj
such that AD′ is a symmetric matrix, where D′ = diag(qj).
For g a semi-simple Lie algebra, Ai,j ∈ {0,−1,−2,−3} for i 6= j, and most importantly,
det A > 0, i.e. the Cartan matrix is invertible. For simple g, A must be indecomposable.
The information contained in the Cartan matrix can be encoded in a so-called (Coxeter-
)Dynkin diagram. r nodes are drawn, each associated with a row (or column) of A. Node
i and node j (j 6= i) are joined by a number Ai,jAj,i of lines; and if Ai,j 6= Aj,i, so that
4 For a discussion of generalised Kac-Moody algebras, or Borcherds-Kac-Moody algebras, see [5].
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Figure 6. The (Coxeter-)Dynkin diagrams of the simple Lie algebras.
there are more than one lines, an arrow is drawn from node i to node j if |Ai,j| > |Aj,i|.
The Coxeter-Dynkin diagrams of the simple Lie algebras are drawn in Figure 6.
A more direct significance, in terms of the roots of the algebra, can be given to the Cartan
matrix and Coxeter-Dynkin diagrams. As we do this, we’ll introduce another presentation
of g, the Cartan-Weyl presentation.
First, find a maximal set of commuting Hermitian generators Hi, (i = 1, . . . , r):
[Hi, Hj] = 0 (1 ≤ i, j ≤ r) . (3.4)
Any two such maximal Abelian subalgebras g0 (Cartan subalgebras) are conjugate under
the action of exp g (the covering group of a group with Lie algebra g). Fix a choice of
Cartan subalgebra g0.
Since the Hi mutually commute, they can be diagonalised simultaneously in any repre-
sentation of g. The states of such a representation are then eigenstates of theHi, 1 ≤ i ≤ r.
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We write
Hi |µ; ℓ〉 = µi |µ; ℓ〉 . (3.5)
Here µ is called a weight vector (or just a weight), with r components µi. The corresponding
r-dimensional space is known as weight space. As we’ll discuss shortly, it is dual to the
Cartan subalgebra g0. The ℓ of the kets |µ; ℓ〉 is meant to indicate any additional labels.
A basis for the whole of g can be constructed by appending {Eα}, obeying
[Hi, Eα] = αiEα (1 ≤ i ≤ r) . (3.6)
α is a r-dimensional vector, called a root, and Eα is a step operator (raising or lowering
operator, depending). For simple Lie algebras, Eα is determined by α, up to normalisation.
If α is a non-zero root, the only multiple of α that is also a root is −α, and we can take
E−α =
(
Eα
)†
. (3.7)
The set of roots of g will be denoted ∆.
To complete the presentation of g in the Cartan-Weyl basis, we also need:
[Eα, Eβ] =


N(α, β)Eα+β if α+ β ∈ ∆
2α ·H/α2 if α+ β = 0
0 otherwise
(3.8)
where α · H means ∑ri=1 αiHi =: Hα, α2 := (α, α) (see below), and the N(α, β) are
constants.5 Here we use the scalar product (α, β), defined through the Killing form (2.2):
(α, β) = K(Hα, Hβ) = Tr (ad (Hα), ad (Hβ))/2h∨ . (3.9)
This completes the Cartan-Weyl presentation of g.
The Killing form also establishes an isomorphism between the Cartan subalgebra g0 and
its dual g∗0 , weight space: for every weight λ ∈ g∗0 , there corresponds an element Hλ ∈ g0
by λ(·) = K(Hλ, ·) (i.e. λ(Hβ) = K(Hλ, Hβ) = (λ, β) for β ∈ ∆). This inner product can
be extended, by symmetry, (α, β) = (β, α), to all weights α, β ∈ g∗0 . By (3.8), the rescaled
root 2α/α2 has importance; it is called the coroot α∨.
If we choose a fixed basis for the root lattice (⊂ weight lattice), we call α positive,
α ∈ ∆+, iff its first nonzero component in this basis is positive. Otherwise, α ∈ ∆−, i.e. α
is a negative root. Eα is considered a raising (lowering) operator if α ∈ ∆+ (α ∈ ∆−).
5 (3.7) implies N(α, β) = −N(−α,−β). Then for β + ℓα ∈ ∆ with p ≤ ℓ ≤ q, we can set
N(α, β)2 = q(1− p)(α, α)/2.
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A simple root is a positive root that cannot be written as a linear Z≥0-combination of
other positive roots. The set of simple roots will be denoted Π = {αi : i = 1, . . . , r}. The
set of simple coroots is Π∨ = {α∨i : i = 1, . . . , r}. The basis dual to Π∨ is the Dynkin
basis of fundamental weights:
(
Π∨
)∗
= {ωi : j = 1, . . . , r } . (3.10)
That is, (ωi, α∨j ) = δ
i
j .
Let us now compare the Chevalley and Cartan-Weyl presentations of g. The Chevalley
presentation emphasises the r subalgebras of type sℓ(2) ∼= A1 that are associated with
each simple root (or fundamental weight). It is the more economical presentation, since
it is written in terms of just 3r generators, those listed in (3.1). This economy allowed
the discovery of the Kac-Moody algebras: it was natural to wonder whether loosening
the constraints on the Cartan matrix would lead to other interesting types of algebras.
The price to be paid is the imposition of the more complicated Serre relations (3.3). But
these relations are what ensure that (among other things) a finite-dimensional algebra is
generated.
In contrast, the Cartan-Weyl presentation makes use of the A1-subalgebras associated
with every positive root. For every positive root we get a raising and lowering operator,
and the finite-dimensionality of the algebra is built in. Of course, the cost is the use of
more generators, a total of dim g of them.
More concretely, it is not difficult to make the identifications
ei = E
αi , fi = E
−αi , hi =
2αi ·H
α2i
= α∨i ·H , (3.11)
where H =
∑r
i=1 ω
ihi, and finally
Ai,j =
2
(
αi, αj
)
α2j
= (αi, α
∨
j ) . (3.12)
So, the Cartan matrix encodes the scalar products of simple roots with simple coroots.
Now, det A > 0 guarantees that weight space is Euclidean. Consider the hyperplanes in
weight space with normals αi. The primitive reflection rαi = ri of a weight λ =
∑r
i=1 λiω
i
across such a hyperplane is given by
rαiλ = riλ = λ− (λ, α∨i )αi . (3.13)
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Being reflections, the ri have order 2, and they generate a Coxeter group W , which can be
presented as
W = 〈 ri : i = 1, . . . , r 〉 , (3.14)
with the relations
(rirj)
mij = id . (3.15)
Clearly, mii = 1 for all i, and it turns out that all mij ∈ {2, 3, 4, 6}, when i 6= j. This
Coxeter presentation can be encoded in a Coxeter diagram: nodes are drawn for each
primitive reflection, and {0, 1, 2, 3} lines between nodes for mij ∈ {2, 3, 4, 6}, respectively
(i 6= j). For simple g, we find the Coxeter diagrams are just the corresponding Dynkin
diagrams (see Fig. 6), with the arrows omitted. In fact, the Coxeter group so obtained is
the Weyl group of g.
The possible weights of integrable representations will lie on the weight lattice P :=
Z(Π∨)∗, the points in weight space that are integer linear combinations of the fundamental
weights. Of course, this lattice is periodic and “fills” weight space. So we can think of it
as an infinite crystal. It has a point group isomorphic to the Weyl group, which explains
the restriction mij ∈ {2, 3, 4, 6}, familiar from crystallography.
Still, it is remarkable that these Coxeter-Weyl groups almost determine the algebra g
completely. More accurately (Br and Cr have isomorphic Weyl groups), the simple Lie
algebras are essentially those whose weight lattices can exist in a Euclidean weight space
of dimension equal to the rank.
What is the geometry of the Weyl hyperplanes in weight space? There is a Weyl hy-
perplane for each root, not just for the simple roots, and they partition the r-dimensional
weight space into a finite number of sectors. Each sector is of infinite hypervolume, and
W acts simply transitively on them. The example of g = A2 is pictured in Fig. 7.
We use the notation λ =
∑r
i=1 λi ω
i = (λ1, . . . , λr), and L(λ1, . . . , λr) = L(λ). Fig. 8
is the weight diagram for the A2 representation L(2, 1). Notice it is symmetric under the
action of the Weyl group W ∼= S3 for A2. Let mult (λ;µ) denote the multiplicity of a
weight µ in the representation L(λ). Then this Weyl symmetry can be written as
mult (λ;µ) = mult (λ;wµ) , ∀w ∈W . (3.16)
The Weyl symmetry can also be expressed in terms of characters. Characters are to
representations what weights are to states (vectors). They are simpler than the represen-
tations themselves, yet still contain sufficient information to be useful in many contexts.
Precisely, the formal character of the g-representation L(λ) is
chλ := TrL(λ) e
H . (3.17)
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Figure 7. The Weyl sectors of A2 weight space. Each sector is labelled by the
Weyl element that maps it to the identity (id) sector. The identity sector is
also known as the dominant sector. Also shown are the fundamental weights
ω1, ω2, and the roots, including the simple roots α1, α2, and the highest root
θ.
(2,1)
Figure 8. The weight diagram of L(2, 1), the A2 representation of highest
weight (2, 1).
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Equivalently, if we define
P (λ) := {µ ∈ g∗0 : mult (λ;µ) 6= 0 } , (3.18)
we can write
chλ =
∑
µ∈P (λ)
mult (λ;µ) eµ . (3.19)
In (3.17) and (3.19), eH and eµ are formal exponentials, with the additive property eλeµ =
eλ+µ, for example.
The Weyl symmetry is made manifest in the celebrated Weyl character formula:
chλ =
∑
w∈W (det w) e
w.λ∏
α∈∆+
(1− e−α) , (3.20)
where the shifted Weyl action is w.λ := w(λ+ ρ)− ρ. Here det w = 1 if w can be written
as a composition of an even number of primitive reflections, and det w = −1 for an odd
number.
Since the character of the singlet representation L(0) is ch0 = 1, (3.20) gives the denom-
inator identity ∏
α∈∆+
(1− e−α) =
∑
w∈W
(det w) ew.0 . (3.21)
So the Weyl character formula can also be written as
chλ =
∑
w∈W (det w) e
w(λ+ρ)∑
w∈W (det w) e
wρ
. (3.22)
If we continue this relation to weights λ 6∈ P+, we can also derive
chλ = (det w) chw.λ . (3.23)
This relation will be important later.
We can “informalise” the formal character in the following way:
chλ(σ) :=
∑
µ∈P (λ)
mult (λ;µ) e(µ,σ) . (3.24)
The character chλ(σ) is then a polynomial in the r indeterminates e
σj , j = 1, . . . , r.
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3.2. Kac-Moody algebras: affine algebras
As discussed above, the affine algebras gˆ relevant to WZW models are central extensions
of the loop algebras of g, for g semi-simple; we restrict to g simple here for simplicity.
They are known as untwisted affine algebras. For such gˆ, g ⊂ gˆ is known as the horizontal
subalgebra of gˆ.
The Chevalley presentation for gˆ is identical to that for g except that the r × r Cartan
matrix A = (Ai,j) is replaced by the (r+1)× (r+1) Cartan matrix Aˆ = (Aˆi,j)i,j∈{0,1,...,r},
with Aˆi,j = Ai,j for i, j 6= 0. As for g, the elements of the Cartan matrix are determined
by scalar products of simple roots and coroots:
Aˆi,j = (αˆi, αˆ
∨
j ) . (3.25)
Because of this structure, there is an intimate relation between the simple roots of g and
those of gˆ.
An affine Kac-Moody Cartan matrix obeys all the conditions mentioned above that the
simple Lie algebras obey, except that the det A > 0 condition is loosened. Let Aˆ(i) denote
the submatrix of (r+1)× (r+1) matrix Aˆ obtained by deleting the i-th row and column.
Then we must have
det Aˆ = 0 , but det Aˆ(i) > 0 ∀i ∈ {0, 1, . . . , r} , (3.26)
if Aˆ is to be an affine Cartan matrix. This means that the submatrices Aˆ(i) must be Cartan
matrices for semi-simple Lie algebras. Besides the untwisted affine algebras, twisted affine
algebras also exist, but they are not so directly useful in conformal field theory.
(3.26) guarantees that Aˆ has no negative eigenvalues, and exactly one zero eigenvector.
For all affine Cartan matrices Aˆ, there exist positive integers a0, a1, . . . , ar, called marks,
such that
∑r
i=0 aiAˆi,j = 0. If Aˆ is affine, meaning it is the Cartan matrix of an affine
algebra, then so is AˆT (their Dynkin diagrams are obtained from each other by reversing
their arrows). Because of this, we also have
∑r
j=0 Aˆi,ja
∨
j = 0, where the a
∨
j are known as
co-marks (notice this is consistent with the symmetrisability of gˆ). For untwisted gˆ, the
marks and co-marks are determined by the highest root θ of g, which is its own co-root
θ∨ = θ (here we use the normalisation convention α2 = 2 for the longest roots α). So we
can expand
θ =
r∑
i=1
aiαi =
r∑
i=1
a∨i α
∨
i , (3.27)
with the expansion coefficients equalling the (co-)marks. a0 = a
∨
0 = 1 completes their
specification.
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Equivalently, the Dynkin diagrams of the untwisted affine gˆ are simply the extended
Dynkin diagrams of the corresponding simple algebra g, obtained by augmenting the set
of simple roots Π of g by −θ. The Dynkin diagrams of the untwisted affine algebras are
drawn in Fig. 9. So, the set of affine simple roots
Πˆ = { αˆi : i ∈ {0, 1, . . . , r} } (3.28)
is simply related to {−θ, α1, . . . , αr}.
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Figure 9. The (Coxeter-)Dynkin diagrams of the affine untwisted Kac-Moody
algebras.
Notice that if any node of any of the Dynkin diagrams of Fig. 9 is omitted, one obtains
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the Dynkin diagram of a semi-simple Lie algebra. This is also true of the twisted affine
Dynkin diagrams (not drawn here), and is in agreement with the condition (3.26). It is only
the untwisted Dynkin diagrams, however, that are isomorphic to the extended diagrams
of simple Lie algebras.
Before making this precise, we must introduce another operator. For an arbitrary
symmetrisable Kac-Moody algebra, one can define the inner product of simple roots di-
rectly from the Cartan matrix A by (αi, αj) = Ai,jqj ( recall AD
′ is symmetric, with
D′ = diag(qi) ). This inner product is positive (semi-)definite iff A is of (affine) finite type.
Now, many of the important results for gˆ are obtained as straightforward generalisations
of those for g, but these latter rely on having a non-degenerate bilinear form (·, ·). To
make the bilinear form non-degenerate in the affine case, one needs to enlarge the Cartan
subalgebra gˆ0 of gˆ, to gˆ
e
0, by adding a derivation d. We will denote the enlarged affine
algebra similarly, by gˆe.
The problem is the canonical central element
K =
r∑
i=0
a∨i Hˆ
i . (3.29)
Clearly, [K, Hˆj] = 0, and furthermore,
[K,E±αˆi] = ±
r∑
j=0
a∨j Aˆi,jE
±αˆi = 0 , (3.30)
showing that K is indeed central. Actually, the coefficient k of the WZ term (2.3) in the
WZW action (2.1) is to be identified with the eigenvalue of K, which is fixed in the current
algebra of a given WZW model.
If we extend the bilinear form by choosing K(K, d) = 1, K(K,K) = K(d, d) = 0, the
resulting form is non-degenerate. The operator d is very natural in WZW models: −d will
be identified with the Virasoro zero mode L0.
If a step operator Eαˆ is an element of gˆ, with
[Hˆi, Eαˆ] = αiEαˆ (i ∈ {1, . . . , r}) ,
[K,Eαˆ] = 0 , [d, Eαˆ] = n ,
(3.31)
we denote αˆ = (α, 0, n), and write Eαˆ =: Eαn . So one can think of affine roots as vectors
with r + 2 components, r of which describe a root of g, and the other two correspond to
the elements K, d ∈ gˆe. The inner product on gˆe∗0 is
(αˆ, βˆ) =
(
(α, kα, nα), (β, kβ, nβ)
)
= (α, β) + kαnβ + nαkβ . (3.32)
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It is determined by the symmetry and invariance:
K(x, [z, y]) + K([z, x], y) = 0 (∀x, y, z ∈ gˆe0) , (3.33)
of the corresponding bilinear form on gˆe0. Notice that kα, nα behave like light-cone coor-
dinates x± = (t± x)/
√
2 in a Minkowski metric, so the signature of the inner product on
gˆe∗0 is Lorentzian.
Notice that δ =
∑r
i=0 aiαˆi = (0, 0, 1), so that δ is the root corresponding to d = −L0 ∈
gˆe0. The dual weight is denoted Λ0 = (0, 1, 0).
The affine simple roots are
αˆ0 = (−θ, 0, 1) , αˆi6=0 = (αi, 0, 0) . (3.34)
This explains why the extended Dynkin diagram of g is identical to the Dynkin diagram
for gˆ.
The fundamental weights are
ωˆ0 = (0, 1, 0) = (0, a∨0 , 0) , ωˆ
i6=0 = (ωi6=0, a∨i6=0, 0) . (3.35)
For an arbitrary affine weight λˆ = (µ, ℓ, n), ℓ is called the level of the weight, and n is
called its grade. In the WZW context, the level of weight vectors will usually be fixed by
the WZ coefficient k, and the grade is directly related to the eigenvalue of the Virasoro
zero mode L0. For λˆ as just written, we will adopt the notational convention that λ = µ;
if the “hat” is removed from an affine weight, the result is the horizontal projection, or
“finite part” of it. This is consistent with (3.34) and (3.35), and also allows us to write
ω0 = 0, α0 = −θ, for examples. We also use φλ to denote φλˆ (and have so already); so
that φkωˆ0 = φ0, for instance.
This notational convention also allows us to write
λˆi = λi , ∀ i ∈ {1, . . . , r} . (3.36)
These are the affine roots and weights. What about the affine Weyl group Wˆ? It is also
the Coxeter group associated with the corresponding Dynkin diagram, generated by the
primitive Weyl reflections
rˆiλˆ = λˆ − (λˆ, αˆ∨i )α∨i . (3.37)
Suppose λˆ = (λ, k, n), then this gives
rˆiλˆ = (riλ, k, n) , i 6= 0 ;
rˆ0λˆ = λˆ−
[
k − (λ, θ)] αˆ0 = (λ+ [ k − (λ, θ) ] θ, k, n− [ k − (λ, θ) ] ) . (3.38)
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Notice that k − (λ, θ) plays the role of λˆ0. This is justified by (δ, λˆ) =
∑r
i=0 a
∨
i λˆi =
λˆ0 +
∑r
i=1 a
∨
i λi = λˆ0 + (λ, θ), which should be the eigenvalue of K, i.e. the level.
Consequently, we sometimes use λ0 := k − (λ, θ). So (3.36) can be extended to include
i = 0, once the level k of an affine weight has been fixed, as it is in WZW models.
The relation between Wˆ and W ⊂ Wˆ is found by calculating rαˆλˆ for αˆ = (α, 0, m). One
gets rαˆ = rα(tα)
m, where
tαλˆ =
(
λ+ kα∨, k, n+ λ2 − (λ+ kα∨)2/2k ) . (3.39)
tαtβ = tβtα, so 〈tα〉 = TkQ∨ , the translation group in the (scaled) co-root lattice Q∨ of g.
Furthermore, rβtαr
−1
β = rβtαrβ = trβ(α), so TkQ∨ is a normal subgroup of Wˆ , and
Wˆ = W ⋉ TkQ∨ . (3.40)
This relation has important implications for the modular properties of affine characters,
as we’ll see.
The geometry of affine Weyl hyperplanes can be compared to that for the Weyl hy-
perplanes of g, at least after the horizontal projection λˆ = (λ, k, n) 7→ λ. The situation
is analogous, with sectors of weight space labelled by elements of Wˆ . But this time the
sectors are of finite volume, and there is an infinite number of them, since |Wˆ | =∞. See
Fig. 10 for a depiction of the case g = A2.
This fact is highly suggestive: the integrable highest weights for g are those integral
weights (λ =
∑r
i=1 λiω
i with all λi ∈ Z) contained in the sector labelled by id ∈W , so we
expect the integrable affine highest weights to be finite in number. How does this happen?
First, if λˆ = (λ, k, n) is to be a highest weight for an integrable representation of gˆ,
then g ⊂ gˆ implies λ must be one for g. So λ ∈ P+ = {µ =
∑r
i=1 µiω
i : µi ∈
Z≥0}, ensuring that each A1 subalgebra 〈ei, hi, fi〉 = 〈Eαi0 , Hi0, E−αi0 〉 (i ∈ {1, . . . , r}) is
represented integrably, i.e. has λi = 2j with “isospin” j ∈ Z≥0/2. The extra condition
is simply that the A1 subalgebra corresponding to the simple root α0 be represented
integrably. This just means λ0 ∈ Z≥0 is required, i.e. k − (λ, θ) = k −
∑r
i=1 λia
∨
i ∈ Z≥0.
In other words,
λˆ ∈ P k+ =
{
λˆ =
r∑
i=0
λiωˆ
i : λi ∈ Z≥0,
r∑
i=0
λia
∨
i = k
}
, (3.41)
explaining why there is a finite number of affine integrable highest weights at fixed level
k. If the r + 1 simple-root A1 subalgebras of gˆ are all represented integrably, that turns
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Figure 10. The affine Weyl sectors of the horizontal projection of Aˆ2 (affine
A2) weight space.
out to be sufficient to guarantee that the whole of gˆ is so represented. We also write
P k+ =
{
λ =
r∑
i=1
λiω
i : λi ∈ Z≥0,
r∑
i=1
λia
∨
i ≤ k
}
⊂ P+ (3.42)
for the set of horizontal projections of integrable affine highest weights at fixed level k.
Integrability is signalled by the presence of null vectors, vectors (states) of zero norm.
For example, with g = A1, and highest state |vλ〉 with λ = λ1ω1 = 2jω1, one finds the null
states e1|vλ〉 (from the highest-state condition) and fλ1+11 |vλ〉 = f2j+11 |vλ〉. See Fig. 11
for the example of j = 3/2, i.e. the A1 representation L(3). The existence of null vectors
(and so integrability) goes hand-in-hand with the Weyl symmetry of representations.
For the integrable highest-weight representations of gˆ, with highest weight state satisfy-
ing ei|vλˆ〉 = 0 for all i ∈ {0, 1, . . . , r}, there are r+1 primitive null vectors |ηi〉 := f1+λii |vλˆ〉.
Primitive here means that all other null vectors (an infinite number of them) can be ob-
tained as descendants of these ones. Because of (3.34), these are of exactly the same form
as the primitive null vectors of the integrable g representation of highest weight λ, for
i 6= 0. The additional (i = 0) primitive null vector has interesting consequences in the
WZW model, as we’ll see.
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Figure 11. The weight diagram for the A1 representation L(3ω
1), correspond-
ing to angular momentum j = 3/2. The weights of the null vectors are shown.
The presence of the “extra” null vector is also consistent with the enlargement of the
Weyl symmetry W → Wˆ . Consider the affine formal character
chλˆ := TrL(λˆ)
(
eHˆ
)
=
∑
µˆ∈P (λˆ)
mult (λˆ; µˆ) eµˆ , (3.43)
where, Hˆ =
∑r
i=0 ωˆ
ihi, mult (λˆ; µˆ) denotes the multiplicity of the weight µˆ in L(λˆ), and
we define
P (λˆ) := {µ ∈ gˆe∗0 : mult (λˆ; µˆ) 6= 0 } . (3.44)
Then it is the Weyl-Kac formula that makes manifest the affine Weyl symmetry of affine
characters:
chλˆ =
∑
wˆ∈Wˆ (det wˆ) e
wˆ.λˆ∏
αˆ∈∆ˆ+
(1− e−αˆ) , (3.45)
where wˆ.λˆ indicates the shifted action of wˆ: wˆ.λˆ := wˆ(λˆ+ ρˆ)− ρˆ, with ρˆ =∑rj=0 ωˆj . ∆ˆ+
indicates the set of positive roots of gˆ, to be specified shortly. ch0ˆ = 1 leads to the affine
denominator formula ∏
αˆ∈∆ˆ+
(1− e−αˆ) =
∑
wˆ∈Wˆ
(det wˆ) ewˆρˆ , (3.46)
so that (3.45) can also be written as
chλˆ =
∑
wˆ∈Wˆ (det wˆ) e
wˆ(λˆ+ρˆ)∑
wˆ∈Wˆ (det wˆ) e
wˆρˆ
. (3.47)
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One integrable affine highest weight is special: λˆ = kωˆ0 has horizontal projection λ = 0.
This indicates that it corresponds to a state that is G-invariant; this state is the vacuum
|0〉. The corresponding field φkωˆ0 = φ0 is known as the identity primary field, because of
its action on the vacuum:
φkωˆ0(0) |0〉 = φ0(0) |0〉 = |vkωˆ0〉 = |v0〉 = |0〉 (3.48)
(see (2.81)). Now, more on the integrable highest-weight representations of gˆ (they are
sometimes called the standard representations, for short).
In terms of Chevalley generators, the highest state |vλˆ〉 is defined by ei|vλˆ〉 = 0, for all
i ∈ {0, 1, . . . , r}. But the highest state is annihilated by the raising operator corresponding
to any positive root. So, using the Cartan-Weyl presentation, we have
Eα0 |vλˆ〉 = 0 , ∀ α ∈ ∆+ ; Jαn |vλˆ〉 = 0 , ∀ α ∈ ∆ , n ∈ Z>0 , (3.49)
where Jαn ∈ {E±αn , Hαn}. This then points to the appropriate choice of the set ∆ˆ+ of
positive roots of gˆ:
∆ˆ+ = ∆+ ∪ {nδ : n ∈ Z>0} ∪ {α+ nδ : α ∈ ∆, n ∈ Z>0} . (3.50)
The full set of roots is ∆ˆ = ∆ˆ+∪∆ˆ− = ∆ˆ+∪(−∆ˆ+). All roots except 0 and the imaginary
ones {nδ : 0 6= n ∈ Z} have unit multiplicity, and each relates to a single element of
gˆ: Eα+nδ = Eα−n. nδ (including 0) has multiplicity r, relating to the existence of the r
elements Hi−n.
So, the generators of gˆ can be written to emphasise their similarity with those for g: one
simply adds “mode numbers” as subscripts to the symbols for the generators of g. Then
their commutation relations also take a form that is simply related to those for g, written
in (3.4),(3.6),(3.8):
[Him, H
j
n] = kmδm+n,0δ
i,j
[Him, E
α
n ] = α
iEαm+n
[Eαm, E
β
n ] =


α∨ ·Hm+n + km(2/α2)δm+n,0 , α+ β = 0
N(α, β)Eα+βm+n , α+ β ∈ ∆
0 , α+ β 6∈ ∆ .
(3.51)
Here of course, α, β ∈ ∆, and m,n ∈ Z.
By the Sugawara construction, |vλˆ〉 is also the highest weight of a representation of V ir:
Ln|vλˆ〉 =
∑
m∈Z
N(JamJ
a
n−m) |vλˆ〉 = 0 , ∀n ∈ Z>0 . (3.52)
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We also have L0|vλˆ〉 = hλ|vλˆ〉, as noted above, with conformal weight hλ given in (2.76).
Such an irreducible representation is not irreducible as a representation of V ir; rather, it
decomposes into an infinite number of such representations.
The highest state is nevertheless the highest state of an irreducible representation of V ir.
So, by the state-field correspondence, the gˆ-primary field also transforms as a V ir-primary
field: under the conformal transformation z → w = w(z), an analytic function of z, and
φλ(z) → φλ(w) =
(
dw
dz
)−hλ
φλ(z) . (3.53)
So a V ir-primary field transforms in a tensorial way under conformal transformations.
Of particular use to us are the so-called projective transformations, where
w =
az + b
cz + d
, with ad− bc = 1 . (3.54)
Writing a, b, c, d as the elements of a 2 × 2 matrix shows that these transformations form
a group isomorphic to PSL(2,C): P stands for projective, meaning the matrix and its
negative describe equivalent transformations (3.54); S stands for special, i.e. the matrix
has determinant one; and L means linear. The projective transformations are the only
(invertible) conformal transformations that map the entire complex plane plus the point
at ∞ to itself. They leave the vacuum invariant:
L±1 |0〉 = L0 |0〉 = 0 , (3.55)
since the L±1, L0 generate the sℓ(2,C) algebra of the projective group.
For more details, consider infinitesimal conformal transformations, i.e. w = z + ǫ(z),
with |ǫ(z)| ≪ 1. (3.53) then yields
δφλ(z) =
(
ǫ(z)∂z + hλǫ
′(z)
)
φλ(z) . (3.56)
If we don’t restrict ǫ(z) further, we are considering general infinitesimal conformal trans-
formations. From their general form (3.54), one can see that infinitesimal projective trans-
formations give
ǫ(z) = c−1 + c0z + c1z
2 , (3.57)
where c±1, c0 are constants. We write
δ φλ(z) =
1∑
m=−1
cm [Lm, φλ(z)] , (3.58)
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and find
[Lm, φλ(z)] =
(
zm+1∂z + (m+ 1)hλz
m
)
φλ(z) , (3.59)
with m = ±1, 0. This last formula is consistent with the commutation relations (2.63) of
V ir, for the modes L±1,0, and shows they do generate sℓ(2,C) ⊂ V ir.
Note that L−1 acts as the z-translation operator and L0 as the generator of dilations:
eaL−1 φλ(z) e
−aL−1 = φλ(z + a) , e
aL0 φλ(z) e
−aL0 = φλ(e
az) . (3.60)
Including both the holomorphic and antiholomorphic parts of the primary field, this last
equation gives
eaL0+a¯L¯0 Φλ,µ(z, z¯) e
−aL0−a¯L¯0 = Φλ,µ(e
az, ea¯z¯) = e−ahλ−a¯hµ Φλ,µ(z, z¯) , (3.61)
using (3.53), where a¯ denotes the complex conjugate of a. Putting a = α + iθ, with
α, θ ∈ R, we confirm that L0 + L¯0 is the generator of dilations (radial Hamiltonian) and
L0 − L¯0 is the generator of rotations. Furthermore, hλ + hµ is the scaling dimension of
Φλ,µ and hλ − hµ is its spin.
The third generator L1 generates what are known as special conformal transformations.
All three types of transformations (translations, rotations and special conformal transfor-
mations) are conformal in any number N of dimensions. If we restrict the base field to
R, instead of C, we have an algebra sℓ(2,R). The antiholomorphic counterparts L¯±1, L¯0
generate another copy of this algebra, and the direct sum of the two copies is isomorphic
to a real form of so(4). In N dimensions, the translations, rotations and special conformal
transformations generate a real form of so(N + 2). In N = 2 the symmetry extends to an
infinite-dimensional one, with infinite-dimensional algebra (2.54). After central extension,
we find V ir.
A simple example of a standard representation of gˆ = Aˆ1 = A
(1)
1 is depicted in Fig.
12. There the weights in gˆe∗0 are drawn (except that the fixed eigenvalue k = 2 of K is
not indicated as a coordinate). Note that the “horizontal” weight spaces are those for
the simple Lie algebra g = A1; in general, the horizontal subspaces of a representation
L(λˆ) of gˆ will be (reducible) representations of g. (This is where the term horizontal
subalgebra g ⊂ gˆ comes from.) In particular, for the standard representation L(λˆ), the
horizontal representation of lowest L0 eigenvalue is the irreducible representation L(λ) of
g. Notice also that the weight diagram is enclosed by a parabolic envelope: a parabola
passes through all weights µˆ such that µˆ− δ is not also in the diagram. Its curvature de-
creases with increasing level. The parabola becomes a paraboloid for higher rank algebras.
The simple roots are indicated, as well as the weights of the primitive null vectors. The
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Figure 12. The weight diagram of the Aˆ1 representation L(ωˆ
0 + ωˆ1).
multiplicities of the weights rise rapidly with increasing L0 eigenvalue n; asymptotically
mult
(
λ; (µ, k,−n) ) ∼ n−3/4 exp(const.n1/2).
Fig. 13 shows the standard representations for arbitrary affine algebras in very schematic
fashion. There is a finite number (the case of cardP k+ = 3 is drawn) of such representa-
tions, each to be associated with a primary field in the corresponding WZW model. As
mentioned above, the representation L(kωˆ0) is special among them: its lowest horizontal
representation is L(0), the scalar representation, and its lowest L0 eigenvalue is the lowest
of the low. That’s because the single state in the representation L(0) is to be identified
with the vacuum of the WZW model. The corresponding primary field is called the identity
primary field. The other standard representations have lowest horizontal representations
of higher dimensions, and lowest L0 eigenvalues that are higher than that of the vacuum;
after all, H = L0 + L¯0, so the vacuum should have lowest energy. These last two effects
go hand-in-hand, as the diagram is meant to indicate.
(2.65) shows that elements of g commute with L0. Since H = L0 + L¯0, this means that
g ⊕ g is a true symmetry algebra of the WZW model. The full affine algebra gˆ ⊕ gˆ plays
the role of a spectrum-generating algebra in the theory, generating all the states in the
towers corresponding to the primary fields.
The remarkable thing is that the states in these cardP k+ primary towers span the space
of states of the WZW model! gˆ ⊕ gˆ generates the full spectrum of the model from the
cardP k+ primary highest states. We can therefore say that the the infinite-dimensional
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Figure 13. Schematic drawing indicating the standard affine representations
that are relevant to a WZW model.
affine algebra effectively “finitises” the WZW field theory: one need only study the finite
number of primary fields.
4. Affine Algebra Representations and WZW Models
In the last section we laid the basis for the application of the representation theory of
untwisted affine algebras to WZW models. In this section we’ll describe some specific
results in detail.
4.1. Gepner-Witten equation
Null vectors constrain the possible couplings between WZW fields. Consider a primary
field realising a standard representation of gˆ, with highest weight νˆ. That is, the primary
field has holomorphic part φνˆ(z). This implies f
1+νi
i φνˆ = 0, for all i ∈ {0, 1, . . . , r}. For
i = 0, this can be rewritten as
(
Eθ−1
)1+νˆ0
φνˆ(z) = 0 . (4.1)
Now, suppose this null field appears in a correlation function with the primary fields
φ1(z1), . . . , φn(zn); the correlator must then vanish:
〈 [(Eθ−1)1+νˆ0φνˆ(z)]φ1(z1) · · ·φn(zn) 〉 = 0 . (4.2)
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After using (2.50) to rewrite last equation as
〈 1
2πi
∮
z
dw
w − z
(
Eθ(w)
[(
Eθ−1
)νˆ0
φνˆ(z)
])
φ1(z1) · · ·φn(zn) 〉 = 0 , (4.3)
we can deform the contour of integration in the manner indicated in Fig. 14 to get
0 =
n∑
j=1
1
2πi
∮
zj
dw
w − z 〈
[(
Eθ−1
)νˆ0
φνˆ(z)
]
φ1(z1) · · ·
· · · [Eθ(w)φj(zj)] · · ·φn(zn)φn(zn) 〉 .
(4.4)
Now since the φj are primary, by (2.69) we can write
0 =
n∑
j=1
tθj
z − zj 〈
[(
Eθ−1
)νˆ0
φνˆ(z)
]
φ1(z1) · · ·φn(zn) 〉 , (4.5)
where the j on tθj indicates that the generator should act on φj . If this process is repeated,
we find
0 =
∑
{ℓ1,...,ℓn}∑
ℓi=1+νˆ0
(tθ1)
ℓ1/ℓ1!
(z − z1)ℓ1 · · ·
(tθn)
ℓn/ℓn!
(z − zn)ℓn 〈φνˆ(z)φ1(z1) · · ·φn(zn) 〉 . (4.6)
This is the Gepner-Witten equation [30]. Notice that it also holds if we replace 1+ νˆ0 with
any p ≥ 1 + νˆ0.
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Figure 14. Contour deformation for (4.4).
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The first consequence of (4.6) is that a non-integrable field has vanishing correlators
with integrable fields, i.e. a non-integrable field decouples from integrable ones. To see
this, let φνˆ be the identity field in (4.6), that is, set νˆ = kωˆ
0. Then
φνˆ(z)|0〉 = ezL−1φkωˆ0(0)e−zL−1 |0〉 = |0〉 , (4.7)
using (3.60),(3.55),(3.48). So we can remove φνˆ(z) from (4.6). Multiply by (z − zn)p−1
and integrate over z to get
0 = 〈φ1(z1) · · ·φn−1(zn−1)(tθn)pφn(zn) 〉
= 〈φ1(z1) · · ·φn−1(zn−1)
[(
Eθ0
)p
φn(zn)
] 〉 , (4.8)
for all p ≥ 1 + νˆ0. Now suppose φn is non-integrable, so that there is no p ∈ Z>0 such
that [
(
Eθ0
)p
φn] = 0. Then (4.8) will only be satisfied if 〈φ1(z1) · · ·φn(zn)〉 = 0, i.e. if the
non-integrable field φn decouples from the integrable ones φ1, . . . , φn−1.
4.2. 3-point functions
The second application of (4.6) will be to the 3-point correlation functions 〈φλφµφν〉
of primary fields. The 3-point functions encode the structure constants of the operator
product algebra, the OPE coefficients (see below). So the 3-point functions are arguably
the most important, since in principle, any n-point correlation function can be constructed
using the operator product algebra.
The 3-point functions are highly constrained by global (z-independent) G⊗G invariance,
and invariance under the projective transformations with sℓ(2,C) algebra generated by
L±1, L0. We’ll first examine these constraints, before applying the Gepner-Witten equation
to arrive at a quite powerful result.
Let’s work with the holomorphic parts of primary fields, for simplicity. Projective in-
variance yields
0 =
n∑
j=1
[
zm+1j
∂
∂zj
+ (m+ 1)hjz
m
j
]
〈φ1(z1) · · ·φn(zn) 〉 , for m ∈ {−1, 0, 1} (4.9)
(compare to (3.59)). The general solution to (4.9) is
〈φ1(z1) · · ·φn(zn) 〉 = F
( {zpqrs} ) n∏
i,j=1
i<j
(zi − zj)hij , (4.10)
where hij = hji,
∑
i6=j hij = 2hj , and F is an arbitrary function of the anharmonic ratios
zpqrs :=
(zp − zq)(zr − zs)
(zq − zr)(zs − zp) . (4.11)
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These ratios are invariant under the projective transformations zi → (azi + b)/(czi + d),
ad− bc = 1.
Only n − 3 of these anharmonic ratios are independent, so for the 3-point function, F
is simply a constant. Before writing the explicit form, let us change notation somewhat.
Replace φ1, φ2, φ3 with φλˆ, φµˆ, φνˆ , and we’ll drop the hats on the affine weights. We can
then write
〈φλ(x)φµ(y)φν(z) 〉 = (x− y)hν−hλ−hµ(x− z)hµ−hν−hλ(y − z)hλ−hµ−hν Cˆλ,µ,ν . (4.12)
So the computation of the 3-point function boils down to a computation of a constant
Cˆλ,µ,ν . This constant is related to the OPE of primary fields
φλ(z)φµ(0) ∼ Cˆλ,µ,νφν
t
zhλ+hµ−hν
, (4.13)
and so is called an operator product coefficient. Here νt indicates the highest weight of the
representation contragredient (charge-conjugate) to L(ν). (The corresponding field is the
unique one with a non-vanishing 2-point function with the primary field φν .)
The global G invariance of a correlation function of n primary fields imposes
0 =
n∑
j=1
taj 〈φ1(z1) · · ·φn(zn) 〉 . (4.14)
That is, the n-point function must be a G-singlet. For this to be possible, the tensor
product L(λ) ⊗ L(µ) ⊗ L(ν) must contain the singlet representation L(0). Alternatively,
in the tensor-product decomposition
L(λ)⊗ L(µ) =
∑
ϕ∈P+
Tϕλ,µL(ϕ) , (4.15)
we require that the tensor-product coefficients obey
T ν
t
λ,µ = Tλ,µ,ν 6= 0 . (4.16)
This implies that the corresponding Clebsch-Gordan coefficient Cλ,µ,ν 6= 0. In summary,
then, the global G-invariance gives
Cˆλ,µ,ν 6= 0 ⇒ Cλ,µ,ν 6= 0 . (4.17)
We will henceforth concentrate on 3-point functions.
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4.3. Depth rule
Let’s apply the Gepner-Witten equation (4.6) to the 3-point function:
0 =
∑
ℓ1,ℓ2
ℓ1+ℓ2≥1+νˆ0
(tθµ)
ℓ1(tθλ)
ℓ2
ℓ1!ℓ2!(z − z1)ℓ1(z − z2)ℓ2 〈φν(z)φµ(z1)φλ(z2) 〉 . (4.18)
Since the z, z1, z2 dependence of 〈φν(z)φµ(z1)φλ(z2)〉 is fixed, the terms in the summation
are independent, and so
(tθµ)
ℓ1(tθλ)
ℓ2 〈φν(z)φµ(z1)φλ(z2) 〉 = 0 ∀ ℓ1 + ℓ2 > νˆ0 = k − (ν, θ) . (4.19)
tθ is the raising operator for the A1 ⊂ g subalgebra in the direction of the highest root θ of
g. The maximum number of times it can be applied to a state (vector) v with non-vanishing
result, is called the depth d(θ, v) of that state, or sometimes the θ-depth.
To understand the name, look at the example pictured in Fig. 8. There is drawn
the weight diagram of the A2-representation L(2, 1). Consider as the “upward” direction
that of the highest root θ (see Figure 7). Since Eθ adds the root θ to the weight of a
state, the depth of a state tells us how far “down” it is from its “top”, roughly speaking.
Concentrating on the 2-dimensional subspace of weight (0,−1), we see that it breaks up
into two one-dimensional subspaces of depths d(θ, v1) = 1 and d(θ, v2) = 2. An important
point, however, is that d(θ, c1v1 + c2v2) = 2, as long as c2 6= 0.
Now, if we write
〈φν(z)φµ(z1)φλ(z2) 〉 =∑
u∈L(ν)
∑
v∈L(µ)
∑
w∈L(λ)
φν,uφµ,vφλ,w 〈 u(z)v(z1)w(z2) 〉 , (4.20)
following (2.84), we can conclude from (4.19) that even if 〈u|w⊗v〉 is non-zero, the 3-point
function 〈u(z)v(z1)w(z2)〉 will vanish unless
d(θ, v) + d(θ, w) < k + 1− (θ, ν) = 1 + νˆ0. (4.21)
But if 〈u(z)v(z1)w(z2)〉 vanishes, then so does 〈φν(z)φµ(z1)φλ(z2)〉. Therefore, a necessary
condition for 〈φν(z)φµ(z1)φλ(z2)〉 6= 0 is: whenever 〈u|v ⊗w〉 6= 0, (4.21) must be obeyed.
This is the Gepner-Witten depth rule.
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4.4. Tensor products and refined depth rule
Can we get additional constraints from other null vectors? No: the primitive null vectors
are |ηj〉 = f1+νjj |vν〉 for i ∈ {0, 1, . . . , r}. We have just used the first (j = 0), and all others
are present at the lowest grade in L(ν), and so are isomorphic to the primitive null vectors
of the g-representation L(ν). These latter determine the Clebsch-Gordan coefficients for
g. So, the depth rule should allow the determination of the operator product coefficients
Cˆλ,µ,ν from a knowledge of the Clebsch-Gordan coefficients Cλ,µ,ν . This turns out to be
less straightforward than one might hope, however.
To see why, we consider the simpler problem of computing the operator product mul-
tiplicities (called fusion coefficients) from the corresponding tensor-product multiplicities
(we’ll call them tensor-product coefficients). Being multiplicities, these coefficients are
non-negative integers. A general tensor-product decomposition is written in (4.15); there
the Tϕλ,µ ∈ Z≥0. The simplest example of such a decomposition is for g = A1:
L(λ1)⊗ L(µ1) = L(λ1 + µ1)⊕ L(λ1 + µ1 − 2)⊕ · · · ⊕ L(|λ1 − µ1|) , (4.22)
where we write L(λ1) for L(λ1ω
1), e.g. If we change notation using λ1 = 2j1, µ1 = 2j2,
and ν1 = 2j, we recognise the rule for the addition of quantum angular momenta.
Reasoning similar to that given above leads to the following rule. If w, v, u ∈
L(λ), L(µ), L(ν), respectively, then Cνλ,µ = 0 (and so T
ν
λ,µ = 0) unless when 〈u|w⊗ v〉 6= 0,
we have (
E−αi
)ℓ1 |w〉 ⊗ (E−αi)ℓ2 |u〉 = 0 , (4.23)
for all ℓ1 + ℓ2 ≥ 1 + νi, for i ∈ {1, . . . , r}. If we generalise the definition of depth to:
d(α, v) = min{ ℓ ∈ Z≥0 : (Eα)ℓ+1v = 0 } , (4.24)
then we require
d(−αi, v) + d(−αi, w) < 1 + νˆi , ∀ i ∈ {1, . . . , r} . (4.25)
Compare this to (4.21).
Before writing a more useful version of this rule, let’s look again at the example already
mentioned above (4.20). Suppose we have a space V spanned by two independent states
v1, v2, of depths d(θ, v1) = 1, d(θ, v2) = 2, respectively. Choosing a different basis, (v1 ±
v2)/
√
2, say, gives depths 2,2. The set of depths is a basis-dependent object. So, we should
instead be concerned with the dimensions of the spaces Vi := {v ∈ V : (Eθ)1+iv = 0},
for i = 1, 2, which are 1 and 2 in this example, respectively. Of course, a particular choice
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of basis may help; {v1, v2} is a basis of V that is good for the computation of the required
dimensions, while the other basis is not.
Now, the highest-weight state |vν〉 must appear in L(λ) ⊗ L(µ) (as well as all others).
So, we must be able to write
|vν〉 =
∑
w∈L(λ)
∑
u∈L(µ)
Cvνw,u |w〉 ⊗ |u〉 , (4.26)
for some coefficients Cvλw,u. It is not difficult to show that |vν〉 must contain a non-zero
component ∝ |wλ〉⊗|u〉, where |wλ〉 is the highest state of L(λ), and u ∈ L(µ). Otherwise,
Cvνwλ,u = 0 would imply that C
vν
w,u = 0 for all w ∈ L(λ). Of course, so that the component
|wλ〉 ⊗ |u〉 has the correct weight ν, we must have
H |u〉 = (
r∑
j=1
ωjhi) |u〉 = (ν − λ) |u〉 . (4.27)
Therefore, we can write (see [31], for example)
T νλ,µ = dim
{
u ∈ L(µ; ν − λ) : (E−αi)1+νiu = 0 ∀ i = 1, . . . , r }
= : dimV νλ,µ ,
(4.28)
where we have used
L(µ; ν − λ) := {u ∈ L(µ) : Hu = (ν − λ)u} . (4.29)
For the operator product numbers, or fusion coefficients (k)N
ν
λ,µ, we write a truncated
tensor product, or fusion product:
L(λ)⊗k L(µ) = ⊕ν∈Pk
+
(k)N
ν
λ,µ L(ν) . (4.30)
Of course, since P k+ ⊂ P+ (see (3.42)), (k)N
ν
λ,µ are undefined if any of λ, µ, ν ∈ P+ are not
in P k+. But truncation here means that
(k)N
ν
λ,µ ≤ T νλ,µ . (4.31)
An argument similar to that above leads to the following conjecture [32] (see also [33]):
(k)N
ν
λ,µ = dim
{
u ∈ L(µ; ν − λ) : (E−αi)1+νiu = 0 ∀ i = 0, . . . , r }
= : dim (k)V
ν
λ,µ .
(4.32)
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Here, a special case of the “extra” conditions (4.21) has been incorporated into a formula
similar to (4.28). (Recall that since αˆ0 = (−θ, 0, 1), α0 = −θ.)
We’ll call (4.32) the refined depth rule. Notice it explains (4.31). In fact, (4.32) implies
the following stronger relations
(k)N
ν
λ,µ ≤ (k+1)Nνλ,µ , lim
k→∞
(k)N
ν
λ,µ = T
ν
λ,µ . (4.33)
All this can be encoded in the concept of a threshold level [34]. When T νλ,µ > 1, we say
that there are more than one different “couplings” L(ν) ⊂ L(λ)⊗ L(µ). That is, there is
more than one way to assemble the states of L(ν) in the tensor product L(λ) ⊗ L(µ). If
in addition, L(ν) ⊂ L(λ)⊗k L(µ), we say that the coupling is also a “fusion coupling” at
level k.
For each of the T νλ,µ couplings L(ν) ⊂ L(λ)⊗L(µ), there exists a threshold level kt, such
that the coupling is not a fusion coupling at levels k < kt, and is for all levels k ≥ kt.
The threshold level allows a convenient notation: the fusion products for all levels can
be written as the tensor product with threshold levels as subscripts:
L(λ)⊗ L(µ) = ⊕kt ⊕ν (kt)nνλ,µ L(ν)kt . (4.34)
Then
(k)N
ν
λ,µ =
k∑
kt
(kt)nνλ,µ . (4.35)
In (4.35) the sum is over all couplings, and any coupling with kt ≤ k contributes once.
The A1 example (4.22) becomes
L(λ1)⊗ L(µ1) = L(λ1 + µ1)λ1+µ1 ⊕ L(λ1 + µ1 − 2)λ1+µ1−1
⊕ · · · ⊕ L(|λ1 − µ1|)max(λ1,µ1) .
(4.36)
This can be derived from the depth rule, by considering the coupling L(ν1) ⊂ L(λ1)⊗L(µ1)
and corresponding u ∈ L(µ1), with Hu = [(ν1 − λ1)ω1]u. The depth is easily seen to be
d(θ, u) = (µ1 − ν1 + λ1)/2, so that
kt = (µ1 − ν1 + λ1)/2 + (ν, θ) = (λ1 + µ1 + ν1)/2 . (4.37)
Let us rewrite the A1 fusion product one more way:
L(λ1)⊗ L(µ1) = ⊕min(λ1+µ1,2k−λ1−µ1)ν1=|λ1−µ1| L(ν1) . (4.38)
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This the original form found by Gepner and Witten, and it makes clear the level-truncation
of the tensor product.
An A2 example is
L(1, 1)⊗2 = L(0, 0)2 ⊕ L(1, 1)2⊕
L(3, 0)3 ⊕ L(1, 1)3 ⊕ L(0, 3)3 ⊕
L(2, 2)4 .
(4.39)
This is perhaps the simplest example with a T νλ,µ > 1: we have
(2)N
(1,1)
(1,1),(1,1) = 1,
(k>2)N
(1,1)
(1,1),(1,1) = 2. This phenomenon occurs because algebras of rank greater than one
(i.e. g 6= A1) have most mult (µ;ϕ) := dimL(µ;ϕ) > 1, the spaces of fixed weight ϕ in a
representation L(µ) are typically not one-dimensional.6
4.5. Good bases and the Littlewood-Richardson rule
Now let’s try to use the refined depth rule (4.32) to compute fusion products like (4.39).
Since the level k will figure more prominently henceforth, we’ll let gk indicate the affine
algebra gˆ at fixed level k.
The problem is to find a good choice of basis of L(µ; ν − λ) to simplify (as much as
possible) the computation of (k)N
ν
λ,µ = dim
(k)V νλ,µ ⊂ V νλ,µ ⊂ L(µ; ν − λ). Let’s first back
up and consider T νλ,µ = dimV
ν
λ,µ. After all, the problem of a good choice of basis already
exists in the computation of T νλ,µ (for the αi-depths, if not for the θ-depth). Suppose a
basis B(µ; ν−λ) = {ua : a = 1, . . . , dimL(µ; ν−λ)} of L(µ; ν−λ) were to be good; what
should that mean? Ideally, one could test the ua one-by-one, and those passing would form
a basis of V νλ,µ. That is, the subspace V
ν
λ,µ would be spanned by the subset of B(µ; ν − λ)
that are elements of V νλ,µ. It turns out that such good bases (or proper bases) B
(p)(µ; ν−λ)
exist [36]:
V νλ,µ = Span{ ua ∈ B(p)(µ; ν − λ) : ua ∈ V νλ,µ } , (4.40)
for all possible highest weights λ, µ, ν ∈ P+.
For the case g = Ar, the basis elements are indexed by standard tableaux, for example
1 2 2 4
3 3 5
4
5
. (4.41)
6 Except for a G2 exception, it turns out that mult (µ;µ
′) = 1 iff µ − µ′ has a unique expression as a
Z≥0-linear combination of those positive roots α of g also obeying (µ, α) > 0 [35].
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The tableaux with numbers removed are called Young tableaux, and their boxes are ar-
ranged in left-justified rows, of non-increasing length going from top to bottom. To obtain
a standard tableau relevant to the Ar case, the numbers added must be from the set
{1, 2, . . . , r + 1}, and they must appear in non-decreasing order from left to right in the
rows, and in increasing order from top to bottom in the columns. Notice this implies that
a single column of a standard tableau can contain no more than r + 1 boxes, for the Ar
case.
In combination with (4.28), the good bases (with elements indexed by standard tableaux)
lead to a simple rule for the computation of tensor-product coefficients, the Littlewood-
Richardson rule, to be explained below. Each box i stands for a weight in the basic
representation L(ω1) of Ar, so the weight wt( i ) of i is
wt( i ) = ω1 − α1 − α2 − . . .− αi−1 =


ω1 , i = 1
−ωi−1 + ωi ; i = 2, . . . , r
−ωr , i = r + 1
(4.42)
Notice that
∑r+1
i=1 wt( i ) = 0; therefore a column of length r + 1 can be dropped from
a standard tableau. The weight wt(T#) of a standard tableau T# is just the sum of the
weights of its component boxes. The shape sh(T#) of a standard tableau T# is the weight
of the tableau obtained by replacing all the numbers in the i-th row with i’s. Notice
that the shape of a standard tableau will always be a dominant weight (i.e. an element
of P+); it will be the highest weight of the relevant representation. To restrict to those
highest weights relevant to the Ar WZW model, the number of columns of length less
than or equal to r must be less than or equal to k (see (3.42)). The weight of the Young
tableau T obtained from the standard tableau T# by removing its numbers, is defined by
wt(T ) := sh(T#).
The elements of the good basis B(p)(µ; σ) are indexed by the elements of
T#(µ; σ) = { T# ∈ S# : sh(T#) = µ, wt(T#) = σ } , (4.43)
where S# just means the space of standard tableaux. We’ll write v(T#) for the state
indexed by the standard tableau T#. The elements of these bases appropriate for the A2
representation L(1, 1) are shown in Fig. 15. There the tableaux are drawn, roughly at the
positions of their weights in weight space.
The action of the step operators ei and fi (i = 1, 2), can be transcribed to an action on
the standard tableaux. I will describe it later in the more convenient language of paths.
For the moment, their actions (up to non-zero multiplicative factors) are indicated in Fig.
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1 1
1 1
1
1
1
1 2
2 2
2
2
2 2
2
3
3
3
3
3
3
3
3
Figure 15. Shown are the standard tableaux that label the states of the A2
representation L(1, 1) in the good basis.
15 by the lines drawn. Notice that a single line specifies the action of both ei and fi (fixed
i). That’s because of the property
eiT# 6= 0 ⇒ fieiT# ∝ T# ,
fiT# 6= 0 ⇒ eifiT# ∝ T# ,
(4.44)
which guarantees the “good”-ness property, as can be seen from the diagram.
Also, the depths d(αi, T#) := d(αi, v(T#)) of a standard tableau are easily found. Notice
that the j right-most columns of a standard tableau form a standard tableau; call it T (j)# ,
where j ranges from 0 to the full width of T#. It turns out that the weights of these
sub-tableaux determine the depths d(αi, T#) for all i = 1, 2, . . . , r. Precisely, we have
d(αi, T#) = maxj
(
wt(T (j)# ),−α∨i
)
. (4.45)
We can also speak of the height h(αi, T#). By d(αi, T#) (h(αi, T#)) is meant the maxi-
mal non-negative integer ℓ such that eℓiT# 6= 0 (f ℓi T# 6= 0). So, h(αi, T#) = d(−αi, T#), for
example. They are also simply found, since for a state u in any A1 = 〈ei, hi, fi〉 ⊂ g rep-
resentation, h(αi, u)− d(αi, u) = (σ, α∨i ), if Hu = (σ, αi)u. Now, notice that the tableaux
drawn in Fig. 15, can be assigned to a single irreducible representation of 〈ei, hi, fi〉 for
each of i = 1, 2. This property generalises to all ranks r, and so
h(αi, T#) =
(
wt(T#), α∨i
)
+ d(αi, T#) . (4.46)
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The property just mentioned is another way of describing the “good”-ness of the required
bases.
Consider the g = A2 example B
(p)( (1, 1); (0, 0) ). Its elements are indexed by the
tableaux
1 2
3
,
1 3
2
. (4.47)
Since
wt ( 2 ) = (−1, 1) , wt
(
1 2
3
)
= (0, 0) , (4.48)
(4.45) gives
d
(
α1,
1 2
3
)
= 1 ⇒ h
(
α1,
1 2
3
)
= 1 ;
d
(
α2,
1 2
3
)
= 0 ⇒ h
(
α2,
1 2
3
)
= 0 .
(4.49)
Similarly,
wt ( 3 ) = (0,−1) , wt
(
1 3
2
)
= (0, 0) , (4.50)
implies
d
(
α1,
1 3
2
)
= 0 ⇒ h
(
α1,
1 3
2
)
= 0 ;
d
(
α2,
1 3
2
)
= 1 ⇒ h
(
α2,
1 3
2
)
= 1 .
(4.51)
A glance at Fig. 15 confirms these results.
When substituted into (4.28), the depths obtained by (4.45) yield the Littlewood-
Richardson rule, a simple rule for the computation of the g = Ar tensor-product coefficients
T νλ,µ:
T νλ,µ = card
{ T# ∈ T#(µ; ν − λ) : d(αi, T#) ≤ νi (∀i = 1, . . . , r)} . (4.52)
By (4.43), we have
T#(µ; ν − λ) =
{T# ∈ S# : sh(T#) = µ, wt(T#) = ν − λ} . (4.53)
We should mention that this is not precisely the form of the rule originally given by
Littlewood and Richardson. It is, however, related to it by a simple transformation (see
[37], for example).
To use the Littlewood-Richardson rule, one can first draw the Young tableau Tλ of shape
λ. Consider a standard tableau T# of shape µ and weight ν−λ. Add its sub-tableaux T (j)#
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to Tλ by placing boxes ℓ to the right of the ℓ-th row (numbered from top to bottom)of
Tλ. An A5 example, with λ = (3, 1, 2, 1), µ = (1, 1, 2, 0) and ν = (2, 0, 3, 2) is
+
1 2 2 3
3 3 4
4 5
=
1
2 2
3 3 3
4 4
5
. (4.54)
If the shape of the resulting mixed tableau (defined in the obvious way) is dominant (i.e.
in P+) for all T (j)# , then T# contributes 1 to T νλ,µ. Also, the corresponding vector v(T#) is
an element of the basis of V νλ,µ.
To make things clear, consider a simple A2 example: let’s verify that T
ν
λ,µ = T
(1,0)
(1,0),(1,1) =
1. The tableaux of shape µ = (1, 1) and weight ν − λ = (0, 0) are those drawn in (4.47).
Adding the sub-tableaux T (j)# (j = 1 and 2) of the first one to Tλ = gives the mixed
tableaux
2 ,
1
2
3
, (4.55)
so that the first tableau contributes 1 to the tensor-product coefficient. With the second,
however, adding T (1)# = 3 to Tλ gives
3
. (4.56)
Therefore, the second tableau of (4.47) does not contribute, and we find T
(1,0)
(1,0),(1,1) = 1.
One nice feature of the Littlewood-Richardson rule is that one simply counts the number
of standard tableaux of a certain type that pass a specific test. Furthermore, this test can be
applied to the candidate tableaux one-by-one, without referring to the other candidates.
For example, there are no redundancies or cancellations between candidates. For this
reason, we’ll call the Littlewood-Richardson rule a combinatorial rule.
The Littlewood-Richardson rule can be stated in many different ways. The version
described is well suited to the application of (4.28), however, with its connection between
standard tableaux and the vectors of B(p)(µ; ν − λ).
More importantly, the standard tableaux can be replaced by universal objects, that can
be defined for any simple g in a uniform way. So the Littlewood-Richardson rule can be
adapted from the case of g = Ar to all simple g. It was Littelmann who completed this
generalisation, first using sequences of Weyl group elements as the universal objects, and
then using sequences of weights [38]. In the Littlewood-Richardson rule, both sequences
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have to do with the sub-tableaux T (j)# of a standard tableaux T#, or equivalently, the
columns of T#, reading from right to left.
The more economical generalisation is the one using the sequences of weights. It is
phrased in terms of Littelmann paths in weight space. We’ll look at the g = Ar case, but
generalisation is straightforward. To each standard tableau, we can associate a piecewise
linear path in weight space as follows: read the weights of the columns of the standard
tableau from right to left, and associate a piece of the path to each. The vector position of
the end of such a piece minus that of the beginning equals the weight of the corresponding
column. So, by adding the pieces, in order (right to left on the tableau), we obtain the
relevant path.
As an example, Fig. 16 shows the Littelmann paths for the outer weights of the A2
representation L(2, 1).
0
111
2
112
2
122
2
222
3
233
3
133
3
223
3
113
3
111
3
Figure 16. The Littelmann paths are drawn for the outermost weights of the
representation L(2, 1) of A2. For each such weight µ, the shortest route from
0 to µ is the relevant path.
As promised, we’ll indicate the action of the step operators ei, fi (i = 1, . . . , r) on
the paths. By the equivalence of standard tableaux and Littelmann paths, this will also
describe the actions on the standard tableaux. It is important to realise, however, that
what we describe is only the action of the step operators up to normalisation. Let v(π)
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denote the state labelled by the path π. ei, fi acting on a path π yield other paths, eiπ, fiπ.
Then we have ei v(π) ∝ v(eiπ) and fi v(π) ∝ v(fiπ), with non-zero multiplicative factors
left unspecified.
First consider ei. Parametrise a path π with parameter t ∈ [0, 1]. wt
(
π(t)
)
is the weight
of a point t of the path. wt
(
π(0)
)
= 0, and wt
(
π(1)
)
is the weight of the path wt(π),
and the weight of the corresponding vector and standard tableau. Similarly, the shape
of the path sh(π) equals the shape of the corresponding Young tableau, or the weight of
the highest vector. First find the minimum non-positive integer value of
(
wt(π(t)), α∨i
)
for t ∈ [0, 1]; call it Mi. Let t2 be the minimum value of t where
(
wt(π(t)), α∨i
)
= Mi.
If Mi = 0, then eiπ = 0. If Mi ≤ −1, then find the maximum value of t < t2 such
that
(
wt(π(t)), α∨i
)
= Mi + 1, and call that t1. Now break the path up into three pieces,
corresponding to the intervals:
0 ≤ t ≤ t1 , t1 ≤ t ≤ t2 , t2 ≤ t ≤ 1 . (4.57)
Weyl reflect the middle piece across the hyperplane normal to αi at wt(π(t1)). Finally,
re-attach the third piece (corresponding to t2 ≤ t ≤ 1) at π(t2) + αi, to obtain the path
eiπ.
It is not hard to see that this action yields d(αi, v(π) ) = −Mi for the vector v(π) that
is indexed by the path π. A diagram sketching the action of ei on a path π is given in Fig.
17.
The action of the lowering operator fi is defined similarly; see Fig. 18. WithMi defined
as above, consider M ′i = wt(π)−Mi. If M ′i = 0, then fiπ = 0. If M ′i ≥ 1, first find the
maximum value of t such that
(
wt(π(t)), α∨i
)
= Mi; call it t1. Then obtain the minimum
value of t > t1 such that
(
wt(π(t), α∨i
)
=Mi+1; call that t2. Then the three intervals (4.57)
are again relevant, and fiπ is found by reflecting the middle piece across the hyperplane
normal to αi at wt(π(t1)), and re-attaching the third piece at π(t2)− αi.
It is not hard to see thatM ′i so defined is the height h(αi, v(π) ) for the vector v(π) that
is indexed by the path π.
With the actions so-defined, we’ve drawn in Fig. 19 the analogue of Fig. 15 for the
A2 representation L(2, 1). Again, the lines indicate the action of the step operators
e1, e2, f1, f2.
Incidentally, the graphs of Figs. 15,19 are (essentially) examples of so-called crystal
graphs [39][40]. These arise in the theory of quantum groups Uq(g), the q-deformations of
the universal enveloping algebra U(g) = U1(g) of g. Such quantum groups allow the con-
struction of integrable lattice models in two-dimensions, in the spirit of the 2-dimensional
Ising model. The graphs reflect the simplified representation theory of Uq(g) at q = 0.
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α i
0
pish( )
α i
+
M M+1
Figure 17. The action of ei on a Littelmann path π. The thickened parts of
the path π are those segments to be Weyl-reflected by ei or fi (see Fig. 18
for the latter).
(One can also say that the existence of the canonical bases at q = 1 is explained by the
simplified representation theory at q = 0 [41].) But physically, q = 0 corresponds to
absolute zero temperature, justifying the reference to crystals.
To make the actions of the ladder operators on paths completely clear, we’ll do a couple
of examples. First consider the path of weight (2,-2) drawn in Fig. 16. We indicate this
path by the weights of its straight segments, written in sequence:
π = { (0,−1), (1, 0), (1,−1) } . (4.58)
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Figure 18. The action of fi on the Littelmann path π of Fig. 17.
111
2
112
2
122
2
111
3
113
3
133
3
222
3
223
3
233
3
133
2
123
3
122
3
123
2
112
3
113
2
Figure 19. The standard tableaux of the A2 representation L(2, 1) are drawn
(roughly) at the positions of their weights. The lines indicate the action of
the step operators e1, e2, f1, f2 on the good basis elements indexed by the
tableaux (or by the corresponding Littelmann paths).
To find e2π, we first need M2, the minimum non-positive value of
(
wt(π(t)), α∨2
)
; here it
is -2. We find wt(π(t1)) = (1,−1) and wt(π(t2)) = (2,−2). (Notice here that the “third
piece” of (4.57) corresponds to the single value t = 1.) The “middle piece” consists of a
single, straight segment, of weight (1,−1), and so is reflected to a similar single, straight
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segment of weight r2(1,−1) = (0, 1). So we find
e2 π = { (0,−1), (1, 0), (0, 1) } , (4.59)
a path that is not drawn in Fig. 16.
Now consider f1π
′, with π′ the path
π′ = { (−1, 1), (1, 0), (0, 1) } , (4.60)
of weight (0, 2). We have M1 = −1, and so M ′1 = 0− (−1) = 1. wt(π′(t1)) = (−1, 1) and
wt(π′(t2)) = (0, 1) indicate that the “middle piece” is a single, straight segment of weight
(1, 0), that must be replaced by one of weight r1(1, 0) = (−1, 1). As a result, we find
e1 π
′ = { (−1, 1), (−1, 1), (0, 1) } , (4.61)
a path that is drawn in Fig. 16.
What is the form of the Littlewood-Richardson rule in terms of paths? To calculate
T νλ,ν , one considers all paths π of shape sh(π) = µ and weight wt(π) = ν − λ. Such a path
will contribute 1 to T νλ,µ iff λ+wt
(
π(t)
)
has non-negative Dynkin indices for all t ∈ [0, 1].
That is, we require
(
λ + wt(π(t)), α∨i ) ≥ 0, for all i ∈ {1, . . . , r}, and all 0 ≤ t ≤ 1. In
other words, the λ-translated path λ + wt
(
π(t)
)
must remain in the dominant sector; it
must be a dominant path.
This form of the Littlewood-Richardson rule is very general, applicable to all sym-
metrisable Kac-Moody algebras. These paths also have some interesting invariances. For
example, one can generate a valid set of paths for the vectors of L(µ) by acting successively
with lowering operators on the “highest path”, in all inequivalent ways. Furthermore, one
can use any dominant path as the highest path [42], even the straight line from 0 to µ!
This is all interesting, but what we really want to know is how to adapt this machinery
to the formula (4.32) for the computation of fusion coefficients (k)N
ν
λ,µ. Can we find an
analogue of the Littlewood-Richardson rule for fusions: a combinatorial rule that computes
the fusion coefficients (k)N
ν
λ,µ?
For that we also need to consider the action of Eθ. Restricting to g = Ar, we have
θ = α1 + α2 + . . .+ αr. By the Cartan-Weyl commutation relations (3.8),
Eθ ∝ ad (e1)ad (e2) · · ·ad (er) er . (4.62)
For example, if r = 2, Eθ ∝ [e1, e2]. Figures 15, 19 reveal that the basis B(p)(µ; σ) that is
good for the calculation of tensor-product coefficients, is not also good for the calculation
of their truncated versions, the fusion coefficients [32][43].
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For example, consider again B(p)( (1, 1); (0, 0) ), and the relevant tableaux (4.47). We
get
Eθ
1 2
3
∝ [e1, e2] 1 23 = −e2e1
1 2
3
∝ 1 1
2
,
Eθ
1 3
2 ∝ [e1, e2]
1 3
2 = e1e2
1 3
2 ∝
1 1
2 .
(4.63)
On the other hand, we know (by means to be discussed soon) that (2)N
(1,1)
(1,1),(1,1) = 1, and
(≥3)N
(1,1)
(1,1),(1,1) = 2. This means that some linear combination v0 of the vectors labelled
by
1 2
3
and
1 3
2
has depth d(θ, v0) = 0 and an independent vector v1 in their span has
d(θ, v1) = 1.
Is there another basis that is good for (k)N
ν
λ,µ? No. Such a basis must be good for the
tensor-product coefficients T νλ,µ, and in the case of g = A2, such a basis is unique. So no
such basis exists for A2; neither does one for any Ar ⊃ A2.
So, to find the fusion coefficients by this route, the appropriate linear combinations must
be found. They would be useful for the computation of the OPE coefficients Cˆνλ,µ. But
for the fusion coefficients only, this is a bit much. Luckily, there is another way to find the
fusion coefficients, due to Verlinde.
4.6. Affine characters and modular transformations
In order to motivate Verlinde’s approach, let us first discuss some results on affine
algebras that will turn out to be important for affine fusion [44]. Consider the affine
character (3.43) made informal:
chλˆ(σˆ) :=
∑
µˆ∈P (λˆ)
mult (λˆ; µˆ) e(µˆ,σˆ) . (4.64)
We’ll set
σ = −2πi (ζ := r∑
j=1
zjα
∨
j , τ, 0
)
, (4.65)
and use (3.47) to bring in the affine Weyl group Wˆ . Then one finds
chλˆ(σˆ) = e
−2πiτ
(
hλ−
c(g,k)
24
) ∑
w∈W (det w)Θ
(k+h∨)
w(λ+ρ)(τ, {z})∑
w∈W (det w)Θ
(h∨)
wρ (τ, {z})
, (4.66)
where {z} stands for (z1, z2, . . . , zr), and the theta functions are
Θ
(k)
λ (τ, {z}) :=
∑
α∈Q∨
e−πi
[
2(λ+kα,ζ)− τ
k2
|λ+kα|2
]
. (4.67)
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Recall also that hλ and c(g, k) are the conformal weight of φλ, and the Virasoro central
charge, respectively (see (2.76),(2.62)). It is convenient to define the normalised character
χλˆ(τ, {z}) := e
2πiτ
(
hλ−
c(g,k)
24
)
chλˆ(σˆ) . (4.68)
Then we have the simple relation
χλˆ(τ, {z}) =
∑
w∈W (det w)Θ
(k+h∨)
w(λ+ρ)(τ, {z})∑
w∈W (det w)Θ
(h∨)
wρ (τ, {z})
. (4.69)
This last result is remarkable. First, notice that the sums are both over the finite Weyl
group of the simple Lie algebra g. Consequently, there is a striking resemblance to the
Weyl character formula (3.22) for g.
One can trace the appearance of the W -sums to the semi-direct product structure of
Wˆ , (3.40). When acting on a shifted weight, such as λˆ + ρˆ, λˆ ∈ P k+, we have Wˆ =
W ⋉ T(k+h∨)Q∨ . The other factor T(k+h∨)Q∨ is responsible for the presence of the theta
functions. These latter are well-known to have remarkable transformation properties under
the group PSL(2,Z), the so-called modular group Γ. The modular group is generated by
the elements S : τ → −1/τ and T : τ → τ + 1, and the general modular transformation
has the form
τ → aτ + b
cτ + d
, a, b, c, d ∈ Z , ad− bc = 1 . (4.70)
So, this transformation can be encoded in a 2 × 2 integer matrix, of determinant one, or
the negative of such a matrix; thus Γ ∼= PSL(2,Z).
As a consequence of the appearance of the theta functions in (4.69), we find that the nor-
malised characters transform among themselves under modular transformations. Specifi-
cally, Kac and Peterson showed that
χλˆ(−1/τ, {z/τ}) =
∑
µˆ∈Pk
+
S(k)λ,µ χµˆ(τ, {z}) ,
χλˆ(τ + 1, {z}) =
∑
µˆ∈Pk
+
T (k)λ,µ χµˆ(τ, {z}) .
(4.71)
Consider the cardP k+ × cardP k+ = cardP k+ × cardP k+ (see (3.42)) matrices S(k) and T (k),
with elements S(k)λ,µ and T
(k)
λ,µ, respectively; they turn out to be unitary, showing that
the normalised characters form a unitary representation of (a subgroup of) the modular
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group Γ. The explicit forms of their elements are:
S(k)λ,µ = F (g, k)
∑
w∈W
(det w) e
− 2πi
k+h∨
(
λ+ρ,w(µ+ρ)
)
,
T (k)λ,µ = δλ,µ e
−2πi
(
hλ−
c(g,k)
24
)
,
(4.72)
where F (g, k) is a constant independent of λ, µ.
4.7. Kac-Peterson relation and Verlinde formula
The form of the S(k)λ,µ recalls the numerator of the Weyl character formula (3.22). To
recover the full character, rather than just the numerator, we can take a ratio to find
S(k)λ,µ
S(k)0,µ
= chλ
( − 2πi µ+ ρ
k + h∨
)
. (4.73)
We’ll call this important result the Kac-Peterson relation.
Why should there be such an intimate relation between the modular matrix S(k) of the
affine characters and the characters of g? An answer is provided by conformal field theory,
and more specifically here, by the WZW model.
First, recall one of the uses of characters in the representation theory of g. Consider the
tensor-product decomposition L(λ)⊗L(µ) =∑ν∈P+ T νλ,µL(ν), and the formal element eH
in it. Taking traces gives
chλchµ =
∑
ν∈P+
T νλ,µchν . (4.74)
One says that the simple Lie characters obey the tensor-product algebra.
It is therefore natural to wonder if the Kac-Peterson ratios
χ
(k)
λ (µ) :=
S(k)λ,µ
S(k)0,µ
(4.75)
have interesting multiplicative properties. After all, (4.73) says that they are “discretised”
simple Lie characters. One finds
χ
(k)
λ (σ)χ
(k)
µ (σ) =
∑
ν∈Pk
+
(k)N
ν
λ,µ χ
(k)
ν (σ) , (4.76)
valid ∀σ ∈ P k+. That is, the Kac-Peterson ratios obey the WZW fusion algebra!
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If we rewrite this in terms of the modular S matrix, S(k), we find
(k)N
ν
λ,µ =
∑
σ∈Pk
+
S(k)λ,σ S
(k)
µ,σ S
(k)∗
ν,σ
S(k)0,σ
(4.77)
using the unitarity of S(k). This is the celebrated Verlinde formula [45]. It is valid for all
RCFT’s, when the corresponding modular S matrices are used.
4.8. Duality
The Verlinde formula, in the form (4.76), provides a rationale for the Kac-Peterson
relation (4.73). As the depth rule makes clear, the WZW fusion products should be
truncated versions of the g tensor products, because the horizontal subalgebra g ⊂ gˆ is
a true symmetry of the theory. It is perhaps not too surprising then that the quantities
{χ(k)λ (σ) : λ ∈ P k+} that obey the fusion rule algebra (4.76) turn out to be discretised
characters of g. Roughly, that they are characters means that the fusion coefficients are
intimately related to the corresponding tensor-product coefficients. Their “discretisation”
is a consequence of constraints coming from the spectrum-generating algebra gˆ ⊃ g. It will
imply that the fusion coefficients are bounded above by the tensor-product coefficients.
But that does not explain the Verlinde formula in any way: why should ratios of modular
S matrix elements have anything to do with fusions, let alone represent the fusion algebra?
The answer arises from the powerful concept of duality in conformal field theory [46].
Consider an arbitrary correlation function in a conformal field theory, not necessarily a
WZW model. One finds that such a correlation function factorises into holomorphic and
antiholomorphic parts:
C( z1, . . . , zn, τ1, . . . , τm ; z¯1, . . . , z¯n, τ¯1, . . . , τ¯m ) =∑
I,J¯
CI,J¯ BI( z1, . . . , zn, τ1, . . . , τm ) B¯J¯ ( z¯1, . . . , z¯n, τ¯1, . . . , τ¯m ) . (4.78)
Here z1, . . . , zn are meant to indicate the positions of the n fields (points) of the correla-
tion function, and the τj are constants (sometimes moduli) set by the type of correlation
function under consideration. For the general class of conformal field theories known as
rational conformal field theories (RCFT’s), which includes the WZW models, the sums
over I, J¯ are (discrete and) finite. The functions BI , B¯J¯ are known as conformal blocks.
The factorisation (4.78) is not unique, however. As was alluded to earlier, the conformal
blocks can (in principle) be calculated using the operator product algebra. If we symbolise
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λµ
ν
Figure 20. The graph labelling a conformal block for the 3-point function.
a non-zero operator product coefficient Cˆνλ,µ by the graph of Figure 20, we are associating
that graph to the conformal block of a 3-point function. In a similar way, we can label a
choice of conformal blocks by a trivalent graph. Part of the non-uniquenes of the conformal
blocks comes from the non-uniqueness of the trivalent graph as label.
For example, consider a 4-point function. Its conformal blocks can be labelled by either
of the two trivalent graphs of Fig. 21. The underlying assumption of duality is that the
final physical correlation function must not depend on the choice of graph. Furthermore,
duality states that there must be a linear relation between the conformal blocks associated
with the two graphs, such that this is true. The matrix encoding the particular linear
relation shown in the Figure, is called the fusing matrix F .
= F
a,b
c,d
a b
d
c
Σ
c,d
Figure 21. Duality for 4-point functions.
There is a another, related way of thinking of these trivalent graphs. When radial
quantisation was mentioned earlier, the conformal transformation (2.31) from the cylinder
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τ τ+1
0 1
Figure 22. Torus, as parallelogram.
to the complex plane was discussed. One can think of the resulting plane as having two
special, “marked” points, at the origin and at ∞. The inverse conformal transformation
maps the plane with these two marked points (or punctures) to a Riemann surface, the
cylinder. Letting the radius shrink to zero gives a particularly simple trivalent graph, a
straight line.
If one considers a 4-point function, however, one has four marked points, and a conformal
transformation can be found to map the plane to a Riemann surface. The Riemann surface
will be topologically equivalent to a Riemann sphere with four marked points. One can
then recover a trivalent graph by shrinking the sphere in different ways. In particular, one
can recover the two different graphs of Fig. 21.
With this latter picture, duality can tell us why the modular group Γ enters considera-
tion. The modular group is intimately connected with Riemann surfaces (with no marked
points) of genus one, i.e. with tori. Represent a torus by a parallelogram with opposite
sides identified, as in Fig. 22. We will consider a conformal field theory on such a torus.
By conformal invariance, the overall scale doesn’t matter, so we set the sides of the par-
alellogram as shown in the Figure. The conformal class of the torus can thus be specified
by one complex number, its modulus τ . But this is still a redundant description. It is
simple to see that T : τ → τ +1 does not change the underlying torus. Furthermore, after
a rescaling, S : τ → −1/τ doesn’t either. So the conformal class of the torus is invariant
under the full modular group Γ = 〈S, T 〉.
Now consider the “correlation function”
Z(τ) = e2πi(
c
24 τ−
c¯
24 τ¯) TrH e
−2πi
(
H(iIm τ)+P(Re τ)
)
= TrH e
−2πi
(
(L0−
c
24 )τ+(L¯0−
c¯
24 )τ¯
)
,
(4.79)
where τ is the complex conjugate of τ , c and c¯ are the holomorphic and antiholomorphic
central charges, and H is the Hilbert space of the theory. We have used that the Hamil-
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tonian and rotation operators are H = L0 + L¯0 and P = L0 − L¯0, respectively (see after
(3.61)). (4.79) is known as the torus partition function.
Let us restrict once more to consideration of WZW models; what we’ll say, how-
ever, can also be adapted straightforwardly to all RCFT’s. Now, by the holomorphic-
antiholomorphic factorisation of WZW models, the Hilbert space has the form
H = ⊕
λ,µ∈Pk
+
Mλ,µHλ ⊗Hµ , (4.80)
with Mλ,µ ∈ Z≥0. Here Hλ (λ ∈ P k+) is the Hilbert space of states in the conformal tower
of L(λˆ) (λˆ ∈ P k+). This factorisation is manifested in the partition function:
Z(τ, τ¯) =
∑
λ,µ∈Pk
+
Mλ,µ χλˆ(τ, {0})χ∗µˆ(τ¯ , {0}) . (4.81)
That is, the conformal blocks for the torus partition function are the normalised characters.
The corresponding trivalent graph is a loop, but the blocks are also labelled by the torus
modulus τ . But τ , τ + 1, −1/τ , etc., are all different ways of labelling the same torus. So
duality implies the modular covariance (4.71) of the normalised characters.
Summarising to this point: in a RCFT, (normalised) characters appear naturally as
conformal blocks for the torus partition function, and duality implies that they must be
modular covariant.
λ µ
ν
~
λ
µ
ν
λ
ν
(τ)
0
Figure 23. A depiction of a 3-point function on a torus, and one possible
conformal block for it.
But this is just one simple consequence of duality; much more can be extracted, including
the Verlinde formula. To derive it from duality, one needs to consider a correlation function
that can involve both the 3-point functions (and so the fusion coefficients) and the torus
(so that the modular transformations are involved). It is the 3-point functions on the torus
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that are pertinent in this context. Fig. 23 shows a torus with three marked points, and a
choice of a trivalent graph to label the corresponding conformal block. That choice makes
it clear how the 3-point functions and the characters appear. But there are many other
choices of graphs, and one can also replace τ with −1/τ , for example. These freedoms are
not completely independent, however. They turn out to be sufficient to prove the Verlinde
formula, but we will not provide the detailed argument here [46].
Recapping, we have seen that the remarkable modular properties of affine characters are
accounted for in the physical context of WZW models. The underlying concept is duality,
a property that extends to all RCFT’s. It also implies many other important relations.
The Verlinde formula is just one symptom of duality in conformal field theory.
4.9. Fusion coefficients as Weyl sums
To close this section, let us return to the problem of computing WZW fusion coefficients,
and apply the Verlinde formula (4.77). The Kac-Peterson relation (4.73) in (4.74) implies
χ
(k)
λ (σ)χ
(k)
µ (σ) =
∑
ϕ∈P+
Tϕλ,µ χ
(k)
ϕ (σ) , (4.82)
where we have used the notation (4.75). Compare this with (4.76). Both are valid ∀σ ∈ P k+.
(4.76) led to (4.77) by the unitarity of the matrix S(k). A relation between the tensor-
product coefficients Tϕλ,µ and the fusion coefficients
(k)N
ν
λ,µ should result from the same
unitarity, except that the ranges are not identical. The sum over P+ in (4.82) must be
restricted to a sum over P k+, as in (4.76).
To do so, we make use of the alternating Weyl symmetry (3.23), as applied to the
Kac-Peterson ratios:
χ(k)w.ϕ(σ) = (det w)χ
(k)
ϕ (σ) , ∀ w ∈W . (4.83)
This is not sufficient, however. To restrict the sum over ϕ ∈ P+ to a sum over ν ∈ P k+,
we need to use elements of the affine Weyl group Wˆ , not just W ⊂ Wˆ (see Fig. 10, for
example). More accurately, we need the action of the affine Weyl group projected onto the
weight space of the horizontal subalgebra g ⊂ gˆ.
Consider the affine primitive reflection rˆ0, with action on affine weights given in (3.38).
Just as λ is used to denote the horizontal part of the affine weight λˆ, r0.λ will indicate the
horizontal part of rˆ0.λˆ. One finds
r0.λ = rθ.λ + (k + h
∨)θ , (4.84)
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where rθ ∈ W is the Weyl reflection across the hyperplane normal to the highest root θ.
Then
e
− 2πi
k+h∨
(r0.λ,σ+ρ) = e
− 2πi
k+h∨
(rθ .λ,σ+ρ) , (4.85)
for σ ∈ P+, since then (θ, σ + ρ) ∈ Z. Using this and the Weyl character formula (3.22),
we find
χ(k)r0.ϕ(σ) = (det rθ)χ
(k)
ϕ (σ) = (det r0)χ
(k)
ϕ (σ) . (4.86)
Since the affine Weyl group Wˆ can be obtained from the Weyl group W of g by adjoining
rˆ0 as a generator, we have
χ(k)w.ϕ(σ) = (det w)χ
(k)
ϕ (σ) , ∀ w ∈ Wˆ . (4.87)
Using this in (4.82), and comparing with (4.76), we get
∑
ϕ∈Pk
+
∑
w∈Wˆ
(det w)Tϕλ,µ χ
(k)
ϕ (σ) =
∑
ν∈Pk
+
(k)N
ν
λ,µ χ
(k)
ν (σ) , (4.88)
for all σ ∈ P k+. The unitarity of S(k) means that the coefficients of χ(k)ν (σ) on the left hand
side of (4.88) can be equated with those on the right hand side, for all ν ∈ P k+. Therefore
we find [26][47][48]
(k)N
ν
λ,µ =
∑
w∈Wˆ
(det w)Tw.νλ,µ . (4.89)
The dependence of the right-hand side on the level k is implicit: for a fixed ν ∈ P+, w.ν
can change with changing level, when w ∈ Wˆ (see (4.84)).
This last equation provides a fairly simple way of computing the fusion coefficients. For
example, one can employ the Littlewood-Richardson rule (or Littelmann’s generalisation)
to first find the tensor-product coefficients T νλ,µ, and then perform the alternating Weyl
sum of (4.89). However, since it is an alternating sum (the signs are inherited from the
Weyl character formula) cancellations occur, and the rule is not a combinatorial one.
Another expression can be given for the fusion coefficients as an alternating affine Weyl
sum. This one will allow a connection with the refined depth rule (4.32). Using (3.19)
brings in the weight multiplicities, and in (4.74) it leads to
T νλ,µ =
∑
w∈W
(det w)mult (µ;w.ν − λ) . (4.90)
63
In (4.89), this results in
(k)N
ν
λ,µ =
∑
w∈Wˆ
(det w)mult (µ;w.ν − λ) . (4.91)
This formula encodes a straightforward algorithm for the computation of the fusion
coefficients. First, the weight λ + ρ is added to all the weights of P (µ). the resulting
weights are regarded as horizontal projections of affine weights, at level k+ h∨. One then
attempts to Weyl transform the resulting weights into the dominant (w = id) sector, using
the horizontal projection of the affine Weyl group. Some of the weights will be fixed by an
affine Weyl reflection; that is, they can only lie on the boundary of the dominant sector
after Weyl transformation. These should be ignored. The others will be transformed into
the dominant sector, some by elements of Wˆ of determinant +1, and some by elements
of determinant -1. The latter will always cancel some other dominant weights of the first
kind. The final result will be a set of dominant weights {ν+ρ} with multiplicities (k)Nνλ,µ,
the quantities to be calculated.
The algorithm can be pictured in a weight diagram, for ranks ≤ 2. A simple example is
drawn in Fig. 24. Recall now the refined depth rule (4.32). The conditions (E−αi)1+νiu =
0 can be interpreted as saying that the states u that count toward (k)N
ν
λ,µ are those for
which the “cancelling states” (E−αi)1+νiu do not exist. If one does, then the alternating
Weyl sum formula (4.91) tells us that the cancelling state’s weight will be reflected into
the dominant sector, to cancel the weight ν, in the algorithm of the previous paragraph.
This concludes our discussion of the computation of fusion coefficients, as an example
of an application of the representation theory of affine algebras to WZW models.
5. Conclusion
We hope these lecture notes have given some indication of the beauty of the subject of
conformal field theory, and the associated infinite-dimensional algebras.
We’ll close with a brief (and incomplete) guide to the review literature on conformal field
theories, affine algebras, and their relation. The most comprehensive reference to date is
[49]. Another monograph is [50].
For the beginner in conformal field theory, the reviews [51] [52] [53] and [54] (in French)
are quite “user-friendly”. So is Cardy’s review [12], which emphasises the statistical me-
chanics applications of conformal field theory. For more applications, see [13].
For a review of rational conformal field theory, especially its duality, see [2].
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Figure 24. Weight diagram illustrating the computation by (4.91) of the A2
fusion L(2, 0)⊗3L(2, 1) = L(0, 3)⊕L(1, 1). Darkened circles indicate weights
that correspond to the representations L(0, 3) and L(1, 1); the others are
cancelled.
The ultimate reference for affine algebras is [26]. [27] is somewhat more accessible,
however, but less comprehensive. Also accessible are [29] and [28]. [49] reviews the basic
facts of affine algebras required in the study of conformal field theory.
For another treatment of affine algebras in conformal field theory, see [55]. [15] is an
elegant exposition of functional integral methods applied to the WZW model.
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