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In this work, we report potential energy surfaces (PESs) of the sodium dimer calculated by variational (VMC)
and lattice regularized diffusion Monte Carlo (LRDMC). The VMC calculation is accurate for determining
the equilibrium distance and the qualitative shape of the experimental PES. Remarkably, after the application
of the LRDMC projection to this single determinant ansatz, namely the Jastrow Antisymmetrized Geminal
Product (JAGP), chemical accuracy (∼ 1kcal/mol) is reached, and the obtained dissociation energy, equilibrium
internuclear distance, and harmonic vibrational frequency are in very good agreement with the experimental
ones. This outcome crucially depends on the quality of the optimization used to determine the best possible trial
function within the chosen ansatz. The strategy adopted in this work is to minimize the variational energy by
initializing the trial function with the DFT single determinant ansatz expanded exactly in the same atomic basis
used for the corresponding VMC and LRDMC calculations. This atomic basis is ad-hoc reshaped for QMC
calculations. Indeed, we multiply the standard Gaussian type atomic orbitals by a one-body Jastrow factor,
satisfying in this way the electron-ion cusp conditions. This allows us to use a very small basis almost converged
in the complete basis set limit, by reducing the computational effort as well as the statistical fluctuations on the
total energy. In order to achieve these important advantages, we have defined a very efficient DFT algorithm
in the mentioned basis, by estimating the corresponding matrix elements on a mesh, and by using a much finer
mesh grid in the vicinity of nuclei.
I. INTRODUCTION
First principle quantum Monte Carlo (QMC) techniques,
such as variational quantum Monte Carlo (VMC) and diffu-
sion quantum Monte Carlo (DMC) are among the state-of-art
numerical methods used to obtain highly accurate many-body
wavefunctions1. Recent developments in QMC enable us to
calculate not only the ground state energy but also vibrational
frequencies2,3 and excited states4,5, as well as to study phase
diagrams of materials6 and determine quantitative properties
of a metal-insulator transition7 or an excitonic behavior8. Al-
though QMC has been mainly applied to model compounds
such as atoms or small molecules due to the large computa-
tional cost, it should be much more feasible for ”real mate-
rials” (e.g. protein, surface, glass, etc.) in the near future,
because the QMC algorithm scales very well with the number
N of electrons -at most N4- and sustains almost ideal scaling
in massively parallel architectures1.
In order to apply QMC for ”real materials”, it is convenient
to replace core electrons with pseudopotentials because they
have a little effect on chemical properties, and their replace-
ment can reduce the QMC computational cost9–11 by a factor
proportional to Z5.5∼6.5, where Z is the atomic number. Never-
theless, all-electron calculations are important as they repre-
sent useful benchmarks for highly accurate methods, remov-
ing the problem to work with a very accurate pseudopotential,
though several progress have been made recently12–17. Un-
fortunately, within QMC, all-electron calculations are rarely
applied for atoms of large atomic number, mainly because
they are too much computationally demanding at least in the
simplest formulation of the VMC and DMC algorithms. In-
deed, some progress has been obtained in VMC by consid-
ering more sophisticated trial moves in the Metropolis al-
gorithm. Umrigar et al.18,19 have proposed an accelerated
Metropolis method to reduce fluctuations in VMC of full-
core atoms, wherein electrons close to the atomic cores are
displaced much more slowly than those in the valence re-
gion. Analogously in DMC 1 the time step is decreased only
around nuclei, by improving the efficiency of the algorithm
as compared with a standard all-electron calculation with a
single very small time step. Moreover, a very accurate trial
wave function is necessary for a reasonably efficient QMC
all-electron simulation because otherwise large absolute val-
ues of kinetic and potential energies around nuclei usually in-
duce large statistical fluctuations. For the latter problem, in
this work, we determine the trial function by using an appro-
priate density-functional theory (DFT) algorithm working in
the atomic basis set that exactly satisfies the electron-ion cusp
condition. Indeed, we have experienced that the large fluctu-
ations in the corresponding VMC and DMC calculations can
be substantially reduced by adopting a single determinant trial
wave function that is particularly accurate in the vicinity of the
nuclei.
In order to obtain a good trial wave function, the Kohn-
Sham Hamiltonian matrix elements involving a rapidly vary-
ing electron density (wavefunction) in the vicinity of nuclei
should be accurately evaluated in DFT. The matrix elements
are composed of integrals of the kinetic, the Coulomb (Hartree
and electron-ion), and the exchange-correlation (XC) parts20.
When the wave function is expanded using Gaussian-type or-
bitals (GTOs), integrals of the kinetic and the Coulomb parts
can be done analytically21. However, the integral should be
done numerically if the wave function is expanded in Slater-
type orbitals (STOs), as well as in our modified GTO ba-
2sis. In this case, Poisson’s equation is solved to determine
the Hartree potential by integrating the Coulomb kernel over
the electron density calculated at each point of the mesh.
This scheme is employed in our TurboRVB code22. If Pois-
son’s equation is solved in real space (e.g. the finite element
method23), the integral can be evaluated without no other ap-
proximation than the finite mesh. Moreover, an arbitrary fine
mesh grid can be used in the vicinity of nuclei, within the so-
called multigrid approach23. On the other hand, the multigrid
approach is not easily implemented when the very efficient
fast Fourier transform (FFT) is used to solve Poisson’s equa-
tion. In this case, the grid should be uniform in all the space,
which increases a computational cost. This drawback can
be solved by the so-called pseudo-charge method within the
LAPW technique20,24, but the corresponding implementation
is rather involved. In this work, we determine the Hartree po-
tential with standard FFT convolution on a coarse mesh, then
interpolate these values on a much finer mesh in the vicinity of
nuclei. We show that this is enough to determine a good trial
function that can be used as a suitable starting guess for QMC
energy optimization. Although the DFT energy obtained with
the above approximation is not exactly consistent with the one
corresponding to a very dense uniform mesh, the VMC ener-
gies and the variances of the obtained initial trial wave func-
tions are almost indistinguishable each other. We emphasize
that this is just due to the simple and efficient interpolation
scheme of the Hartree potential that we have introduced in
this work.
This method is applied to the sodium dimer, which has
been extensively studied both experimentally25–32 and theo-
retically33–41 in the past decades. Several all-electron VMC
and DMC studies have been reported for various atoms and
molecules,11,18,42–58 but, to our knowledge, only one paper
has reported the sodium dimer56, wherein the dissociation en-
ergy at the experimental equilibrium distance has been calcu-
lated. Moreover, the full potential energy surface (PES) and
other spectroscopic properties such as harmonic vibration fre-
quency have not been calculated using all-electron VMC and
DMC yet. All-electron calculations for the sodium dimer is
informative as a reference because it is known that the use of
a pseudopotential sometimes induces discrepancy due to the
presence of the semi-core electrons59. We successfully calcu-
lated PESs of the sodium dimer with small statistical errors,
and the obtained dissociation energy, equilibrium internuclear
distance, and harmonic vibrational frequency are in very good
agreement with the experimental values. The main outcome
of this work is that, after the optimization of the energy, a
single determinant ansatz, the so-called JAGP described in
the next section, can accurately describe this very weak and
challenging chemical bond, within QMC technique. This is
very important because a single determinant ansatz can be ex-
tended to much larger systems, even within the computation-
ally demanding QMC methods. On the contrary, the multiref-
erence approach would be certainly impossible in this case,
because it requires a number of determinants exponentially
large in the number of electrons, and a corresponding compu-
tational burden.
II. METHODOLOGY
A. Variational and Lattice regularized Diffusion Monte Carlo
The Jastrow single determinant Ansatz, a Jastrow-Slater de-
terminant (JSD) and Jastrow antisymmetrized geminal power
(JAGP)52 variational wave functions, are defined by the prod-
uct of two terms, namely a Jastrow J and an antisymmetric
part (Ψ = JΨAGP/SD). The Jastrow term is composed of one-
body, two-body and three/four-body factors (J = J1J2J3/4).
The one-body and two-body factors are used to fulfill the
electron-ion and electron-electron cusp conditions, respec-
tively. The one-body Jastrow factor reads:
J1
(
~r1, . . .~rN
)
= exp

∑
i,I,l
gI,lχ
J
I,l
(
~ri
) ·
∏
i
J˜1
(
~ri
)
, (1)
J˜1
(
~r
)
= exp

∑
I
−(2ZI)3/4u
(
2ZI1/4
∣∣∣∣~r − ~RI
∣∣∣∣
) , (2)
where ~ri are the electron positions, RI are the atomic posi-
tions with corresponding atomic numberZI , l runs over single-
particle orbitals χJ
I,l
centered on the atom I, and u (r) contains
a variational parameter b:
u (r) =
b
2
(
1 − e−r/b
)
. (3)
The two-body Jastrow factor reads:
J2
(
~r1, . . .~rN
)
= exp

∑
i< j
v
(
ri, j
) , (4)
where ri, j =
∣∣∣~ri − ~r j∣∣∣ is the distance between two electrons, and
v (r) contains a variational parameter F:
v (r) =
r
2
(1 − F r)−1. (5)
The three-body Jastrow factor reads:
J3/4
(
~r1, . . .~rN
)
= exp

∑
i< j
ΦJ
(
~ri,~r j
) (6)
ΦJ
(
~ri,~r j
)
=
∑
l,m,a,b
g
a,b
l,m
χJa,l
(
~ri
)
χJb,m
(
~r j
)
, (7)
where the indices l andm again indicate different orbitals cen-
tered on corresponding atoms a and b. In the present study,
the coefficients of the three/four-body Jastrow factor were set
to zero in case of a , b. The antisymmetric part reads:
ΨAGP
(
~r1, . . . ,~rN
)
= det
(
ΦAGP
(
~ri,~r j
))
(8)
and the geminal function is expanded over an atomic basis:
ΦAGP
(
~ri,~r j
)
=
∑
l,m,a,b
λl,m
a,b
φa,l
(
~ri
)
φb,m
(
~r j
)
(9)
3where indices l and m indicate different orbitals centered on
atoms a and b, and i and j are coordinates of spin up and
down electrons, respectively. The antisymmetric part can also
be represented by molecular orbitals53:
ΦAGP
(
~ri,~r j
)
=
L∑
k
λkψ˜k
(
~ri
)
ψ˜k
(
~r j
)
, (10)
ψ˜k
(
~r
)
=
M∑
a
La∑
l
cka,lφa,l
(
~r
)
, (11)
where M is the number of atoms, La is the number of atomic
orbitals belonging to atom a, ck
a,l
are the coefficients of the
atomic orbitals, and L is the number of molecular orbitals. If
L is equal to the half of the total number of electrons (N/2), the
antisymmetric part coincides with the Slater determinant52,53.
In this study, the cc-pDVZ basis set taken from EMSL Ba-
sis Set Library60,61 was used for the atomic orbitals φa,l
(
~ri
)
of sodium both in JSD and JAGP ansatz. According to the
scheme recently introduced by Mazzola et. al.6, the orbitals
whose exponents (Z) are larger than 300 were cut to avoid
numerical instabilities. The modified cc-pDVZ basis for the
sodium was finally composed of 8s7p1d for the determinant
part. The basis set was treated as an uncontracted one and
the exponents are relaxed in the optimization procedure. We
note that the large exponent elements removed from the ba-
sis set are taken into account implicitly by means of the one-
body Jastrow term6 that indeed allows us to fulfill exactly the
electron-ion cusp conditions. The variational JSD and JAGP
wave functions were optimized using the stochastic configu-
ration in combination with the linear method62,63 that enable
us to optimize thousands of parameters simultaneously even
within a stochastic optimization technique.
Lattice regularized diffusion Monte Carlo (LRDMC) is a
projection technique that allows a systematic improvement of
the variational ansatz, yielding the corresponding one with the
lowest energy and the same signs in configuration space. This
energy is the so-called ”fixed-node” DMC energy and can be
obtained with the standard short time discretization18- i.e. the
conventional approach- or by the so-called lattice regulariza-
tion, namely by discretizing on a lattice the continuousHamil-
tonian64–66. We summarize the method here by emphasizing
some important improvements for the all-electron case stud-
ied here. The interested readers should refer to Refs. 67–70
for details. In LRDMC, the original continuous Hamiltonian
is regularized by an approximate one Ha, such that Ha → H
for a→ 0, where a is the parameter used to discretize the con-
tinuous space. We consider the Hamiltonian in atomic units:
H = −
1
2
N∑
i
∆i + V
(
~x
)
+
∑
I<J
ZIZJ∣∣∣∣~RI − ~RJ
∣∣∣∣ , (12)
where N is the number of electrons, ~x is 3N dimension elec-
tron coordination, ~x =
(
~r1,~r2, . . . ,~rN
)
, and V
(
~x
)
= Vee
(
~x
)
+
Vei
(
~x
)
is the standard many-body potential, which includes
the electron-electron interaction:
Vee
(
~x
)
=
∑
i< j
1∣∣∣~ri − ~r j∣∣∣ , (13)
and the electron-ion interaction:
Vei
(
~x
)
= −
∑
i
νei
(
~ri
)
= −
∑
i
∑
I
ZI∣∣∣∣~ri − ~RI
∣∣∣∣ , (14)
where ~R and ~r are the ionic and electron positions, respec-
tively. The kinetic part is approximated by a finite difference
form:
∆i ≈ ∆
a
i = ∆
a,p
i
+ ∆
a′ ,1−p
i
, (15)
where ∆a,p
i
is defined by a mesh size a and a function p
(
~r
)
:
∆
a,p
i
f (xi, yi, zi) =
1
a2
[p (xi + a/2) ( f (xi + a) − f (xi))
+ p (xi − a/2) ( f (xi − a) − f (xi))] + xi ↔ yi ↔ zi.
(16)
In this work, we have adopted a more convenient and simpler
form for the the function p
(
~r
)
that is chosen as:
p
(
~r
)
= exp
(
−4
∣∣∣∣~r − ~Rc
∣∣∣∣2
)
, (17)
where ~Rc is the position of the nucleus closest to the electron
in ~r. The function p decays much faster than the original form
( p(~r) = 1/
(
1 + Z2/4
∣∣∣∣~r − ~Rc
∣∣∣∣2
)
) and enables us to use the
larger lattice space a′ in a wider valence region, because the
small lattice space a is used only if the electron is very close
to the nucleus. The constant a′/a is set to an irrational num-
ber in order to sample all the continuous space of the original
Hamiltonian67. The potential term V (x) = Vee (x) + Vei (x) is
also discretized by the parameter a to realize a smooth con-
vergence for a → 0. The electron-electron potential is not
necessarily discretized, but the electron-ion one is modified
as:
νei
(
~ri
)
→ νamax,i
(
~x
)
= Max
[
νazv,i
(
~x
)
, νei
(
~ri
)]
, (18)
νazv,i
(
~x
)
= νei
(
~ri
)
+
(
∇2
i,a − ∇
2
i
)
ΨG
(
~x
)
2ΨG
(
~x
) , (19)
where ΨG
(
~x
)
is a guiding function, and ∇2
i,a = ∆
a
i
. Although
the electron-ion potential (νei
(
~ri
)
) in the right-hand side of
Eq. (18) was regularized by:
νei
(
~ri
)
=
∑
I
ZI
Max
(∣∣∣∣~ri − ~RI
∣∣∣∣ , a
) (20)
to cut the Coulomb singularity at small distances, we have
noticed that this regularization is not necessary within the
so-called fixed-node approximation during this work. This
4is because νazv,i
(
~x
)
does not diverge even when the electron-
ion distance is small. Therefore, the Eq. (18) ensures the re-
moval of the singularity unless in the vicinity of the nodal sur-
face. The fixed node approximation removes also this singu-
larity and therefore the algorithm remains always stable even
without the use of Eq.(20). Now that the Hamiltonian is dis-
cretized, the efficient lattice Green function Monte Carlo al-
gorithm64–66, which is valid on a lattice model, can be applied
straightforwardly:
〈x|Ha |ΨG〉 =
∑
x′
Hax,x′
〈
x′
∣∣∣ ΨG〉 (21)
The resulting algorithm is called LRDMC. The correspond-
ing Green function matrix elements with the important sam-
pling are Gx,x′ = ΨG
(
~x′
) (
Λx,x′ − H
a
x′,x
)
/ΨG
(
~x
)
, where Λ is
a diagonal matrix with Λx,x′ = λ and λ should be a suffi-
ciently large to obtain the ground state. The LRDMC al-
gorithm is as follows67: given a walker with configuration
~x and weight w, a new configuration x′ , x is px,x′ =
Gx,x′/bx, where bx =
∑
x′,xGx′,x is a normalization factor to
make the Green function a transition probability. The walker
weight is updated by a factor w → w exp
(
−τxeL
(
~x, [ΨG]
))
,
where τx = − log (rand) /bx is a diffusion time determined
by a random number 0 < rand ≤ 1, and eL
(
~x, [ΨG]
)
=∑
x′
Ha
x′,xΨG
(
~x′
)
/ΨG
(
~x
)
is a local energy with the guiding func-
tion. Of course, the usual branching scheme and many walker
technique can also be used. Unfortunately, the Green function
cannot be made strictly positive for fermions, therefore, the
fixed-node approximation should be introduced70. To avoid
the sign problem, the Hamiltonian is modified using the spin-
flip termVsf
(
~x
)
=
∑
x′:sx,x′>0
Hx,x′ΨG
(
~x′
)
/ΨG
(
~x
)
:
H
FN,γ
x,x′ =

Hx,x + (1 + γ)VSF
(
~x
)
for x′ = x,
Hx,x′ for x′ , x, sx,x′ < 0,
−γHx,x′ for x′ , x, sx,x′ > 0,
(22)
where sx,x′ = ΨG
(
~x
)
Hx,x′ΨG
(
~x′
)
and γ ≥ 0 is a real parame-
ter. Finally, a mixed average of the fixed-node Hamiltonian:
EMA =
〈ΨG|H
a
FN |Υ0〉
〈ΨG | Υ0〉
(23)
can be calculated by the weights and local energies after suf-
ficient number of projections, where |Υ0〉 is the ground-state
wave function. It has been confirmed that the mixed average
energy is consistent with the fixed-node energy of the standard
DMC in the limit a → 067.
B. DFT algorithm in the same basis used for QMC
The trial functions for the Jastrow single determinant ansatz
were determined from DFT calculations by using a single de-
terminant ansatz expanded exactly in the same atomic basis
used for the corresponding VMC and LRDMC calculations.
Within DFT, the Hamiltonian and the overlap matrix elements
required for the solution of the Kohn-Sham equations are rep-
resented as:
H
a,b
i, j =
∫
d~rφ˜bj
(
~r − ~Rb
)
Hˆ
(
~r
)
φ˜ai
(
~r − ~Ra
)
, (24)
S a,b
i, j =
∫
d~rφ˜bj
(
~r − ~Rb
)
φ˜ai
(
~r − ~Ra
)
, (25)
where φ˜a
i
(
~r − ~Ra
)
and φ˜b
j
(
~r − ~Rb
)
are i-th, j-th GTO for atom
a and b multiplied by one-body Jastrow factor, namely:
φ˜bj
(
~r − ~Rb
)
= φbj
(
~r − ~Rb
)
J˜1
(
~r
)
, (26)
where J˜1
(
~r
)
is the same as in Eq. (2). This formulation allows
us to use a very small basis almost converged in the complete
basis set limit, by reducing in this way the computational ef-
fort as well as the statistical fluctuations on the total energy6.
Indeed, as it is simple to show, each element of the basis set
satisfies the so-called electron-ion cusp condition, namely that
when ~r is close to any atomic position ~Rb:
lim
~r→~Rb
∇φ˜a
j
φ˜a
j
= −Zb
~r − ~Rb
|~r − ~Rb|
(27)
for all a, b. In order to construct the trial wave function ef-
ficiently, we have defined an efficient DFT algorithm in the
mentioned basis, by estimating the corresponding matrix ele-
ments on a mesh, and by using a much finer mesh grid in the
vicinity of nuclei. The Hamiltonian operator is composed of:
Hˆ
(
~r
)
= Tˆ + VH
(
~r
)
+ Vext
(
~r
)
+ VXC
(
~r
)
, (28)
where Tˆ is a kinetic operator, VH
(
~r
)
is the Hartree (electron-
electron) potential, Vext
(
~r
)
is the electron-ion potential (that
may or may not include a true external potential) and VXC
(
~r
)
is the exchange-correlation potential. Given that the wave-
function is expanded in atomic orbitals such as GTO, the ki-
netic, electron-ion, and exchange-correlation terms are readily
calculated at any point in real space. On the other hand, the
Hartree potential is not determined in this manner, since it can
be evaluated more conveniently on a uniform grid by solving
Poisson’s equation with FFT:
∇VH
(
~r
)
= −4πρ
(
~r
)
, (29)
where ρ
(
~r
)
is the charge density. Therefore, the use of FFT
with a fine grid in the vicinity of nuclei necessarily involves
the same fine grid in the interstitial regions where the electron
density smoothly changes, which gratuitously increases the
computational cost. In our implementation, we have found
a good compromise between accuracy and efficiency in the
following way. The Hartree potential is calculated first on
a coarse uniform grid by solving Poisson’s equation with
the FFT algorithm. In the second step, the Hartree poten-
tial is interpolated on a fine grid only in the vicinity of nu-
clei using standard interpolation methods such as linear or cu-
bic. A schematic figure of the linear interpolation in the two-
dimensional case is shown in Fig. 1. The values on the fine
5grid are interpolated using the nearest four points, namely:
VH
(
xi, y j
)
=
(
1 −
sx
n
)
·
(
1 −
sy
n
)
· VH (XI , YJ) (30)
+
sx
n
·
(
1 −
sy
n
)
· VH (XI+1, YJ ,)
+
(
1 −
sx
n
)
·
sy
n
· VH (XI , YJ+1)
+
sx
n
·
sy
n
· VH (XI+1, YJ+1)
where XI and YJ represent coarse grid points, xi=nI+sx and
y j=nJ+sy represent interpolated points in the vicinity of nuclei,
n is the ratio of the interpolated grid to the coarse one (i.e n−1
coincides with the number of interpolated fine points between
the coarse-grid ones), and 0 ≤ sx, sy < n. The values on the
fine grid is interpolated by the nearest eight points in three di-
mensional case. The cubic interpolation is performed using
the nearest twenty-four points. As a result, the matrix ele-
ments of Hamiltonian can be evaluated by combining a coarse
grid and an interpolated fine grid in the vicinity of nuclei. No-
tice that a similar interpolation was done in pseudopotential
calculation71,72, wherein the interpolation scheme was used
to evaluate inner products between wave functions and non-
local parts of pseudopotentials. The total DFT energy cor-
responding to the chosen interpolation for the Hartree poten-
tial is sizably different from the one obtained with a very fine
grid (namely converged). However, VMC and LRDMC ener-
gies obtained with the Kohn-ShamSlater determinants with or
without the interpolation scheme proposed, are very close, in-
dicating that our DFT scheme provides very good Kohn-Sham
orbitals, despite the observed error in the DFT energy.
III. VALIDATION OF THE INTERPOLATION SCHEME
To investigate the quality of the trial wave functions ob-
tained by the interpolation technique, ground state energies
of the sodium atom were calculated using DFT, VMC, and
LRDMC. DFT calculations were performed with a single
fine grid or using the interpolation scheme, wherein the LDA
functional developed by Perdew and Zunger73 was employed.
Three types of single-grid DFT calculations were performed
with (0.02 Bohr)3, (0.05 Bohr)3, and (0.10 Bohr)3 grids. For
comparison, three types of DFT calculations using the cubic
interpolation method were performed, namely, (0.01 Bohr)3
grid was used for the core electron region, while (0.05 Bohr)3,
(0.10 Bohr)3 or (0.20 Bohr)3 grids were used for the valence
electron region, wherein the core-electron region, centered on
the sodium atom, has a volume of (2.00 Bohr)3. The calcula-
tion using the linear interpolation method was also performed
using (0.01 Bohr)3 and (0.20 Bohr)3 grids. Then, three types
of VMC and LRDMC calculations were performed starting
from the resultant wave functions. VMC-JDFT denotes that
only the Jastrow factor was optimized using the Jastrow-
Slater ansatz, namely, the nodal surface was determined by
the DFT. VMC-JSD and VMC-JAGP denote that both Jas-
trow and determinant parts were optimized using Jastrow-
Slater and Jastrow antisymmetrized geminal power ansatz, re-
spectively. LRDMC (GF=JDFT, JSD, JAGP) denotes that the
wave functions optimized using each ansatz were used for the
guiding functions (GF). All results are summarized in Table
I.
In the fine grid calculations, without using the interpolation
technique discussed above, a well-converged result was ob-
tained only by using (0.02 Bohr)3 single grid. Indeed, DFT
calculation with (0.05 Bohr)3 grid resulted in a much worse
DFT-LDA and correspondingVMC-JDFT energies and a very
coarse (0.10 Bohr)3 grid implies numerical instabilities. On
the other hand, a very coarse (0.10 Bohr)3 grid is already suf-
ficient to obtain a reasonable trial wave function when the
cubic interpolation method is used, and (0.05 Bohr)3 is es-
sentially converged. As expected, the DFT energy obtained
by the interpolation method (-162.9714 Ha) is not consistent
with that obtained by the very fine mesh (-161.4161 Ha) due
to the approximation in the Hartree potential. However, the
wave function obtained in this way can be used as a trial
wave function for accurate VMC and DMC calculations be-
cause the nodal surface is almost the same as the fine-grid
one: The VMC-JDFT calculations (i.e. only the amplitude
is optimized) show that the VMC energy obtained by the in-
terpolation grid (-162.20151(21) Ha) is almost the same as
the fine-grid one (-162.20442(21) Ha), where the deviation is
only a few mHartree. The LRDMC (GF=JDFT) calculations
also show a very good agreement (-162.23764(24) Ha and -
162.23924(23) Ha for the cubic interpolation and fine grid,
respectively). Furthermore, our LRDMC (GF=JDFT) also re-
produces the reference energy (-162.23966(22) Ha) that was
obtained by an all-electron DMC (GF=STO-HF) calculation
using a very large basis set (quadruple-ξ-fourfold-polarized:
QZ4P). These results indicate that the nodal surface deter-
mined by the interpolated DFT is as good as the fine-grid and
the large-basis one. Thus, the interpolation method enables us
to obtain a reasonable trial wave function with a low computa-
tional cost. Notice that, this interpolation method was applied
also with (0.20 Bohr)3 and (0.01 Bohr)3 double mesh grids
with much worse results as far as the quality of the nodal sur-
face and corresponding VMC energies are concerned. Never-
theless , with such a sizable error, it can be clearly appreciated
that the cubic interpolation performs better than the linear one.
The wave function can be further improved by opti-
mizing the determinant part in presence of the Jastrow
factor. As shown in Table I, VMC-JSD and VMC-
AGP show lower variational energies than VMC-DFT, and
LRDMC(GF=JSD, JAGP) also show lower variational ener-
gies than LRDMC(GF=JDFT) thanks to the improvement of
the nodal surfaces. Remarkably our LRDMC energy corre-
sponding to our best VMC-JAGP is very close to the estimated
exact total energy, namely -162.2546 (Ha)74.
IV. APPLICATION TO THE SODIUM DIMER
PESs of the sodium dimer were calculated by VMC-JAGP
and LRDMC, by using the developed interpolation scheme,
and were compared with previous experiments and calcula-
tions. First, a PES was calculated using JAGP ansatz by
6changing the internuclear distance from 1.8 Å to 10.0 Å, then,
a PES was again calculated by LRDMC starting from the opti-
mized wave functions. The energies obtained by LRDMC for
each a were extrapolated by quartic polynomial fits E (a) =
E0 + ba
2 + ca4 to obtain the a → 0 limit (E0), wherein a =
0.03, 0.04, 0.05, 0.06, 0.07, and 0.08 are employed (Fig. 2)
in all these calculations. The VMC-JAGP and LRDMC en-
ergies are summarized in Table II, and the obtained PESs are
shown in Fig. 3. The PESs obtained by HF, MP2, CCSD(T)75
calculated using Gaussian 09, Revision E.0176, and the exper-
imental values reported by Verma et. al 30 are also shown in
Fig. 3 for comparison. Notice that the energy of the molecule
at large distance coincides with twice the energy of a single
atom, namely the size consistency is perfectly fulfilled within
VMC-JAGP and LRDMC calculations (see the bottom of Ta-
ble II).
We have analyzed the PESs, by using the simple analytic
Murrell-Sorbie (MS) function77 that has been widely used for
describing PES of neutral dimers,
E (ρ) = −De
(
1 + a1ρ + a2ρ2 + a3ρ3
)
exp (−a1ρ) , (31)
where De is the dissociation energy without the zero point
vibration energy (ZPVE), ρ = d − deq, d is the internuclear
distance between the sodium atoms, deq is the equilibrium
internuclear distance, and a1, a2, and a3 are fitting param-
eters. The De, deq, a1, a2, and a3 were determined using
scipy.optimize.curve fit module implemented in the Python
SciPy library78. Then, a harmonic vibration frequency (ωe
cm−1) was calculated according to the following relation38:
ωe =
1
2πc
√
De
(
a21 − 2a2
)
µ
, (32)
where c is the light velocity, and µ is the reduced mass. The
obtained values are summarized in Table III.
The VMC calculation reproduces the qualitative shape of
the experimental PES (Fig. 3), and is accurate for determin-
ing the equilibrium distance and the harmonic frequency (Ta-
ble III). However, it is not enough for obtaining the accurate
dissociation energy and for reproducing the binding character
in the range of 5.0 Å and 8.0 Å (i.e. showing higher ener-
gies than the dissociation limit). Notice that the VMC-JAGP
is usually enough to reproduce almost correct binding ener-
gies for the second-row dimers79. This suggests that DMC
is extremely important for molecules of large atomic number
and that our Jastrow is not enough accurate for describing this
weak chemical bond.
The experimental PES is accurately described after the ap-
plication of the LRDMC projection to the JAGP (Fig. 3). The
equilibrium distance (deq = 3.083(11) Å) and the harmonic
frequency (ωe = 163.3(3.4) cm−1) obtained by our LRDMC
calculations are well consistent with the experimental values
(deq = 3.08 Å, ωe = 159.1 cm−1, and deq = 3.079 Å, ωe =
159.12 cm−1 cited from Ref. 80 and 81, respectively). The
dissociation energy (De = 25.28(43) mHa) is also consistent
with the experimental ones (De = 26.82mHa81 andDe = 27.44
mHa80), and several theoretical works, such as coupled cluster
calculations (De = 26.49 mHa for CCSD(T) and De = 26.53
mHa for QCISD38) and full valence configuration interaction
calculation (De = 26.85 mHa33), converged within the chemi-
cal accuracy (∼ 1kcal/mol ≈ 1.6 mHa).
Although the deviation of the dissociation energy is small
enough, it is worth discussing how to obtain a more accurate
result. Nemec et. al argued in their work56 that the deviation
was due to insufficient nodal error cancellation between the
atoms and the dimer. They reported that the dissociation en-
ergy of the sodium dimer was underestimated (De = 23.87(57)
mHa at d = 3.0789 Å82) by an all-electron DMC calculation
starting from STO56. The reduction of the error cancella-
tion is important to obtain a more accurate result. In order
to compare directly our results with the previous DMC one56,
LRDMC (GF=JDFT, JSD, JAGP) for the sodium dimer at the
same distance (d = 3.0789 Å) were performed. The results
are shown in Fig. 4 and summarized in Table IV. LRDMC
(GF=JDFT) and LRDMC (GF=JSD) give De = 23.23(60)
mHa and De =23.47(50) mHa, respectively, which are sta-
tistically consistent with the previous DMC calculation (De =
23.87(57)mHa). On the other hand, our LRDMC (GF=JAGP)
greatly improves the error cancellation and provides, to our
knowledge, the best binding energy (De = 25.34(60) mHa) so
far available within QMC techniques. Fig. 4 shows that the
best variational energies are obtained when LRDMC is ap-
plied to the JAGP guiding functions both for the atom and the
dimer, meaning that the corresponding nodal surfaces are bet-
ter than previous calculations. Table. V summarizes the abso-
lute energies of the sodium atom and dimer, and the residual
errors in the absolute energies and corresponding binding en-
ergies within the fixed-node approximation. The nodal surface
errors in LRDMC (GF=JDFT) are 33.92 mHa and 37.51 mHa
for two sodium atoms and for the dimer, respectively. This im-
plies 3.59 mHa smaller binding energy (De = 23.23(60) mHa)
than the experimental value (De = 26.82 mHa) due to insuffi-
cient error cancellation. On the other hand, the nodal surface
errors in LRDMC (GF=JAGP) become smaller, 24.21 mHa
and 25.69 mHa for two sodium atoms and the dimer, respec-
tively, thanks to the multiconfigurational nature of JAGP83,84
(i.e. static correlation). This leads to a much better binding
energy (De = 25.34(60) mHa) because of the improvement in
the error cancellation. Figure 5 shows the energy diagram and
the results of the error cancellations. Compared to LRDMC
(GF=JDFT), LRDMC (GF=JAGP) reduces by 9.71 mHa the
nodal error for the two sodium atoms, while by 11.82 mHa for
the dimer, resulting in a better error cancellation and a corre-
sponding more accurate binding energy. While the value of
Ref. 81 is used for the exact binding energy in this discus-
sion, the conclusion does not change when the other experi-
mental value (e.g. 27.44 mHa80) is employed. The fact that
LRDMC (GF=JAGP) lowers the total energy more effectively
in the dimer rather than in the atom indicates that the DFT
nodes have some error also in the valence region because one
can assume an almost exact nodal error cancellation in the
core region56. Thus, we expect that the use of more flexible
7wave functions such as backflow85 or pfaffian86 should fur-
ther reduce the error and should lead to an almost exact error
cancellation (i.e. better binding energy) and essentially exact
binding energies of dimers as well as PESs.
V. SUMMARY
In this work, we report potential energy surfaces (PES) of
the sodium dimer calculated by variational (VMC) and lattice
regularized diffusion Monte Carlo (LRDMC). Remarkably,
after the application of the LRDMC projection to the Jastrow
Antisymmetrized Geminal Product (JAGP) ansatz, chemical
accuracy is reached, and the obtained dissociation energy,
equilibrium internuclear distance, and harmonic vibration fre-
quency are in good agreement with the experimental ones.
The trial wave functions for the VMC and LRDMC calcu-
lations were prepared by the DFT single determinant ansatz
expanded exactly in the same atomic basis used for the QMC
calculation, which we have conveniently devised to satisfy ex-
actly the electron-ion cusp conditions. This allows us to use
a very small basis, which is however almost converged in the
complete basis set limit. In this way, it is possible to reduce
the computational effort as well as the statistical fluctuations
on the total energy. We have found that the improvement in
the description of the electron correlation and the weak chem-
ical bond of the sodium dimer, is mainly achieved thanks to
the energy optimization strategy that we have developed in
this work. For the all-electron calculation, the DFT step is
computationally very demanding, at least in the convenient
basis we have chosen. Therefore, we have developed an ef-
ficient DFT algorithm in the mentioned basis, by estimating
the corresponding matrix elements on a mesh, and by using
a much finer mesh grid only in the vicinity of the nuclei. In
this way, we can have a very good description of this chemical
bond and evaluate the corresponding PES with a high degree
of accuracy. We believe that our work represents an important
step to define a quantum Monte Carlo method that will have
the same reliability and accuracy of modern quantum chem-
istry packages in the future, with the considerable advantage
that QMC with the single determinant ansatz used in this work
scales very well with the number of electrons and has an al-
most ideal scaling for massively parallel computations.
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TABLE I. Ground state energies of the sodium atom obtained by HF, VMC, and LRDMC, and the estimated exact energy. GF denotes the
guiding function.
Grid Method Energy (Ha) Correlation (%)
Reference
HF -161.8589 a 0
VMC-JSD -162.20717(33) b 88.0(1)
VMC-JAGP -162.1434(7) c 71.9(2)
DMC (GF=JAGP) -162.2370(1) d 95.6(3)
DMC (GF=STO-HF) -162.23966(22) e 96.2(2)
Exact -162.2546 f 100
DFT-LDA -161.4161 -
VMC-JDFT -162.20442(21) 87.32(5)
VMC-JSD -162.21423(16) 89.80(4)
Fine grid VMC-JAGP -162.22045(16) 91.37(4)
(0.02 Bohr)3 LRDMC (GF=JDFT) -162.23924(23) 96.12(6)
LRDMC (GF=JSD) -162.24017(57) 96.35(14)
LRDMC (GF=JAGP) -162.24249(16) 96.94(4)
Fine grid DFT-LDA -165.5715 -
(0.05 Bohr)3 VMC-JDFT -154.554(11) -
Fine grid DFT-LDA Unstable -
(0.10 Bohr)3 VMC-JDFT Unstable -
DFT-LDA -162.9714 -
VMC-JDFT -162.20151(21) 86.58(5)
VMC-JSD -162.21474(17) 89.93(4)
Cubic interpolation VMC-JAGP -162.22079(16) 91.46(4)
(0.10 Bohr)3 + (0.01 Bohr)3 LRDMC (GF=JDFT) -162.23764(24) 95.71(6)
LRDMC (GF=JSD) -162.24078(20) 96.51(5)
LRDMC (GF=JAGP) -162.24250(16) 96.94(4)
Cubic interpolation DFT-LDA -161.5461 -
(0.05 Bohr)3 + (0.01 Bohr)3 VMC-JDFT -162.20368(18) 87.13(5)
LRDMC (GF=JDFT) -162.23779(24) 95.75(6)
Cubic interpolation DFT-LDA -173.13140 -
(0.20 Bohr)3 + (0.01 Bohr)3 VMC-JDFT -162.18028(28) 81.22(7)
Linear interpolation DFT-LDA -174.67577 -
(0.20 Bohr)3 + (0.01 Bohr)3 VMC-JDFT -162.17665(29) 80.30(7)
a Reference 88.
b Reference 55.
c Reference 52.
d Reference 52.
e Reference 56.
f Reference 74.
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TABLE II. Summary of the VMC-JAGP and LRDMC calculations of the sodium dimer.
dNa-Na (Å) EVMC-AGP (Ha/Na2) ELRDMC (Ha/Na2)
1.8 -324.37708(34) -324.43673(43)
1.9 -324.39731(25) -324.45269(45)
2.0 -324.40784(33) -324.46654(44)
2.2 -324.42894(27) -324.48354(46)
2.4 -324.44191(22) -324.49596(44)
2.5 -324.44593(30) -324.50076(44)
2.7 -324.45197(25) -324.50514(45)
2.9 -324.45554(25) -324.50944(44)
3.0789 -324.45664(23) -324.51033(44)
3.1 -324.45668(21) -324.50982(43)
3.3 -324,45505(23) -324.50911(44)
3.5 -324.45303(29) -324.50616(44)
5.0 -324.44120(28) -324.48999(43)
6.0 -324.44028(28) -324.48502(42)
7.0 -324.44054(23) -324.48538(42)
8.0 -324.44156(20) -324.48511(43)
9.0 -324.44202(30) -324.48443(42)
10.0 -324.44219(30) -324.48459(43)
2 × Na atom -324.44158(32) -324.48500(31)
TABLE III. Summary of the obtained dissociation energies, equilibrium distances and harmonic vibrational frequencies in this work. Those
obtained by previous ab initio calculations and the experimental values are also listed.
Method De (mHa) deq (Å) ωe (cm−1)
UHF 3.20 3.60 78.93
UCCSD(T) 26.49 3.179 154.79
QCISD a 26.53 3.181 151.63
VMC 13.58(10) 3.050(6) 155.5(1.7)
LRDMC 25.28(43) 3.083(11) 163.4(3.4)
Full valence CI b 26.85 3.09 159.1
Experiment c 27.44 3.08 159.1
Experiment d 26.82 3.079 159.12
a Reference 38. De = 0.72193 (eV), deq = 0.31813 (nm), and ωe = 151.63 (cm−1).
b Reference 33. De = 5892 (cm−1), deq = 5.83 (Bohr), and ωe = 159.1 (cm−1).
c Reference 80. De = 6022.6 (cm−1), deq = 5.82 (Bohr), and ωe = 159.1 (cm−1).
d Reference 81. De = 0.7298 (eV), deq = 0.3079 (nm), and ωe = 159.12 (cm−1).
TABLE IV. Dissociation energies of the sodium dimer at the experimental equilibrium distance (dNa-Na = 3.0789 Å). GF denotes the guiding
function.
Method GF Edimer-2atoms (mHa)
DMC STO-HF 23.87(57)a
LRDMC JDFT 23.23(60)
LRDMC JSD 23.47(50)
LRDMC JAGP 25.34(54)
a 14.981±0.357 kcal/mol. See the supplementary material of ref. 56
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TABLE V. The absolute energies of the sodium atom and dimer obtained by LRDMC (GF=JDFT, JAGP) and an experiment. The nodal
surface errors (NS errors) of the absolute energy and the binding energies due to the error cancellations are also shown. The exact energy of the
sodium atom and the exact binding energy are cited from Ref. 74 and 81, respectively. The exact energy of the sodium dimer was calculated
these values.
LRDMC (JDFT) LRDMC (JAGP) Experiment
Energy (Ha) NS error (mHa) Energy (Ha) NS error (mHa) Exact energy (Ha)
2 atoms -324.4753(48) 33.92 -324.4850(31) 24.21 -324.5092a
Dimer -324.4985(36) 37.51 -324.5103(44) 25.69 -324.5360
D0 (mHa) 23.23(60) 25.34(54) 26.82b
NS error (mHa) 3.59 1.48 -
a Reference 74.
b Reference 81.
