Stream segregation and pattern matching techniques for polyphonic music databases. by Szeto, Wai Man. & Chinese University of Hong Kong Graduate School. Division of Computer Science and Engineering.
Stream Segregation and Pattern Matching 
Techniques for Polyphonic Music Dat aDases 
Szeto, Wai Man 
A Thesis Submitted in Partial Fulfillment 
of the Requirements for the Degree of 
Master of Philosophy 
in 
Department of Computer Science k Engineering 
⑥The Chinese University of Hong Kong 
August, 2003 
The Chinese University of Hong Kong holds the copyright of this thesis. Any 
person(s) intending to use a part or the whole of the materials in this thesis 
in a proposed publication must seek copyright release from the Dean of the 
Graduate School. 
f ( 2 9 綱 2 � M 
、 , 
UNIVERSITY / / 丨BRARY SYSTEM j 
Stream Segregation and Pattern 
Matching Techniques for Polyphonic 
Music Databases 
submitted by 
Szeto, Wai Man 
for the degree of Master of Philosophy 
at the Chinese University of Hong Kong 
Abstract 
As music can be represented in a series of musical notes, most of the exist-
ing methods extend some general string matching algorithms to search for the 
occurrences of a musical query pattern in a polyphonic music database. How-
ever, not all occurrences of a query pattern are perceptually significant because 
some of them are, in fact, inaudible. Music is perceived in groupings of musi-
cal notes called streams. The process of grouping musical notes into streams 
is called stream segregation. Stream-crossing musical patterns are perceptu-
ally insignificant and should be pruned from the searching results. This can 
be done if all musical notes in a music database are segregated into streams. 
Findings in auditory psychology are utilized in the first part of this thesis, in 
which stream segregation is modelled as a clustering process and an adapted 
single-link clustering algorithm is proposed. Supported by experiments on real 
music data, streams are identified in the proposed algorithm wi th considerable 
accuracy. 
The second part of this thesis focuses on applying the stream segregation 
algorithm to analyze post-tonal music wi th pitch-class set theory, an important 
area in music research, in which existing researches mainly focus on analyzing 
ii 
and comparing a limited number of music compositions. Comparative study 
across numerous compositions is difficult because the identification of possible 
musical patterns occurred in compositions is highly time-consuming and error-
prone when performed manually. An effective post-tonal music analysis system 
is thus necessary for large-scale comparative study. 
Two pattern matching approaches are proposed to facilitate post-tonal mu-
sic analysis: sequence-based approach and graph-based approach. T h e ma jo r 
difference between the two approaches lies in whether music perception is taken 
into account: music perception is not taken into account in the sequence-based 
approach while the graph-based approach does the contrary. In the latter ap-
proach, results of stream segregation are incorporated. A piece of music is 
modelled as a graph, in which each musical note is presented as a vertex and 
the relationship between a pair of musical notes as an edge. The relationship 
is determined by stream segregation. Searching for a pitch-class set pattern 
is equivalent to searching for a special subgraph called maximal matched CRP 
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1.1 Motivations and Aims 
Music information retrieval is a rapidly growing research discipline. As music 
can be represented in a series of musical notes, most of the existing methods 
extend some general string matching algorithms to search for the occurrences 
of a musical query pattern in a music database [14, 10，11，29, 51, 30, 28, 41, 
36, 35], in which musical pitches (certain frequencies) are encoded in a finite 
alphabet set E and each alphabet is represented by an integer. 
Music databases can be classified according to the types of music stored: 
monophonic and polyphonic. I f only one pitch is played at a t ime throughout 
the music, the music is said to be monophonic. I f the duration of each musical 
note is omitted and only the sounding order of pitches is retained, monophonic 
music can be represented as a pitch sequence P = • • • ,Pm) where pi is 
a pitch in the alphabet set E. I f several pitches may be played simultaneously, 
the music is said to be polyphonic. The simultaneous pitches are put into a 
pitch set. Polyphonic music can be represented as a sequence of pitch sets, 
denoted by S =〈5"i, 5*2,... ’ Sn) where Si = { s i ’ i ， . . . , <5;山} and s^j G E. 
In other words, in the first t ime interval, the pitches in 5*1 are played. In the 
next t ime interval, the pitches in S2 are played and so on. In fact, according 
to this definition, most music is polyphonic. 
1 
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In general, recent contributions on searching in polyphonic music databases 
mostly focus on the problem below: Given a monophonic query sequence Q = 
〈仍，仍’ • •. ’ Qm) and a polyphonic source sequence S =〈5 \ , 5^2’...，5^n〉，the 
aim is to search for source subsequences (S'f, . . . , Si+rn-i) that has an 
occurrence of Q such that qk G Si^k-i for /c = 1, 2 , . . . , m. In addition to this 
exact matching of a query sequence, some researchers also consider vertical 
shifting (transposition) and edit distance [51’ 29, 30’ 28 . 
However, not all occurrences of a query sequence are perceptually signifi-
cant, i.e. the occurrences normally cannot be heard. In particular, the repeti-
tive musical pattern discovery algorithm in [37] discovers over 70000 patterns 
in Sergei Rachmaninoff's Prelude in C sharp minor, Op. 3 No. 2 (about-4-
minute piano piece). However, the authors report that probably less than 100 
of these are perceptually significant. Some heuristics are suggested to prune 
perceptually insignificant patterns but further developments are stil l required 
to process full-length musical compositions. 
Perceptually insignificant patterns are retrieved because music perception 
has not receive the attention it deserves in many existing retrieval systems. 
When listening to music, people perceive music in groupings of musical notes 
called streams which are the perceptual impression of connected series of mu-
sical notes, instead of isolated sounds. The process of grouping musical notes 
into streams is called stream segregation^. For example, a melody is usually 
perceived as a single coherent and continuous musical line, that is, a stream. 
Monophonic musical patterns across streams are perceptually insignificant and 
should be pruned from searching results. Consider the opening theme of Lud-
wig van Beethoven's Symphony No. 5, i.e. G, G, G, Eb, F, F, F, and D (or mi, 
mi, mi, doh, ray, ray, ray, and te) as shown in Figure 1.1, if we search for any of 
iln [7], stream segregation is divided into two processes: simultaneous integration and 
sequential integration. Simultaneous integration is the process of grouping frequencies into 
musical notes. Sequential integration is the process of grouping musical notes into streams. 
However, in this thesis, stream segregation is referred to the latter process only. 
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its transposition, an occurrence is found in the bars 1 to 2 of Frederic Chopin's 
Prelude No. 4 in E minor (Figure 1.2). However, this occurrence is hardly 
audible because as shown in Figure 1.2, there are four streams or musical lines 
in the opening [44]. We perceive stream 1 as the melody, while the other three 
streams are combined and formed a single accompaniment. The occurrence is 
across streams 3 and 4 so it is perceptually insignificant. 
ft . ^^ ^ ^ 




• • • 
a： . 
E -
D • • 
C • 
0 1 2 3 4 5 6 7 8 9 10 
Sequence index k 
Figure 1.1: The opening of Beethoven's Symphony No. 5，first movement and 
its monophonic sequence representation Q = (qk) for k = 1 , . . . , 8. 
Pruning stream-crossing monophonic patterns can be done if all streams 
in a music database are segregated. Therefore, stream segregation should be 
added as a pre-processing or post-processing step in existing retrieval systems 
in order to improve the quality of retrieval. Findings in auditory psychology 
are utilized in the first part of this thesis, in which stream segregation is mod-
elled as a clustering process and an adapted single-link clustering algorithm is 
proposed. 
In the second part of this thesis, the stream segregation algorithm is ap-
plied to polyphonic music databases to improve the quality of retrieval. As 
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Figure 1.2: The opening of Chopin's Prelude No. 4 in E minor and its mono-
phonic sequence representation S = (Si) for i = 1,…，18. The circles in 
the staff and the solid line in the sequence representation correspond to the 
Beethoven's symphony. 
mentioned before music can be represented symbolically, some general string 
matching algorithms are extended for finding the occurrences of a musical 
query pattern within a music database in the existing research work [14, 10, 
11, 29, 51, 30，28, 41，36, 35], in which edit distance is used as the similarity 
measure. Although edit distance is a popular measure in approximate string 
matching problems, its applications on current music research are stil l very 
limited, as far as few musicologists use edit distance in their research. 
Musical analysis of post-tonal music is one of the most significant areas in 
music research. Post-tonal music began to appear in Western art music in the 
early 20th century. Composers who wrote post-tonal music includes Bela Bar-
tok, Alban Berg, Arnold Schoenberg, Igor Stravinsky, Anton Webern, among 
others. Musical analysis of post-tonal music is to study how post-tonal music 
works by finding their building blocks. Searching for these building blocks or 
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musical patterns can be modelled as a pattern matching problem: Given a mu-
sical pattern query and a music database, the aim is to search for all matched 
patterns in the database. Instead of edit distance, the pattern matching prob-
lem in post-tonal music analysis is based on pitch-class set theory. Pitch-class 
set theory is the widest currency and is seen as the core system for post-tonal 
music analysis [6]. In the perspective of pitch-class set theory, the building 
blocks of post-tonal music are pitch-class sets, the musical patterns which wil l 
be explained later. In particular, the matching criteria of pitch-class sets are 
quite different from the traditional string matching problems. 
Although plenty of research work of post-tonal music analysis have been 
done by musicologists, most of them focus on analyzing and comparing a lim-
ited number of music compositions. Comparative study across numerous com-
positions is difficult because the identification of pitch-class sets occurred in 
compositions - an important aspect of pitch-class set theory - is highly time-
consuming and error-prone when performed manually. Large-scale compara-
tive study requires an effective post-tonal music analysis system. 
Two approaches are proposed to facilitate post-tonal music analysis with 
pitch-class set theory: sequence-based approach and graph-based approach. T h e 
sequence-based approach, similar to current music information retrieval, rep-
resents music in the form of sequences. Instead of edit distance, the matching 
conditions are derived from pitch-class set theory. A sequential searching al-
gorithm is designed and implemented to find a subsequence which matches a 
pitch-class set query. In the sequence-based approach, music perception has 
not receive the attention it deserves. In contrary to the sequence-based ap-
proach, the graph-based approach does consider how people perceive music. 
The results of stream segregation are incorporated into the matching condi-
tions. A piece of music is modelled as a graph, in which each musical note is 
presented as a vertex and the relationship between a pair of musical notes as an 
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edge. The pairwise relationship is determined by stream segregation. Search-
ing for a pitch-class set is equivalent to searching for a special subgraph called 
maximal matched complete r-partite path subgraph. These two approaches w i l l 
be compared in various experiments. 
In short, this thesis is divided into two parts. In the first part, based on 
the findings in auditory psychology, we model stream segregation as a cluster-
ing process and propose an adapted single-link clustering algorithm. In the 
second part, two approaches are proposed to facilitate post-tonal music anal-
ysis with pitch-class set theory: sequence-based approach and graph-based ap-
proach. The stream segregation algorithm is incorporated into the graph-based 
approach in order to consider how people perceive music. Various experiments 
are performed to compare the graph-based approach with the sequence-based 
approach. 
1.2 Thesis Organization 
The rest of the thesis is organized as follows. Chapter 2 briefly explains music 
theory and music terminology used afterwards and provides the psychologi-
cal perspective of stream segregation. A literature review is given in Chap-
ter 3 on pattern matching techniques for music information retrieval, stream 
segregation, and post-tonal music analysis. We wil l present our method for 
stream segregation in Chapter 4. In Chapter 5, we wil l describe our proposed 
approaches for post-tonal music analysis. We first provides the theoretical 
details of pitch-class set theory. Then, the sequence-based approach and the 
graph-based approach are examined. We also present the experimental results 




2.1 Fundamentals of Music and Terminology 
In this section, different music-related terms which are used afterwards are 
briefly explained. For a detailed account of music theory, readers may refer to 
5, 43，24 . 
The terms pitch and musical note are sometimes confusing. A pitch is a 
musical sound with certain frequency. A musical note or note is a musical 
sound of a given pitch and duration. The distance, or difference, between 
two pitches is called an interval. In most western music, the smallest interval 
is named a semitone. An octave is an interval of twelve semitones. Two 
pitches apart from an octave share the same pitch name, and the frequency of 
the higher pitch is twice of that of the lower. To refer the pitch in a specific 
frequency, C4 to B4 denotes the octave from middle C (261.63 Hz) to B (493.88 
Hz). C3 to B3 denotes the octave below middle C. C5 to B5 denotes the octave 
above the middle C and so on. A4 is 440 Hz. 
If only one note is played at a time throughout the music, the music is said 
to be monophonic. If several notes may be played simultaneously, the music 
is said to be polyphonic. A melody is monophonic in nature and is a coherent 
succession of notes. Here "coherent" means that the succession of notes is 
perceived as a group, i.e. a stream. Hence, a melody is a stream. However, 
7 
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a stream may not be a melody because melody, in the most general sense, is 
musically pleasing but a stream may not. Opposing to melody in referring 
successive notes, harmony refers simultaneous notes. I t can be said that along 
the time dimension, melody is 'horizontal', whereas harmony is 'vertical'. 
Transposition is an operation to raise or lower each pitch of the original 
music by exactly the same interval. In other word, transposition is a vertical 
shifting operation in a pitch-time plane. For example, transposing a melody 
C4, D4, and E4 up two semitones results the melody D4, E4, and Ftj4. 
2.2 Findings in Auditory Psychology 
Extensive psychological experiments have been being designed to study the 
factors of stream segregation. The following findings are summarized from the 
surveys and the findings in [48’ 7，52，15]. Most studies of stream segregation in 
psychology are influenced by the "Gestalt principles of perception" proposed 
in the 1920s. I t is a set of principles governing the grouping of elements 
in perception. The first principle is proximity: closer elements are grouped 
together in preference to those that are spaced further apart. An example 
is showed in Figure 2.1(a), where the closer dots are perceptually grouped 
together in pairs. Another principle is similarity: we tend to group things that 
are similar. In Figure 2.1(b), we perceive one set of vertical rows formed by 
filled circles and another set formed by the unfilled circles. The third principle 
is good continuation. I t states that the elements that follow each other in a 
given direction are perceptually linked together. We group the dots in Figure 
2.1(c) so as to form the lines AB and CD. 
Beside visual perception, the Gestalt principles can be applied to music as 
well. I t has been found that the pitch proximity and the temporal proxim-
ity are dominant factors in stream segregation. Pitch proximity states that 
musical notes which are closer in terms of pitch are grouped together. When 
Chapter 2 Preliminaries 9 
(a) 
(b) (c) D 
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Figure 2.1: Illustrations of the Gestalt principles of proximity, similarity, and 
good continuation (adapted from [15]). 
a sequence of two alternating pitches A and B is played as ABAB..., the 
two pitches wil l seem to fuse into a single stream ABAB... if they are close 
together in pitch (Figure 2.2(a)); otherwise they wil l seem to form two inde-
pendent streams AA ... and BB . . . (Figure 2.2(b)). For temporal proximity, 
i t states that musical notes which are closer in terms of time are grouped 
together. When a sequence of two alternating pitches is played, we tend to 
perceive them as a single stream if the alternation speed is low (Figure 2.3(a)). ‘ 
If the alternation speed is high, the two pitches wil l form two independent 
streams (Figure 2.3(b)). Although timbre, amplitude, and spatial location 
may sometimes affect stream segregation, they are often outweighed by pitch 
and temporal proximities. 
In fact, there are three basic assumptions in many psychological experi-
ments of stream segregation [48]. The first assumption is that listeners tend 
to assign a musical note to only one stream. A musical note would not be-
long to more than one stream. The second assumption is that for a given 
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Figure 2.2: Illustrations of the pitch proximity (adapted from [7’ 52]). 
(a) (b) 
^ B B B B B B B B B i 1 一 
y A A g " A A A A A A A £ -^―^― it — — — — — — — 
Time Time 
Figure 2.3: Illustrations of the temporal proximity (adapted from [7, 52]). 
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stream, there wil l not be more than one musical note at the same time. A 
stream would not contain any simultaneous musical notes. Hence, all streams 
are monophonic. The third assumption states that there is a preference to 
perceive fewer streams. We tend to minimize the number of streams. 
In summary, there are four important preferences in stream segregation: 
1. The pitch proximity and the temporal proximity are dominant factors. 
2. A musical note is assigned to only one stream but not more. 
3. A stream does not contain any simultaneous musical notes. 
4. The number of streams is minimized. 
Chapter 3 
Literature Review 
3.1 Pattern Matching Techniques for Music 
Information Retrieval 
Most of the existing work treats music as discrete symbols for pattern match-
ing. I t can be divided into two categories: algorithms for monophonic music 
databases and algorithms for polyphonic music databases. For monophonic 
music databases, in 1990, Mongeau and Sankoff published a landmark paper 
on comparing musical sequences [38]. Extending the insertion, deletion and 
replacement of edit distance, and the compression and expansion of time warp-
ing, they propose the notion of consolidation and fragmentation to measure 
the similarity or dissimilarity between two monophonic musical sequences by 
a dynamic programming algorithm. However, the comparison is required to 
tune a great deal of parameters. 
In [20], a system for querying an audio database by humming is proposed. 
In order to tolerate errors, it represents monophonic music (melodies) as rela-
tive pitch changes or contour. A query is converted to a contour by a pitch-
tracking algorithm. 
In [25], a web-based melody searching system is presented、 I t is a large 
Mittp://www. themefinder.org/ 
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thematic catalogue consisting of themes from classical, renaissance, and folk-
song repertories. Queries can be supplied with the information of pitch, in-
terval, scale degree, contour, location, key, and meter. However, only exact 
matching is allowed. 
Another query-by-humming system is described in [35]. Extensive experi-
ments are performed to analyze the effect of different string matching criteria 
including both exact matching and approximate matching. I t is found that the 
number of musical notes of a query required to reduce false alarms increases 
as the matching criteria are weaken. In other word, given the same query 
length, the approximate matching outputs much more false alarms than the 
exact matching. 
There are two approaches for searching patterns in polyphonic music data-
bases. The first approach is the reduction of polyphonic music databases to 
monophonic music databases. In [51], melodies are extracted from polyphonic 
music by choosing the highest musical note starting at any time instance. 
However, there are many cases that the highest note does not belong to a 
melody and melodies do not appear in the highest voice. The second approach 
is to design a string matching algorithm to deal with a polyphonic source as 
in Figure 1.2. 
Crawford, Illiopoulos, and Raman outline an algorithm to search for a 
monophonic pattern in a polyphonic source [14]. I t is based on Alio-Corasick 
automaton in [2]. Besides exact matching, it allows transposition as well. 
I l l Lemstrom's PhD thesis [28]，he presents different string matching tech-
niques for music information retrieval. Algorithms for retrieving monophonic 
query in polyphonic sources are designed to allow transposition and approxi-
mate matching wi th edit distance. The technique of bit-parallelism is applied 
for efficient performance. 
A l l research work discussed so far employs online searching techniques. 
In order to speed up the searching process, some researchers use indexing 
Chapter 3 Literature Review 14 
techniques instead. In [13], music is represented as chords. A user can search 
chords in the music database. PAT-tree is proposed as the indexing structure. 
However, only diatonic chords in C major can be searched. Another indexing 
approach is proposed in [18], in which all combinations of monophonic musical 
sequences from polyphonic music sources are indexed but several experimental 
factors are stil l required to be investigated. 
3.2 Stream Segregation 
Various methods have been proposed for stream segregation and some of which 
are reviewed in [48]. Based on an analogy with the apparent motion in vi-
sion, Gjerdingen proposes a massively parallel, multiplex, feed-forward neural-
network system in [21j. In the system, the input is musical notes which are 
discrete events represented in a pitch-time plane. The "influence" of an event 
is measured as activation. An event has greatest activation at its pitch value 
and during its time span. Its influence also "diffuses" to surroundings. A 
temporal filter smooths the activations of all events in the time dimension. A 
spatial filter diffuses events over a wider span of pitches with the assumption of 
a Gaussian distribution of the diffusion. The hill-like activations of all events 
are summed up. Tracking local maxima of activation along the time dimen-
sion can produce a pitch-time graph containing lines, which are interpreted as 
streams. The model can also track more than one line simultaneously. How-
ever, the lines in the pitch-time graph may be difficult to interpret. 
The McCabe and Denham's model in [34] is similar to Gjerdingen’s. Like 
Gjerdingen's model, the McCabe-Denham model represents music in the di-
mensions of pitch and time and uses neural networks to find out streams. There 
are two neural networks. One neural network corresponds to the "foreground" 
stream and another corresponds to the "background" stream. Musical input 
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is segregated into the two streams. Although the McCabe-Denham model ac-
cepts acoustic input, complex acoustic signals have not been tested. Similar 
to Gjerdingen's model, the graphical output of McCabe-Denham model may 
be difficult to interpret. Moreover, it can track only two streams. 
The latest model, developed by Temperley [48], is based on a set of stream 
segregation preference rules adapted from Lerdahl and Jackendoff [31], and is 
built on a rule-based stream segregation model in [32]. Its input is discrete 
pitch event. Pitches are in the unit of M ID I pitch number, which is one of 
the integers ranging from 0 to 127 inclusively. Middle C is assigned wi th the 
value 60. The time dimension is quantized. Hence, music is represented in 
a pitch-time grid of squares. If there is a note, the square is "black". If 
not, the square is "white". The model has six mandatory preference rules 
and one optional preference rule. A user is required to input the weight of 
each rule and the maximum number of streams. Then the system searches 
for the optimal stream configuration using dynamic programming. However, 
overlapping notes of the same pitch are disallowed in the input representation 
and there is no known experimental evidence to show that M ID I pitch number 
is an appropriate perceptual distance. 
3.3 Post-tonal Music Analysis 
There are software utilities to assist post-tonal music analysis with pitch-class 
set theory. The utilities for calculating transposition and inversion of pitch-
class sets are written in C [55] or Java applets on the web [47，50]. However, 
none of them considers musical pattern searching. 
Another research area is to investigate how to choose groups of musical 
notes for analysis. In 1966, Allen Forte, the originator of pitch-class set theory, 
published a paper on how a computer could assist post-tonal music analysis. 
In his paper, Forte describes an input method of musical scores which is easy 
1 
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to learn. Different parsing rules are used to choose groups of musical notes for 
analysis. 
More recently, neutral networks are used to analyze post-tonal music. In 
22], the relations between pitch-class sets are examined by backpropagation 
neural networks. An interactive activation and competition network is used to 
parse music into perceptual objects for analysis. 
In [17], the author combines both structural and contextual approaches 
to analyze post-tonal music. A ranking matrix is proposed to evaluate the 
importance of each pitch-class set to assist how to choose groups of musical 
notes. 
Peter Castine published his Ph.D thesis on computer-aided analysis on 
post-tonal music [12]. However, lie focuses on how graphical user interface in 
the Macintosh environment can help in using pitch-class set theory. 
T h e work in the book Pascal Programming for Music Research [8] is closely 
related to the work in this thesis. A Pascal routine named Set search is pre-
sented in the book. I t locates a musical pattern by using a sequential searching 
algorithm with a sliding frame. Musical notes are represented by a multilinked 
ring structure consisting of many interlocking circular, doubly linked lists wi th 
head nodes. The searching algorithm locates each combination of musical notes 
wi th the frame that matches the query. However, it is difficult to determine 
the frame size as the author mentioned: "Setting the frame size is critical. If 
i t is too small, many important sets are missed; if it is too large, many sets 
wi l l be insignificant due to the temporal distance between elements". This 
means that improper value of the frame size may cause false dismissals or false 
alarms. 
Chapter 4 
Proposed Method for Stream 
Segregation 
According to the findings in auditory psychology discussed in Section 2.2，there 
are four important preferences in stream segregation: (i) the pitch proximity 
and the temporal proximity are dominant factors; (ii) a musical note is assigned 
to only one stream but not more; (iii) a stream does not contain any simulta-
neous musical notes; and (iv) the number of streams is minimized. Based on 
these findings, we propose a clustering model for stream segregation. 
4.1 Music Representation 
As pitch and temporal proximities are dominant, the attributes of pitch and 
t ime of music are taken into account. Each musical note is represented as an 
event A n event e is a vector where t^ is the start time, if is the end 
time, and p is the pitch. The start time and the end time are in the unit of 
seconds. The pitch is represented as the frequency in the mel scale [39, 9]. The 
mel scale represents the average judgement of the relation between perceptual 
pitch and frequency, where the scale is adjusted such that 1000 mels map to 
1 kHz. The mapping is approximately linear in frequency up to 1 kHz, and 
logarithmic beyond 1 kHz. The scale is defined in the following analytical 
17 
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expression: 
fmel = 2595 . logio(l + 
A l l example is shown in Figure 4.1 and Table 4.1. 
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Figure 4.1： A five-event example. The speed is 60 crotchet beats per minute. 
Gi Pitch name (t^, 
(0，2，357.87) 
e2 G4 (0’ 0.5，501.15) 
63 Ab4 (1,3,524.96) 
e4 E4 (2,4,434.88) 
65 F4 (3,4,456.13) 
Table 4.1: The events in the five-event example. 
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4.2 Proposed Method 
Intuitively, if musical notes are represented as events in the two-dimensional 
pitch-time space, the "distance" between two events can reflect the pitch prox-
imity and the temporal proximity of the corresponding musical notes. A 
stream, a group of events sharing "similar" pitch attribute and time attribute, 
is in fact a cluster, so stream segregation can be modelled as a clustering 
problem. A stream is thus referred to as a cluster hereinbelow. However, tra-
ditional clustering techniques cannot be directly applied to stream segregation 
because they handle data points rather than events. Moreover, besides the 
pitch and the temporal proximities, the findings in auditory psychology show 
that there are preferences to include each event in only a single stream and to 
avoid multiple simultaneous events in a single stream. To include these find-
ings, we define two kinds of the relation between two events: sequential events 
and simultaneous events. Given two events, if their durations overlap each 
other, they are simultaneous events. Otherwise, they are sequential events. 
The definitions are formally given below: 
Definition 4 .2 .1 (Sequential events). Given two events e!=(亡？，力5，Pi) 
and 62 = (^ 1,^ 25^2)； they are sequential events if t\ < t\ or t^ < t l , denoted 
by ei If e2. I f t l < t^, then ei •< 62. Ift^ < t l , then ei 62-
Definition 4 .2 .2 (Simultaneous events). If two events ei and e2 are not 
sequential events, they are said to be simultaneous events, denoted by e i || 62-
These definitions are further illustrated by the following example: 
E x a m p l e 4 .2 .1 . In Figure 4.1, the event pairs {ei, 64}, {ei, 65}, {62,63}, 
{e2,64}, {e2,65}, and {ea, 65} are sequential events because they do not overlap 
each other in time. The event pairs {ei,62}, {ei, 63}； {63,64}, and {64,65} 
are simultaneous events. 
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After defining the relations between events, we define the distance function 
between two events. To avoid simultaneous events being put in the same 
cluster, the distance between any two simultaneous events is set to infinity. 
Hence, a cluster cannot contain any simultaneous event. For sequential events, 
i t is the distance between the tail of the prior event and the head of the 
posterior event. In order to define the concept formally, we need to address 
two problems. The first one is the choice of metrics. However, a definitive 
answer to the most appropriate choice of metrics to "musical" space, to our 
knowledge, has never been done. Therefore, we use the Euclidean distance, the 
most common metric. The second problem is the difference of measurement 
units of pitch and time. We tackle it by assigning a weighting factor to the 
time dimension to adjust the relative importance of time and pitch. The 
time weighting factor wil l be determined empirically. The inter-event distance 
function is defined below: 
Definition 4 .2 .3 (Inter-event distance). Given two events ei = {tl,tl,pi) 
and e2 =(亡？，亡LP2)，the inter-event distance EDIST is 
‘ 
EDIST{eue2) ={ 
oo if Bi II e2. 
\ 
where a is the time weighting factor and 
tl - tl ifei e2, 
d = < 
tl — tl ifei y- 62. 
\ 
Example 4.2.2. Suppose a = 1. The inter-event distances between all possible 
pairs of the events in Figure 4.1 are shown in Table 4-2 
iThe self-distance of events is not shown and is marked in "—" because an event does 
not form a cluster with itself. 
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ei 62 63 64 65 
~ei - oo o o 7 7 . 1 1 98.39 
e2 oo - 23.83 66.36 45.14 
es oo 23.83 - oo 68.89 
64 77.11 66.36 oo - oo 
es 98.39 45.14 68.89 oo — 
Table 4.2: The inter-event distances of the events in Figure 4.1 (a = 1). 
Before going further, we define some notations adapted from those of the 
traditional clustering techniques in [49]. A piece of music E consists of N 
events: 
E 二 = 1,2，...，7V} 
A cluster C has the start time T^, the end time T^, and a set of clustered 
events C: 
C = {T\T\C) 
where 
C = {eii’ei2,...} C E 
where e^, = 
Ts = min(仏)， 
= m ^ ( t l ) . 
A clustering contains n clusters: 
^ = {Cj I j. = l,2，...’n} 
After defining clusters, we present our clustering algorithm. Firstly, accord-
ing to the findings of auditory psychology in Figures 2.2 and 2.3, a musical note 
forms a stream with its "nearest neighbor". In our model, the "nearness" is de-
fined by the inter-event distance. Secondly, streams have chain-like shapes as 
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shown in Figures 1.2, 2.2, and 2.3. Therefore, we solve the stream segregation 
problem by adapting the single-link clustering algorithm, in which an event is 
regarded as a data point. The single-link clustering algorithm or the nearest 
neighbor clustering algorithm is a hierarchical clustering method, which gen-
erates a nested series of partitions of data points. In the single-link method, 
the distance between two clusters is the minimum of the distances among all 
pairs of data points drawn from the two clusters (one data point from the first 
cluster, the other from the second) [23], i.e., a data point forms a cluster with 
its nearest neighbor. This implies that the single-link method has a tendency 
to favour elongated clusters and this characteristic is also known as chaining 
effect [49]. This effect can be used to identify chain-like streams. In order to 
avoid a cluster containing any simultaneous events, we define the following two 
relations between two clusters similar to those between two events. 
Definition 4 .2 .4 (Sequential clusters). Given two dusters Ci = (Tf, Tf, Ci) 
and C2 = (T | ,T | ,C2) , they are sequential clusters ifT【< T^ orT^ < T^, de-
noted by Ci If C2. 
Definition 4 .2 .5 (Simultaneous clusters). If two clusters Ci and C2 are 
not sequential clusters, they are said to be simultaneous clusters, denoted by 
Ci I C2. 
The inter-cluster distance between simultaneous clusters should be set to 
infinity to ensure that no pair of simultaneous events is in the same cluster. 
For two sequential clusters, the distance between them is the minimum of the 
distances among all pairs of events drawn from one cluster and another cluster. 
We define the inter-cluster distance below: 
Definition 4 .2 .6 (Inter-cluster distance). Given two clusters Ci = (Tf, Tf, 
Ci), C2 = (T|,T|,C2), the inter-cluster distance CDIST is 
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• 
CJJIoI (Ci, C2j = < 
00 i fC i II C2. 
V 
There are various methods to implement the single-link clustering algo-
ri thm. Here, we adapt the agglomerative algorithm in [49, 33, 23]. For the 
agglomerative algorithm, the initial clustering consists of N clusters, each 
of which contains one event in E. Among all possible pairs of clusters, find the 
pair that has the minimum inter-cluster distance over all other pairs. Then 
the pair of clusters is merged into a larger cluster. Thus, a new clustering 
is formed and the process is repeated. Following the psychological preference 
that the number of streams is minimized, we minimize the number of clusters. 
In order to do so, two termination conditions are set. The first condition is 
that the distances of all possible pairs of clusters are infinity. This means that 
all pairs of clusters are simultaneous clusters. Noted that during the clus-
tering process, only sequential clusters but not simultaneous clusters can be 
merged together. Hence, the resulting clusters wil l not contain any simultane-
ous events. The second condition is that all events lie in the same cluster, i.e. 
one large cluster contains all events, in which any two events must be sequen-
t ial events. As a result, users are not required to input the threshold or the 
number of clusters. The adapted single-link clustering is shown in Algorithm 
1. 
Generated by the algorithm running on the example in Figure 4.1, the 
iterative clustering results are shown in Table 4.3. In addition, the whole clus-
tering process can be visualized in a dendrogram, which represents the nested 
grouping of events and distances at which groupings change. A dendrogram 
corresponding to the example in Figure 4.1 is depicted in Figure 4.2. The 
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Algorithm 1 Adapted single-link clustering algorithm 




5： Among all possible pairs of clusters (C。Cs) in ^ t - i , find. Cj, Cj such that 
CDIST{Cu Cj) = m i i v卢 CDIST(Cr： Cs) 
6： if CDIST(Ci, Cj) = oo then 
7： break 
8： Merge Ci, Cj into a single cluster Cg and form 一 （ 凡 _ i — {Q, C j } )UCg . 
9： until V^jv-i clustering is formed, i.e., all events lie in the same cluster. 
dendrogram can be broken at different threshold levels to yield different clus-
terings of the data. According to Algorithm 1, the threshold is equivalent to 
be set between infinity and the maximum inter-cluster distance except infinity. 
Hence, users are not required to input the threshold or the number of clus-
ters. The clustering of the five-event example is presented in Figure 4.3, where 
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Figure 4.2: Dendrogram of the five-event example (a = 1). 
Motivated by the analysis of the general single-link method in [49], the 
complexity of the adapted algorithm is analyzed as follows. At each level t, 
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{e i } {62} {63} {64} {es} " 
{ e i } - 00 00 77.11 98.39 
{62} 00 - 23.83 66.36 45.14 
{es} 00 23.83 - 00 68.89 
{64} 77.11 66.36 0 0 - 0 0 
{65} 98.39 45.14 68.89 00 -
(a) ^ = 0 
{e i } {62,63} {64} {eg} 
= TO 77.11 98.39 
{62,63} 0 0 - 0 0 45.14 
{64} 77.11 0 0 - 0 0 
{eg} 98.39 45.14 00 -
(b) , 二 1 
{ e i } {62,63,65} {64} 
= 00 77.11 
{62,63,65} 0 0 - 0 0 
{64} 77.11 00 -
(c) ^ = 2 
{ei ,e4} {62,63,65} 
{61,64} - 00 
{62,63,65} 00 -
( d )力=3 
Table 4.3: Inter-cluster distance and clustering at different t of the five-event 
example {a = 1). 
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Figure 4.3: Clustering result: {e i , 64} is a cluster and {62,63,65} is another. 
there are N — t clusters. Thus, in order to determine the pair of clusters that 
is going to be merged at the {t + l ) t h level, the number of pairs of clusters to 
be considered is 
V 2 ) = 2 • 
Therefore, if the number of output clusters is n, the total number of pairs that 
have to be examined throughout the whole clustering process is 
（N-t、= 
^ V 2 J ^ U j 
t=0 \ / k=n \ / 
= y ( ' ) - y h 
k=o \ J k = o \ z 
—(N-1)N(N+1) 
二 6 
(n - 2)(n - l)n 
6 
As n is small comparing to TV, the total number of operations is proportional to 
N^. The calculation of the inter-event distance takes constant time. Therefore, 
the complexity of the algorithm is O(N^). 
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4.3 Application of Stream Segregation to Poly-
phonic Databases 
Recapitulating the exact musical pattern matching problem stated in Chap-
ter 1 that given a monophonic pitch query sequence Q = (qi,q2, • • •, Qm) 
and a polyphonic pitch-set source sequence S = (Si, 52 , . . . , Sn) where Si = 
{>5i’i,Si’2, • • • ,Si’Zi} and qi, Si、j are in the finite alphabet set E, the aim is to 
search for a source subsequence {Si, …，Si+m-i) that has an occurrence 
of Q such that q^ G Si^k-i for k = 1, 2 , . . . , m. In order to avoid retriev-
ing perceptually insignificant patterns, we propose that stream segregation 
is added as the pre-processing step in a retrieval system, i.e., all polyphonic 
sources are segregated into streams and the streams are stored in a database. 
As streams are monophonic, stream segregation actually reduces a polyphonic 
music database to a monophonic one. The pitches of streams are extracted to 
form pitch source sequences. The ordering of pitches follows their appearance 
order. 
E x a m p l e 4 .3 .1 . In Figure 入.3, {ei, 64} is a stream and {e2, es, 65} is another 
stream. The pitch of ei is pi where pi G E. As e i -<； 64 and e2 -< 63 65, the 
two streams become two pitch source sequences〈Pi，P4〉and〈P2,P3’P5〉. 
The exact musical pattern matching problem is redefined as follows: Given 
a pitch query sequence Q =〈gi, 92，...，Qm) and a pitch source sequence S = 
〈si,s2, • . . ,Sn) where Si E E, the aim is to search for source subsequence 
(si, Si+i,…，Si+rn-i) that has an occurrence of Q such that qk = Si+k-i for k = 
1, 2 , . . . , m. This is like a substring matching problem. Moreover, no matched 
pattern is across streams so the opening theme of Beethoven's Symphony No. 
5 cannot be found in Chopin's Prelude No. 4 in E minor (Figure 1.2) if the 
streams of Chopin's Prelude are correctly segregated. 
The correctness of stream segregation greatly affects the accuracy of the 
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stream-segregated retrieval system. If an event is wrongly classified into a 
stream, matched records may be missed and false alarms may occur. Hit rate 
and false alarm rate are proposed to evaluate the quality of stream segregation. 
Before introducing them, we place a total ordering on events for a simpler 
notation in later discussions. Events are first sorted by the start time in the 
ascending order. If two events have the same start time, the order is determined 
arbitrarily. The index i of the event e^  reflects this total ordering: given a music 
E = {e i , e2,. . . ’ eyv}, the total ordering is e! < e2 < … < e^v- For example, 
the index of each event in the five-event example in Figure 4.1 has been assigned 
according to the total ordering such that ei < e2 < 63 < 64 < 65. 
The correctness of stream segregation is measured in term of linkage be-
tween two events. Given a stream C = {e^i, . . . , e^ ,^} where h < i2 < . . . < 
ik, there exists linkages in the pairs (6^1,6^2), (6^2,6^3),..., Gj^). The 
pitch of eir is pi^ then the corresponding pitch source sequence is (pi^  ...， 
Pik)-
Example 4.3.2. In Figure 4.3，{e!, 64} and {e2,63,65} are the streams. Their 
linkages are {(61,64), (62,63), (63,65)}. 
Hit rate and false alarm rate are used to evaluate the stream segregation 
result of the music in which the natural streams are known. A natural stream, a 
term borrowed from the natural cluster, is a pre-defined stream of the music. In 
other words, the "correct" stream segregation result have already been known. 
Streams segregated from our algorithm are called output streams, which are 
compared to the natural streams. A hit is a linkage of an event pair that exists 
in both the natural stream and the output stream. A false alarm is a linkage 
that exists in an output stream but not any natural streams. The hit rate and 
the false alarm rate are defined as follows. 
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Definition 4 .3 .1 (Hit rate) . 
H _ Number of hits 
Number of linkages in natural streams 
Definition 4 .3 .2 (False alarm rate) . 
^ _ Number of false alarms 
Number of linkages in output streams 
E x a m p l e 4 .3 .3 . Suppose the natural streams in the five-event example in Fig-
ure 4-1 OT^e {ei, 64}, {e2,65}, and {ea} so the linkages are {(ei, 64), (e2,65)}. 
The linkages of the output streams are { ( e i , 6 4 ) , ( e 2 , 6 3 ) , ( 6 3 ’ e s ) } as in Example 
4.3.2. The hit rate H =1/2 = 0.5 and the false alarm rate 4 = 2/3 = 0.667. 
Suppose that a subsequence S' matches the query Q. If i t is a correct 
match, all linkages of the corresponding events in S' must be hits; otherwise, 
the subsequence S' is missed. If the match is a false alarm, at least one 
linkage of the corresponding events in S' is a false alarm. Assuming that the 
probability of a hit is independent from the previous hits and the probability 
of a false alarm is independent from the previous false alarms, we define the 
probabilities of a hit and of a false alarm for an m-length query below. 
Definition 4 .3 .3 (Probability of a hit for an m-length query). 
= for m> 2 
Definition 4 .3 .4 (Probability of a false alarm for an m-length query). 
A^ = l-{1-A)"^-^ form>2 
The probability of a hit for an m-length query is the probability not to 
miss an m-length query; while the probability of a false alarm for an m-length 
query is the probability of a matched pattern for an m-length query being 
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a false alarm. In the next section, experiments are performed to verify our 
proposed solution. 
4.4 Experimental Results 
We implement our distance functions and adapt the implementation of the 
single-link clustering algorithm in [33] for demonstrating the capability and 
usefulness of our proposed method. We collect real polyphonic music data in 
the M I D I (Musical Instrument Digital Interface) format, which is the most 
popular encoding scheme to represent music symbolically. 
In the first experiment, the effect of time weighting factor a on the hit rate 
and the false alarm rate is investigated. The MID I file of Johann Sebastian 
Bach's two-part Invention No. 1 is collected from [42]. The opening six bars of 
Invention No. 1 are shown in Figure 4.4. A two-part Invention is a two-voice 
keyboard piece, in which the upper voice is played by the right hand and the 
other by the left. On the facsimile of the title page of the autograph of 1723, 
Bach wrote that a two-part Invention should be "learned to play cleanly in 
two parts" [4]. Except the final bar in the Invention Nos. 1 and 8, there are 
at most two musical notes at a time. Thus, the two parts in an Invention 
are considered as two natural streams in our experiment. The final bars of 
the Invention Nos. 1 and 8 are removed (No. 8 wil l be used in the second 
experiment). In all streams, each musical note has a linkage to its adjacent 
musical notes. We compare the output streams generated by our method with 
the natural streams. The speed of Invention No. 1 is the average value over 2 
editions, 2 commentaries, and 9 recordings from [4 . 
The hit rate and the false alarm rate against the time weighting factor are 
shown in Figures 4.5 and 4.6 respectively. When the time weighting factor 
increases, the hit rate increases and the false alarm rate decreases and then 
both of them become stable at 0.991 and 0.009 respectively. In the stable 
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Figure 4.4: The opening six bars of Bach's Invention No. 1. 
range, we choose the time weighting factor 1000 arbitrarily and verify this 
value in the next two experiments. The dendrogram and the clustering result 
of Invention No. 1 are depicted in Figures 4.7 and 4.8 respectively. 
1 -
0 . 9 9 - / “ “ “ XHHHHHH >< .. M M >( H .. >. >< X H H H M >. K 
0.98 - / 
0.97-








O.gl 1 1 1 1 1 1 1 1 1 ‘ 
0 200 400 600 800 1000 1200 1400 1600 1800 2000 
Time weighting factor a 
Figure 4.5: The hit rate against the time weighting factor a of Bach's Invention 
No. l . 
I l l the second experiment, we test our method on all 15 Bach's two-part 
Inventions collected from [42]. The speed of each Invention is the average value 
from [4]. We set the time weighting factor a to 1000. In Figure 4.9, the hit 
rate and the false alarm rate of the 15 Bach's two-part Inventions are plotted. 
The average hit rate and the average false alarm rate of the 15 Inventions are 







•2 0.05 • 
nJ 
<u w 
S. 0.04 • •( 
0.03- \ 
0.02 - \ 
0.01- , 
qI i I I t I I I I t > 
0 200 400 600 800 1000 1200 1400 1600 1800 2000 
Time weighting factor a 







• 1 0 0 0 -
500 • 
Event 
Figure 4.7: Dendrogram of the complete Bach's Invention No. 1 (a = 1000). 
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Figure 4.8: Clustering result of the opening six bars of Invention No. 1 (a = 
1000). The two continuous lines are the output streams which are the same as 
the natural streams. The vertical lines are the bar-lines. 
0.986 and 0.015 respectively. The average probabilities of a hit and of a false 
alarm against the query length are shown in Figure 4.10. 
In the third experiment, we tested whether our method can find the correct 
linkages of the four streams in the opening two bars of Chopin's Prelude No. 
4 in E minor, the piano piece discussed in Chapter 1. The natural streams 
are the four streams shown in Figure 1.2. In all streams, each musical note 
has a linkage to its adjacent musical notes. The speed is 64.5 crotchet beats 
per minute, the average value of 6 performances including Martha Argerich, 
Jorge Bolet, Shura Cherkassky, Alfred Cortot, Alicia de Larocha, and Maurizio 
Polini. We also set the time weighting factor a to 1000 as in our previous 
experiments. The dendrogram and the clustering result are depicted in Figures 
4.11 and 4.12 respectively. Only four output streams are generated. The hit 
rate and the false alarm rate are 1 and 0 respectively. No event is misclassified. 
The probabilities of a hit and of a false alarm against the query length are 
shown in Figure 4.13. 
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Figure 4.11: Dendrogram of the opening two bars of Chopin's Prelude in E 
minor {a = 1000). 
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Figure 4.12: Clustering result of the opening two bars of Chopin's Prelude in 
E minor (a = 1000). The four continuous lines are the output streams which 
are the same as the natural streams in Figure 1.2. The vertical lines are the 
bar-lines. 
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opening two bars of Chopin's Prelude in E minor against the query length. 
In the fourth experiment, we evaluate the running-time performance of the 
adapted single-link clustering algorithm. Bach's Invention No. 1 is divided 
into different lengths. We run the implementation of our algorithm written in 
Matlab 6.5 in a Pentium 4 PC with 512MB RAM in Microsoft Windows 2000. 
The CPU time against the number of events is plotted in Figure 4.14. Increase 
i l l the number of events relates an increase in the CPU time. Although the 
time complexity of the algorithm is O(N^), clustering the complete Invention 
No. l spends less than 12 seconds. 
4.5 Summary 
I t is essential to incorporate stream segregation in existing music information 
retrieval systems in order to improve the quality of retrieval. In the first 
part of this thesis, we tackle the stream segregation problem by representing 
music in the form of events, formulating the inter-event and the inter-cluster 
distance functions based on the findings in auditory psychology, and applying 
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Figure 4.14: CPU time vs number of events. 
the distance functions in the adapted single-link clustering algorithm without 
input of number of clusters. Supported by the experiments, our proposed 
method can successfully identify streams with a high hit rate and a low false 
alarm rate. 
Chapter 5 
Proposed Approaches for 
Post-tonal Music Analysis 
In Chapter 1，we mentioned that although plenty of research work of post-
tonal music analysis wi th pitch-class set theory have been done by musicol-
ogists, most of them focus on analyzing and comparing a limited number of 
music compositions because searching for pitch-class sets, musical patterns de-
fined in pitch-class set theory, is highly time-consuming and error-prone when 
performed manually. If there is a post-tonal music analysis system such that 
given a pitch-class set query, all matched patterns are identified in the post-
tonal music database by the analysis system, large-scale comparative studies 
can be conducted. Moreover, a musicologist can use the analysis system to 
search for pitch-class sets in a music composition analyzed by other musicolo-
gists to discover any missed patterns. 
In the second part of this thesis, two pattern matching approaches are 
proposed to facilitate post-tonal music analysis wi th pitch-class set theory: 
sequence-based approach and graph-based approach. B o t h approaches a im to 
search a pitch-class set query in a polyphonic music database. A pitch-class 
set is a musical pattern defined in pitch-class set theory. Before discussing the 
proposed approaches, pitch-class set theory is introduced first. 
38 
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5.1 Pitch-Class Set Theory 
Post-tonal music began to appear in Western art music in the early 20th cen-
tury. I t is different from the past Western music (tonal music) on the treatment 
of tonality. Post-tonal music avoids the use of tonality in tonal music by (i) 
prohibition of tonal center using special techniques developed by Schoenberg, 
Berg and Webern (twelve-tone music) or using other techniques (free atonal 
music) and (ii) new techniques of tonality establishment (centric music) [46:. 
Pitch class set theory, as set out principally by Allen Forte, establishes a frame-
work for the description, interpretation and explanation of post-tonal music 
compositions [19]. Before discussing the theoretical details of pitch-class set 
theory, various terms used afterwards are briefly explained. 
An octave is an interval of twelve semitones. Pitches separated by one or 
more octaves are usually perceived as equivalent in some sense. This is reflected 
in the system of Western musical notation, in which octave-related pitches have 
the same name. This equivalence relation is called octave equivalence. A group 
of pitches with the same name is called a pitch class. 
Notes are said to be enharmonic when they have different names but share 
the same key on the piano keyboard and therefore have the same sound. In 
tonal music, CJ and Db, an example of enharmonic notes, have different func-
tionalities and different meanings. This difference is largely abandoned in 
post-tonal music. Enharmonic-related notes have the same function. This is 
cal led enharmonic equivalence. 
After grouping the pitches based on octave equivalence and enharmonic 
equivalence, there are only 12 different pitch classes as shown in Table 5.1 
46]. We use integers from 0 through 11 to represent the different pitch classes. 
In the following, we formally define various terms in pitch-class set theory. 
Definitions 5.1.1 to 5.1.4 are based on [12] and Definitions 5.1.5 to 5.1.7 are 
formulated from the text descriptions in [19, 46 . 
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Integer Pitch-class Integer Pitch-class 
name content name content 
^ 0 B l C, Dbb 6 FjTGb 
1 0 1 ’ Db 7 F *，G , Abb 
2 C*, D, Ebb 8 GJ, Ab 
3 DJ, Eb 9 G*, A, Bbb 
4 D*, E, Fb 10 AtJ, Bb 
5 EU, F , Gbb 11 A *，B , Cb 
Table 5.1: The integer notation. 
Definition 5 .1 .1 (Pitch class). A pitch class p is a group of pitches related 
by both octave equivalence and enharmonic equivalence. It can be represented 
by one of the integers from 0 to 11. 
As every pitch belongs to one of the twelve pitch classes, a pitch going up 
an octave (adding 12) or a pitch going down an octave (subtracting 12) wil l 
just result in the same pitch class. Therefore, pitch-class set theory repre-
sents pitches in a modulus 12 system. For example, 2 = 14 (mod 12) = 26 
(mod 12) = —10 (mod 12). Next, we explain what a pitch-class set is. 
Definition 5 .1 .2 (Pitch-class set). A pitch-class set P is an unordered col-
lection of distinct pitch classes. 
For example, the pitches C, CB, and E, represented by integers 0, 1, and 4 
respectively, can form a pitch-class set {0,1,4}. Noted that we use curly brace 
to denote a pitch-class set. A pitch-class set contains all 12 pitches is called the 
universe set U so U = {0,1, 2, 3’ 4,5, 6, 7,8’ 9,10,11}. The set of all possible 
pitch-class sets is denoted by U*. I t is obvious that U* contains = 4096 
elements (the power set of 12). Two functions are defined to operate on pitch-
class sets, namely transposition (vertical shifting) and inversion (mirror). 
Definition 5 .1 .3 (Transposition). Transposition function Tt on pitch classes 
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and pitch-class sets are defined as 
Tt{p) =p-\-t (mod 12) 
where p & U and t is an integer 
7 K P ) = { T “ p ) b e / ^ } 
where P e U* and t is an integer 
E x a m p l e 5 . 1 . 1 . � 2 ( { 0 , 1 ， 4 } ) = {2 ’ 3 , 6 } . 
D e f i n i t i o n 5 . 1 . 4 ( I n v e r s i o n ) . Inversion function I on pitch classes and 
pitch-class sets are defined as 
I{p) = —p (mod 12) where p e U 
I{P) = {I{p)\p e P} where P e U* 
E x a m p l e 5 . 1 . 2 . / ( { 0 , 1 , 4 } ) = { 0 , - 1 , - 4 } = { 0 , 8 , 1 1 } . 
Prom the funct ions of t ransposi t ion and inversion, pitch-class set theory 
defines two equivalence relat ions of pitch-class sets - transpositional equivalence 
and transpositional and inversional equivalence. 
D e f i n i t i o n 5 . 1 . 5 ( T r a n s p o s i t i o n a l e q u i v a l e n c e ) . A pitch class set X is 
transpositionally equivalent (T-equivalent) to the pitch class set Y if and only 
if 
X = Tt{Y) for some integer t 
E x a m p l e 5 . 1 . 3 . { 2 , 3 , 6 } is T-equivalent to {0,1，4} because {2 ,3，6} = 了2({0, 
1 , 4 } ) . 
I n add i t i on to T-equivalence, pitch-class set theory defines one more equiva-
lence re la t ion cal led transpositional and inversional equivalence (TI-equivalence). 
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Definition 5.1 .6 (Transpositional and inversional equivalence). A pitch 
class set X is transpositionally and inversionally equivalent (TI-equivalent) to 
the pitch class set Y if and only if 
X = Tt{I{Y)) for some integer t 
E x a m p l e 5 .1 .4 . { 1 , 2 , 1 0 } is TI-equivalent to { 0 , 1 , 4 } because { 1 , 2 , 1 0 } = 
T2(/({0，1,4})). 
Pitch-class set theory considers both T-equivalence and Tl-equivalence. We 
call the set containing all T-equivalent or Tl-equivalent pitch-class sets to a 
pitch-class set TTI-equivalence class. 
Definition 5 .1 .7 (TTI-equivalence class). TTI-equivalence class of a pitch-
class set P, pTTi’ is a set of all possible pitch-class sets which are T-equivalent 
or TI-equivalent to P. pTTi can be generated by 
P^^' = [J{Tt{P)UT,{I{P))) 
t=o 
E x a m p l e 5 .1 .5 . Given P = {0，1,4}. P™ 二 (•，i，4}rr/ contains the pitch-
class sets in Table 5.2. 
To sum up, pitch-class set theory reduces the number of all possible pitch-
class sets by two equivalence relations, T-equivalence and TI-equivalence from 
4096 to 224. The number of TTI-equivalence classes of pitch-class sets contain-
ing zero to twelve pitch classes, which is 224，can be calculated by enumeration 
of Forte's prime form algorithm [19]. We ignore the TTI-equivalence classes 
of pitch-class sets which contain less than three pitch classes. This is because 
they are generally considered as not musically significant. The number of TTI -
equivalence classes of pitch-class sets containing three to twelve pitch classes 
is 216 [12]. A l l TTI-equivalence classes are thus referred to these 216 TTI -
equivalence classes hereinbelow. Moreover, these 216 classes consist of 4017 
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~ W p ) { M ， > 0 Tq(/(P)) m l T T 
仏忍,5} ~Ti{I{P)) {0,1,9} 
針 " T 2 ( / ( P ) ) {1,2,10} 
{3,4,7} T s j l j P ) ) { 2 A l i } 
UP) {4,5,8} UljP)) {0,3,4} 
" W T {5,6,9} "T5(/(P)) {1,15} 
、6/I,m ~Te(I{P)) {《5，<?} 
m " } ~Tr(IiP)} {SA7} 
" W T {0,8,9} ~T8{I{P)) {17,8} 
UP) {1,9,10} n{I{P)) " T w T " 
~T\o(P) {2,10,11} T io (/(P) ) {6,9,10} 
{0,3,11、Tn{I{P))、7’10’ny 
Table 5.2: pTT! o / P = {0，l，4}. 
pitch-class sets [12:. 
5.2 Sequence-Based Approach 
In this section, we propose the sequence-based approach to search for pitch-
class set patterns, in which music is represented as a sequence of pitch-class 
sets. Searching for pitch-class set patterns is equivalent to searching for sub-
sequences which match the patterns. The details are presented as follows. 
5.2.1 Music Representation 
As M I D I (Musical Instrument Digital Interface) file is the most popular en-
coding scheme to represent music symbolically, we use M ID I file format as our 
source. However, M ID I file does not represent music in form of pitch-class 
sets, we should parse M ID I files into a representation that can be analyzed 
wi th pitch-class set theory. The specification of the M ID I file format can be 
found in [3, 45 . 
In order to retain all information which is required by pitch-class set theory, 
we represent the polyphonic source formally as a sequence S = ..., Sn) 
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of pitch-class sets. Each Si is a pitch-class set, which models a vertical slice of 
music. In this representation, the ordering of the note onsets (the start time) 
is observed. If a previous note is still on while another has its onset, the onset 
of the previous note is repeated. We omit all the other musical information, 
e.g. rests and durations. An example is given in Figure 5.1. The opening 
of Arnold Schoenberg's Piano Piece, Op. 11, No. 1 is encoded by the fol-
lowing sequence: S = ({11}, {8}, {7}, {5,6, 7,11}, {5,6,9,11}, {5,6,11}, {5}, 
{1 ,5,9,10} , {1,4,9,10}) . 
Piaiw < 
I ：3---— I ：•>-：:;:::;：-：? 二二： :二：二> . " r ^ ;： .二：二 : : : :、二二：：： 
\ .^Jr.….. — J- r -…" 
丨 — — 
3 
2 ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 
0 
(11) (8) (7) (5,6.7,11) (5,6,9,11) (5,6.11) (5)" (1,5,9,10} {1.4,9,10) 
S, Si S3 S4 Ss Se S7 Ss S9 
Figure 5.1: The opening of Arnold Schoenberg's Piano Piece, Op. 11, No. 1 
and its representation 
5.2.2 Matching Conditions 
Before discussing the matching conditions, we explain some notations first. A 
pitch-class set sequence S = (Si,S2,... ,Sn} represents a polyphonic source. 
Si denotes the z-th pitch-class set of S, and Si is a subset of U. Si„j denotes the 
subsequence of S including pitch-class sets in positions i through j . For clarity, 
we assume that there is only one source sequence S in our music database. If 
there are more than one source sequence, it is obvious that all of them are 
searched. In the following, we formulate the analytic process of pitch-class set 
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theory based on the examples in [19，46，26, 54 . 
The post-tonal music analysis problem is that given a pitch-class set se-
quence S and a pitch-class set query Q, we want to identify all occurrences of 
pitch-class sets which are TTI-equivalent to Q in S. The formal definition of 
the problem is stated below. 
Given a pitch-class source sequence S = (<Si, . . . , <S„) and a 
pitch-class set Q, a subsequence Si,.j matches QTTI if and only if 
there exists some X G QTTI such that all of the following conditions 
are satisfied: 
Condition 5.2.1. X C 
Condition 5.2.2. A J^T for all u = i..j 
Condition 5.2.3. Si-i r\X = (l)ori = l 
Condition 5.2.4. 门 = or j = n 
Condition 5.2.1 states that must contain all elements of X. Condition 
5.2.2 specifies that every pitch-class sets in Si„j must contain some elements 
of X. Condition 5.2.3 gives the start condition, i.e., the pitch-class set just 
before Si..j must not contain any element of X or Si is the start of the source 
sequence. Condition 5.2.4 specifies the termination condition, i.e., the pitch-
class set just after Si..j must not contain any element of X or the end of the 
source sequence is reached. These matching conditions are illustrated in the 
following example. 
E x a m p l e 5 .2 .1 . Given the opening of Schoenberg's Piano Piece, Op. 11, No. 
1, S =〈{11}’{8},{7}’{5’6’7’11}，{5,6’9’11},{5,6’11}’{5}’{1，5,9,10}，{1， 
4,9,10}〉 i n Figure 5.1 and Q = {0,1,4}，we search each pitch-class set in 
QTTI in Table 5.2. There are four records Ri，R2, R3, and R4 which match 
QTTI , The results are shown in Table 5.3 and Figure 5.2. 
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Q'n.i Subsequence 
~Ri T7(Q)^ {7 ,8 ,11 } 
T5(Q) = {5’6，9} 
了 5 剛 ） 二 { 1 , 4 ’ 5 } 54..9 
尺4 I T9W) = {1 ,9 ’10 } II 58..9 
Table 5.3: The four records match Q ™ . 
Ry 
/?,： 7V0 = (7,8,11 ( Ry T,(Q) - {5,6,9} R,. T,(0) : {1,9,10} 
I 
I ] I V I I j二—] ^ 
, 爭 一 p - -..—.I-^....「卞 1-…一i—“ 
PiaiK) _ _ _ _ _ _ _ _ _ ！ ： J 
• • I 
::绞…•.:::.::二. ^…….，•. i •结 g a ^ . T ； ; i : i r “ v i r g » i y ; : ‘ ! j ^ . j ^ . : 十 . ! .::..…j TT^.. 
• i 
(11) (8) (7) {5,6.7,11) {5.6,9.11) (5,6,11) (5) (1,5.9.10} {1,4,9,10} 
Si S2 S3 S4 Sj Sfi S7 S8 S9 
Figure 5.2: The opening of Schoenberg's Piano Piece, Op.11, No. 1 and its 
analysis 
Conditions 5.2.3 and 5.2.4 are important in the sense that they guarantee 
that the results are in the form of maximum-length subsequences. If these con-
ditions are removed, some musical notes may be missed. This can be illustrated 
using Example 5.2.1’ in which the result R i is 5i..6 matching T j iQ) = {7,8，11}. 
If Condition 5.2.4 is removed and other conditions are kept unchanged, R i be-
comes 5i..3 matching T7(Q) = {7，8，11}. The half-note B in the second bar, the 
pitch-class 11 in (S4..6, is missed but it should be included as in most analysis. 
5.2.3 Algorithm 
For post-tonal music analysis, we propose a sequential searching algorithm for 
searching for pitch-class sets. Given a pitch-class set query Q wi th a source 
sequence S, the sequential searching algorithm first appends a null set at the 
end of S to handle the expression j = n in Condition 5.2.4. For each pitch-class 
set in QTTI , it searches for all occurrences in the source sequence S according 
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to the three matching conditions. The result set (result) returned contains 
records of the pitch-class set in TTI-equivalence class of Q (X) , and the start 
position (z) and the end position ( j ) of the matching subsequence. 
Because of the number of pitch class sets in QTTI is limited, the complexity 
of this algorithm is 0(n) where n is the length of a source sequence. 
Algorithm 2 Sequential searching algorithm 
1： A null set is appended at the end of S 
2： i <——1 
3.. H —小 
4: / — F A L S E 
5： result (f) 
6： for each X G Q ™ do 
7： f o r w = 1 to 72 d o 
8： G 卜 氏 n X 
9： ii then 
10： if i = — 1 then 
11： i <— u 
12： H — HUG 
13： if H = X then 
14： / TRUE 
15: j 卜 u 
16： else 
17： if / = TRUE then 
18： result result U { { X , i J ) } 
19： f — FALSE 
20： H ^ (j) 
21: i <——1 
22: return (result) 
5.3 Graph-Based Approach 
In the last section, we present the sequence-based approach to search for pitch-
class sets. However, in this approach, music perception has not receive the 
attention it deserves. In order to consider how people perceive music, we 
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propose the graph-based approach to incorporate stream segregation, an im-
portant process of music perception, into the matching conditions. 
Although there is no "definite" matching condition for post-tonal music 
analysis, most musicologists generally agree that the melodic relationship and 
the harmonic relationship between the musical notes in a matched record are 
significant [46, 54]. These two relationships are captured in the stream seg-
regation model: two musical notes related melodically are equivalent to two 
adjacent events in the same stream; while two musical notes related harmon-
ically are equivalent to two simultaneous events. These relationships can be 
described formally by graph theory. 
5.3.1 Graph Theory and Its Notations 
In this section, we introduce the notations and the definitions of graph theory 
summarized from [16, 53]. A graph is a pair G = (V, E) of a set V of vertices 
and a set E of pairs of vertices called edges. If edges are unordered pairs of 
vertices, the graph is undirected] otherwise, the graph is directed. A directed 
graph is also called a digraph. For conciseness, we shall not always distinguish 
strictly between a graph and its vertex set. For example, we may write "a 
vertex v G G" instead of “v e E given G = (V,五)，’’ "a graph instead 
of "the vertex set V of & graph G 二五)，’，etc. The number of vertices of 
G = (V, E) is denoted by \V\. Its number of edges is written as The size 
of a graph is the number of its vertices. 
A vertex v is incident with an edge e li v e e, then e is an edge at v. An 
edge {?;, w} joins the vertices v and w. An edge {ii, w} is simply expressed 
as vw or wv. Two vertices v and w oi G are adjacent, if vw is an edge of G. 
The set of all vertices adjacent to a vertex v is denoted by Adj{v). If all the 
vertices of G are pairwise adjacent, then G is complete. A complete graph on 
n vertices is writ ten as If there is no edge at a vertex, the vertex is a 
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single isolated vertex. 
We define some operations on graphs as follows. Given two graphs G = 
(y, E) and G = {V, the union of G and G' is that GUG' = {VVJV, E{JE') 
a n d G 门 = (V^ n 1/ ' ,丑 n E’. li V' C V and E' C E, G' is a subgraph of 
G, denoted by G' C G. Given a subgraph G[ = {V;,E[) of G = the 
subtraction G'^ = G - G\ is obtained from G by deleting all the vertices in 
V n V/ and their incident edges. Given a subgraph G' of G, adding a vertex 
V e{V - VI) to G\ gives a new subgraph G'^ = (V2, E'^) where V^ = VI U {v} 
and E'2 = E'l U vw for w € (V/ H Adj{v)). This is written as G[ + v. 
A path is a graph P = (V, E) of the form V = {1，幻2’ 仍 , • . . , •i^ n} and 
E = {viv2, V2V3,..., Vn-iVn}- The ends of the path P are the vertices vi 
and Vn. A subpath P' = {V\E') of the path P is a path of the form V'= 
{vi.Vi+i,. ...-Ufc} C y and E' = {viVi+i, •.. ,Vk-iVk} C E where 1 < i < k < n. 
A Hamiltonian path is a path between two vertices of a graph that visits each 
vertex exactly once. 
A clique of G is a complete subgraph of G. A clique 丑 of G is maximal^ 
if there does not exist a vertex v in G - H such that H -{-v is a. clique. 
An r-partite graph G = (V, E) is a graph, in which V can be partitioned 
into r classes such that every edge has its ends in different classes. Vertices 
in the same partit ion class must not be adjacent. Each partition class is an 
independent set. If r = 2，the graph is called bipartite graph. 
A complete r-partite graph is an r-partite graph such that every two vertices 
from different partit ion classes are adjacent. If there are n i , n2, • • .，ver t i ces 
in the r partit ion classes, the complete r-partite graph is written as 
li Til = n2 = • • • = rir = s, we write the complete r-partite graph as K:. In 
other words, every partit ion class in a complete r-partite graph K : contains 
exactly s vertices. If s = 1, then K\ is a clique I《.Examples of complete 
1 Cliques and maximal cliques are sometimes confusing because it is not uncommon to 
refer cliques to maximal cliques. However, in this thesis, a clique means a complete subgraph 
and a maximal clique means a maximal complete subgraph. 
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r-part i te graphs are shown in Figure 5.3. 
(a) (b) 着管 
Figure 5.3: Two complete r-partite graphs (adapted from [16]). (a) / f 1,2,3- (b) 
5.3.2 Music Representation 
Music can be represented as undirected graphs called musical graphs. Each 
musical note is a vertex and the relationship between a pair of musical notes is 
an edge. To put it in the stream segregation model, an event is a vertex and a 
pairwise relationship of events is an edge. Each vertex has a label to represent 
its pitch class. The label of a vertex v is denoted by label[v). Recalling Section 
5.1，a pitch class is an element in U where U = {0,1, • • . , 11}. Thus, label{v) 
is i n U. There are two kinds of edges: melodic edge and harmonic edge. T w o 
adjacent events in the same stream are joined by a melodic edge, i.e., the 
linkage of two events in the stream segregation model discussed in Section 
4.3. Two simultaneous events are joined by a harmonic edge. Given a musical 
graph G = (V, E), the set of melodic edges is Em] the set of harmonic edges is 
Eh; and E = Em U Eh. If two vertices v and w are joined by a melodic edge, 
we say that v is melodically adjacent to w, or vice versa. If two vertices v and 
w are joined by a harmonic edge, we say that v is harmonically adjacent to w, 
or vice versa. 
The musical graph representation can be further illustrated by the following 
example: 
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Example 5.3.1. Recapitulating the five-event example in Figure 4-i of Chap-
ter 4, the pitch class of events against time and the stream segregation result 
are plotted in Figure 5.4- The musical graph of the five-event example is shown 
in Figure 5.5. A vertex Vi corresponds to the event e^. Dotted lines represent 
melodic edges; while solid lines denote harmonic edges. The number next to a 
vertex is the pitch class of the vertex. 
I ： ； 丨 丨 I I 
10 • 
— ^ ― — — 
6 - «5 
I 




IQI 1 1 1 1 1 1 1 1 1 
0 0 5 1 1 5 2 2.5 3 3.5 4 4.5 
Time (second) 
Figure 5.4: The five-event example and the stream segregation result. {61,64} 
is a stream and {62,63,65} is another stream. 
The set of all vertices melodically adjacent to a vertex v is denoted by 
Adjm{v). The set of all vertices harmonically adjacent to a vertex v is denoted 
by Adjk{v). I t is obvious tha t Adjm{v) U Adjh{v) = Adj{v). 
A melodic path J = (P, F) is a path in which all edges are melodic such 
that E = Em- We assume that a single isolated vertex is also a melodic path. 
Hence, a stream is a melodic path. The output of stream segregation is a 
set of vertex sets of melodic paths, denoted by P = {Pi , P2, • • •, Pr} where 
r is the number of streams. As melodic edges only join vertices in the same 
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Figure 5.5: The musical graph of the five-event example. Vertex Vi corresponds 
to the event e .^ The number next to a vertex is the pitch class of the vertex. 
stream, there does not exist any melodic edge between vertices in different Pi. 
Thus, each Pi is a maximal melodic path such that adding any vertex not in Pi 
cannot form a melodic path. An r-partite musical graph contains r streams or 
r maximal melodic paths. For instance, there are two maximal melodic paths 
Pi = {VI,V2] and P2 = 叫’诉} in Example 5.3.1. 
According to the stream segregation model, each event belongs to one 
stream but not more. Therefore, each vertex belongs to only one maximal 
melodic path such that given a graph G[V, E) and the stream segregation 
output P = {Pi , P2,. • •, Pr}, it is obvious that y = Pi U P2 U • • • U P, and 
P- n Pj = (f) for i — j . We denote the vertex set of the maximal melodic path 
containing the vertex v by path{v). If G Pi, then Pi = path{v). 
Every vertex in different maximal melodic paths can only be joined by 
harmonic edges but not melodic edges. Two vertices are in the same maximal 
melodic path if and only if there exists a melodic path between them. If two 
vertices v and w are in the same maximal melodic path, then 〜 o t h e r w i s e , 
V oo u. 
In short, given a musical graph G, after removing all harmonic edges from 
G, it consists of melodic paths; while after removing all melodic edges from 
G, it becomes a harmonic-edged r-partite graph and all vertices in the same 
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stream form a partit ion class. 
5.3.3 Matching Conditions 
To preserve both melodic and harmonic relationships between musical notes 
in a matched record or an answer, we propose that given a musical graph 
and a pitch-class set query, an answer is a complete harmonic-edged r-parti te 
subgraph, in which the vertices in each partition class form a melodic path, 
and the set of pitch classes in the subgraph equal to the pitch-class set query. 
To state formally, we need the following definitions. 
Definition 5 .3 .1 (Complete r -part i te path graph). A graph G = {V,E) 
is a complete r-parti te path graph (CRP graph) if for any two vertices v and 
w in V, if V no w, then vw G Eh； ifv〜w，then there exists a melodic path 
J = (P, F) such that J CG and G P. 
Removing all melodic edges from a CRP graph, it becomes a harmonic-
edged complete r-parti te graph; while removing all harmonic edges from a CRP 
graph, it consists of melodic paths. Examples of CRP graphs are illustrated 




Figure 5.6: Two complete r-partite path (CRP) graphs, (a) t^  二 3. (b) r = 1. 
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Definition 5.3 .2 (Maximal C R P subgraph). CRP subgraph G' of G is 
m a x i m a l if there does not exist a vertex v in G — G' such that G' + v is a CRP 
graph. 
This means that a larger CRP subgraph cannot be obtained by adding a 
vertex to a maximal CRP subgraph. Maximal CRP subgraphs are illustrated 
in the example below: 




Figure 5.7: A musical graph. 
E x a m p l e 5 . 3 . 2 . Given the musical graph in Figure 5.1, there are three max-
imal CRP graphs constructing from the following vertex sets: 
1. Vi = V3,Ve, V j , Vs, vio, 
2. V2 = [va^V^.VQ.V-J.V^], 
3. V 3 = 
Definition 5 .3 .3 (Matched C R P subgraph). Given a pitch-class set Q, a 
CRP subgraph G' = {V\E') of G is matched to Q if Q = Q^ev' 
In other words, the set of pitch classes in a matched CRP subgraph is equal 
to the pitch-class set query. An example is shown as follows: 
E x a m p l e 5 . 3 . 3 . Given the musical graph in Figure 5.1 and the pitch-class set 
Q = { 0 , 1 } , there are many possible matched CRP subgraphs to Q. Some of 
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their vertex sets are listed below: {vi,V2}, {va.v^.vq}, 幻6’ "^7，ts}, {"^ s^, '^lo}； 
and etc. 
After explaining the above definitions, we state the formal definition of the 
matching conditions below: 
Given a musical graph G and a pitch-class set query Q，a subgraph 
G' is an answer to Q if and only if G' is a maximal matched CRP 
subgraph to Q. 
For brevity, we assume that the query is a pitch-class set instead of a TTI -
equivalence class. If the query is a TTI-equivalence class, it is expanded to a 
set of the pitch-class sets in the TTI-equivalence class. 
To put the matching conditions in another way, suppose that a subgraph 
H of G contains only the set of all vertices with pitch classes in the pitch-class 
set Q. A maximal matched CRP subgraph G' to a pitch-class set Q is that 
G' is matched to Q and G' is a maximal CRP subgraph of H. An example is 
given below to illustrate the matching conditions. 
E x a m p l e 5.3 .4 . Given the musical graph in Figure 5.7 and the pitch-class set 
query Q = {0 ,1} , there are three answers: 
2. V2 = 
3. Vs = {^;6’^>r，^^8，^^io}. 
Noticed that the vertex vg cannot be added to the vertex set V2 because the 
graph constructing from V2 U {i；} is not a CRP graph. 
Before discussing how to find all maximal matched CRP graphs, let's con-
sider a musical graph in Figure 5.8. If the query Q is the pitch-class set 
{0，1，4}，there are four answers: 
Chapter 5 Proposed Approaches for Post-tonal Music Analysis 56 




Figure 5.8: A musical graph. 
1. V^i = 
2. V2 = 
3. l/g = {V2,V4,V5}, 
4. V4 = {v3,V4,V5}-
In the perspective of music, these four answers are strongly related because 
they share some vertices to each other. However, they are listed separately. 
To reduce the number of answers for musicologists to interpret answers more 
easily, if any two answers in an answer set share one or more vertices, these two 
answers are taken union to form a new answer. This procedure is repeated on 
the answer set unti l no answer share the same vertex. In the above example, 
the four answers are merged to become Vi = {i^i,t*2’ W3,幻4,幻5}. 
E x a m p l e 5 .3 .5 . Given the musical graph in Figure 5.7 and the pitch-class set 
query Q = { 0 , 1 } , there are two answers after merging: 
1. = [Vi,V2), 
忍.V2 = {VA^V^.VQ.VJ.V^.Viq}. 
To sum up, the graph-based solution to the post-tonal music analysis prob-
lem involves the following two procedures: 
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1. Given a musical graph and a pitch-class set query, find all maximal 
matched CRP subgraphs. 
2. Merge these subgraphs until no two different new subgraphs share the 
same vertex. 
In the next section, we will discuss how to solve the problem according to the 
above procedures by a backtracking algorithm. 
5.3.4 Algorithm 
Finding all maximal matched CRP graphs is a combinatorial search problem. 
Given a musical graph G and a pitch-class set query Q, we solve the problems 
of finding all maximal matched subgraphs and merging these subgraphs by the 
following three steps: 
1. In G, remove all vertices of the pitch classes in U - Q, i.e., only the 
vertices with the pitch classes in Q are retained. The new reduced graph 
is G* = {V\E*). 
2. Find all matched CRP subgraphs to Q in G\ 
3. Merge these subgraphs unti l no two different new subgraphs share the 
same vertex. 
Noted that the matched subgraphs generated by step 2 may not be max-
imal but merging all matched subgraphs gives the same result as merging all 
maximal matched subgraphs. Steps 1 and 3 are straightforward while step 
2, finding all matched CRP subgraphs, is difficult. This problem is closely 
related to enumeration of all cliques. Indeed, a clique is a special case of CRP 
graphs. If an n-vertex CRP graph has n partition classes, i.e., each partition 
class has one vertex, this CRP graph is a clique K几 in which all edges are 
harmonic edges. In order to find all matched subgraphs, we first find all CRP 
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subgraphs and then check each CRP subgraph whether it is matched to the 
pitch class set query. We extend a clique enumerating algorithm by Kreher 
and Stinson in [27] to find all CRP subgraphs. The Kreher-Stinson algorithm, 
or the KS-algorithm, works recursively to find all cliques without repetition 
by backtracking. Our algorithm is based on the KS-algorithm and adopts its 
notation. 
To generate all of the CRP subgraphs of the reduced graph G* = (V*, E*) 
by backtracking, we need to define a partial solution and propose a scheme to 
compute the choice set Ct. A partial solution is a sequence X = • • • ,Xt) 
of vertices such that { x u x 2 , . . . ,Xt} is a CRP graph. We write Xi：^ = {x^ 
工2’ . ••，^ i)• 
The choice set Ct contains vertices which can be used for the extension of 
X u f Adding any one vertex in Ct to Xi-.t gives a CRP graph. The choice set 
Ct can be computed by the harmonic choice set C '^ and the melodic choice set 
C广 Any vertex in a harmonic choice set Cf connects all vertices in by 
harmonic edges. The harmonic choice set C^ is defined as follows: 
C f = {ve (V* — X i : t - i ) I vx e El for each x G Xi,t-i} 
Then the harmonic choice set Cf can be expressed in term of 
Cf 二 {” e (Ct i - I vxt-i e E l } 
The definition of the melodic choice set needs more explanations. The out-
put of stream segregation is a set of melodic paths P = {P i , P2, • • •, ^r-}- The 
partial solution X i : t - i is a CRP subgraph so X i : t - i contains some melodic sub-
paths of the melodic paths in P. These subpaths are denoted by {巧”巧。，...， 
PIJ such that Pi C Pi for some z, = 风。.• -Ui^,, and i ^ H i ^ = (j) 
for i：, ^ iy. Then a melodic choice set Cf" is a vertex set such that any vertex 
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in C广 is melodically adjacent to an end of a subpath P/^ and the vertex is 
harmonically adjacent to all vertices in {Xi:t-i - path{v)). The vertex set of 
all vertices melodically adjacent to a subpath end of Xi^ t - i but not in X i - t - i 
is writ ten as the auxiliary set pathAdj{Xi:t-i)' 
pathAdj{Xut-i) = {v e {V* - i ) \vxeE；^ for some x e 
I t can be further illustrated by the musical graph in Figure 5.7. If Xi:2 = 
〈"4’2；7〉，then pathAdj{X 1:2) = . 
We define the melodic choice set C广 as follows: 
c r = {ve pathAdj{Xi,t-i) I G E：^ 
for each x e - path{x))} 
In the computation of Cp, all vertices in pathAdj{Xi:t-i) are checked 
whether each of them is harmonically adjacent to all vertices in 一 
path{x)). I f a vertex v is in pathAdj{Xi:t-i) but it is not harmonically adja-
cent to all vertices in -path{x)), it is rejected in the computation of 
Cp. In the computation of this rejected vertex is still in pathAdj{Xi,t) 
so the computation of C^+i involves v again. In order to avoid such duplicated 
computation, a rejection set sequence V = {Di,D2, ...,Dt) stores the rejected 
vertices. The vertex set Dt stores the rejected vertices in the computation of 
Vi:t denotes the vertex set U D2 U • • • U A - We define Dt below: 
Dt = {ve pathAdj(Xi,t-i) 
for some x G ( X i : “ i - path{x))} 
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t Cr Cf Ct X ‘ 
1 (f) {v2,Vs,V4,V5,V8,Vg} {V2,V3,V4,V5,V8,Vq} 
2 { l ^s } ^M} 〈仍，幻4〉 
4 (j) 电 电 {v2:V4,y3) 
Table 5.4: Choice sets and partial solutions in Example 5.3.6. 
Then, we redefine the melodic choice set C广• 
CT = {v G - A - i ) 
for each x G — path{x))} 
Now, the choice set Ct is the union of the harmonic choice set C ; and the 
melodic choice set C广： 
Ct 二 C f U C T 
Then, the initial values of the sets are Ci = Cf = V* and =： Di = (j). 
Finding CRP subgraphs by using the choice sets is illustrated in Example 5.3.6. 
E x a m p l e 5.3 .6 . Given the pitch-class set query Q = {0,1}，a musical graph 
G and its reduced graph G* are depicted in Figure 5.9. The choice sets and 
the partial solutions are shown in Table 54- Noted that Xt in X is chosen 
arbitrarily from the choice set Ct. 
However, an algorithm based on the above choice function wil l gener-
ate duplicated CRP subgraphs. In Example 5.3.6, in addition to 
'^s), and are also generated 
by such algorithm. In the KS-algorithm of enumerating all cliques, the repe-
titions are avoided by arbitrarily placing a total ordering “<，’ on the vertices 
V. Then the vertex set V becomes a sequence, i.e., V = (vi,v2,. • - Vn), where 
v i < V2 < •' • < Vn- Then only the vertices greater than Xt- i are put in the 
choice set Ct. Hence, in Example 5.3.6, only (V2,V3,V4) is generated if the total 
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(a) 
2 0 I 10 4 1 0 
(V2 )——IV5 j Melodic edge 
0 1 Harmonic edge 
(b) 
0 1 1 0 
… 
0 1 
Figure 5.9: (a) A musical graph G. (b) Its reduced graph G* given the pitch-
class set query Q = {0,1}. 
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ordering is < 1；2 < … < 均. 
Nevertheless, unlike enumerating all cliques, a total ordering cannot be 
assigned arbitrarily on the vertices of a musical graph. After a total ordering 
is assigned to a musical graph, xi is greater than Xi- i in the partial solution 
X. This means that a CRP subgraph can only be discovered by repetitively 
visiting a smaller vertex to a greater vertex. Then the graph becomes a digraph 
such that all edges are directed from a smaller end to a greater end. Hence, a 
directed Hamiltonian path must exist from the smallest vertex to the greatest 
vertex in a CRP subgraph in order to discover it. 
(a) (b) 
1 0 1 1 0 1 
( V j ) 4 - - - Melodic edge ( v ^ ) 
0 ~ Harmonic edge 0 
Figure 5.10: Two total ordering assignments to the same musical graph, (a) A 
directed Hamiltonian path exists, (b) A directed Hamiltonian path does not 
exist. 
I t is obvious that a directed Hamiltonian path exists for the smallest vertex 
and the largest vertex in a clique for arbitrary total ordering. However, i t is 
not the case in CRP subgraphs. Consider a CRP graph with two different total 
ordering assignments in Figure 5.10. In Figure 5.10(a), a directed Hamiltonian 
path exists from Vi to V/^ , but in Figure 5.10(b), no such path exists so this 
CRP subgraph is missed. For the existence of a directed Hamiltonian path, 
we propose that the total ordering of vertices follows that of events described 
in Section 4.3: 
Theorem 5.3.1. The vertices are sorted by the start time of their correspond-
ing events in the ascending order. If there are ties, break them arbitrarily. 
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Under this total ordering assignment, a directed Hamiltonian path exists from 
the smallest vertex to the largest vertex in any CRP subgraph. 
Proof. Given the vertices of a CRP subgraph V' = ... and Vi^  < 
Vi2 < • •. < Vin. As the path starts from the smallest vertex Vi!，we need 
to prove that any vertex Vi^  can be reached from for 2 < /c < n. The 
vertex 〜 ] i s either in the same maximal melodic path of Vi^  or in another 
path. If oo Vii^ , according to the definition of a CRP graph, there exists a 
harmonic edge between and Vi^. If 〜vi^, we can use a simple proof 
by contradiction to show that there exists a melodic edge between and 
Vif^ . Suppose otherwise, i.e., suppose that there is no melodic edge between 
and Vi^. Then, there must exist a vertex v “ in the same maximal melodic 
path of Vik such that < v “ < Vi^, which contradicts our total ordering 
assumption. Hence, a directed Hamiltonian path exists. • 
Then, we redefine the adjacency set, the harmonic choice set Cl \ and the 
auxiliary set pathAdj(Xi:t-i) and restate the definitions of the rejection set 
Dt, the melodic choice set C ^ , and the choice set Ct as follows: 
C f = {i； e ( C t i - {a^ t - i } ) I vxt-i e El and ” > X t - i } 
pathAdj{Xi..t-i) = {ve (V* - I vx e El 
for some x G Xi-t-i and v > Xt-i} 
A 二 e pathAdj(Xi:t-i) 
for some x G ( 而 : — path(x))} 
cr = {ve {pathAdj(Xi.,t-i) - A - i ) \vxeE*^ 
for each x e {Xi^t-i — path{x))} 
Ct = c^ u c r 
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A new harmonic adjacency set Adjl{v) is defined as follows: 
Adjl{v) = {w eV* \ uw e El) 
The harmonic choice set can be computed more efficiently if we define the 
set of all vertices greater than and harmonically adjacent to a vertex v: 
gAdjl{v) = [w eV* \uw e El and w > v) 
The set gAdjl{v) can be precomputed before running the backtracking 
algorithm. Then, we have 
= gAdjl{xt.,)nCt, 
In addition to gAdjl{v), the sets Adj认v) and path{v) can also be precomputed 
before running the backtracking algorithm. The backtracking algorithm of 
finding all matched CRP subgraphs is shown in Algorithm 3. The algorithm 
s tar ts w i t h ALLMATCHEDCRP( I ) . 
Example 5.3.7. The application of Algorithm 3 on the musical graph in Figure 
5.9 is illustrated. The precomputed sets are shown in Table 5.5. The backtrack 
tree is depicted in Figure 5.11. Every node in the backtrack tree is a CRP 
subgraph. Thus, the graph contains 13 CRP subgraphs, in which five of them 
are matched CRP subgraphs. The matched CRP subgraphs are marked with a 
K * ” 
Inspired by the analysis of the KS-algorithm in [27], the complexity of 
Algorithm 3 is analyzed as follows. Given a reduced musical graph G* with the 
size n, let the number of CRP subgraphs in G* be c(G*). When Algorithm 3 is 
run on the graph G*, the number of nodes in the backtrack tree is c{G*). The 
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V Adjhjv) gAdjhjv) path{v) 
v^ {V2} (j) {vi,V3,V4,VQ,V7,V8,VQ} 
V4 {V2] 0 
V^ <f> (P {v2^V5} 
Vg (p (j) {VUV3,V4,VG,V7,V8,VQ} 
Vq (j) (j) 
Table 5.5: Precomputed sets in Example 5.3.7. 
{V2) (Vi) i n ) 〈幻 5〉 {vs) {VQ) 
(V2,V3) (V2,V4)* (v2,V5)* (V3,V4)* {V8,Vq)* 
{v2,V3,V4)* 
Figure 5.11: The backtrack tree in Example 5.3.7. Mathced CRPs are indi-
cated wi th a " * " . 
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Algorithm 3 Finding all matched CRP subgraphs 
ALLMATCHEDCRP � 
i> Adjl{v) : set of harmonically adjacent vertices of vertex v 
o gAdj*^(v) : set of vertices greater than vertex v and in Adjl{v) 
\> path{v) : set of vertices of the path of vertex v 
> X : the partial solution 
o Ct ： the choice set 
i> Dt : the rejection set 
> pathAdj[Xi.t-i) : set of vertices melodically adjacent to the greater end of 
a subpath of i 
t> Q : the pitch-class set query 
1： g l o b a l X , a , Dt (t = l , 2 , . . . , | y * | ) 
2: if ^ = 1 t h e n 
3： Ct — K* 
4: A 卜 0 
5： e l s e 
6: Ct — gAdj;:(3:t_i)nCt-:L 
7： f o r each v G ( p a t h A d j — 巩 : t - i ) d o 
8： if -path{v)) C Adf^(v) t h e n 
9: Ct — C t U W 
10： e l s e 
11： A 卜 A U {v} 
12: f o r each re G C^ d o 
13： Xt <r- X 
14： if Xi:t = Q t h e n 
15： o u t p u t ( X i : f ) 
16: ALLMATCHEDCRP(t + 1) 
number of maximal melodic paths is small comparing to the number of vertices. 
Hence, the complexity of Algorithm 3 is 0{nc[G*)). Given the number of 
vertices is n, the size of the backtrack tree is minimum if a reduced musical 
graph only contains single isolated vertices, i.e., there is no edge between any 
two vertices, the size of the backtrack tree is n. The size of the backtrack tree 
is maximum if a reduced musical graph is a harmonic-edged complete graph, 
i.e., there is no melodic edge in the graph and any subgraph is a harmonic-
edged clique, the size of the backtrack tree is 2". Therefore, the lower bound 
of the size of backtrack trees is n while the upper bound is 2". The relation 
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between the size of backtrack trees and the size of vertices depends on what 
kind of musical graphs. This relation will be investigated by experiments. 
5.4 Experiments 
Various experiments are performed to verify the correctness of the sequence-
based approach and the graph-based approach in analyzing post-tonal music. 
These experiments also compare these two approaches in different aspects. 
5.4.1 Experiment 1 
In the first experiment, we compare our algorithm outputs with the musicol-
ogists' analysis. Arnold Schoenberg's Piano Piece, Op. 11, No. 1, a widely 
analyzed piece, has been demonstrated that the TTI-equivalence class of the 
pitch-class set {0,1,4} is intensively used [56, 40, 54, 46]. The MID I file of this 
piece is collected from [1]. In our experiment, we count and search for all 216 
TTI-equivalence classes of pitch-class sets. The five TTI-equivalence classes 
wi th highest frequency count are shown in Figure 5.12. Both the sequence-
based and graph-based approaches have the same top five TTI-equivalence 
classes. The TTI-equivalence class of the pitch-class set {0,1,4} has the high-
est frequency count. This matches the analysis by the musicologists. Noted 
that the graph-based approach generates fewer answers than the sequence-
based approach. For the TTI-equivalence class of the pitch-class set {0,1,4}, 
the graph-based approach generates 186 answers while the sequence-based ap-
proach generates 316 answers, which is 69.9% more than that of the former. 
Although the graph-based approach generates fewer answers, it may prune out 
some "correct" answers. In the next experiment, we wil l investigate whether 
the graph-based approach can retain the "correct" answers and prune out the 
"incorrect" ones. 
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Figure 5.12: The top 5 frequency counts of TTI-equivalence classes. 
5.4.2 Experiment 2 
In the second experiment, we compare the TTI-equivalence class of the pitch-
class set {0,1,4} found by both the sequence-based approach and the graph-
based approach with those analyzed by the musicologist. In [56], Wit t l ich 
shows the complete analysis of pitch-class sets in bars 1 to 33 and 53 to 64 
of Schoenberg's Piano Piece, Op . l l ’ No. 1, in which 19 answers of the TTI -
equivalence class of the pitch-class set {0,1,4} are located. We investigate 
whether the two approaches can find these 19 answers. 
Before showing the experimental results, we explain some definitions and 
evaluation criteria as follows. The analysis by the musicologist and the outputs 
of both approaches are in the form of answer sets, which contain answers. An 
answer Ai in an answer set A is a set of musical notes 风 matching a pitch-
class set query X. We denote A 二 {Ai | i = 1 ,2 ’ . . . } where Ai = (Xi, Mi). 
The musicologist's analysis consists of such 19 answers, which are written as 
A"^ = { ( X p , M p ) , . . . , M ^ ) } where X ^ is in the TTI-equivalence class 
of the pitch-class set {0,1,4} and Af广 is the musical note set matching the 
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pitch-class set X广. 
An output answer generated by either approach is a hit when its musi-
cal note set contains some musical notes of a musicologist's answer and both 
output and musicologist's answers match the same pitch-class set query. I t 
is defined formally below: an output answer A° = (X f , M f ) is a hit if there 
exists a musicologist's answer A f = ( X f , M f ) such that X f 二 X广 and 
Mf 门 M � ^ (j). If the musical note set of the musicologist answer and that 
of the output answer are the same, i.e., M° = Mj^, the hit is an exact hit; 
otherwise, it is an approximate hit. If an output answer is an approximate hit, 
its musical note set is different from the musicologist's one. The number of 
differences is defined as follows: given that an output answer A? = M°) 
is a hit of a musicologist's answer Af = [X^, M"广)，the number of differences 
is \M° — M广I + — M°\. A miss is a musicologist's answer for which there 
is no corresponding hit in the output answer set. A false alarm is an output 
answer which is not a hit. The definitions of other evaluation criteria and the 
experimental results are shown in Tables 5.6 and 5.7. The hits in the first 
three bars are depicted in Figures 5.14, 5.15, 5.16, and 5.17. The musical score 
of the first fours are shown in Figure 5.13. Bar 4 is also shown because there 
is an output answer in bars 3 and 4. 
According to Tables 5.6 and 5.7，both approaches have 100% hit rate and 
find all 19 musicologist's answers. The graph-based approach generates 104 
answers while the sequence-based approach generates 157 answers, which is 
51.0% more than the former. The hits of the graph-based approach are closer 
to the musicologist's answers as the average number of differences per hit of 
the graph-based approach is smaller than that of the sequence-based approach. 
Although the false alarm rate of the graph-based approach seems to be high, 
the musicologist's answers are not exhaustive. Some false alarms are found 
in the examples of the pitch-class set theory textbooks [46, 54]. Moreover, 
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Figure 5.13: Schoenberg's Piano Piece, Op. 11 No. 1, bars 1 - 4. 
56] also shows the analysis of the pitch-class sets in addition to the TTI -
equivalence class of the pitch-class set {0,1,4}. The pitch-class sets of some 
false alarms are the subsets of other pitch-class sets shown in [56]. Therefore, 
they are not really false alarms. 
Evaluation criteria Musicologist's analysis in [56 
No. of answers (A) 
Table 5.6: Musicologist's analysis. 
Evaluation criteria Sequence-based Graph-based 
No. of answers {B) “ 1 5 7 104 
Total hit {C = D + E) 19 19 
Exact hit {D) 7 11 
Approximate hit {E) 12 8 
Miss { A - C ) 0 0 
False alarm (F = B - C) 138 85 
Hit rate {C/A) 100% 100% 
False alarm rate {F/B) 87.9% 81.7% 
No. of differences {G) 30 21 
Average no. of differences per hit [G/C) 1.58 1.11 
Table 5.7: Experimental results of the graph-based approach and the sequence-
based approach. The definitions of the evaluation criteria are written next to 
their names. 
5.4.3 Experiment 3 
In the third experiment, we search all 216 TTI-equivalence classes in 11 post-
tonal music compositions of three composers including Arnold Schoenberg, 
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Figure 5.14: The hit of the pitch-class set {7,8,11}. 
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Figure 5.15: The hit of the pitch-class set {5,6，9}. 
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Figure 5.16: The hit of the pitch-class set {1,4,5}, 
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Figure 5.17: The hit of the pitch-class set {1,9,10}. 
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Bela Bartok, and Anton Webern. The list of the compositions are shown in 
Table 5.8. When musicologists analyze multi-movement music compositions, 
pitch-class sets are usually located within a movement rather "than across move-
ments. As a result, each movement of Webern's Variations is considered as a 
single source in our experiment. The number of answers generated by the 
sequence-based approach and that by the graph-based approach are compared 
in Figure 5.18. The graph-based approach generates fewer answers than the 
sequence-based approach. The ratio of the number of answers of the graph-
based approach and that of the sequence-based approach is plotted in Figure 
5.19. The average ratio is 0.156. This means the graph-based approach gen-
erates 84.4% answers fewer than the sequence-based approach on average. 
Composer and composition Symbol 
Arnold Schoenberg (1874-1951) 
Piano Piece, O p . l l ’ No. l SI 
Lit t le Piano Piece, Op. 19, No. 1 S2 
Lit t le Piano Piece, Op. 19, No. 2 S3 
Lit t le Piano Piece, Op. 19, No. 3 S4 
Lit t le Piano Piece, Op. 19, No. 4 S5 
Lit t le Piano Piece, Op. 19, No. 5 S6 
Lit t le Piano Piece, Op. 19, No. 6 S7 
Belca Bartok (1881-1945) 
Mikrokosmos No. 101，"Diminished Fifth" B l 
Mikrokosmos No. 144, "Minor Seconds, Major Sevenths" B2 
Mikrokosmos No. 149, "Six Dances in Bulgarian Rhythm (2)” B3 
Anton Webern (1883-1945) “ 
Variations, op. 27, first movement W1 
Variations, op. 27, second movement W2 
Variations, op. 27, third movement W3 
Table 5.8: The 11 post-tonal music compositions consist of 13 sources. The 
symbol of each source is used to represent the corresponding source in Figures 
5.18 and 5.19. 
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Figure 5.19: The ratio of the number of answers of the graph-based approach 
and the that of the sequence-based approach. 
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5.4.4 Experiment 4 
An experiment is performed to evaluate the running-time performance of Al-
gorithm 2 of the sequence-based approach and Algorithm 3 of the graph-based 
approach. The first 20，40，60, 80，100 musical notes of Schoenberg's Piano 
Piece, Op. 11 No. 1 are used as the sources. We run the Matlab 6.5 implemen-
tations of our algorithms in a Pentium 4 PC with 512MB RAM in Microsoft 
Windows 2000 to search in each source for all 216 TTI-equivalence classes 
including 4017 pitch-class sets. The CPU time against the number of musi-
cal notes in the sources is plotted in Figure 5.20. Increase in the number of 
musical notes relates a greater increase in the CPU time of the graph-based ap-
proach comparing to the sequence-based approach. Although the graph-based 
approach is slower than the sequence-based approach, a large music composi-
t ion is usually divided into smaller segments for analysis so the input size of 
the graph-based approach is kept small enough for Algorithm 3 to run within 
reasonable time. 
The same experimental data of the sequence-based approach is shown in 
Figure 5.21, in which the CPU time is plotted against the length of source 
sequences. The CPU time increases linearly with the increase of the length of 
the source sequences. This matches the time complexity 0 (n ) where n is the 
length of a source sequence. 
In Section 5.3.4’ we show that the time complexity of Algorithm 3 of the 
graph-based approach is 0(nc{G*)) where n is the size of a reduced musical 
graph G*{V\E*), i.e., n = and c{G*) is the number of CRP subgraphs 
in G*. The function c{G*) is also equal to the size of the backtrack tree. The 
size of backtrack trees is plotted against the size of reduced musical graphs in 
Figure 5.22. The data points in Figure 5.22 are obtained as follows: given a 
pitch-class set query X in the 216 TTI-equivalence classes and a musical graph 
G in the sources, the vertices of G is removed to form the reduced graph G* if 
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the pitch classes of the vertices are not in X. A backtrack tree of G* is built 
to find all CRP subgraphs. The size of the reduced musical graph and the 
size of the backtrack tree are plotted as a data point in Figure 5.22. These 
procedures are repeated for all 4017 pitch-class sets in the 216 TTI-equivalence 
in each source. We also plot the lower bound against and the upper 
bound against for reference. The size of backtrack trees is just above 
V*\ for small reduced musical graphs. The sizes of backtrack trees are far 
below so the increasing rate of the size of backtrack trees is low enough 
for reasonable searching time. 
In Figure 5.23, the CPU time for searching one pitch-class set against 
the product of \V*\ and the backtrack tree size is shown. The CPU time is 
proportional to the product that matches the complexity 0{nc{G*)). 
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Figure 5.20: Relationship between CPU time and number of musical notes in 
sources 
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As music can be represented in a series of musical notes, most of the exist-
ing methods extend some general string matching algorithms to search for the 
occurrences of a musical query pattern in a polyphonic music database. How-
ever, not all occurrences of a query pattern are perceptually significant, i.e. the 
occurrences normally cannot be heard. The retrieval of perceptually insignif-
icant patterns is a result of negligence of how people perceive music. When 
listening to music, people group musical notes into streams. This process is 
called stream segregation. 
Pruning stream-crossing monophonic patterns can be done if all musical 
notes in a music database are segregated into streams. Findings in auditory 
psychology are utilized in the first part of this thesis, in which stream segre-
gation is modelled as a clustering process by representing music in the form 
of events, formulating the inter-event and the inter-cluster distance functions, 
and applying the distance functions in the adapted single-link clustering algo-
r i thm without the input of number of clusters. Supported by the experiments 
on real music data, our proposed method can successfully identify streams wi th 
a high hit rate and a low false alarm rate. 
The second part of this thesis focuses on applying the stream segregation 
algorithm to analyze post-tonal music wi th pitch-class set theory. Two pat-
tern matching approaches are proposed to facilitate post-tonal music analysis: 
79 
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sequence-based approach and graph-based approach. The sequence-based ap-
proach, similar to current music information retrieval, represents music in the 
form of sequences. Instead of edit distance commonly used in most of the 
existing work, the matching conditions are derived from pitch-class set the-
ory. A sequential searching algorithm is designed and implemented to find 
all subsequences which match a pitch-class set pattern query. The issue of 
music perception is generally neglected. In contrary to the sequence-based 
approach, the graph-based approach does consider how people perceive music. 
The results of stream segregation are incorporated into the matching condi-
tions. A piece of music is modelled as a graph, in which each musical note is 
presented as a vertex and the relationship between a pair of musical notes as 
an edge. The pairwise relationship is determined by stream segregation. There 
are two kinds of edges: melodic edge and harmonic edge. Melodic edges cap-
ture the relationship between two adjacent events in a stream; while harmonic 
edges represent the relationship between simultaneous events. Searching for a 
pitch-class set pattern query is equivalent to searching for a maximal matched 
CRP (complete r-partite path) subgraphs. These two approaches are com-
pared in various experiments. Compared to the sequence-based approach, the 
graph-based approach generates the analysis result closer to the musicologists' 
analysis and produces less false alarms. 
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