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Abstract	
Ecosystem services are the benefits people obtain from ecosystems. 
Quantifying these benefits and understanding how they may change under 
multiple future pressures, such as climate change or land use change, is a 
highly uncertain exercise. In managing ecosystems to be resilient to future 
changes, natural resource managers need the most accurate information 
available, but also need to be informed of when and where they can be 
confident, or not, in projections of change. In this thesis, I address many of the 
key aspects of uncertainty in projections of change in ecosystem services, 
with a particular focus on challenges in West Africa. I show where and for 
what variables climate models may be reliably used in ecological studies, 
providing important advice for interpreting the impacts of climate change on 
biodiversity. Furthermore, I show that uncertainty in climate observations can 
also have a significant impact on climate change adaptation decisions at both 
the species level and in terms of protected area management.  
 
I also address how vegetation in West Africa may respond to future climate 
change. I found that even after uncertainties in climate and land use were 
considered, carbon storage in West African tropical forests was projected to 
increase where forest degradation remained low or reduced; vegetation 
productivity was projected to increase in all parts of West Africa, with the 
exception of locations in the West Sahel where the largest reductions in 
precipitation were projected; and, importantly for protected areas, ecosystems 
were projected to shift northwards despite uncertainty in precipitation 
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projections. I also show the sensitivity of 3 major land surface models to 
uncertainty in vegetation mapping, thereby providing guidance to the remote 
sensing community on priorities to improve land cover mapping and to the 
earth system modelling community on bounds of uncertainty in carbon, 
moisture and energy budgets due to vegetation mapping uncertainties. Lastly, 
in using the latest land-atmosphere coupled convection-resolving model, I 
show that it is possible to simulate the observed interaction between 
landscape heterogeneity and local and regional scale precipitation in West 
Africa. This provides a timely and relevant tool that will allow scientists and 
natural resource managers to more accurately assess the impact of changes 
in land use on the regional climate of West Africa.  
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1 Study	Aims	
 
International policy makers, national level land use decision makers and local scale 
site managers all need reliable information to inform land use management policies 
and to devise effective climate change adaptation strategies. The aim of this thesis is 
to address some of the issues surrounding the use of climate and ecosystem 
projections that may prevent the development of effective climate change adaptation 
strategies in sectors related to ecosystem services. Where appropriate, this 
uncertainty has been characterised in the context of biodiversity and ecosystem 
projections so that stakeholders can make more informed decisions about adaptation 
strategies. While the focus of this thesis is on improving the future management of 
natural ecosystems (such as those in protected areas), it also has wider implications 
for agriculture and water management issues. West Africa was chosen as a 
particular region of focus because of the challenges that it represents in climate 
modelling, the range of ecosystems present in the region, the strong coupling 
between the land and the atmosphere in the region, and the huge pressure on 
natural ecosystems and biodiversity from human activity. 
 
The specific aims of this thesis are to: 
1. Assess limitations and uncertainties in the climate information used to assess 
the impacts of climate change on biodiversity 
2. Assess limitations and uncertainties in projections of ecosystem responses to 
climate change 
3. Quantify vegetation-precipitation feedbacks in West Africa 
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4. Provide guidance to West African policy makers on the potential impacts of 
climate change on the ecosystems of the region 
 
Chapter 2 provides a summary of the academic literature and policy documents that 
are relevant to climate change impacts studies in the fields of ecosystem services, 
and in particular biodiversity conservation. In particular, section 2.6 will form the 
basis of a short review article for the Quarterly Journal of the Royal Meteorological 
Society on historical climate trends and mid-century climate change projections for 
West Africa. This review will also be condensed into a policy briefing document, 
aimed at West African governments, for the DfID and NERC funded “Future Climate 
for Africa” programme.  
 
Aim 1 is addressed in chapters 3 and 4, for which the target audience is 
computational ecologists in the biodiversity impacts sector. Chapter 3 addresses the 
reliability of the latest multi-model ensemble of climate projections for use in 
biodiversity impacts models. The findings of this chapter were presented at a 
European conference organised by the European Ornithological Union in 2013. 
Furthermore, chapter 4 addresses the range of uncertainties in climate observations 
for Africa and the impact this has on site-specific projections for African bird species. 
This chapter has been published in Global Change Biology in 2016. My second 
author contribution to this chapter involved co-ownership of the idea, writing the 
climate-related aspects of all sections, including the production of climate data and 
plotting of figure 2. 
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In the wider context of aim 1, during the period of study I have also published two 
further articles as second contributing author. These are: 
• Baker, D.J., Hartley, A.J., et al. (2015), Assessing climate change impacts for 
vertebrate fauna across the West Africa protected area network using 
regionally appropriate climate change projections, Diversity and Distributions, 
(9), 991–1003, doi:10.1111/ddi.12337 
• Baker, D.J., Hartley, A.J., et al. (2015), Neglected issues in using weather and 
climate information in ecology, Diversity and Distributions, (submitted)  
I have not included these as chapters in this thesis, as I did not feel my contribution 
was sufficiently large to warrant inclusion, but I will draw on the ideas in these 
articles (that I played a significant role in forming) in the thesis discussion section, 
chapter 8.  
 
Aims 2 and 4 are addressed in chapters 5 and 6. Chapter 5 presents projections of 
change to ecosystem services, in the context of both regional climate model 
uncertainty and future land use change scenarios. This chapter was delivered as a 
report for the environment, forestry, and parks and wildlife departments of 5 West 
African states (Chad, Mali, The Gambia, Sierra Leone and Togo) as part of the 
PARCC (Protected Areas Resilient to Climate Change) project, funded by the Global 
Environment Facility. The aim of PARCC was to develop strategies and tools to 
increase the resilience of Protected Areas to climate change, and build capacity in 
the region to implement these new approaches. Chapter 6 focuses on the impacts of 
uncertainty in satellite-derived vegetation distributions in 3 land surface models, the 
target audience for which is the land surface modelling community. Uncertainty in 
vegetation cover is a key uncertainty in land surface models that is closely linked to 
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uncertainties in global carbon, hydrology and energy budgets. The abstract for this 
chapter has been accepted for a special issue of Remote Sensing of the 
Environment on Essential Climate Variables.  
 
Whereas previous chapters have focused on either biodiversity impacts, or the 
interaction between land and climate processes, Chapter 7 addresses direct 
feedbacks between vegetation and precipitation during the West African monsoon. 
The target audience for this chapter are regional decision makers involved in land 
use policy, and the earth system modelling community. The chapter quantifies the 
role of vegetation in the initiation and propagation of mesoscale convective systems 
in a convection-resolving model, and therefore confirms that such models are useful 
tools for investigating of the impact of land use management decisions on local 
precipitation patterns. This chapter was published in Agricultural and Forest 
Meteorology in 2016. 
 
Finally, in chapter 8 I will discuss the lessons learnt from this body of research, how 
it relates to similar research, and how this new knowledge can be applied to develop 
better climate change adaptation strategies in West Africa. Chapter 9 will outline the 
main conclusions and recommendations from this thesis. 
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2 Literature	Review	
 
The scope of this literature review is to provide a summary of the academic literature 
and policy documents that are relevant to climate change impacts studies in the 
fields of ecosystem services, and in particular biodiversity conservation. Given that 
this covers a range of academic disciplines, such as land surface modelling, 
biodiversity impacts modelling, weather and climate science, and systematic 
conservation planning, this review is not intended to be comprehensive. Relevant 
concepts will be introduced, leaving the opportunity for further exploration within 
each chapter of this thesis.  
 
2.1 Quantifying	Ecosystem	Services	
Ecosystem services are the benefits people obtain from ecosystems (Millennium 
Ecosystem Assessment, 2005). Quantifying these services, and the economic or 
social value they provide, allows explicit recognition of how natural capital enhances 
human health, wealth, well-being and sustainability (Costanza et al., 2014). The 
Millennium Ecosystem Assessment (MEA; (Millennium Ecosystem Assessment, 
2005)) defined 4 different types of ecosystem service: provisioning services, such as 
food, water, and timber; regulating services that affect climate, floods, disease, and 
water quality; cultural services that provide recreational, aesthetic and spiritual 
benefits; and supporting services that provide for example pollination, maintenance 
of genetic diversity, and nutrient recycling.  
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Figure 1 Ecosystem services in the Western Area Peninsula National Park, Sierra Leone (shown in 
green top left). Top right: The forest provides clean, fresh water, and potential for hydro-electric power 
generation; Bottom right: Coastal Mangrove Forest provides hatching grounds for fisheries; Bottom 
left: Coastal Montane Tropical Forest is in the process of being accredited for REDD+ funds; 
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Ecosystem Service Case Study: Western Area Peninsula National Park, 
Sierra Leone 
Ecosystems services can have direct or indirect impacts on human populations, as 
can be seen from the example of a fully intact, protected and sustainable area of 
tropical forest, such as the Western Area Peninsula National Park in Sierra Leone. 
This forest provides a reliable supply of drinking water during the dry season via 
the establishment of small dams inside the forest and has the potential to provide 
hydro-electric power to neighbouring local communities. Through greater 
interception of rainwater, and better filtration due to more organic soil mater, the 
forest regulates water supply via purification and mitigates landslides during 
extreme rainfall events, therefore benefitting and protecting local communities. 
Through greater above and below ground carbon storage, the forest also helps to 
regulate regional and global climate via carbon sequestration for the benefit of 
regional and global populations. This service also has the potential to benefit the 
local community via a system of payments from industrialised nations under the 
Reducing Emissions from Deforestation and Degradation Plus (REDD+) scheme. 
Furthermore, the forest’s biological diversity is unique as it lies in the Upper 
Guinean forest zone, and is home to many threatened species such as the 
Western Chimpanzee (Pan troglodytes verus), Western Red Colobus Monkey 
(Procolobus badius), African Leopard (Panthera pardus pardus), and the White-
necked Rockfowl (Picathartes gymnocephalus). Such diversity attracts tourists to 
the forest, further benefitting local communities via community-led eco-tourism 
initiatives. The forest’s cultural history is also unique in that the region was used to 
settle freed slaves by the British following the abolition of the slave trade in 1787. 
The names of many villages in the region, such as Kent, York and Leicester, which 
were established during this time, allude to their historical ties. 
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Biodiversity itself can be viewed as an ecosystem service, as it provides food if 
managed sustainably (e.g. global fisheries), regulating services (e.g. water quality) 
and supporting services via nutrient recycling. Insect pollination of crops for example, 
has been shown to have significant economic benefits, globally accounting for an 
estimated €153 billion per year, which amounts to 9.5% of total world agricultural 
output (Gallai et al., 2009). Such an approach can also help to quantify human 
impact on biodiversity, for example, the global cost of over-fishing was estimated at 
US$83 billion in 2012 (World Bank and Food and Agriculture Organisation, 2015). 
This cost is borne by the global population because of higher fishing costs, reduced 
unit price of landed fish and a reduction in harvest. 
 
It is desirable to quantify the value of ecosystems because it allows more objective 
decisions to be made in relation to management of the natural environment. In the 
case of some services, it is either not possible or not desirable to put a monetary 
value on so-called ‘intangible’ benefits such as human life, ecosystem aesthetics and 
cultural benefits. Costanza et al. (1997) however, argue that despite these 
difficulties, such decisions are made on a regular basis, citing an example of 
construction standards for bridges and highways. In this case, we may choose to 
spend more money on higher safety standards, that lower the risk of loss of life, 
without explicitly putting a value on a human life. They argue therefore that while 
valuing ecosystems is difficult and highly uncertain, if we are to make decisions 
about how ecosystems are managed, we are forced to make a judgement, whether 
implied or explicit, on the value of an ecosystem.  
 39 
 
  
Figure 2 Supply and demand curves for normal goods (left), and an example of an essential 
ecosystem service (right). The value of the ecosystem service is given by the area pbqc. Source: 
Costanza et al. (1997). 
 
A common approach to the monetarisation of ecosystem services is to apply 
economic supply and demand theory to the question (Costanza et al., 1997, 2014; 
de Groot et al., 2012). Figure 2 (right) shows how the total economic value of an 
ecosystem can be derived from known values and expert judgement. The supply, or 
quantity of an ecosystem available is generally known through assessment of land 
use or land cover maps, and the supply curve of an ecosystem does not change 
because it cannot be affect by economic forces. The “net rent” or “producer surplus” 
refers to the profit gained from an ecosystem, whereas the “consumer surplus” refers 
to the amount that the consumer would be willing to pay for the service. Therefore, 
the main determinant of the unit price of an ecosystem is the shape of the demand 
curve, which is dependent on expert assessment of how demand for an ecosystem 
service will change according to the quantity available. In practice, this is very 
difficult to do, but Costanza et al. (1997) propose 3 different methods: 1) the sum of 
the producer and consumer surplus; 2) the producer surplus; or 3) assumption of a 
much current interest. In fact, one additional way to think about the
value of ecosystem services is to determine what it would cost to
replicate them in a technologically produced, artificial biosphere.
Experience with manned space missions and with Biosphere II in
Arizona indicates that this is an exceedingly complex and expensive
proposition. Biosphere I (the Earth) is a very efficient, least-cost
provider of human life-support services.
Thus we can consider the general class of natural capital as
essential to human welfare. Zero natural capital implies zero
human welfare because it is not feasible to substitute, in total,
purely ‘non-natural’ capital for natural capital. Manufactured and
human capital require natural capital for their construction7. There-
fore, it is not very meaningful to ask the total value of natural capital
to human welfare, nor to ask the value of massive, particular forms
of natural capital. It is trivial to ask what is the value of the
atmosphere to humankind, or what is the value of rocks and soil
infrastructure as support systems. Their value is infinite in total.
However, it is meaningful to ask how changes in the quantity or
quality of various types of natural capital and ecosystem services
may have an impact on human welfare. Such changes include both
small changes at large scales and large changes at small scales. For
example, changing the gaseous composition of the global atmo-
sphere by a small amount may have large-scale climate change
effects that will affect the viability and welfare of global human
populations. Large changes at small scales include, for example,
dramatically changing local forest composition. These changes may
dramatically alter terrestrial and aquatic ecosystems, having an
impact on the benefits and costs of local human activities. In
general, changes in particular forms of natural capital and ecosys-
tem services will alter the costs or benefits of maintaining human
welfare.
Valuation of ecosystem services
The issue of valuation is inseparable from the choices and decisions
we have to make about ecological systems6,8. Some argue that
valuation of ecosystems is either impossible or unwise, that we
cannot place a value on such ‘intangibles’ as human life, environ-
mental aesthetics, or long-term ecological benefits. But, in fact, we
do so every day. When we set construction standards for highways,
bridges and the like, we value human life (acknowledged or not)
because spending more money on construction would save lives.
Another frequent argument is that we should protect ecosystems for
purely moral or aesthetic reasons, and we do not need valuations of
ecosystems for this purpose. But there are equally compelling moral
arguments that may be in direct conflict with themoral argument to
protect ecosystems; for example, the moral argument that no one
should go hungry. Moral arguments translate the valuation and
decision problem into a different set of dimensions and a different
language of discourse6; one that, in our view, makes the problem of
valuation and choice more difficult and less explicit. But moral and
economic arguments are certainly not mutually exclusive. Both
discussions can and should go on in parallel.
So, although ecosystemvaluation is certainly difficult and fraught
with uncertainties, one choice we do not have is whether or not to
do it. Rather, the decisions we make as a society about ecosystems
imply valuations (although not necessarily expressed in monetary
terms). We can choose to make these valuations explicit or not; we
can do them with an explicit acknowledgement of the huge
uncertainties involved or not; but as long as we are forced to
make choices, we are going through the process of valuation.
The exercise of valuing the services of natural capital ‘at the
margin’ consists of determining the differences that relatively small
changes in these servicesmake to humanwelfare. Changes in quality
or quantity of ecosystem services have value insofar as they either
change the benefits associated with human activities or change the
costs of those activities. These changes in benefits and costs either
have an impact on human welfare through established markets or
through non-market activities. For example, coral reefs provide
habitats for fish. One aspect of their value is to increase and
concentrate fish stocks. One effect of changes in coral reef quality
or quantity would be discernible in commercial fisheriesmarkets, or
in recreational fisheries. But other aspects of the value of coral reefs,
such as recreational diving and biodiversity conservation, do not
show up completely in markets. Forests provide timber materials
through well established markets, but the associated habitat values
of forests are also felt through unmarketed recreational activities.
The chains of effects from ecosystem services to human welfare can
range from extremely simple to exceedingly complex. Forests
provide timber, but also hold soils and moisture, and create
microclimates, all of which contribute to human welfare in com-
plex, and generally non-marketed ways.
Valuation methods
Various methods have been used to estimate both the market and
non-market components of the value of ecosystem services9–16. In
this analysis, we synthesized previous studies based on a wide
variety of methods, noting the limitations and assumptions under-
lying each.
Many of the valuation techniques used in the studies covered in
our synthesis are based, either directly or indirectly, on attempts to
estimate the ‘willingness-to-pay’ of individuals for ecosystem ser-
vices. For example, if ecological services provided a $50 increment
to the timber productivity of a forest, then the beneficiaries of this
service should be willing to pay up to $50 for it. In addition to
timber production, if the forest offered non-marketed, aesthetic,
existence, and conservation values of $70, those receiving this non-
market benefit should be willing to pay up to $70 for it. The total
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Figure 1Supply and demand curves, showing the definitions of cost, net rent and
consumer surplus for normal goods (a) and some essential ecosystem services
(b). See text for further explanation.
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valuation and choice more difficult and less explicit. But moral and
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habitats for fish. One aspect of their value is to increase and
concentrate fish stocks. One effect of changes in coral reef quality
or quantity would be discernible in commercial fisheriesmarkets, or
in recreational fisheries. But other aspects of the value of coral reefs,
such as recreational diving and biodiversity conservation, do not
show up completely in markets. Forests provide timber materials
through well established markets, but the associated habitat values
of forests are also felt through unmarketed recreational activities.
The chains of effects from ecosystem services to human welfare can
range from extremely simple to exceedingly complex. Forests
provide timber, but also hold soils and moisture, and create
microclimates, all of which contribute to human welfare in com-
plex, and generally non-marketed ways.
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lying each.
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to the timber productivity of a forest, then the beneficiaries of this
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timber production, if the forest offered non-marketed, aesthetic,
existence, and conservation values of $70, those receiving this non-
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Figure 1Supply and demand curves, showing the definitions of cost, net rent and
consumer surplus for normal goods (a) and some essential ecosystem services
(b). See text for further explanation.
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demand curve similar to that shown in Figure 2 (right). Using these approaches, 
Costanza et al. (1997) estimate the annual value of ecosystem services to be 
US$16-54 trillion, in comparison to a global gross national product of US$18 trillion 
at 1995 prices. More recently, using the same approach Costanza et al. (2014) 
estimated that the loss in value of ecosystem services between 1997 -2011 due to 
land use change was between US$4.3-20.2 trillion (at 2007 prices). 
 
Clearly, these numbers are very large, but not all aspects of biodiversity or 
ecosystems can be monetarised, and in many cases it is not useful to do so. 
Environmental decision making must account for both the economic values of 
ecosystems and the non-monetized services of ecosystems, such as biodiversity or 
recreational value. Indeed, when attempting to make decisions regarding future land 
use pressures or climate change, Bateman et al. (2013) showed that very different 
management decisions would be taken when agricultural market, non-market 
(greenhouse gas emissions, recreation and urban greenbelt) and non-monetary (bird 
species diversity) ecosystem assessments are considered. Taking such an approach 
allows trade-offs to be made, and improves knowledge of the local implications of 
national-level decisions. 
 
There are many mechanisms to fund sustainable ecosystem services, but perhaps of 
greatest relevance to this thesis is the REDD+ framework (Reducing Emissions from 
Deforestation and forest Degradation). The original aim of REDD was to financially 
reward developing countries to reduce CO2 emissions by decreasing the rate of 
deforestation and forest degradation (UNFCCC, 2007). By valuing the role forest 
ecosystems play in global carbon capture and storage, the framework provides a 
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mechanism to maintain sustainable ecosystems. Since its inception in 2007, it has 
evolved into REDD+, which extends the original framework to also include 
conservation of biodiversity and carbon stocks, sustainable management of forest 
ecosystems, and enhancement of carbon stocks. All REDD+ countries must adhere 
to periodic monitoring and reporting standards that are transparent and engage 
stakeholders. This includes the establishment of baseline carbon stocks for a project 
and measuring anthropogenic sources of greenhouse gas emissions within the local 
area. This monitoring also extends to social and environmental standards that may, 
for example, include social and economic wellbeing of communities, or biodiversity 
and ecosystems. However, recent studies have shown that avoiding deforestation 
and conserving biodiversity are necessarily compatible aims (Murray et al., 2015; 
Ojea et al., 2016). 
 
In conclusion, the REDD+ framework provides a valuable context for this thesis, by 
establishing a clear need to quantify baselines and estimates of change in carbon 
stocks, biodiversity and other ecosystem services. An important part of monitoring 
and quantifying these ecosystem services is to understand the uncertainties and 
assumptions involved.  
 
 
2.2 Quantifying	Biodiversity	
The formal definition of “biodiversity” is the degree of variation of life found in a 
particular location (Wilson & Peter, 1988). This term usually refers to the diversity of 
all plant and animal species, however it is also used to refer to genetic diversity, or 
diversity at other taxonomic levels such as sub-species, genus, family, order, class 
 42 
or phylum. The quantification of biodiversity is limited by observational constraints in 
space and time, and as such the amount of biodiversity that has been documented 
to occur on the earth is only a small portion of that thought to exist. Mora et al. 
(2011) estimate that 8.1 million species (± 1.3 million) occur on the earth, of which 
only 14% of species have currently been documented on land and in the ocean. Of 
the species for which taxonomic records do exist, even fewer species have 
documented range maps.  
 
Despite the limitations of current knowledge on the extent of global biodiversity, 
reliable measures are needed if we are to be able to predict the likely impacts of 
perceived threats to biodiversity, and make effective conservation priorities. 
Variables such as species richness, endemism, or richness of threatened species for 
well-documented taxa (birds, mammals, amphibians) are frequently used as 
surrogates for less well documented taxa (Figure 3). These assumptions appear to 
hold at coarse spatial resolutions (~ 600,000km2), but generally, we cannot use 
indicators of threatened or endemic species from one taxon as a surrogate for a 
different taxon (Grenyer et al., 2006).  
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Figure 3. Global distribution of total species richness, endemism, and threatened species richness for 
birds, mammals and amphibians. Source: Grenyer et al. (2006) 
 
Biodiversity is largely protected by funding conservation projects targeted at 
protecting either individual species, groups of species, habitats or ecosystems of 
particular importance. However, limited resources are available for biodiversity 
conservation so consequently priorities for conservation funding need to be set 
(Margules & Pressey, 2000). Internationally, the main sources of conservation 
funding are organisations such as the World Bank, the United Nations, and the 
European Union, while non-governmental organisations such as the World Wildlife 
Fund, Conservation International, BirdLife International, and The Nature 
Conservancy also raise funds from donations to protect biodiversity. Each of these 
organisations requires robust science-based advice on how to prioritise their 
conservation funding. However, each organisation has a different approach to 
priority setting, some focusing on a particular taxon, such as Birds (e.g. BirdLife 
International; Fishpool & Evans 2000), whilst others focus on ecosystems via 
internationally recognised protected areas (e.g. European Commission; Hartley et al. 
2007). Brooks et al. (2006) have proposed that most conservation prioritisations fit 
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into a conceptual framework of irreplaceability compared to vulnerability (Figure 4). 
For example, the prioritisation template used by Conservation International 
(Biodiversity Hotspots; Myers et al. 2000) prioritises highly irreplaceable and highly 
vulnerable locations. In contrast, the prioritisation template used by the World 
Wildlife Fund prioritises highly irreplaceable locations only (G200; Olson & Dinerstein 
1998, 2002). 
 
 
Figure 4. Maps of nine global biodiversity conservation priority templates: CE, crisis ecoregions; BH, 
biodiversity hot spots; EBA, endemic bird areas; CPD, centres of plant diversity; MC, megadiversity 
countries; G200, global200 ecoregions; HBWA, high-biodiversity wilderness areas; FF, frontier 
forests; LW, last of the wild. Source: Brooks et al. (2006) 
 
In the context of climate change, the challenge for conservation policy makers is to 
incorporate information from climate science into existing prioritisation frameworks, 
so that future conservation challenges can be identified, and suitable adaptation 
measures devised and tested. It has been suggested that this is the most cost-
effective approach to setting conservation targets for the future (Hannah et al., 
2007).   
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The G200 ecoregions – defined as highly irreplaceable ecosystems that represent a 
disproportionately large number of the world’s species  – have been assessed for 
their exposure to mean monthly temperature change (Beaumont et al., 2011). The 
aim of such an approach is to advise future conservation funding at a global scale. In 
contrast, Hole et al. (2009) took this approach further by quantifying inward and 
outward migration of bird species from sites of high conservation priority (BirdLife 
International’s Important Bird Areas; Fishpool & Evans 2001). In doing so, they allow 
a further step of suggesting site-specific climate change adaptation strategies based 
on species turnover at each site (Hole et al., 2011). Another approach to assessing 
the impacts of climate change on conservation goals is to focus on how climate 
change might impact the ecosystems in which species live, rather than the species 
themselves. This can bring benefits of framing biological impacts in the context of 
global mean temperature targets or greenhouse gas emissions scenarios. For 
example, Mahlstein et al. (2013) use a simple climate-ecosystem classification to 
show how the pace of climate change for global ecosystems increases as global 
mean temperature increases. An extension of this approach is to use our 
understanding of plant physiology to model how different types of ecosystems may 
respond to climate and environmental stresses. The following section will review the 
relative merits of all approaches to climate change.  
 
2.3 Biodiversity	and	ecosystem	models	
Given the challenges of quantifying biodiversity and ecosystem services in situ, it 
may be considered an even greater challenge to estimate how climate change might 
affect biodiversity, ecosystems and related conservation goals. Species’ are thought 
to respond to climate change by adapting their behaviour (Menzel et al., 2006), 
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developing evolutionary adaptations (Parmesan, 2006) or by shifting their range 
(Thuiller, 2004), in accordance with the rate and magnitude of change (Huntley et al., 
2010). Fossil evidence has shown that some species respond to periods of warming 
and cooling by shifting their ranges to track a niche climate. For example, evidence 
from the Quaternary period has shown that species range shifts may be the most 
likely response to future change (Davis & Shaw, 2001).  
 
In order to answer the question of how a species will respond to climate change, 
ecologists have developed a variety of approaches. These include estimates of how 
a species’ climatic niche may shift, how the population dynamics of a species may 
change, or the assessment of a species’ traits that might make it vulnerable to 
climate change. Other approaches consider how habitats, ecosystems or biomes 
may respond to climate change, as a surrogate for biodiversity. In order to consider 
the role of climate science in improving biodiversity impacts assessments, it is first 
necessary to describe, and understand these approaches. 
 
2.3.1 Bioclimatic	envelope	models	
The concept of a species occurring within defined environmental tolerances was first 
described by Grinnell (1917), who suggested in his study of the Californian Thrasher 
that “the nature of these critical [environmental] conditions is to be learned through 
the examination of the bird’s habitat”. Bioclimatic envelope models (BEMs) are 
statistical models that correlate the observed range of occurrence of a species with 
climatological and other environmental variables. These correlations are then used 
to estimate future shifts in a species niche under climate change. BEMs have been 
used extensively in statistical ecology to predict future conservation priorities 
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(Hannah et al., 2002; Midgley et al., 2002) and to infer extinction risk to species (see 
for example Thomas et al. 2004; Hannah et al. 2005; Maclean & Wilson 2011).  
 
The projection of a species’ future range is a significant advantage of the BEM 
approach. This future range can then be used to form conservation management 
plans under climate change. For example, Hole et al. (2011) propose site-based 
climate change adaptation strategies for African Important Bird Areas (IBAs) 
according to BEM projections of inward and outward migration.  
 
A further advantage of the BEM approach is that it allows the possibility for the 
assessment of uncertainty deriving from different sources in the modelling process 
(Heikkinen et al., 2006; Buisson et al., 2010; Garcia et al., 2011). One such source of 
uncertainty is the choice of which model to employ.  A large number of predictive 
statistical models have been applied in this context (often varying in complexity), 
which include linear regression, additive models, machine learning techniques 
(Phillips & Dudík, 2008) and hierarchical Bayesian techniques (Gelfand et al., 2006). 
Other sources of uncertainty in the BEM approach derive from uncertainty in 
observations of the current distribution of the species; uncertainty in observations of 
the current climate (Baker et al., 2016a); uncertainty in future greenhouse gas 
emissions scenarios; and the uncertainty in the projections of climate change from 
General Circulation Models (GCMs).  
 
Despite the popularity of the BEM approach, it also clearly has significant limitations 
(Wiens et al., 2009). One such limitation is related to the interpretation of the current 
range of a species. BEMs assume that the observed occurrence of a species is a 
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representation of the stable fundamental niche of that species. However, in practice, 
the observed occurrence of a species (and therefore the present day realisation of its 
fundamental niche) is also influenced by factors, such as species adaptation (or 
acclimation), dispersal ability, biotic interactions with other species and human 
disturbance, which result in the realisation of only a portion of the fundamental niche 
(Hampe, 2004). Therefore, as the climate changes, the assumptions on which BEMs 
are based would not account for a species realising a different portion of the 
fundamental niche. One case in which this limitation may become evident is in the 
emergence of future climates where no present-day analogue exists. This limitation 
of BEMs has been demonstrated, for example, using fossil-pollen records from the 
late Quaternary period. Veloz et al. (2012) showed that for species that were 
abundant in areas with no present day analogue climate, BEMs were poor predictors 
of the current species distribution. They therefore imply that the species significantly 
shifted their realised niches from the late glacial period to the present day. 
 
An alternative to approach to modelling a species’ bioclimatic envelope is to model 
the bioclimatic envelopes of habitats or ecosystems instead. The idea of ecosystems 
being controlled by large-scale climatic factors was first developed in the late 19th, 
and early 20th centuries (von Humboldt, 1867; Koeppen, 1900; Geiger, 1961; 
Holdridge, 1967) alongside theories of biogeography. One of the most commonly 
used classifications is the Holdridge Life Zone system (Holdridge, 1967). It has the 
advantage of being relatively simple to implement whilst allowing the objective 
relation of temperature and precipitation variables to potential biomes, altitudinal 
zones or potential vegetation types (the combination of which was termed “Life 
Zones” by Holdridge). Essentially, these types of climate-vegetation classifications 
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are similar to the correlative approach used in BEMs. An important caveat in this 
approach is acknowledged in the term 'potential'. Climate is only one of many factors 
that contribute towards determining the existence of a particular vegetation type at a 
given time and location. Other factors that may influence vegetation type, such as 
CO2 effects, ozone, nutrient availability and soil condition are not accounted for by 
the Holdridge system. Nevertheless, similar approaches to both the Koeppen-Geiger 
classification and the Holdridge Life Zone System are still used in modern climate 
change impacts studies (Lugo et al., 1999; Velarde et al., 2005; Kottek et al., 2006; 
Good et al., 2011; Metzger et al., 2013). 
 
2.3.2 Mechanistic	models	
2.3.2.1 Population	ecology	
The identification of the risks of species becoming extinct under future climate 
change is often the motivation for many impacts studies. However, the application of 
BEMs for the assessment of extinction risks has raised several methodological 
concerns (e.g. Thomas et al. 2004; Thuiller et al. 2004). Extinction risk is inferred 
when a species’ projected future range is either completely dislocated or reduced in 
size relative to the present day range. As the geographical area of the niche habitat 
for the species reduces, so too does the assumed population of that species, 
resulting in an increase in probability of extinction. This relationship between a 
species’ geographical area of extent and population size is a concept that is central 
to biogeography (MacArthur & Wilson, 1967), and has been rigorously tested in 
relation to contraction of habitat area (Diamond, 1972). However, in reviewing the 
applicability of the species-area relationship to climate change studies, Lewis (2006) 
suggests that there are significant limitations to this assumption. These include the 
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assumption that a species populates its range evenly, uncertainty as to the influence 
of climate over a species current distribution, and uncertainty as to whether the 
species is currently filling its fundamental niche (as discussed above).  
 
An alternative, or potentially complementary, approach to BEMs is rooted in a more 
mechanistic understanding of the extent to which weather and climate affect the 
population dynamics of a species. Some such studies indicate that the projected 
impacts of climate change maybe greater when a species’ abundances are 
considered, as shown for example by Huntley et al. (2012). The population dynamics 
of a species may include interactions with other species (interspecific interactions), 
between the species and suitable habitats, and the demography of the species 
(Maschinski et al., 2006). Such a model has been applied spatially for plant species 
populations in the South African Fynbos (Keith et al., 2008). In this case study, 
annual climate was used to drive a habitat suitability model, which was used to 
calculate carrying capacity of a habitat patch for a given species for use in a 
stochastic population model (Figure 5). The results from Keith et al. (2008) indicate 
that complex interactions between life history, disturbance regime and distribution 
pattern can affect the assessment of extinction risk. Furthermore, by addressing 
population mechanisms directly, they avoid making over-simplifications of the link 
between habitat suitability and species populations.  
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Figure 5. Schematic of a habitat suitability model coupled with a stochastic population model. Each 
simulation starts at step 1, and after the first cycle is complete (step 5), subsequent cycles include 
step 6. Source: Keith et al. (2008) 
 
Another mechanistic approach to the relationship between a species and climate is 
described in the field of biophysical ecology. Here, the principles of thermodynamics 
are applied to organisms in order to develop a mechanistic understanding of the 
processes affecting them, and their physiological responses to change in these 
processes (Figure 6 and Porter & Gates (1969)). Specifically, biophysical models 
concern the transfer of heat, biomass and momentum from the environment to the 
energy budget of the organism (Kearney & Porter, 2009).  
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Figure 6. Energy transfer from the environment to an animal species. Source: Porter & Gates (1969) 
 
The mechanistic understanding of a species’ biophysical interaction with the 
environment can inform key traits such as body temperature, energy budget and 
water balance. In turn, this can inform the assessment of a species survival and 
reproduction rates, and as a consequence becomes a means of quantifying the 
fundamental niche of a species (Kearney & Porter, 2009). Furthermore, this 
fundamental niche can then be mapped, and potentially combined with a more basic 
correlative (BEM) approach to form a consensus view of future species distribution. 
Buckley et al. (2010) tested how projections based on the correlative approach differ 
from those based on mechanism for two species: the sachem skipper (Atalopedes 
campestris) and the eastern fence lizard (Sceloporus undulates). They found 
generally that correlative models and mechanistic models performed similarly in 
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estimating the current range of both species, although correlative models had 
greater success in identifying the western limit of S. undulates. Additionally, 
mechanistic models predicted greater range shifts under a uniform 3°C warming 
scenario. Similar results have also been found using both mechanistic and 
correlative models for a species of Australian possum (Kearney et al., 2010).  
 
The mechanistic approach to species modelling has the advantage of incorporating 
physiologically based environmental constraints that influence both the distribution 
and abundance of a species (Kearney & Porter, 2009). These physiological 
processes are strongly related to flows of mass and energy as a species interacts 
with its environment. Therefore, by understanding such processes the impacts of 
climate change on biodiversity can be assessed without reliance on observations of 
uncertain range limits under current climatic conditions. However, a limitation of the 
application of this approach to the regional or global scale is clearly the time and 
effort involved in understanding a species’ physiology and environmental constraints.  
 
2.3.2.2 Ecosystem	modelling	
Mechanistic models of vegetation physiology have also been developed (Box et al., 
1981; Prentice et al., 1992; Sitch et al., 2003; Clark et al., 2011), in much the same 
way as models of animal physiology. These dynamic global vegetation models 
(DGVMs) simulate not only physiological differences between functional groups of 
plants, but also account for differences in allometry, morphology, phenology, 
bioclimate and response to disturbances such as fire. When DGVMs are coupled 
with other models of land surface processes such as hydrology or radiation 
exchange, they are called Land Surface Models (LSMs) and can be used to 
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characterise how the vegetation (or land surface) responds to the atmosphere, and 
how the atmosphere responds to the vegetation cover, via fluxes of heat, moisture, 
carbon and momentum. LSMs quantify these interactions at sub-daily, daily, monthly 
and annual time steps, thus allowing the influence of both large scale limiting factors 
(such as CO2 concentration, climate, altitude and soil), and seasonally dependent 
factors (such as leaf phenology, water balance, evapotranspiration, snow cover, and 
soil temperature). Therefore, LSMs are valuable tools for simulating the terrestrial 
carbon and water cycles as well as the response of large-scale ecosystems to 
climate change.  
 
While LSMs coupled with climate models are powerful tools for making predictions of 
the effects of climate change on vegetation and the carbon cycle (Cramer et al., 
2001; Friedlingstein et al., 2006), their limitations are shown by significant 
divergence of projections especially under more extreme greenhouse gas emissions 
scenarios (Sitch et al., 2008). This divergence of models is partly due to inter-model 
uncertainties in the sensitivity of land-atmosphere feedbacks. (Friedlingstein et al., 
2006) showed a large variability amongst models in the response of land carbon 
uptake to increases in atmospheric CO2 and consequent increase in surface 
temperature. Another source of uncertainty is the physiological effect that increasing 
atmospheric CO2 has on reducing stomatal conductance of plants, leading to 
suppression of canopy transpiration and possible reductions in localised convective 
precipitation (Betts et al., 2004; Cao et al., 2009; Andrews et al., 2011). Many global 
models also poorly represent ecosystem demography and disturbance caused by 
fire.  
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A significant limitation for the application of DGVMs in conservation science, is the 
low thematic detail in their definition of plant functional types (PFTs). PFTs are 
defined as groups of species or taxa that exhibit similar responses to physical or 
biotic changes in the environment. It has been noted that the low number of PFTs in 
LSMs (typically 5 to 15), the ad hoc definition of their parameters, and the lack of 
integration with current research in functional ecology are some of the limitations of 
LSMs (Harrison et al., 2010). Boulangeat et al. (2012) suggest a hybrid approach to 
identify a minimum set of plant traits to link plant functional groups to species 
diversity, as well as dynamic vegetation models at the regional scale. The approach 
has the potential to be applied in other regions, however it is yet to be used to 
account also for vegetation dynamics.  
 
2.3.3 Summary	of	modelling	approaches	
The following table summarises the main advantages and disadvantages of the 
approaches to modelling the impacts of climate change on ecosystems and 
biodiversity.  
Table 1 Summary of the advantages and disadvantages of the modelling approaches to the impacts 
of climate change on biodiversity. 
Modelling 
Approach	
Brief description	 Advantages	 Disadvantages	
Bioclimatic 
envelope 
models 
Statistical models that 
correlate the observed 
range of occurrence of a 
species with 
climatological and other 
environmental variables 
- Projection of future range 
useful for adaptation 
planning 
- Only observations of 
species presence in a 
location is required 
- Models can be tested by 
withholding a fraction of 
species observations 
- Multiple sources of 
uncertainty can be 
quantified 
- Quick and easy to use  
- Can be applied to all 
species with an observed 
- Assumes present-day 
distribution is a 
representation of the stable 
fundamental niche of a 
species 
- Assumes a species 
populates evenly its range,  
- Uncertainty as to the 
influence of climate over a 
species current distribution 
- Incomplete and 
inconsistent observations of 
species occurrence 
- Assumes that species-
area relationship can be 
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Modelling 
Approach	
Brief description	 Advantages	 Disadvantages	
geographical range map used to identify extinction 
risks 
- Does not account for 
species adaptation to 
climates with no present 
day analogy 
Mechanistic 
models in 
population 
ecology 
Process-based models 
to understand the extent 
to which weather and 
climate affect the 
population dynamics of 
a species.  
- Incorporates 
physiologically based 
environmental constraints 
that influence both the 
distribution and abundance 
of a species 
- Incorporates dispersal 
ability and competition 
between species 
- Can be based on in-situ 
and laboratory observations 
of a species population 
response to change 
- Quantifies complex 
interactions between life 
history, disturbance regime 
and distribution pattern that 
can affect the assessment 
of extinction risk 
- Requires a detailed 
understanding of a species, 
consequently more labour 
intensive than BEMs 
- Adequate data only 
available for a few species, 
therefore not viable for 
assessing large scale 
impacts on species 
- Despite a more holistic 
approach, comparisons 
with BEMs show largely 
congruent results for 
predicting species’ current 
ranges 
Mechanistic 
models of 
ecosystems 
Mechanistic models of 
vegetation physiology 
for understanding the 
response of ecosystems 
to change.  
- Models changes in 
ecosystem or habitat 
distribution which may have 
a greater influence on 
where a species occurs 
- Fully coupled with climate 
models, and therefore 
simulates land-atmosphere 
feedbacks 
- Changes in biomass and 
other vegetation related 
indices may affect 
herbivores and 
consequently other aspects 
of the food chain 
- Direct links between 
biomass production and 
biodiversity are difficult to 
prove at local and regional 
scales 
- Projections diverge 
especially under more 
extreme greenhouse gas 
emissions scenarios, due to 
large variability in sensitivity 
between models 
- Low thematic detail of 
plant functional types 
means that it is difficult to 
relate results to habitats 
 
2.4 Climate	science	
General Circulation Models (GCMs; also termed Global Climate Models) are the 
main tools employed in climate science, and form the basis of virtually all future 
biodiversity and ecosystem impacts projections. GCMs are numerical models of 
physical processes that occur in the dynamical earth system (Phillips, 1956). This 
can involve processes in the atmosphere (Manabe et al., 1975), ocean (Bryan et al., 
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1975), land surface (Sellers et al., 1986; Ducoudré et al., 1993; Bonan, 1995; Cox et 
al., 1999) and cryosphere (Washington et al., 1980), although the inclusion of all 
these processes into a single model is more commonly termed an Earth System 
Model (ESM). ESMs are used to run experiments on the response of the earth 
system to different potential drivers of change. The ultimate aim of an ESM is to 
provide a realistic simulation of the major global scale physical processes that occur 
in the earth system. ESMs typically are designed to run at horizontal grid resolutions 
of approximately 100 to 300km2, with 10 to 20 vertical layers in the atmosphere, and 
up to 30 vertical layers in the ocean. They can be initiated and forced from 
observations of historical climate, such as sea surface temperatures, atmospheric 
aerosols, and observations of greenhouse gases such as carbon dioxide, methane, 
nitrous oxide, and water vapour. 
  
A key factor for determining the future extent of global climate change will be the 
cumulative amount of greenhouse gas emissions (IPCC, 2013). This will depend on 
the global population, it’s lifestyle, and the way this is supported by the production of 
energy and the use of the land. A large population whose lifestyle demands high 
energy consumption and the farming of large areas of land, in a world whose main 
energy source is fossil fuel consumption, will inevitably produce more greenhouse 
gas emissions than a smaller population requiring less land and energy and deriving 
the latter from non-fossil sources (Nakicenovic et al., 2000; van Vuuren et al., 2011). 
These factors could vary in a multitude of ways; the international community is 
already examining how energy demand and production can be modified to lower 
emissions (Worrell et al., 2000, 2001; Liska et al., 2009), but the implementation of 
this will depend on both the international political process and the actions of private 
 58 
entities and individuals.  Even if no specific action is taken to reduce emissions, 
future greenhouse gas emissions remain uncertain since future changes in 
population, technology and economic state are difficult if not impossible to forecast.  
 
The climate models that have contributed towards the Intergovernmental Panel on 
Climate Change (IPCC) Forth Assessment Report (AR4) have generally used a set 
of scenarios known as “SRES” (Special Report on Emissions Scenarios; 
Nakicenovic et al. (2000)).  These scenarios were grounded in plausible storylines of 
the human socio-economic future, with differences in economy, technology and 
population but no explicit inclusion of emissions reductions policies.  Developed in 
the mid 1990s, these scenarios extended out to 2100 and varied widely in their 
projected emissions of greenhouse gases. For the 5th IPCC Assessment Report, 
SRES scenarios have been replaced by the concept of Representative 
Concentration Pathways (RCPs) that describe the radiative forcing at the end of the 
21st Century (van Vuuren et al., 2011). The RCPs represent total radiative forcing of 
all greenhouse gases as opposed to a particular scenario of emissions. A given end 
of century radiative forcing can be achieved through a number of different scenarios 
of emissions, land use, and other socio-economic decisions. 
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Figure 7. Radiative forcing from the 4 Representative Concentration Pathways developed for the 
IPCC AR5. Source: van Vuuren et al. (2011) 
  
Biodiversity impacts model tend to use a very small subset of the diagnostic 
variables that are produced by GCMs. A frequently used set of bioclimatic variables, 
based on temperature and precipitation indices, is described in Hijmans et al. (2005; 
see Table 2). These variables are derived from time averaged monthly minimum and 
maximum temperature and monthly total precipitation fields, and have been shown 
to be biologically relevant variables in the prediction of a species' climatic niche 
(Hijmans & Graham, 2006). A large number of papers use these variables for 
defining the niche habitat of a species (e.g Prentice et al., 1992; Araújo et al., 2006; 
Elith et al., 2006; Hijmans & Graham, 2006; Garcia et al., 2011), however relatively 
little work has been done to identify the most appropriate variables to use in BEMs. 
Synes & Osborne (2011) attribute choice of bioclimatic variable to large uncertainty 
in future projections of change to the range of the great bustard (Otis tarda), even 
when multiple emissions scenarios and climate models are considered. Other 
studies have shown that care needs to be taken in choice of bioclimatic variables 
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used in BEMs, because of strong covariance between variables (Braunisch et al., 
2013; Harris et al., 2013). Indications from a study of USA birds revealed that the 
climate predictors that produced the best BEMs were annual potential 
evapotranspiration, mean annual temperature, growing degree days, annual 
precipitation and moisture index (Barbet-Massin & Jetz, 2014). 
Table 2 Bioclimatic variables frequently used in correlative species models following (Hijmans et al., 
2005; Synes & Osborne, 2011). 
Bioclimatic variable Description 
Mean annual temperature Mean annual temperature (tas) 
Mean diurnal range Annual mean of monthly (tasmax – tasmin) 
Isothermality (Mean diurnal range / Temperature annual 
range) * 100 
Temperature seasonality  Standard deviation * 100 
Max temperature of warmest month Maximum monthly temperature 
Min temperature of coldest month Minimum monthly temperature 
Temperature annual range Max temp of warmest month – min temp of 
coldest month 
Mean temperature of wettest quarter Mean temperature of wettest quarter 
Mean temperature of driest quarter Mean temperature of driest quarter 
Mean temperature of warmest quarter Mean temperature of warmest quarter 
Mean temperature of coldest quarter Mean temperature of coldest quarter 
Total annual precipitation Total annual precipitation 
Precipitation of wettest month Maximum monthly precipitation rate 
Precipitation of driest month Minimum monthly precipitation rate 
Precipitation Seasonality Coefficient of variation of monthly precipitation 
Precipitation of Wettest Quarter Maximum quarterly precipitation total 
Precipitation of Driest Quarter Minimum quarterly precipitation total 
Precipitation of Warmest Quarter Total precipitation in warmest quarter 
Precipitation of Coldest Quarter Total precipitation in coldest quarter	
Growing degree days Number of days per year when maximum daily 
temperature exceeds a threshold that is relevant 
for plant growth 
Potential evapotranspiration (PET) Without limitations of water availability, the 
evaporation and transpiration that would be 
expected given conditions of temperature (and 
possibly wind, humidity and radiation, depending 
on method) 
Moisture Index Mean annual precipitation / PET 
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All of the above variables are dependent on observations of precipitation and 
minimum, mean and maximum temperature being available. Long time series of 
quality controlled meteorological observations are important for use in understanding 
historical trends, model biases and making valid associations between a species’ 
range and the above climate variables (as shown in Chapter 4). Table 3 shows the 
observational datasets that are available for West Africa, the case study area that 
will be described later in this thesis.  
Table 3 Observational datasets available for applications in biodiversity impacts models for West 
Africa. Acronyms: GSOD = Global Summary of Day; NOAA/NCDC = US National Ocean and 
Atmospheric Administration / National Climate Data Center; CRU = Climate Research Unit (in the 
University of East Anglia); PET = Potential Evapo-Transpiration; GPCP = Global Precipitation 
Climatology Project; TRMM = Tropical Rainfall Measuring Mission; FEWSNET = Famine Early 
Warning Systems Network 
Dataset Source Relevant 
Climate 
Variables 
Spatial 
Resolution 
Temporal 
Coverage 
Temporal 
Resolution 
GSOD Meteorological 
Stations (via 
WMO) 
Temperature, 
wind, 
precipitation, 
snow depth 
Point 
locations with 
distribution 
varying 
through time 
1901 – present Daily 
CRU TS Interpolated 
observations 
from WMO 
Temperature, 
precipitation, 
PET  
~55km 1901-present Monthly 
WorldClim Interpolated 
observations 
from WMO 
and other 
national 
sources 
Min, mean 
and max 
temperature, 
precipitation 
Varying from 
1km to ~19km 
1950 – 2000 Monthly 
climatology 
GPCP Observations 
and satellite 
Precipitation 2.5 degree 1979 – present Monthly 
TRMM Satellite using 
observations 
for ground 
truthing 
Precipitation 0.25 degree 1998 – present 3-hourly to 
monthly 
climatology 
FEWSNET Satellite using 
observations 
for ground 
truthing 
Precipitation 8km 1995 – present 10-daily 
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2.5 Adaptation	strategies	in	biodiversity	conservation	
One of the main science-policy related issues that the new Intergovernmental 
Platform on Biodiversity and Ecosystem Services (IPBES) is likely to address is how 
to adapt current conservation strategies to the projected impact of climate change on 
biodiversity (Perrings et al., 2011). The global network of protected areas (PAs) has 
been shown to be an effective tool for the protection of biodiversity (Bruner et al., 
2001), and is considered to be one of the principal tools for protecting biodiversity 
and implementing strategies to adapt to climate change (Mawdsley et al., 2009). 
However, despite the majority of global biodiversity occurring in tropical developing 
countries, there is limited evidence in the academic literature of adaptation actions 
being undertaken in the developing world (Ford et al., 2011). Ford et al. (2011) found 
that currently, adaptation actions are most frequently being implemented in the 
infrastructure and utilities sectors as opposed to ecosystem management or forestry.  
 
In their review of climate change adaptation plans for wildlife management in USA, 
Canada, England, Mexico, and South Africa, Mawdsley et al. (2009) suggest four 
main categories into which adaptation strategies can be grouped:  - land and water protection and management  - direct species management  - monitoring and planning  - law and policy  
In particular, they suggest increasing the extent of protected areas, restoring and 
creating new habitat in order to maximise future resilience, and increasing landscape 
connectivity. Similar suggestions are also put forward by Hannah et al. (2008) for 
climate change adaptation in Madagascar. They suggest that restoration and 
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protection of the riverine corridor forests are important for species migrations, 
especially between fragmented habitats with high genetic divergence between 
populations. However, the costs of this strategy are high. Restoring forests to 
maintain connectivity between Madagascar’s fragmented forests would cost 
approximately US$0.8 billion, albeit with an estimated extra income of US$ 72 - 144 
million annually from the post-Kyoto protocols on reducing emissions from 
deforestation and degradation (REDD).  
 
Another approach to adaptation planning that is relevant for site-based conservation 
management involves the integration of projections of species range shifts from 
BEMs. As species ranges shift with climate change, species will no longer occur in 
some sites, but will colonise new sites. Hole et al. (2011) suggest different 
adaptation strategies for Important Bird Area sites experiencing different types of 
inward or outward migration (Figure 8).  
 
 
Figure 8. (a) Proportion of priority bird species projected to emigrate relative to proportion of priority 
species projected to colonize (log scale) by 2085 each of the 803 mainland sub-Saharan Africa 
Important Bird Areas (IBAs). Climate-change adaptation strategy (CCAS) categories into which IBAs 
are classified are purple, high persistence; green, increasing specialization; red, high turnover; blue, 
increasing value; yellow, increasing diversification. (b) Spatial distribution of IBAs in the five CCAS 
categories. Source: Hole et al. (2011) 
 64 
 
After categorising protected areas according to the types of changes that are 
projected to occur in protected areas (see Figure 8), Hole et al. went on to suggest 
different adaptation strategies according to each category. This approach has the 
advantage of offering site-specific advice on how to manage habitats for expected 
future migrations of globally threatened bird species. 
 
Finally, once impacts have been identified, and adaptation strategies agreed upon, 
the final stage in the process is to implement plans. Heller and Zavaletta (2009) 
review the biodiversity adaptation literature, and issue several recommendations for 
actions. They stress the importance of regional institutions to coordinate adaptation 
projects, the incorporation of climate change into all areas of planning and policy, 
and an inclusive approach to local communities. Furthermore, they suggest that 
many adaptation plans lack detailed information on how the plan will be implemented 
and by who. They suggest that regional planning, site scale management and 
modification of existing conservation plans is the best way to overcome these issues. 
 
2.6 West	African	Climate	
In West Africa since the 1950s, some of the world’s poorest people have 
experienced some of the most extreme variations in climate relative to anywhere 
else on earth. Extremes of drought, flooding and temperature have had very severe 
impacts on populations, particularly in the Sahel, that are highly exposed to such 
hazards, in part due to a strong dependence on rainfed agriculture, poor sanitation 
and limited access to clean water. Historical climate records have documented the 
severity of the recent drought and subsequent recovery, although more work still 
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needs to be done to understand the drivers of observed trends. The response of the 
regional climate to large scale changes in climate forcing is another area of active 
research. Low levels of agreement between models on the future direction of 
precipitation change make it difficult for regional stakeholders to make effective 
adaptation plans. The aim of this short review is to summarise the current state of 
knowledge of both recent climate trends and of mid-century climate projections, and 
to identify key challenges where progress could be made in the next few years. 
 
2.6.1 Monsoon	dynamics	
The dominant feature of the West African climate is the monsoon period between 
May and October. The main driver of seasonal variations in the West African climate 
is the north-south movement of the Inter-Tropical Convergence Zone (ITCZ; see ITD 
in Figure 9). During the period of the monsoon, low-level flows of moist air are pulled 
inland from the Gulf of Guinea. This is due to a pressure gradient between the land 
and sea created by the cooling of warm sea surface temperatures in the Gulf of 
Guinea (low pressure) as the ITCZ moves north to form high pressure over land. A 
heat-low over the Western Sahara Desert, associated with low pressure and anti-
cyclonic winds, further drives the south-westerly flow of moisture over the continent. 
As the moist air from the sea converges with hot dry northerly winds from the 
Sahara, convective cells form and develop into large-scale convective systems. 
During the first part of the monsoon, precipitation is concentrated over the coastal 
areas, until the beginning of July when the monsoon jumps northwards by 
approximately 8° latitude (Figure 10 and Janicot et al. (2011)). After remaining at a 
latitude of approximately 12°N for July and August, the zone of peak rainfall 
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gradually retreats southwards towards the coast. Coastal areas therefore experience 
a second rainy season in October. 
 
Figure 9. Three-dimensional schematic view of the West African Monsoon. ITD, inter-tropical 
discontinuity; TEJ, tropical easterly jet; STWJ, subtropical westerly jet; AEJ, African easterly jet. The 
oscillation of the AEJ yellow tube figures an African easterly wave. Source: Lafore et al. (2011). 
 
Figure 10. The mean seasonal cycle of rainfall over West Africa through a latitude cross-section. 
March–November daily precipitation values (mm/day) from GPCP satellite-estimated values are 
averaged over 5 ◦ W – 5 ◦ E and over the period 1997 – 2006. A 7-day moving average has been 
applied to remove high-frequency variability. The black horizontal line at 5◦N represents the Guinean 
Coast. Source: Janicot et al. (2011) 
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2.6.2 Recent	Climate	Trends	and	Associated	Drivers	
Observations of mean annual temperature change, from the HadCRUT4 dataset 
(Morice et al., 2012), in West Africa between 1950 and 2010 indicate an increase of 
~1°C across the region, although in the Western Sahel and parts of Niger and Chad 
the observed change is higher (1.5 to 2°C). Monthly temperature observations 
indicate that the climatologically warmest months of the year (April, May and June) 
have also experienced the largest increases in temperature of up to 3°C , as a result 
of warmer night time temperatures (New et al., 2006). During the 1950-2010 period 
observed Sahel precipitation trends fall into 3 distinct periods. The first period, during 
the 1950s and 1960s, is characterised by above average monsoon precipitation. The 
second period, during the 1970s, 1980s and 1990s, was a period of drought, with up 
to 30 mm/month less rainfall than the climatological mean, whereas observations 
from the 2000s indicate a recovery of rains, albeit with increased inter-annual 
variability. In their analysis of rain gauge observations across the Sahel, Panthou et 
al. (2014) show that much of the recovery after 2000 is related to a greater fraction of 
rainfall from extreme events. In this period, the contribution of extreme rainy days to 
the annual precipitation total was found to be higher than at any point in the 60-year 
time series.  
 
Understanding the causes of this multi-decadal variability can help to improve 
projections of future change. Many studies have linked Sahel rainfall variability to 
both sea surface temperature variability (SSTs) and to changes in land use. There is 
a tendency for dry Sahel years to be associated with anomalously cool SSTs in the 
northern tropical Atlantic and anomalously warm SSTs in the South Atlantic (Folland 
et al., 1986; Giannini et al., 2003; Biasutti et al., 2008). Warmer SSTs in the Indian 
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Ocean have also been linked with drought over the Sahel, along with a large-scale 
SST gradient into the western Pacific (Janicot et al., 1998). Additionally, decadal 
variability in Mediterranean SSTs have been linked to observed precipitation trends 
(Rowell, 2003; Gaetani et al., 2010). However, there is still debate about whether this 
SST variability is due to natural fluctuations, human activity, or a combination of 
both. Ackerley et al. (2011) and Booth et al. (2012) provide evidence that 
anthropogenic aerosol emissions emitted in temperate northern latitudes during the 
latter part of the 20th Century are a potential driver of the observed Sahelian drought. 
In particular, they show the competing effects of present-day anthropogenic CO2 
concentrations, that tend to have a small positive impact on West African 
precipitation, compared to present-day SO2 concentrations, that have a larger 
negative impact on precipitation across the region.  
 
Other studies have shown the potential role of land-atmosphere feedbacks on Sahel 
rainfall at a range of scales. Charney (1975) argued that removal of vegetation in the 
Sahel enhances the albedo of the land surface, leading to reduced precipitation, and 
consequently a negative feedback loop as vegetation is less able to re-establish. 
(Hoffmann & Jackson, 2000) also found a similar decline in rainfall and enhancement 
of air temperatures in the Sudanian part of West Africa, following conversion of 
tropical savannah to open grassland.  While the contribution of human induced 
vegetation changes to the Sahel drought of the 1970s-1990s has been shown to be 
of secondary importance to the role of SSTs (Taylor et al., 2002), the potential for 
vegetation to enhance inter-decadal variability through time lagged negative 
feedbacks cannot be ignored (Zeng et al., 1999). This is especially the case at the 
sub-regional scale where an increasing number of studies have highlighted the 
 69 
impacts of soil moisture (Taylor et al., 2011) and vegetation (Garcia-Carreras et al., 
2010; Hartley et al., 2016) on the initiation and propagation of mesoscale convective 
systems during the West African monsoon. 
 
2.6.2.1 Land	surface	coupling	
In situ measurements (Garcia-Carreras et al., 2010) and observational studies 
(Taylor et al., 2007) have shown that during certain times of day, the land surface is 
strongly coupled to the planetary boundary layer. As a consequence, the land 
surface (in particular soil moisture gradients) has been shown to have an important 
role in the initiation of convection (Taylor et al., 2011) and in modulating where 
precipitation falls in the region (Taylor et al., 2012a). In addition to soil moisture, 
there is growing evidence that forest-cropland or forest-grassland gradients can 
create similar gradients of heat, moisture and momentum fluxes in the atmosphere, 
thus also having an influence on the initiation of convective rainfall. As a 
consequence, it would be reasonable to assume that land use policy has the 
potential to influence local and regional scale precipitation patterns in West Africa.  
 
 70 
 
Figure 11. The mechanism by which convection is proposed to initiate over forest boundaries. Source: 
Garcia-Carreras et al. (2010) 
 
Figure 11 summarises the mechanism by which convection initiates over forest 
boundaries. As cool moist air flows at low levels over the forest, when it reaches the 
forest boundary it meets dry northerly winds from the Sahara, and warm land with a 
high albedo and subsequently rapidly rising air mass. This convergence results in a 
high convective available potential energy (CAPE), which effectively results in the 
vertical movement of moist air that condenses to form cumulus and cumulus 
congestus clouds on the warm grassland side of forest-grassland boundaries.  
 
2.6.3 Mid-Century	Climate	Projections	
According to the 5th Assessment Report (AR5) from the Intergovernmental Panel on 
Climate Change (IPCC), mean annual temperature over West Africa is projected to 
increase by between 1.5°C and 4°C by mid-century relative to 1986-2005 (Niang et 
al., 2014). Larger increases are projected nearer the Sahara Desert, and smaller 
increases near the Guinea coast, especially under a higher radiative forcing scenario 
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(RCP8.5). While the between model spread may not seem particularly large 
compared to other parts of the world, there is evidence to suggest that there is a 
greater sensitivity to small changes in temperature in the tropics (Beaumont et al., 
2011; Diffenbaugh & Giorgi, 2012; Mora et al., 2013; Hawkins et al., 2014). To date, 
efforts to use observational constraints to reduce between model uncertainty have 
largely been unsuccessful (Rowell et al., 2016), with the conclusion that a deeper 
mechanistic understanding of models is required, such as that conducted by (James 
et al., 2015). Despite inconsistencies between models and observations, in some 
cases it is still possible to derive confident impacts-relevant messages. This is the 
case for changes in temperature extremes, where minimum daily temperatures are 
projected to increase at a faster rate than maximum daily temperatures, and the 
annual number of heat wave days is projected to have a large increase by mid-
century, especially in the Western Sahel (Vizy & Cook, 2012).  
 
Projected changes in annual precipitation are much less certain. For large parts of 
West Africa, there is no consensus amongst the current generation of climate 
models on the direction of change in precipitation, despite more than 66% of models 
showing a change greater than baseline variability (Niang et al., 2014). By the 
2050s, models from the 5th Coupled Model Inter-comparison Project (CMIP5) predict 
a -40% to +20% change in July to September precipitation for the Western Sahel, 
and -20% to +40% change for the Central and Eastern Sahel (Niang et al., 2014; 
Rowell et al., 2016). While it is clear that more needs to be done to reduce the 
uncertainty range of these projections, the message from the majority of CMIP5 
models is for the Central and Eastern Sahel to become wetter, and the Western 
Sahel to become drier (Monerie et al., 2012; Biasutti, 2013). However, Biasutti 
 72 
(2011) shows that despite this overall spatial trend, some models give equally 
credible and significant projections in opposing directions. In particular, Biasutti 
(2013) highlights the question of why the models predicted a Sahel drought that was 
much weaker in magnitude and shifted further south in comparison to observations. 
This further brings into question the causes of disagreements between models, and 
requires further investigation into the mechanisms driving change in each model, 
such as those conducted by (Giannini, 2010; Skinner et al., 2012). Another general 
observation of the majority of CMIP5 models is for a negative trend in early season 
precipitation (June, July) in the Western Sahel, and a positive trend in late season 
precipitation (September, October) in the Central and Eastern Sahel. Compared to 
projections for the whole season, there is relatively strong agreement across the 
CMIP5 ensemble for this pattern of change (Biasutti, 2013). However, intriguingly, 
this pattern does not match the modelled 20th century trend of peak negative 
precipitation anomalies in August, a pattern largely supported by observations.  
 
The changing nature of extreme rainfall events is another developing area of 
research. Under a warming climate, it would be expected that precipitation intensity 
increases as a result of increased atmospheric water holding capacity (Giorgi et al., 
2011). Robust observations of changes in extreme rainfall are particularly difficult 
due to the very localised nature of rain during the West African monsoon, and the 
poor availability of observational data. However, in a recent study of extreme rainfall 
in an area covering Burkina Faso, northern Benin and southern Niger, Panthou et al. 
(2014) found an increasing trend of extreme rainfall since 2000, that coincides with 
the recovery from drought. They found both an increase in the fraction of annual 
rainfall coming from extreme rainfall days, and a general reduction in the number of 
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rainy days. Regional climate modelling studies (Vizy & Cook, 2012; Sylla et al., 
2015) also show trends of more intense, but fewer rainfall events in the 21st Century.  
 

 75 
3 The	 reliability	 of	 the	 CMIP5	 GCM	 ensemble	 for	 assessing	 the	
impacts	of	climate	change	on	biodiversity	
 
Target audience: Ecologists that use climate information to advise climate change 
adaptation measures in biodiversity conservation. 	
3.1 Introduction	
One of the main science-policy related issues that the new Intergovernmental 
Platform on Biodiversity and Ecosystem Services (IPBES) is likely to address is how 
to adapt current conservation strategies to the projected impact of climate change on 
biodiversity (Perrings et al., 2011). The global network of protected areas (henceforth 
PAs) has been shown to be an effective tool for the protection of biodiversity (Bruner 
et al., 2001), and is considered to be one of the principal tools for protecting 
biodiversity and implementing strategies to adapt to climate change (Mawdsley et al., 
2009). In this context, many studies have used climate change projections from 
General Circulation Models (GCMs) to forecast the impacts of climate change on 
species and ecosystems within PAs (e.g. Midgley et al. 2002; Velarde et al. 2005; 
Hole et al. 2009). Much attention has been devoted to the reliability of biodiversity 
projections based on the Bioclimatic Envelope Model (BEM) approach (e.g. Pearson 
& Dawson 2003; Hampe 2004; Trivedi et al. 2008; Wiens & Bachelet 2010), and 
sources of uncertainty in BEMs (Heikkinen et al., 2006; Buisson et al., 2010; Garcia 
et al., 2011), however, in contrast there has been relatively little attention paid to the 
question of how reliable GCM projections are in the locations that are most important 
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for the conservation of biodiversity. Here, we attempt to address this gap by 
evaluating the Coupled Model Inter-Comparison Project 5 (CMIP5) GCM ensemble 
specifically in relation to climate variables that are frequently used in BEMs.  
 
3.1.1 Use	of	GCMs	in	Ecological	Modelling	
The impact of climate change on protected areas is usually assessed by quantifying 
changes in the spatial distributions of the species or habitats that are found within 
such sites (Baker et al., 2015). Forecasting future potential distributions of species 
using BEMs relies on forming a statistical relationship between a species' current 
distribution and bioclimatic or geophysical variables. A frequently used set of 
bioclimatic variables, based on temperature and precipitation indices, is described in 
Hijmans et al. (2005). These variables are derived from time averaged monthly 
temperature and precipitation fields for the period 1950-1999, and have been shown 
to be biologically relevant variables in the prediction of a species' climatic niche 
(Hijmans & Graham, 2006). However, while correlative models show that a subset of 
these variables can have good statistical skill for predicting present day distributions 
(Ashcroft et al., 2011; Synes & Osborne, 2011; Barbet-Massin & Jetz, 2014), the 
causal effects underlying these relationships are rarely known. The selection of 
these variables is frequently justified because they are either direct or indirect 
determinants of physiological processes that limit the distributions of species (e.g. 
Bartlein et al., 1986; Prentice et al., 1992; Araújo et al., 2004; Doswald et al., 2009; 
Ackerley et al., 2011; Abiodun et al., 2012a,b; Achard et al., 2014). 
 
Potential vegetation models are also dependent on reliable GCM projections in order 
to infer the impacts of climate change on habitats and ecosystems, as opposed to 
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individual species. This approach assumes that a given vegetation type occurs within 
a climatically defined niche, usually defined using annual precipitation, or annual 
mean temperature. Using similar techniques to the BEM approach, if a change in 
climate causes a pre-defined threshold to be exceeded, it is assumed the “potential 
vegetation” in this location changes. In this case, potential vegetation is defined as 
the vegetation that would occur in a given location when the vegetation and climate 
are in equilibrium. Some examples of using climate thresholds to define potential 
vegetation include Holdridge Life Zones (Holdridge, 1967; Lugo et al., 1999), the 
Koppen classification (Koeppen, 1900; Kottek et al., 2006; Rubel & Kottek, 2010), 
and the BIOME model (Prentice et al., 1992), while other studies have used drought-
related climate indices to support the theory of different stable states in tropical 
ecosystems (Malhi et al., 2009; Good et al., 2011).  
 
3.1.2 Uncertainty	in	GCMs	
Given the extensive use of the above approaches in conservation planning, it is 
important to understand the main sources of uncertainty in projections relevant to 
protected areas. Buisson et al. (2010) examined uncertainty in projections of change 
in freshwater fish distributions in France, arising from some of the methodological 
decisions that are taken during the BEM process. This included choice of BEM, 
choice of climate model, greenhouse gas emissions scenario, and species sample 
points. Their conclusions showed that choice of BEM had the largest contribution 
towards uncertainty in the short-term, however, by the end of the century this was 
equalled by choice of climate model. Another study of African vertebrates Garcia et 
al. (2011), also highlights BEMs as the main source of uncertainty, with a secondary 
influence from GCMs.  
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In both of these studies the uncertainty arising from GCMs is quantified by analysing 
the variance of future projections of a limited set of climate indices, based on a 
reduced set of climate variables such as (in the case of Garcia et al. (2011)) annual 
precipitation; temperature of the warmest month; and temperature of the coldest 
month. However, it is important to note that using ensemble variance in future 
projections as a measure of uncertainty may ignore other key aspects of climate 
uncertainty that are inherent in the use of GCMs for impacts studies. Prediction skill 
and uncertainties in GCMs have been well documented in the climate modelling 
community (see for example Giorgi & Francisco (2000); Murphy et al. (2004)), and 
other disciplines of the climate impacts community (see for example Wood et al. 
(2004); Ines & Hansen (2006)). A more detailed assessment of the skill of variables 
most commonly used in biodiversity impacts is still lacking however, despite efforts 
to assess the skill of biodiversity models when driven by different climate variables 
(Synes & Osborne, 2011; Barbet-Massin & Jetz, 2014). The issues of using both 
climate observations and models in biodiversity impacts studies have recently been 
discussed by Baker et al. (2016b), who identified 3 key aspects that are commonly 
neglected: 
 
i. Uncertainty associated with historic weather and climate information 
ii. Selection of ensembles of simulated future climate conditions derived from 
General Circulation Models (GCM) 
iii. Uncertainty and assumptions associated with downscaling coarse resolution 
GCM simulations (100 to 300km2) to ecologically relevant spatial scales (< 
50km2) 
 79 
 
In many ecological applications, spatial downscaling (iii) and model bias correction 
are accounted for by applying a simple additive approach (Wilby et al., 2004; 
Klausmeyer & Shaw, 2009; Tabor & Williams, 2010), called the Change Factor 
Method (CFM), that relies on gridded observations of the present day climate at a 
higher spatial resolution than that of the input GCMs. Uncertainty in the climate 
observations (i) and its subsequent impact on conservation decisions has rarely 
been accounted for, although has been shown to be important (see Chapter 4 and 
Baker et al. (2016a)). The CFM involves adding (multiplying), in the case of 
temperature (precipitation), the absolute (relative) anomaly between a baseline and 
future climate from the climate model to a higher resolution observed climate dataset 
(Tabor & Williams, 2010). While such an approach provides apparent improvements 
in spatial resolution, it does not account for interactions between higher resolution 
features (such as terrain, vegetation heterogeneity, and coastlines) and large scale 
climatic changes.  
 
In using the projected change from GCMs, the CFM also ignores spatial and 
temporal variations in model biases (ii) that are potentially important for the species 
being studied. Christensen et al. (2008) showed that model biases are not linearly 
correlated with the magnitude of observed temperature and precipitation, meaning 
that time-varying bias corrections might be necessary. It might also be the case that 
some model biases are so severe that they should not be considered in the study. 
For example, if the minimum temperature of the coldest month is an important 
predictor of a species’ range, it should be important to know whether all GCMs in an 
ensemble are able to adequately simulate observed temperature seasonality and 
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inter-annual temperature variability within the study region. By only selecting reliable 
GCMs for a study (shown for example by McSweeney et al. (2012); Buontempo et al. 
(2014)), it may be possible to reduce the range of uncertainty in biodiversity 
projections. Therefore, in this chapter, we assess the suitability of using an ensemble 
of GCMs for biodiversity impacts studies by testing the ability of the GCM to 
reproduce inter-annual and intra-seasonal variability derived from historical 
observations of the climate. Given that many biodiversity impacts assessments 
consider the importance of their findings for conservation decisions, we particularly 
focus on GCM reliability in the global protected area network. 
3.1.3 Evaluating	GCM	Reliability	
The question of whether a GCM is ‘good’ or ‘bad’ depends largely on the question in 
hand, and which aspects of model behaviour are of interest (Räisänen, 2007). It is 
not strictly possible to verify numerical models of the earth system as ‘truth’ because 
of uncertain model parameters, scaling issues, and the inherent assumptions of an 
open system (Oreskes et al., 1994). However, the process of testing and comparing 
model results against observations, usually referred to as evaluation, can yield useful 
information to demonstrate that the model does not 1) violate our understanding of 
the system and 2) is consistent with available observational data, and it’s uncertainty 
(Knutti, 2008a). According to Boer (2000), a full evaluation of a GCM should include 
consideration of the morphology of climate (spatial variation and structure of means, 
variances, for example Giorgi & Mearns (2002); Tebaldi et al. (2005)); of budgets, 
balances and cycles (such as energy, momentum or carbon, for example Ballantyne 
et al. (2015)); and of climate processes (such as monsoon systems or convective 
processes, for example James et al. (2015)). In practice however, most evaluation 
studies, like this one, focus on issues related to morphology of climate. Using 
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observations to evaluate the reliability of GCMs also raises important questions, 
such as on the uncertainty involved in observations, whether a skilful representation 
of the past indicates skilful simulation of future change, and what objective statistical 
measures to use to assess model performance (Räisänen, 2007).   
 
While this study does not address the issue of observational uncertainty (this is 
directly addressed in Chapter 4), we analyse the morphology of climate for 
applications in the field of ecology, using statistical measures to highlight locations 
where climate models perform particularly poorly. As the CMIP5 multi-model 
ensemble of GCMs becomes more widely used to inform adaptation decisions in 
conservation science, it is vital to understand the limitations of such models. We will 
therefore particularly focus on issues of ensemble performance in relation to 
variables that are frequently used to quantify the impacts of climate change on the 
populations and ranges of species in protected ecosystems. 
3.1.4 Study	aims	
The specific aims of this study are to:  
i. Assess the reliability of the Fifth Coupled Model Inter-comparison Project 
(CMIP5) multi-model ensemble of GCMs to simulate observed bioclimatic 
variables for all global land areas, in order to advise the sub-selection of 
ensemble members.   
ii. Identify how many models agree with observations, and what types of errors 
occur across the global protected area network, as an indication of regions 
where uncertainty may be important for conservation decisions.  
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In this context, we define a GCM as reliable when the simulated historical climate is 
not significantly different from the observed historical climate.  Following Räisänen 
(2007), we argue that failure of this test implies lower confidence in the projection of 
change from that GCM, since it indicates either that: 
1) large biases exist in the simulated climate that indicate some processes are 
represented deficiently, or 
2)  specific biases exist in the present day climate that may have a direct impact 
on the projection of future change.  
Both of these cases are supported by evidence from previous studies. For example, 
Giorgi & Mearns (2002); Murphy et al. (2004) both assume a relationship between 
historical performance of models and projections of future change. An example of a 
specific bias that could affect future projections through a direct feedback is the 
location of the Inter-Tropical Convergence Zone (ITCZ). Mitchell et al. (1987) 
showed that biases in the location of the ITCZ in model simulations can lead to 
similar biases in the location of CO2-related precipitation increases.  
 
3.2 Materials	and	Methods	
3.2.1 Observed	climate		
We use the CRU TS3.1 dataset (Mitchell & Jones, 2005; Harris et al., 2014), a 0.5 
degree (ca. 50km at equator) resolution dataset of monthly climate observations for 
the period 1901 to 2011. The value for each grid cell is based on triangulated linear 
interpolation of quality-controlled observations from nearby weather stations. The 
closer the weather station is to a given grid cell, the greater it’s influence on the 
value of that cell. For a given grid cell, the number of stations that can contribute to 
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the observed value is defined by the correlation decay distance (CDD) that ranges 
from 1200km for temperature, to 450km for precipitation (New et al., 2000). For this 
study we use minimum monthly temperature, maximum monthly temperature and 
monthly total precipitation from the database, in order to match the requirements of 
the bioclimatic variables described later in section 3.2.3. We extract the period 1950-
1999 from the database, in order to correspond with historical climate simulations. 
 
3.2.2 Climate	model	data	
To quantify the largest possible range of uncertainty from the most recent climate 
models, we use the CMIP5 multi-model ensemble (Taylor et al., 2012b). This dataset 
of climate model projections from all the major modelling centres forms the basis of 
the Inter-Governmental Panel on Climate Change Fifth Report (henceforth IPCC 
AR5). From the CMIP5 archive, we extracted minimum and maximum monthly 
temperature, and mean precipitation rate for the period 1950-1999, to correspond 
with the bioclimatic variables described in section 3.2.3. At the time of access 
(17/05/2012), 23 models had data available for all 3 variables considered, the list of 
which is shown in Table 4. 
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Table 4 GCMs from the CMIP5 archive that were considered in this study, and their horizontal grid 
resolutions for the atmosphere (n=23). Minimum and maximum monthly temperature and monthly 
precipitation were downloaded for each GCM to calculate bioclimatic variables. All statistical tests 
were conducted at the native resolution of each GCM. Data accessed 17/05/2012. 
Model Latitude Longitude Model Latitude Longitude 
CCSM4 0.9424 1.25 INM-CM4 1.5 2 
CNRM-CM5 1.4008 1.40625 IPSL-CM5A-LR 1.8947 3.75 
CSIRO-Mk3.6.0 1.8653 1.875 IPSL-CM5A-MR 1.2676 2.5 
CanESM2 2.7906 2.8125 IPSL-CM5B-LR 1.8947 3.75 
FGOALS-g2 2.7906 2.8125 MIROC-ESM 2.7906 2.8125 
FGOALS-s2 1.659 2.8125 
MIROC-ESM-
CHEM 
2.7906 2.8125 
GFDL-CM3 2 2.5 MIROC5 1.4008 1.40625 
GFDL-ESM2G 2.0225 2 MPI-ESM-LR 1.8653 1.875 
GFDL-ESM2M 2.0225 2.5 MPI-ESM-P 1.8653 1.875 
HadCM3 2.5 3.75 MRI-CGCM3 1.12148 1.125 
HadGEM2-CC 1.25 1.875 NorESM1-M 1.8947 2.5 
HadGEM2-ES 1.25 1.875 
   
 
We decided to take the same approach to GCM bias correction as Tabor & Williams 
(2010) so that results would be most relevant to applications in ecological research. 
Each GCM was bias corrected using the 1950-1999 monthly mean values from the 
observed CRU dataset. In the case of minimum and maximum temperature 
variables, the absolute bias was added to the model values, and in the case of 
monthly precipitation, the percentage bias was multiplied by model values. Bias 
correction and each statistical test detailed below were carried out at the spatial 
resolution of each GCM in order to ensure that results are valid for the spatial 
resolution of each individual GCM. Results of these statistical tests were 
subsequently resampled, using the nearest neighbour method, to the resolution of 
the CRU dataset in order to aid inter-comparison between models. This approach 
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ensured that the results of the assessment were not influenced by spatially 
disaggregating the native resolution of each model. 
 
3.2.3 Bioclimatic	variables	
For CRU observation dataset and all available GCMs, we calculate all 19 bioclimatic 
variables suggested by Hijmans et al. (2005). These bioclimatic variables are 
commonly used for a wide variety of biodiversity impacts studies, as they are 
considered to be suitable for the identification of bioclimatic niches (Hijmans & 
Graham, 2006). Each bioclimatic variable was calculated for both the observed 
climate (CRU_TS3.1), and each GCM in the CMIP5 ensemble. Table 5 gives a full 
description of each variable and how they were calculated. 
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Table 5 The bioclimatic variables considered in this study, and whether they were assessed according 
to inter-annual variability of an annual metric or seasonal variability of a monthly metric averaged over 
the 1950-1999 period. The second column shows the bioclimatic variable name following Hijmans et 
al (2005). tasmin = minimum daily temperature; tasmax = maximum daily temperature. 
ID Bioclimatic 
variable 
Inter-annual 
variability 
Seasonal cycle Seasonal Minima 
or Maxima 
MAT Mean annual 
temperature 
Mean annual 
temperature 
n/a n/a 
MDR Mean diurnal range Annual mean of 
monthly (tasmax – 
tasmin) 
Monthly 
temperature range 
(tasmax – tasmin) 
n/a 
Ist Isothermality (Mean diurnal range / 
Temperature annual 
range) * 100 
Monthly 
temperature range 
(tasmax – tasmin) 
Month of largest 
temperature range 
TS Temperature 
seasonality  
Standard deviation * 
100 
Monthly mean 
temperature 
n/a 
MxTWmM Max temperature of 
warmest month 
Maximum monthly 
temperature 
Monthly mean 
temperature 
Warmest month 
MnTCM Min temperature of 
coldest month 
Minimum monthly 
temperature 
Monthly mean 
temperature 
Coldest month 
TAR Temperature annual 
range 
Max temp of warmest 
month – min temp of 
coldest month 
n/a n/a 
MTWtQ Mean temperature 
of wettest quarter 
Mean temperature of 
wettest quarter 
Monthly mean 
temperature 
Wettest month 
MTDQ Mean temperature 
of driest quarter 
Mean temperature of 
driest quarter 
Monthly mean 
temperature 
Driest month 
MTWmQ Mean temperature 
of warmest quarter 
Mean temperature of 
warmest quarter 
Monthly mean 
temperature 
n/a 
MTCQ Mean temperature 
of coldest quarter 
Mean temperature of 
coldest quarter 
Monthly mean 
temperature 
n/a 
TAP Total annual 
precipitation 
Total annual 
precipitation 
n/a n/a 
PWtM Precipitation of 
wettest month 
Maximum monthly 
precipitation rate 
Mean monthly 
precipitation rate 
Wettest month 
PDM Precipitation of 
driest month 
Minimum monthly 
precipitation rate 
Mean monthly 
precipitation rate 
Driest month 
PS Precipitation 
Seasonality 
Coefficient of 
variation of monthly 
precipitation 
Mean monthly 
precipitation rate 
n/a 
PWtQ Precipitation of 
Wettest Quarter 
Maximum quarterly 
precipitation rate 
n/a n/a 
PDQ Precipitation of 
Driest Quarter 
Minimum quarterly 
precipitation rate 
n/a n/a 
PWmQ Precipitation of 
Warmest Quarter 
Precipitation rate in 
warmest month 
Mean monthly 
precipitation rate 
Warmest month 
PCQ Precipitation of 
Coldest Quarter 
Precipitation rate in 
coldest month 
Mean monthly 
precipitation rate 
Coldest month 
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3.2.4 Methods	for	testing	reliability	of	GCMs	
We identified a number of tests to apply to each GCM in order to quantify the 
reliability of the CMIP5 ensemble for modelling the above bioclimatic variables. In 
conducting these tests, it is important to note that the scope of GCMs is not to 
precisely reproduce observed values for all climate variables. Rather, the scope of 
GCMs is to represent global and regional scale oceanic and atmospheric circulation 
patterns. However, if the projections from GCMs are to be used to make ensemble 
projections on the future extent of biodiversity, we argue that a minimum acceptance 
criterion for a reliable GCM is the ability to reproduce observed inter-annual 
variability and key elements of the seasonal cycle. All of these tests are conducted at 
the native spatial resolution of each GCM, by aggregating the CRU observations to 
the same spatial resolution. The results of each test were subsequently 
disaggregated, using the nearest neighbour approach, to a common 0.5° resolution 
(~50km at equator) for visualisation. These statistical tests can be summarized as 
follows: 
3.2.4.1 Inter-annual	variability	
Models were assessed for their ability to reproduce the inter-annual variability of 
observed values for each variable. For a given location and variable, we evaluated 
whether there was a significant difference in the inter-annual variability of each GCM 
compared to the observations, using the non-parametric Kolmogorov-Smirnov (KS) 
test (R Core Development Team, 2016). The KS test compares cumulative 
distribution functions (CDFs) of two non-parametric samples, with the test statistic 
equal to the maximum difference in value. In this case, the null hypothesis is that the 
inter-annual variability of each GCM for a given variable is the same as that of the 
observed climate. We reject the null hypothesis (i.e. the two samples are significantly 
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different) when the probability (p) of obtaining a test statistic at least as extreme as 
the one observed is less than 0.05, which equates to a 95% confidence level. 
 
We applied this test to every available GCM for each of the variables identified in 
Table 5. For a given GCM at a given location, when the null hypothesis is rejected, a 
0 is recorded otherwise a 1 is recorded. These values were summed together, 
resulting in a map of ensemble agreement for each variable (Figure 13). This 
information was further summarized using a k-means cluster analysis to identify 
groups of protected area grid cells with similar results for each bioclimatic variable 
(Figure 16). Results were aggregated by continent (ESRI, 2006) for land areas with a 
protection status of IV or higher (Figure 12), and the median number of reliable 
models for each continent and variable combination is shown.  
3.2.4.2 Seasonal	cycles	
We evaluated the ability of a GCM to reproduce the seasonal cycle of observations 
by quantifying the goodness-of-fit of the seasonal cycle of each GCM compared to 
the observed seasonal cycle by CRU_TS. The average seasonal cycle was 
calculated for each GCM in the ensemble for the period 1950-1999. The same was 
done for the CRU dataset at the spatial resolution of each GCM. The seasonal 
cycles were then standardized by subtracting the long-term annual mean (for the 
period 1950-1999) from each monthly value. This produced a seasonal cycle centred 
about 0 for each variable, but preserving the magnitude and amplitude of seasonal 
variation of each GCM. The seasonal cycle was then analysed for monthly mean 
temperature, monthly precipitation and monthly temperature range (see Table 5).  
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The goodness-of-fit of each GCM to the CRU dataset was quantified using Wilmott’s 
Index of Agreement (d; Willmott, 1981). This is a standardized measure of model 
agreement, varying between 0 (no agreement) and 1 (perfect agreement). The value 
of d was calculated for each GCM, relative to the CRU dataset, and the subsequent 
distribution of d for the whole ensemble was summarized using the ensemble 
median value (Figure 14). Additionally, results for the lower 10th percentile and upper 
90th percentile for the ensemble can be found for each variable in the Appendix 
(Figure 51, Figure 52 and Figure 53). 
3.2.4.3 Seasonal	minima	and	maxima	
Finally, we evaluated the ability of a given GCM to reproduce the timing of observed 
seasonal minima and maxima of key variables. The timing of seasonal minima and 
maxima is a key element of some bioclimatic variables frequently used in BEMs. Out 
of 19 bioclimatic variables, 12 have a direct dependency on the month or quarter in 
which temperature or precipitation reach an annual minimum or maximum. For 
ecological applications, the reliability of GCMs to simulate seasonal timing, and its 
response to change, is important because studies have shown that plant and animal 
species are sensitive to changes in seasonal cues (e.g. Thackeray et al., 2010, 
2016). In order to have confidence in projections of future changes in phenology it is 
therefore important that we understand the ability of GCMs to reproduce observed 
key elements of seasonal climate.  
 
We quantified the deviation in month of minimum precipitation, maximum 
precipitation, minimum temperature and maximum temperature for each GCM in the 
ensemble, compared to the observed month from the CRU dataset. Where ties 
occurred, the month closest to the beginning of the year was selected. The 
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difference between each GCM and the CRU dataset was recorded in months, 
ranging from -5 months to +6 months. In order to summarize the results across the 
ensemble, we plot the ensemble median month (Figure 15), although additionally 
results for the ensemble 10th and 90th percentiles can be found in the Appendix 
(Figure 54, Figure 55, Figure 56 and Figure 57). 
 
3.2.5 Protected	Areas		
In this study we used all protected areas (n=152,094) from the World Database of 
Protected Areas (IUCN & UNEP-WCMC, 2012). We calculated the percentage 
coverage of protected areas within a 0.5° grid cell, using the rasterize function in the 
raster package of the R statistical software (Hijmans & van Etten, 2012). We exclude 
from the analysis grid cells with less than 1% protected area coverage, and identify 
the highest IUCN protection category for each grid cell (Figure 12). In doing this, we 
assume that the climate for all protected areas within a given grid cell is the same. 
While sub-grid heterogeneity in micro-climate and other environmental factors will 
result in very different habitats within a given grid cell, higher spatial and temporal 
resolution observational datasets are not available at the global scale.  
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Figure 12 All protected areas that cover 1% or more of each 0.5 degree square CRU grid cell. Cells 
are classified according to the highest protection category that occurs within the grid cell.  
 
3.3 Results	
3.3.1 Global	scale	
In the following description of results, the term ‘reliability’ relates to whether or not 
there was a significant difference, at the 95% confidence level, between each GCM 
and the CRU observations for the inter-annual variability of a bioclimatic variable. We 
define low reliability of the ensemble when 7 or fewer models agree with the 
observations, moderate reliability when 8-15 models agree, and high reliability when 
16 or more models agree with observations. 
 
Figure 13 shows that GCM ensemble reliability is the highest for temperature based 
variables. There is remarkably high reliability in the GCM ensemble for inter-annual 
variability of mean annual temperature (MAT), mean temperature of the warmest 
quarter (MTWmQ), and mean temperature of the coldest quarter (MTCQ) in Europe, 
North America, most of Asia and Australasia. For MAT, fewer models (12-20 models) 
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agree with CRU in coastal Angola and Namibia, Eastern Sahel, Northern Amazon, 
Northern India and the Himalayas, however, even in these areas the majority of 
GCMs are found to be reliable. While MTCQ shows even higher reliability than MAT, 
MTWmQ shows slightly lower reliability especially in Vietnam, Laos and Myanmar. 
 
For the maximum temperature of the warmest month (MxTWM) and the minimum 
temperature of the coldest month (MnTCM), model reliability is again highest in 
North America, Europe, Asia and Australasia. However, elsewhere, different patterns 
emerge. In Brazil and South East Asia, roughly 50% of models are found to not be 
reliable for MxTWM, although high reliability is found for MnTCM in the same areas. 
In contrast, only 50% of models are found to be reliable in the Congo Basin and the 
Himalayas for both MxTWM and MnTCM. The temperature annual range (TAR = 
MxTWM – MnTCM) variable effectively combines these errors to show low to 
moderate model reliability for Africa in the Congo Basin and coastal Angola, tropical 
South East Asia, and parts of tropical South America. 
 
The least reliable temperature variable was found to be mean diurnal range (MDR), 
which is calculated as the mean difference between the monthly maximum 
temperature and the monthly minimum temperature. For MDR, very low ensemble 
reliability was found in large patches of South America in Eastern Brazil, and parts of 
the Amazon; in Africa in the Congo basin and parts of north Africa; and in South East 
Asia on New Guinea Island. In contrast, isothermality (defined as MDR divided by 
TAR) shows high reliability almost everywhere in the world, with the exception of 
small parts of coastal Angola and New Guinea Island.  
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Figure 13 Number of models for each variable where the inter-annual variability is not significantly different from the CRU observations (95% confidence 
interval). Darker colours show lower numbers of GCMs that agree with observations on inter-annual variability for that variable. 
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The spatial pattern of ensemble reliability is very similar for annual precipitation (AP), 
precipitation seasonality (PS), precipitation of the wettest month (PWtM) and 
precipitation of the wettest quarter (PWtQ), indicating that they strongly covary. The 
ensemble inter-annual variability of these precipitation variables in Europe, North 
America, most of Asia, and sub-Saharan Africa is highly reliable, although low 
reliability is found in the Sahara Desert, Saudi peninsula, Greenland and the Tibetan 
plateau. Notably, these are areas that either have very low precipitation rates or a 
low density of observation stations(see figure 2 in New et al. (2002)). Other notable 
locations for low or moderate precipitation reliability are India and Pakistan where 
reliability in PS is low to moderate, and southern Australia where reliability is low for 
PWtM and PWtQ. In contrast, precipitation of the driest month (PDM) or driest 
quarter (PDQ) show a lot more spatial variability, and a lot lower reliability for large 
parts of the world. Low reliability (<4 reliable models) is found in large parts of 
Eastern and Southern Asia, North Western Australia, savannah regions of Africa, 
central Brazil, northern Canada and Greenland. Reliability in PDM and PDQ is still 
high in Eastern North America and Europe, extending to the Ural Mountains.  
 
Some of the most interesting patterns of GCM ensemble reliability are found for 
variables that have a high dependence on seasonality of precipitation, in 
combination with seasonality of temperature. The precipitation of the warmest 
quarter (PWmQ) shows high ensemble reliability for most of world, with low reliability 
confined to North Africa, the Middle East, the Tibetan Plateau and Greenland, similar 
to AP. In contrast, the precipitation of the coldest quarter (PCQ) is globally much less 
reliable, with low ensemble reliability for almost all of Africa, central and Eastern 
Asia, Brazil and Australia. Finally, mean temperature of both the wettest (MTWtQ) 
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and driest quarter (MTDQ) show broadly similar patterns of low reliability for large 
parts of temperate and sub-tropical areas, especially in Europe, North America and 
central Asia. 
 
The results in Figure 14 show that the ensemble median goodness-of-fit (GOF) 
between models and observations for mean monthly temperature is high for most of 
the world. This indicates that the month-to-month variation in mean monthly 
temperature for each GCM follows very closely the CRU observations. The locations 
where lower GOF is found are exclusively in the tropics, in the Amazon basin, Congo 
basin and insular South East Asia. Mean monthly temperature range has a generally 
lower GOF for more parts of the world, with central Africa, Greenland, Southern 
USA, coastal South America and China showing particularly low ensemble median 
GOF. For total monthly precipitation, areas of low GOF are mostly over arid or semi-
arid areas, although low GOF between models and observations is found in central 
Europe. The Sahara Desert and North Africa, Central and Eastern Europe, the Saudi 
peninsula and Southern Australia are also areas of particularly low GOF for monthly 
precipitation. 
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Figure 14 Index of agreement (d) in the seasonal cycles of mean monthly temperature, monthly 
precipitation, and mean monthly temperature range. For each map, the ensemble median d values 
are shown. The ensemble 10th and 90th percentile d values are mapped for each variable in the 
appendix (see Figure 51, Figure 52 and Figure 53). 
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GCMs appear to simulate well the months of minimum and maximum temperature, 
however, tropical and sub-tropical areas have the largest mis-matches (Figure 15). 
These occur most notably in Central Africa and Brazil, where GCMs miss the month 
of maximum temperature by up to 6 months. For precipitation, GCMs miss monthly 
minima or maxima much more frequently. In northern and Eastern Russia and 
Eastern North America, the ensemble median shows that the first month of minimum 
precipitation occurs 1 to 3 months too early. In contrast, in Central and Eastern 
Europe, North East Africa and India, the ensemble median simulates this minimum 
up to 6 months too late. A similar spatial pattern is found for the month of maximum 
precipitation, but with notable differences in the horn of Africa and South Western 
Australia, where GCMs miss the observed month of maximum precipitation by 
between 3 and 6 months.  
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Figure 15 Difference in seasonal minima and maxima for temperature and precipitation between all GCMs compared to the CRU dataset, shown in months. 
Negative values (pink) denote locations where seasonal minima or maxima occur in GCMs earlier than observed, and positive values (green), denote 
locations where minima or maxima occur later than observed. Values represent the ensemble median difference 
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3.3.2 Protected	Area	scale	
It is relevant to present the results of GCM reliability analyses in the context of the 
locations and scale at which GCM ensembles are frequently used. Further 
consideration of the appropriate scale at which this should be done is discussed in 
section 3.4. Here, we choose to visualise the results of this analysis on a common 
0.5° resolution grid although all the statistical tests were conducted at the native 
spatial resolution of each GCM. The reason for doing this is to aid visual 
interpretation of the results for use in conservation planning and future biodiversity 
impacts studies. The results for ensemble reliability of each bioclimatic variable 
(Figure 13) were summarised for all locations that have 1% or more protected area 
coverage within a 0.5° grid cell, using a k-means cluster analysis technique. Figure 
16a shows the categories that all protected area grid cells have been allocated to, 
based on the number of reliable GCMs for each variable. Figure 16b shows the 
median number of reliable GCMs for each bioclimatic variable for each category, and 
Figure 17 shows the fraction of grid cells in a cluster that were found to be reliable by 
GCM and bioclimatic variable.  	
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Figure 16 Typology of protected areas according to 5 clusters. Colours on the map (a) represent 
unique clusters of protected areas that have similar patterns of GCM reliability for each bioclimatic 
variable. Each coloured line in plot (b) shows, for each variable, the median number of GCMs in the 
ensemble that reliably reproduce the inter-annual variability of the observed climate for protected 
areas in that cluster. 
 
(a) 
(b) 
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Figure 17 The spatial fraction of a cluster that was found to be reliable, by GCM and bioclimatic 
variable. Cluster numbers refer to Figure 16, and n refers to the number of 0.5° grid cells that occur 
within the cluster.  
 
The results show that most of North America, Eurasia, and Southern Hemisphere 
temperate locations have remarkably high reliability for almost all variables (cluster 
6, shown in yellow in Figure 16). In these locations, moderate reliability is only found 
for mean temperature at both extremes of the seasonal hydrology (MTWtQ and 
MTDQ). All models are found to be equally unreliable for these two variables in 
cluster 6. Cluster 5 (in orange) occurs mostly in tropical areas, and is characterised 
by moderate to high model reliability for most temperature variables, although GCM 
reliability drops for seasonal precipitation variables (PDM, PDQ and PCQ). Figure 17 
shows that there is also considerable variation between models for these variables, 
with some models showing very low reliability (e.g. MPI-ESM-P and IPSL-CM5A-
LR), and others showing high reliability (e.g. MIROC5 and inmcm4). Red areas 
(cluster 1) in Figure 16, generally found in drier biomes, follow a similar pattern to 
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cluster 5 of high reliability for temperature and some precipitation variables, but in 
these locations, all GCMs have very low reliability for PDM, PDQ and PCQ. Blue 
areas (cluster 2) in Figure 16 also have low GCM reliability for the same seasonal 
precipitation variables, but low reliability is additionally found for mean temperature 
of the driest and wettest quarters (MTDQ and MTWtQ; Figure 17). In contrast, 
cluster 3, occurring mostly in arid or ice covered biomes, shows very low reliability 
for any precipitation variables. Finally, cluster 4, which occurs only in humid tropical 
forest biomes, shows moderate to high reliability for most temperature and 
precipitation based variables, except for mean diurnal temperature range (MDR) 
which has very low reliability for all models. 
 
3.4 Discussion	
These results provide guidance on which bioclimatic variables and which GCMs from 
the CMIP5 ensemble are appropriate to use for applications in ecological research in 
different regions of the world. We show that the CMIP5 ensemble captures the 
observed inter-annual variability for most temperature-related variables for most 
parts of the world. Model reliability for precipitation, however, for many locations, 
models and bioclimatic variables, is much lower and more complex. The locations 
with the lowest reliability were generally arid or semi-arid areas, or places with a low 
observation station count (following comparison with Figure 18). In arid desert 
regions, the reliability of simulations of inter-annual precipitation variability would be 
expected to be low simply because rainfall is very infrequent in these regions, and 
because there tends to be a low density of weather stations in these regions. Also, 
the reliability of models to simulate the precipitation of the driest (and coldest) month 
or quarter (PDM, PDQ, PCQ) was especially concerning (see Figure 17) for every 
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location except North America, Europe, Western Asia, Southeast China, Japan, and 
the temperate southern hemisphere (cluster 6). 
 
Figure 18 Distribution of stations for which mean precipitation was available for the period 1961-1990, 
for use in CRU observations. Source: (New et al., 2002)  
 
Tropical locations with a strong precipitation seasonality were found to be 
moderately reliable for PDM, PDQ and PCQ (clusters 4 and 5 in Figure 16), perhaps 
because of high predictability of large scale seasonal monsoon dynamics. For these 
bioclimatic variables, model reliability differed considerably between models (Figure 
17). The CMIP5 GCMs were found to be most reliable for simulating inter-annual 
variability in Eurasia, North America and southern hemisphere temperate biomes, as 
shown by cluster 6 (Figure 16). This may be due to better historical climate 
observations in these regions, leading to better understanding of the climate system, 
and therefore more reliable models in these regions. Equally we this result may also 
be due to better quality climate observations allowing more accurate evaluation 
leading to improvements to individual GCMs (Knutti, 2008b). 
 
New et al.: High-resolution climate data set
2.2. Quality control
Data from the WMO collection were subjected to a
fairly comprehensive series of quality control (QC)
checks by the National Climatic Data Centre (NCDC
1997). Data obtained directly from NMAs were
assumed to have been quality-checked at source.
Nonetheless, all data were subjected to a 2-stage QC
process. In the first stage, prior to interpolation, a stan-
dard series of automated tests were performed on indi-
vidual station normals. These tests were similar to
those used by the NCDC during the collation of the
WMO 1961 to 1990 climatological normals, namely:
(1) internal consistency checks, e.g. ensuring that the
monthly means follow a consistent seasonal cycle and
that predefined absolute limits are not exceeded; and
(2) between-variable consistency tests, e.g. ensuring
that monthly minimum, mean and maximum tempera-
tures are consistent and that months with zero precipi-
tation have zero wet-days.
The second stage of QC occurred during the interpo-
lation of station data, where the interpolation diagnos-
tics enabled identification of station-months that had
large residuals (see Section 3.2), and were potentially
in error. As a general rule, data that failed these QC
tests were removed from the interpolation. In some
cases, however, the data could be compared and re-
placed with normals calculated from the CRU monthly
station time-series described above.
2.3. Variables
The number of stations for each variable varies
markedly (Figs. 1 to 9). Precipitation and temperature
are the most widely available, followed by diurnal tem-
perature range (simply the difference between mean
maximum and minimum temperature). Windspeed is
the least widely reported variable with just over
3950 stations globally (Fig. 1), while precipitation has
3
Fig. 1. Distribution of
stations for which mean
wind speed was available
Fig. 2. Distribution of
stations for which mean
precipitation was available
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Many studies that use bioclimatic variables make the choice of which variables to 
use without consideration of GCM reliability. While we are not aware of any articles 
that specifically evaluate bioclimatic variables for ecological research, existing work 
in this area has focussed on the sub-selection of bioclimatic variables. This has been 
shown to be an important source of uncertainty in BEMs, because climate variables 
can be correlated (Synes & Osborne, 2011; Braunisch et al., 2013), and may not 
necessarily have a direct mechanistic link to the range limits of a species. 
Temperature annual range (TAR), minimum (maximum) temperature of the coldest 
(warmest) month (MnTCM, MxTWmM), and indicators of seasonal moisture 
availability (such as precipitation of the driest or wettest quarter; PDQ, PWtQ) are 
frequently used because they represent climatic extremes and are believed to be 
relevant to well-established mechanisms that affect species’ ranges (e.g. Huntley et 
al., 2006; Tapiador et al., 2012; Bagchi et al., 2013; Febbraro et al., 2016; Vale et al., 
2016). In this study we have shown that GCMs cannot be assumed to be equally 
reliable, with considerable between-model variation in reliability (see for example 
MxTWmM, MnTCM and TAR for cluster 4 in Figure 17).	 These results may go some 
way towards explaining why using different variables in BEMs leads to greater 
uncertainty in projections, and may assist in sub-selecting bioclimatic variables for 
BEMs in the future. 	
Another consideration when using climate data in BEMs is the spatial scale that is 
appropriate to use. GCM data are frequently disaggregated to spatial resolutions 
much higher than 0.5° using high spatial resolution observations and the change 
factor from the GCM (Hijmans et al., 2005; Tabor & Williams, 2010; Franklin et al., 
2013). The most appropriate scale at which to analyse the impacts of climate change 
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on biodiversity is still open to question (Willis & Whittaker, 2002; Wiens & Bachelet, 
2010). From a climate perspective, it is alarming to see the scales at which GCM 
output is disaggregated for use in BEMs because, despite the apparently higher 
spatial resolution achieved from the Change Factor Method, the ability of GCMs to 
simulate inter-annual variability, and by implication future change, is still influenced 
by the spatial resolution of the model (Giorgi, 2002). In particular, the inter-annual 
variability of precipitation has been shown to be strongly sensitive to spatial scale, 
much more so than temperature (Giorgi, 2002).  
 
While the scope of this paper was to evaluate the reliability of GCMs for applications 
in ecology, it should be noted that many climate studies have also analysed much 
more detailed aspects of GCM or Regional Climate Model (RCM) reliability for most 
regions of the world. For Africa, Nikulin et al. (2012) showed that while the large 
scale features of climate, such as seasonal monsoons, are generally well simulated, 
some important local biases still exist in models. For example, the northerly and 
southerly extent of the inter-tropical convergence zone (ITCZ) is one uncertain 
feature of models, that partly explains the low reliability found in seasonal cycle and 
timing of temperature and precipitation minima and maxima in the Sahel and 
Southern Africa in this study (Figure 14 and Figure 15). However, a more detailed 
study into CMIP5 model reliability for Africa Rowell et al. (2016) found that 
uncertainty in ensemble projections does not reduce substantially when less reliable 
models are removed. This means that a more detailed understanding of climate 
processes and mechanisms of change is needed before ensemble uncertainty can 
really be reduced in Africa. 
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South Asia is another region where low reliability as found for precipitation-based 
bioclimatic variables, as shown by cluster 2 (Figure 16 and Figure 17). Additionally, 
we found that the month of minimum precipitation was up to 3 months after that 
observed (ensemble median; Figure 15). The South Asian monsoon is another 
region where considerable research effort has been focused in climate science (e.g. 
Wang & Ding, 2006; Bian & Wen-Ting, 2015; Guo et al., 2015; Li et al., 2015). While 
improvements have been made to the inter-annual variability of the monsoon in 
recent years, linked to better simulation of the teleconnection between the Indian 
Ocean and Western Pacific, deficiencies in the magnitude and southward shift of 
rainfall still persist (Song & Zhou, 2014). It is also suggested that the reliability of 
change projections is higher during the monsoon period (Freychet et al., 2015) which 
would support our findings of greater confidence in precipitation of the wettest month 
(PWtM) compared to precipitation of the driest month (PDM). In other locations, 
more detailed studies of CMIP5 precipitation reliability in South America (Joetzjer et 
al., 2013; Jones & Carvalho, 2013), and in Europe and North America Mehran et al. 
(2014) largely support the findings of this study. 
 
These results raise challenges for ecologists conducting biodiversity impacts studies 
using the CMIP5 archive. As more studies attempt to understand the response of 
species’ populations to future climate variability (Huntley et al., 2010; Bellard et al., 
2012), we have shown that the CMIP5 ensemble in general agrees well with 
observations of bioclimatic variables for most parts of the world. However, bioclimatic 
variables with a seasonal component, especially those related to seasonal 
precipitation, are less reliable in particular for parts of Africa, South America, and 
most of Asia. This may have important implications for modelling range shifts or 
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population dynamics for species dependent on seasonal extremes of rainfall. Given 
that many species are either range restricted or vulnerable to climate change in 
these areas (Foden et al., 2008), we suggest that care is taken to sub-select GCMs 
from the CMIP5 ensemble that are reliable for both the region and bioclimatic 
variables of interest.  
 
When considering estimates of uncertainty from GCMs in species or ecosystem 
range projections, a common approach is to use the spread of projected changes 
from an ensemble of GCMs (Thuiller, 2004; Buisson et al., 2010; Garcia et al., 2011). 
While this paper doesn’t explore uncertainty in future projections from GCMs, an 
assessment of model reliability during the historical period might be used to reduce 
the amount of uncertainty in future projections. For example, methods have been 
developed to eliminate unsuitable GCMs from an ensemble, and identify subsets that 
represent the full range of uncertainty in future projections for regional downscaling 
applications (McSweeney et al., 2012; Buontempo et al., 2014). The results from 
those studies and the present study could also be used to provide better-constrained 
climate change projections for use in biodiversity impacts models. 
 
3.5 Conclusions	
This is the first time a large climate ensemble has been analysed using the variables 
that are most frequently employed in biodiversity impacts studies. The results 
suggest that greater attention should be given towards the reliability of GCMs used, 
especially in areas highlighted as having low ensemble agreement. We propose that 
verification of models during the historical period is necessary prior to using them in 
impacts models, especially when quantifying uncertainty in biodiversity projections. 
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4 Observational	 uncertainty	 and	 impact	 on	 biodiversity	
projections		
An edited version of this chapter is published in Global Change Biology as: 
 
Baker, D. J., A. J. Hartley, S. H. M. Butchart, and S. G. Willis (2016), Choice of 
baseline climate data impacts projected species’ responses to climate change., 
Glob. Chang. Biol., doi:10.1111/gcb.13273. 
 
Target audience: Ecologists that use climate information to advise climate change 
adaptation measures in biodiversity conservation. 
 
4.1 Introduction	
The effects of climate change on the distribution and abundance of species are 
already being observed (Chen et al., 2011; VanDerWal et al., 2013), with increasing 
evidence of long-term climate trends driving changes in populations across a range 
of ecological systems (Cahill et al., 2013). Climate change, along with changes in 
patterns of land use, is likely to be a major driver of biodiversity loss over the coming 
centuries. Species with narrow climate tolerances and low capacity to adapt to novel 
conditions are likely to be particularly affected (Foden et al., 2013). Consequently, a 
major conservation priority is to develop an understanding of how populations are 
affected by climate variability and long-term change (Ockendon et al., 2014; Pearce-
Higgins et al., 2015), and to develop modelling frameworks to predict potential 
climate change impacts on biodiversity in order to inform conservation management 
(e.g. Kearney & Porter, 2009; Dullinger et al., 2012; Foden et al., 2013).  
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The dominant methodological approach used to assess potential climate change 
impacts to species has been the development of statistical models that aim to 
describe a species’ relationship (in terms of, for example, distribution or abundance) 
to climate (Pacifici et al., 2015). These correlative species distribution models 
(SDMs) can be used in conjunction with simulated future climate data to project likely 
responses to climate change (Elith & Leathwick, 2009). Correlative models are 
based on the simplifying assumption that a species’ climatic niche can be fully 
described by modelling its contemporary distribution. This assumption has drawn 
criticism because it excludes other ecological and anthropogenic factors that shape a 
species’ distribution (Guisan & Thuiller, 2005). As a consequence other approaches 
have been developed that attempt to incorporate demographic process (Dullinger et 
al., 2012) and species-specific traits (Foden et al. 2013) into assessments of future 
climate change impacts on species.  
 
When evaluated, uncertainty in projected species responses to climate change (e.g. 
range shifts, changes in abundance) tend to be high, with the dominant sources of 
uncertainty including variability among future climate projections, modelling 
methodologies, choice of climate predictor variables and the underlying biodiversity 
data (Dormann et al., 2008; Buisson et al., 2010; Synes & Osborne 2011; Cheaib et 
al., 2012; Bagchi et al., 2013). Most studies quantify uncertainty from choices made 
during the modelling processes by, for example, using future climate projections 
derived from several different general circulation models (GCM) and using multiple 
SDM techniques (Araújo et al., 2011; Garcia et al., 2012). The range of responses 
that might result from different future greenhouse gas emissions scenarios is 
frequently assessed using data from GCMs run under multiple scenarios. These 
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projection ensembles can then be used to estimate the likely range of species or 
community responses to climate change across the range of known uncertainty 
(Araújo & New, 2007; Bagchi et al., 2013; Baker et al., 2015). However, much 
methodological and data uncertainty remains unaccounted for in such model 
ensembles, including biological effects (Willis et al., 2015), and the influence of this 
uncertainty on projections of species’ responses to climate change and the 
effectiveness of conservation planning is itself uncertain (Carvalho et al., 2011; 
Kujala et al., 2013). 
  
Historic gridded climate data, often referred to as ‘observational’ data, are central to 
many ecological studies, for example, to assess the importance of climate variability 
on population dynamics (e.g. Gregory et al., 2009) or for building models to project 
future impacts (e.g. Bagchi et al., 2013). Historic gridded climate data are also often 
central to the process of downscaling coarse resolution climate simulations from 
GCMs (typically available at 100km to 300km resolution) to scales of ecological 
relevance (typically 50km resolution or finer). The simplest, and most frequently 
used, downscaling approaches (e.g. statistical downscaling and the change factor 
method, CFM) apply change in a given variable (e.g. temperature or precipitation), 
simulated by the GCM, to a finer resolution baseline climate (Wilby & Wigley, 1997; 
Tabor & Williams, 2010). This results in climate data with a higher spatial resolution 
than the GCM, although the underlying simulation of climate change is influenced 
only by coarse-scale output from the GCM. Thus, local scale (i.e. sub-GCM grid cell 
resolution) climatic characteristics are entirely dependent upon the baseline 
climatology used in the downscaling. If uncertainty in the baseline climatology is 
high, this can lead to erroneous realisations of the climatic landscape, which could, 
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in turn, affect assessments of climate change impact on species. Few studies have 
even noted the potential importance associated with uncertainty among baseline 
climate datasets (Parra & Monahan, 2008; Roubicek et al., 2010; Watling et al., 
2014) and no studies have yet incorporated this source of uncertainty into a regional 
climate change impact assessment (although, Baker et al. (2015) used multiple 
modelled baselines simulated in a regional climate model). 
  
The most commonly used baseline climate data are derived from observation 
records, usually in a gridded format that represent area-based averages across grid 
cells, with the spatial extent of cells typically between 1km2 and 2500km2 (Hijmans et 
al., 2005; Haylock et al., 2008). Both ground-based and satellite observation data are 
used to construct these climate baselines, though ground-based observations 
provide the only source for long-running (pre-1970s) reconstructions. Converting 
these observations into a coherent gridded climate product requires considerable 
data processing (Haylock et al., 2008; Hofstra et al., 2009; Isotta et al., 2014). 
Uncertainty in ground-based observations may arise from differences in the density 
of observation stations, interpolation methodology, or simple recording errors 
(Efthymiadis et al., 2006; Hofstra et al., 2010). For satellite-derived observations of 
the climate, uncertainties may be introduced when converting the retrieved 
electromagnetic signal to a physical parameter (e.g. precipitation) or by atmospheric 
factors that affect the signal retrieved by the satellite (Tapiador et al., 2012). The 
methodological choices and assumptions made during the downscaling process, 
along with error and bias in the original observation data, often results in datasets 
that contain much uncertainty.  
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Here, we demonstrate that choice of historical baseline climate dataset has an 
important impact on projected species turnover rates in response to climate change. 
To do this, we explore uncertainty in historic climate baselines and the impact of this 
uncertainty on projected responses of species to climate change, across sub-
Saharan Africa, a large geographical region that experiences a range of climate 
phenomena, and where uncertainty in the historic climate record is high (Sylla et al., 
2013). Within this region we examine spatial patterning in baseline climate 
uncertainty and evaluate the consequences of this uncertainty on projections of 
climate change impacts for birds (the best-studied class of organisms, with 
moderately high resolution distribution maps available for all species across the 
region) of conservation concern. We assess the impact of baseline climate 
uncertainty within the wider context of uncertainties associated with GCM and SDM 
choice, and that associated with using subsets of data for model fitting (BLOCK). 
This context is important, given the considerable overheads currently employed in 
assembling multiple climate products and SDMs to quantify uncertainty. We 
contextualise the importance of baseline climate uncertainty to biodiversity 
conservation by evaluating projected changes across the network of Important Bird 
and Biodiversity Areas (IBAs; the largest global network of systematically identified 
sites that are significant for the persistence of biodiversity) across sub-Saharan 
Africa. Finally, we discuss approaches for incorporating uncertainty associated with 
historic climate data into assessments of climate change impacts for biodiversity. 
 
 114 
4.2 Methods	
4.2.1 General	circulation	model	(GCM)	ensemble	
GCMs are not equally capable of representing key regional climate phenomena, 
such as the spatial and temporal patterns of precipitation. Here, we select an 
ensemble of GCMs for downscaling, based on the assumption that models capable 
of simulating past climates with some accuracy are the ‘best candidates’ for 
predicting future climates (Stott & Kettleborough, 2002; Rowlands et al., 2012). Thus, 
we chose a five-members subset of a 17 member perturbed physics ensemble 
(PPE) of the Hadley Centre GCM (Gordon et al., 2000; Pope et al., 2000). A PPE 
explores uncertainty in the parameterisation of the GCM by varying uncertain model 
parameters systematically. The five-member ensemble was selected from the PPE 
based on the criteria of realistically simulating the main features of the regional 
climate, and of capturing a range of plausible climate outcomes (McSweeney et al., 
2012; Buontempo et al., 2014). The models were run over the global domain for the 
SRES A1B scenario (Nakicenovic et al., 2000).  
 
4.2.2 Historic	gridded	climate	baselines	(c.	1979-2009)	
We selected six ‘observed’ gridded datasets as the historic baselines for SDM fitting 
and for the GCM downscaling; these represented products derived from ground 
observations, satellite observations and hybrid products (see 
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Table 6 for full details). For each dataset we obtained the mean monthly temperature 
(Tmean) and the total monthly precipitation (Ptotal). In addition to readily available 
dataset, we also combined TRMM, a satellite precipitation product, with the Tmean 
from CRU TS3.1 to create a hybrid dataset, here named CRU.TRMM. We extracted 
baseline climate data for the period 1979-2009, where available, in observed 
datasets; this permitted the inclusion of satellite products. WorldClim data was only 
available for the period 1950-2000 (as a pre-processed product) and TRMM satellite 
data only for the period 1998-present. However, it was important to include these 
data in this analysis (due to the popularity of WorldClim and the importance of 
TRMM for tropical precipitation monitoring) despite the temporal mismatch. 
WorldClim shows very similar trend and magnitude across different regions to CRU, 
WFDEI.CRU and WFDEI.GPCC data (Figure 19). The magnitude of TRMM Ptotal 
tends to be lower than the other datasets, but this is consistent with prior evaluation 
(e.g. comparision with CRU, Mariotti et al., 2014) and unlikely to be due to the 
temporal mismatch. Each gridded climate baseline was resampled onto the same 
grid; African CORDEX domain (longitude range = -24.64, 60.28; latitude range = -
45.76, 42.24; Giorgi et al., 2009) at a 0.44 degree horizontal spatial resolution (c. 
50km resolution). 
 
For modelling species distributions, we derived four bioclimate variables that showed 
low colinearity and that have been related previously to species distributions (Barbet-
Massin & Jetz, 2014). Bioclimatic variables are widely used in SDM analyses and 
aim to describe biologically important aspects of climatic variation (Busby, 1991). We 
calculated the mean of Tmean and Ptotal for each month across the 30-year baseline 
time period and used these to calculate the four bioclimate variables: annual total 
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precipitation (annual sum of Ptotal); annual mean temperature (annual mean of Tmean); 
precipitation seasonality (coefficient of variation of Ptotal); and temperature 
seasonality (standard deviation of Tmean x 100). From this point we refer to these 
climate baseline datasets as CLIM. 
 
4.2.3 Downscaling	GCM	simulations	
The five GCM simulations were each downscaled using the change factor method 
(CFM) following the method of Tabor & Williams (2010), in which the monthly 
absolute anomaly for each variable (from GCMs) was calculated between the 
baseline period (c. 1979-2009) and the two future focal periods (2040-2069; 2070-
2099). This anomaly was then regridded to 0.44 degrees spatial resolution using 
cubic spline interpolation and added to observed Tmean and Ptotal for the baseline 
period to produce projections of future climate. This process was carried out using 
each of the six gridded CLIM datasets, to produce 30 climate projections (5 GCMs x 
6 CLIM) of future climates for each time period. The bioclimate variables (described 
above) were then calculated for each future time period and projection. 
 
 117 
Table 6 Historic gridded climate datasets (CLIM) used in species distribution model fitting and to downscale GCM simulations of future climates using the 
change factor method (CFA). The TRMM precipitation dataset was combined with the temperature variables from CRU TS3.1 to create CRU.TRMM used in 
the analysis. 
 
Dataset Variables Time 
period 
Spatial 
resolution 
Description References 
CRU TS3.1 Tmean 
Ptotal 
1900-
2012 
0.50 Time series of spatially interpolated monthly 
observations from meteorological stations 
(Harris et al., 2014) 
TRMM 
 
Ptotal 1998-
present 
0.250 Satellite observations, calibrated using rain 
gauge data 
(Huffman et al., 2007) 
 
WFDEI.CRU 
 
Tmean 
Ptotal 
1979-
2012 
0.50 ERA-Interim reanalysis data elevation and bias 
corrected using CRU TS3.1 
(Weedon et al., 2014) 
 
WFDEI.GPCC Tmean 
Ptotal 
1979-
2012 
0.50 ERA-Interim reanalysis data elevation and bias 
corrected using GPCC 
(Schneider et al., 2013; 
Weedon et al., 2014) 
WorldClim Tmean 
Ptotal 
1950-
2000 
0.1670 Spatially interpolated monthly mean 
observations from meteorological stations for 
1950-2000 
(Hijmans et al., 2005) 
UDEL Tmean 
Ptotal 
1900-
2012 
0.50 Time series of spatially interpolated monthly 
observations from meteorological stations 
(Legates & Willmott, 1990; 
Willmott & Robeson, 1995) 
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4.2.4 Species	distribution	modelling	
For the analysis, we selected bird species of conservation concern (BirdLife 
International, 2014) that have their entire breeding range within the African CORDEX 
domain (n= 925). The latter criterion ensured that we could model the entire species-
climate response. Species of conservation concern include those classified as 
threatened, restricted-range, biome-restricted or congregatory species. These 
species were included in order to be representative of those typical of impact 
assessments (e.g. Hole et al., 2009; Bagchi et al., 2013). Species distribution data 
were derived from refined species distribution maps from BirdLife International & 
NatureServe (2013). These distributions were gridded onto a regular grid across 
Africa, to match the resolution of the climate data (0.44 degree resolution). A species 
was considered to occur in a cell if the distribution polygon overlapped ≥10% of the 
cell, which is a liberal threshold that helps ensure that species with restricted ranges 
are represented. Due to a lack of true absence data, and because all areas beyond 
the range extent are incredibly unlikely to contain false absences, for modelling we 
consider all cells beyond the range to be true absences.  
 
We used a jack-knife approach to modelling the distribution of each species that 
aimed to capture the contribution of several sources of uncertainty in projected 
species responses to future climate conditions, and closely follows Bagchi et al. 
(2013) and Baker et al. (2015). The principle of the approach is to build a model 
using different combinations data and modelling techniques (i.e. potential sources of 
uncertainty), and to use the variability in the resulting models to identify the 
contribution of each potential source of uncertainty to assessments of species’ 
responses to climate change.   
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Firstly, the region was divided into six spatially disaggregated blocks for model 
building/testing (see Bagchi et al. 2013 for full description of blocking method). In 
brief, the blocking approach involves dividing the region into small subunits and then 
grouping these into six spatially disaggregated blocks, such that the mean and 
variance of each bioclimatic variable was approximately equal across the blocks 
(using Blocktools package in R). This protocol (1) reduces the potential confounding 
effect of spatial autocorrelation in both cross-validation and the assessment of model 
performance (unlike random k-fold partitioning), (2) maintains similar parameter 
space (e.g. the numeric range of climatic variables) in all model building and testing 
procedures and (3) can be used to assess the effect of spatial autocorrelation on 
projected impacts. 
 
For each species, we modelled the statistical relationship between the species’ 
distribution and the four bioclimate variables, calculated for each of the six CLIM 
datasets, using each of four SDM techniques (generalised linear models, GLM; 
generalised additive models, GAM; generalised boosted models, GBM; random 
forests, RF) and for each of the six combinations of n-1 modelling blocks (BLOCK), 
where n is the total number of blocks. For each species, a maximum of 144 models 
could be build, with each jack-knife combination of GCM, SDM, CLIM and BLOCK. 
The median area under the receiver operating characteristic curve (AUC) from 
across the six blocks was used to assess final model accuracy for each species, 
SDM, GCM and CLIM combination. The median AUC was consistently high (0.98; 
95% quantiles = 0.84, 1.00). The model cross-validation procedures used to optimise 
each model follows Bagchi et al. (2013). Models were not run for a species where an 
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excluded block contained no presences, which meant this block could not be used 
for cross-validation (see Bagchi et al. 2013). All species with breeding ranges 
occupying fewer than 10 cells were also omitted from the analysis due to difficulties 
in modelling such sparse data. From the 925 species of conservation concern, 895 
had sufficiently large range extents to be included in the final analysis. 
 
Projections of contemporary climate suitability across the entire region were made 
for each species and each model, by applying models to the same CLIM dataset as 
used for training. Projections were made to the baseline period so that future 
suitability could be assessed relative to the modelled baseline suitability for 
consistency. Each model was used to project future suitability for a species, applying 
the model to the future climate projection downscaled using the same baseline 
climate data used in model building. For each species and time period, this resulted 
in a maximum of 720 future projections (CLIM [6] x GCM [5] x SDM [4] x BLOCK [6]).  
 
4.2.5 The	importance	of	baseline	climate	uncertainty	to	projected	impacts	
We assessed the importance of baseline climate (CLIM) uncertainty to overall 
uncertainty in the context of two commonly employed metrics of climate change 
impacts on species: (1) species turnover and (2) change in species-specific climate 
suitability. We calculated the projected species turnover in each cell for each 
projection combination using the Bray-Curtis index, a measure of dissimilarity 
between two communities. Species turnover is commonly used in climate change 
impact studies as a way of representing change in community composition through 
time (Hole et al. 2009; Buisson et al. 2010; Bagchi et al. 2013). Species turnover 
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(Tj[t]) for each cell j was calculated between the t1 = baseline (c. 1979-2009) and t2 = 
future (2040-69 or 2070-2099) from projected climate suitability as: 
 !" #$ = |'()[+,].)/0 1'()[+0]|'() +0 2.)/0 '()[+,].)/0        Eq. 1 
 
where, Pjk = suitability of species k in cell j and s is the total number of species. This 
resulted in 720 projections of species turnover for each cell and time period.  
 
The variability in projected turnover was partitioned out between the potential 
sources of uncertainty (GCM, SDM, CLIM and BLOCK) by modelling projected 
species turnover (values bounded between 0 and 1) within each cell as a function of 
the four potential sources of uncertainty using generalised linear models with 
binomial error distribution and logistic link function. We then dropped each factor in 
turn from the full model and assessed the contribution of each factor to overall 
uncertainty (Buisson et al., 2010) as: 
 34 = 5615057 ×100         Eq. 2 
 
where, Pf = percentage of deviance explained by factor f, D1 = deviance of full 
model, Df = deviance of full model minus factor f, and D0 = deviance of null model 
(intercept only). Deviance is approximately equivalent to sums of squares for 
generalised linear models. The percentage of deviance explained by each factor in 
each cell was mapped and the results presented in Figure 21. 
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The change in the summed climate suitability (<=) for each species (k) between the 
baseline period and each future period, which provides an index of overall change in 
suitability for a species, was calculated separately for each of the (max.) 720 
species-specific future projections. The change in climate suitability for each of these 
projections is simply the summed climate suitability across all cells for the future 
period minus the summed climate suitability across all cells for the appropriate 
baseline projection. The variability in projected  was partitioned following the 
above approach, but using a general linear model, assuming Gaussian errors and 
with an identity link (Figure 22). 
 
4.2.6 Baseline	climate	uncertainty	in	a	conservation	context	
To contextualise the contribution of baseline climate (CLIM) uncertainty to climate 
change impact assessments, we projected species turnover within African sub-
saharan IBAs for the 2070-2099 period. We used an approach that aims to avoid the 
high uncertainty that occurs when climate data is downscaled to very high 
resolutions for assessment of climate change impact in small regions, such as 
protected areas (Bagchi et al., 2013). Thus, we use species-specific climate 
suitabilities at the resolution of the climate projections, here 50km resolution, and 
assume that the suitability within an IBA is broadly characterised by the suitability of 
the cell(s) in which the IBA is embedded. The methodology follows that of Baker et 
al. (2015). Thus, species turnover was calculated (using Eq. 1, but redefining j = IBA) 
for each IBA using a weighted mean of the species-specific climate suitability for the 
cell(s) that are intersected by the IBA, with weights equal to the percentage of the 
IBA’s extent that overlaps the cell(s). Turnover was calculated separately for each of 
the 720 jack-knifed combinations, and then the ensemble mean species turnover for 
Sk
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each IBA was calculated for each set of projections built using the same CLIM. This 
is similar to Hole et al. (2009) where the  mean across climate projections was 
calculated. 
 
We use the ensemble mean projected turnover for models built using CRU climate 
data as a reference projection, with which to compare turnover from the other 
ensemble turnover projections made using different CLIM datasets. To visualise the 
impact of using different CLIM dataset to create a projected ensemble turnover 
estimate, for all six CLIM ensembles we assign turnover values for IBAs to one of 
five percentile categories (0-20%, 21-40%, 41-60%, 61-80%, 81-100%).  We then 
summarise turnover differences, in terms of shifts between turnover categories, 
between projections based on the CRU baseline dataset and those based on each of 
the other CLIM datasets. This is important because climate change impacts are often 
presented in such a categorical or absolute fashion, i.e. without a measure of 
uncertainty, and shifts between categories due to underlying uncertainty could 
drastically alter perceptions of climate change vulnerability. 
 
4.3 Results	
4.3.1 Variability	among	historic	gridded	baseline	climate	datasets	
The observed annual cycle, for the period c. 1979-2009, varied considerably 
between observational datasets (Figure 19) for Ptotal, however similar variations were 
not found for Tmean. For precipitation, all observational datasets in all regions showed 
agreement on the timing of precipitation peaks, but the Ptotal varied considerably 
between datasets. This difference was most pronounced for the TRMM and UDEL 
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datasets in the West Sahel, West Tropical and Southern Africa, although Ptotal for the 
CRU, WorldClim and WFDEI datasets were very similar. The spatial distribution of 
disagreement between precipitation datasets (Figure 20a), shown by the coefficient 
of variation, revealed that the main locations of disagreement between precipitation 
datasets are in the Sahel between September and November, and southern and 
eastern Africa in March to May and September to November.  
 
Figure 19 Summary of mean monthly total precipitation (Ptotal, mm/month) and monthly mean 
temperature (Tmean, oC) for the period c. 1979-2009 for six regions of sub-Saharan Africa (demarcated 
by black borders) derived from six baseline climate products (see legend and Table 1). The mean 
climate for each focal region is calculated from the mean monthly 30-year (although see methods for 
details on temporal periods) average of the variables in each for the cells of the region. The x-axis tick 
marks represent the twelve months of the year, ordered from January to December. 
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The spatial distribution of disagreement between temperature observations (Figure 
20b), shown by the Tmean range between observations, did not show large 
differences between seasons. In this case, the areas of large disagreement tended 
to be confined to small areas in the Namib Desert, semi-arid savannahs, or East 
African montane environments. This highlights the potential for considerable 
variability between baseline climatologies.  
 
 
Figure 20 Spatial patterns of the uncertainty in climate observation datasets for precipitation (a) and 
temperature (b), shown for each season (DJF: December, January, February; MAM: March, April, 
May; JJA: June, July, August; SON: September, October, November). Precipitation uncertainty is 
shown by the coefficient of variation, calculated on the observed climate datasets (n=6). Areas of total 
seasonal precipitation less than 30mm were removed from the analysis in order to exclude areas 
where the standard deviation was much greater than the mean. Temperature uncertainty is shown by 
the range of values, in degrees Celsius, across the climate observations (n=4). 
 
4.3.2 The	importance	of	baseline	climatology	in	climate	change	impacts	assessments	
Uncertainty in species turnover (Figure 21) attributable to choice of baseline climate 
data (CLIM) was high for both time periods (median: 2040-2069 = 15.9%; 2070-2099 
= 16.5%), and was comparable in magnitude and importance to GCM choice 
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(19.1%; 22.2%). The largest source of uncertainty in species turnover across the 
region was attributable to SDM choice (37.5%; 31.4%), the importance of which 
decreased by 2070-2099, but remained dominant. In both time periods all three main 
sources of uncertainty (SDM, CLIM, GCM) affected species turnover estimates. 
Uncertainty in projected turnover attributed to variability associated with using 
different data subsets (i.e. BLOCK) was consistently low.  
 
 
Figure 21 Percentage of deviance in species turnover explained by each uncertainty factor - a 
measure of the relative importance of each source factor to the overall uncertainty in projected climate 
change impacts across the region. Changes are measured between the baseline period of c. 1979-
2009 and each of two focal time periods, 2040-2069 (top) and 2070-2099 (bottom). SDM = species 
distribution model; CLIM = climate baseline data; GCM = general circulation model; BLOCK = 
uncertainty due to using different data subsets. Note: BLOCK was included in the analyses but its 
uncertainty was not mapped due to its minimal effect. 
 
Across the region, the dominant source of uncertainty in species turnover was highly 
spatially variable, and in many areas multiple sources were simultaneously important 
(Figure 21). Uncertainty associated with CLIM was highest in southern Africa, and in 
parts of the western Sahel (e.g. Senegal and Gambia) by the end-of-century. GCM 
uncertainty dominated across parts of Eastern Africa, and became more important in 
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parts of the Sahel and montane areas by the end-of-century. Uncertainty in turnover 
associated with SDM choice was spatially distributed across much of the region in 
both time periods and showed several areas where this source of uncertainty was 
vastly dominant. 
 
Uncertainty in the change in climate suitability ( ) for individual species (Figure 22) 
attributable to the use of different CLIM datasets was, on average, almost twice as 
important as variation due to GCM choice (median: 2040-2069=12.1% vs. 6.5%; 
2070-2099=10.4% vs. 4.6%), although there was considerable variation across 
species (Figure 22). The uncertainty attributed to SDM methodology was almost 
double that attributable to CLIM (and four times that attributable to GCM) in both time 
periods (median: 2040-2069=22.4%; 2070-2099=24%), but CLIM remained a much 
more important source of uncertainty than GCM or that associated with using 
different data subsets (BLOCK). The species for which CLIM is a dominant source of 
uncertainty (Figure 22c) occur principally in areas of where CLIM variability was 
indicated to be high (e.g. Atlantic coastal regions in the sub- tropical zone) and also 
areas that are remote and have few weather stations (e.g. Sahel; see Figure 20). 
Sk
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(c)
 
Figure 22 The percentage of deviance in species-specific climate suitabilities explained by each 
uncertainty factor (a and b; the latter as in Figure 21). The boxplots summarise the importance of 
each sources of uncertainty across all species included in the analysis (n = 895). (c) The pattern of 
species richness for species where climate baseline data uncertainty (CLIM) was a dominant source 
of uncertainty (upper 5th percentile of CLIM affected species, n = 48). The patterns reflect known 
areas of climatic complexity (see Figure 20). 
 
4.3.3 The	importance	of	baseline	climatology	in	a	conservation	context	
The choice of CLIM dataset can impact upon projected species turnover across 
areas of conservation value substantially altering projection climate change impacts 
(Figure 23). For example, changing the source of precipitation data (but using the 
same temperature data) from ground observations to satellite derived products (e.g. 
CRU (Figure 23a) vs. CRU.TRMM (Figure 23b)) increases the severity of projected 
turnover across most of the continent. Conversely, species turnover derived from 
models built on WFDEI.CRU baseline data projected similar (or lower) species 
turnover than those made using CRU climate data. Comparing models derived from 
CRU versus UDEL data, less severe turnover was projected in South Africa and for 
some montane IBAs (e.g. Ethiopian Highlands) using UDEL data, but higher turnover 
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was projected elsewhere. Thus, the choice of baseline climate data had a notable 
impact on projections of climate change impact for sites of conservation relevance. 
 
 
Figure 23 The ensemble mean projected species turnover (by 2070-2099) for the region’s Important 
Bird and Biodiversity Areas (IBAs) for: (a) projections derived from models built using CRU climate 
baseline data; and (b-f) the number of turnover categories (percentage species turnover: 0-20%, 21-
40%, 41-60%, 61-80%, 81-100%) by which the projections are shifted when projections are derived 
from models built on one of the other five climate baseline (CLIM) datasets. Thus, IBAs in plots b-f 
that are coloured green decrease one category, and are therefore projected to have lower species 
turnover in comparison to CRU-based projections.  Similarly, IBAs in plot b-f coloured red or dark red 
increase one or two categories, respectively, and are therefore projected to have higher species 
turnover in comparison to CRU-based projections. 
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4.4 Discussion	
Here we have demonstrated that the choice of historic baseline climate data can 
have substantial and important impacts on projected responses of species and 
communities to future climate change. This is an almost universally overlooked 
source of uncertainty but could severely affect projected responses of species to 
climate change, with significant consequences for conservation prioritisation and 
management. We found that the choice of baseline climate data affects the overall 
uncertainty in climate change impacts (measured as species turnover and change in 
species-specific climate suitability) to a degree comparable with the choice of GCM 
data. The literature on projecting species responses to climate change is dominated 
by calls to consider uncertainty arising from the choices of GCMs, SDMs and climate 
predictors (Elith & Graham, 2009; Garcia et al., 2011; Synes & Osborne, 2011), as 
well as spatial autocorrelation (Dormann et al., 2008; Bagchi et al., 2013). This has 
resulted in the widespread use of ensemble models to average across or, more 
recently, to quantify uncertainty (Bagchi et al., 2013; Baker et al., 2015). Yet, here 
we provide evidence that the choice of baseline climate (CLIM) in such modelling is 
at least as important as previously identified sources of uncertainty. Importantly, the 
three dominant sources of uncertainty tested here show idiosyncratic spatial 
patterning in their importance. For example, uncertainty associated with CLIM was 
consistently highest in Southern Africa and parts of Western Africa.  
 
In agreement with previous studies (e.g. Buisson et al., 2010; Garcia et al., 2012; 
Bagchi et al., 2013), choices in SDM methodology and GCM data also contribute 
substantially to the uncertainty in projected species turnover, dominating in many 
regions. Uncertainty due to differences in the modelled species-climate response 
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using different SDM methodologies is a well-established source of uncertainty in 
SDM analyses (Elith & Graham, 2009), and is one of the primary reasons for using 
ensembles of models (Araújo & New, 2007). Without truly independent data for 
evaluating the predictive performance of these different modelling algorithms it is 
difficult to select a single best approach, and this makes it highly important that the 
uncertainty associated with these methodological choices is explored and quantified 
(Baker et al., 2015). It should also be noted that overall uncertainty in projected 
impacts based on correlative models is likely to be overly narrow. In a meta-analysis 
of projected extinction risk, Urban (2015) found that mechanistic and correlative 
models projected the lowest extinction risk, while species-area relationship models 
and expert option had substantially higher extinction risks.  
 
Figure 19 shows important differences between the observational datasets, 
especially with regard to precipitation. While the month of seasonal minima and 
maxima are generally in agreement across all datasets, there are considerable 
discrepancies between monthly precipitation totals, differences which are also 
supported by Nikulin et al. (2012). These differences are most evident between the 
TRMM, UDEL and other synoptically derived datasets (CRU, WFDEI.CRU, 
WFDEI.GPCC and WorldClim), and can be mostly explained by variations in sources 
of synoptic observations and methodological differences. To some extent, these 
differences should not come as a surprise as CRU, GPCC and WorldClim datasets 
have provenance from synoptic weather reports by National Meteorological and/or 
Hydrological Services (NMHSs) to the World Meteorological Organisation (WMO) 
Global Telecommunication System (GTS). While the UDEL dataset is also derived 
from synoptic observations, it has provenance from different databases (National 
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Oceanic and Atmospheric Administration’s (NOAA) Global Historical Climatology 
Network (GHCN) version 2, and the National Climate Data Center’s (NCDC) Global 
Surface Summary of the Day (GSOD), as well as other national level data). The 
quality control, processing steps, interpolation methods and evaluation methods are 
all potentially additional factors that could explain the differences found between 
UDEL and the other synoptically derived datasets. Differences between TRMM and 
the synoptically derived datasets have been discussed in the introduction.  
 
Variation in turnover projections associated with GCM uncertainty was important in 
some regions, particularly in the East Africa. However, it is surprising that the relative 
importance of GCM uncertainty was not higher given the considerable variability in 
climate anomalies among these GCMs (Buontempo et al., 2014) and the range of 
uncertainty associated with GCMs used in other assessments (e.g. Garcia et al., 
2012). The GCM ensemble used in this study was composed of a subset of models 
that were able to simulate observed climate phenomena across the region well, but 
was also selected to represent the range of responses to climate forcing, as found in 
a larger multi-model ensemble. Thus, despite the considerable uncertainty across 
this ensemble, the uncertainty is likely to be narrower than ensembles used in many 
studies due to the omission here of regionally implausible GCMs (McSweeney et al., 
2014). Few studies justify the selection of GCMs and provide an assessment of their 
ability to capture the historic climatology of the focal region (Baker et al. 2015). More 
careful consideration of the GCMs selected might reduce unwarranted uncertainty 
(McSweeney et al., 2012, 2014).   
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Here we demonstrate spatial heterogeneity in the importance of potential sources of 
uncertainty, and that no one source consistently dominates. This has important 
consequences for regionally focused impact studies, where regional characteristics, 
associated with baseline climate data availability could alter the importance of 
different sources of uncertainty. Differences in baseline climatologies could arise 
from differences in the selection of climate data (e.g. difference subsets of stations, 
use of satellite data, different interpolation algorithms) and the spatial variability of 
climatic conditions (e.g. high variability over mountainous or coastal areas). The 
importance of this uncertainty for individual species might be dependent on the 
characteristics of their range. Species with ranges that encompass high orographic 
variation and span areas with low densities of climate observation data are likely to 
be particularly affected by baseline uncertainty (e.g. Hofstra et al., 2010). Such 
regions in Africa might include topographically diverse regions such as the Albertine 
Rift Valley and montane ecosystems such as the Ethiopian and Cameroon 
Highlands. Additionally, sparsely populated region, such as the Saharan and 
Sahelian biomes, have low densities of weather observation records and are likely to 
be particularly affected by climate baseline uncertainty (e.g. Sylla et al., 2013).  
 
Several other sources of uncertainty that are not explored in this study are likely to 
be important for projecting species’ responses to climate change. Most notably, the 
choice of climate predictor variable has been shown previously to have a large effect 
on the projected distribution (Synes & Osborne, 2011; Braunisch et al., 2013). The 
relative importance of the choice of predictor variables is likely to be high and in 
future should be assessed in the context of the wider uncertainty, as has been done 
here for baseline climate uncertainty. However, it is important to make sure that the 
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range of uncertainty is realistic by included only biologically plausible combinations 
of climate predictors (Synes & Osborne, 2011). Other sources of uncertainty that are 
likely to be important for projecting species’ future distributions are those associated 
with the accessibility of climatically suitable but unoccupied areas. Incorporating 
information on species-specific dispersal capabilities (Schloss et al., 2012) and 
habitat (BarbetMassin et al., 2012) into projections of species range shifts is likely 
to yield more biologically plausible estimates of species’ range shifts, but might come 
at the price of introducing further uncertainty where the availability of species-specific 
trait data is limited. 
 
This study has focused on a region that as a whole has a low density of weather 
observations (Sylla et al., 2013), especially when compared to parts of Europe and 
North America (for example, Hijmans et al. 2005). However, it is important to note 
that weather stations across the globe show a patchy distribution and typically reach 
the highest densities around areas with greatest importance for human populations. 
Thus, in remote wilderness locations that are likely to be of importance for 
biodiversity, i.e. those locations with little economic value to humans (Joppa & Pfaff, 
2009), low densities of weather observations are likely to be typical. Even in regions 
with high densities weather stations, careful consideration should be given to the 
likelihood of uncertainty in the baseline climatology affecting the results of an 
analysis. Factors that are likely to reduce the correlation in observations between 
neighbouring weather stations, such as topographically complex terrain or coastal 
features, might suggest that baseline uncertainty should be considered. 
Consequently, the conclusions of this study are likely to apply broadly to most 
ecological studies that use historic gridded climate data. 
 135 
 
Correlative species distribution models are frequently used to assess the potential 
impacts of climate change in networks of protected areas or sites of biodiversity 
importance (Araújo et al., 2011; Bagchi et al., 2013; Baker et al., 2015). Adaptation 
plans are informed by such projections and, consequently, it is important to 
understand the sensitivity of projected impacts to choices made during the modelling 
process. As we have shown, projected impacts across IBAs can be altered 
considerably by simply choosing different baseline climatology to correlate with a 
species’ distribution. Rather than simply mapping impacts based on the ensemble 
average (which is common practice: e.g. Hole et al., 2009; Araújo et al., 2011; 
Bagchi et al., 2013), we advocate representing the degree of uncertainty in spatial 
maps to better communicate the degree of confidence in projected impacts (Baker et 
al., 2015). 
 
Uncertainty in baseline climate data has relevance beyond species distribution 
models. It will be important in any situations where uncertainty in the historic record 
has the potential to undermine inferences, such as studies analysing ecological 
responses to inter-annual climate variability (VanDerWal et al., 2013), phenological 
studies (Phillimore et al., 2012) and climate impact indicators (Gregory et al., 2009). 
There are several ways to incorporate uncertainty in baseline climate into models of 
species-climate responses. Uncertainty can be explored, as here, by using multiple 
historic baselines or, alternatively, exploring the impact of uncertainty within a 
historic climate dataset using stochastic simulations that assume each variable has 
an associated random error (Folland et al., 2001; Brohan et al., 2006). Estimates of 
these error distributions are often generated along with the estimated climatology by, 
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for example, leaving single observations out of the interpolation and assessing the 
difference between observed and predicted values (e.g. Hijmans et al. 2005). Some 
climate products consider a broad range of climate uncertainty, including 
measurement errors, homogenisation uncertainty and sampling errors (e.g. Brohan 
et al. 2006). Recent advances in modelling allow for the explicit inclusion of 
uncertainty associated with environmental predictor variables, and these approaches 
could be used to incorporate uncertainty in the climate data into modelled species-
climate responses (McInerny & Purves, 2011; Stoklosa et al., 2014). Our findings 
should encourage greater consideration of uncertainty associated with historic 
baselines when assessing potential responses of species to climate change. Indeed, 
considerations of uncertainty in historic baseline data should become routine for all 
research incorporating such data (Parra & Monahan, 2008). 
 
To conclude, we have shown that projected responses of species to climate change 
can be highly affected by uncertainty in the historic climate baseline data that is used 
to model species-climate relationships in SDM analyses. From our results it is 
evident that ecological studies should begin to routinely account for this source of 
uncertainty. Within a conservation context this will facilitate better planning for 
targeting monitoring and adaptation interventions and help strengthen conservation 
efforts in the face of a rapidly changing climate. 
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5 Ensemble	 projections	 of	 future	 ecosystem	 services	 in	 West	
Africa	
Authors: Hartley, A.J., Jones, R., Janes, T. 
The following chapter was adapted from a published report on the impacts of climate 
change on protected areas in West Africa for the Protected Areas Resilient to 
Climate Change (PARCC) project, which is available at 
http://parcc.protectedplanet.net/en/scientific-results/climate-projections-for-the-west-
africa-region. The report was produced to advise Environment, Forestry and Parks 
and Wildlife departments of national governments in 5 West African countries on the 
potential changes to ecosystem services. 
 
Target audience: Ecologists and African policy makers that use climate information 
to advise and/or determine climate change adaptation measures in biodiversity 
conservation. 
 
5.1 Introduction	
Protected areas provide ecosystem services that maintain the balance of natural 
systems and provide economic benefit way beyond their boundaries (Costanza et 
al., 1997). In many cases, these services can have a direct impact on human 
populations, such as in the provision of food security, or a clean, reliable supply of 
drinking water. In other cases, human populations may receive indirect benefits, 
such as the sequestration of carbon by forests that limits future global climate 
change. The identification of these services is an important step in the recognition of 
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the value of protected areas, and therefore helps to identify the role they play in 
providing services that maintain human systems, such as agriculture or water and 
sanitation. 
 
Landscapes and ecosystems in West Africa, however, have undergone large 
changes in recent decades (Mayaux et al., 2013). The rate of tropical deforestation 
in the region is an indication of the pressures facing ecosystems (e.g. Lawton et al., 
1998). The most recent estimates of tropical deforestation from satellite observations 
show that deforestation rates in West Africa have slowed between 1990 and 2010, 
but are still considerably higher than the continental average (Mayaux et al., 2013). 
Between 1990 and 2000, it was estimated that annually, 1.09% of West African 
tropical forest was being deforested, compared to a continental rate of 0.33%. This 
rate decreased to 0.35% per year between 2000 and 2010, but still remains more 
than double the continental rate (0.15%).  
 
Indirectly, the loss of tropical forest reduces the amount of carbon stored by the land 
and releases it into the atmosphere as carbon dioxide (CO2) which potentially further 
enhances global climate change (Cox et al., 2000). However, there are also direct 
impacts of tropical forest deforestation on local and regional ecosystem services 
(Garcia-Carreras & Parker, 2011). Tree cover allows the land to intercept, recycle, 
and retain rain water during the wet season, reducing the impact of heavy rain 
events, and maintaining a regular and clean supply of water during the dry season. 
Therefore, tree cover is a good example of an ecosystem service, because the water 
it provides can have many uses such as irrigated agriculture, clean drinking water for 
human populations, or watering holes for cattle and wildlife. Often, the value of 
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ecosystem services is only realised after they are removed. Costs can be borne 
through societal impacts, such as increased poverty or threat to life, or through 
economic impacts such as loss of revenue or increased demand for government 
services. For example, forest removed from slopes may lead to landslides during the 
wet season, which threatens life, housing and infrastructure. An example of 
economic costs related to deforestation may include an increase in siltation of 
reservoirs for drinking water, requiring greater investment to remove sediment, or 
lower quality drinking water, requiring greater investment in water purification. 
 
In this chapter, we will use the results of a 5-member ensemble of regional climate 
projections, based on the Hadley Centre regional climate model HadRM3P 
(Buontempo et al., 2014) to study the combined effect of land use change and future 
changes in climate on ecosystems and some of the services they provide. We use 
three different scenarios of future land use to show the effects of different land use 
compared to regional climate change. Two of these scenarios are based on land use 
change projections used in the Intergovernmental Panel on Climate Change (IPCC) 
5th Assessment Report (AR5), and a third assumes no change in land use from 1950 
levels. Other IPCC scenarios of land use (such as those used for RCP2.6 and 8.5) 
were considered too extreme to give credible advice to policy makers. By comparing 
the chosen scenarios, we can identify the potential impacts of future land use 
decisions on ecosystem services in West Africa. 
 
5.2 Methodology	
An ensemble of regional climate model (RCM) projections for Africa was developed 
(Buontempo et al., 2014), based on a subset of a larger ensemble of Global 
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Circulation Models (GCMs) from the Hadley Centre model HadCM3. These 
simulations provide future projections for regional climate change in West Africa at 
50km spatial resolution for the period 1950 to 2099, using the A1b greenhouse gas 
emissions scenario, which is a ‘business as usual’ greenhouse gas emissions 
scenario. We used the HadRM3P RCM to downscale 5 different global climate 
simulations from an ensemble of uncertainty in the HadCM3 (Hadley Centre Climate 
Model 3) GCM. Each of these 5 GCMs were chosen for downscaling because they 
provided realistic simulations of the historical climate, and represented the full range 
of IPCC 4th Assessment Report (AR4) future projections for temperature and 
precipitation. In the case of West Africa as a whole, projections for mean annual 
temperature change range from 2.5 to 5.5°C, and for changes in precipitation, 
projections range from –60% to +50%, by the end of the century relative to a 1971-
2000 baseline, indicating larger uncertainty in projections of precipitation change. A 
more detailed analysis of how the 5 member RCM ensemble compares to the latest 
projections from the IPCC AR5 can be found in Janes et al. (2015). 
 
The Joint UK Land Environment Simulator (JULES) was used to make projections of 
changes to ecosystem services, based on the 5-member ensemble of regional 
climate change projections and three different land use scenarios. Using this 
approach makes it possible to compare the effects of both uncertainty in the regional 
climate simulations, and uncertainty in the future land use scenario. JULES is a land 
surface model that simulates exchanges of carbon, heat, moisture, and momentum 
between the land surface and the atmosphere. The main inputs to these JULES 
simulations were climate data at 3 hourly time steps, annually changing atmospheric 
CO2 concentrations (taken from the IPCC A1b greenhouse gas emissions scenario), 
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and land use change. For a given RCM ensemble member, JULES was run to reach 
equilibrium with the historical climate (1950-1970), using observed historical CO2 
concentrations for the same period. Once equilibrium was reached in the exchange 
of carbon between the land and the atmosphere, the model was allowed to run for 
the full 1950-2099 period, using updates to the climate every 3 hours, and annual 
updates to atmospheric CO2 and human disturbance fractions.  
 
To understand the relative effects of human activity (via agriculture or deforestation) 
compared to climate-induced change in vegetation characteristics, 3 scenarios of 
land use were used: 
i. MINICAM (RCP4.5). In this scenario, preservation of existing carbon stored in 
forest was available as a climate change mitigation strategy. This leads to the 
preservation of existing forests, and an expansion of forest area throughout 
the 21st Century.  
ii. AIM (RCP6.0). In this scenario, land use was treated as a production factor 
for agriculture, livestock, forestry and biomass energy, leading to a reduction 
of grasslands in favour of croplands. In West Africa, human disturbance of 
forest remains largely unchanged. 
iii. No Land Use Change. Here, no change in the location and rate of human 
disturbance was assumed to occur after 1950 in both the historical (1950-
2000) and future (2001-2099) periods. This simulation was run so that 
climate-induced changes in ecosystem services could be separated from 
anthropogenic causes. Potentially, this is the most realistic scenario for 
ecosystems in protected areas where no additional human disturbance has 
occurred since 1950 and will not occur in the future. 
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The land use scenarios from MINICAM and AIM, as shown in Figure 25, were used 
to estimate the fraction of human disturbance that occurs within each grid cell for the 
historical period (based on observations), and the future period (based on the AIM 
and MINICAM socio-economic models). Human disturbance is a measure of how 
much human influence there is on the land cover of a given grid cell. It is used by 
JULES to adjust fractions of natural vegetation in accordance with how humans 
modify the landscape. For example, the MINICAM scenario assumes that human 
disturbance in Chad will continue at existing levels into the far future, whereas the 
AIM scenario assumes that it will reduce from 60-90% in the historical period to 30-
50% in the far future (Figure 25). These projections should be viewed as potential 
future outcomes that are affected by global decisions on climate change mitigation, 
rather than an attempt to predict changes in a particular location, such as a protected 
area. Subsequent results will be presented in reference to the trans-boundary 
protected areas shown in Figure 24 below.  
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Figure 24 The countries of West Africa, and the protected areas for which the results will be discussed. 1: Gola Peace Park (Sierra Leone and Liberia); 2: 
Bouba Ndjidda and Sena Oura (Cameroon and Chad); 3: Niumi and Delta du Saloum (Gambia and Senegal); 4: Sahel (Burkina Faso); 5: Gourma (Mali); 6: 
Oti-Kéran-Mandouri (Togo, Benin and Burkina Faso); 7: Arly-Pendjari (Benin and Burkina Faso); 8: Parc W (Niger, Benin and Burkina Faso). Image source: 
OpenStreetMap. 
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Figure 25 Land use change scenarios used in this report. The AIM scenario used in RCP 6.0 is shown 
on the top panel, and the MINICAM scenario used in RCP 4.5 is shown on the bottom panel. In each 
panel, the maps show human disturbance at historical (1971-2000), near future (2020-2049) and far 
future (2070-2099) time periods, and the line plots below show change in human disturbance at each 
of the 8 protected areas involved in the 5 PARCC pilot sites between 1950 and 2100. 
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5.3 Results	and	Discussion	
5.3.1 Ecosystem	Shifts	
Over a long period of time, the distribution of the main vegetation types is influenced 
by the prevailing climatic conditions. The regional climate projections show a change 
in mean annual temperature in West African countries of between 2.5 and 5.5°C and 
change in precipitation between -60% and +50% by the end of the century relative to 
a 1971-2000 baseline. Such changes would be expected to have an impact on the 
ecosystem types and species distributions. The JULES land surface model provides 
projections of how key vegetation types may shift according to climate. These 
vegetation types can be used to give an indication of how the existing vegetation 
within a protected area may change.  
 
The plots below show a summary of changes in vegetation and bare soil fractions 
(Figure 26, Figure 27, Figure 28 and Figure 29) across the climate ensemble and 
land use scenarios. Results were obtained for each of the 5 RCM ensemble 
members, but ensemble members Q2 (most broadleaf tree change) and Q13 (least 
broadleaf tree change) are presented below because they represent the most 
extreme changes. Generally, across the whole of West Africa, there is a climate-
induced increase in the fraction of the land surface that is vegetated. This is the case 
in humid tropical forest biomes, where an increase in forest fractional cover is found 
(replacing shrubs), in savannah regions where an increase in fractional shrub cover 
is found (replacing grass), and in arid zones, where an increase in grass cover is 
found (replacing bare soil). Generally speaking, these changes are due to increases 
in atmospheric CO2 concentration (high confidence), temperature (high confidence) 
and, in some parts of West Africa, increases in precipitation (low confidence), 
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creating conditions that are more favourable for photosynthesis and the retention of 
water within plants. Increases in bare soil fraction in the Western Sahel are found 
across all land use scenarios, indicating a climate-induced desertification in this sub-
region (related to precipitation, therefore low confidence). 
 
When interpreting Figure 26 to Figure 29, it should be noted that the vegetation 
types in JULES are a simplification of true vegetation that is found in situ. Therefore, 
when interpreting these results, the user should put the changes shown below in the 
context of the vegetation that currently exists in that location. For example, the 
woody vegetation in savannah ecosystems is characterised as shrub cover rather 
than tree cover, so increases in shrub cover can be interpreted as an increase in 
woody vegetation.  
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Figure 26 Change in projected broadleaf tree fraction. The left column of maps show the RCM ensemble 
member with the minimum fractional change in broadleaf tree cover (Q13), and the right map column shows 
the ensemble member with the largest fractional change in broadleaf tree cover. The three rows of maps 
show the three different land use scenarios: AIM (RCP6.0), MINICAM (RCP4.5), and no land use. The time 
series plots on the right show the projected mean annual fractional coverage at each of the 8 pilot sites. In 
savannah regions, such as the WAP complex and Sahel-Gourma, woody vegetation is represented in JULES 
as shrub cover. 
 
Figure 27 As above, but for C4 grass fractional cover. C4 describes the photosynthetic pathway that is 
common in grass cover in West Africa. Such plants have evolved to have a competitive advantage over C3 
plants under conditions of drought, high temperatures, and nitrogen or CO2 limitation. Crops such as maize, 
millet, sorghum and sugar cane use the C4 photosynthetic pathway. 
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Figure 28 As above, but for shrub fractional cover 
 
 
Figure 29 As above, but for bare soil fractional cover. 
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At the national level, the results for ecosystem shifts can be interpreted as follows: 
Chad: In the vegetated south of the country, there is a reduction in bare soil fraction 
that is strongly related to climatic factors rather than land use decisions, and is 
evident in all RCM ensemble members. However, the bare soil is replaced by 
different vegetation types, depending on the land use scenario. More human 
disturbance in the MINICAM future land use scenario (historical disturbance 
continues unabated at 60-90% of the land surface) leads to a greater fraction of C4 
grass as opposed to shrub cover. Lower amounts of disturbance in the AIM future 
land use scenario (reducing to 30-50% disturbance in the far future) leads to shrub 
cover reaching natural levels by 2050. For the PARCC pilot site in the South of 
Chad, Sena Oura National Park (see Figure 24), which is transboundary with Bouba 
Ndjidda National Park in Cameroon, the land use scenarios are similar to Chad as a 
whole. Since the site is on the edge of the savannah woodlands surrounding the 
Congo Basin, the climate signal (under no anthropogenic land use) leads to an 
increase in the fraction of broadleaf tree cover, indicating a trend towards more 
closed woody savannah in the region. 
Mali: Here, the predominant trend in Central and Southern Mali is towards an 
increase in bare soil fraction, replacing grasslands, related to climatic factors rather 
than different scenarios of land use. This result is plausible, but it has not been 
verified, therefore should be interpreted as not a confident projection since it is 
closely related to a highly uncertain drying signal from the regional climate model in 
the Western Sahel. The PARCC pilot site at Réserve partielle du Gourma, which is 
transboundary with the Réserve partielle du Sahel in Burkina Faso (see Figure 24), 
is on the edge of this area, therefore the projections for reductions in grass cover 
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and increase in bare cover are much less pronounced. There is also considerable 
year-to-year and decade-to-decade variability in grass and bare soil fractions, 
providing further indication that the vegetation in this region is closely linked to 
precipitation variability and change. 
Togo: Under the no land use scenario, the climate signal indicates a small increase 
in the broadleaf tree fraction across most of the country, along with reductions in 
grass cover. However, continuing historical land use patterns into the far future 
under the MINICAM scenario has the effect of reducing the increases in broadleaf 
tree that would be gained under climate change. In the north of Togo, and 
throughout the PARCC pilot site, made of the Oti-Kéran-Mandouri complex and the 
WAP transboundary conservation area, an increase in shrub cover is projected to 
replace grass cover. This would indicate that the climate conditions in the far future 
are more favourable to woody savannah than to grassy savannah.  
Sierra Leone: An increase in the fraction of broadleaf tree cover is projected, related 
to increases in annual average minimum temperature (see Section 5.3.3). However, 
in Sierra Leone, the land use scenarios used here do not concur with recent trends. 
They consider either a complete cessation of human disturbance (MINICAM), or a 
substantial reduction by 2100 (AIM). If these land use scenarios were to occur, the 
projections show that there would be a period of regrowth, and if deforestation were 
to be stopped in the near future (MINICAM scenario) tree cover fraction would revert 
to natural levels by 2100. 
Gambia: Gambia is on the edge of a region where large increases in bare soil 
fraction have been projected related to projected reductions in precipitation, albeit 
with low confidence (see description for Mali). Only small increases in bare soil 
fraction are projected for Gambia (increase of 0-10%), replacing grass cover. 
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Projections for the Niumi National Park pilot site, which is transboundary with the 
Parc National du Delta du Saloum in Senegal, were not possible due to the large 
coastal element of the site. 
5.3.2 Vegetation	productivity	
Gross Primary Productivity (GPP) is a measure of the amount of carbon that is taken 
up by plants when they photosynthesize. GPP is a useful indicator because it can be 
directly influenced by climate, and so provides a link between the condition of the 
vegetation and the climate (see for example Section 5.3.3). Plants absorb sunlight 
through chlorophyll, uptake water via the root system, and take in inorganic CO2 
through leaf stomata. Inorganic CO2 is fixed by the plant (i.e. converted into organic 
carbon) via the process of photosynthesis. More specifically, the enzyme RuBisCo 
acts as a catalyst in chemical reactions that fix inorganic CO2 molecules into glucose 
molecules (organic carbons) that are used to provide energy to the plant. While the 
process of photosynthesis is common amongst all plants, there are however different 
metabolic pathways by which CO2 is made available to the enzyme RuBisCo. C3 
photosynthesis is the most common pathway, accounting for approximately 95% of 
earth’s plant biomass. C3 plants tend to occur in locations where sunlight and 
temperatures are moderate, and ground water is plentiful. In very dry environments, 
C3 plants close their stomata to prevent water loss, but this also has the effect of 
limiting the amount of CO2 that enters the leaf. As temperature increases, RuBisCo 
reacts more readily with oxygen via the process of photorespiration, which results in 
a net loss of carbon and nitrogen from the plant. Therefore, increasing temperature 
and aridity have the effect of slowing the rate of photosynthesis in C3 plants.  
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C4 plants have a different metabolic process that evolved more recently than C3 
photosynthesis, which occurs in only 3% of plants. In C4 photosynthesis, plants have 
a more efficient 2-stage mechanism to deliver CO2 to the RuBisCo enzyme. Firstly, 
CO2 is incorporated into a 4-carbon acid which is then delivered to chloroplast in 
bundle sheath cells in the leaf, where RuBisCo is also found. Here, the 4-carbon acid 
is able to regenerate CO2, allowing much greater concentrations of CO2 (than 
oxygen) in the bundle sheath cells, where carbon fixation then occurs (as in C3 
photosynthesis). This is a more efficient process because the RuBisCo only reacts 
with CO2 and substrates to create glucose molecules, in contrast to C3 
photosynthesis where RuBisCo fixes both carbon and oxygen molecules resulting in 
loses of carbon and nitrogen due to photorespiration. There is an extra energy cost 
to C4 photosynthesis, but in the tropics this is accounted for by the increase in 
efficiency under hot and/or arid conditions.  
 
As atmospheric CO2 is expected to continue to increase throughout the next century, 
we might expect that C3 and C4 plants to respond in different ways. Simplistically, 
increasing atmospheric CO2 might be expected to enhance photosynthesis, thereby 
increasing the rate at which carbon is stored in the vegetation. However, other 
factors may affect the extent to which this is true. For example, with increasing 
temperatures, RuBisCo more readily fixes oxygen, meaning that photosynthesis 
because less efficient and more carbon is lost from the plant via photorespiration. 
The extent to which plants are affected in the future depends on the physiology of 
the plant itself, and other limiting factors such as the future availability of sunlight and 
water, nitrogen in the soil and leaf, air and ground temperature, or other nutrient 
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availability in the soil. For example, increasing droughts in the tropics in the future 
may favour C4 plants because they are better able to conserve water. 
 
At the regional scale, these results show that GPP tends to increase over most parts 
of West Africa mostly influenced by climatic factors, as opposed to land use 
scenario, as shown by the third column of maps in Figure 30. The trend in GPP is 
strongly related to changes in precipitation over most of the savannah ecosystems in 
the region, although in the tropical forest region, temperature appears to be the main 
driver of GPP changes (Figure 31). In all RCM ensemble members, the largest 
increases in GPP are found in the tropical forest areas, and in parts of Chad that 
experience a northward movement of vegetation. Reductions in GPP are projected 
for the Western part of the Sahel, where a highly uncertain climate signal of 
precipitation reductions is projected by the RCM ensemble. Notably, there are 
several locations where the impact of human land use is expected to reverse the 
climate-related positive trend in GPP. These locations are found in mostly coastal 
West Africa, in southern Nigeria, and to a lesser extent Cote d’Ivoire and Ghana.  
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Figure 30 Spatial change in Annual GPP from 5 different regional climate projections (rows) and 3 
different land use scenarios (columns). Results are shown for all simulations in order to aid visual 
comparison of the relative effects of RCM ensemble member and land use scenario. 
 
At the national level, results for change in vegetation productivity can be interpreted 
as follows: 
Chad: Increases in GPP in the south of Chad are strongly correlated with changes in 
temperature, giving greater confidence to this result. Further north, into the Sahel, 
increases in vegetation growth are limited by the availability of water. Consequently, 
projections for increases in vegetation productivity in this region are plausible, but 
 155 
have a lower level of confidence. This result indicates that in locations where 
increases in C4 grass are projected (Figure 27), increases in the productivity of 
crops such as maize, sorghum or millet may occur.  
Mali: Reductions in vegetation productivity in arid and semi-arid parts of Southern 
Mali is related to a projected decrease in western Sahelian precipitation (plausible 
but not confident), and to a lesser extent increases in air temperature in some 
ensemble members (see Section 5.3.3 for more details).  
Togo: Generally, small increases in vegetation productivity are projected, related to 
changes in both precipitation and temperature (and thus plausible but not confident). 
The woody savannah ecosystems of central and northern parts of Togo are 
projected to see the largest increases in productivity. 
Sierra Leone: Relatively large increases in vegetation productivity are projected in 
Sierra Leone by the far future, related to projected increases in minimum 
temperatures (high confidence), and projected increases in the broadleaf tree 
fraction.  
Gambia: Projections are for a small reduction in vegetation productivity, which is 
related to a projected decrease in western Sahelian precipitation (plausible, but not 
confident). Projections for changes in vegetation productivity show highly sensitive to 
precipitation variability, indicated by both year-to-year variability and decade-to-
decade variability in vegetation cover. 
5.3.3 Correlations	between	GPP	and	Climate	Variables		
Here, we show the relationship between changes in Gross Primary Production 
(GPP) of plants and climate drivers for the full 150-year period (1950-2099). 
Knowledge about how GPP is related to climate gives us information about which 
climate drivers are associated with vegetation productivity in different locations 
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across the region. This allows us to establish a link between confidence in climate 
projections and confidence we have in projections of changes in ecosystem services. 
 
 
Figure 31 The extent to which minimum temperature (right), precipitation (middle), and both combined 
(left), explain the change in Gross Primary Production (GPP) from 1950 to 2099. Values are scaled 
between 0 (no relationship) and 1 (very strong relationship). A 1 year lag of precipitation was found to 
be most strongly correlated to GPP. 
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5.3.4 Carbon	storage	
In the tropical forests of West Africa, large amounts of carbon are held in the 
vegetation above and below ground. In the context of REDD (Reducing Emissions 
from Deforestation and Degradation), the amount of vegetation stored within the 
vegetation of protected areas could have important financial implications for local 
communities. In the region as a whole, we found that carbon stored in vegetation is 
projected to increase, especially in tropical rainforest and woody tropical savannah 
ecosystems (Figure 32). This is related to projected increases in vegetation 
productivity and the fractional cover of trees and shrubs. Regionally, most of the 
changes in vegetation carbon storage occur in the tropical forests of the region. 
These areas mostly coincide with locations where temperature is more strongly 
correlated with GPP (Figure 31), meaning that there is a higher confidence in this 
result. It should be emphasized that human land use can have a large negative 
impact on these increases, as found in Nigeria, emphasising the importance of 
protecting existing stands of tropical forest. 
 158 
 
Figure 32 Changes in above ground vegetation carbon storage for 5 regional climate ensemble 
members (rows), and three land use scenarios (columns). 
 
Within the PARCC pilot sites, vegetation carbon storage is by far the greatest in the 
tropical forest biome. At Gola Forest Peace Park, on the boundary between Sierra 
Leone and Liberia, most ensemble members project an increase in carbon storage 
of 25 to 35% more than in the historical period. In Bouba Ndjidda and Sena Oura 
national parks on the border of Chad and Cameroon, this increase is projected to be 
even greater (as much as 100% increase by the far future), as it is related to a 
northward shift of broadleaf tree cover. 
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5.3.5 Surface	runoff	
Water falling as precipitation can either be absorbed by the soil water stores, 
transpired through vegetation, evaporated from the soil (or the vegetation canopy) or 
run off into channels. The amount of surface runoff is an indication of how much 
water is available for drinking and irrigation in a given location. It is closely related to 
projections of change in the amount of precipitation (via input of water), and to 
projections of change in the amount and productivity of vegetation (via output of 
water due to evaporation and transpiration). We found that regionally, surface runoff 
is projected to increase, especially in savannah ecosystems, in the area between 
Northern Ghana and Central and Southern Chad, where we found up to 100% 
increase in surface runoff by the end of the century compared to 1961-1990. 
Reductions are projected in the western Sahel (Figure 33; between 0 and 60%), 
although projections of reduced rainfall in this region currently have low confidence. 
This is due to uncertainty surrounding the mechanisms of projected future change 
(James et al., 2015), and disagreement between the latest GCMs (Biasutti, 2013) 
over the Western Sahel.  
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Figure 33 Percentage change in surface runoff for 5 regional climate ensemble members (rows), and 
three land use scenarios (columns). Arid areas (where surface run off is very low) are excluded from 
the analysis. 
 
The savannah parts of West Africa are projected to have the largest percentage 
increases in surface runoff in the region, where increases of up to 100% are 
projected in parts of Northern Ghana, Northern Togo, Nigeria and Southern Chad 
(Figure 33). The absolute projected increase in surface runoff in these ecosystems is 
however lower than that projected for the Congo Basin (not shown). It should also be 
noted that the “no land use change” scenario projects smaller increases in runoff in 
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savannah ecosystems, particularly in the transboundary WAP complex. This 
indicates that locations where historical land use change is likely to not have 
occurred (i.e. protected areas), smaller increases in surface runoff are projected 
compared to locations where there is a large amount of human disturbance. This 
difference is thought to be due to larger amounts of tree and shrub cover within 
protected areas, meaning that more water is intercepted and transpired by 
vegetation cover. In the Western Sahel, generally reductions in surface runoff are 
projected, related to projections of reduced precipitation in this region (low 
confidence). However, increases are also projected in the area surrounding the 
Niger River, where increases in bare soil fraction are projected, resulting in less 
interception of heavy rainfall by vegetation. In general however, the reduction in 
surface runoff in the Western Sahel may affect both human and natural systems that 
may be more sensitive to smaller surface runoff changes due to the relatively low 
annual precipitation.  
 
Figure 33 also shows that there is considerable uncertainty in the magnitude and 
extent of the increases in surface run off. This can be seen by comparing the 
difference between ensemble members (rows) in Figure 33. For example, ensemble 
member Q9 shows increases in surface run off across many parts of West Africa, 
ranging from the tropical coastal regions of Sierra Leone, to the arid regions of Chad. 
In contrast, ensemble member Q0 shows relatively small changes in the area 
between Sierra Leone and Ghana, with increases in surface run off restricted to 
savannah ecosystems in the belt between Northern Ghana and Central Chad. These 
variations between ensemble members are an indication of how uncertainty in 
precipitation projections can affect projections of the surface water balance. It should 
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be noted that each of these ensemble members are equally plausible. There is 
however, low confidence in precipitation projections because the mechanisms of 
change are still an active area of research.   
 
5.4 Conclusions	
We have used a land surface model (JULES) to make projections of change in 
ecosystem services across West Africa, driven by 5 different scenarios of future 
climate change in West Africa. This has involved analysing the impacts of climate or 
land use scenarios on services such as carbon storage, water provision and 
vegetation productivity.  
 
The principal findings for West Africa as a whole are firstly that carbon storage of 
forests is projected to increase under the effects of climate change, however, forest 
degradation caused by human disturbance would restrict this increase. Generally 
speaking, this increase is related to a projected increase in minimum temperatures in 
tropical parts of West Africa, and precipitation in savannah ecosystems.  
 
Secondly, vegetation productivity is projected to increase in most parts of West 
Africa. This would be expected to lead to more productive ecosystems, and 
increases in crop yields. The exceptions to this are in southern Nigeria, where land 
use scenarios estimate a high level of human activity, and in the western Sahel, 
where a drying signal (low confidence) is found in the climate projections.  
 
Thirdly, in central and eastern West Africa, ecosystems are projected to shift 
northwards. This includes increases in tree fraction of ecosystems in Cameroon and 
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Central African Republic, increases in shrub fraction in the savannah grasslands of 
southern Chad and northern Nigeria, and increases in grass fraction on the edge of 
the Sahara Desert in Chad and Niger. 
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6 Uncertainty	in	plant	functional	type	distributions	and	impact	on	
land	surface	models	
 
Authors: Hartley, A.J., MacBean, N., Georgievski, G., Bontemps, S. 
 
The following abstract has been accepted for a special issue of Remote Sensing of 
the Environment on Earth Observation of Essential Climate Variables. The chapter 
below is a full draft of the paper, although further edits may be made before 
submission to the journal. 
 
Target audience: Ecosystem modellers that use land surface models to either 
understand historical trends or make future projections of land-atmosphere 
interactions. 
 
6.1 Introduction	
Understanding the sensitivities and uncertainties of land surface models (LSMs), is 
an important step towards improving simulations of carbon, moisture, energy and 
momentum exchanges between the land surface and the atmosphere (Jung et al., 
2007; Poulter et al., 2011; Sterling et al., 2013). Land cover information is an 
essential component of these exchanges because it is used to determine the spatial 
distribution of plant functional types (PFTs) that have different physiological, 
phenological, biochemical and structural characteristics. Therefore, understanding 
the uncertainty in land cover-derived PFT distributions can lead to more confident 
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predictions of how ecosystem services have responded, and will respond in the 
future, to the combined impacts of climate change and land use and land cover 
changes (LULCC). In this study, we investigate the sensitivity of three offline LSMs 
to the maximum plausible range of PFT uncertainty derived from two explicitly 
quantified sources of error: land cover class mapping uncertainty and PFT fractional 
uncertainty within each land cover class. To our knowledge, this is the first 
systematic assessment of LSM sensitivity to the maximum plausible range of 
uncertainties in observed vegetation cover. 
 
6.1.1 How	 PFT	 uncertainty	 relates	 to	 uncertainty	 in	 carbon,	 moisture	 and	 energy	
budgets	
LSMs are the land component of numerical weather prediction, climate and Earth 
System Models. Most LSMs assign fixed vegetation, derived from global land cover 
maps (e.g. Wilson & Henderson-Sellers, 1985; Loveland & Belward, 1997), while 
some also simulate dynamic vegetation that responds to and interacts with climate, 
anthropogenic land use, carbon dioxide, hydrology and other aspects of the earth 
system (e.g. Prentice et al., 1992; Cox, 2001; Cramer et al., 2001; Sitch et al., 2003). 
Commonly, LSMs represent global vegetation in terms of a small set of PFTs (the 
exact number of which differ between LSMs) that need as input the spatial coverage 
of each PFT in each model grid cell, expressed as a grid cell fraction. The LSMs that 
can simulate dynamic vegetation can also be configured with fixed vegetation. 
Historically, different LSM modelling groups have constructed their own vegetation 
maps, based on the unique set of PFTs required by each model and on different 
underlying land cover map products. Unfortunately, the divergent representation of 
present-day vegetation in LSMs contributes to a significant uncertainty in model 
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projections of carbon, water and energy cycles, which furthermore compromises 
model inter-comparison and evaluation. A principal aim of the European Space 
Agency (ESA) Land Cover Climate Change Initiative (LC_CCI) is to reduce LSM 
uncertainty through the use of spatially and temporally consistent land cover 
information derived from satellite. Part of this initiative has involved interaction 
between land surface modellers and land cover mapping experts in the earth 
observation community in order to provide PFT maps for each individual LSM, based 
on the same underlying land cover data.  
 
The spatial distribution of PFTs is associated with uncertainties in three important 
aspects of LSMs: budgets of carbon (Ballantyne et al., 2015), moisture (Boisier et al., 
2014) and energy (Hoffmann & Jackson, 2000; Mahmood et al., 2014). Annual 
reporting of the global carbon budget by Le Quéré et al. (2015) using both a book 
keeping method and LSMs has shown that uncertainty in the amount of carbon 
released by land use change was 0.5 PgC/year (1s) in 2014, with the land carbon 
uptake varying by an additional 0.9 PgC/year. These ranges are influenced by 
uncertainties in the reporting or detection of land use change, and by uncertainties in 
the vegetation type and carbon stored in the vegetation before the change occurred 
(Houghton et al., 2012; Anav et al., 2013). Furthermore, uncertainties in the global 
land carbon uptake are related to PFT distributions via uncertainties in the rate of 
primary production (Quaife et al., 2008), soil and vegetation carbon storage (Anav et 
al., 2013; Brovkin et al., 2013), and plant and soil CO2 respiration. 
 
Moisture budgets are also sensitive to uncertainties in PFT distribution. For example, 
Boisier et al. (2014) showed that LSM simulations of evapotranspiration (ET) are 
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poorly constrained by observations, and concluded that reductions in historical 
simulated ET uncertainty can be made by improving historical land cover 
reconstructions. In global terms, changes in land-atmosphere moisture fluxes are 
governed by two competing anthropogenic processes. Firstly, the location and 
magnitude of forest conversion to agriculture reduces global ET as a result of 
reducing leaf area and increases surface runoff due to reduced interception of water 
by vegetation (Gordon et al., 2005; Findell et al., 2007; Sterling et al., 2013). 
Secondly, the global expansion of irrigated agriculture during the 20th Century has 
been shown to increase the amount of ET, due to greater moisture availability for 
photosynthesis and surface evaporation (Gordon et al., 2005; Puma & Cook, 2010). 
Regionally, it has also been shown in land-atmosphere coupled simulations that 
these human-induced changes to the moisture budget may have an impact on the 
variability (Zeng, 1999), location (Knox et al., 2011; Hartley et al., 2016), and 
strength (Feddema et al., 2005a) of tropical monsoon systems in South America, 
Africa and South East Asia.  
 
Energy budgets can also be directly influenced by the spatial distribution of PFTs. 
Forests, in comparison to cropland and grasslands, tend to exert a cooling effect on 
regional climate in the tropics and temperate regions through evaporative cooling, 
whereas boreal forests tend to exert a warming effect due to lower surface albedo 
(Zeng & Neelin, 1999; Bonan, 2008; Luyssaert et al., 2014). This has been shown by 
studies that have used both satellite observations (Alkama et al., 2016) and coupled 
land-atmosphere models (Betts, 2001; Berbet & Costa, 2003; Boisier et al., 2012) to 
show the strong local positive radiative effects of replacing forest cover with cropland 
or pasture. Conversely, Betts (2000) showed that boreal afforestation reduced 
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surface albedo by 0.1 to 0.3, leading to a positive radiative forcing of 10-20 Wm-2, 
which is higher than the equivalent radiative cooling due to increasing carbon 
sequestration. Despite a clear biogeophysical sensitivity of LSMs to LULCC at 
regional scales, very little work exists on the impact of uncertainty in present-day 
PFT distributions on the land surfaces fluxes of energy, moisture and carbon in 
LSMs. One exception to this is the work by Feddema et al. (2005b) who show that 
while average global temperature model sensitivity to present day vegetation 
uncertainty is only 0.21K, a much larger uncertainty range of up to 5K can be found 
at regional scales.  
 
6.1.2 Uncertainties	in	converting	LC	maps	to	PFT	distributions	
LSMs represent processes in the earth system (such as photosynthesis and 
transpiration) via equations that are common for all PFTs which have fixed 
parameter values that differ according to PFT (e.g. the relationship between leaf 
stomatal closure and Vapour Pressure Deficit). Consequently, the accuracy of PFT 
fractional coverage in each model grid cell is an important component of LSMs that 
can have a significant impact on simulations of carbon, water, and energy fluxes. 
However, PFTs cannot be mapped directly from satellite observations – instead the 
PFT fractions are commonly derived from land cover (LC) maps that are created 
from satellite-derived radiances and ground-truth observations.  
6.1.2.1 Cross-walking	uncertainty	
The process of converting LC classes to PFTs, called the “cross-walking” (CW) 
procedure, uses the LC class legend descriptions, expert knowledge, and ancillary 
information to determine the fraction of each PFT that occurs within a given LC class 
(Poulter et al., 2011, 2015). For example, in Poulter et al. (2015), where the LC class 
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“Tree cover, broadleaf, evergreen, closed to open” occurred in a 300m pixel, 90% of 
that area was assigned to Broadleaf Evergreen Tree PFT, 5% to Broadleaf 
Evergreen Shrub PFT, and 5% to Broadleaf Deciduous Shrub PFT. LC classes 
typically follow a precisely-defined thematic description, such as the Food and 
Agricultural Organisation of the United Nations (FAO) Land Cover Classification 
System (LCCS; Di Gregorio & Jansen, 2005). The LCCS allows the user to develop 
a LC class legend that describes the fraction of major cover types such as tree, 
shrub, grass, bare soil and water. These cover types have important physiognomic 
differences that are important for LSMs, for example, differences in vegetation 
structure and density affects the roughness of the surface and the surface albedo, 
which can drive the exchange of energy, momentum and carbon between the land 
surface and the atmosphere. Furthermore, the LCCS allows the definition of a 
legend that describes the fractional cover of a vegetation type as a broad range, 
such as open cover (10-40%), closed-to-open (30-70%), or closed (60-100%). 
Clearly, these ranges are designed to allow a certain amount of flexibility from a LC 
mapping perspective, but in LSMs these wide ranges may create considerable 
uncertainty in key aspects of land-atmosphere interactions. Consequently, when 
populating the CW matrix by inferring PFT fractions for a given land cover class, the 
climate user must choose a fraction from a wide range that may span up to 40%. 
This CW uncertainty may be further complicated by regional variations in PFT 
fractions within a LC class that occurs in many places around the world, such as 
broadleaf deciduous tree cover that could have different tree fractions depending on 
continent and bioclimatic zone. Clarification of which fraction to use for which region 
of the world is therefore the responsibility of expert judgement.  
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The ancillary information used in the CW procedure may be from a number of 
sources. In some instances, it may allow the climate user to refine the PFT fractions 
within a LC class. For example, for sparsely vegetated LC classes where grass and 
bare soil is common, moderate resolution (300m to 1km) satellite observations of the 
Normalised Difference Vegetation Index (NDVI) or Leaf Area Index (LAI) may 
provide useful information to ascertain the ratio of vegetation to bare soil within a LC 
class. Alternatively, very high resolution LC maps (10m to 30m) may provide useful 
information on tree or shrub fractional coverage within a moderate resolution LC map 
grid cell.  
 
Ancillary information is also useful for defining PFTs that cannot be accurately 
defined using LC maps. It is commonly used to make the distinction between 
grasses that use the C3 and C4 photosynthetic pathways, or between PFTs that are 
specific to a particular bioclimatic zone. Currently, it is not possible to distinguish 
between C3 and C4 grasses using existing remote sensing techniques, therefore 
climate users typically create a grassland fraction from LC, and use an ancillary 
dataset to split this fraction into C3 and C4 grass fractions. This is done either by 
using a pre-existing map of C4 grass fraction such as Still et al. (2003) or by using 
temperature thresholds (e.g. Poulter et al., 2011) derived from the Koeppen-Geiger 
climate classification (Kottek et al., 2006). Such choices bring additional uncertainty, 
for example, the (Still et al., 2003) data uses agricultural statistics and crop fractional 
cover (Ramankutty & Foley, 1998) to determine the fraction of C4 grasses. This 
highlights the need for more ground-based observation to improve verification, and 
raises questions of poor agreement between global cropland maps (Fritz et al., 
2011), and the validity of using agricultural statistics for differing time periods. 
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Furthermore, dependence on climate thresholds introduces uncertainty in choice of 
climate data (Chapter 4), which may be particularly uncertain in sub-tropical areas 
(Harris et al., 2014), and in choice of threshold. While the use of the 22°C crossover 
temperature threshold to distinguish between C3 and C4 grasses has been well 
studied (Collatz et al., 1998) and used in the ORCHIDEE LSM (Poulter et al., 2011), 
it is not universally used, with the LPJ LSM using a threshold of 15.5°C (Sitch et al., 
2003) to identify C4 grass. In summary, at each step in the process of generating 
PFT maps for LSMs, the individual LSM modeller, often not an expert in land cover 
mapping, has had to make decisions based on limited knowledge and availability of 
information sources to the individual. It is therefore no surprise that land cover and 
fractional coverage maps utilised across modelling groups can vary significantly. 
6.1.2.2 Land	cover	mapping	uncertainty	
In the context of LSMs, the requirements of land cover maps are very precisely 
defined and sometimes are not consistent with other applications for land cover 
maps. LSMs usually consider only 1 vegetation level, with no understorey 
vegetation, meaning that the PFT fraction refers to the crown cover of each PFT at 
the point in the season when maximum leaf area occurs. This is because LSMs 
commonly use either seasonally varying leaf area information or a phenological 
model to define vegetation seasonality, therefore, for climate applications, it is not 
necessary to incorporate this temporal information into land cover classes. This 
ambiguity and lack of communication between climate and land cover scientists can 
lead to considerable errors and uncertainties in land cover-derived PFT fractions. 
 
Uncertainty also exists in the largely statistical approaches used to categorise land 
cover classes from satellite-derived surface reflectance products. An assessment of 
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3 commonly used global land cover maps revealed a mapping accuracy of between 
67% and 75% (Fritz et al., 2011), although disagreement between maps is also high 
(Fritz & See, 2008). While various attempts have been made to combine such maps 
into hybrid products that reduce uncertainty (Fritz & See, 2005; Jung et al., 2006), 
there currently haven’t been any efforts to produce land cover maps of plausible 
alternative classes, with associated likelihoods.  
 
6.1.3 Study	aims	
The aim of this study is to firstly understand the impact of land cover (LC) and cross-
walking (CW) uncertainty on the PFT fractional distributions that are used in LSMs. 
Secondly, we aim to quantify the impact of this PFT uncertainty on the spatio-
temporal patterns of carbon, water and energy fluxes simulated by three LSMs. This 
includes inter-comparison of model sensitivity to PFT uncertainty, and comparison of 
PFT uncertainty impacts in the context of between model uncertainty.  
 
6.2 Data	and	Methods	
6.2.1 Reference	Dataset	
The procedure for creating PFT fractional distributions from satellite-derived 
radiances and ground truth observations is shown in detail in Figure 34. A 
classification algorithm is used to categorise satellite-derived radiances according to 
the Land Cover Classification System (LCCS; Di Gregorio & Jansen, 2005) legend 
categories. This is done using a variety of approaches, the most common of which is 
a maximum likelihood supervised classification, that is trained on a range of ground-
truth information including high resolution satellite observations, national-level land 
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cover maps, and in-situ observations (LC_CCI ATBD, 2013). This approach provides 
a probability statistic that a given 300m pixel should be assigned to each land cover 
class, with the most likely class chosen. This approach was used to create the LC 
map produced by the European Space Agency (ESA) Land Cover Climate Change 
Initiative (LC_CCI) for 2010, at 300m spatial resolution (version 1.4; available at 
http://maps.elie.ucl.ac.be/CCI/viewer/), which was used in the present study as a 
reference dataset (henceforth refLC). The LC dataset is converted to PFT fractional 
distributions by assigning pre-defined, LC class-specific, PFT fractions to each 300m 
pixel, following the cross-walking table approach that was developed for this LC 
dataset by (Poulter et al., 2015). This CW table is also used as a reference in the 
present study (see “ref” columns in the Appendix in Table 15). The resulting PFT 
fractions are then aggregated from 300m to 2° (approximately 200km at equator) 
spatial resolution, using spatial averaging. Model-specific post-processing was then 
conducted, which is described in detail in Section 6.2.3.   
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Figure 34 Data flow involved in producing the 5 perturbations of PFT fractional uncertainty. Land 
Cover uncertainty is accounted for at the stage of the classification algorithm, and subsequently 
cross-walking uncertainty is accounted for before the resulting PFT fractions are aggregated to the 
model grid resolution. At this stage, post-processing may involve using ancillary data such as C4 
grass distribution to separate grass cover between functional types, or thermal thresholds to separate 
tree cover between biomes. 
 
Figure 35 Cartoon to show how PFT uncertainty is quantified in this study. A pixel classified as 
shrubland in the reference land cover may have plausible but lower probability alternative classes. To 
make a ‘maximum (minimum) biomass’ map, if the alternative class is higher up (lower down) the 
vegetation biomass scale (on the x-axis), the class would be changed. However, if the opposite 
occurs, or there is no alternative LC class, the reference LC class is used in the alternative map. 
Uncertainty in the CW fraction of PFTs assigned to a LC class is shown on the y-axis. Here, to make 
a ‘maximum (minimum) biomass’ map, the PFT fractions for a class were altered within plausible 
ranges by favouring PFTs that are further up (lower down) the vegetation biomass scale. 
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6.2.2 Quantification	of	PFT	Uncertainty	Using	a	Biomass	Scale	
The key areas of uncertainty within the processing chain of the reference dataset (as 
discussed in Section 6.1.2, and shown by dotted lines in Figure 34) are the 
classification algorithm, where the probability of alternative classes may be high, and 
the cross-walking table, where the fraction of a PFT in a given LC class may be 
uncertain. We made perturbations to LC classes and the CW table of the reference 
dataset, in order to develop plausible alternative PFT fractional distributions that 
would induce minimum and maximum responses from LSMs. To do this, a simple 
biomass scale (Figure 35 and Table 7) is used to decide whether to replace a LC 
class with an alternative class, or to decide whether to alter the fraction of a PFT that 
occurs in a LC class in the CW table. No effort has been made to quantify 
specifically the biomass associated with each LC class or PFT; biomass classes are 
assigned purely with the aim of describing subjectively where a land cover class or 
PFT fits within the biomass scale from tree to shrub to grass to bare ground (Figure 
35 and Table 7). We chose to describe PFT uncertainty in terms of biomass because 
the amount of biomass is closely linked to the magnitude of many aspects of land-
atmosphere interactions, such as carbon exchange via leaf area, photosynthesis and 
autotrophic respiration, water flux via transpiration and canopy evaporation, and 
energy exchange via surface albedo and sensible and latent heat flux. 
 
6.2.2.1 Land	Cover	Class	Uncertainty	
In order to develop plausible alternative PFT fractional distributions arising from LC 
uncertainty, we use the biomass scale shown in Figure 35 to develop ‘minimum 
biomass’ (minLC) and ‘maximum biomass’ (maxLC) LC maps. To do this, we use 
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plausible alternative LC classes, which are defined as classes not used in the refLC 
dataset, but which have a probability of being correct of greater than 85% (LC_CCI 
ATBD, 2013). If a plausible alternative class is available, and it is lower down the 
biomass scale (when making the minLC map), or further up the scale (when making 
the maxLC map) shown in Figure 35 and Table 7, than the reference LC class 
(refLC), then it is used in the resulting alternative map. For example, if a grid cell in 
the refLC map is classified as class 40 (grass), but an alternative class 12 (shrub) 
has a 90% probability, then, if we are making a maxLC map, we would choose class 
12. If we are making a minLC map, then the pixel remains as class 40. This 
approach results in land cover maps that identify, for example, the minimum and 
maximum plausible extent of forests.  
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Table 7 Each land cover class within the Land Cover CCI legend is assigned a class within a biomass 
hierarchy for use in assessing classification uncertainty. The highest biomass is tree, followed by 
shrub, grass, moss and lichen and then bare. 
LC 
class 
Description Biomass 
category 
10 Cropland, rainfed Grass 
11 Cropland, Herbaceous cover Grass 
12 Cropland, Tree or shrub cover Shrub 
20 Cropland, irrigated or post-flooding Grass 
30 Mosaic cropland (>50%) / natural vegetation (tree, shrub, 
herbaceous cover) (<50%) 
Grass 
40 Mosaic natural vegetation (tree, shrub, herbaceous cover) 
(>50%) / cropland (<50%) 
Grass 
50 Tree cover, broadleaved, evergreen, closed to open (>15%) Tree 
60 Tree cover, broadleaved, deciduous, closed to open (>15%) Tree 
61 Tree cover, broadleaved, deciduous, closed (>40%) Tree 
62 Tree cover, broadleaved, deciduous, open (15-40%) Shrub 
70 Tree cover, needleleaved, evergreen, closed to open (>15%) Tree 
71 Tree cover, needleleaved, evergreen, closed (>40%) Tree 
72 Tree cover, needleleaved, evergreen, open (15-40%) Shrub 
80 Tree cover, needleleaved, deciduous, closed to open (>15%) Tree 
81 Tree cover, needleleaved, deciduous, closed (>40%) Tree 
82 Tree cover, needleleaved, deciduous, open (15-40%) Shrub 
90 Tree cover, mixed leaf type (broadleaved and needleleaved) Tree 
100 Mosaic tree and shrub (>50%) / herbaceous cover (<50%) Tree 
110 Mosaic herbaceous cover (>50%) / tree and shrub (<50%) Grass 
120 Shrubland Shrub 
121 Shrubland evergreen Shrub 
122 Shrubland deciduous Shrub 
130 Grassland Grass 
140 Lichens and mosses Moss/Lichens 
150 Sparse vegetation (tree, shrub, herbaceous cover) (<15%) Bare 
151 Sparse tree (<15%) Bare 
152 Sparse shrub (<15%) Bare 
153 Sparse herbaceous cover (<15%) Bare 
160 Tree cover, flooded, fresh or brakish water Tree 
170 Tree cover, flooded, saline water Tree 
180 Shrub or herbaceous cover, flooded, fresh/saline/brakish 
water 
Grass 
190 Urban areas Bare 
200 Bare areas Bare 
201 Consolidated bare areas Bare 
202 Unconsolidated bare areas Bare 
210 Water bodies n/a 
220 Permanent snow and ice n/a 
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6.2.2.2 Cross	Walking	Uncertainty	
In order to develop alternative PFT fractional distributions arising from CW 
uncertainty, we again use the biomass scale to develop plausible alternative CW 
tables (see Appendix Table 15) for ‘minimum biomass’ (minCW) and ‘maximum 
biomass’ (maxCW). The biomass scale was used to alter the fractions of PFTs that 
occur in each LC class in the reference CW table (refCW) within plausible ranges. A 
plausible range is derived either from the Land Cover Classification System ( LCCS; 
Di Gregorio & Jansen, 2005) legend description, or by further constraining this range 
with expert knowledge of earth observation scientists. Perturbations to the refCW 
table are achieved for a given LC class by increasing the fractions of PFTs lower 
down the biomass scale (minCW), or by increasing the fractions of PFTs further up 
the scale (maxCW), always keeping within plausible ranges (see Appendix Table 15 
for minCW, refCW and maxCW fractions). For example, class 61 (Broadleaf 
deciduous tree cover, closed (>40%)) has a plausible range of 40-100%, and in 
refCW it is converted to 70% broadleaf deciduous tree (BDT) PFT. In minCW, the 
BDT PFT fraction is reduced to 40%, the minimum fractional cover permitted by the 
LCCS description, whereas in maxCW, 100% of the grid cell is BDT PFT. 
 
For the LSM simulations, these two sources of uncertainty in PFT fractional 
distributions were subsequently combined, using the methodology shown in Figure 
34, in order to characterise the extremes of LC and CW uncertainty. This was done 
by using the minLC map with the minCW table (to create the PFT fractional 
distribution we term as minLC_minCW), and similarly using maxLC with maxCW (to 
create maxLC_maxCW). Additionally, to separate out the effects of LC and CW 
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uncertainty, we also created two additional PFT distributions that used the refCW 
with the minLC and maxLC (thus creating minLC_refCW and maxLC_refCW).  
 
6.2.3 LSM	Modelling	Protocol	
In this study, we use three offline LSMs (JSBACH, JULES and ORCHIDEE), each of 
which form the land surface component of three major Earth System Models (MPI-
ESM, UK-ESM, and IPSL-ESM) that will be used in the 6th Coupled Model Inter-
comparison Project (CMIP6). In using offline LSMs, rather than coupled Earth 
System Models, we avoid additional uncertainty associated with other model 
components, such as the atmosphere and oceans, making it easier to relate PFT 
uncertainties to impacts on surface fluxes. While each LSM uses a different number 
of PFT classes, they each can be related back to the CW table of (Poulter et al., 
2015), as shown in the Appendix Table 16. Each LSM was run for the historical 
period 1979-2010, using the WFDEI (WATCH Forcing Data methodology applied to 
ERA-Interim data) meteorological forcing data (Weedon et al., 2011, 2014). WFDEI 
forcing data were resampled from the native 0.5° spatial resolution to 2° using a 
conservative remapping method (Jones, 1999) to aggregate the forcing fields 
(precipitation, temperature, wind, downwards shortwave and longwave radiation 
fluxes and pressure). Special care was taken for the treatment of specific humidity. 
Like Weedon et al. (2011) we followed the methods of Cosgrove et al. (2003) in 
order to conserve moisture in the air and avoid supersaturation. Relative humidity 
was calculated at 0.5°, and then aggregated at 2°. Specific humidity at 2° was then 
calculated from relative humidity. Both JULES and ORCHIDEE use the data in their 
original 3h temporal resolution, while JSBACH makes use of the data accumulated 
to daily intervals. 
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LSMs are sensitive to the choice of initialization method. Rodell et al. (2005) showed 
that the fidelity of LSM simulations is limited by the accuracy of the meteorological 
forcing and initial conditions, which may not be in equilibrium. For the present study, 
soil, litter and vegetation carbon pools and other LSM states need to be in 
equilibrium before the transient experiments are started. Therefore, a spin-up of the 
terrestrial carbon cycle was conducted using WFDEI forcing repeatedly for the years 
1979-1983, with 1979 CO2 concentrations, until net ecosystem exchange reached an 
equilibrium (fluctuating around 0). This ensures that the carbon cycle is in equilibrium 
with the 1979 climate at the start of the simulation period. Simulations are then run 
for the period 1979-2010 with transient CO2 concentrations taken from global 
historical observations. 
 
In order to evaluate the impact of the 5 different PFT fractional distributions, we show 
results for model state variables that are closely related to exchanges of carbon, 
water, and energy between the land and the atmosphere. For the carbon cycle, we 
analyse gross primary production (GPP); for the water cycle, we analyse surface 
evapotranspiration flux; and for energy fluxes, we analyse the impact of PFT 
uncertainty on surface shortwave albedo. Observational studies have previously 
shown these variables to be sensitive to changes in land use (e.g. Wang et al., 2009; 
Jung et al., 2010; Alkama et al., 2016). 
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6.3 Results	and	Discussion	
6.3.1 Spatial	Distribution	of	PFT	Uncertainty	
Uncertainty in PFT distribution is not globally uniform, and the locations of LC 
uncertainty are not necessarily spatially consistent with CW uncertainty. Tree cover 
uncertainty was found to be greatest in the northern boreal zone (Figure 36), north of 
50°N, where tree cover uncertainty in PFT fraction ranged from -40% to +60% in 
relation to the reference (Figure 36 middle column). This represented a large 
variability in land area of tree fraction (Figure 37), ranging from 600 to 2000x109 m2, 
and was found to be mostly related to CW uncertainty in the boreal forests of Eurasia 
and North America. In this region, PFT uncertainty in tree cover is also directly 
related to CW uncertainty in grass cover and LC uncertainty in bare cover, especially 
to the north of 60°N, where less tree cover under a minCW PFT distribution leads to 
increases in grass cover, and increases in bare soil fraction.  
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Figure 36 Maps showing the difference (compared to the reference case) in fraction of vegetation for the Trees (1st column), Shrubs (2nd column), Natural and Managed 
Grasses (3rd column) and Bare soil (4th column) for each of the uncertainty simulations. The actual vegetation fraction for the reference case is shown in the middle row 
(refLC ref CW). The difference in vegetation fraction for the minimum biomass vegetation distributions are shown to the left of the reference case, first with minimum LC maps 
and the reference cross-walking table (minLC refCW – 4h row) and with both the minimum biomass LC maps and minimum cross-walking table (min LC min CW – 5th row). 
To the right of the reference map are the equivalent differences in vegetation fraction for the maximum biomass vegetation distributions (maxLC refCW – 2nd row, maxLC 
maxCW – 1st row). 
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Figure 37 The latitudinal distribution of uncertainty in the area covered by the major vegetation types 
(tree, shrub and grass) and bare soil. Vegetation areas (y-axis) were calculated using area-weighting 
for each latitudinal zone with a spatial resolution of 2° latitude. 
 
Sparsely vegetated areas in semi-arid and arid regions such as Central Asia, Central 
Australia, Sahel, Namib desert, Nevada desert and Patagonia were found to have 
large uncertainty in grass and bare soil fractions. This is shown in Figure 37 between 
35°S and 15°S, and between 30°N and 45°N where uncertainty in PFT distributions 
is largely driven by CW uncertainty in grass and bare soil fractions. In these 
locations, the maxLC_maxCW PFT distribution results in larger grass area, and 
lower bare soil area.  
 
Tree fraction uncertainty in continental SE Asia between 20°N and 40°N (Southern 
China, Vietnam, Cambodia, Laos) was found to be relatively large, ranging from -
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30% to +50% (Figure 36) relative to the reference PFT distributions. Under PFT 
distributions that maximise biomass, LC and CW uncertainty was found to contribute 
in equal measure to this uncertainty, but in PFT distributions that minimise biomass, 
LC uncertainty was found to be the main cause (Figure 37).  
 
In tropical forests (between 20°S and 10°N), CW uncertainty was found to be the 
main contributing factor to tree fraction uncertainty. Here, the reference PFT 
distribution assigned a fraction of 90% tree cover for the evergreen broadleaved tree 
cover class, however, CW uncertainty derived from the LCCS legend description 
ranged from 70% (minCW) to 100% (maxCW) tree cover. In comparison to this 
range, LC uncertainty was relatively low. This highlights that efforts to improve land 
cover information for use in climate science should have a greater focus on reducing 
uncertainty in the fractional coverage of PFTs within a land cover class, and on 
identifying regional variations in these assumptions, rather than on improving the 
mapping accuracy of LC classes.  
 
Finally, we also found uncertainty in PFT distributions to be high for grass cover in 
tropical savannahs, particularly where mosaic land cover classes exist. Mosaic land 
cover classes tend to have a broad mix of all major natural or anthropogenic 
vegetation types (tree, shrub or grass, possibly mixed with agriculture). Between 
15°S and 5°N, uncertainty is mostly due to LC uncertainty, which is perhaps an 
indication of difficulties in separating the spectral signature of subsistence agriculture 
from that of natural vegetation in this region, a factor which may contribute towards 
the high frequency of mosaic classes in these areas. However, notably between 5°N 
and 15°N, particularly in West Africa and India, the minLC PFT distribution increases 
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grass fraction (Figure 37), whereas minCW reduces it. We suggest that this variation 
is also related to mosaic classes, and is therefore an example of the uncertainties 
involved in converting land cover classes with broad descriptions (such as mosaic 
classes) into PFT fractions for use in LSMs.  
 
6.3.2 Impacts	of	PFT	Uncertainty	on	Model	State	Variables	
6.3.2.1 Short	Wave	Albedo	
Globally, the main impact of uncertainty in PFT distribution on short-wave albedo of 
the land surface was found to occur in the northern boreal zone for all models 
(Figure 40). In these locations, an increase (decrease) in tree fractional cover under 
a maxLC_maxCW (minLC_minCW) PFT distribution lead to a decrease (increase) in 
shortwave albedo in all models. The spatial location of albedo impacts across the 
boreal zone (Figure 40) was also found to vary depending on the source of PFT 
distribution uncertainty, and depending on whether biomass was minimised or 
maximised. For example, in JSBACH and JULES, minLC lead to albedo increases 
between 60°E and 90°E in Western Boreal Russia, whereas under maxLC, albedo 
decreases were most strongly found in Eastern Boreal Russia between 90°E and 
140°E. The impacts of CW uncertainty on albedo were found to occur over a larger 
area in the Boreal zone than for LC uncertainty, but the main centres of change for 
minCW and maxCW matched those for minLC (Eastern Boreal Russia) and for 
maxLC (Western Boreal Russia).  
 
The variability in global mean annual albedo due to PFT distribution uncertainty was 
found to be much greater than the inter-annual variability for both JSBACH and 
JULES (Figure 38). We also find that for both JULES and JSBACH the albedo 
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response due to minCW, minLC and maxLC changes in equal amounts, whereas 
maxCW PFT uncertainty had a greater impact on albedo (Figure 40 and Figure 38). 
This may be accounted for by high uncertainty in the maximum tree cover area 
(maxLC_maxCW) around 60°N, as shown in Figure 37. 
 
Table 8 Global 30-year mean annual albedo for each model and PFT distribution. Values in brackets 
show the percentage difference to the reference simulation for each model. 
PFT	Distribution	 JSBACH	 JULES	 ORCHIDEE	
maxLC_maxCW	 0.222	(-6.7)	 0.244	(-8.3)	 0.206	(-4.6)	
maxLC_refCW	 0.232	(-2.5)	 0.258	(-3)	 0.211	(-2.3)	
refLC_refCW	 0.238	(0)	 0.266	(0)	 0.216	(0)	
minLC_refCW	 0.242	(1.7)	 0.274	(3)	 0.22	(1.9)	
minLC_minCW	 0.249	(4.6)	 0.282	(6)	 0.225	(4.2)	
 
Figure 38 Sensitivity of global mean albedo, evapotranspiration (ET) and gross primary productivity 
(GPP) in JSBACH, JULES and ORCHIDEE due to inter-annual variability and PFT uncertainty. Each 
cluster shows the inter-annual variability for a given model and PFT distribution. The difference 
between clusters of a certain colour shows the individual model response to PFT uncertainty. 
Boxplots on the left of each plot show the range of PFT uncertainty for that model. Note that boxplots 
summarise the information shown to the right by the coloured points for a given model. 
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Figure 39 Mean seasonal cycles of GPP (top), ET (middle) and albedo (bottom) for all PFT 
distributions for JSBACH, JULES and ORCHIDEE for three different latitudinal zones (left: 40°N to 
70°N; middle: 20°S to 10°N; right: 10°N to 40°N). 
 
Uncertainty in PFT distributions was also found to have an impact on the seasonal 
cycle of albedo in the boreal zone (Figure 39) in JSBACH, JULES and ORCHIDEE. 
Here, all three models showed large uncertainty in albedo during the boreal winter 
(December to February) related to uncertainty in the tree fraction in this region. All 
three models have a multi-layered snow scheme, meaning that snow can settle on 
both the tree canopy and on the ground, with the snow in the canopy melting more 
quickly than snow of the ground. Therefore, more tree cover under the maxLC and 
maxCW PFT distributions (Figure 37), means that snow cover melts faster than PFT 
distributions with lower tree cover (minLC and minCW), causing the surface to have 
a lower reflectance under greater tree cover.  
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Figure 40 Global maps of the annual mean albedo for the reference (refLC_refCW) PFT distribution 
(middle row) for JSBACH, JULES and ORCHIDEE for the minLC_minCW, minLC_refCW, 
maxLC_refCW and maxLC_maxCW PFT distributions from bottom to top respectively. 
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6.3.2.2 GPP	
All models showed an increase in annual total GPP with increasing biomass for both 
the maxLC and maxCW PFT distributions, although JSBACH had a greater 
sensitivity to maxLC_maxCW than ORCHIDEE and JULES (Figure 41and Figure 
38). The main influence on GPP is from CW uncertainty in tree cover, with increases 
(decreases) in GPP where tree cover increases (decreases) relative to the 
reference, particularly in the tropics. Globally, the effect of PFT uncertainty on mean 
annual GPP uncertainty ranges from -12.7% to +11.2% for JSBACH, -7.5% to 2.6% 
for JULES and -9.5% to 4.5% for ORCHIDEE. Generally, the three models have 
similar spatial and temporal responses of GPP to PFT uncertainty (Figure 41). 
However, changes in GPP are found to occur in more locations globally in JSBACH 
compared to ORCHIDEE and JULES, which showed more localised differences.  
 
Table 9 Global 30-year mean annual GPP (PgC yr-1) for each model and PFT distribution. Values in 
brackets show the percentage difference to the reference simulation for each model. 
Realisations	 JSBACH	 JULES	 ORCHIDEE	
maxLC_maxCW	 172.4	(11.2)	 132.1	(2.6)	 102.4	(4.5)	
maxLC_refCW	 159.5	(2.9)	 130	(1)	 100.1	(2.2)	
refLC_refCW	 155	(0)	 128.7	(0)	 98	(0)	
minLC_refCW	 155.8	(0.5)	 130.7	(1.6)	 100.5	(2.6)	
minLC_minCW	 135.4	(-12.7)	 119	(-7.5)	 88.6	(-9.5)	
 
The minimum biomass PFT distribution, minLC_minCW, was found to result in a 
strong reduction in GPP across all models. Interestingly however, the minLC_refCW 
PFT distribution produced a higher annual total GPP than the reference 
(refLC_refCW; Figure 41), mainly due to increases in C4 grassland fraction in dry 
tropical/semi-arid regions in Africa (Figure 36 and Figure 41). While increases in 
grassland fraction under the minLC_minCW PFT distribution were also seen in 
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boreal regions (Figure 36), concomitant large increases in bare soil fraction in 
minLC_minCW resulted in a predictable strong decrease in GPP, thus masking any 
increase in GPP due to higher grass fractions. The  minLC_minCW PFT distribution 
results in the highest change in global total mean annual GPP in all regions and for 
all models (Figure 38), which as discussed came from changes in tropical regions 
(Figure 41 and Figure 39). 
 
The  uncertainty in PFT distributions did not dramatically alter the timing (phase) of 
the GPP mean seasonal cycle in any of the model simulations (Figure 39); however, 
the magnitude of the change typically scaled with the magnitude of GPP, and 
therefore greater differences were seen during the growing season in all regions 
(Figure 39). Overall JSBACH had a higher sensitivity to changes in biomass than 
JULES and ORCHIDEE, especially at high latitudes (40-70°N - Figure 39). 
 
 192 
 
 
Figure 41. Global maps of the annual mean GPP (gCm-2month-1) for the reference (refLC_refCW) 
PFT distribution (middle row) for JSBACH, JULES and ORCHIDEE and the difference in annual mean 
GPP for the minLC_minCW, minLC_refCW, maxLC_refCW and maxLC_maxCW PFT distributions 
from bottom to top respectively. 
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6.3.2.3 Evapotranspiration	
 
In general, all models show an increase in annual total evapotranspiration (ET) for 
both the maxLC_refCW and maxLC_maxCW PFT distributions, but response to both 
the minLC_refCW and minLC_minCW PFT distributions was not consistent across 
models (Figure 42). JULES shows a consistent increase in ET with increasing 
biomass scale, from minLC_minCW to maxLC_maxCW (Figure 38), with changes 
ranging from 71.2 to 76.2 × 103 km3yr-1 (-4.1% to 2.7%) of ET in the reference 
simulation (Figure 42). ORCHIDEE shows a similar magnitude of ET change (-4.1% 
to 2.9%) as JULES from the lower end to the top of this scale, however minLC 
uncertainty (with refCW) appears to have little effect on ET in ORCHIDEE (less than 
-0.1%) in comparison to the reference simulation. Similar to GPP, this anomaly is 
coincident with increases in C4 grass fraction in tropical grasslands (Figure 36). 
JSBACH shows very small increases in ET with increasing biomass scale, although 
slightly larger increases are found in the maxLC_maxCW simulations due to 
increases in boreal zone ET, a feature which is not seen in JULES or ORCHIDEE 
(Figure 42). 
 
 
Table 10 Global 30-year mean annual ET (103 km3 yr-1) for each model and PFT distribution. Values 
in brackets show the percentage difference to the reference simulation for each model. 
Realisations	 JSBACH	 JULES	 ORCHIDEE	
maxLC_maxCW	 60.1	(1.1)	 76.2	(2.7)	 93.4	(2.9)	
maxLC_refCW	 59.6	(0.3)	 75.2	(1.4)	 92.2	(1.6)	
refLC_refCW	 59.4	(0)	 74.2	(0)	 90.8	(0)	
minLC_refCW	 59.5	(0)	 73.1	(-1.4)	 90.7	(0)	
minLC_minCW	 59.4	(-0.1)	 71.2	(-4.1)	 87.1	(-4.1)	
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Comparison of annual mean maps of ET (Figure 42) reveals that changes in 
JSBACH ET due to PFT uncertainty generally followed an opposite spatial pattern in 
the tropics in comparison to JULES and ORCHIDEE. JSBACH showed increases in 
ET in the Amazon and Congo basins under lower tree fractions (minLC and minCW), 
and small reductions in ET under high tree fractions (maxLC and maxCW). This had 
the effect of cancelling out boreal zone changes, resulting in apparent low sensitivity 
of annual mean global ET (-0.1% to 1.1% change with regard to the reference; Table 
10). This highlights a potential issue in JSBACH, that may be related to canopy 
evaporation in tropical forests. The seasonal cycle of ET (Figure 39) for different 
latitudinal zones (high-northern: 40-70N, mid-latitude: 10-40N and tropical: 20S-10N) 
also shows that JSBACH has an inverted signal for the mid-latitudes and tropical 
zone with respect to JULES and ORHCIDEE. This is shown by maxLC and maxCW 
leading to a decrease in ET from May to October in mid-latitudes and from 
September to June in the tropical zone. In Figure 39 it can be seen that these 
months correspond to the growing seasons (when maximum leaf area occurs) in 
mid-latitudes and tropical zone. 
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Figure 42. Global maps of annual mean ET (mm/m2/year) for the reference (refLC_refCW) PFT 
distribution (middle row) for JSBACH, JULES and ORCHIDEE and the difference in monthly mean ET 
for the minLC_minCW, minLC_refCW, maxLC_refCW and maxLC_maxCW PFT distributions from 
bottom to top respectively. 
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6.3.3 LSM	Sensitivity	to	PFT	Uncertainty	
In order to understand the significance of these results, and therefore the magnitude 
of LSM sensitivity to PFT uncertainty, it is important to put these changes in the 
context of other commonly used measures of uncertainty. Previous studies have 
shown that large between-model uncertainty is a dominant feature of multi-model 
studies (Friedlingstein et al., 2006; Jung et al., 2007; Sitch et al., 2008). We find that 
uncertainty in PFT distribution has a potentially large effect on global albedo relative 
to the between model uncertainty range, and to a lesser extent GPP and ET (Figure 
43). Table 11 shows that the range in simulated albedo due to uncertainty in PFT 
distributions (JSBACH: 0.027, JULES: 0.038 and ORCHIDEE 0.019) is of a similar 
magnitude for JSBACH, or greater for JULES, than between model uncertainty. 
When inter-annual variability is also accounted for (Figure 43), JULES (JSBACH) 
PFT distribution-based uncertainty in albedo was found to range from 65% to 110% 
(45% to 75%) of the albedo uncertainty between models. As previously discussed, 
much of this albedo uncertainty derives from CW uncertainty in the fractional cover 
of tree and bare soil in the boreal zone. 
 
For global GPP, JSBACH was found to be most sensitive to uncertainty in PFT 
distributions, with 30-year means ranging from 135.4 PgC yr-1 under minLC_minCW 
to 172.4 PgC yr-1 under maxLC_maxCW (Table 9). This equates to a range of 38 
PgC yr-1 (Table 11), which is between 50-90% of the between model uncertainty 
range (Figure 43). JULES and ORCHIDEE were found to show slightly lower 
sensitivity of GPP to PFT uncertainty. While the magnitude of global 30-year mean 
GPP (Table 9) was found to be higher in JULES (119 – 132.1 PgC yr-1) than in 
ORHCIDEE (97.4 – 113.4 PgC yr-1), it was found that ORCHIDEE was slightly more 
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sensitive to PFT uncertainty, varying for -9.8% to +5% of the reference compared to 
-7.5% to 2.6% in JULES. The inter-model uncertainty range of GPP was found to 
vary considerably according to PFT distribution, with relatively low GPP uncertainty 
due to LC (minLC: 55.3 PgC yr-1 and maxLC: 59.3 PgC yr-1), but relatively high GPP 
uncertainty when CW uncertainty was considered (minCW: 46.7 PgC yr-1 and 
maxCW: 70.1 PgC yr-1). This sensitivity of GPP to CW uncertainty is related to 
uncertainty in tree fractional cover in the tropics, with all models showing GPP 
increases (Figure 42) where tree fraction increased (Figure 36) under maxCW. The 
opposite was true for minCW, with GPP reductions where tree fraction reduced, but 
even larger GPP reductions were found where bare soil fractions increased due to 
minCW uncertainty in the tropics. 
 
Table 11 Uncertainty ranges for albedo, ET (103 km3 yr-1) and GPP (PgC yr-1) due to either between-
model uncertainty or between-PFT distribution uncertainty. Values in brackets show the percentage of 
between model uncertainty (for the reference simulation) that was accounted for by between PFT 
uncertainty. 
Uncertainty 
Type  PFT Scenario Albedo ET GPP 
Inter-Model 
(n=3) 
maxLC_maxCW 0.038 33.3 70.1 
maxLC_refCW 0.047 32.6 59.3 
refLC_refCW 0.05 31.3 57 
minLC_refCW 0.054 31.3 55.3 
minLC_minCW 0.057 27.7 46.7 
Inter-PFT 
(n=5) 
JSBACH 0.027	(54) 0.7	(2.3) 37.1	(65) 
JULES 0.038	(76) 5	(16.1) 13.1	(23) 
ORCHIDEE 0.019	(38) 6.3	(20.2) 13.7	(24.1) 
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Figure 43 Each point shows, for a given year and model, the PFT-based uncertainty in global annual 
mean albedo, ET and GPP expressed as a percentage of between model uncertainty. Values greater 
than 100% mean that the PFT-based uncertainty is greater than the between-model uncertainty. The 
between model uncertainty range (Rmod) was calculated annually for each of the 30 years of the 
simulations, for each of the 5 PFT distributions. The PFT uncertainty range (Rpft) was calculated for 
each of the 3 models (shown in red, blue and green). For each year of the simulations and for each 
model (shown as a coloured point in the plot), 100 * Rpft / Rmod was calculated for each of the 5 
different model uncertainty ranges. Therefore, for each model and variable, we show 150 (30 years * 
5 model uncertainty ranges) different measures of PFT uncertainty as a percentage of the model 
uncertainty range. Boxplots (showing the median, interquartile range, minimum and maximum of the 3 
model ensemble) are displayed in the background to allow visual comparison. 
 
In contrast to GPP, JSBACH had the lowest absolute totals of ET (Table 11), and the 
lowest sensitivity to PFT uncertainty, with ET ranging from 59.4 to 60.1 × 103 km3yr-1 
for all PFT distributions, although sensitivity of ET inter-annual variability to PFT 
uncertainty was comparable for all models (Figure 43). PFT uncertainty had a 
greater impact on JULES ET, with an uncertainty of 5 × 103 km3yr-1, which equates 
to 16.1% of the between model uncertainty in the reference simulation (Table 11). 
The largest impact of PFT uncertainty on ET was in ORCHIDEE, which was also 
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found to have the largest absolute ET values (Table 11), and the highest inter-annual 
variability (Figure 43). PFT distribution uncertainty lead to an uncertainty range in 
ORCHIDEE ET of 7.6 × 103 km3yr-1 (23.8% of the between model range for the 
reference simulation), the largest of all three models. ORCHIDEE sensitivity to 
individual PFT distributions was found to differ from JSBACH and JULES, 
particularly for the minLC_refCW distribution where virtually no change was found 
compared to the reference simulation (Figure 43). This found to coincide with 
increases in tropical grass cover in particular in Africa (Figure 36), and as consistent 
with increases in GPP in ORCHIDEE in similar areas. While JULES and JSBACH 
showed a similar sensitivity in GPP to the minLC_refCW PFT distribution, such an 
impact on ET was not found in these models.  
 
6.4 Summary	and	Perspectives	
This study has shown that PFT uncertainty is an important aspect of uncertainty in 
land surface models that has not been fully accounted for by previous studies. We 
have shown that PFT uncertainty has a larger impact on GPP than previously 
reported by (Jung et al., 2007; Quaife et al., 2008), who estimated it to be in the 
region of 10-15% of GPP. In this study, by perturbing the key elements of the 
processing chain of one land cover dataset to produce the maximum plausible range 
of uncertainty in PFT distribution, we show that sensitivity of GPP was 23.9% for 
JSBACH, 10.1% for JULES and 14.8% for ORCHIDEE (Figure 43) compared to the 
reference simulation. In terms of global GPP estimates, the uncertainty ranges found 
here were much wider than those found by upscaling flux station observations to the 
global scale (Beer et al., 2010; Jung et al., 2011) (Table 12), although were more 
comparable to other approaches to quantifying GPP using atmospheric constraints 
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that suggest 150-175 PgCyr-1 (Welp et al., 2011) or 146 ± 19 PgCyr-1 (Koffi et al., 
2012) may be better estimates. In this study, given that PFT distribution uncertainty 
contributes between 25-100% of between model uncertainty (Figure 43), these 
results would suggest that LSM uncertainty can be reduced by better constraining 
the PFT fractional distributions. 
 
In percentage terms, PFT uncertainty had less impact on global ET in this study. 
However, the impact on total annual ET land to atmosphere flux is significant for 
JULES (5.0 ×  103 km3yr-1) and ORCHIDEE (7.6 ×  103 km3yr-1) in the context of 
estimates of Anthropocene ET change by Gordon et al. (2005) (3.0 × 103 km3yr-1); 
Sterling et al. (2013) (3.5 × 103 km3yr-1); Boisier et al. (2014) (1.26±0.85 × 103 km3yr-
1) (Table 12). This would suggest, as noted by Boisier et al. (2014) that improving 
PFT fractional distributions would result in improved estimates of global ET. The 
impact of PFT distribution uncertainty on albedo was found to be as much (JSBACH) 
or greater than (JULES) the between model uncertainty in this study (Figure 43). 
Forest cover uncertainty in the boreal zone impacted the monthly mean albedo in 
JULES by up to 0.2 and in JSBACH by 0.15 during the boreal winter, a figure which 
matches the magnitude of that found by Betts (2000). Given the potential impact of 
this albedo uncertainty on the earth’s radiation budget, this highlights the need for 
improved understanding of the fractional cover of all vegetation types in the boreal 
zone. 
 
The aim of this study was to investigate the impact of the widest plausible range of 
PFT uncertainty on LSMs, and to identify ways in which future work on land cover 
mapping of the land cover essential climate variable can reduce LSM uncertainty. 
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Whilst this study was not an exhaustive investigation of all uncertainties related to 
either LC mapping or CW, it has revealed important implications for the regions and 
classes on which future land cover mapping efforts should be focussed. We have 
shown that there is still considerable uncertainty in the cross-walking procedure used 
to convert LC to the PFT distributions used by LSMs (e.g. Poulter et al., 2015). 
Furthermore, uncertainty in the algorithm for assigning a LC class to a spectral 
signature has been shown to be of an equal magnitude to cross-walking uncertainty. 
For example, uncertainty in bare soil fraction in northern latitudes (north of 60N) is all 
related to choice of land cover class, not cross-walking uncertainty (Figure 37). 
Further south however, grass cover uncertainty is all related to cross-walking 
uncertainty rather than land cover uncertainty. In the tropics (15S to 15N), tree cover 
uncertainty is equally related to land cover and cross walking uncertainty, whereas in 
the other major forest belt (45N to 65N), uncertainty is more related to cross-walking 
uncertainty. This is also seen in northern Asia and eastern North America regions. 
Uncertainty in grass and shrub fractions is more locally dependent. It appears this is 
due to regional differences in land cover uncertainty in grass classes, and cross-
walking uncertainty affecting different classes in different ways. For example, in 
tropical regions, maximising biomass in the cross-walking approach leads to a 
reduction in grass cover relative to the reference, whereas in temperate regions (30N 
to 50N and 25S to 35S), maximising biomass leads to an increase in grass cover. 
 
In this study we defined the range of cross-walking uncertainty to correspond closely 
to the LC class descriptions where possible. For example, for the sparse vegetation 
class (LC class 150), which is defined as <15% vegetation, the minimum bare soil 
fraction that we assigned was 85%. Similarly, in a class with an open canopy (15-
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40%) we defined the tree fraction within this range. However, the interpretation of the 
LC descriptions is not always easy, especially for mosaic classes (e.g. Mosaic 
natural vegetation (tree, shrub, herbaceous cover) (>50%) / cropland (<50%)), 
therefore these classes are strong sources of CW uncertainty.  
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Table 12 Other modelling and observation-based estimates of global ET and GPP 
Variable Method Values Period Reference 
GPP Data-oriented models using FLUXNET observations 123 ± 8 PgCyr
-1 1993 - 2006 (Beer et al., 2010) 
GPP Machine learning technique based on FLUXNET observations 119 ± 6 PgCyr
-1 1982 – 2008 (Jung et al., 2011) 
GPP Land Surface Models driven by observed climate forcing 
135.4 - 172.4 PgCyr-1 (JSBACH) 
119 - 132.1 PgCyr-1 (JULES) 
97.4 - 113.4 PgCyr-1 (ORCHIDEE) 
1980 – 2009 Present study 
GPP Stable isotope ratios of atmospheric CO2 150-175 PgCyr-1  - (Welp et al., 2011) 
GPP Atmospheric transport model, LSM and 
atmospheric CO2 observations 
146 ± 19 PgCyr-1 - (Koffi et al., 2012) 
ET Machine learning technique based on FLUXNET observations 65 ± 3 × 103 km3yr-1   1982 – 2008 (Jung et al., 2010) 
ET Observation-based estimates 65.5 × 103 km3yr-1  - (Oki & Kanae, 2006) 
ET LSMs driven by observed climate 58-85 × 103 km3yr-1  1986 – 1995 (Dirmeyer et al., 2006) 
ET LSMs driven by observed climate 
59.4 - 60.1 × 103 km3yr-1 (JSBACH) 
71.2 - 76.2 × 103 km3yr-1 (JULES) 
87 - 94.6 × 103 km3yr-1 (ORCHIDEE) 1980 – 2009  Present study 
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Given all these issues, we are led to question whether defining PFT fractions from 
LC maps is the most appropriate method. Some studies have suggested mapping 
vegetation distributions directly from satellite data, bypassing the classification into 
LC classes (e.g. the “optical functional types” approach proposed by Ustin & Gamon 
(2010)). If we continue to use the cross-walking from LC approach, there is still an 
open question as to what the optimal CW table should be. Ongoing investigations by 
the authors are addressing this by comparing maps produced with several different 
versions of the CW table with independent estimates, such as the Land Use 
Harmonisation data (Hurtt et al., 2011). Note that this is not a like-for-like 
comparison, because the latter describes land use and not land cover. However, a 
comparison of major classes such as cropland and forest spatial distribution can give 
us information on whether we have an appropriate split between trees and grasses 
for mixed classes. It may be the case that the optimal solution would be to have a 
different CW table for different regions, or to blend a continuous vegetation map with 
land cover classes in areas where there is a particularly strong vegetation gradient. 
 
Finally, historical land use and land cover change (LULCC) is the second biggest 
source of CO2 to the atmosphere after fossil fuel emissions between 1750 and 2011 
(~1.1+/-0.8PgCyr-1 - (Stocker et al., 2013)). Reconstructions of historical LC time 
series maps that are used in earth system model simulations propagate LC 
transitions backwards starting from recent LC/PFT maps, with an increase in 
uncertainty back in time (Eberenz et al., 2015; Fuchs et al., 2015). Therefore it is not 
only important to define accurate LC or PFT distributions for present and future 
simulations (Brovkin et al., 2013), but imperative for determining historical emissions 
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(Goll et al., 2015) and the relative contribution of climate change, CO2 increase and 
LULCC to changes in terrestrial biosphere exchanges with the atmosphere. 
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Target audience: Ecosystem modellers that use land surface models to either 
understand historical trends or make future projections of land-atmosphere 
interactions. 
	
7.1 Introduction	
 
Human induced land use change has been well documented to have feedbacks to 
the climate system in simulations of global and continental scale climate change 
(Mahmood et al., 2014). Increasing observational evidence points towards 
vegetation in the tropics having an influence over the atmospheric boundary layer at 
length scales of up to 10km (Garcia-Carreras et al., 2010; Knox et al., 2011). Such 
spatial scales are beyond the scope of most climate models, but the potential for 
vegetation to exert further influence on local and regional precipitation patterns via 
high-resolution feedback processes has yet to be fully explored.  
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Land use change is occurring rapidly in many parts of West Africa, including 
deforestation, as well as planned and unplanned afforestation (Hansen et al., 2013) 
with little understanding as to the effects that changes in forest cover may have on 
monsoon rainfall. For example, plans to construct a Great Green Wall across the 
Sahel to combat desertification may have unintended consequences for local 
precipitation patterns. If we are to offer advice to land use planners in the region on 
the consequences of large-scale changes to the vegetation, we need models that 
are capable of capturing the observed interactions between the land surface and the 
boundary layer. There are large uncertainties in the effects of land use change on 
tropical precipitation, possibly related to issues of the scale of processes involved, 
but also very strongly related to the representation of convection. Taylor et al. (2013) 
show that convective representation is a much stronger control on the statistical 
relationship of rainfall with the land surface, than model resolution. Indeed, the 
response of rainfall to the land-surface state seems to have the wrong sign in GCMs 
(Taylor et al., 2012), and this incorrect response has been shown to be due to the 
failure of parameterised convection schemes to faithfully locate convection according 
to surface and low-level conditions (Taylor et al., 2013). 
 
Observational studies have shown that strong gradients of heat and moisture can 
occur on vegetation boundaries such as those between cropland and forest (Shaw & 
Doran, 2001; Garcia-Carreras et al., 2010). Low-level horizontal pressure gradients 
are created by generally greater transpiration and soil evaporation associated with 
forest cover compared to cropland, and higher albedo and land surface temperatures 
associated with croplands compared to forest cover. These low-level thermal 
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gradients can induce ‘vegetation breezes’ (Letzel & Raasch, 2003; Kang & Bryan, 
2011) which in turn can control the occurrence of convection in two ways (Garcia-
Carreras et al., 2011). Firstly, the convergence provided by the vegetation breeze 
leads to upward motion that, through nonlinear dynamics of the flow, is strong 
enough to overcome convective inhibition (CIN) and initiate convection (Segal & 
Arritt, 1992). Secondly, the convergence also concentrates low level humidity, 
reducing dry entrainment from above, and therefore maximises the equivalent 
potential temperature (θe) in the convergence zone close to the vegetation boundary 
(Garcia-Carreras et al., 2011). This θe maximum provides high convective available 
potential energy (CAPE) and low CIN, for the initiation of local scale convection. In 
idealised modelling studies, it was also found that the breeze circulations lead to 
subsidence on the cool side of the vegetation boundary, causing a significant (half) 
reduction in the rainfall over the remaining forest (Garcia-Carreras & Parker, 2011). 
 
If convective storms achieve significant size and longevity, they are termed meso-
scale convective systems (MCS). MCS can contribute between 80-90% of annual 
precipitation to parts of the Sahel (Mathon & Laurent, 2001). However, in more 
southerly parts of West Africa, MCS may deliver 50% or less of the rainfall, with the 
other rain dominated by shorter-lived, isolated convective rain (Fink et al., 2006; 
Jackson et al., 2009). An MCS is defined as a cloud system that produces a 
contiguous precipitation area on the order of 100 km or more in horizontal scale in at 
least one direction (American Meteorological Society, 2015). MCSs grow and 
propagate through the action of mesoscale flows, particularly the cold pool, causing 
triggering of new convective cells all the time, therefore they are less sensitive to the 
patterns of local-scale convergence in their environment, and are more sensitive to 
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the available moisture and CAPE (Corfidi, 2003). Surface observations in the vicinity 
of Niamey (Taylor & Lebel, 1998) as well as idealized modelling of MCSs have 
shown how a pre-existing MCS will deliver more rainfall over a boundary layer with a 
higher specific humidity than its drier surrounding environment. 
 
This therefore indicates two competing responses. Convective initiation is on the 
warm, dry side of boundaries and therefore local convection and the initial stages of 
MCS rain occur mostly in those areas, but mature MCS are thought to rain more 
over humid surfaces. This would indicate an additional feedback of the land surface 
state on the direction an MCS travels (Wolters et al., 2010). If this is robust, then the 
net effect of the land surface on precipitation totals will depend on whether the 
climatology of a given zone is influenced by locally generated precipitation (small 
scale processes) or organized MCS precipitation (large scale processes).  
 
Recent studies (Taylor et al., 2013; Birch et al., 2014) demonstrate that convection-
permitting models provide a step change in the response of convection to the land 
surface which closely matches observations, even at relatively low spatial resolutions 
(12km). Convection-permitting models run over large domains therefore provide a 
valuable tool to evaluate the net effect of competing mechanisms that control the 
rainfall response to the surface. In this paper, we will examine the spatial 
coincidence of precipitation in relation to land cover from a high-resolution limited 
area simulation covering the entire West African monsoon region (approximately 
3700km x 2400km), run with explicitly resolved convection. The combination of a 
high spatial resolution and a regional-scale domain allows us to explore, for the first 
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time, mechanisms occurring across a range of scales in an integrated manner, in 
order to answer the following questions: 
1. Location of rainfall 
a. Does convection initiate preferentially in the vicinity of forest-grass 
boundaries?  
b. Do MCS have a preference for moving over a certain land cover 
type? 
2. Quantity of precipitation 
a. Is there more localised precipitation over boundaries? 
b. Does a mature MCS deliver more rain to different vegetation types 
within its swath? 
 
7.2 Methodology	
Numerical weather prediction model 
The Met Office Unified Model (MetUM; Davies et al. (2005) was used to create a 
dynamically downscaled 4 km resolution simulation similar to those described in 
(Holloway et al., 2012). The model is therefore configured in a similar way to that 
used for short-range weather prediction for the UK with, most notably, convection 
being represented explicitly. Furthermore, following Holloway et al. (2012), a 3-
dimensional Smagorinsky-like (Smagorinsky, 1963) sub-grid turbulence scheme is 
employed, which replaces the 1-dimensional planetary boundary layer (PBL) 
parametrization scheme that would be used in coarser resolution simulations. This 
3D sub-grid turbulence scheme governs the horizontal and vertical fluid flow via 
equations that account for sub-grid eddy viscosity and diffusivity. The classical 
Smagorinsky approach is extended by reducing the mixing length close to the 
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surface in order to account for effects of the roughness of the land surface (a more 
detailed description of which can be found in (Halliwell, 2007; Pearson et al., 2014)). 
The surface roughness length for momentum is calculated in the Joint UK Land 
Environment Simulator (JULES) land surface model as a multiple of PFT-dependent 
vegetation height (~28m for broadleaf tree and ~1.25m for C4 grass cover over the 
whole domain) and a PFT-specific ‘rate of change’ constant (0.05 for broadleaf tree, 
and 0.1 for C4 grass) that varies depending on plant functional type (PFT) (Best et 
al., 2011). Therefore, the roughness lengths of broadleaf tree cover and C4 grass 
are 1.4m and 0.125m respectively. JULES also calculates heat and moisture fluxes 
to the PBL, thereby establishing a mechanistic link between the land surface 
properties and turbulence in the PBL. Holloway et al. (2012) have shown that the 
inclusion of the 3-dimensional sub-grid turbulence scheme can improve the 
simulation of tropical precipitation through the more realistic representation of 
turbulent flows.  
 
This configuration involved running a 25km (n512 resolution) global forecast model, 
initialised with prescribed sea surface temperatures from OSTIA reanalyses 
(Roberts-Jones et al., 2012), and ECMWF Integrated Forecast System soil moisture 
reanalyses (Douville et al., 2000; Drusch & Viterbo, 2007).  The model simulation 
was run for the period 00:00 on 9th August 2006 to 24:00 on 19th August 2006, with 
the first 7 days rejected (following Birch et al. (2014)) to allow top layer soil moisture 
to reach equilibrium (further information on the soil moisture spinup is available in the 
supporting material), leaving the 4 day period from 00:00 on 16th August to 24:00 on 
19th August for further analysis. Comparison of the 4-day period to satellite estimates 
if precipitation are discussed in the next section. Hourly lateral boundary conditions 
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(LBCs) are generated from the global model using successive ECMWF operational 
analyses to create atmospheric conditions as close as possible to reality. The LBCs 
are then used to drive a 4km nested model (domain from 20.6°W to 12.6°E and 
1.3°N to 22.9°N). The JULES land surface scheme (Best et al., 2011) is used in the 
4km model to characterise exchanges of heat, moisture and momentum between the 
land surface and the boundary layer. Vegetation is characterised as the fractional 
cover of 5 vegetated surface types (broadleaf tree, needleleaf tree, C3 grass, C4 
grass, Shrub), and 4 non-vegetated surface types (Urban, Water, Bare Soil and 
Permanent Ice). Fractional cover of each surface type is derived from the IGBP Land 
Cover Classification (Loveland & Belward, 1997), with the cross walking conversion 
matrix described by Pacifico et al. (2011). Transpiration from the vegetated surface 
types in JULES is dependent on a climatology of monthly varying leaf area index 
(LAI) derived from the MODIS sensor onboard the Terra satellite (Knyazikhin et al., 
1998; Myneni et al., 2002), averaged over a 5 year period (2000 to 2004). In this 
simulation the LAI climatology for August was prescribed, to allow for seasonal 
differences in albedo, heat and moisture fluxes between natural grasslands and 
croplands.  
 
Vegetation classification 
In this study we used the land surface characteristics from the 4km limited area 
model as the basis for our analysis. Vegetation gradients were identified using the 
fractional cover of each land surface type, aggregated into 3 main classes: tree 
cover, grass cover, and sparse vegetation cover. Tree cover is defined where the 
tree fraction (sum of fractional cover of broadleaf tree, needleleaf tree and shrubs) 
was greater than 30%. Grass cover is the combination of both croplands and natural 
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grasslands, and is defined where tree cover does not exist, and the grass fraction 
(sum of C3 and C4 grass cover) is greater than 30%. Sparse vegetation cover is 
defined where the tree and grass fractions are between 1% and 30%, and therefore 
bare soil fraction is greater than 70%. A 30% threshold of tree and shrub fraction to 
define forest cover, is chosen based on associations of direct airborne observations 
of the lower boundary layer to land cover classes (Garcia-Carreras et al., 2010). In 
this study, a linear transect over the northern part of Benin (9.7°N to 12.5°N), 
identified convergence zones in the planetary boundary layer that coincided with 
locations where vegetation transitioned from grass cover to shrub or tree fraction 
greater than 30%. Furthermore, comparison of surface evapotranspiration (from 
these simulations) with varying fractional tree and shrub cover (see Appendix, Figure 
60) indicates that 30% tree and shrub cover fraction is a reasonable threshold to use 
for the definition of tree cover.  
 
The boundaries between grass and tree cover were identified using a shifting 3x3 
kernel (approximately 12km2). If a kernel contained 3 or more grid cells of both grass 
and tree cover, it was identified as a boundary grid cell. The boundaries involving 
sparse vegetation cover were not considered in this analysis, as the evaporative 
fluxes from sparse vegetation were not considered sufficient to induce gradients in 
surface energy fluxes sufficient for the initiation of convection. Furthermore, the 
grass and tree sides of the boundary were defined as those grid cells within a 12km2 
buffer area around the boundary grid cells. Orographic effects on precipitation were 
discounted by excluding grid cells with an elevation greater than 500m from the 
analysis.  
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The study region chosen for further analysis was approximately located from 11°W 
to 10°E, and 4°N to 17°N (Figure 45). The study region was further sub-divided into 
16 almost equal area zones, each measuring 4° x 4° in the model domain. These 
zones were chosen because they broadly represent the West African 
biogeographical gradient from tropical forest in coastal areas (4.5°N to 8.5°N), to 
woody savannah (8.5°N to 12.5°N), to the sparsely vegetated arid Sahel region 
(12.5°N to 16.5°N). The zones were further subdivided longitudinally in order to aid 
the analysis of the incidence of precipitation over different cover types within similar 
locations.  
 
 
Mesoscale convective system tracking algorithm 
A tracking algorithm was adapted using the approach adopted by Mathon & Laurent 
(2001) to map MCS initiation, propagation and termination. The approach is based 
on simple overlaps between convective cells at 5 minute time steps (Williams & 
Houze, 1987). Rather than using thresholds of cloud temperature, as a proxy for 
precipitation, to define MCS cells, we used modelled precipitation flux at 5-minute 
time intervals from the 4km simulations. We defined a precipitation cluster at a given 
5-minute time step as a contiguous area of precipitation with rate greater than 1mm 
per hour. Precipitation clusters larger than 1000km2 were defined as meso-scale 
convective systems, while clusters below this threshold were defined as localised 
precipitation. This approach is consistent with the approach by Mathon & Laurent 
(2001) in that there is no attempt to distinguish between the convective and 
stratiform parts of the MCS. The MCS size threshold of 1000 km2 as opposed to 
5000 km2 used by Mathon & Laurent (2001) reflects the smaller spatial occurrence of 
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precipitation within a larger cloud cluster, as the wide cirrus shield provides a larger 
area in satellite outgoing long-wave radiation based detection. Following 
identification of MCS clusters, using the areal overlapping method we characterized 
5 different stages of an MCS lifecycle. These included initiation, regular tracking, 
merging, splitting, and dissipation. The geometric centre point of the MCS, area, 
stage in life cycle and time, of each MCS was recorded at each time step, allowing 
further analysis. A more detailed description of each stage can be found in Mathon & 
Laurent (2001). In order to relate the location at which convection first initiated to 
vegetation classes, precipitation clusters were tracked backwards from the point at 
which they first exceeded the 1000 km2 threshold. A convection initiation point was 
therefore the location at which a contiguous area of precipitation at time t did not 
overlap with a cluster at time t-1. In many cases, one MCS could be related 
backwards to multiple initiation points. In order to remove the influence of pre-
existing MCS on convective initiations via gravity waves or cold pools, initiations that 
merged with a larger convective cell within 30 minutes of the initiation time were 
disregarded. 
 
7.3 Comparison	to	satellite	estimates	
Prior to using these simulations for analysis of the relationship between vegetation 
and precipitation, it is important to establish that the MetUM simulates the main 
features of precipitation dynamics for this period, such as the diurnal cycle of 
precipitation, African Easterly Wave (AEW) activity, and the propagation of 
precipitation. Estimates from the TRMM (Tropical Rainfall Measuring Mission) Multi-
satellite Precipitation Analysis (TMPA; Huffman et al. (2007)) were compared to 
MetUM simulated precipitation for the 4 days of the simulation. Modelled 5-minute 
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instantaneous precipitation rates were resampled to both the same spatial resolution 
(0.25 degrees) and the same temporal resolution (3 hourly accumulated 
precipitation) as the TMPA dataset. Figure 44 (a) shows the east to west progression 
of precipitation across the domain during the 4 days of simulation, for both the 
MetUM and TMPA estimates. This shows that the MetUM captures the main periods 
of precipitation activity and in-activity that might be associated with AEWs. For 
example, the east-west propagation of precipitation observed by TMPA starting at 
approximately 18:00 on August 17th at 10°E, and ending at 12:00 on August 19th at 
10°W was simulated by the MetUM in terms of approximate location and intensity. A 
similar period of precipitation activity occurs in TMPA from 12:00 on August 16th at 
1°E, ending at 06:00 on August 17th at 10°E, where MetUM simulated precipitation is 
less spatially organised.  
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Figure 44 Hovmöller plots (a) of MetUM and TRMM satellite estimates for 3-hourly accumulated 
precipitation (mm/3hr). Each grid cell shows mean accumulated precipitation between 5°N and 17°N 
for each 0.25° longitude increment at 3-hourly time steps. Total 3-hourly accumulated precipitation (b) 
is shown for the full domain (11°W to 9°E and 5°N to 17°N). 
 
Figure 44 (b) shows that the MetUM simulates well the diurnal cycle of precipitation 
with peaks in precipitation during the evening and night-time on each day similar to 
that of TMPA. The MetUM has a greater number of locations where precipitation is 
found (Figure 44a) compared to TMPA, which accounts for the higher rainfall totals 
found on August 18th to August 20th (Figure 44b). These differences are likely to be 
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caused by the relatively infrequent 3 hourly observations of TMPA estimates 
compared to the 5-minute instantaneous precipitation output from the MetUM. 
7.4 Location	of	rainfall	
7.4.1 Does	convection	initiate	preferentially	in	the	vicinity	of	forest-grass	boundaries?	If	
so,	when	and	where?	
Understanding the contribution of vegetation gradients to the initiation of MCS in 
West Africa is important because of the large contribution of MCS to the total 
precipitation of the region (Mathon et al., 2002). Enhanced initiation of MCS has 
been shown over strong soil moisture gradients (Taylor et al., 2011), and a 
mechanism for enhanced initiations over vegetation gradients has been identified 
using airborne measurements over savannah ecosystems (Garcia-Carreras et al., 
2011). Understanding how the land surface interacts with the boundary layer during 
the monsoon period may furthermore elucidate the role of land use change in the 
local hydrological cycle. Here, we test the hypothesis, similar to the observational 
studies of Wang et al. (2009) and Knox et al. (2011), whether convection initiates 
preferentially over vegetation boundaries in a high resolution convection-permitting 
model.  
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Figure 45 Vegetation classes and numbered zones (referred to in subsequent figures). Grey areas 
represent regions with an elevation greater than 500m, which were excluded from the analysis. Points 
indicate convective initiations split between afternoon initiations (13:00 to 18:00; open circles) and all 
other times (0:00 to 13:00 and 18:00 to 24:00; crosses), overlaid on vegetation classes. Terrestrial 
water bodies, shown in white, were excluded from the analysis. 
 
To answer this question, we compared the points of convective initiation (PCI 
henceforth) to the land cover classes shown in Figure 45. Over the full 4 days of the 
simulation, 580 unique PCIs were recorded over land within the study domain (Table 
1), which lead to the formation of 410 MCS in the study domain. In order to test the 
statistical significance of results, we formed a null hypothesis that the location of a 
PCI is not biased by land cover type, and that the expected probability of a PCI 
falling on a given land cover type is given by the fractional cover of that land cover 
type within the study domain. Assuming the data fit a binomial distribution, we 
estimate the uncertainty in the observed (from model simulations) number of PCIs 
for a given land cover class at the 90% confidence level, using a two-sided 
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significance test (R Core Team, 2015). Results are identified as significantly different 
than expected when the probability of obtaining the result by chance is less than 0.1.  
 
Table 13 Number and percentage of convective initiations by land cover type during the full 4-day 
period for all times of day, and for the afternoon period (13:00 to 18:00). The total land area and 
percentage cover of each surface type shows the expected proportion of convective initiations if land 
cover had no influence on the location of convective initiations.  Asterisks denote significant results (p 
< 0.1) according to a two-tailed binomial test, with a null hypothesis that the observed percentage of 
convective initiations (from model simulations) over a land cover class is equal to the expected 
proportion. Uncertainty in the observed percentage of convective initiations by vegetation type is 
shown using the lower and upper 90% confidence interval from the significance test. 
Land 
cover type 
Land Area 
Convective 
initiations 
All times of day 
Convective 
initiations 
Afternoon 
Km2 % n lower % upper n lower % upper 
Sparse 126,459 4.6 18 2.0 3.1 4.6 10 1.9 3.5 5.9 
Grass 956,306  34.9 172 26.5 29.7* 32.9 95 28.8 33.5 38.3 
Boundary 778,532 28.4 173 26.7 29.8 33.1 96 29.2 33.8* 38.7 
Tree 696,185 25.4 145 22.1 25.0 28.1 59 16.9 20.8* 25.1 
Orography 181,131  6.6 72 10.2 12.4* 14.9 24 5.9 8.5 11.7 
Total 2,738,630  100 580 100 284 100 
 
For the afternoon period (13:00 to 18:00), we find significantly more than expected 
PCI over tree-grass boundaries, and fewer than expected PCI over tree cover (Table 
1), indicating a positive bias of convective initiations towards the boundary class 
during the afternoon period. This equates to 19.0% (2.8% to 36.3%, at 90% 
confidence level) more convective initiations over boundaries than would be 
expected by chance. Similarly, we found a negative bias of PCI over tree cover in the 
afternoon, with 18.2% (1.2% to 33.5%) fewer PCI than expected by chance. The 
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number of PCI for sparse vegetation, grass and orography classes was not 
significantly different from the expected. The reasons for these statistical differences 
are discussed further in the next section. 
 
For all times of day, we find significantly fewer than expected PCI over grass cover, 
and significantly more PCI over orography, indicating a general positive bias towards 
orography and a negative bias towards grass cover. The number of PCIs over 
boundary, tree and sparse cover were within the expected range for those land cover 
classes. As shown in Figure 46, convective initiations tend to occur more frequently 
during the period 13:00 to 18:00. During these 5 hours, 49% of all convective 
initiations occur, with the majority of PCIs occurring over grass and boundary classes 
(191 out of 284). During this period, 33.8% of all convective initiations occurred over 
boundary cover, more than would be expected by chance at the 90% confidence 
level.  
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Figure 46 Total number of convective initiations for the 4-day simulations by time of day and land 
cover class. 
 
The spatial and temporal distribution of convective initiations in the simulations 
reveals further patterns related to land cover. Figure 45 shows that PCIs are 
generally located in 3 main areas: the savannah regions of Togo and Ghana (6N to 
11N; 3W to 5E); from the forest belt extending from central Nigeria to Eastern 
Burkina Faso (7N to 12N; 1E to 5E); and the fragmented forests of Cote d’Ivoire and 
Liberia northwards into Western Burkina Faso (5N to 12N; 11W to 3W). In general 
terms, each of these three areas coincide with either the edges of larger forest 
patches or many smaller patches of forest. Afternoon initiations do appear to be 
clustered around tree-grass boundaries in many areas, providing visual evidence to 
support the statistics for the whole study area presented in Table 13.  
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Figure 47 Points of convective initiation (PCI) by time and latitude. Coloured rectangles indicate the 
median distance in kilometres to a tree-grass boundary for all the PCI that lie within the rectangle, at a 
temporal resolution of 3 hours (x-axis) and spatial resolution of 1 degree (y-axis). Points are further 
categorised to show the longitudinal zone in which the point occurs (symbols). 
 
Convective initiations, however, do not follow the same spatial and temporal patterns 
each day. Figure 47 shows how the locations of PCI vary according to time and 
location during the simulation. During the afternoon of August 16th, there are very 
high numbers of convective initiations south of 13N, which occur either on (0-5km 
distance) or very near to boundaries (5-10km). Within this period, clusters of 
convective initiations on boundaries can be seen between 7W to 3W (triangles) and 
6N to 8N between 12:00 and 15:00, coinciding with the grass-forest boundaries in 
southern and northern Cote d’Ivoire. Similar afternoon activity is also seen in central 
Ghana (7N to 8N) and northern Benin (11N to 12N). In contrast to subsequent days, 
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on August 16th very little PCI occurs north of 12N, and the little that does occur is at 
least 10-20km from a vegetation boundary. The following day, August 17th, has a 
very different spatial pattern of convective initiations, and generally reduced 
afternoon activity. Approximately half of all PCIs occur north of 12N, which is much 
further north than the previous day, and a long distance from a boundary (between 
12:00 and 15:00). The boundary initiations that do occur on August 17th occur later 
(15:00 to 18:00), albeit in similar locations to the previous day (South Central Ghana, 
and northern Cote d’Ivoire). August 18th again has convective initiations distributed 
across all the latitudes within the study region, but PCI are more clustered towards 
the south east (South Nigeria) and north east (South Niger) of the study region, 
albeit with some afternoon PCI again over boundaries in North Cote d’Ivoire. The 
fourth day of the simulation (August 19th) shows a return to afternoon initiations 
occurring south of 12N, similar to August 16th, with afternoon PCI occurring mostly 
over South and Central Nigeria, and North Ghana. These differences, in particular 
the dissimilarity between the spatial patterns of PCI during the period August 16th to 
August 19th, indicate that the land surface requires a period of recovery following a 
rainfall event. Direct observations of surface fluxes acquired during the African 
Monsoon Multidisciplinary Analysis (AMMA) by Lohou et al. (2014) show that the 
land surface response to rainfall events varies considerably depending on the 
vegetation type. Here, the length of the recovery period was found to range from 1 
day for bare soil, to up to 70 days for tree cover. Over the Hombori grassland site in 
Mali (15.5°N, 1.5°E), recovery time was found to be approximately 4 days after the 
rainfall event. 
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7.4.2 Why	does	convection	initiate	preferentially	over	boundaries?	
To understand what is causing these variations in convective initiations, we extracted 
model diagnostics for U and V 10m wind components, 1.5m specific humidity (sh), 
land surface temperature (lst), and bowen ratio (br). For each afternoon PCI 
(between 13:00 and 18:00), we extracted these values for a 1°x1° box centred on the 
PCI 90 minutes before the time of convective initiation (t-90) in order to capture the 
surface conditions prior to the initiation of convection. Using the U and V wind 
components, we calculated the modal wind direction at t-90, and rotated the 
corresponding sh, lst and br to the direction of the prevailing wind, such that grid 
cells north of the centre point show the surface conditions directly upwind. Each 
rotated 1°x1° box was then averaged to provide the mean surface conditions in 
relation to the prevailing wind direction.  
 
The results in Figure 48 show that when a PCI occurs over boundary cover in zones 
7, 8 and 9 during the afternoon, there is predominantly more tree cover upwind and 
more grass cover downwind. This distribution of vegetation cover is directly 
associated with higher sh and lower lst upwind, compared to lower sh and higher lst 
downwind. Furthermore, this is also reflected in the strong gradient of br at the point 
of convective initiation over the boundary, indicating a vegetation boundary-induced 
convergence of heat and moisture in the savannah region of West Africa. These 
results extend the findings of Marsham et al. (2013) and Birch et al. (2014) who 
identified pressure gradients in explicit convection simulations that were modified by 
moist convective heating during the daytime period. Here, we show that such moist 
heating gradients can be related to vegetation gradients in the central zone of West 
Africa (9N to 13N). 
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Figure 48 Mean surface conditions (top row) in a 1°x1° box centred on points of convective initiation, 
rotated to the modal wind direction 90 minutes prior to the initiation of convection. Grid cells north of 
centre indicate surface conditions upwind, and south of centre indicate conditions downwind. The 
bottom row shows the total of tree, boundary and grass cover types on the same rotated grids. 
Results plotted here are for all PCI occurring over boundary in zones 7, 8 and 9 during the afternoon 
(13:00 to 18:00) period for 4 days of simulation (n=33). Similar plots for other zones are shown in the 
supplementary material. 
 
7.4.3 Do	MCS	have	a	preference	for	moving	over	a	certain	land	cover	type,	at	different	
times	of	day?	
We pose this question because as convective cells grow and begin to propagate, it 
would be expected that their path, as well as the intensity of rainfall within them, are 
affected by both the supply of moisture, and convergence along strong thermal 
gradients induced by surface heterogeneity as hypothesised by Anthes (1984). As 
precipitation falls from the MCS along a squall line, cold air propagates away from 
the MCS in a cold-pool, and convergence occurs at the interface between this cool 
air and warmer ambient air, triggering new convective cells in the system. It might be 
expected that MCS precipitation occurs more readily over vegetation types which 
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favour a high level of energy on which convective cells can feed – that is, high 
column moisture and high CAPE. Two case-study modelling papers (Schwendike et 
al., 2010; Wolters et al., 2010) have shown that MCS tracks preferentially move 
towards regions with high available moisture and energy for the storm, indicating a 
positive feedback of soil moisture. However, there has been no systematic study of 
this process, and it remains uncertain.  
 
Here, in order to understand whether precipitation statistics from the simulations 
support this hypothesis, we plot the total amount of time MCS precipitation occurs 
over land cover classes within the zones identified in Figure 45, normalized by the 
total area of that land cover class within the zone. The normalization removes any 
bias towards the quantity of land cover within a zone. Assuming no preference for 
any vegetation type, we would expect mean MCS time to be equal for all land cover 
types within a zone, with variation between zones indicating geographical differences 
in the MCS time.  
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Figure 49 (a) Total time each zonal land cover class is underneath an MCS between 15:00 and 21:00, 
divided by the zonal area of each land cover class. Error bars indicate the standard error of the mean 
MCS time. (b) Fractional cover of tree, grass, boundary, orography and ocean grid cells within each 
zone, and total afternoon MCS precipitation by zone for the full 4-day simulation. 
 
We can see from Figure 49a that there is a strong orographic effect on the average 
amount of time MCS precipitation occurs over a land cover class, especially in zones 
5, 6, 10 and 11, where the majority of orography occurs in the study region. Given 
the short timescale of the simulations and the latitudinal position of the inter-tropical 
convergence zone, we choose to focus on the zones with the highest quantity of 
afternoon-evening precipitation and little or no orographic influence (zones 7, 8 and 
9). We find that in zone 7, on average 9 minutes more MCS time is spent over 
boundary than over tree cover. In zone 8, this reduces to 4-5 minutes more MCS 
(b) 
(a) 
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time over boundary cover, whereas in zone 9, on average 4 minutes more MCS time 
is spent over tree cover. 
 
7.5 Quantity	of	precipitation	
7.5.1 Is	there	more	localised	precipitation	over	boundaries?	
Given that in some zones of the region, and in other parts of the world, the total 
rainfall is dominated by isolated, rather than MCS rainfall, we also examined the 
occurrence of small-scale (area < 1000km2) precipitation in relation to vegetation 
classes. We hypothesise that small-scale precipitation falls preferentially over certain 
land cover types during the afternoon period (15:00 to 21:00). Accumulated 
precipitation for each land cover type and zone during the afternoon period for all 4 
days of the simulations is multiplied by the fraction of that land cover type within a 
given zone. This gives a normalised quantity, which can be used to compare 
amounts of precipitation accumulation between different cover types within a zone. 
Therefore, Figure 50a provides an indication of whether small-scale precipitation falls 
preferentially over different cover types in different parts of the study area.  
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Figure 50 (a) Accumulated small-scale precipitation between 15:00 and 21:00 by zone and land cover 
class, divided by the total zonal area of that land cover class. Error bars show the standard error of 
the mean. (b) Fractional cover of tree, grass, boundary, orography and ocean grid cells within each 
zone, and total afternoon small scale precipitation by zone for the full 4-day simulation.  
 
Figure 50a shows that more afternoon small-scale precipitation occurs over grass 
cover than any other vegetated cover types in zones 7, 8, 10, 11 and 12. Large 
amounts of precipitation over orography are also found in zones 6, 10 and 11, the 
areas with the largest amount of land over 500m above sea level. A clear preference 
of small-scale precipitation towards a particular vegetation type is more difficult to 
discern in locations where little afternoon small-scale precipitation occurs (zones 1 to 
5), where there is a large coastal fraction (zones 11 to 15), or where large amounts 
of orography occur (zones 5, 6, 10 and 11).  
(a) 
(b) 
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7.5.2 Does	 a	 mature	 MCS	 deliver	 more	 rain	 to	 different	 vegetation	 types	 within	 its	
swath?	
While subjective measures of where MCS travel are possible from these simulations, 
it is not possible to say whether vegetation has influenced the location of MCS 
tracks. However, within an MCS swath that covers grass boundary and tree 
simultaneously, it is possible to test over which cover type the most intense part of 
the MCS precipitation falls. We compare mean precipitation rates within the 
convective part (>10mm) of an MCS (Table 2) only in cases where the MCS covers 
more than 10% of all three land cover classes (tree, grass or boundary). For each 
MCS at each 5-minute time step where the 10% criterion was met, the class with the 
greatest mean intense precipitation was recorded. All other things being equal, we 
would expect an equal probability (one third) of one land cover class being greater 
than the other two. However, we find a clear preference towards tree cover, with 
48.4% of times that an MCS occurred over all three cover types, the mean rate of 
convective precipitation was greatest over tree cover. This preference for intense 
precipitation over tree cover was found to occur in both early morning periods (01:00 
to 07:00) and in the afternoon to evening period (13:00 to 19:00). The inverse was 
found for boundary cover, where the most intense precipitation within an MCS was 
found to occur only 19.9% of times over this cover type at all times of day (p<0.1).  
 
 
  
 233 
Table 14 Probability of mean intense rainfall being greater over one cover type than another, where 
precipitation occurs over all 3 cover types simultaneously, within the MCS. Assuming that there is no 
preference for a particular cover type, all probabilities would be expected to be 0.33. For example, in 
cases where MCS precipitation occurred over tree (t), grass (g) and boundary (b) cover at the same 
time, in 48.4% of cases the most intense rainfall was over the tree cover rather than grass or 
boundary cover. Asterisks indicate significant results (p<-0.1) under a two-tailed binomial test. 
 
All day % 
(lower	%	upper) 
n=413 
01:00 to 07:00 
(lower	%	upper) 
n=214 
13:00 to 19:00 
(lower	%	upper) 
n=92 !(#	 > 	&	 ∪ 	#	 > 	() 48.4* 
(43.6 to 53.2) 
49.5* 
(42.9 to 56.2) 
43.5* 
(33.8 to 53.7) !(&	 > 	#	 ∪ 	&	 > 	() 31.7 
(27.4 to 36.4) 
30.8 
(25.0 to 37.3) 
34.8 
(25.8 to 44.9) !((	 > 	#	 ∪ 	(	 > 	&) 19.9* 
(16.3 to 24.0) 
19.6* 
(14.9 to 25.5) 
21.7* 
(14.5 to 31.2) 
 
7.6 Discussion	
 
These results show that convective initiations do occur more frequently over tree-
grass boundaries during the afternoon in the simulations, particularly in the central 
parts of the study domain (zones 7, 8 and 9 between 9°N to 13°N and 7°W to 5°E). 
The mechanism for convective initiations over tree-grass boundaries is shown to be 
related to strong horizontal gradients of heat and moisture in the upwind direction, 
associated with vegetation gradients. This is indicated by higher specific humidity, 
lower land surface temperature, and more frequent tree cover upwind of points of 
convective initiation. Downwind of convective initiations, we found a greater 
frequency of grass cover, associated with higher land surface temperatures and 
lower specific humidity. The gradient of convective heating on the vegetation 
boundary is further diagnosed in these simulations by the strong upwind gradient of 
the Bowen ratio at the point of convective initiation. This means that the physical 
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mechanism driving the results shown here is directly comparable to the results 
shown by observational studies of vegetation and soil moisture induced convective 
initiations (Shaw & Doran, 2001; Garcia-Carreras et al., 2010; Taylor et al., 2011), 
where upwind gradients of Bowen ratio were identified as drivers of convective 
initiations. This is also in alignment with other modelling studies using large eddy 
simulations of turbulent boundary layer flows. For example, Letzel & Raasch (2003), 
Garcia-Carreras et al. (2011), and Kang & Bryan (2011) describe in more detail how 
convection initiates over heterogeneous land surfaces by alternating warm-dry 
conditions with cool-moist conditions at a variety length scales from 2.5km to 
200kms.  
 
Statistically, we found that 33.8% (29.2% to 38.7%; p < 0.1) of all afternoon 
initiations occur over forest-grass boundaries that occupy 28.4% of the land surface 
in the study area, showing that more initiations occur over forest-grass boundaries 
than would be expected by chance. This represents a similar effect to that observed 
from soil moisture by Taylor et al. (2011), where 37% of all MCS initiations were 
discovered over the steepest 25% of the soil moisture gradients. This also supports 
the findings of Garcia-Carreras et al. (2010) who used aircraft observations over 
Benin to relate mesoscale convergence patterns to gradients of vegetation cover. 
Garcia-Carreras et al. (2010) also showed that this mesoscale organisation was 
attributed to variability in sensible heat flux at boundaries between tree/shrub cover 
and croplands.  
 
Furthermore, once convection initiates, these results show that rainfall totals from 
small-scale precipitation tend to favour grass cover (Figure 50). This would indicate 
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that while convective initiations occur over tree-grass boundaries, small-scale 
convection tends to move towards the warm, dry side of vegetation boundaries in the 
period between 15:00 and 21:00. This was found in zones 7, 8, 10, 11 and 12, where 
the majority of MCS initiations also occur, which would fit with observations of more 
afternoon rain over dry soils in semi-arid regions (Taylor et al., 2012a). A similar 
preference of tropical rainfall for the warm, dry side of tree-crop boundaries was 
found over the southwestern Amazon by Knox et al. (2011), using satellite-borne 
precipitation radar observations. A recent study by Mande et al. (2015) however 
contradicts this finding when comparing savannah woodland and agricultural land 
sites separated by only 1.5km. This contradiction indicates that perhaps the 4km grid 
length of these MetUM simulations is not sufficient to fully characterise land surface 
interactions with the boundary layer. Observational studies have shown that these 
convective events can have a significant contribution to local scale Sahelian 
precipitation variability (D’amato & Lebel, 1998; Taylor & Lebel, 1998) and regional 
scale precipitation totals (Mathon & Laurent, 2001) as convection initiated on 
boundaries grows and begins to organise into larger MCS.  
 
The average amount of time an MCS occurs over different cover types shows a less 
clear pattern in these simulations (Figure 49) during the afternoon and evening 
period (15:00 to 21:00). On average during this period of the day, MCS spend a 
greater proportion of time over orography in zones with a high fraction of orography 
(zones 6 and 10 covering the Guinea Highlands and zone 11 covering the Jos 
Plateau). It would be reasonable to expect that the locations where vegetation may 
influence an MCS to be where MCS are most commonly found (zones 7, 8 and 9), 
but not influenced by close proximity to the sea (zones 11 to 15) and not influenced 
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by orography (zones 6, 10 and 11). However, zones 7, 8 and 9 don’t reveal a 
consistent pattern in terms of the time an MCS spends over each cover type. While 
zone 7 shows MCS spend more time over tree-grass boundaries, zone 9 shows 
MCS spend more time over tree cover. This inconsistency may be due to the short 
timespan of the simulations not allowing sufficient time to create robust statistics, or 
equally it may be due to the locations at which convection initiations occur, the 
general direction of regional scale circulation, and the speed of MCS travel. For 
example, if more convective initiations than expected occur over the Jos Plateau in 
zone 10 during the early afternoon, the speed of travel and direction of large-scale 
circulation (east to west) may result in more MCS than expected over the forest area 
of zone 9.  
 
However, looking at the region as a whole, we find a preference for the most intense 
part of MCS precipitation to be situated over tree cover (Table 2), when the MCS 
covers tree, grass and boundary simultaneously. This would support the theory that 
MCS precipitation falls most intensely on surfaces with a strong supply of moisture, 
and that tree cover provides a similar feedback mechanism to that of soil moisture as 
shown by Wolters et al. (2010). However, in order to further investigate this feedback 
mechanism in the MetUM, more extensive idealised experiments would need to be 
conducted similar to Lauwaet et al. (2010).  
 
Subjectively, the largest MCS found during the afternoon or evening period appear to 
track tree cover or tree-grass boundary areas (not shown), however, objective 
measures of whether an MCS moves towards certain cover types were not possible 
in this simulation. This may be due to the highly heterogeneous landscapes found 
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under these large convective complexes, and the relative insensitivity of MCS to 
small-scale features of the land surface. It should also be noted that the spatial 
coincidence of MCS and tree cover is not an indication of a feedback response. 
Indeed, tree cover may persist more readily where, climatologically, MCS tracks 
occur most frequently. One might also consider that MCS occur over grass by 
chance in the afternoon to evening period. For example, if MCS are more likely to 
initiate over orography to the north and east of the domain, given the speed and 
direction at which they generally travel it might be expected that they reach the area 
of tree-grass boundaries found in Benin, Burkina Faso and Cote d’Ivoire, or the large 
area of grass cover in central and northern Ghana.  
 
The evidence from this modelling experiment points towards different feedback 
responses in different parts of West Africa, at different spatial scales. This may firstly 
be due to precipitation being sensitive to different fractions of tree cover at different 
latitudes. For example, Figure 48a shows that more small scale precipitation than 
expected falls over tree cover or tree-grass boundaries in Sahelian zones (3 and 4), 
whereas further south, in savannah zones (7 and 8), more small scale precipitation 
than expected falls over grass cover. Secondly, the influence of the land surface on 
MCS propagation and intensity is likely to change at different times of day, the 
strength of which may also depend on large scale circulation.  
 
7.7 Conclusions	
We show that in convection-permitting high resolution simulations of the West 
African monsoon, significantly more convective initiations occur over tree-grass 
boundaries than would be expected by the surface area of vegetation boundaries. 
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The vegetation feedback in the simulations is of a similar magnitude to the feedback 
observed from soil moisture by Taylor et al. (2011). The mechanism for this feedback 
has been shown to be due to gradients of heat and moisture induced by the upwind 
tree cover (cooler, moister air) and downwind grass cover (warmer, drier air). 
Furthermore, when an MCS simultaneously covers grass, boundary and tree cover, 
the most intense precipitation was found to occur over forest cover 48.4% of the 
time, indicating that the moisture supplied by tree cover provides a positive feedback 
to precipitation. 
 
These results therefore show that convection-permitting NWP models are suitable 
tools for simulating the response of convective precipitation to changes in land cover. 
This is particularly relevant to issues related to land use planning in the context of 
water and forest management in arid and semi-arid areas that are prone to sustained 
periods of drought.  
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8 Discussion	of	main	findings	
 
In this thesis, I have produced ensemble projections of ecosystem service change in 
response to climate change, and addressed many of the aspects of ecosystem 
services that lead to uncertainty in such projections. This includes how models and 
observations of the climate affect biodiversity projections (Chapters 3 and 4), how 
uncertainty in current observations and future projections of land use can affect 
ecosystem models (Chapters 5 and 6), and how vegetation interacts with the 
atmosphere to enhance local rainfall patterns in West Africa (Chapter 7). The main 
focus of this thesis has been on the provisioning and regulating services that 
ecosystems provide humans, such as biodiversity, water supply, and carbon storage. 
The geographical focus of this thesis is West Africa, and although some chapters do 
not exclusively focus on the region, I will discuss their relevance for the region in the 
following section. A complete discussion of the issues can be found in each chapter, 
therefore the aim of this chapter is to discuss the main findings of the thesis as a 
whole.  
	
The main findings of this thesis are summarised below, and discussed in more detail 
in the subsequent sections. 
1. Projections of change in the ecosystem services of West Africa were 
generally found to be robust to uncertainty in climate, although future 
land use decisions could reverse some positive changes. A northward 
shift in ecosystems across most of the region was found to be a more 
confident projection in the humid tropical forest biome, where changes were 
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more closely related to temperature change, with lower confidence in 
savannah and semi-arid regions due to a stronger reliance on uncertain 
precipitation projections. 
 
2. Ecologists should consider uncertainty in climate observations and 
reliability of climate models when making projections of the impacts of 
climate change on biodiversity. I found that firstly, uncertainty can be 
reduced by sub-selecting climate variables and models that are known to be 
more reliable in a given study area. Secondly, we found that climate 
observational uncertainty can have a significant impact on species niche 
models that affects conservation decisions. 
 
3. Uncertainties in plant functional type distributions derived from satellite 
observations have an important impact on key processes in land 
surface models (LSMs). This has been shown to be significant for the 
carbon, water and energy cycles. 
 
4. Large patches of tree cover (approximately >20km2) have a significant 
role in the local hydroclimate of West Africa, via the initiation of convective 
rainfall along tree-grass boundaries and via interaction with meso-scale 
convective systems during the afternoon and evening time. This provides 
strong evidence for local resource managers to maintain and enhance 
existing patches of forest especially in degraded savannah regions, as a 
strategy to adapt to uncertain future rainfall patterns. 
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8.1 Projections	of	change	in	West	African	ecosystem	services	
Chapter 5 provided ensemble projections of ecosystem service change in West 
Africa under 3 different scenarios of land use, and 5 different climate change 
projections from a Regional Climate Model (RCM). The results show that a 
northwards shift in ecosystems of West Africa is projected by the end of the century, 
especially in central and eastern parts of the region. Greater vegetation productivity 
was found to occur for all RCM ensemble members, linked to temperature in tropical 
region, but precipitation-dependent further north. Carbon storage was also projected 
to increase especially in the humid tropical forest biome where human disturbance 
was not projected to increase. These findings are generally supported by the findings 
of Heubes et al. (2011) who also projected northward expansion of grassland into 
the Saharan Desert, a contraction of savannah regions due to an increase in woody 
vegetation, and expansion of the tropical forest biome. Importantly, however, the 
work in this thesis improves on that of Heubes et al. (2011) as they did not account 
for the effects of CO2 on plant physiology, and they conducted their study on an 
ensemble of Global Climate Models (GCMs), at much coarser spatial resolution than 
the RCM ensemble used in Chapter 5. 
 
These results provide important information to help the governments of West Africa 
identify threats and opportunities that may occur in their countries in the future. A 
clear opportunity is the projection of a continued ability of West African tropical 
forests to act as a carbon sink rather than a source. This may have particular 
implications for Sierra Leone and Ghana, both of which are participating in the 
REDD+ programme to receive payments for protecting certified forests from 
deforestation and degradation. 
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8.2 Use	of	climate	information	in	ecology	
In this thesis, I have also addressed a clear gap in the academic literature that is the 
assessment of climate information for applications in ecology and conservation 
planning. This is highly relevant to the West Africa region because it has intense 
pressure on its natural resources due to human encroachment and climate 
variability. In addition, resource managers in the region are beginning to create 
climate change adaptation plans for specific protected areas based on projected 
changes in species distributions (Misrachi & Belle, 2016). A typical approach, as 
shown by Hole et al. (2011), is to use correlative bioclimatic envelope models 
(BEMs) to identify emigrant, colonising, or persistent species for a given protected 
area, termed as ‘species turnover’. Appropriate climate change adaptation 
strategies, such as managing for change, or encouraging species to persist in the 
location, are then developed according to the types of species turnovers that are 
projected. However, prior to the published work in chapter 4, no attention had been 
given to the effects of uncertainty in climate observations on species turnover 
projections. We show that this uncertainty may be considerable in areas where there 
is a very low density of weather observing stations, or where topographic complexity 
is high. Crucially, in our analysis of African bird species of conservation concern we 
show that the impacts of climate observational uncertainty vary spatially, and can 
affect conservation decisions. In the context of West Africa, the location in which 
observational uncertainty had the biggest impact on species was found to be the 
Sahel (Figure 22), where climate variability is high and the density of observations is 
low.  
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Another source of uncertainty in biodiversity impact models comes from Global 
Climate Models (GCMs) that are used to provide projections of future change. In 
chapter 3, I evaluate historical GCM simulations and show that all GCMs are not 
equally reliable. Furthermore, there is low GCM reliability for many of the bioclimatic 
variables based either on precipitation or on seasonal timing of peaks or troughs in 
temperature or precipitation. In the context of West Africa, very low GCM reliability 
was again found in the Sahel particularly for all precipitation-based bioclimatic 
variables. In the tropical coastal zone and savannah zone, low model reliability was 
found for precipitation of the driest month, indicating low confidence in simulations of 
dry season precipitation. 
 
The implication of these chapters is that better communication is needed between 
ecologists and climate scientists. This would ensure that climate observations and 
model output are used with full knowledge of the uncertainties and constraints 
inherent in such datasets. Improving communication and working more closely 
together would lead to more appropriate use of such information, ensuring that 
analyses are conducted at appropriate scales, using appropriate data sources, and 
with full knowledge of the reliability of GCM projections for the study region. Better 
dialogue between the ecology and climate communities would also allow for more 
innovative interactions that bring mutual benefits in the future. For example, when 
conducting field work, ecologists could assist in collecting observations of micro-
climate, using approved instrumentation, that could help to improve understanding of 
ecological systems and contribute towards better climate observational datasets. 
Another example might be the development of more appropriate and skilful 
bioclimatic variables that are produced directly from the climate model.  
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8.3 Plant	functional	type	uncertainty	
One aspect of uncertainty in ecosystem models derives from the spatial distribution 
of plant functional types (PFT). In chapter 6, I address this uncertainty by focusing on 
three land surface models (LSMs; JSBACH, JULES and ORCHIDEE) that form the 
land surface component of earth system models, one of which, JULES, was used for 
the ecosystem service projections shown in chapter 5. For West Africa, we found 
that uncertainty related to the cross-walking (CW) conversion of land cover (LC) 
classes to PFT fractions was particularly high for tree cover in the humid tropical 
forest biome, at the higher end of the biomass scale (maxCW). The maxCW PFT 
distribution also resulted in an increase in shrub cover fractions in savannah regions, 
and an increase in grass cover in the Sahel region. Conversely, at the lower end of 
the PFT distribution uncertainty range for land cover (minLC), increases in grass 
fractions were found in tropical and savannah regions, replacing tree and shrub 
cover. CW uncertainty at the lower end of the biomass scale (minCW) resulted in 
increases in bare soil fractions in the Sahel. 
 
The impacts of this uncertainty on surface albedo in West Africa were relatively 
small, with increases in bare soil leading to slightly higher albedo in JULES and 
JSBACH. Increases in shrub and tree cover resulted in albedo reductions, with the 
largest range of uncertainty found during the dry season (December to February; see 
Figure 39). Increases in tree and shrub fraction under the maxCW PFT distribution 
coincided with large increases in evapotranspiration (ET) in ORCHIDEE, and to a 
lesser extent in JULES (Figure 42). For gross primary production (GPP), JSBACH 
was most sensitive to PFT uncertainty, with increases in GPP in tropical regions 
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under maxCW uncertainty, and reductions in GPP where bare soil fractions 
increased under minCW uncertainty. Uncertainty in the land cover mapping of 
grasses (in the minLC PFT distribution) was also found to have a large impact on the 
GPP in the savannah biomes of West Africa in all 3 models (Figure 41). 
 
In highlighting the full range of uncertainty in LSMs that is associated with PFT 
distribution uncertainty, we are able to provide clear advice to land cover scientists 
and land surface modellers on where efforts should be focused to reduce this 
uncertainty in the future. Previously, work in this area has quantified the impact of 
different land cover maps on LSMs (Jung et al., 2007; Quaife et al., 2008), without 
making the link back to how uncertainty can be reduced in future. Here, we show 
that, for West Africa, better constraints on the maximum extent of grass cover in the 
tropics is a key uncertainty that should be the focus of future land cover mapping 
exercises. Furthermore, better constraints on the cross-walking fraction of tree and 
shrub cover in the tropical and savannah regions can improve estimates of ET and 
GPP. Better constraints on the bare soil fraction of land cover classes was also 
shown to have an impact on all the components of LSMs analysed. Improving the 
accuracy of satellite observation-based PFT distributions, enables land surface 
modellers to confidently make refinements to other aspects of LSMs, such as 
parametrisations of plant physiological processes like the relationship between leaf 
stomatal closure and vapour pressure deficit. Ultimately, these advances in land 
surface science will lead to improvements in projections of ecosystem services, 
allowing future management decisions to be made with greater confidence. 
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8.4 Forests	and	climate	change	adaptation	in	West	Africa	
With the final chapter of this thesis, I have used a high resolution numerical weather 
prediction model to elucidate the dependence of precipitation during the West 
African monsoon on vegetation cover. The main results show that significantly more 
precipitation initiations occur over tree-grass boundaries in the savannah biome of 
West Africa, due to strong thermal and humidity gradients in the up-wind and down-
wind directions around the point of convective initiation (Figure 48). Results also 
showed that following the initiation of convection, small-scale convective cells rained 
more over grass cover, whereas more intense rainfall within mesoscale convective 
systems (MCS) was found more frequently over tree cover. This indicates a 
potentially important mechanism of local moisture recycling and provides direct 
evidence of the value of forests to agriculture and food security in the region. In 
highlighting the potential importance of forest cover as a regulating and provisioning 
ecosystem service, this study provides evidence to support the conservation and 
enhancement of forest resources, particularly in the West African savannah. 
Recognition of the role forests play in the local hydroclimate also provides evidence 
of how forest management could be used to adapt to uncertainties in future rainfall 
projections, as discussed in chapter 2.6. Indeed, more quantitative studies are 
required to assess the impacts of different land management policies in the region. 
For example, plans to fund the construction of a ‘great green wall’ across the Sahel 
in order to combat desertification are already being put in place in many countries 
(GEF, 2016), albeit with little evidence of the impact it may have on rainfed 
agriculture. This highlights another case in which better communication between 
ecologists and climate scientists can improve decision making in relation to 
ecosystem services. 
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9 Conclusions	and	Recommendations	
 
The overall aim of this work has been to highlight key areas where progress can be 
made to reduce uncertainty in projections of change to ecosystem services in West 
Africa. Given the multi-disciplinary nature of ecosystem services, this has involved 
focusing the aims of this thesis on different target audiences, as identified in chapter 
1. The conclusions and recommendations of this thesis are therefore ordered 
according to those audiences. 
 
Recommendations for ecologists 
1. Working more closely with climate scientists will ensure appropriate use of 
climate information and open up innovative areas of new research 
2. Better understanding of the limitations and reliability of climate datasets used 
in ecological research can reduce the uncertainty range in future projections 
via sub-selection of reliable models 
 
The first aim of this thesis was to assess the limitations and uncertainties in the use 
of climate information in biodiversity impacts projections. I found, with the help of co-
authors who are specialists in ecological research, that biodiversity impacts 
projections need to consider both uncertainty in climate observations and reliability of 
climate model outputs in future. This can lead to more robust projections, that narrow 
the projected range of uncertainty through the informed use of reliable models. 
Improved future collaborations can also lead to enhanced climate monitoring 
networks that further benefit ecological studies. 
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Recommendations for land surface modellers 
1. The impact of plant functional type (PFT) uncertainty on energy, water and 
carbon fluxes in land surface models is larger than has been previously 
estimated, and recommendations have been made on how to prioritise future 
mapping of PFT distributions 
2. Projections of ecosystem change in West Africa were found to be consistent 
with previous studies that have found a general greening of the region; 
however, confidence in this result is related to uncertainty in the future 
response of the West African monsoon to climate change 
3. Based on the finding that a high resolution numerical weather prediction 
model was shown to be a useful tool for simulating vegetation-precipitation 
interactions, it is recommended that land surface modellers work more closely 
with ecologists to answer key policy questions related to natural resource 
management in West Africa 
 
The second aim of this thesis was to assess limitations and uncertainties in 
projections of ecosystem responses to climate change. I have shown where 
uncertainties in PFT distributions have the biggest impact on land surface model 
simulations of exchanges of energy, water and carbon between the land and the 
atmosphere. Additionally, I have produced new ensemble estimates of ecosystem 
responses to the combined effects of climate change and land use change. 
 
The third aim of this thesis was to provide evidence for a link between vegetation 
and precipitation during the West African monsoon. I have shown that evidence of 
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the link between vegetation and local and regional scale precipitation patterns shows 
the potentially damaging effects of land use change on local scale precipitation, and 
the potential value of forests to food security at the local scale. Additionally, in 
showing that heavy precipitation is more commonly found over tree cover, I highlight 
the potential for undesired outcomes of larger scale forest planting, such as the 
proposed great green wall across the Sahel to combat desertification. These results 
show that forests may also act to divert large scale convective systems away from 
agricultural areas. 
 
Recommendations for natural resource managers in West Africa 
1. Ecosystems in West Africa are projected to experience largely positive 
impacts of climate change, with projected increases in carbon storage in the 
humid tropical forest biome (high confidence), vegetation productivity (high 
confidence except in semi-arid and arid areas), and surface runoff (low 
confidence).  
2. The full implications of large-scale changes to the vegetation of the region 
should be fully explored using numerical models, in order to guard against 
unexpected negative impacts  
 
The final, and perhaps most important, aim of this thesis was to provide guidance to 
West African policy makers and natural resource managers on the potential impacts 
of climate change on the ecosystems of the region. Through ensemble projections of 
the combined impacts of potential land use change scenarios and climate change, I 
have provided ensemble information to directly address this policy need. Importantly, 
robust climate change adaptation strategies require not only projections of change, 
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but also must be fully aware of the confidence to place in such estimates. Therefore, 
in order to prevent users from drowning in a sea of uncertainty, results were 
presented using simple, but clear statements of high or low confidence. 
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11 Appendix	
11.1 Supplementary	Information	for	Chapter	3	
 
Figure 51 Index of agreement (d) in the seasonal cycle monthly precipitation (pr). The 10th, 
50th and 90th percentile values are shown, based on the distribution of d across the 
ensemble. 
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Figure 52 As above, but for mean monthly temperature (tas). 
 285 
 
Figure 53 As above, but for mean monthly daily temperature range (dtr). 
 286 
 
Figure 54 CMIP5 ensemble discrepancy (in months), in comparison to CRU_TS, in the month 
of minimum (left) and month of maximum (right) precipitation. The middle row shows the 
ensemble median difference, and the top (bottom) row shows the ensemble 10th (90th) 
percentile discrepancy. 
 
 287 
 
Figure 55 As above, but for minimum temperature. 
 
Figure 56 As above, but for maximum temperature. 
 288 
 
Figure 57 As above, but for daily temperature range. 
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11.2 Supplementary	Information	for	Chapter	6	
Table 15 Cross-walking table of (Poulter et al., 2015) modified to account for uncertainty in PFT fractions. BLE=Broadleaf Evergreen, BLD=Broadleaf 
Deciduous, NLE=Needleleaf Evergreen, NLD=Needleleaf Deciduous, Wtr=Inland Water, Sn=Permanent Snow and Ice 
  BLE Tree BLD Tree NLE Tree NLD Tree BLE Shrub BLD Shrub NLE Shrub NLD Shrub Natural Grass 
Managed 
Grass 
Bare Soil Wtr Sn 
ID Description Min Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Ref Ref 
0 No data 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
10 Cropland, rainfed 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 60 100 100 40 0 0 0 0 
11     Herbaceous cover 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 60 100 100 40 0 0 0 0 
12     Tree or shrub cover 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 30 50 50 0 0 0 0 0 0 0 0 0 30 50 50 40 0 0 0 0 
20 Cropland, irrigated or post-flooding 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 100 100 0 0 0 0 0 
30 Mosaic cropland (>50%) / natural vegetation (tree, shrub, herbaceous cover) (<50%) 0 5 10 0 5 10 0 0 0 0 0 0 3.3 5 5 3.3 5 5 3.4 5 5 0 0 0 15 15 15 75 60 50 0 0 0 0 0 
40 Mosaic natural vegetation (tree, shrub, herbaceous cover) (>50%) / cropland (<50%)  0 5 15 0 5 15 0 0 0 0 0 0 7.5 7.5 7.5 10 10 10 7.5 7.5 7.5 0 0 0 25 25 25 50 40 20 0 0 0 0 0 
50 Tree cover, broadleaved, evergreen, closed to open (>15%) 70 90 100 0 0 0 0 0 0 0 0 0 7.5 5 0 7.5 5 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 
60 Tree cover, broadleaved, deciduous, closed to open (>15%) 0 0 0 40 70 100 0 0 0 0 0 0 0 0 0 15 15 0 0 0 0 0 0 0 45 15 0 0 0 0 0 0 0 0 0 
61 Tree cover, broadleaved, deciduous, closed (>40%) 0 0 0 40 70 100 0 0 0 0 0 0 0 0 0 15 15 0 0 0 0 0 0 0 45 15 0 0 0 0 0 0 0 0 0 
62 Tree cover, broadleaved, deciduous, open (15-40%) 0 0 0 15 30 40 0 0 0 0 0 0 0 0 0 25 25 25 0 0 0 0 0 0 50 35 35 0 0 0 10 10 0 0 0 
70 Tree cover, needleleaved, evergreen, closed to open (>15%) 0 0 0 0 0 0 40 70 100 0 0 0 5 5 0 5 5 0 5 5 0 0 0 0 45 15 0 0 0 0 0 0 0 0 0 
71 Tree cover, needleleaved, evergreen, closed (>40%) 0 0 0 0 0 0 40 70 100 0 0 0 5 5 0 5 5 0 5 5 0 0 0 0 45 15 0 0 0 0 0 0 0 0 0 
72 Tree cover, needleleaved, evergreen, open (15-40%) 0 0 0 0 0 0 15 30 40 0 0 0 0 0 0 5 5 5 5 5 5 0 0 0 45 30 30 0 0 0 30 30 20 0 0 
80 Tree cover, needleleaved, deciduous, closed to open (>15%) 0 0 0 0 0 0 0 0 0 40 70 100 5 5 0 5 5 0 5 5 0 0 0 0 45 15 0 0 0 0 0 0 0 0 0 
81 Tree cover, needleleaved, deciduous, closed (>40%) 0 0 0 0 0 0 0 0 0 40 70 100 5 5 0 5 5 0 5 5 0 0 0 0 45 15 0 0 0 0 0 0 0 0 0 
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  BLE Tree BLD Tree NLE Tree NLD Tree BLE Shrub BLD Shrub NLE Shrub NLD Shrub Natural Grass 
Managed 
Grass 
Bare Soil Wtr Sn 
ID Description Min Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Min 
Bm 
Ref Mx 
Bm 
Ref Ref 
82 Tree cover, needleleaved, deciduous, open (15-40%) 0 0 0 0 0 0 0 0 0 15 30 40 0 0 0 5 5 5 5 5 5 0 0 0 45 30 30 0 0 0 30 30 20 0 0 
90 Tree cover, mixed leaf type (broadleaved and needleleaved) 0 0 0 20 30 50 
13.
3 20 
33.
3 6.7 10 
16.
7 5 5 0 5 5 0 5 5 0 0 0 0 35 15 0 0 0 0 10 10 0 0 0 
100 Mosaic tree and shrub (>50%) / herbaceous cover (<50%) 7.5 10 15 15 20 30 3.8 5 7.5 3.7 5 7.5 5 5 5 10 10 10 5 5 5 0 0 0 50 40 20 0 0 0 0 0 0 0 0 
110 Mosaic herbaceous cover (>50%) / tree and shrub (<50%) 1.3 5 7.5 2.4 10 15 1.3 5 7.5 0 0 0 5 5 5 10 10 10 5 5 5 0 0 0 75 60 50 0 0 0 0 0 0 0 0 
120 Shrubland 0 0 0 0 0 0 0 0 0 0 0 0 13.3 20 
26.
7 
13.
3 20 
26.
7 
13.
4 20 
26.
6 0 0 0 30 20 20 0 0 0 30 20 0 0 0 
121 Shrubland evergreen 0 0 0 0 0 0 0 0 0 0 0 0 20 30 40 0 0 0 20 30 40 0 0 0 30 20 20 0 0 0 30 20 0 0 0 
122 Shrubland deciduous 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 40 60 80 0 0 0 0 0 0 30 20 20 0 0 0 30 20 0 0 0 
130 Grassland 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 51 60 95 0 0 0 49 40 5 0 0 
140 Lichens and mosses 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 60 60 60 0 0 0 40 40 40 0 0 
150 Sparse vegetation (tree, shrub, herbaceous cover) (<15%) 0 1 1 0 3 3 0 1 1 0 0 0 1 1 1 3 3 3 1 1 1 0 0 0 5 5 5 0 0 0 90 85 85 0 0 
151 Sparse tree (<15%) 1 2 3 3 6 9 1 2 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 5 0 0 0 0 90 85 85 0 0 
152 Sparse shrub (<15%) 0 0 0 0 0 0 0 0 0 0 0 0 1 2 3 3 6 9 1 2 3 0 0 0 5 5 0 0 0 0 90 85 85 0 0 
153 Sparse herbaceous cover (<15%) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 15 15 0 0 0 90 85 85 0 0 
160 Tree cover, flooded, fresh or brakish water 20 30 37.5 20 30 
37.
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 30 20 
12.
5 0 0 0 0 0 0 20 0 
170 Tree cover, flooded, saline water 40 60 75 0 0 0 0 0 0 0 0 0 30 20 12.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 
180 Shrub/herbaceous cover, flooded, fresh/saline/brakish water 0 0 0 0 5 5 0 10 10 0 0 0 0 0 0 
12.
7 10 10 6.4 5 5 0 0 0 
50.
9 40 40 0 0 0 0 0 0 30 0 
190 Urban areas 0 0 0 2.5 2.5 2.5 2.5 2.5 2.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 15 15 0 0 0 75 75 75 5 0 
200 Bare areas 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 100 100 0 0 
201 Consolidated bare  area 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 100 100 0 0 
202 Unconsolidated bare areas 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 100 100 0 0 
210 Water bodies 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 
220 Permanent snow  and ice 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 
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Table 16 Correspondence of PFTs from the CW table (Table 15) to the PFTs used in each LSM. 
LC_CCI  
Cross-walking 
JSBACH JULES ORCHIDEE 
Broadleaf 
Evergreen Tree 
Tropical broadleaf 
evergreen; 
Extratropical 
evergreen 
Broadleaf tree Tropical broadleaf 
evergreen 
Broadleaf 
Deciduous Tree 
Tropical broadleaf 
deciduous; 
Extratropical 
deciduous 
Tropical broadleaf 
deciduous; 
Temperate 
broadleaf 
deciduous; Boreal 
broadleaf summer 
green 
Needleleaf 
Evergreen Tree 
Extratropical 
evergreen 
Needleleaf tree Boreal needleaf 
evergreen; 
Temperate 
needleleaf 
evergreen 
Needleleaf 
Deciduous Tree 
Extratropical 
deciduous 
Boreal needleleaf 
summer green 
Broadleaf 
Evergreen Shrub 
Rain-green Shrub Shrub Tropical broadleaf 
evergreen 
Broadleaf 
Deciduous Shrub 
Deciduous Shrub Tropical broadleaf 
deciduous; 
Temperate 
broadleaf 
deciduous; Boreal 
broadleaf summer 
green; Temperate 
broadleaf summer 
green 
Needleleaf 
Evergreen Shrub 
Rain-green Shrub Boreal needleaf 
evergreen; 
Temperate 
needleleaf 
evergreen 
Needleleaf 
Deciduous Shrub 
Deciduous Shrub Boreal needleleaf 
summer green 
Natural Grass C3 grass 
C4 grass 
C3 grass 
C4 grass 
C3 grass 
C4 grass 
Managed Grass C3 Crops 
C4 Crops 
C3 Pasture 
C4 Pasture 
C3 crops 
C4 crops 
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Figure 58 The range of albedo, ET and GPP due to inter-annual variability for each model and PFT 
distribution, based on the 30-year simulations. 
 
11.3 Supplementary	Information	for	Chapter	7	
11.3.1 Soil	moisture	
The model used in this study was initialised using the European Centre for Medium-
Range Weather Forecasts (ECMWF) soil moisture reanalyses, which we find has a 
greater frequency of wet soils, and is spatially very smooth compared to modelled 
soil moisture after several days spinup. As a consequence, in the first few days of 
this simulation, the soils in the model dry out (by evaporating more moisture to the 
PBL, and passing moisture to lower soil layers). Previous studies have discarded the 
first two days of simulation in order to spinup the top layer of soil moisture (Birch et 
al., 2014). In this simulation, the change in soil moisture over the spinup period can 
be seen in Figure 59, where the top layer (0-10cm) soil moisture is averaged over a 
box from 6.5W to 4E and 6N to 22N at hourly model time steps. The shading shows 
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the frequency of grid cells at a given soil moisture at a given time, and contour lines 
denote the percentile. This shows that there is a higher frequency of grid cells with 
wet soils (30-40 kg m-2) during the first 2 days of the simulation, and during August 
11th the most frequent soil moisture value switches to approximately 10 kg m-2. In the 
subsequent days, the most frequent soil moisture value gradually reduces further to 
approximately 5 kg m-2 by August 15th, after which it appears to remain stable. 
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Figure 59 Time varying frequency distribution plot of soil moisture values for the full simulation. Soil 
moisture values are aggregated over an area which covers the central part of West Africa from the 
tropical coastal area (Ghana and Cote d’Ivoire) to the arid Sahel (Niger), which lies approximately 
between 6.5°W to 4°E and 6°N to 22°N. Shading shows the percentage of grid cells in the domain 
with soil moisture values (binwidth=1Kg m-2) for a given 3-hour period. 
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11.3.2 Fractional	tree	cover	threshold	and	surface	evapotranspiration	
In order to test the most appropriate fractional threshold of tree and shrub cover to 
use in our classification of ‘tree cover’, we plotted the mean evapotranspiration for 
tree fraction bins between 0 and 1, at a frequency of 0.1, for each zone in the study 
region. Grid cells where precipitation (>1mm/hour) was recorded in the last 24 hours 
were removed from the analysis in order to remove the influence of wet soils and 
surface water following rain.  
 
Figure 60 Mean and standard error of total upward surface moisture flux (evapotranspiration) from the 
land surface, by tree fraction for each zone in the study area, where precipitation did not occur in the 
previous 24 hours. Vertical dotted lines show the minimum fraction of tree cover permitted in the ‘tree 
cover’ class. 
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Figure 60 shows that, in general, a lower threshold of 0.3 fractional tree cover is 
appropriate for the definition of a tree class in this study. This provides an important 
link between the supply of moisture to the atmosphere and the density of tree cover. 
In the Sahelian part of the study area (zones 1 to 5), evapotranspiration increases 
with increasing tree fraction. Interestingly, in zones 3, 4 and 5, evapotranspiration is 
lowest at a tree fraction of 0.4, but increases rapidly for larger tree fractions. Further 
south, the relationship between tree fraction and evapotranspiration becomes less 
apparent. In the Sudanian belt (zones 6 to 10), only zones 6, 7 and 10 show a 
positive relationship between tree fraction and evapotranspiration. In the coastal belt 
(zones 11 to 15), this relationship is not evident, indicating that there is a ready 
supply of surface moisture over all cover types. 
 
11.3.3 Surface	conditions	at	90	minutes	prior	to	initiation	of	convection	
Figure 48 shows the surface conditions rotated to the modal wind direction 90 
minutes before the initiation of convection for zones 7, 8 and 9 during the afternoon 
period. Here, we show similar plots for afternoon (13:00 to 18:00) PCIs over 
boundary cover in zones 2, 3 and 4 (Figure 61) and zones 12, 13 and 14 (Figure 62). 
These plots show that the same surface fluxes as found in zones 7, 8, and 9 do not 
occur near to the coast (zones 12, 13 and 14) and near to the Sahara Desert (zones 
2, 3 and 4).  
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Figure 61 Mean surface conditions (top row) in a 1°x1° box centred on points of convective initiation, 
rotated to the modal wind direction 90 minutes prior to the initiation of convection. Grid cells north of 
centre indicate surface conditions upwind, and south of centre indicate conditions downwind. The 
bottom row shows the total of tree, boundary and grass cover types on the same rotated grids. 
Results plotted here are for all PCI occurring over boundary in zones 2, 3 and 4 during the afternoon 
(13:00 to 18:00) period for 4 days of simulation (n=7). 
 
Figure 62 As above, but for zones 12,13 and 14 (n=36). 
 
