The The project was mainly devoted to explore the youth situation in the municipalities and provinces of the Emilia Romagna region (Italy), in particular, to examine data on population, education and work. The project goals were: to identify interesting data sources both from the open data community and from the private repositories of local governments of Emilia Romagna region related to the Youth Policies; to integrate them and, to show up the result of the integration by means of a useful navigator tool; in the end, to publish new information on the web as Linked Open Data. This paper also reports the main issues encountered that may seriously affect the entire process of consumption, integration till the publication of open data.
INTRODUCTION
In recent years, the number of international conferences on Open Government and Open Data has been increasing. Showing that the attention of governments to the transparency and the interest of the scientific and economic community to exploit these data is raising.
Many governments now release large quantities of data into the public domain, often free of charge and without administrative overhead. These data are called Open Government Data (OGD). OGD has let to several improvements, such as transparency and democratic control, citizen participation, innovation, improved efficiency and effectiveness of government services, impact measurement of policies, the creation of new knowledge from combined data sources and patterns in large data volumes.
The powerful of open data is that many areas can take advantage from their value. And also many different groups of people and organizations can benefit from the availability of open data, including government itself.
In Italy, in recent years, the open data approach has been adopted by a growing number of Public Administrations and, in some cases, an additional effort has been made to supply Linked Open Data (LOD). On June 2013, the leaders of the G8 signed an agreement committing to advance open data in their respective countries. In Italy a number of open data activities started. At the beginning of June 2015, the open data portal of the italian public administration 1 , which since 2011 hosts a catalog of open data published by ministries, regions and local authorities, has been revamped in order to promote transparency, accountability, diffusion and reuse of open data.
Among all the open datasets, the Emilia Romagna Region is present with 642 datasets 2 and 14 open data portals. The Emilia Romagna Region has nine provinces (Piacenza, Parma, Reggio Nell'Emilia, Modena, Bologna, Ferrara, Forlì-Cesena, Rimini, Ravenna) and 340 municipalities. The open data portals of the Emilia Romagna region include one regional 3 , eight municipalities (Piacenza, Bologna, An-zola Emilia, Ferrara, Ravenna, Faenza, Cesena, Rimini), three provinces (Parma, Bologna, Forlì-Cesena ) and the public transport company (Passenger Transport Emilia-Romagna).
This paper describes the activities performed during a one-year research project on Open Data for Youth Policies. The project is called "Open Linked Data of the youth observatory of the Emilia-Romagna Region" and has been funded by the Municipality of Modena. However, the main dimensions of analysis of the project concern all the municipalities and provinces of the Emilia Romagna region.
The project goals were: to identify interesting data sources both from the open data community and from the private repositories of local governments of Emilia Romagna region related to the Youth Policies, in particular, to the topics of population, education and work; to integrate them and, to show up the result of the integration by means of a useful navigator tool; in the end, to publish new information as Linked Open Data.
We experienced practical problems in selecting, using, integrating heterogeneous data and building a set of concrete metrics to assess the quality of disclosed data. Moreover, it was challenging to support the transition towards LOD.
There are many Open Data initiatives in Italy for publich Open Data, for example: OpenCoesione 4 and Open Bilanci 5 that show the public administration expenses. In these websites the user can view fixed indicators, chosen by the application's but he cannot combine the indicators as he likes. In these open dataset it is not possible for the user to perform customized searches, morever, the data can be navigated only separately, in example, the user cannot integrate data on population with data on provided fundings. On the contrary our work permits to integrate different data sources, thus correlating open data sets.
The project has been developed in four phases. The first phase was devoted to a deep and wide analysis of the available data sources (local, regional, national and international) in order to individuate the most relevant ones. The second phase made use of the open source data integration system, MOMIS 6 , to integrate the selected data sources in virtual global views. The third phase provided an easy-to-use dashboard, i.e. MOMIS dashboard, to visualize the information emerging from aggregated data. Finally, the fourth phase aimed to make the resulting valueadded information, public and searchable on the Web as Linked Open Data.
The key partners in this project were: the Municipality of Modena, the Department of Culture, Youth and Policies for the Legality of the Emilia Romagna region and the DBGroup 7 .
The remainder of the paper is structured as follows. Section 2 illustrates the set of tools we used to reach the project goals. The next four sections describe the phases of the project. Finally, Section 7 sketches the conclusion and the main difficulties faced during the project.
TOOLS
The data integration process was performed with MOMIS, a data integration system developed by the DBGroup (Beneventano et al., 2003) (Bizer and Cyganiak, 2007) and the LODeX tool (Benedetti et al., 2014a; Benedetti et al., 2014b) have been used.
The MOMIS Data Integration System
In the following, we briefly present the MOMIS's architecture, a more detailed description can be found in (Beneventano et al., 2003) (Bergamaschi et al., 2001 ). Given a set of heterogeneous and distributed data sources MOMIS generates in a semi-automatic way a unified schema called Global Schema (GS), that allows users to formulate queries on that schema like they are querying a single database. The system performs the integration task, by following an GlobalAs-View (GAV) approach for creating the mappings between the GS and local schemas of the integrated data sources. MOMIS uses a virtual approach for achieving an integration that preserves the autonomy and security of the local sources.
The integration process is composed of four main phases:
1. Local Schema Acquisition: (Figure 1-1 ) the extraction of Local Source Schemas is performed by wrappers that automatically extract the schema of each local source and convert it into the common language ODL I3 .
2. Local Sources Annotation: (Figure 1-2 (Miller et al., 1990) . The Local Source Annotation phase is performed by the Global Schema Designer tool (see Figure 2) 3. Semantic Relationships Extraction: (Figure 1 -3) starting from the annotated local schemas, MOMIS derives a set of intra and inter-schema semantic relationships in the form of: synonyms (SYN), broader terms/narrower terms (BT/NT) and related terms (RT) relationships. The set of semantic relationships is incrementally built by adding: structural relationships (deriving from the structure of each schema), lexical relationships (deriving from the element annotations, by exploiting the WordNet semantic network), designer-supplied relationships (representing specific domain knowledge) and inferred relationship (deriving from Description Logics equivalence and subsumption computation). The Semantic Relationship Extraction phase is performed by the Global Schema Designer tool (see Figure 2 ).
4. GS Generation: (Figure 1-4 Finally, once obtained the desired integration result, a user can pose queries on the GS by using the Query Manager tool (see Figure 2 ). As MOMIS follows a GAV approach, the query processing is performed by means of query unfolding. The query unfolding process generates for each global query (i.e. a query on the GS) a Query Plan composed by a set of queries:
• a set of local queries that have to be executed on the local sources simultaneously by means of wrappers,
• a mapping query for merging the partial results (defined by means of the join function),
• a final query to apply the resolution functions and residual clauses. MOMIS provides another query capability, the Query Manager Web Service, which permits to easily integrate MOMIS with other applications (e.g. Business Intelligence solutions) and a user-friendly Web Application, i.e. the MOMIS Dashboard ( Figure  2 ) to easily visualize synthetic information.
More information on MOMIS and examples can be found on DATARIVER website at the following URL http://www.datariver.it/dataintegration/momis/tutorials/ For showing the integration results of our project, we used the MOMIS Dashboard web application developed by Datariver8.
The MOMIS Dashboard
The advantages of using visualization tools to explore the correlation among data are numerous (Tufte and Graves-Morris, 1983 ). The analysts do not have to learn any sophisticated method to be able to interpret the resulting graphs. Effective visualizations help users in analyzing and reasoning about data and evidence and make complex data more accessible, understandable and usable.
The MOMIS Dashboard is a interactive visualization tool that offers several views on a set of data. It makes easier to compare data and capture useful information. It allows to filter the data and visualize the results through different charts. In particular, it is possible to display line charts (for showing trends), bar charts, pie charts, bubble charts on a Google Maps, or show the data in a tabular view. Figure 3 presents some examples of charts that can be generated with the MOMIS Dashboard. The D2R Server and the LODeX Tool In order to publish in the LOD cloud the project results, we needed a tool for mapping a relational source in RDF. The W3C RDB2RDF Incubator Group (Sahoo et al., 2009) had the mission to examine and classify existing approaches to mapping relational data into an RDF source. The tools for automatic mapping generation define a set of mappings between RDB and RDF namely: an RDB record is a RDF node, the column name of an RDB table is a RDF predicate and an RDB table cell is a value. Among these tools, we selected D2RQ (Bizer and Cyganiak, 2007) as it allows users to define customized mappings.
Once a LOD dataset is available, a tool to navigate, explore and query it is necessary. We exploited LODeX (Benedetti et al., 2014a; Benedetti et al., 2014b) , a tool able to provide a summary of a LOD source starting from scratch, thus supporting users in exploring and understanding the contents of a dataset. Moreover, LODEX provides a visual query interface to easily compose queries, that are automatically translated in Sparql and executed on a LOD source.
DATA SOURCE SELECTION, EXTRACTION AND CLEANING
In the first phase of the project, we focused on the selection of the most relevant data sources w.r.t the main dimensions of analysis of the project, i.e. municipalities and provinces of the Emilia Romagna Region. We have used and analyzed both proprietary and open data sources, the proprietary data sources was provided by the Emilia Romagna region, the sources were:
• A Database of Current Spending Projects: it contains information about the fundings provided for projects on youth populations actuated in the different provinces of the region;
• An Excel File of Capital Spending Projects: it contains information about funding provided for long period investments (e.g. build structures, equipments);
• A database of Social Centers (SAG -"Spazi di Aggregazione Giovanile") : it lists all the places where young people get together or places where recreational activities for youth are organized;
• Three Excel Files Related to the Youth Information Project ("Progetto Informagiovani"):
The information centers provide data at local, national and international level on different topics of interest for young people aged 13 to 35 years. The main areas covered are relate to study, work, continuing education, travel and holidays, study and work abroad, leisure, social life and health. These files contain statistics about the number of visitors of the website 10 , the number of points on the region and the number of editors;
• An Excel File about the Young ER Card Project: YoungERcard 11 is the new card designed by the Emilia Romagna region for young people aged between 14 and 29 residents, students or workers in Emilia Romagna. The card is distributed for free and reserve holders a series of facilities for the enjoyment of cultural and sportive events and discounts at various shops. The file reports information related to the Young Emilia Romagna Card distribution and extensiveness in the region.
Regarding open data sources, several sites and portals that publish information regarding the youth population have been investigated. Not all sources have revealed to be of interest/usable for the project and thus have not been included in the data sources to be integrated.
• ISTAT -the Italian National Institute of Statistics 12 provides different thematic datasets. We focused on some areas of interest: education and work. In the education dataset information regarding the number of students per type of school (primary, secondary, etc.) are provided, while in the work dataset the rate of employment, unemployment and wages are presented. Although these data were useful for the project goals, they were not included due to the coarse granularity of the data, indeed, the minimum level of detail available was at the regional level.
• Alma Graduate -The Alma Graduate website 13 yields information on the profile of the graduates and their employment status. The profile of a graduate student shows information such as demographics, the study path and other statistics; while the employment status reports data on the type of job, salary, satisfaction, etc. These data could have been useful for the project, but were not included as they are not free accessible and downloadable (data collected by AlmaLaurea are usually sold to companies).
12 www.istat.it 13 www.almalaurea.it/universita/statistiche
• "Il Mulino" Youth Report -The database of the Youth Report contains data derived from the survey conducted on a sample of 9000 youth aged from 18 to 29. The survey concerns the values, expectations, projects and life choices of young people, their trust in institutions, their role in civil society and the relationship between the generations. For each theme, you can choose a questionnaire, in which it is granted the choice by region, gender, age, marital status and educational qualification. This source was not included as the survey questions do not match our goals and, moreover, it is difficult to meaningfully integrate data from poll and from statistics (due to the different level of reliability).
• "Orienter" -Database of Training CoursesThis source 14 collects information of all training courses financed or authorized by the Emilia -Romagna Region. The source was not included, because it shows only the active courses and it was not possible to access historical data.
• Emilia Romagna Labor Statistics -This website 15 presents some data on the labor market of the Emilia -Romagna region. Employment data, trends in the labor markets and social security benefits are collected and periodically updated. By analyzing the source, we realized that the published data are a rearrangement of other sources, in particular, several data are taken from the IS-TAT portal.
• Emilia Romagna Statistical Service -This web-14 http://orienter.regione.emilia-romagna.it 15 http://formazionelavoro.regione.emiliaromagna.it/analisi-sul-mercato-dellavoro/approfondimenti/statistiche-sul-lavoro-in-emiliaromagna site 16 is divided into several thematic sites that report information on population, transport, sports, productive sectors, etc.. For our project, we focused on the "population" and "education" sites. The population website 17 contains data organized on the basis of different measures (age, sex, year of the survey, place ...). The education website 18 reports the number of schools, the number of classes and the number of students per type of school and province. The source was selected as a relevant source, a detailed analysis was made to understand how the data were structured (see the analysis in the following).
• National Student Register -MIUR -This register 19 , provided by the Italian Ministry of Education, University And Research, contains information on the number of students and graduates in the various degree courses of Italian universities. The source was selected as a relevant source for the project, a detailed analysis was made to understand how the data were structured (see the analysis in the following).
Our work of selecting sources and extracting relevant data was driven by few relevant questions arising by the local and regional politicians: "how many funding was provided in any province compared to the number of youth residents (aged 15-34)?", "which is the higher education rate in each province?". These questions have to be answered in an historical perspective, thus monitoring the data of each province over the years. To effectively answer these questions, we selected, among the available sources, the ones that supply the number of young residents in each province and their level of education. The data on the youth population have been extracted from the Emilia Romagna Statistical Service, while the data on education have been extracted from the National Student Register. The data that was required had to be aggregated by province and year, therefore a preliminary study on which dimensions were provided on these data sources was needed. Figures 4 and 5 show the conceptual schema of the two sources. As you can see, the sources have different dimensions and different level of granularity, thus we needed to select appropriate dimensions to allow a successful integration.
From the Emilia Romagna Statistical Service, we extracted the number of male, female and total population with respect to the following dimensions: Year, and Province. From the National Student Register, we extracted the number of matriculates, graduates and registered with respect to the following dimensions: Academic Year, and Course Province. Since the academic year is described by a couple of years (e.g. 2012/2013), we applied a conversion function to transform it to a single year. Our decision was to take the first part of the academic year for represent the enrolling year (usually people enroll in the first part of the academic year) and the second part to represent the year of graduation (usually students get their degree in the second part of the academic year). Some naming conflicts occur on the province names. The main problems were found on the provinces of Reggio Nell'Emilia and Forlì-Cesena that were written in different ways, for example "Reggio Emilia", "Reggio-Emilia", "Forlì e Cesena", "Forli-Cesena". For solving this problem, we choose as golden standard the names used on the Re-gional Statistical Service, namely "Forlì-Cesena" and "Reggio Nell'Emilia", and we converted any other forms to the gold standard.
The data were extracted and saved in a set of MySQL tables. From the Regional Statistical Service, we import data into a table with province, year, number of young residents (aged 15-34 years) attributes; from the National Student Register we import data into two distinct tables with province, year, number of enrolled/graduated students.
DATA INTEGRATION
At the end of the first phase of data extraction and transformation, we had the following data sources: All these sources have two dimensions in common: the year and the province. We conducted two analysis for evaluating the data coverage over the two dimensions. We found no lack of data over the provinces, meaning that the data are spread in all the provinces. Instead, focusing on the entire interval of years (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) , we found a relevant number of missing data, that is reported in Table 1 . Since MOMIS allows the creation of more Global Schemas (for more information see chapter 2), to avoid a proliferation of null values in the integration result, we created three different Global Schemas:
• GS-Projects: this GS considers only S1, S2, S3, S8, S9.
• GS-Global: this GS contains the data from all the nine sources;
• GS-Projects-Informagiovani: this GS excludes the Young ER Card from the integration;
GS-Projects
As shown in Table 2 , only few sources includes data over the entire period (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) . In this case, we have taken all data from five of the sources, in order to create charts on the entire period that show the correlation between founded projects, population and education. 
GS-Global
The GS-Global is the only that includes data on the Young ER Card, it contains all the nine sources, as showed in Table 3 . On the GS-Global, we created a view (highlighted in blue in the Table 3 ) that it is used in the MOMIS Dashboard and includes only data of 2014. 4.3 GS-Projects-Informagiovani Table 1 highlights that the Young ER Card (S7) have data only for the 2014. Therefore, in the GS-ProjectsInformagiovani we included all sources except S7, as showed in Table 4 . On this integration, we were interested to show the correlations between the data of the Informagiovani project and the data of education and founded projects; thus we created a view on the period 2009 -2013, where most of these sources have available data. 
DATA VISUALIZATION
We designed several charts on the MOMIS Dashboard in order to answer at the questions provided from the politicians of the Emilia Romagna region. The first questions were focused on the funding compared to the number of youths: "Are the funding provided for each province proportional to the number of youth?", 'How do they evolve over time?'
To visualize the answers of these questions, a bar chart and a bubble chart on Google Maps were created. These charts are activated when the user filters the data by selecting one or more provinces and a single year. Moreover, we created a line chart that is activated in case the user selects one or more provinces and more than one year; these charts show a comparison between the youth population and the investments for each province. Figure 8 shows the bar chart for the 2014 year, here you see in dark green the fundings for the capital spending projects (in euro), in red the fundings for the current spending projects (in euro) and in light green the number of youth residents. The same result can be shown with a different visualization in a bubble chart on a map (Figure 9 ). In this case, the number of youth is in light green, the fundings for the capital spending projects are displayed in red and the funding for the current spending projects in blue. The map can be zoomed in and out. Finally, it is possible to show over the time how many fundings were provided in one or more provinces in the years, and compare them to the number of youth.
For example, Figure 6 shows for the province of Piacenza in the period 2006-2014 in light green the number of youth resident, in dark green the founding for capital spending projects (that were provided only in 2012 and 2014), and in red the founding for the current spending projects.
The fundings for projects are assigned on different areas: education, culture, free time, etc. The politicians were interested to see how the fundings were distributed in the different areas. Thus, we devised a pie chart that is activated when the user selects a single province and a single year, that shows the funding provided divided per area. Figure 7 shows the areas that have been funded for the province of Modena on 2009.
Another question that later was arisen is: "How many youth from each province visits the website informagiovani.it compared to the number of residents?".
Using statistical data from Google Analytics that was provided by the region, we were able to create the line chart showed in Figure 11 . This chart reports, for the 2013 year, the number of accesses from each province in green, and the number of youth residents in red. As it can be noted, the number of accesses is really low compared to the number of youth, so maybe it is possible to conclude that a more intensive advertisement might increment the visits of the website.
For comparison purposes, we evaluate Tableau 20 and Qlik 21 (cited as a leaders in the Gartner's Magic Quadrant for Business Intelligence and Analytics Platforms (Sallam et al., 2015) ). The Tableau Desktop, i.e. the tool to produce visualizations, is very intuitive and the creation of new charts is very quick.
The same effectiveness appears in the Tableau reader, i.e. the tool for anyone that consumes the visualizations. Instead, the Qlik platform requires more initial knowledge to design the first chart.
Tableau shows to the user different tabs that contain one or more charts. In each tab, some filters that allow the user to change the data represented in the charts can be defined. The mode of operation of Tableau is opposite to the MOMIS dashboard. In the MOMIS Dashboard, each tab contains only one chart, and the charts are activated after the filters setting (e.g. the selection of more than one year enables the line chart).
Both Tableau and Qlik are able to generate the same charts as the one available in the MOMIS dashboard. In the scenario of our application, we observed some limitations of the tools: the maps in Tableau can not show more bubbles representing more measures (differently from the MOMIS Dashboard see Figure  9 ); the pie chart can be generated on a single measure, thus the one in Figure 7 can not be generated with Tabluea or Qlik; the line charts can not contain series belonging to different dimensions (in this case, the charts are rendered separately, as shown in Figure  10 ).
LINKED OPEN DATA PUBLICATION AND EXPLORATION
In the following, we describe the step by step LOD publication and exploration process.
1. Select which portion of data to publish 2. Publish the dataset as Linked Open Data using D2R Server and map the database schema to RDF using the D2RQ Mapping Language.
3. Explore and query the dataset using the LODeX tool.
Source Selection -The global view containing all the integrated data (GS-Global), as well as, each of the local sources have been selected for publication as LOD.
Linked Open Data Publication -We used the D2RQ Platform 22 for publishing the dataset in RDF.
The tool allows to access relational databases as virtual, read-only RDF graphs, therefore it avoids the replication of information into an RDF store. D2RQ provides a SPARQL access to the content of the database as Linked Data over the Web, and several other opportunities like RDF dumps, API calls, HTML views.
The declarative D2RQ mapping language is used to define a set of mappings between the database schema and the RDFS vocabulary or OWL ontology.
Another key aspect in publication of LOD is the identification of vocabularies that can be used to describe the dataset. In our case, we recognized two potential vocabularies: GeoNames and DBpedia.
An example of D2RQ mapping to an external vocabulary is reported below: map:Statistics_anno a d2rq:PropertyBridge; d2rq:belongsToClassMap map:Statistics; d2rq:property dbpedia-owl:Year; d2rq:propertyDefinitionLabel "anno"; d2rq:column "gs_totale.anno"; d2rq:datatype xsd:integer; .
Here the column gs totale.anno is mapped to the property dbpedia-owl:Year;.
We also use of the D2RQ mappings to link instances of the global view (GS-Global) with instances of the local sources, as in the following example.
map:Statistics_informagiovani a d2rq:PropertyBridge; d2rq:belongsToClassMap map:Statistics; d2rq:property vocab:Informagiovani; d2rq:refersToClassMap map:Informagiovani; d2rq:join "gs_totale.provincia = informagiovani.provincia"; d2rq:join "gs_totale.anno = informagiovani.anno"; .
A specific procedure is needed to connect the instances of our source with instances of other sources in the LOD cloud.
In this case, we wanted to add geographical information to our dataset, thus we linked to the Emilia Romagnas provinces defined in DBpedia and in GeoNames.
We have created a table (see figure 13 ) containing references to instances of external sources and we have included this table in our dataset.
By using these data, each time we refer to a province in this table, we link the instance to the specific province in DBpedia and in GeoNames.
LOD Exploration and Querying -Once the dataset is selected and the mappings defined, D2RQ automatically creates a SPARQL access to the LOD source. By using tools such as LODeX (Benedetti et al., 2014a) (Benedetti et al., 2014b) for browsing and querying a LOD source, we can explore a graphical representation of the source and exploit a convenient visual query panel to extract information from the dataset. The user can take advantage of the Schema Summary produced by LODeX that represents the selected source (classes, properties and other statistical information) and by picking graphical elements out of the Schema Summary, he/she can create a visual query. The tool also supports the user in browsing the results and, eventually, refining the query.
The prototype has been evaluated on the SPARQL endpoint of the GS-Global and the visualization is shown in Figure 12 and is available online at http:// dbgroup.unimo.it/lodex2/ok#!/schemaSummary/999.
CONCLUSION
We have shown the results gained during the "Open Linked Data of the youth observatory of the EmiliaRomagna Region" project . Build an ontology for describing the data * Selection of tools to convert data into LOD format ** Choose whether it is convenient to publish data in a static rdf file or to convert on the fly data located in a relational database * Looking for similar instances in external datasets (e. Geonames or DBpedia) and building links ** This paper has exemplified how a Public Administrations can benefit from the use of Open Data and can effectively extract new and important information by integrating its own datasets with open data sources.
We consider our work can be helpful for future open government projects aiming to exploit and publish open data. To outline some guidelines, we identified some issues as important factors that may seriously affect the entire process of identification, consumption, integration till the publication of open data. Table 5 summarizes the main problems handled during the project and their criticality. cia, Giulio Guerzoni, Marina Mingozzi, Fabio Poggi, Antonio Volpone for many fruitful discussions on the various aspects of integrating and releasing open government data covered in this paper.
