A model of random databases is given, with arbitrary correlations among the data of one individual. This is given by a joint distribution function. The individuals are chosen independently, their number m is considered to be (approximately) known. The probability of the event that a given functional dependency A → b holds (A is a set of attributes, b is an attribute) is determined in a limiting sense. This probability is small if m is much larger than 2 H 2 (A→b)/2 and is large if m is much smaller than 2 H 2 (A→b)/2 where H2(A → b) is an entropy like functional of the probability distribution of the data.
Introduction
Consider the data of a class in a school (in Europe), it can be supposed that the last name is a key, that is all other data are functionally dependent on it. Considering the whole school, the probability of having two students with the same last name is pretty high, so the last name cannot be taken as a key. But, very likely the first and last names together from a key. It will be certainly not true for the data of a large city.
The example above illustrates that, considering the database to be random, the size (number of rows) largely determines which functional dependencies can be considered valid. The aim of the present paper is to give a model of this situation. The first attempts in this directions were the papers of Demetrovics, Katona, Miklós, Seleznjev and Thalheim [1], [2] . There the authors supposed that the data of one individual are probabilistically independent. It was shown even in this case that a set of constant times the logarithm of the size of the database many columns will functionally determine a given other column with high probability. Their model however was not able to include "real" functional dependencies or situations like "very probably functionally dependent". The aim of the present paper is to extend the results in this direction.
Let Ω be the set of attributes, |Ω| = n. The set of all possible entries is denoted by E. (If the distinct attributes have different sets of entries then E is their union.) Let one row of the database is the random vector (ξ 1 , ξ 2 , . . . , ξ n ) where the ξs are not necessarily independent, the distribution is given by the probabilities
We say that b functionally depends on A with probability one if the probabilities
are zero for all but one u b ∈ E for any choice of entries u i ∈ E(i ∈ A). On the other hand the individuals, the rows are chosen independently. In terms of probability theory, consider m (totally) independently chosen realizations of the random vector whose probabilities are determined by (1). An entropy like function is needed to our further investigations. Let ξ and η be two, not necessarily independent random variables. The probability of the event that ξ = k and η = is p k, , the probability of ξ being k is p k = p k . Define
This quantity is related to the Rényi entropy of order 2 (see [4] and [5] ).
The random vector of the coordinates ξ i (i ∈ A) will be denoted by α. The probability of the event that α is equal to the kth sequence is denoted by p k (A). Moreover, the probability of the event that α is equal to the kth sequence and ξ b has the th entry is p k, (A, b) . Our crucial notion is defined in the following way: 
