The Hawkes process has garnered attention in recent years for its suitability to describe the behavior of online information cascades. Here, we present a fully tractable approach to analytically describe the distribution of the number of events in a Hawkes process, which, in contrast to purely empirical studies or simulation-based models, enables the effect of process parameters on cascade dynamics to be analyzed. We show that the presented theory also allows making predictions regarding the future distribution of events after a given number of events have been observed during a time window. Our results are derived through a novel differential-equation approach to attain the governing equations of a general branching process. We confirm our theoretical findings through extensive simulations of such processes and apply them to empirical data obtained from threads of an online opinion board. This work provides the ground to perform more complete analyses of the self-exciting processes that govern the spreading of information through many communication platforms, including the potential to predict cascade dynamics within confidence limits. arXiv:2001.09490v1 [physics.soc-ph] 26 Jan 2020 sphere and can range from a single post in common discussions to values covering several orders of magnitude for viral events, in an extremely heterogeneous fashion [5] [6] [7] .
Introduction
The ease with which individuals may now access online content has revolutionized the way in which information is consumed [1] social media platforms and online opinion boards [2] [3] [4] being two paradigmatic examples of how information is generated, transmitted and finally absorbed. Modern information communication allow users to both become informed on topics and to easily interact online with each other, which may lead to further discussion in a cascade-like manner. This results in the occurrence of tree-shaped cascades, the size of which describes the popularity of a discussion. This new metric is one of the key elements in the modern-day social media Our work differs from the aforementioned literature in several ways. Firstly, we consider the most generic form of Hawkes process (unlike [31] , which considers the constant background intensity case) to obtain equations that fully describe the distribution of events at any time. Secondly, when we turn to the question of predictability of such a process, which was not considered in [31] , we introduce a mathematically tractable model which allows one to avoid the large numerical computations of [24, 28] when calculating the expected size of the underlying tree, while also allowing us to determine prediction intervals for the number of events to occur by a given time. Finally, our model (in contrast to [28] ) does not assume any information regarding the platform in question such as a user's popularity or influence and how their involvement in a cascade affects its size.
To test the validity of this approach in real systems, we will use empirical data extracted from an online opinion board. Although a more thorough description of the system will be given in Section 5, we shall briefly discuss its functioning now to set the vocabulary that will be used throughout the theoretical derivation. In most opinion boards, information is organized in threads. Each thread contains a given discussion, to which users can contribute by sending posts (which we may also call comments). The popularity of a thread increases with the number of posts it receives, making it more likely for other users to see it and contribute to the discussion, yielding a self-exciting process. It should be noted, however, that our general analytic derivation is not restricted to these types of systems. Hence, the expressions obtained in this work can be applied to any system that can be described using Hawkes processes simply by changing the word thread for point process and post for event.
The remainder of this paper is organized as follows. In Section 2, we introduce a branching process description of the Hawkes process derived through a novel differential equation formulation, which is then used to determine properties of cascades generated by such processes. Specifically, our approach allows us to fully determine the distribution of the number of events in a given process at any point in time. Having described the general Hawkes process, in Section 3 we consider the predictability of such processes after observing a cascade over a certain time period. We focus on the case whereby we have observed a given process for some period of time which we call the 'observation window' and then based on the occurrence of events within this window, our theory enables the prediction of not only the expected number of events by some future time, but also the entire distribution of events at each point in the future. In Section 4 we perform extensive numerical simulations with the aim of validating our model's prediction, before testing the theory on empirical cascades in Section 5. Finally, we present our conclusions in Section 6.
Hawkes Process Model
Self-exciting processes are those in which the likelihood of a stochastic event taking place increases with the occurrence of past events. Hence, the probability of an event occurring in these processes is determined by a time-dependent intensity, λ(t), defined such that λ(t) dt is the expected number of events in the interval [t, t + dt]. One particular example of these processes is the Hawkes process [25] . In this class of point processes the intensity is given by
where µ(t) is known as the background intensity, describing the likelihood of an exogenous event occurring independently of other events. The non-negative φ(t) term is known as the memory kernel or the excitation function, as it gives the amount by which previous events that have occurred at times τ i < t increase the probability of occurrence of future events. As such, it accounts for the endogenous or self-exciting part of the process. Further, we normalize φ(t) such that ∞ 0 φ(t) = 1. Note that with this interpretation, one may consider φ(t) as a probability density function or a 'memory-time distribution' [15] . Lastly, the parameter ξ may be thought of as the 'branching number' of the process, whereby it defines the average number of events caused as a result of an event and may in some sense capture the fitness of a previous event. Note that in the case ξ = 0, one recovers an inhomogeneous Poisson process. In this article, we specifically focus on the 'subcritical' case where ξ < 1 which results in finite-sized cascades. In the alternative 'supercritical' case (ξ > 1) the average number of events grows exponentially without bound which is evidently meaningless for the physical processes of interest in this work. Figure 1 shows an example realization of a Hawkes process. To describe this process further we will proceed to consider the behavior of threads on an online board. Suppose that a thread is started by a user at time τ 0 = 0. This comment will be referred to as 'the seed' of the thread. The size of the thread can increase in two ways, as described in [24] . Firstly, the thread can receive new comments itself, which are essentially replies to the seed, with rate µ(t). This rate can depend on a number of factors, such as the thread's position on the 'front page' of the site [32, 33] or the number of users present on the site in the period after the thread was created. Secondly, comments made to the seed can themselves receive replies and thus be viewed as subtrees of the tree that represents the whole thread. A comment made at time τ i receives replies with intensity ξ φ(t − τ i ), where ξ can be viewed as some fitness parameter which could depend on factors such as the quality of the content in the comment, the time of the day at which it first appeared, or the popularity of the individual who made the comment. For simplicity, however, we will consider it as a parameter unique to each thread.
We can graphically arrange the posts in a thread in the shape of a tree in which the nodes represent comments and an edge is established between two nodes if one is a reply to the other, see Fig. 2 . This representation suggests that the dynamics of such a system can be described as a branching process. Letting q m (t) be the probability that a thread of age t has popularity m, i.e., it has received m comments, we may define the probability generating function (pgf) [34] of the popularity distribution as
In passing we mention one important property of pgfs that we will frequently use in the sequel, namely, that the pgf for the sum of two random variables X and Y is simply the product of their individual generating functions. For the remainder of this section, we will focus on a novel derivation of this pgf through a branching process description of the Hawkes process [35, 36] followed by an analysis of some of the properties that can be extracted from this interpretation.
Branching Process Description of the Hawkes Process
We propose a derivation of the equations for the branching process generating function given by Eq. (2) that is based on considering the change in the pgfs over infinitesimal time intervals. This leads naturally to a differential equation formulation. In Appendix A, we show how the method introduced below can also be used to derive the well-known integral equation for the Bellman-Harris process [29, 30, 35, 36] . Let us first consider the distribution of the size of subtrees described above. Suppose that a new comment arrives to the subtree at time τ . We define the pgf of the resulting size distribution as G(τ, a, Ω; x), where a is the age of the comment that originated the subtree and Ω the time at which the distribution is observed. Note that the time of origin of the subtree is thus c ≡ τ − a. Now, suppose we examine how this pgf changes over a time interval (τ −∆t, τ ). If ∆t is sufficiently small so that at most one event occurs in a time interval of length ∆t, there are two possible events that may occur: 1. A user may decide to reply to the comment of age a with probability ξ φ(a)∆t, which depends on both the time elapsed since the comment was made and its fitness. This will result in a new comment of age 0 which may, in turn, receive its own replies. Concurrently, the original comment may also spawn further replies, so that the total contribution to G(τ − ∆t, a − ∆t, Ω; x) is G(τ, 0, Ω; x)G(τ, a, Ω; x), where we have made use of the aforementioned property that the pgf for the sum of two random variables is simply the product of their respective pgfs.
2. There may also be no replies to the comment in this time interval. This occurs with probability 1 − ξ φ(a)∆t, and the contribution to G(τ − ∆t, a − ∆t, Ω; x) in this case is simply G(τ, a, Ω; x). Figure 2 : Schematic of the model. A thread is started by the seed at time τ 0 = 0, and this is represented by the horizontal blue line. At time τ 1 the seed receives a reply, shown by the blue dot, w.p. µ(τ 1 ) dτ which starts its own subtree shown by the first horizontal red line. At time τ 2 the comment receives a reply highlighted by the red dot, w.p. ξ φ(τ 2 − τ 1 ) dτ . The seed receives another reply at time τ 3 , w.p. µ(τ 3 ) dτ , which again starts another subtree. Finally, the subtree started at time τ 1 receives another reply at time τ 4 which occurred w.p. ξ φ(τ 4 − τ 1 ) dτ , itself starting a new branch. We now observe the entire tree size, i.e., the number of comments, to be 5 at time Ω.
Thus, the equation governing the change in G over the interval (τ − ∆t, τ ) is given by
This equation may then be expressed as a partial differential equation by considering the two dimensional Taylor approximation in the small ∆t limit to obtain
where we write G for G(τ, a, Ω; x). This equation may be simplified via the method of characteristics [37] (letting c = τ − a be constant along a characteristic) to obtain the following ordinary differential equation
for the change in G along a characteristic, which we may solve by noting that G(Ω, Ω−c, Ω; x) = x, i.e., the initial subtree size when a comment is made is 1, to obtain
We may now insert a = τ − c, and introduce the 'tree-age' t = Ω − τ , i.e., the age of the subtree at observation time, and let w = Ω − v, which gives
Finally, we let a = 0 to obtain the pgf for the subtree size at age t as a result of a new post
We will now proceed to determine the pgf of the entire size distribution of a tree with age t, H(t; x). Equation (8) describes the distribution of the size of a subtree as a result of replying to either the original seed or to another comment (which would be itself a root of a previous subtree).
To determine the entire tree size distribution we first define H(τ, Ω; x) to be the pgf of a cascade that had started at time 0, observed over the time interval (τ, Ω). As above, we consider the two possible events which may occur in relation to the seed over the small time interval (τ − ∆t, τ ):
1. There may be a comment made on the thread (i.e., in direct reply to the seed) with probability µ(t)∆t, resulting in a subtree that develops from this comment with size distribution determined by G(τ, 0, Ω; x). The seed itself may also receive further comments. The total contribution to H(τ − ∆t, Ω; x) is given by the product of the two individual pgfs G(τ, 0, Ω; x)H(τ, Ω; x).
2. The seed may receive no comments in this time interval which occurs with probability 1 − µ(τ )∆t, so that the contribution to H(τ − ∆t, Ω; x) is simply H(τ, Ω; x).
Analogously to the previous pgf, we take the ∆t → 0 limit and use the method of characteristics to obtain the following differential equation
noting that the initial tree size is 1 (the seed itself), i.e., H(0, 0; x) = x. We remark that Ω is, in fact, the age of the thread. For consistency, we will define this to be t and set τ = 0 such that we observe the entire tree, obtaining
where G(t − y; x) is given by Eq. (8) . Therefore, the entire behavior of the Hawkes process is described by equations (8) and (10) . Note that a similar expression was already obtained by Hawkes in the case of constant background intensity, i.e., µ(t) = λ 0 , by considering the process as a Poisson cluster process [38] .
Mathematical analysis and properties of the branching tree

Mean Size of a Cascade
To determine the expected size of a thread with age t, m(t), we use the property that
We then differentiate Eq. (10), and evaluate at x = 1, to obtain an integral equation for m(t):
where m G (t) represents the mean size of a subtree with age t and is defined by m G = ∂G ∂x x=1 . Analogously, differentiating Eq. (8) yields:
The next step is to take the Laplace transform of Eq. (12) to obtain
withm G (s) given by the Laplace transform of Eq. (13), which may be solved exactly to obtain m G (s) = 1
and substituting this value in Eq. (14) giveŝ
We may determine the limiting value of m(t) as t → ∞, if it exists, by making use of the final limit theorem [39] :
Furthermore, it is also interesting to understand how this limit is approached in the large-t limit. Following [15, 30] , the calculation depends on the existence (or not) of the value α that satisfies
This special value of α is known as the Malthusian parameter [35] . If this parameter exists then the limit m(∞) is approached exponentially:
However, if there is no solution α of Eq. (19) , which is the case when φ(t) is a sub-exponential distribution (e.g. Gamma distribution) then the large-t behavior of m(t) is given by
where C(t) = t 0 φ(t) dt is the cumulative distribution of the memory kernel. While the above analysis describes the mean behavior of the large-time dynamics, for some choices of the background intensity and memory kernel it is also possible to exactly determine the entire temporal behavior of the mean cascade size. In the following, we will explore two of those choices: constant background intensity with exponential memory kernel and constant background intensity with power-law memory kernel.
Case A: exponential memory kernel with constant background intensity To consider a specific example, we take the well-studied case where the process' memory kernel is exponentially distributed [25, 38, [40] [41] [42] [43] with mean time 1/β and background intensity given by a constant, i.e., µ(t) = λ 0 , so that the intensity is given by
in this case Eq. (16) becomesm
which results in the following solution for the mean cascade size as a function of time
Note that we initially have a linear term in t as one would expect in the case of constant background intensity, which gives some constant probability of replies to a thread regardless of the time. This growth does eventually slow down as a result of the exponential decay term, but is still determined as linear growth. It should be noted that this case has been studied previously in [44] , where it was shown that in this simplistic setting the Hawkes process is equivalent to a continuous-time Markov process, as one would expect from the exponential kernel.
Case B: shifted power-law memory kernel with constant background intensity
Another frequently used kernel is that of the shifted power-law memory kernel φ(t) ∝ (t+c) −(1+β) for β > 0 [13, 28, [45] [46] [47] [48] . From this kernel, along with a constant background intensity and the normalization condition (i.e., φ(t) dt = 1) we have,
Hence, in this caseμ(s) = λ 0 s andφ(s) = β c β e cs s β Γ(−β, cs), where Γ is the upper incomplete Gamma function. We may determine the early time behavior in this instance by considering s 1 and expanding the incomplete Gamma function givinĝ
Inserting this expression into Eq. (16) and applying the inverse Laplace transform, we obtain
The presence of a constant background intensity makes the question regarding long-time behavior less relevant. This is due to the fact that the constant (non-zero) probability of an event to occur results in infinitely large cascades in the large-t asymptotic limit described, on average, by Eq. (18) . If this factor was not constant but rather a time-decaying µ(t), as the theory allows, the large-t behavior would be governed by Eq. (21).
Probability a Thread Receives no Comments
Another interesting quantity which may be determined directly from the probability generating function is the probability that a thread, once started by a user, receives no responses by the time it has age t; denoted given by q 1 (t). This value can be obtained from Eq. (10) as follows:
As one would expect, this quantity is purely determined by the background intensity function as the memory kernel only becomes a factor once the seed has received a reply.
Distribution of the number of events
The branching process interpretation of a given Hawkes Process described in Section 2.1 allows to determine the entire dynamics of the given process through its pgf, equations (8) and (10) . In order to extract q m (t) −that is, the probability that a thread has size m at age t− from these equations, one is required to differentiate the pgf H(t; x) m times, i.e.,
the numerical differentiation required to perform this calculation is however inaccurate for large m values and as such we instead use the Cauchy formula [49] for the derivative of a function to obtain
where C is a contour in the complex-x plane such that all poles of H(t; x) lie outside C. This may then be evaluated in a numerically accurate manner through inverse fast Fourier transform routines [14, 49, 50] to allow one to obtain the distribution of tree sizes at a given time t.
Numerical Simulations
In Figure 3 we compare the theoretical predictions with numerical simulations of the Hawkes process. In panels (a) and (c) we consider the case of constant background intensity and exponential memory kernel. Specifically, in (a) the expected number of events is shown for a number of different fitness parameters (ξ = 0.2, 0.5, 0.8) along with λ 0 = 0.1 and β = 3. The lines correspond to the theoretical expected value of Eq. (24), while the dots represent the average number of events over an ensemble of 10 6 realizations. As expected, larger fitness values result in greater expected number of events. Note also that for large values of t, a linear behavior of the expected value is recovered, as suggested by the theoretical result of Eq. (24) .
In each case we extract the distribution of tree sizes at each time point via the approach described in section 2.2.3. Panel (c) shows the corresponding complementary cumulative distribution functions (CCDFs), which is the probability of having m or more comments on the thread, following the process described above, at several different ages. Regarding these results, it is clear that the likelihood of a larger number of events is increasing with time.
Panels (b) and (d) show the equivalent tests for the case of the power-law memory kernel given by Eq. (25) with β = 0.3, c = 0.01. Note that although there is no closed-form expression for the expected value in panel (b), we can determine these values directly from the distribution function obtained through the pgf of the process. We find the results to be in strong agreement with simulations (in spite of the limitations of discrete-time simulations of such dynamics [51] ) and therefore they validate the branching process interpretation.
Predictability of Thread Popularity
We now focus on the issue of predicting the final thread size given that its popularity has been observed from the moment it was first created at time τ 0 = 0, until a time T , i.e., over the tree age interval [0, T ] which we shall refer to as the observation window (see Fig. 4 ). Let us assume that we have observed n comments over this interval at times {τ 0 , τ 1 , . . . , τ n−1 } and that we now wish to consider how this process evolves until a new observation at time Ω, i.e., the tree age interval (T, Ω] which we denote as the prediction window. Consistent with the branching process equivalence for the Hawkes process, we may treat each of these subtrees seeded during the observation window as independent and we only consider what occurs in that subtree after the time T . This means that while a comment may have resulted in a new subtree before time T , we treat both of them independently when they develop after time T such that at time T we have n subtrees all of size one but with different ages given by (T − τ i ), where τ i denotes the time when the subtree was seeded. As in Sec. 2.1, we have to consider two different types of events. Firstly, we have the seed which started the thread. Then, the remaining n − 1 comments are replies to the seed or to previous comments on the thread. We again start by defining G(τ, a, Ω; x) to be the pgf of the size distribution of a subtree, seeded as a result of a reply at time τ to a comment which had age a at this time, observed at time Ω. We are now interested in predicting the dynamics of these n − 1 subtrees over the time interval (T, Ω]. To do so, let us consider the (i + 1) th comment which was made at time τ i < T and study the size of the subtree resulting from a reply to this comment at time τ . Therefore, Eq. (6) in this case is
The age of the original comment at this time will be a = τ −τ i . As we are interested in considering the tree size over the entire prediction window, we set τ = T so that
Next, we define the prediction age, i.e., the length of the prediction window, as r = Ω − T . Similarly, letting w = Ω − v, we can rewrite the function in terms of "tree age" to abridge notation obtaining
We note that the G function within the integral, i.e., for a comment that was made during the prediction window, is exactly of the form described by Eq. (8). The G function described by the above equation, however, has an explicit dependence on the age of the comment when we stop observing, a i = T − τ i . Thus, in order to compress notation, we define G i (r; x) = G(r, a i ; x) to highlight the difference between trees started during the observation and prediction windows. We must also consider replies to the seed comment over this interval. A similar line of thought allows one to see that the pgf describing the distribution of these replies is given by
where a 0 is simply the age of the thread when we stop observing, i.e., a 0 = T . Lastly, we require one more pgf to completely define the evolution of this process. We denote I ({a 0 , a 1 , . . . , a n−1 }, r; x) to be the pgf of total thread size after a prediction window of length r, where we have observed n comments on the thread which had ages {a 0 , a 1 , . . . , a n−1 } when we stopped observing (i.e., at t = T ). Therefore, it can be expressed as I ({a 0 , a 1 , . . . , a n−1 }, r; x) = H(r; x)
where the product of generating functions arises as we are summing the contributions from each of the subtrees started before time T . Note that this equation reduces to Eq. (10) in the case where we have only observed one event (n = 1), which has age 0 when we stop observing (a i = 0) and letting t = r.
Mean Popularity of Predicted Cascade Size
To determine the mean tree size of such a thread, we can differentiate Eq. (38) and evaluate at x = 1 as in section 2. This gives m I (r) = ∂ I ({a 0 , a 1 , . . . , a n−1 }, r; x) ∂x x=1
where the n term represents the events that occurred during the observation window and m G (w) represents the mean tree size of prediction age r and is given by Eq. (13) . Observing that
can be written as a convolution integral in terms of the quantity Ψ i (r) defined by Ψ i (r) = φ(r+a i ), we note that the term in Eq. 
whereΨ
= e a i s φ (s) − 
The evaluation of this transform now depends only on (a finite) numerical integration, provided we know the Laplace transform of both φ and µ. Thus, this approach is extremely feasible. Furthermore, we can also determine some information regarding the large-r behavior of the mean via the final-value theorem to obtain lim r→∞ m I (r) = lim s→0 sm I (s),
where by Eq. (44)Ψ
and similarlyΦ
which allows us to obtain
Exponential memory with constant background intensity
We now consider, as in section 2.2.1, the specific case of an exponential memory function along with some constant background intensity (i.e., µ(t) = λ 0 ). In this case φ(t) = βe −βt and thereforê φ(s) = β β+s . Equation (44) in this scenario is given bŷ
and thereforem
This allows us to write the following closed-form expression for the expected cascade size at observation time r:
Note that this equation consists of three components: (i) the number of events we have observed at the start of the prediction window n; (ii) the contribution from the background intensity as we saw in Eq. (24), reflecting the constant background intensity; and (iii), the contribution from the events in the cascade during the observation period. We would like to highlight once more the fact that in the presence of λ 0 = 0, the expected number of events increases linearly with time with a non-zero probability of events occurring at each time step. In contrast, we next consider a decaying background intensity.
Exponential background intensity and memory kernel
Suppose that the background intensity is decaying with time such that µ(t) = αe −αt , while the memory kernel is the same as in the previous case, i.e., exponentially distributed with mean time 1/β. Equation (45) is then given byΦ
where a 0 = T is the age of the seed comment when the observation period ends. We can obtain the expected number of events at time r in the prediction interval by inverting Eq. (42),
Note that unlike previous examples such as Eq. (54), this quantity has a finite limit as r → ∞, this is to be expected as there is no longer a constant probability of an event occurring in each time step but rather a decaying probability and as such the likelihood of events occurring after long inter-event times is significantly reduced. Thus, we may calculate the large-r expected number of events to be
Probability a thread receives no further comments
In a similar fashion as in section 2.2.2, we can calculate the probability that the thread receives no further comments in the prediction window by time r, q n (r), as follows:
q n (r) = lim x→0 I ({a 0 , a 1 , . . . , a n−1 }, r; x) x n .
Since q m (r) = 0, ∀m < n, this results in
We can again calculate this quantity exactly in the case of exponential memory with constant background intensity to obtain
Note that whereas in Eq. (30) the probability of receiving no more comments depended only on exogenous events, in this expression we explicitly account for the endogenous events in the history of the process prior to time T .
Comparison of Numerical Simulations with Theory
In order to validate these expressions, as well as to test their predictive power, we now proceed to compare them with numerical simulations of Hawkes processes. In each simulation we observe all events that took place before a certain time T , i.e., at {τ 0 , τ 1 , . . . , τ n−1 } with τ n−1 < T . Then, we predict the evolution of the thread until time Ω, using the pgf describing the distribution of future events from Eq. (38) , which we again invert via fast Fourier transforms as in Section 2.3. Figure 5 shows the case of a Hawkes processes with constant background intensity and (a) an exponential memory kernel or (b) a power-law memory kernel. In each case, we observe a timeseries of events until time T = 10. Then, we make a prediction of the dynamics until time Ω = 20. Specifically, in each panel, we calculate the ensemble average as well as the 95% percentile range, at each time step over all ensembles. This is compared with the theoretical expected number of events as well as the 95% percent prediction interval with the information available up to time T obtained via numeric inversion of Eq. (38) via the fast Fourier transform method described in Section 2.2.3.
The first thing we observe is that, during the observation window, in the exponential case the frequency of events is much more stable over time in comparison to the bursty nature of the power law memory kernel, which is characterized by larger periods of inactivity followed by a number of events over a short time interval [52, 53] . We also point out the difference between the prediction intervals between the two distributions. Nevertheless, the agreement in both cases between the theoretical predictions and the numerical simulations is exceptionally good. Number of Events a) b) Figure 5 : Numerical simulation and theoretical results for two Hawkes processes where one realization is obtained over the interval [0, 10] before proceeding to simulate 10 6 ensembles based upon these events over the interval (10, 20] . We show the average number of events along with the 95% percentiles from the distribution of events at a number of time points. In addition, we show the theoretical expected number of events and 95% prediction intervals obtained from numerical inversion of Eq. (38) . Panel (a) shows the case of background intensity λ 0 = 1.5, fitness ξ = 0.8 and exponential memory kernel with mean time 3 (β = 1/3), while (b) shows the case with shifted power-law memory kernel (β = 1, c = 0.01, ξ = 0.5, λ 0 = 1).
To determine how the age of comments at time T affects the future popularity of the thread, we generate two synthetic time series of events for the observation period each containing ten events. Then, we simulate the rest of the process with those series acting as the history of the thread and predict the evolution using our analytical tools with results shown in Fig. 6 . In panel (a) the synthetic series consists of equally spaced inter-event times at {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}, while the second sequence shown in panel (b) is such that there are also ten events but some comments are "younger" at time T , {0, 1, 2, 3, 5, 8, 9, 9.5, 9.6, 9. 8}. Between times T and Ω = 20 we then proceed to simulate the Hawkes process given by Eq. 22 with parameters β = 1/3, λ 0 = 0.1 and ξ = 0.8. In both cases, we show the theoretical mean given by Eq. (54), the 95% prediction intervals drawn from the distribution at each time step, and also the mean measured directly from the distribution obtained numerically rather than the analytical equation. As we can see, the occurrence of younger posts when making predictions of future popularity results in larger predicted cascade sizes, correctly matched with the results obtained from the simulations both for the expected value and for the upper limits of the prediction intervals.
Also shown in panels (c) and (d) of Fig. 6 are the corresponding complementary cumulative distribution functions (CCDFs), which are the probability of having m or more comments on the thread, at different times. Again, as expected, the longer the time the more likely it is for the thread to have received more posts. Besides, the process with younger comments by the end of the observation time, the higher the probability of having more popular threads.
Finally, in Fig. 7 we again consider the evenly spaced ten events prior to time T = 10 as per In both cases, the constant background activity is λ 0 = 0.1 and the excitation function is given by an exponential distribution with mean-time 3 (β = 1/3) and fitness ξ = 0.8. Moreover, in both cases, we observe n = 10 events before T , although in this case these events are generated synthetically so that τ = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9} in (a) and τ = {0, 1, 2, 3, 5, 8, 9, 9.5, 9.6, 9.8} in (b) . Then, the rest of the process is numerically computed and the prediction of future events is done analytically up to time Ω = 20. The mean number of events are shown in panels (a) and (b) for the different observation times. In the upper panels the circles represent the average over 10 6 Monte Carlo simulations, while the blue line shows the theoretical mean calculated directly from the inversion of the pgf given by Eq. (53) . Note that for this particular case of a Hawkes process we may also obtain an analytical expression for this average through Eq. (54). We also show the 95% prediction intervals for the popularities at each time point with the grey lines, again via inversion of Eq. (53) . The corresponding complementary cumulative distribution functions (CCDFs) for the number of events at a number of different time points are shown in (c) and (d), where the lines are the theoretical distributions and the circles are observed CCDFs from the numerical simulations. Fig. 6(a) . In panel (a) we explore the effect of different fitness parameters (ξ = 0.2, 0.5, 0.8) for the threads future popularity, while in panel (b) we show the probability q n (r), for each of the above fitness values, that the thread does not receive another comment between T and Ω, as given by Eq. (60) . The agreement between theory and numerical simulations is again excellent. Fig. 6(a) , i.e., with a synthetic evenly spaced series of events before T = 10, but with different fitness values for the rest of the evolution up to time Ω. Panel (a) shows the observed series along with the mean number of events during the prediction window. Panel (b) shows the probability of zero replies (posts) in a prediction window of length r, q n (r).
Application to Empirical Data
In this section, we show the validity of our approach to study the predictability of systems with dynamics that can be well described using Hawkes processes. Specifically, as advanced in the introduction, we focus on addressing the evolution of threads in online discussion boards, some of which have already been shown to behave as Hawkes processes [24] . In our case we use data from a Spanish-language discussion board, Forocoches [54] as a means of proof of concept. Before explaining why we will use this data just as a proof of concept, first we must describe the functioning of the board in more detail. As other discussion boards, Forocoches is divided in several thematic sections. However, 80% of the activity is contained in just one section known as general, in which all topics can be discussed. Inside this section, any user can start a new thread that will be composed of a title and one post, the seed that we discussed previously. Then, users can contribute to the discussion by sending their own posts to the thread, which will be organized chronologically from older to newer. The threads themselves, instead, are organized according to their activity, i.e., the first thread is the one that most recently received a new post. Hence, unlike other online social platforms, in this system information is not adapted to the interests or the acquaintances of the user. Furthermore, threads are organized in pages of 40 threads each, in a similar structure as results of search engines. This latter characteristic of the system is quite interesting since it has been observed that in search engines over 90% of the users do not go beyond the first page of results [55] . Hence, it seems reasonable to assume that a similar effect could be found in this platform. This observation, together with the fact that the probability of a thread being in the front page depends only on its own activity, signals that the dynamics of the system might be well described as a self-exciting process and, in particular, as a Hawkes process. However, there are several details that clearly cannot be captured by the simple formulation that we have presented in this paper. For instance, as one would expect the threads experience diurnal variation in the level of activity. Clearly, to properly study the evolution of any thread under such circumstances using Hawkes processes, the background intensity parameter should have a similar shape as those underlying patterns, rather than being constant.
Furthermore, unlike other social media platforms in which threads are removed or closed if they do not receive any activity after a certain period, in this board threads do not disappear. Hence, it is possible to find threads that receive a post years after all their activity ceased. Reasonably, our model will not be able to capture this kind of events. For these reasons, we will restrict ourselves to a set of threads that we know could be well described by Hawkes processes with constant background intensities. In this sense, the following analysis constitute a proof of concept of the methodology presented in this paper. A deeper understanding of the whole dynamics of the board would require more complex versions of these models, which is out of the scope of this work.
In order to apply the proposed framework to the aforementioned dataset, we have extracted all the threads that started in 2013 and analyzed their inter-event times. Then, for each of them, we have removed all posts that arrived after an inter-event time that can be considered an outlier, using Tukey's fences criteria with k = 1.5 [56] . Lastly, to ensure that the threads have enough events as to be correctly fitted to our model, we keep only those threads with 100 or more posts. All these conditions reduce the amount of threads from over 200,000 to 3,000. We then proceed to fit the exponential Hawkes process with constant background intensity described by Eq. (22) to each thread by means of maximum likelihood estimation (MLE) [57, 58] giving parameter estimates (λ 0 ,ξ,β). To asses the quality of the fit, we use the random time change theorem according to which a proper transformation of the observed time series using the fitted parameters should yield a series described by a Poisson process of unit rate [58] . We discard all threads that do not fulfill this condition, leaving a total amount of 404 threads. Note that this test analyzes if a thread follows a Hawkes process with only the background intensity and memory kernel of our choice, which in this case were a constant value and an exponential function. Hence, those threads that were not correctly fitted by this model might still be well-described as Hawkes processes albeit with other choices of those functions.
At this point we now turn to the question of interest, namely, if such threads are well-described by a given Hawkes process can we, after observing the thread's evolution for some period, make predictions regarding its final popularity? As mentioned previously, the literature to date has asked similar questions focussing on obtaining estimates for either the expected number of final events [13] or the time evolution of this quantity [27] , without providing prediction intervals or levels of confidence in their estimates. The advantage of the branching process interpretation of these dynamics is that it allows not only to provide an estimate for the expected number of events, analytically in the case of an exponential kernel, but also the entire probability distribution of the future number of events as highlighted in Fig. 5 .
Therefore, we proceed to take the threads that we know behave like a Hawkes process, with our choices of background intensity and memory kernel. Then, we estimate their parameters after observing 75% of their duration. Finally, we make predictions about their final popularity, along with 95% confidence intervals of this quantity, by determining the entire distribution of future events using Eq. (38) . Two examples of such threads are shown in Fig. 8 , each of which exhibits vastly different performance regarding predictability. Panel (a) is an example of a thread in which the predictive power of our approach works well, the expected number of events from 75% until the end of this thread accurately captures the true cascade, which also lies within the 95% prediction interval at all times. This is however not the case in a number of threads, as it is shown in panel (b), where the final number of events does not lie within our model's prediction intervals. In fact, when the same calculation is applied to all threads in our dataset we find that the final number of posts in the threads lies within the prediction intervals in an unsatisfactory 53.96% of cases. This result may a priori be considered inadequate. However, a closer look to the figure reveals that the thread depicted in panel (a) follows the linear pattern characteristic of a constant background intensity, as previously described, while the one in panel (b) has a completely different behavior. In fact, previous works have already shown that the size of an opinion thread is heavily dependent on the number of replies to the seed comment itself [24] , which suggests that the background intensity parameter, λ 0 , may be crucial in describing a given threads evolution. When we study the value of λ 0 for each thread, fitted using only a portion of the data and using all the posts, we find that for some threads it can vary to a great degree. This raises the question of the limitations of the fitting procedure of these type of processes with social data. This question has been addressed to some extent in some contexts but using either the whole available data or in an attempt to find missing information, but not considering that the evolution of the process might change at some point due to external factors [59] [60] [61] . This interesting question, however, is left to be explored in future works.
To overcome this problem, we consider only those threads that offer some level of consistency in this parameter by taking the subset which satisfies the condition
where λ 0,100 (λ 0,75 ) represents the estimated background intensity after 100% (75%) of the thread has been observed. For example, taking = 0.15, i.e., a 15% relative difference in the two parameter estimates now gives us a subset of 195 threads upon which the true final cascade size lies within the prediction interval in 92.82% of cases. In terms of the accuracy of this approach, we find that the mean predicted number of events as per Eq. (54) results in a median (mean) absolute percentage error of 12.64% (13.98%) in comparison with the true final cascade size. Table 1 : Results from prediction tests on subsets of threads that satisfy Eq. (61) for a number of values. Shown is the number of threads in the subset, the percentage of those which lie within the 95% prediction interval from theory, and also both the median and mean absolute percentage error (APE) of the predicted expected final cascade size in comparison with the true final cascade size.
Conclusions
In this paper, we have introduced an analytically tractable predictive model built upon a branching process interpretation of the most general form of the Hawkes process, namely, where both the background intensity and the memory kernel are arbitrary time-dependent functions. The focus on the underlying branching process model is important for the generality of the method: while we have considered the dynamics of online opinion boards when describing this model, the bounds on predictability given by the theory are applicable to a wide range of phenomena. Examples of phenomena that can be described by such processes include (but are not limited to) natural catastrophes such as earthquakes [62, 63] , the popularity of Youtube videos [47] , criminal behavior [64] , conversation frequency [42] , and large shocks to equity markets [40] . In comparison to related works, a crucial feature of our analysis is that it gives not only the expected number of future events but it also (in a mathematically consistent way) bounds the predictability in the sense of deriving the entire probability distribution of future events. In applications, this allows the direct calculation of the theoretical distribution, without the need for extensive Monte-Carlo simulations to determine the time evolution of the process. On its turn, this opens the path to the development of, possibly unsupervised, methods that could evaluate and predict expected values (and their confidence intervals) for quantities associated to self-exciting dynamics such as cascade sizes.
The strength of this model's predictions is-like that of all models-limited by the accuracy of the parameters estimated from data to describe the process. This is particularly difficult, as one would expect when the number of observed events is small. We have shown that improvements in the estimation of such parameters, while beyond the scope of this work, would result in an ability to make more accurate predictions earlier in the process. In our empirical testing we were chiefly motivated by the testing of our theoretical approach and so we imposed several constraints on the analyzed threads to ensure that they were correctly described using a Hawkes process with constant background intensity and exponential memory kernel. In order to be able to apply the theory to a wider range of applications, we suggest that future work should focus on extending the approach introduced here to incorporate time-varying parameters for the background intensity and/or the fitness parameter of the memory kernel.
In summary, we believe that the theoretical approach developed in this paper opens the door to more careful prediction of cascading dynamics in online social media. The ability to predict the entire distribution of possible future popularity values means that confidence limits can be placed on predictions, which should allow practitioners to better appreciate the underlying stochasticity of human behavior and to gain some measure of control over its influence on dynamics. Future work will also be devoted to a better characterization of real processes, such as those related to posting on opinion boards, with the aim of learning which kind of background intensity and kernel are best suited to described these processes accurately and how they are correlated with human (bursty) activity.
On a final note, we mention that from Eq. (A.8) we may derive the governing equations for two more specific branching processes. Firstly, we obtain the Markovian age-dependent branching process equation through letting λ(a) = λ, i.e., a constant probability of death in each time interval. Second, we can describe the classical Galton-Watson branching process by ensuring each particle has a lifetime of 1, i.e., γ(a) = δ a,1 , a Dirac delta function with mass at a = 1.
