To improve the accuracy of vision measuring system, high-precision camera calibration and distortion compensation are essential. A new CMM based method of camera calibration and distortion compensation, and a new index for evaluating the residual distortion after compensation are presented in this paper. A three-dimensional reference with a large number of feature points is provided by a high accurate CMM. Such a 3D reference is flexible in terms of the spacing and distribution of feature points and is able to cover the entire image plane of the camera. The internal and external parameters of the camera are obtained through nonlinear optimization. A distortion database is established based on the calibrated data to compensate the residual errors. Experiments show that the new method has higher accuracy and flexibility in comparison with commonly used methods, and can be applied for calibrating cameras in various vision measuring systems.
higher accuracy of distortion compensation. Most common used calibration methods use a plane target as the calibration reference and the images of feature points generally can cover only part of the image plane.
In order to further improve the accuracy of camera calibration and distortion compensation, a new coordinate measuring machine (CMM) based method of high-precision camera calibration and distortion compensation is presented in this paper. A large number of three-dimensional reference feature points can be established and their images are able to cover the entire image plane of the camera. A distortion database is established based on the calibrated data to compensate the residual errors and a new index to evaluate the results of distortion compensation is proposed.
Imaging Distortion Model of the Camera
Errors of the CCD readings, image errors, and calibration errors, errors caused by the distortion of optical system and environment conditions are the main error sources of a camera system. Only the calibration errors and distortions of the optical system will be discussed in this paper. Both these two types of errors can be considered as calibration errors, since errors caused by distortions of the optical system can be compensated by accurate calibration in a large degree. The camera distortion includes radial distortion, centrifugal distortion, thin prism distortion and some others. The distortions in x and y directions can be expressed as [18]                 
In Eq. (1) k1, k2 are coefficients of radial distortion, p1, p2 are coefficients of centrifugal distortion and s1, s2 are coefficients of thin prism distortion, δx and δy are distortions in x and y directions respectively, (xr,yr) are nominal coordinates of image points. Centrifugal distortion and thin prism distortion can be generally classified as the tangential distortion [4] . Besides, the focal length f, coordinates (cx, cy) of the principal point, external camera parameters and the pixel size of image in x direction should be also calibrated. Form errors of the lens, squareness error of the image plane with reference to the optical axis and offsets of the array center with reference to the optical principal point, i. e. the intersection point of the optical axis with the image plane, are main sources causing camera distortion [5] . Some errors are irregular to a certain extent. Fig. 1 The real and ideal imaging models Based on the ideal pinhole imaging model an ideal coordinate system is established, as shown by solid black lines in Fig. 1 . The real image plane and optical axis are described by red lines. There are certain rotational angles between the real image plane and ideal one. The real image plane coordinate system is converted to the ideal image plane coordinate system through a rotational transformation with angles θ and φ. Tangential distortion can be represented by this rotation transformation [4] . The values of θ, φ, k1, k2 can be determined based on that all the calibrated points on a straight line remain collinear in the ideal imaging model. By knowing rotation angles θ, φ and radial distortion coefficients k1, k2 coordinates of ideal image points are derived from calibrated data. Most of the camera calibration and distortion compensation methods are based on this model. Let ow-xwywzw represent the world coordinate system, oc-xcyczc the camera coordinate system, o-xiyi the ideal image plane coordinate system, and o-xryr the real image plane coordinate system. P is a point in the real space, pi is its ideal image, pr is its real image, and pd is its image with radial distortion. The 3D coordinate system o-zcxiyi is established based on the ideal image plane coordinate system o-xiyi and the optical axis zc of the camera,
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Theory
In Fig. 1 (ur,vr) are coordinates of point pr in the real image plane coordinate system o-urvr expressed in pixels. (xr0,yr0) are those expressed in millimeters. Their conversion relationship can be formulated as. 
Where (cx,cy) are coordinates of the principal point in the real image plane coordinate system expressed in pixels. dx and dy are the pixel sizes of the CCD in x and y directions, respectively. The coordinates of point pr(xr0, yr0, 0) in system o-xryrzr are transformed to (xr, yr, zr) in system o-xiyizc by. 
Where zr is perpendicular to plane o-xryr and the system o-xryrzr obeys right hand rule. Since rotation angles between the real and ideal image planes are small, the rotation matrix Rc can be simplified as 
Coordinates pd(xd yd) in the camera coordinate system oc-xcyczc can be expressed as
Coordinates (xi,yi) in the ideal image plane coordinate system ouivi can be written as 
The coordinates of point P in world system ow-xwywzw can be converted to those in camera system oc-xcyczc by cos cos sin sin cos cos sin cos sin cos sin sin cos sin sin sin sin cos cos cos sin sin sin cos sin sin cos cos cos r r r r r r r r r
in which α, β, γ are angles rotated about xc, yc and zc, respectively.
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To determine all the unknown internal and external parameters of the camera the following object function is built   2  2  0  1 2  1  1 , , , , , , , , , , ,
where 
The first part of faj is the product of f and xc determined by coordinates of calibrated point P in space through R, T transformations. The second part of faj is the product of zc and xi=(xd+δkx). In the ideal case they should be equal in accordance with Eq. (7). The difference between xcf and zcxi is taken as faj. The first part of fbj is the product of f and yc determined by coordinates of calibrated point P in space through R, T transformations. The second part of fbj is the product of zc and yi=(yd+δky). In the ideal case they should be equal. The sum of their squared differences serves as the objective function.
According to [6] dy is not needed to be optimized. Levenberg-Marquardt optimization algorithm is used here in two steps. In the first step parameters α, β, γ, tx, ty, tz, f, dx, k1, k2, cx, cy are optimized. Initial values of coefficients k1, k2 are zero. Initial coordinates (cx, cy) of the principal point are those of the central pixel on the image plane. Initial value of dx is given by the camera manufacturer in its manual. The positional relationship between the camera coordinate system and the world system is shown in Fig. 1 . Initial values of α, β, γ are 0.5π, 0 and 0, respectively. Initial values of tx, ty, tz are estimated by some measuring scales. Both initial values of θ, φ are zero.
In the second step results of the first step are substituted in Eq. (11) as known values. Then the objective function F1 is optimized for determining the rotation angles θ, φ.
Iteration is carried out for optimizing all the camera parameters until the value of objective function F0 becomes less than a given threshold.
Collecting Calibration Data
A CMM based method for camera calibration is presented in this paper. The new method can provide a large number of three-dimensional control points flexibly with desired range and pitches. It is able to cover the entire image plane of the camera and provide more comprehensive three-dimensional feature information. The software applied to control the CMM and camera is POSCOM developed by ourselves. A circular light point is formed by a LED fixed on the ram of the CMM as shown in Fig. 2 .
In order to obtain more three-dimensional spatial information, the data are sampled on three parallel planes as shown in Fig. 3 . To minimize the impact of temperature variation, the calibration is carried out in a temperature controlled laboratory. To achieve high accuracy and reduce the errors caused by temperature drifts of the CMM and camera with time, 100×100 points are sampled on plane b2, and 10×10 points are sampled on planes b1 and b3, respectively. The total time required for collecting 10200 data points is about 2 hours. The internal parameters of the camera keep effective when it is used in a shop floor. Its external parameters should be recalibrated in-situ. 
Coordinates (xif, yif) are calculated for all corresponding points on plane b2 compensated by distortion model 
First, the sampled coordinates of particular image point are compensated by the distortion model. However in most cases the sampled point pi on the image plane is not exactly on the grid of the distortion database. Four nearest grid points A, B, C, D around sampled point pi are found as shown in Fig. 4 and their corresponding residual distortions difx, dify are obtained from the database. Linear interpolation is made for the sampled point pi. In Fig. 4 point pi in x direction. All they can be calculated from Eq. (15) . The residual distortion difpy of point pi in y direction can be determined in a similar way. 
4. Experiment
An Example of the Distortion Database
The CCD with model Basler piA2400-17gm used in our experiment has a resolution of 2448×2050, and pixel size 3.45µm×3.45µm. The focal length of the lens with model PENTAXC1614-M is 16mm. The distortion database is based on 10200 feature points with distribution shown in Fig. 3 . The internal and external parameters of the camera obtained from calibration are shown in Table 1 . 
Distortion Database Compensation Evaluation
The error caused by parameters dx, k1, k2, cx, cy is considered as the distortion error. The error caused by the focal length f is the magnification error. A method for separating the distortion error and magnification error is proposed in this paper.
In Fig. 6 P is a point with coordinates (xw,yw,zw) in the world system and coordinates (xc,yc,zc) in the camera system. pi is its image. pid with coordinates (xwd,ywd,zwd) in the world system is the pedal of the point P to the line ocpi. The distance dd between point P and point pid can be served as the index for evaluating the distortion error and
Fig. 6 Distortion error evaluation
To compare the effects of the proposed method based on distortion database and method based on distortion model and to analyze the influences of various factors on the compensation accuracy six sets of tests shown in Table 2 were carried out. The parameters listed in the third column of Table 2 are those used in the iteration process of distortion model compensation. Those given in the fourth column are parameters used in the process of establishing database. 
a5 Fig. 7 The distances dd obtained in six tests In all tests the initial value of focal length f is the labeled value of the camera, the initial coordinates (cx, cy) of the principal point are center pixel coordinates of the image plane, and the initial value of dx is the value given in the manual of camera. Test a0 is a test without any camera calibration and distortion compensation. In test a1 the calibration and compensation are based on distortion model. All the camera parameters R, T, f, cx, cy, k1, k2, θ, φ, dx are calibrated and compensation is introduced in accordance with Eq. (1) . No compensation based on distortion database is performed. To analyze factors affecting the accuracy of compensation based on the distortion database, four tests a2 to a5 are performed. In test a2 only R and T are calibrated. The initial values of f, cx, cy, dx and k1=k2=θ=φ=0 are adopted for calculating dd. In test a3 the focal length f is calibrated additionally in comparison with a2. In test a4, compared with a3, coordinates (cx, cy) of the principal point and dx are calibrated additionally. In test a5 four more parameters k1, k2, θ, φ are calibrated in comparison with a4, which means all the parameters in Eq. (1) are calibrated. Distortion databases for a2, a3, a4 and a5 are established based on differences between the coordinates of ideal image points and those after compensation based on distortion model. It can be seen from Fig. 7 due to the imperfection of the optical system distances dd at the edges of the image plane are significant. Distortion database compensation and distortion model compensation are only able to compensate the distortions to certain extent. The distortions at the edges are quite large and the distortion curve in this area is steep. The slight change in the position of the image point would cause significant change of the distortion value. It is difficult to accurately calibrate distortions at the edges of image plane. Besides the distortion curve in this area is nonlinear. Linear interpolation causes some additional error in distortion database compensation
It is recommended not to use the edge zone of the image plane in practical measurement. Points at the edges of the image plane with large errors are removed, and the average distances dd of remaining 2600 points are shown in Fig. 8 . The vertical axis in Fig. 8 ddv denotes the average distances of these 2600 points. Red dot indicates the average distance ddv of test a0 without any compensation. Blue dot indicates that of the test a1 after distortion model compensation. Black dots indicate those of tests after four types of distortion database compensation. Fig. 8 The average distance difference of six methods
Conclusion
(1) A new CMM based method of high-precision camera calibration and distortion compensation is proposed in this paper. A high accurate three-dimensional reference with large number of feature points is provided by the CMM. Such a 3D reference is flexible in terms of spacing and distribution of feature points and is able to cover the entire image plane of the camera.
(2) A new method for distortion compensation based on distortion database is presented. Experiments show that it is superior to common used method based on distortion model. The imperfection of model has little effect on the accuracy of compensation based on distortion database. It can be used directly after R, T and f have been calibrated. However it gives even smaller final errors after compensation when the distortion model compensation is carried out first.
(3) An index for evaluating the error caused by distortion of camera is put forward. It equals the distance between the measured point P and pid where pid is the pedal of point P on line connecting the optical center oc and image point pi of point P. 
