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Finite physical systems have only a finite amount of distinct state. This finiteness is fundamental
in statistical mechanics, where the maximum number of distinct states compatible with macroscopic
constraints defines entropy. Here we show that finiteness of distinct state is similarly fundamental in
ordinary mechanics: energy and momentum are defined by the maximum number of distinct states
possible in a given time or distance. More generally, any moment of energy or momentum bounds
distinct states in time or space. These results generalize both the Nyquist bandwidth-bound on
distinct values in classical signals, and quantum uncertainty bounds. The new certainty bounds are
achieved by finite-bandwidth evolutions in which time and space are effectively discrete, including
quantum evolutions that are effectively classical. Since energy and momentum count distinct states,
they are defined in finite-state dynamics, and they relate classical mechanics to finite-state evolution.
INTRODUCTION
We live in a world that, like a digital photograph, has
only finite resolution. This was first recognized in statisti-
cal mechanics, when Planck introduced a finite grain-size
h to get a realistic counting of distinct states [1, 2]. Once
it was understood that h relates all energy and momen-
tum to waves [3, 4], finite resolution was explained as a
property of waves: a tradeoff between range of frequencies
superposed and maximum localization [5–19].
There is also a tradeoff, in superpositions of waves, be-
tween frequency range and average localization. This is
known in communications theory as the Nyquist bound: a
finite bandwidth signal can carry only a finite number of
distinct values per unit length. This holds because a finite
number of Fourier components can add up to chosen values
at only a finite number of places [20].
In this paper, we combine and generalize these trade-
offs. We count how many quantum states can be distin-
guished from each other with certainty, in a finite time or
distance, given average constraints on wavefunction band-
width. These certainty bounds redefine energy and mo-
mentum as maximum counts, and challenge the distinction
between continuous and discrete in physics.
To illustrate the connection between bandwidth and dis-
tinct quantum states, consider a free particle moving in
one dimension, in a periodic space of length L. Momen-
tum eigenstates must have a whole number of oscillations
in period L, so allowed spatial frequencies pn/h are 1/L
apart. A wavefunction using N different spatial frequen-
cies must have at least N−1 times this minimal separation,
between minimum and maximum frequencies:
pmax − pmin
h
≥ N − 1
L
. (1)
This is a bandwidth bound for a superposition ofN distinct
energy-momentum eigenstates. It also bounds the total
number of distinct states that can occur as the particle
moves a distance L: N distinct eigenstates can add up
to at most N distinct sums. Similar arguments apply to
energy and time, for an evolution periodic in time [26].
More generally, any absolute moment of energy or mo-
mentum is an average measure of the frequency-width of
the wavefunction, and can play the role that momentum-
bandwidth does in (1), determining a maximum count of
distinct states for any portion of any evolution with that
moment. For N = 2 these tradeoffs become minimum un-
certainty relations. To achieve the maximum count, the
wavefunction must use a finite range of frequencies. Then
the exact evolution can be interpolated from the state on
a discrete set of points in space and time [21–35].
Perhaps the most interesting moment is average energy
above the minimum possible [13]. What we call energy
classically, counts how many distinct states can occur in
a unit of time. How much change. How many distinct
computational steps. We can also count just the distinct
states due to overall motion, by comparing energy counts
in rest and non-rest frames. Surprisingly, motional change
is bounded not by the kinetic energy E − mc2, but by
pv instead. This difference makes the classical action a
count of possible distinct states. It also defines an ideal
momentum in finite-state dynamics [27]. Of course, energy
also bounds what can be distinguished experimentally. For
example, using optics [36–40], with n photons of the same
frequency there are at most 2n + 1 distinct phases within
one cycle of oscillation, according to (2).
Below, we first establish energy bounds on the maximum
number of states distinguishable-with-certainty that can
occur in a given time. We then establish related certainty
bounds on overall motion, and discuss finite distinctness
in classical dynamics. The arguments used are elementary,
and the results are verified numerically.
DISTINGUISHABILITY IN TIME
For an evolution with period T , passing through N dis-
tinct (mutually orthogonal) states at a constant rate [13],
2(E − E0)
h
≥ N − 1
T
, (2)
where E0 is the lowest energy eigenvalue used in construct-
ing the system’s state. The left side is, as in (1), a measure
of the width of an eigenfrequency distribution: twice the
average half-width. The right side is, again, the minimum
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2frequency width for N distinct states. We show that (2)
holds even if the time intervals between distinct states are
unconstrained. Then, letting τ be the average time sepa-
rating consecutive distinct states, (2) becomes
(E − E0) τ ≥ N − 1
N
h
2
. (3)
We show (3) also holds for a portion of an evolution, com-
prising N distinct states with average separation τ . For
N = 2 this becomes the minimum separation bound [13].
We provide similar bounds for other moments of energy.
We formalize our problem as a minimization.
Consider a finite-sized isolated system with a time evo-
lution expressed as a superposition of energy eigenstates:
|ψ(t)〉 =
∑
n
ane
−2piiνnt|En〉 , (4)
with νn = En/h. We define a set of average frequency
widths (moments) about a frequency α:
〈ν − α〉
M
≡
(∑
n
|an|2 |νn − α|M
) 1
M
, (5)
with M > 0 (other measures of overall width could also be
used, e.g. [9]). If evolution (4) passes through a series of
mutually orthogonal states |ψ(tk)〉 at times tk, then
〈ψ(tm)|ψ(tk)〉 =
∑
n
|an|2e2piiνn(tm−tk) = δmk . (6)
We seek the minimum frequency widths (5) of states sat-
isfying the constraints (6) for any sequence of N distinct
states within a time interval of length TN .
We assume, without loss of generality, that all νn are
distinct (in both (5) and (6), coefficients for a repeated νn
can be consolidated), and that overall evolution is periodic
with some recurrence-time [41] T that may be much longer
than TN . Then the discrete spectrum, bounded from below
[42], includes at most all of the frequencies
νn = ν0 + n/T , (7)
with n a non-negative integer. These are all of the possible
eigenfrequencies of energy eigenstates that cycle with pe-
riod T , up to an overall phase. This spectrum restricts the
maximum period to be T , but evolution can repeat more
than once in this time. For T sufficiently large (7) ap-
proaches a continuous spectrum, allowing us to minimize
over the union of all possible discrete spectra.
We first consider an evolution with a constant
rate of distinct change. If N > 1 distinct states have
equal separations τ within period T = Nτ , then tm = mτ
and from (6) and (7),
〈ψ(tk+m)|ψ(tk)〉 = e2piiν0tm
∞∑
n=0
|an|2e2piinm/N . (8)
There are only N distinct phases in the sum (8), so we
can minimize all 〈ν − α〉
M
for a given α by using a set of
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FIG. 1. A periodic evolution with N distinct states τ apart
(solid real, dashed imaginary, depicted for N = 10). Only a
discrete set of frequencies fit the period: all are allowed in the
minimization. An equally weighted superposition |ψ(t)〉 of N
consecutive frequencies is the narrowest that gives N distinct
states in time. Centered on α, it minimizes all τ 〈ν − α〉
M
.
N consecutive νn’s, centered as closely as possible on α:
we get the same orthogonality times in (8) with smaller
width (5) by setting each |an|2 outside the set to 0, and
transferring its weight to the equivalent phase within the
set. Then, since 〈ψ(tk+m)|ψ(tk)〉 = δm0, the N consecutive
non-zero |an|2 are just the discrete Fourier transform of a
Kronecker delta impulse, and so they all equal 1/N . Thus
all 〈ν − α〉
M
are minimized by an equal superposition with
minimum bandwidth for N distinct states (illustrated in
Figure 1), so the dimensionless product
τ 〈ν − α〉
M
≥ fα(M,N) (9)
for some fα(M,N) defined by the minimizing state. For
example, if α = ν0, the closest to centering a minimum
bandwidth state on α is for ν0 to be the lowest frequency.
Then equality in (9) requires N equal |an|2 in (5), and
fν0(M,N) = N
−(1+ 1M ) (
∑N−1
n=0 n
M )
1
M . (10)
For M ≥ 1 this ranges from 1/4 to 1. fν0(1, N) gives (3).
Similarly, if α is the midpoint of N consecutive frequen-
cies νn, a minimum bandwidth state can be exactly cen-
tered on the mean frequency ν¯ = α, and
fν¯(M,N) = N
−(1+ 1M ) (
∑N−1
n=0
∣∣n− N−12 ∣∣M ) 1M . (11)
For M ≥ 1 this ranges from 2/9 to 1/2, and is the smallest
achievable bound: no other α gives a smaller bound. For
0 < M < 1, however, α = νn (an eigenfrequency) is better
for even N (even though a minimum bandwidth state can’t
be exactly centered on α in this case). Excluding fν¯ for
M < 2, both fν0 and fν¯ strictly increase with N .
Now consider an evolution with a constant rate
portion. Suppose there are N distinct states, spaced τ
apart, within an interval TN . To find the minimum of
τ 〈ν − α〉
M
we assume evolution outside of TN puts no
constraints on the minimization problem: it adds no or-
thogonality constraints, and the maximum period T is un-
bounded so all frequencies are allowed in (7).
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FIG. 2. Minimum of τ〈ν − ν0〉1 for an evolution with maxi-
mum period T that includes N = 5 distinct states, τ apart.
Each choice of T constrains the frequency spectrum, and the
corresponding minimum is determined numerically. The mini-
mum for T = Nτ (bottom of shaded area) recurs, and is the
minimum for T →∞, the case of an unconstrained spectrum.
We find, in general, that the optimal evolution contain-
ing TN repeats with period Nτ , and so the bounds are
again fα(M,N). We see this in the example of Figure 2,
plotting the minimum of τ〈ν − ν0〉1 with N = 5 for differ-
ent T (for numerical methods see Appendix A). The global
minimum recurs whenever T is an integer multiple of Nτ ,
so the bound for T = Nτ holds for T →∞.
The general behavior is clear for large M : the minimum
bandwidth state is the minimizing state, since τ〈ν − α〉∞
is the (dimensionless) bandwidth. Minimum bandwidth
requires repetition with period Nτ , since otherwise there
are too many constraints (6) to satisfy. Similarly for large
N , the constant-rate bounds fα(M,N) apply as long as
fα(M,N) increases monotonically with N , since the limit
N →∞ is also the limit T = Nτ →∞.
The situation is much the same for small M and N . If
we take the limit T → ∞ with T an integer multiple of
τ then, since tm = mτ , for each T there are only T/τ
distinct phases in (6), and so only a finite bandwidth 1/τ
is relevant to the minimization in the limit. We surveyed
ten thousand cases numerically (some illustrated in Fig-
ures 5–8 of Appendix A) and found that the minimizing
bandwidth is slightly smaller: (N − 1)/Nτ , the minimum
possible (which requires repetition with period Nτ). The
only exceptions were some moments about ν¯ with M < 2
and N even, where the minimizing bandwidth was 1/τ .
For these moments, the increase of fν¯(M,N) with N is
non-monatonic: it decreases going from even to odd. Thus
allowing one more distinct state (or one more frequency)
when N is even decreases the bound.
Equal separation is not an assumption for N = 2, since
there is only one separation. Known bounds on orthogo-
nality time agree with with fα(M, 2) [7, 8, 13, 15, 16].
Finally, if equal separation is optimal, constant
rate bounds hold with τ the average separation. In-
tuitively, inequality requires some separations to be smaller
than average, and it is the smallest separations in an evo-
lution that require the largest frequency widths, hence
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FIG. 3. For each of 12,000 sets of separations between dis-
tinct states, we compare the minimum of E with the minimum
Ebound possible if all separations were equal. Each evolution
is periodic with period T , and we group them based on the
number Ndifferent of different separation lengths between con-
secutive distinct states. E > Ebound unless Ndifferent = 1.
equality is optimal. More formally, consider an evolution
with N distinct states in period T . There are N differ-
ent intervals TN < T that encompass all N of the dis-
tinct states, each omitting one separation from T . Since
there is a positive minimum value for the dimensionless
product TN 〈ν − α〉M , the smallest TN requires the largest〈ν − α〉
M
. Thus the best we can do is make all TN equal,
and hence all separations equal.
Alternatively, we can observe that the number of con-
straints (6) on the minimization problem grows rapidly
as the number Ndifferent of different-length separations re-
quired in the evolution increases, and these additional
constraints increase the minimum even when the lengths
are almost exactly equal. This is illustrated in Figure 3,
which compares the minimum average energy E, deter-
mined numerically for 12,000 random sets of separations
in periodic evolutions, to the equal-separations minimum
Ebound = h(N − 1)/2T + E0 given by (2). Ebound is only
achievable if Ndifferent = 1. The dashed line is approached
by almost-equal separations. As long as the separations
aren’t exactly equal the minimum is altered by a discrete
jump for each additional length: requiring 〈ψ(t)|ψ(0)〉 = 0
for times arbitrarily close to equal separation essentially
adds a slope = 0 constraint at equal separations (which
results in the dashed line), so average energy is greater.
Other cases are similar (see Figures 9–12 in Appendix A).
The moment bounds are achievable: exactly for
spectra that include N evenly spaced energy eigenvalues,
and approximately for almost even spacing. In the macro-
scopic limit, they are achieved by states that have a uni-
form probability density for a range of energies [13], which
is nearly the case for very complicated evolutions (see Ap-
pendix B). Moreover, energy can always be moved to a
system where (3) is achievable, so average energy is equiv-
alent to a count of possible distinct states per unit time.
States that achieve a moment bound have essentially
minimal bandwidth, making continuous evolution an inter-
polation of a discrete one with the widest possible spacing
between discrete states (see Appendices D and E).
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N ≤ p∆x
FIG. 4. We see extra distinct states of a particle when there
is relative motion, and we see it as having more than its rest
energy. We can count the extra states based on the extra en-
ergy. For N  1 and using units with h = 2, maximum distinct
states in the lab frame is E∆t, in the rest frame Er∆tr, and so
the difference p∆x is due to overall motion.
DISTINGUISHABILITY IN SPACE
For an isolated system in motion, some distinct states
can be attributed to the motion. We can determine how
many by comparing with the same evolution seen in its
rest frame: any extra distinct states when moving must be
due to the motion. Energy bounds the number of distinct
states in each frame, yielding a bound on motion (cf. [3]):
p λ ≥ N − 1
N
h
2
. (12)
Here p is the magnitude of the system’s average momen-
tum, and λ is the average separation in space within a
sequence of N states that are distinct due to the motion.
Similar bounds hold for other moments of momentum.
We first count macroscopically, in two frames.
Assuming N  1, set h = 2 and take the energy of flat
empty space to be E0 = 0 in both frames [42, 43]. Then
(3) becomes 1/τ ≤ E, and energy is the maximum average
rate of distinct state change physically possible.
In the laboratory frame, in a time interval ∆t, an isolated
system evolves through at most E∆t distinct states. Mean-
while, moving at speed v, it travels a distance ∆x = v∆t.
In the corresponding rest frame evolution, at most Er∆tr
states are distinct. The difference, which is a familiar rel-
ativistic quantity
E∆t− Er∆tr = p∆x , (13)
counts the extra distinct states possible in the frame where
there is overall motion (Figure 4). Thus p is the extra per
unit distance, agreeing with (12) for N  1.
Dividing (13) by ∆t, we see that E−Er/γ = vp bounds
the average rate of motional state change, even at low ve-
locities. This is slightly surprising, since conventionally
the smaller quantity E −Er is taken as the energy of mo-
tion. Indeed, if we model the motion of a free particle by
treating its rest energy Er as its minimum possible energy
E0, then (3) gives E−Er as the maximum average rate of
motional state change, for N  1. In general, though, Er
is the average energy of a rest frame dynamics, so E−Er is
the difference of maximum rates in two different frames—
which is not a rate in either.
To find precise momentum bounds, consider a
constant-speed shift dynamics. With the hamiltonian
H = vpx, the wavefunction shifts in the +x direction at
speed v. If τ is the average time between distinct states,
λ = vτ is the average shift between them. Since En = vpn,
we can let Enτ → pnλ in (9), with µn = pn/h the spatial
frequencies along the direction of motion, giving
λ 〈µ− α〉
M
≥ fα(M,N) . (14)
This is the general shift-in-space counterpart of the shift-
in-time bound (9). If there is no constraint on the lowest
frequency in the spatial superposition, then the α = µ¯
bounds apply—the minimizing state is centered on α.
What we seek, however, is more specific: the average
separation between states distinct due to overall motion.
To find this we need a wavefunction that represents only
overall motion, and nothing of internal (rest-frame) dy-
namics. Thus for a massless particle, we must require
that all momenta along the direction of motion be posi-
tive. Otherwise there will be cancellation of momenta in
the superposition, and part of the energy of the wavepacket
will actually be rest energy, rather than energy of overall
motion. With this restriction the dynamics is a pure shift
so the bounds (14) apply, including the α = µmin bounds.
The same conclusions hold for a massive particle. The
moving wavepacket now has a rest frame, so the only way
to avoid seeing rest-frame changes in the overall motion
is for there to be none: a pure shift dynamics. Thus in
all cases, overall motion is represented by H = vpx with a
positive momentum spectrum, and so 〈H〉 = vp.
The bounds (14) are consistent with (1), (12), Luo’s
bound [44] on 〈|p|〉, and Yu’s bound [12] ∆p λmin ≥ h/4.
In applying bounds (9) and (14) to computation, note that
intermediate results may not be distinct [45].
FINITE CLASSICAL DISTINCTNESS
Although bounds on certainty seem quintessentially
quantum mechanical, finite distinctness of finite-energy
physical dynamics is evident even in the classical realm.
Macroscopic distinctness is governed by macro-
scopic energy and momentum. Unlike typical small
systems [46], macroscopic systems traverse a succession of
almost perfectly distinct states as they explore their enor-
mous state spaces: two randomly-chosen d-dimensional
normalized states have expected overlap of 1/
√
d, so a se-
quence of states far enough apart in time to each be distinct
from the next, should all be nearly distinct.
We can investigate how quickly a complicated dynamics
reaches distinct states by studying random dynamics. For
random hamiltonian matrices (Appendix B), in the limit
where the dimension goes to infinity, with a generic ψ(0)
and taking h = 2 and E0 = 0, the overlap 〈ψ(t)|ψ(0)〉 is
2J1(piEt)/piEt. The first zero occurs at t ≈ 1.22/E, close
to the bound τ ≥ 1/E. Since the exact dynamics of all the
energy in even a tiny portion of a macroscopic system is
so complicated, this may provide at least a rough idea of
the local rate of distinct change: nearly maximal.
The discretely-distinct character of macroscopic evolu-
tion suggests that finite-state systems should be of fun-
5damental interest in modeling the classical realm. His-
torically, this has been true for modeling finite entropy
in statistical mechanics [47], but not for modeling finite
energy and momentum in dynamics, where classical finite-
state models have generally been regarded as mere com-
putational treatments of the “real” continuum dynamics
[48, 49]. An exception has been finite-state lattice models
isomorphic to continuum models sampled at integer times
(see Appendix C). These are closely related to quantum
models with a bounded spectrum (see Appendix E).
Macroscopically, if total relativistic energy counts total
rate of distinct change, we can divide this count up into
different forms of energy, and into hierarchies of almost-
isolated sets of degrees of freedom—described by hamilto-
nians or lagrangians. Just as the hamiltonian counts dis-
tinct states, so does the lagrangian (cf. [50]). For example,
in a system of particles moving freely between collisions,
pivi counts distinct changes per unit time due to motion
of particle i, so the lagrangian −L = H −∑ pivi counts
the changes not due to particle motion.
Classical finite-state models have an ideal energy
and momentum. From the viewpoint of quantum com-
putation, classical reversible computation is a special case
of what a quantum evolution can do [51]. Classical me-
chanics doesn’t have this status, because it has an infinite
rate of distinct state change. Only classical finite-state dy-
namics can be recast as finite-energy quantum dynamics,
with distinct classical configurations identified with dis-
tinct quantum states (see Appendix D and E). If we find
the least-energetic realization mathematically possible, no
physical implementation can do better.
A realistic quantum realization is constrained both by
certainty bounds and by relativity. For example, if a par-
ticle travels at speed v through a long sequence of distinct
position states λ apart, its minimum possible momentum is
p = h/2λ , and the energy required by distinct motion is pv.
If v < c though, total energy must be larger, since relativis-
tically E = pv/(v/c)2 > pv. We can use this observation
to assign a realistic extensive ideal-energy to momentum-
conserving lattice models [27].
It might seem surprising that it is, in fact, possible to
recast a classical finite-state dynamics with perfect local-
ity and determinism, as a quantum hamiltonian dynamics
with continuous space and time [26]. In this case, finite-
distinctness is encoded in the finiteness of the energy and
momentum of the initial state. The desired finite-state
evolution constitutes a finite set of distinct sample val-
ues, which are continuously interpolated in space and time.
Quantum bounds on certainty simply reflect finite distinct-
ness in a continuous description.
Classical signals obey a version of the bounds. A
classical signal is like the wavefunction of a scalar particle
evolving under a one-dimensional shift dynamics, H = vpx.
Any finite frequency-moment bounds the number N of dis-
tinct states in an interval of the quantum evolution, hence
at most N points in the interval can have values specified
independently, by superposing the distinct states. This
generalizes the Nyquist rate [20] from a bandwidth bound
to an any-frequency-moment bound.
CONCLUSIONS
In the standard quantum description of nature, distinct-
ness is finite even though time and space are continuous.
There is no contradiction here, though, because energy and
momentum are wave phenomena, and constraints on their
bandwidth impose finite distinctness—just as they do for
continuous classical signals. In fact, any absolute moment
of a system’s energy or momentum bounds the number of
distinct states possible in a given time or distance. Since
first-moments are always finite (because average energy
and momentum are finite), distinctness in time and space
is always finite.
The moment bounds trade less distinctness in energy or
momentum for more distinctness in time or space. For
a finite system that achieves a bound, the wavefunction
uses only a finite number of energy or momentum eigen-
states, maximally indistinct, and the evolution traverses
an equal number of states that are perfectly distinct in
time or space. Thus the distinct states form a basis for
the evolution. They are distinct samples of a bandlimited
wave, and the states between them are just interpolation.
This is discrete dynamics in continuous clothing, and even
classical finite-state dynamics can be fit into these clothes.
The fact that every moment bounds the rate of dis-
tinct change in time or space seems not to be well know;
most discussions of the minimum time for a distinct change
single-out just two moments, discussions of the minimum
shift just one. The fundamental role of average energy as
a conserved distinctness-resource also seems not to be ap-
preciated: different forms of energy in mechanics identify
different forms of distinctness. For example, in a special-
relativistic context, pv counts just the distinct states that
are allowed by overall motion. This motional energy lets us
infer a minimum total relativistic energy by counting dis-
tinct changes in space, enabling the construction of finite-
state models of relativistic systems [27].
As long as energy is finite, the rate of distinct change
remains finite no matter how large a system is or how clas-
sical the large-scale evolution becomes. At a mesoscopic
scale we might generally expect—considering the full dy-
namics of all energy—that distinctness in time and space
is nearly maximal and the quantumness of the distinct
states is irrelevant. This suggests that we may be able to
interpret classical mechanics as if the underlying finitely-
distinct evolution were classical, with classical energy and
momentum governing discreteness in time and space (cf.
[52, 53]). This might, for example, allow informational
questions about gravity [54–56], modeled as an entropic
force [57–61], to be studied classically (cf. [62–64]).
Finally, if we can recast classical mechanics as classical
finite-state dynamics, we can regard quantum mechanics as
generalizing classical mechanics—just as quantum comput-
ing generalizes classical computing. From this viewpoint,
classical mechanical quantities are simple special cases of
quantum ones.
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Appendix A: Numerical Tests
A Mathematica notebook, containing code and results
for numerical experiments that confirm and extend the en-
ergy bound analysis above, and generate the graphs in the
figures above and below, is available online [65].
The fundamental minimization problem outlined above
requires determination of non-negative coefficients |an|2
that minimize (5) while satisfying (6) for a given set of
separations in time between distinct states, using the spec-
trum (7). Both the objective function (5) (raised to the M
power) and the constraints (6) are linear combinations of
the coefficients, so given a set of separations between dis-
tinct states, we can find the global minimum to arbitrary
accuracy using linear optimization (linear programming).
We take separations to be integers, allowing us to deal with
only a finite number of |an|2 in our minimization: if both
the total period T and the time t are integers, then T is
the number of distinct phases possible in the constraints
(6). Using more than T consecutive |an|2 with a given α
would increase the frequency moments (5) without allow-
ing any new constraints. Large integer T allows as much
resolution in t/T as desired.
In surveying evolutions similar to Figure 2, with a por-
tion constrained to go through N distinct states with equal
separations τ (see Figures 5 through 8), the number of con-
secutive |an|2 needed for large T is only about T/τ , rather
than T . This is the asymptotically relevant bandwidth 1/τ
(discussed earlier), divided by the spacing 1/T between al-
lowed frequencies. Neglecting the smallest possible values
of T , which give minimum moments too large to appear
on our graphs, we find that in our tests, enough |an|2 for
the largest T is sufficient for all T . Our choice of τ sets
the horizontal resolution of the graphs—these examples
use τ = 43. For moments about a mean, the position of
the mean frequency relative to the other frequency compo-
nents makes a difference, so minimization for each choice of
total period T involves searching a range of width 1/T for
the α that minimizes 〈ν − α〉
M
. For M ≥ 1, the α found
is always the mean ν¯ of the minimizing state—except for
M = 1 with T = Nτ and N even, in which case all the
α give the same minimum. For 0 < M < 1 we must add
a constraint to each optimization problem, that the mean
equals the α being tried. Behavior similar to Figure 2 is
seen for τ 〈ν − α〉
M
for almost all M (tested for M up to
1000 and for M = ∞) and N (tested up to N = 30).
The only exceptions are moments about ν¯ with M < 2
and N even: in some of these cases the intervals between
the deepest local minima are longer than Nτ , and in some
cases the pattern of minima is less regular. Of course an
estimate of the global minimum can always be obtained
by simply minimizing any case with large T . In our tests
(see Figure 8), the difference between local maxima and
the global minimum falls as T−2 asymptotically for finite
M , and as T−1 for M = ∞. The latter result is implied
by a large-T bandwidth bound of 1/τ + 1/T : we need to
round up the asymptotically relevant bandwidth 1/τ to an
integer multiple of 1/T . The M =∞ graphs in all of these
figures are obtained from the bandwidths (or bandwidths
above the mean) of states that minimize τ〈ν − α〉
M
for fi-
nite M . For all data shown, the minimizing bandwidths
are independent of M for ν0 and, for M ≥ 30, for ν¯.
To verify that equal times between distinct states is op-
timal, we performed experiments with unequal times. For
example, for Figure 3 we generated 12,000 sets of sepa-
rations stochastically; each set dividing a period T into
N ≤ 12 intervals; each set involving Ndifferent ≤ 4 dif-
ferent interval lengths separating adjacent distinct states.
Separations were integers between 1 and 100, except for
five sets of separations near 1000. For each set of separa-
tions we used the total T of the integer separations as the
number of consecutive |an|2 to appear in the minimization.
We did a fair sampling for each Ndifferent, except that half
of the choices of number-of-repetitions of a length favored
fewer lengths, and half of the choices of a length favored
the longer lengths. This helped fill out the cases with lower
minima using a short experiment—our original experiment
was completely unbiased and required a much larger num-
ber of samples. Similar experiments with other moments
also verified equal times as optimal.
Since the dashed boundary in Figure 3 is formed by
evolutions with almost-equal separations, we investigated
those cases extensively (see Figures 9 through 12). As
unequal separations converge towards equal ones, the re-
quirement that arbitrarily-close points of the overlap must
be zero contribute additional slope-constraints on top of
the equal-separation constraints, as shown in Figure 9.
The theoretical curves (dashed lines) in Figure 3 and Fig-
ure 10 were obtained by minimizing the equal separations
cases, with slope = 0 constraints added at the equal sep-
arations. The triples of data points plotted for each N
in Figure 10 used separations differing by one part in 10,
100, and 1000. For each minimization, we let the number
of frequency components equal the total integer period T .
The minimizations about the mean for Ndifferent = 5 used
600 decimal digits of precision. As is evident in the figure,
the improvement in the minimum from using smaller and
smaller relative differences diminishes rapidly. There are
similarly diminishing returns from using very large num-
bers of |an|2 with almost-equal separations. A minimiza-
tion of 〈ν − ν0〉1 T (not included in the figures) for N = 4
different separations that differ from one another by only
one part in 106, using 300,000 consecutive |an|2, exceeded
the difference→0 limiting value by only about two parts in
105. This was mostly accounted for by three very high fre-
quency components. The only other non-zero coefficients
were a14 and below. Figures 11 and 12 show an example
of a portion of evolution with separations that differ from
each other by about one part in 103.
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FIG. 5. Moments about a minimum frequency for a constant rate portion of evolution. As in Figure 2, the graph
at row M and column N shows the minimum value of τ 〈ν − ν0〉M for each choice of maximum period T for an evolution that
includes N distinct states separated by N − 1 equal intervals τ , with the horizontal axes labeled with T/τ . For easier comparison,
the T = Nτ bound fν0(M,N) is subtracted from each value plotted.
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FIG. 6. Moments about the mean frequency for a constant rate portion of evolution. The graph at row M and column
N shows the minimum values of τ 〈ν − ν¯〉
M
for each choice of maximum period T for an evolution that includes N distinct states
separated by N − 1 equal intervals τ , with horizontal axes labeled with T/τ . In each graph the global minimum is subtracted,
which is equal to the T = Nτ bound fν¯(M,N) except for some M < 2 with N even. The case M = 1 and N = 2 is shown in detail
in Figure 13.
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FIG. 7. Minimizing moments for constant rate portion of evolution, using larger N . Minimum values are computed
numerically for τ 〈ν − ν0〉M (first row) and τ 〈ν − ν¯〉M (second row) as we vary the maximum period T , for an evolution that
includes N distinct states separated by N − 1 equal intervals τ . The first column has N = 25, the others N = 26. All global
minima agree with the T = Nτ bound fα(M,N) except for the bottom middle case, as expected: here the smallest τ 〈ν − ν¯〉1
agrees with .249657 = fν¯(1, 27), rather than .25 = fν¯(1, 26).
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FIG. 8. Asymptotic behavior of minima with constant rate portion of evolution. On the left we plot τ 〈ν − ν0〉1 minus
its global minimum, for periodic evolutions of various lengths T that include N = 10 distinct states separated by τ ; similarly on
the right for τ 〈ν − ν0〉∞ with N = 10. On the left, the red dashed boundary is the function 3.456(T/τ)−2. Other finite moments
also fall asymptotically like T−2. On the right, the boundary is simply (T/τ)−1. This is true of τ 〈ν − ν0〉∞ for all N ; the boundary
for τ 〈ν − ν¯〉∞ falls half as fast.
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FIG. 9. Almost-equal separations. As in Figure 1, we show the real (solid) and imaginary (dashed) parts of the overlap
function 〈ψ(t)|ψ(0)〉 of Equation (6), for |ψ(t)〉 that minimize 〈ν − ν0〉1 for a periodic evolution of length T with N distinct states.
Left: All N = 3 separations are of length τ = T/N , and 〈ν − ν0〉1T = 1. Middle: Separations differ by one part in 103, and〈ν − ν0〉1T ≈ 2.001. Right: Detail of flat region near t/τ = 1 from the middle graph. If we make the separations more equal, the
oscillation gets narrower and its amplitude smaller. In the limit, only the extra constraint “slope = 0 at t/τ = 1 and 2” keeps
Middle distinct from Left, and 〈ν − ν0〉1T → 2.
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FIG. 10. Extra width required by almost-equal separations, above that for equal ones. All evolutions have period T .
Vertical axes show the extra minimum-width of 〈ν − α〉
M
T for almost-equal separations, above the minimum needed for equal
separations; horizontal axes show the number Ndifferent of different separations. The dashed lines are theoretical curves that
minimize the width assuming we impose just the usual equal-separation constraints, along with slope = 0 constraints at the equal
separations. Triples of points correspond to separations that differ by one part in 10, 100 or 1000. The theoretical bounds shown
seem tight for M = 1 or for Ndifferent = 2.
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FIG. 11. Unequal separations in a portion of an evolution. Left: Minimum of τ 〈ν − ν0〉1 for two equal separations between
three distinct states. Right: Two almost-equal separations require a larger τ 〈ν − ν0〉1. The unequal separations used here differ
by one part in 103, and the spikes are not numerical artifacts. With equal separations the minimum is 1/3; with the given unequal
separations the minimum is about .527. The range shown on the right is only half that on the left.
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FIG. 12. Satisfying almost-equal orthogonality constraints. For the computation shown in Figure 11 (right), we look in
detail at a particular value of the maximum period: for T = 7.8 τ we plot the magnitude of the overlap function 〈ψ(t)|ψ(0)〉 of
Equation (6) using the coefficients |an|2 that minimize 〈ν − ν0〉1. Left: Full-scale behavior. Middle: Detail near t = τ . Right:
Detail near t = 2τ . The full scale graph depends strongly on our choice of T , but the detail graphs near τ and 2τ don’t.
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FIG. 13. First absolute moment about the mean with two distinct states. Left: If the two distinct states are separated
by an interval τ , the global minimum of τ 〈ν − ν¯〉
1
is about .22, and repeats whenever the maximum period T of the evolution is
an integer multiple of approximately 2.7τ . Middle: At T = 2τ , a three-frequency-wide state (solid) achieves the same minimum
τ 〈ν − ν¯〉
1
as a minimum-width two-frequency state (dashed). Right: The state that achieves the first global minimum at T ≈ 2.7τ
uses three frequencies. Knowing this, we can determine the minimum analytically by solving a transcendental equation: fν¯(1, 2)→
u/2pi where u ≈ 1.3801 is a root of u sin(u+√u2 − 1) = 1.
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FIG. 14. Distribution of eigenvalues for a 5000×5000 hermitian
matrix with random entries. The matrix has been normalized
to give a fixed range of eigenvalues. Here the range is divided
evenly into bins, and the number of eigenvalues in each bin
is plotted. The shape is semicircular for almost any kind of
randomness, if the width is plotted as twice the height.
Appendix B: Random hamiltonians
Wigner [66] observed that one can predict aspects of the
behavior of complicated dynamics by studying the distri-
bution of eigenvalues of hamiltonian matrices with random
entries—a novel kind of statistical mechanics [67]. Here we
review how eigenvalue statistics lead to a universal law gov-
erning how soon random hamiltonian evolution reaches a
state orthogonal to a generic initial state [68].
The property of random hamiltonians that we use is il-
lustrated in Figure 14. The histogram shows the number of
eigenvalues that fall in equal-sized ranges for a 5000×5000
random hermitian matrix. The semicircular shape is uni-
versal, independent of the details of the randomness [69].
In the case shown, the hermitian matrix was constructed
by adding a random complex matrix to its conjugate trans-
pose, and then normalized by dividing by half-the-width of
its eigenvalue range. The entries in the complex matrix had
real and imaginary parts chosen uniformly between −1/2
and +1/2.
For an initial state ψ(0) =
∑
an|En〉, the overlap with
ψ(t) depends only on the squared magnitudes |an|2 and
the energy eigenvalues En. If the initial state is randomly
chosen, the eigenvalues in each range appear in the overlap
about as frequently as they do in the semicircular distribu-
tion, so we can exactly compute the overlap in the infinite
dimensional limit. For eigenvalues ranging from −E to
+E, letting h = 2, this has the universal form
〈ψ(t)|ψ(0)〉 =
∫ 1
−1
eipiEut
2
pi
√
1− u2 du
=
2J1(piEt)
piEt
, (B1)
where J1 is a Bessel function. The factor
√
1− u2 is the
height of a radius-one semicircle at position u. Multiplying
this by 2/pi gives the probability density for a semicircular
distribution. If we take the lowest eigenvalue to be zero,
E is the average energy.
FIG. 15. Realistic hydrodynamic flow in a finite-state lattice
gas. We first construct an idealized continuous dynamics where,
if particles start at lattice locations with a discrete set of veloc-
ities, they are always found at lattice locations at integer times.
We then simulate just the integer time behavior.
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FIG. 16. Continuous wave-equation in a finite-state lattice dy-
namics. One dimensional wave behavior is a superposition of
a right-going wave and a left-going wave. If the moving waves
have discretely constrained shapes, then at integer times they
exactly match the behavior of a simple local lattice dynamics.
Appendix C: Finite-state classical mechanics
Classical lattice gases, such as the Ising Model, have
long played an important role in statistical mechanics [47].
Lattice gases have also been used to model dynamics. The
simplest way to exactly map continuous quantities in classi-
cal mechanics onto a finite-state lattice is to first construct
a continuous evolution that has discrete properties at inte-
ger times—and then just model the integer time behavior
[27, 70–76] (cf. [52, 53]). For example, model a gas of
idealized particles that, if started exactly in one of a finite
number of configurations of positions and momenta, is al-
ways found in one of these configurations at integer times.
As long as we only constrain the initial state to be discrete,
and not the dynamical law itself, conservations still follow
from continuous symmetries of the lagrangian.
Figure 15 illustrates a simple discrete-velocity lattice
gas, constructed by restricting the initial positions and mo-
menta of an idealized classical mechanical gas so that par-
ticles are always found on a triangular lattice at integer
times. At large scales, and with relatively slow flow rates,
the lattice-scale constraints on the initial state become in-
visible and the flow is hydrodynamic, with full rotational
symmetry [71]. For visualization, a second lattice gas that
follows the flow was added (shown in white). Similar mod-
els in three dimensions enable realistic hydrodynamic sim-
ulations of complex fluids [74].
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FIG. 17. Magnitude of periodic sampling function. One period
of |S(10, x− x¯)| is shown (solid), centered at position x¯. Like
the magnitude of the usual sinc sampling function (shown dot-
ted), it is zero at integer separations from x¯ (but is periodic).
Figure 16 provides a second example, illustrating how
the continuous wave-equation can be simulated by simple
finite-state lattice dynamics. Again we start with continu-
ous motion—right and left going waves—and impose con-
straints on the initial state so that, at integer times, only
configurations from a finite set are possible. The integer
time behavior thus samples the continuous wave equation,
albeit microscopically there are constraints on the detailed
initial shape of the wave. This mechanism was actually
discovered experimentally, in simple reversible cellular au-
tomata models of physics such as energy conserving Ising
dynamics [75]. Exactly invertible lattice simulations of the
wave equation can be implemented in any number of di-
mensions [77]. Similar examples [27] sample continuous
relativistic dynamics.
Appendix D: Interpolated evolution
The quantum formalism provides a natural mechanism
for turning a discrete evolution into a continuous one [26].
If, for example, we define a unitary Uτ that performs a
discrete logic operation on qubits in a fixed time τ , we can
find a hamiltonian H that generates Uτ in time τ :
Uτ = e
−2piiHτ/h . (D1)
Any such H defines an evolution not only at intervals τ ,
but also for any other time interval t, with Ut = e
−2piiHt/h.
Constructing an H from a discrete evolution is a kind of
interpolation [21] that turns a set of samples at discrete
times into a continuous evolution. To illustrate the con-
nection to classical interpolation, consider a simple classi-
cal finite-state evolution: at integer multiples of time τ , a
single 1 appears at consecutive integer positions of a 1D
periodic space of width N . All other integer positions con-
tain 0’s at these times. We construct an H that implements
this discrete logical shift as part of a continuous-time quan-
tum evolution that achieves the average energy bound (3)
on distinct state change.
We take the N distinct logical configurations as basis
states. Let |n〉 be the state where the 1 is at position n,
and |n+ 1〉 = Uτ |n〉. Define another set of basis vectors
{|k〉} as the fourier transform of the position basis {|n〉}:
|k〉 = 1√
N
N−1∑
n=0
e+2piink/N |n〉 (D2)
for integers k ∈ [0, N − 1]. The inverse transform is then
|n〉 = 1√
N
N−1∑
k=0
e−2piink/N |k〉 . (D3)
Define H by letting each |k〉 be an energy eigenstate, with
energy eigenvalue Ek = kh/Nτ . Then if Ut = e
−2piiHt/h,
Uτ |n〉 = 1√
N
N−1∑
k=0
e−2pii(n+1)k/N |k〉
= |n+ 1〉 , (D4)
which is the desired discrete evolution. We see from (D3)
that |n〉 is an equally weighted superposition of equally
separated energy eigenstates, so this evolution achieves the
average energy bound on distinct state change.
Given H, the state at any continuous time t can be ex-
pressed in terms of the integer-position basis states. Start-
ing with the particle in a basis state at position 0,
Ut |0〉 = 1√
N
N−1∑
k=0
e−2piikt/Nτ |k〉
=
1
N
N−1∑
k=0
e−2piikt/Nτ
N−1∑
n=0
e+2piink/N |n〉
=
N−1∑
n=0
S(N,n− t/τ) |n〉 , (D5)
where
S(N, u) =
1
N
N−1∑
k=0
e2piiku/N (D6)
is a periodic version of the sampling function sinc piu =
sinpiu / piu, which is the foundation of bandlimited inter-
polation theory. This is illustrated in Figure 17. In fact,
S(N, u) → eipiu sinc piu for N → ∞. For t/τ an integer,
only one configuration |n〉 in (D5) has a non-zero coeffi-
cient. At all other times, S(N,n− t/τ) is not centered at
an integer, and all |n〉 have non-zero coefficients.
Appendix E: Sampled evolution
A continuous evolution is equivalent to a discrete one
if the continuous is just an interpolation of the discrete:
then there is no more information in the continuous than
in the discrete [21–35]. This equivalence is the basis of
14
sampling theory: a finite-bandwidth periodic signal has
only a finite number of terms in its Fourier series, so once
enough discrete samples of the signal have been taken to
determine the coefficients of all terms, there is no more
information in the signal. The signal is effectively discrete.
The same logic applies to quantum systems: if the evo-
lution is periodic and uses only a finite range of energy fre-
quencies, then knowing a finite number of samples |ψ(tk)〉
of the continuous (vector) signal |ψ(t)〉 determines the rest.
This implies that finite-sized quantum systems with finite
energy are effectively discrete, since their evolution is arbi-
trarily close to one cycle of an exactly recurrent evolution
with finite bandwidth [41].
As an illustration of sampling a quantum evolution [26],
consider a scalar wavefunction ψ(x, t) that has a periodic
evolution with period T , and a range of energy eigenfre-
quencies of width (K − 1)/T , with E0 = 0. Using units of
time where T = K, we see that the state at all times is
just an interpolation of the state at integer times:
ψ(x, t) =
∑K−1
k=0 ψ(x, k) S(K, k − t) , (E1)
where S is the sampling function (D6). This identity is
obvious if t is an integer between 0 and K − 1, since then
S(K, k − t) = δk,t. Hence (E1) holds for all t, since both
sides add together the same K Fourier components, and
the K integer-t cases determine all coefficients in the sum.
This identity applies to the discrete shift example of Ap-
pendix D, recast as a continuous shift of a finite-bandwidth
state: H = vpx, with v = 1, and using only a finite range
of momenta in a periodic space. To have N distinct states
requires K ≥ N , and to achieve the minimum bandwidth
we must use an equal superposition of equally separated
eigenstates, which is just ψ(x, t) = S(N, x − t). This evo-
lution is a continuous interpolation of a discrete (integer x
and t) binary shift.
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