Abstract-This paper deals with the problem of finding a low-complexity estimate of the impulse response of a linear time-invariant discrete-time dynamic system from noisecorrupted input-output data. To this purpose, we introduce an identification criterion formed by the average (over the input perturbations) of a standard prediction error cost, plus a weighted ℓ1 regularization term which promotes sparse solutions. While it is well known that such criteria do provide solutions with many zeros, a critical issue in our identification context is where these zeros are located, since sensible loworder models should be zero in the tail of the impulse response. The flavor of the key results in this paper is that, under quite standard assumptions (such as i.i.d. input and noise sequences and system stability), the estimate of the impulse response resulting from the proposed criterion is indeed identically zero from a certain time index n l (named the leading order) onwards, with arbitrarily high probability, for a sufficiently large data cardinality N . Numerical experiments are reported that support the theoretical results, and comparisons are made with some other state-of-the-art methodologies.
I. INTRODUCTION
A large part of the literature on identification of linear time-invariant (LTI) dynamic systems follows a statistical approach ( [1] , [2] ), where probabilistic assumptions are made, at least on the noise corrupting the measurements. The techniques available in this context may be classified in two main categories: parametric and nonparametric. Parametric techniques are mainly based on the prediction error methods (PEMs) or on the maximum likelihood approach, if Gaussian noise is assumed. The identified models belong to finitedimensional spaces of given order, like FIR, ARX, ARMAX, OE, Laguerre, Kautz or orthonormal basis function models. In order to limit the model complexity and to avoid possible overfitting, a tradeoff between bias and variance is usually considered, and the model order selection is performed by optimizing some suitable cost function -such as the Akaike's information criterion AIC ( [3] ), the Rissanen's Minimum Description Length MDL, or the Bayesian information criterion BIC ( [4] , [5] ) -and by applying some form of cross validation (CV), like hold-out or leave-one-out. Possible limits of these parametric methods have been pointed out in [6] , [7] , [8] , where it is shown that the sample properties of PEM approaches equipped with, e.g., AIC and CV, may be rather unsatisfactory and quite far from those predicted by standard (i.e., without model selection) statistical theory.
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The nonparametric techniques aim to obtain the overall system's impulse response as a suitable deconvolution of observed input-output data. In particular, very promising approaches have been recently developed, based on results coming from the machine learning field, see, e.g., [9] and the references therein. Rather than postulating finite-dimensional hypothesis spaces, the estimation problem is tackled in an infinite-dimensional space, and the intrinsical ill-posedness of the problem is circumvented by using suitable regularization methods. In particular, the system's impulse response is modeled as a zero-mean Gaussian process, and the prior information is introduced by simply assigning a specific covariance, named kernel in the machine learning literature. This procedure can be interpreted as the counterpart of model order selection in the parametric PEM approach and, in some cases, it is shown to be much more robust.
In the present paper, a novel nonparametric method is presented, whereby an estimate of the system's impulse response is obtained by minimizing a suitable cost function that directly takes into account the resulting model complexity. The aim is indeed to obtain a low-complexity model of the system, in the form of a reduced-order FIR (in this sense, the approach is not so far from parametric techniques). A key feature of the proposed approach, representing a relevant improvement over the state of the art, is that it allows for an effective model order selection, without using strong apriori information on the true system. More specifically, we propose the use of an identification criterion which is a weighted combination of (a) a standard prediction error term, (b) an ℓ 2 regularization term, and (c) a weighted ℓ 1 penalty term which promotes sparse solutions; a full justification for such criterion is given in Section III-B. This type of criterion corresponds to the so-called Elastic Net cost, which recently became popular in the machine learning community, see, e.g., [10] , [11] . Notice that, while it is well known that the use of ℓ 1 regularization leads to sparse solutions, sparsity alone is not a very interesting feature in our identification context. Indeed, reduced-order models are obtained only if the sparsity of the solution follows a specific pattern, whereby the zeros are all concentrated in the tail of the impulse response. Obtaining such a pattern is not obvious, nor a-priori granted by the ℓ 1 regularization. One of the key contributions of this paper is to prove that, under standard assumptions, the impulse response estimated via our ElasticNet type of criterion has the property of being indeed nonzero only on the initial part of the impulse response (which we shall name the leading response), with arbitrarily high probability, if the number of data N is sufficiently large.
The present paper is organized as follows. In Section II the notation is set, and some preliminary results on a Chebyshev's type of convergence for random variables are stated. Section III describes the linear identification problem of interest, and contains the derivations of the Elastic Net cost. The main results on the recovery of the leading part of the impulse response are contained in Section IV. Section V illustrates a practical procedure for implementing the proposed identification scheme. For numerical experiments, including a comparative discussion with other identification methods, the reader is referred to the extended version [12] of this paper, that also contains all the proofs.
II. NOTATION AND PRELIMINARIES

A. Notation
For a vector x ∈ R N , we denote by [x] i the i-th entry of x, and we define its support as
The notation ∥x∥ p represents the standard ℓ p norm of x, and ∥x∥ 0 denotes the cardinality of supp(x), that is the number of nonzero entries of x. For a matrix X ∈ R N,M (with M possibly equal to ∞), we denote by [X] i,j the entry of X in row i and column j. For n ≤ M , we denote by X ↑n ∈ R N,n the sub-matrix formed by the first n columns of X, with X ↓n ∈ R N,M −n the sub-matrix formed by the columns of X of indices n + 1, . . . , M , and with X ♯n the n × n principal sub-matrix of X. The identity matrix is denoted by I, or by I n , if we wish to specify its dimension. We denote by X † the MoorePenrose pseudo-inverse of X; if X has full column rank, then
If x is a random variable, then E{x} denotes the expected value of x, and var{x} denotes its variance: var{x} = E{(x − E{x}) 2 }. P denotes a probability measure on x. The symbol implies almost sure convergence, and it is formally defined in Section II-B.1.
B. Chebyshev's inequality for certain empirical means
Let x i , i = 1, . . . , be a sequence of (not necessarily independent) random variables such that
Obviously, from linearity of the expectation, it holds that E{x N } = µ. Further, we have that
where the last passages follow from the fact that the x i s are uncorrelated, and have first moment µ and variance σ 2 i ≤ σ 2 . Chebyshev's inequality applied to the random variablex N thus states that, for any η > 0,
Equivalently, we can state that, for any ϵ > 0, it holds that
We thus conclude that, for any given accuracy ϵ > 0 and probability β ∈ (0, 1), it holds that
Notice that (1) implies that P{|x N − µ| > ησ} ≤ 1/η 2 ; hence, by considering the complementary event, it also holds
) .
B.1) Meaning of the convergence symbol
For a random variable z N that depends on N and for a given real valuez, the notation z N z means that for any given ϵ > 0 and β ∈ (0, 1) there exists a finite integer N ϵ,β such that
Notice that z N z implies that z N converges toz almost surely (that is, with probability one), as N tends to infinity. However, we are specifically interested in the property in (2) , that holds for possibly large, but finite, N.
C. Lipschitz functions of random variables
If z N is the empirical mean of N uncorrelated variables with common mean µ and variance bounded by σ 2 then, from the discussion in Section II-B, we conclude that indeed z N µ and, in particular, (2) holds for
. However, we shall use the convergence notation z N z also whenz is not necessarily the expected value of z N , and/or when z N is not necessarily an empirical mean. The following lemma holds. 
III. PROBLEM SETUP
A. A linear measurement model
We consider an identification experiment in which a discrete-time scalar input signalũ(k) enters an LTI dynamic system, which produces in response a scalar output signal y(k). This output is acquired via noisy measurements over a time window k = 1, . . . , N , obtaining a sequence of output measurements y(k) =ỹ(k) + δ y (k), k = 1, . . . , N , where δ y (k) is the measurement noise sequence. Since the unknown system is assumed to be LTI, there exists a linear relation between the output measurements and the unknown system's impulse response h(i), i = 1, . . . Assuming that the system is operating in steady state, this relation is given by the discretetime convolution: for k = 1, . . . , N ,
Observe that, following a nonparametric approach, we do not assume to know in advance the order of the unknown system; therefore, in (3) , all values h(i) can be, a priori, nonzero. Letting
. . .
. . , we can write (3) in vector format as
For any integer n ≥ 0, we definẽ
as well as the semi-infinite matrices and vectors
Let now q ≤ N be a given integer: our goal is to estimate the first q elements of the impulse response h (i.e., to estimate h ↑q ∈ R q ), from N noisy output measurements. The value of q is fixed by the decision maker, based on the available number of measurements N and on a priori knowledge. For instance, under a standard assumption of stability (see Assumption 2), since h(i) decays exponentially, one may a priori assess that the response will be negligible for i ≥ q, for some sufficiently large q. We can then rewrite (4) as
represents the unmodelled dynamics due to the truncation of the impulse response to the q-th term. For simplifying the notation, we let from now oñ
which is an N × q Toeplitz matrix.
B. An Elastic Net identification criterion
The initial approach that we consider for identifying the unknown system's impulse response consists in finding an estimate of h ↑q that minimizes w.r.t. x the cost function
where γ > 0 is a suitable tradeoff parameter. The first term in (5) 
1) Input uncertainty and averaged cost:
In a realistic identification experiment, however, the input signalũ(k) that enters the unknown system is a possibly "perturbed" version of a nominal input signal u(k) that the user intends to provide to the system. To model this situation, we assume
where U is an N × q Toeplitz matrix containing the nominal input signal, and ∆ is an N × q Toeplitz matrix containing the noise samples δ u (k). Specifically, U .
We account for input uncertainty in the identification experiment by "averaging" the effect of this uncertainty in the cost criterion (5) . This leads to the following cost function:
where E δu denotes expectation w.r.t. the random sequence δ u . Elaborating on the expression (7), we obtain E δu {∥y − (U + ∆)x∥
and since ∆ has Toeplitz structure, it is easy to verify that the off-diagonal terms in E δu {∆ ⊤ ∆} are zero, while the diagonal terms are all equal to N σ 2 u . Therefore, it holds that E δu {∆ ⊤ ∆} = N σ 2 u I q , and the expected cost J 0 (x) is explicitly expressed as
Notice that this setting can be easily extended to widesense stationary input noise sequences δ u (k), in which case the second term in the above expression takes the form
where R u is the autocorrelation matrix of δ u . For simplicity, however, we here focus on the basic case of an i.i.d. sequence, for which R u = σ 2 u I q . Observe further that accounting for noise on the input signal results in the introduction of a Tikhonov-type regularization term in (8), a fact that has been previously observed in other contexts such as neural network training, see, e.g., [13] .
2) Normalizing the variables: We next rescale the variables in the cost (8) by normalizing the columns of the regression matrix. First, we rewrite J 0 (x) as
where
Second, we let T . = diag(∥ā 1 ∥ 2 , . . . , ∥ā q ∥ 2 ) −1 , whereā i denotes the i-th column ofĀ, and perform the change of variablex = T −1 x, thus the right-hand side of (9) becomes
where we defined A . =ĀT , and we used the fact that ∥Tx∥ 0 = ∥x∥ 0 , since the cardinality of a vector does not depend on (nonzero) scalings of the entries of the vector. We observe that the columns a 1 , . . . , a q of A now have unit Euclidean norm. We letx * 0 . = arg minJ 0 (x), and x * 0 . = arg min J 0 (x), where it obviously holds that x * 0 = Tx * 0 . These optimal solutions are hard to determine numerically in practice. However, we do not need to compute them, we only need them for theoretical purposes.
3) Weighted ℓ 1 relaxation of the cost function: We now introduce the following tractable relaxation of the cost (11):
where W . = diag(w 1 , . . . , w q ) is a suitable weighting matrix, with max k=1,...,q w k = 1, min k=1,...,q w k > 0. We shall henceforth assume that the weight sequence is nondecreasing:
Notice that, expanding the squared norm in (12), we obtain the cost functionJ 1 in the form 
The cost function (13) is strongly convex, hence the optimal solutionx * 1 . = arg minJ 1 (x) is unique and, equivalently, the minimization of (14) has a unique optimal solution x * 1 = Tx * 1 . In the following section, we shall study the properties of x * 1 as an estimate of the impulse response h ↑q . Note that only two parameters (γ and σ u ) have to be chosen to obtain this estimate. A systematic procedure is proposed in Section V, allowing an effective choice of these parameters, based on the desired trade-off between model complexity and accuracy.
Remark 1: The cost criterion appearing in (13) is a particular version of the Lasso (see, e.g., [14] ), known as the Elastic Net ( [10] ). The Elastic Net criterion includes an ℓ 2 regularization term which provides shrinkage and improves conditioning of the ℓ 2 -error cost (by guaranteeing strong convexity of the cost), as well as an ℓ 1 penalty term which promotes sparsity in the solution. Elastic Net-based methods are widely used in statistics and machine learning, see, e.g., [11] , [15] , and are amenable to very efficient large-scale solution algorithms ( [16] ). To the best of the authors' knowledge, this is the first work in which the Elastic Net criterion is used in the context of a system identification problem and the resulting sparsity pattern is rigorously analyzed.
IV. LEADING RESPONSE RECOVERY
This section contains the main results of the paper. First, we report a preliminary technical lemma (Lemma 2) stating that, under a certain condition, the minimizer x * 1 of (14) is supported on {1, . . . , n}, with n ≤ q. Second, under some suitable assumptions on the input and noise signals, we show (Theorem 4) that if the unknown system is stable, then for a sufficiently large N and for a given n ≤ q, there exist explicitly given γ values for which the support of x * 1 is contained in {1, . . . , n}, with any given high probability. This means that the estimated impulse response x * 1 is not only sparse but, with high probability, it is zero precisely on the tail of the system's impulse response h ↑q . We next define the notions of leading response and leading support of the system's impulse response, and show (Corollary 5) that if the unknown system is stable, then for a suitable γ and a sufficiently large N the support of x * 1 is contained in the leading support, with any given high probability; we call this property leading response recovery (LRR). Finally, we show (Corollary 6) that if the true unknown system is FIR then, for a sufficiently large N and for any γ > 0, the estimated impulse response x * 1 will be sparse, and of order no larger than the order of the true system, with high probability.
A. Preliminary results, assumptions and definitions
With the notation set in Section III-B.2, for a given integer n ≤ q, let P n . = A ↑n A † ↑n denote the orthogonal projector onto the span of A ↑n , and define the n-leading recovery coefficient Υ n (A) .
, where a i is the i-th column of A. The following technical lemma, based on a result in [17] , holds.
Lemma 2: [12, App. A.2] Suppose that for some integer n ≤ q it holds that
and let x * 1 be the minimizer of (14) . Then, it holds that supp(x * 1 ) ⊆ {1, . . . , n}. Let us now state the following working assumptions.
Assumption 1 (on input and disturbance sequences):
1) The input u(k) is an i.i.d. sequence with zero mean, bounded variance ν 2 and bounded 4-th order moment
2) The noise δ y (k) is an i.i.d. sequence with zero mean and bounded variance σ 
Assumption 2 (Stability):
The unknown system's impulse response h is such that |h(i)| ≤ Lρ i−1 , for i = 1, 2, . . . , for some given finite L > 0 and ρ ∈ (0, 1).
We next establish a preliminary lemma. 
where the notation has the meaning specified in Section II-B.1.Also, it holds that
We next define the notion of leading order of the system's impulse response, and the associated notions of leading response and leading support. Definition 1: Let Assumption 2 hold. The leading order n l (N ) of h is defined as the largest integer i ≤ q such that
The leading response is {h(i), i = 1, . . . , n l } and the leading support is {1, . . . , n l }.
Remark 2:
We provide an intuitive interpretation of the definition in (19). The leading order is a value such that for time values larger than it the system's impulse response cannot essentially be discriminated from noise. Indeed, if a classical output error criterion would be used for estimating h ↑q , then the covariance matrix of the estimated parameter would be of the form σ , and hence h(i) becomes essentially indistinguishable from noise, for all i > n l ; if this condition is not met for i ≤ q, then we just set n l = q. It is an immediate consequence of (19) that the leading order grows as the logarithm of N , until it saturates to q:
B. Main results
We next establish the main results of this paper. 
for some µ > 1. Then, for any given β ∈ (0, 1) there exists a finite integer N β such that for any N ≥ N β it holds that supp(x * 1 ) ⊆ {1, . . . , n} with probability no smaller than 1 − β, where x * 1 is the minimizer of (14) .
The key point of this theorem is that if the tradeoff parameter γ is chosen proportional to √ N then, with high probability and for a sufficiently large N , the minimization of (14) provides a solution which is not only sparse, but its sparsity pattern is identically zero on the tail of the impulse response, i.e., the estimated impulse response x * 1 is FIR of order at most n.
A consequence of Theorem 4 is stated in the following corollary: for a suitable constant value of γ, the minimizer x * 1 of (14) 
Then, for any given β ∈ (0, 1) there exists a finite integer N β such that for any N ≥ N β it holds that supp(x * 1 ) ⊆ {1, . . . , n l (N )} with probability no smaller than 1 − β, where x * 1 is the minimizer of (14), and n l (N ) is the leading order of the unknown system's impulse response.
Corollary 5 states that, under suitable conditions, an estimate of the impulse response based on the minimization of (14) is supported inside the leading support of the system, with high probability. The following corollary provides a similar result, for the case in which the true system is a-priori known to have finite impulse response (FIR).
Corollary 6 (FIR recovery):
[12, App. A.6] Let Assumption 1 hold. Further, assume the "true," unknown, system is FIR of order n ≤ q, with n unknown. Then, for any γ > 0 and for any given β ∈ (0, 1) there exists a finite integer N β such that for any N ≥ N β it holds that supp(x * 1 ) ⊆ {1, . . . , n} with probability no smaller than 1 − β, where x * 1 is the minimizer of (14) .
The key point of this corollary is that if the true system is known to be FIR, then the minimizer of (14) will tendentially recover the true order of the system, regardless of the value of γ > 0 (but, of course, the larger the value of γ, the sooner w.r.t. N the condition (15) will be satisfied).
V. IDENTIFICATION PROCEDURE
We next formalize a possible procedure illustrating how the proposed methodology can be used in a practical experimental setting. Suppose that a set of data {y(k), u(k)} N k=3−q is available from a process of the form (3). Identification of the impulse response h(i) is performed by minimizing the cost function (14) . This operation requires the choice of two parameters (γ and σ u ). If σ u and σ y are known from some a-priory information on the noises affecting the system or can be reliably estimated, then γ can be chosen according to (21), where ρ can be estimated by means of the technique in [18] , as shown in [12, Section 6.1] . If instead this information is not available, a systematic procedure for the choice of γ and σ u is the following one:
• Take "reasonable" sets Γ = {γ (1) , γ (2) , ...} and Σ u = {σ (1) u , σ (2) u , ...} for γ and σ u values, respectively. If σ u is known from some a-priory information on the noise affecting the input, then Σ u = σ u .
• Define y, U and T as shown in Section III.
• Run the following algorithm:
for i = 1 : length(Σ u ) for j = 1 : length(Γ) σ u = σ Choosing γ (1) > γ (2) > ... and using x * (i, j − 1) at the jth step as the initial condition for the optimization problem may significantly increase the speed of the algorithm. An example of application of this procedure is shown in [12, Section 6.2] and, in particular, in Figure 3 .
The weighting matrix W plays a relevant role in the model order selection, increasing the algorithm efficiency especially in situations where a low number of data is available. Further research activity will be devoted to investigate how to automatically and optimally select these weights, in order to take into account possible priors on the unknown system.
VI. CONCLUSIONS
A novel method for the identification of low-complexity FIR models from experimental data is presented in this paper. The method is based on an Elastic Net criterion, which considers an identification cost defined as a weighted combination of a standard prediction error term, an ℓ 2 regularization term, and a weighted ℓ 1 penalty term. The main novelty of the method with respect to the state of the art is that it allows for an effective selection of the model order, while requiring only stability and standard statistical assumptions on the noises affecting the system; no additional information on the system impulse response behavior is needed. The effectiveness of the method has been tested in [12] through both extensive numerical simulations (considering two typical situations: one with a fixed number of data, and one with an arbitrarily large number of data) and real experimental data from a lightly damped mechanical system. In all situations, the method showed high numerical efficiency and satisfactory order selection capability and simulation accuracy.
