In this paper, we study the cooperative robust output regulation problem for discrete-time linear multi-agent systems with both communication and input delays by distributed internal model approach. We first introduce the distributed internal model for discrete-time multi-agent systems with both communication and input delays. Then, we define so-called auxiliary system and auxiliary augmented system. Finally, we solve our problem by showing, under some standard assumptions, that if a distributed state feedback control or a distributed output feedback control solves the robust output regulation problem of the auxiliary system, then the same control law solves the cooperative robust output regulation problem of the original multi-agent systems.
I. INTRODUCTION
The cooperative output regulation problem aims to design a control law for a multi-agent system to drive the tracking error of each follower to the origin asymptotically while rejecting a class of external disturbances. The problem is interesting because its formulation includes the leader-following consensus, synchronization or formation as special cases. Like the output regulation problem of a single linear system [1] , [2] , [3] , there are two approaches to handling the cooperative output regulation problem of multi-agent systems. The first one is called feedforward design [4] . This approach makes use of the solution of the regulator equations and a distributed observer to design an appropriate feedforward term to exactly cancel the steady-state tracking error. The second one is called distributed internal model design [5] , [6] . This approach employs a distributed internal model to convert the cooperative output regulation problem of an uncertain multi-agent system to a simultaneous eigenvalue assignment problem of a multiple augmented system composed of the given multi-agent system and the distributed internal model. The internal model approach has at least two advantages over the feedforward design approach in that it can tolerate perturbations of the plant parameters, and it does not need to solve the regulator equations.
and [14] .
The rest of this paper is organized as follows. Section II formulates our problem. Section III defines the distributed internal model and the auxiliary augmented system and presents a framework for converting our original problem to the stabilization problem of the auxiliary augmented system. Section IV establishes the main result. An example is used to illustrate our design in Section V. Finally the paper is closed with some concluding remarks in Section VI.
Notation. σ(A) denotes the spectrum of a square matrix A. For X i ∈ R n i , i = 1, . . . , m, 
II. PROBLEM FORMULATION AND PRELIMINARIES

A. Graph
A digraph G = (V, E) consists of a node set V = {1, · · · , N} and an edge set E ⊆ V × V. An edge of E from node i to node j is denoted by (i, j), where the nodes i and j are called the parent node and the child node of each other, and the node i is also called a neighbor of the node j. Let N i = {j, (j, i) ∈ E} denote the subset of V which consists of all the neighbors of the node i.
The graph is called undirected if every edge in E is undirected. If there exists a set of edges
a ij , and l ij = −a ij if i = j. More detailed exposition on graph theory can be found in [15] .
B. Problem Formulation
In this paper, we consider the cooperative robust output regulation problem for discrete-time linear uncertain time-delay systems of the following form:
where x i (t) ∈ R n i , y i (t) ∈ R p i , and u i (t) ∈ R m i are the system state, measurement output, and control input of the i th subsystem, r con ∈ Z + is the input delay, and v(t) ∈ R q is the exogenous signal representing the reference input to be tracked or/and disturbance to be rejected and is assumed to be generated by the exosystem of the form
where S ∈ R q×q is a constant matrix.
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The regulated output for each subsystem is defined as
where y 0 (t) = −F v(t). In (1), the matrices A, B, E, C represent the nominal part of i th plant, while the matrices δ i A, δ i B, δ i E and δ i C, represent the uncertain part of the i th plant. For convenience, we denote the system uncertain parameters by a vector
Then (1) can be put in the following form:
The plant (4) and (2) can be viewed as a multi-agent system with the exosystem (2) as the leader and the N subsystems of (4) as the followers. The communication topology can be described by a directed graphḠ = (V,Ē), whereV = {0, 1, . . . , N} is the node set with the node 0 associated with the exosystem (2) and all the other nodes associated with the N subsystems (4), andĒ is the edge set. The edge (j, i) ∈Ē, i = j, i, j = 0, . . . , N, if and only if the control u i , i = 1, . . . , N, can access the state x j and/or the output y j of subsystem j, j = 0, . . . , N. If (j, i) ∈Ē, node j is called a neighbor of the node i. We useN i to denote the neighbor set of node i with respect toV. Due to the communication constraint, we are limited to consider the class of distributed control laws. Mathematically, such a control law is described as follows,
where z i ∈ R n zi , k i and g i are linear functions of their arguments, r com ∈ Z + represents the communication delay among agents. The control law (5) is called a distributed dynamic state feedback control law, and is further called dynamic output feedback control law if the function k i is independent of any state variable. Now, we can state our problem as follows: Definition 2.1: Discrete-time linear cooperative robust output regulation problem: given the multi-agent system (4), the exosystem (2), and a digraphḠ, design a control law of the form (5) such that the closed-loop system satisfies the following properties.
Property 2.1: The nominal closed-loop system is exponentially stable when v = 0.
Property 2.2:
There exists an open neighborhood W of w = 0 such that, for any w ∈ W and any initial conditions x i0 , z i0 and v 0 , the regulated output lim t→∞ e i (t) = 0, i = 1, . . . , N.
III. A GENERAL FRAMEWORK
It is known that, the robust output regulation problem of a delay-free plant can be converted to the stabilization problem of an augmented system composed of the given plant and a dynamic compensator called internal model [1] , [2] , [3] . This design philosophy is known as the internal model principle. Paper [10] has generalized the internal model design from delay-free discretetime systems to discrete-time systems with both input and communication delays. In this section, we will further generalize the framework in [10] for a single system to multi-agent systems. This framework will be based on the concept of the distributed internal model. For this purpose, we will first recall the concept of the minimal p-copy internal model as follows.
Definition 3.1: A pair of matrices (G 1 , G 2 ) is said to be a minimal p-copy internal model of the matrix S if the pair takes the following form:
where β is a constant square matrix whose characteristic polynomial equals the minimal polynomial of S, and σ is a constant column vector such that (β, σ) is controllable.
To introduce the distributed internal model, letĀ
be the weighted adjacency matrix and Laplacian of the digraphḠ, respectively.
In terms of the elements ofĀ, we can define a virtual regulated output e vi (t) for each follower subsystem i as follows:
It is noted that the subsystem e vi (t) can access the regulated error (y i (t) − y j (t)) if and only if the node j is the neighbor of the node i. We call the following dynamic compensator
a distributed internal model of the plant (4) and the exosystem (2). Remark 3.1: Let e = col(e 1 , . . . , e N ) and e v = col(e v1 , . . . , e vN ). Then it can be verified that e v = (H ⊗ I p )e, where H ∈ R N ×N consists of the last N rows and the last N columns ofL.
By Lemma 1 of [4] , the matrix −H is Hurwitz if and only if the digraph is connected. Thus, if the digraph is connected, then e = 0 iff e v = 0.
Having introduced the p-copy internal model and defined the virtual regulated output e vi (t), we can describe our control laws as follows: 1) Distributed dynamic state feedback control law
where
n zi with n zi to be specified later, (K x , K z ) are constant matrices of appropriate dimensions to be designed later,
2) Distributed dynamic output feedback control law
, ξ 0 (t) = 0, and z i (t) ∈ R n zi with n zi to be specified later, r = r com + r con , (K 1 , K 2 , L) are constant matrices of appropriate dimensions to be designed later and (G 1 , G 2 ) are defined in (6). Remark 3.2: To handle the communication delay, introduce the coordinate transformation z i (t) =z i (t − r com ), and ξ i (t) =ξ i (t − r com ). Then, the state feedback control law (9) becomes as follows:
and, respectively, the output feedback control law (10) becomes as follows:
Attaching the distributed internal model (8) to the state equation of the plant (4) leads to the following so-called the auxiliary augmented system of (4):
We now ready to present our main result of this section as follows: Lemma 3.1: Suppose S has no eigenvalues with modulus smaller than 1 and the digraphḠ is connected. Then, (i) if a static state feedback control law of the form
stabilizes the nominal plant of the auxiliary augmented system (13) with v = 0, then, the dynamic state feedback control law (11) solves the cooperative robust output regulation problem of the plant (4) and the exosystem (2).
(ii) if a dynamic output feedback control law of the form
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Then the auxiliary augmented system (13) can be put into the following compact form:
Then the virtual regulated output can be put in the following compact form:
Define a so-called auxiliary system as follows:
Further, letK
. Then, the static state feedback control law (14) and the dynamic output feedback control law (15) can be put into the following compact form:
and, respectively,
Similarly, the dynamic state feedback control law (11) and the dynamic output feedback control law (12) can be put into the following compact form:
May 16, 2017 DRAFT Now applying Lemma 3.1 of [10] to the auxiliary system (18) viewing e v as the tracking error concludes that if the static state feedback control law (19) or, respectively, the dynamic output feedback control law (20) stabilizes the nominal plant of the auxiliary augmented system (16) with v = 0, then, the dynamic state feedback control law (21), or, respectively, the dynamic output feedback control law (22) solves the robust output regulation problem of the the auxiliary system (18).
Finally, by Remark 3.1, if the digraphḠ is connected, then e = 0 iff e v = 0. Thus, under the assumption that the digraphḠ is connected, the control law (21) or the control law (22) solves the robust output regulation problem of the auxiliary system (18) viewing e v as the tracking error iff the same control law solves the cooperative robust output regulation problem of the plant (4) and the exosystem (2).
IV. MAIN RESULT
In this section, we will present the main results of the cooperative robust output regulation problem based on the internal model framework introduced in section III. By Lemma 3.1, it suffices to stabilize the auxiliary augmented system (13) by either distributed dynamic state feedback control law (14) or distributed dynamic output feedback control law (15) . Before presenting our main result, we need the following assumptions. 6 are additional and they are made so that the delayed system can be stabilized by using the method in [17] , which is summarized in Lemma 6.1 and Lemma 6.2 of the Appendix. These two assumptions can be removed if there are no communication and input delays. Now we establish some lemmas to lay the foundation for our main results. 
) is a lower triangular system whose diagonal blocks are of the form A + λ i BK, i = 1, · · · , N. Now define the following systems
Then, by Lemma 6.2 of the Appendix, there exists a matrix K ∈ R m×n such that A + λ i BK, i = 1, · · · , N, are Schur. The proof is completed.
Lemma 4.2: Consider the system of the form
is the minimal p-copy internal model of S as defined in (6), and x c0 ∈ C I[−r, 0] , R N (n+nz) . Then, under Assumptions 4.1, 4.3, 4.5, and 4.6, there exist matrices K x ∈ R m×n and K z ∈ R m×nz , such that under the state feedback control [8] , there exist nonsingular matrices T x ∈ R N (n+nz)×N (n+nz) and T u ∈ R 2N m×2N m such thatx c = T x x c with inputũ c = T u u c is governed bỹ
wherex c = col(x c1 , . . . ,x cN ) withx ci ∈ R (n+nz) andũ c = col(ũ c1 , . . . ,ũ cN ) withũ ci ∈ R m , and of [16] , (A, B) is stabilizable. Moreover, under additional Assumption 4.6, A has no eigenvalues with modulus greater than 1. By Lemma 6.2, there exists a matrixK = (K x , K z ), where K x ∈ R m×n and K z ∈ R m×nz such that the following systems
are asymptotically stable. Thus, for each i = 1, · · · , N, the state feedback control lawũ ci (t) = K x 0 0 K z x ci (t) asymptotically stabilizes the system (26).
Finally, from (27), we have
Thus, the proof is completed. (21) is the same as the closed-loop system composed of the auxiliary augmented system (13) and the static state feedback control law (14) and can be put into the following form:
wherer 0 = 0,r 1 = r, and
Thus, the nominal closed-loop system with v set to 0 is as follows:
By Lemma 4.2, there exist matrices K x ∈ R m×n and K z ∈ R m×nz , such that system (31) is asymptotically stable. The proof is thus completed by invoking Lemma 3.1.
To study the output feedback case, we need the following lemma.
Lemma 4.3:
Consider the system of the form
is the minimal p-copy internal model of S as defined in (6), and x c0 ∈ C I[−r, 0] , R N (2n+nz) . Then, under Assumptions 4.1-4.3, 4.5 and 4.6, there exist matrices K 1 ∈ R m×nz , K 2 ∈ R m×n and L ∈ R n×p , such that under the state feedback Let
Denotex c = col(x c1 ,x c2 ) withx c1 ∈ R N (n+nz) andx c2 ∈ R N n . Then, by Lemma 4.2, under Assumptions 4.1, 4.3, 4.5 and 4.6, there exist matrices K 1 ∈ R m×nz and K 2 ∈ R m×n , such that the following system
is asymptotically stable if and only if the digraph satisfies Assumption 4.4.
Then, under the state feedback control law
uKx c (t), the closed-loop system of (33) is as follows:
Note that,
. Under the assumptions of this lemma, (A T , C T ) is stablizable, all the eigenvalues of A T have modulus equal to or smaller than 1, and all the eigenvalues of H T have positive real parts. By Lemma 4.1, there exists a set to zero is asymptotically stable. Thus, by Lemma 3 of [9] , system (35) is asymptotically stable. Furthermore, sincex c (t) = T x c (t), we have
The if part of the proof is thus completed.
To show the only if part, we only need to note that, system (35) is asymptotically stable only if system (34) is asymptotically stable and only if the digraph satisfies Assumption 4.4. 
m×n and L ∈ R n×p such that the cooperative robust output regulation problem is solved by the distributed dynamic output feedback control law (12) with (G 1 , G 2 ) being the minimal p-copy internal model of S if and only if Assumption 4.4 is satisfied. Proof: Let x c = col(x,z,ξ). Then the closed-loop system composed of the auxiliary system (18) and the dynamic output feedback control law (22) is the same as the closed-loop system composed of the auxiliary augmented system (13) and the dynamic output feedback control law (15) and can be put into the following form:
where x c = col(x,z,ξ) with x = col(x 1 , . . . , x N ),z = col(z 1 , . . . ,z N ) andξ = col(ξ 1 , . . . ,ξ N ). By Lemma 4.3, there exist matrices K 1 ∈ R m×nz , K 2 ∈ R m×n and L ∈ R n×p , such that system (38) is asymptotically stable. The proof is thus completed by invoking Lemma 3.1.
V. EXAMPLE
Consider the discrete-time linear time-delay multi-agent systems of the form (4) with N = 4,
, and v(t) is generated by the following exosystem:
The nominal system matrices are A = 1 1 0 1 , B = 1 1 , C = 1 0 , F = −1 0 ,
The communication network topology is described in Fig. 1 . The matrix H associated with the digraphḠ is The distributed dynamic state feedback control law is given as in (11) with i = 1, . . . , 4, and
Assume the communication delay r com = 1.
and B c = B 0 . By Lemma 6.2, the desirable feedback gain
where R = I m + B T c P B c , r = 2 and P is the positive definite solution of the parametric DARE
where γ is some sufficiently small positive number. Then, The distributed dynamic output feedback control law is given as in (12) with i = 1, . . . , 4, and (40) 
with R l = I m + CP l C T , and P l is the positive-definite solution of the parametric DARE
Then L = col(0.72, 0.0648).
With random initial conditions, Fig. 3 shows the control inputs of the system which are bounded, and the tracking errors of the followers which tend to zero asymptotically. The system uncertainties are w = (0.1, 0. 
Then, for any 0 < µ ≤ Re(λ), there exists a positive scalar γ * such that the system x(t + 1) = Ax(t) + λBKx(t − r)
is asymptotically stable for all γ ∈ (0, γ * ].
Remark 6.1: As pointed out in [17] , the assumption in Lemma 6.1 that all the eigenvalues of the matrix A have modulus 1 can be relaxed to the assumption that all the eigenvalues of A have modulus equal to or smaller than 1, and the assumption that (A, B) is controllable can be relaxed to (A, B) is stablizable.
Lemma 6.2: Consider the system of the form x i (t + 1) = Ax i (t) + λ i Bu i (t − r), i = 1, . . . , N,
where x i ∈ R n , u i ∈ R m , A ∈ R n×n , B ∈ R n×m , and λ i ∈ C with Re{λ i } > 0. Suppose all the eigenvalues of A have modulus equal to or smaller than 1, and (A, B) is stablizable. Then, there exists a matrix K ∈ R m×n such that the state feedback control law u i (t) = Kx i (t), i = 1, . . . , N, asymptotically stabilize all subsystems of the system (47). Proof: Since A has no eigenvalues with modulus greater than 1, there exists a non-singular matrix T such that
where all the eigenvalues of A 1 ∈ R n 1 ×n 1 have modulus 1 and all the eigenvalues of A 2 have modulus smaller than 1. Moreover, (A 1 , B 1 ) is controllable. Letx i = T x i = col (x i1 ,x i2 ) witĥ x i1 ∈ R n 1 . Then (47) is transformed to the following:
x i1 (t + 1) =A 1xi1 (t) + λ i B 1 u i (t − r),
By Lemma 6.1, there exists a γ * > 0 such that, for any γ ∈ (0, γ * ), the following parametric DARE, A
where R 1 = I m 1 + B 
is asymptotically stable. Since A 2 is Schur, under the control u i (t) = K 1xi1 (t),x i2 (t) also tends to zero as t tends to infinity. Thus, the state feedback control law u i (t) = Kx i (t) where K = K 1 , 0 T , i = 1, . . . , N, asymptotically stabilize all subsystems of the system (47).
