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ON THE CLOSURE OF THE COMPLEX SYMMETRIC
OPERATORS: COMPACT OPERATORS
AND WEIGHTED SHIFTS
STEPHAN RAMON GARCIA AND DANIEL E. POORE
Abstract. We study the closure CSO of the set CSO of all complex sym-
metric operators on a separable, infinite-dimensional, complex Hilbert space.
Among other things, we prove that every compact operator in CSO is complex
symmetric. Using a construction of Kakutani as motivation, we also describe
many properties of weighted shifts in CSO\CSO. In particular, we show that
weighted shifts which demonstrate a type of approximate self-similarity belong
to CSO\CSO. As a byproduct of our treatment of weighted shifts, we explain
several ways in which our result on compact operators is optimal.
1. Introduction
Throughout the following, we letH denote a separable, infinite-dimensional com-
plex Hilbert space. Recall that T ∈ B(H) is a complex symmetric operator if there
exists a conjugation C (i.e., a conjugate-linear, isometric involution onH) such that
T = CT ∗C. We remark that the term complex symmetric stems from the fact that
T is a complex symmetric operator if and only if T is unitarily equivalent to a sym-
metric (i.e., self-transpose) matrix with complex entries, regarded as an operator
acting on a ℓ2-space of the appropriate dimension [15, Sect. 2.4]. The general study
of complex symmetric operators was undertaken by the first author, M. Putinar, and
W.R. Wogen in [16,18,20,21,23,24], although much of the theory has classical roots
in the matrix-oriented work of N. Jacobson [28], T. Takagi [38], C.L. Siegel [37],
and I. Schur [34]. A number of other authors have recently made significant con-
tributions to the study of complex symmetric operators [7, 25, 29–31,39, 40, 42, 44],
which has proven particularly relevant to the study of truncated Toeplitz opera-
tors [6,8,9,22,35,36], a rapidly growing branch of function-theoretic operator theory
stemming from the seminal work of D. Sarason [33].
In the following, we let CSO denote the set of all complex symmetric operators
on H. We remark that the set CSO is neither closed under addition nor under
multiplication, although it is closed under the adjoint operation and the Aluthge
transform [17, Thm. 1], a remarkable nonlinear mapping on B(H) which has been
much studied in recent years [1–5,13,14,27,41]. Lately there has been some interest
in the study of CSO itself as a subset of B(H) [19, 23, 44]. Along these lines we
begin by examining the closure of CSO in several of the most common topologies
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on B(H) (Section 2). In particular, we prove that the closure of CSO in the strong-
* topology is all of B(H). Among other things, this immediately implies that the
strong-operator and weak-operator closures of CSO are both B(H). This contrasts
sharply with the situation for the norm topology, which we discuss in significant
detail below.
Let us denote by CSO the closure of CSO with respect to the operator norm on
B(H). We first remark that CSO is a proper subset of B(H). Although this will be
clear from what follows, we should mention that a simple example of an operator in
B(H)\CSO can be constructed by taking the direct sum of the matrix [24, Ex. 1]
with 0 and then applying [23, Lem. 1].
The so-called norm closure problem for complex symmetric operators asked
whether or not CSO = CSO [23, p. 1260]. Although it appeared in print only
in 2009, this question had been circulating around the community for some years
prior. Recently, S. Zhu, C.G. Li, and Y.Q. Ji demonstrated that a particular
weighted shift operator belongs to CSO\CSO, thereby settling the norm-closure
problem in the negative [44]. Shortly thereafter, the authors of this note con-
structed a completely different counterexample using a certain infinite direct sum
of multiples of the unilateral shift and its adjoint [19]. These examples indicate
that the structure of CSO is much richer than previously expected. In particular,
a complete description of the set CSO is now much desired.
Compact operators. Our first main result (Theorem 4) asserts that every com-
pact operator in CSO belongs to CSO. In some sense, this complements the
results of [19] and [44], since none of the examples of operators in CSO\CSO de-
scribed there are compact. Let us also remark that Theorem 4 furnishes a simple
proof that CSO 6= B(H). Indeed, if T is an irreducible weighted unilateral shift
whose weights tend to zero, then T is compact by [11, Cor. 4.27.5]. However,
dimkerT = 0 6= 1 = dimkerT ∗ for such an operator whence T is not complex
symmetric by [20, Prop. 1].
It turns out that our result about compact operators is sharp in the following
sense. Our proof relies heavily upon the fact that the spectrum σ(|T |) of the
modulus |T | =
√
T ∗T of a compact operator consist of 0 along with a decreasing
sequence of positive eigenvalues of finite multiplicity. As we will see, it is possible
to construct operators in CSO\CSO such that σ(|T |)\{0, 1, 12 , 14 , . . .} consists only
of eigenvalues, each of multiplicity one (Example 12). On the other hand, the
so-called Kakutani shift (discussed at length below) belongs to CSO\CSO and
satisfies σ(|T |) = {0} ∪ { 12n : n = 0, 1, 2, . . .}, each nonzero eigenvalue being of
infinite multiplicity. In light of these examples, it is difficult to envision a stronger
version of Theorem 4.
Weighted shifts. As the preceding comments suggest, the study of CSO leads
naturally to the consideration of weighted shifts. Consequently, a substantial por-
tion of this article is dedicated to this topic. We say that T ∈ B(H) is a uni-
lateral weighted shift (or simply a weighted shift) if there is an orthonormal basis
{en}∞n=1 of H and a sequence of scalars {αn}∞n=1 (the weight sequence) such that
Ten = αnen+1 for n ≥ 1. Since the weighted shift having weight sequence {αn}∞n=1
is unitarily equivalent to the unilateral shift with weight sequence {|αn|}∞n=1 (see [11,
Prop. 4.27.2] or [26, Prob. 89]), we henceforth assume that αn ≥ 0 for all n ≥ 1.
We maintain this convention and the preceding notation in what follows.
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In light of the fact that
T ∗en =
{
0 if n = 1,
αn−1en−1 if n ≥ 2,
we see that if αn = 0, then span{e1, e2, . . . , en} and span{en+1, en+2, . . .} are re-
ducing subspaces of T . Conversely, T is irreducible if and only if αn > 0 for
n ≥ 1 [11, p. 137-8]. For reasons which will become clear shortly, we focus our
attention primarily on irreducible weighted shifts.
If the weight sequence αn has exactly N zeros (where 0 ≤ N < ∞), then
dimkerT = N 6= N +1 = dimkerT ∗. By [20, Prop. 1], this implies that T /∈ CSO.
We have therefore established the following lemma.
Lemma 1. If T is an irreducible weighted shift, then T /∈ CSO.
It follows that if T is a complex symmetric weighted shift, then the weight αn = 0
occurs infinitely often. In this case, T is unitarily equivalent to an operator of the
form ⊕∞i=1Ti where
Ti =


0
α
(i)
1 0
α
(i)
2 0
. . .
. . .
α
(i)
ni−1
0


(1)
is a ni × ni matrix with α(i)j > 0 for 1 ≤ j ≤ ni − 1. We can be even more precise,
for the recent work [43] of S. Zhu and C.G. Li asserts that these constants must be
palindromic, in the sense that
α
(i)
j = α
(i)
ni−j
whenever 1 ≤ j ≤ ni − 1. Conversely, any such operator T is complex symmetric
since T = CT ∗C where C = ⊕∞i=1Ci and Ci(z1, z2, . . . , zni) = (zni , zni−1, . . . , z1).
The preceding discussion suggests a method for constructing irreducible weighted
shifts which belong to CSO. This was first observed by S. Zhu, C.G. Li, and Y.Q. Ji
in [44], who noted that the so-calledKakutani shift [32, p. 282] (see also [26, Pr. 104])
belongs to CSO. Since this is an instructive example which we shall frequently refer
to in what follows, we recall some of the relevant details here.
Let T denote the weighted shift corresponding to the weight sequence {αn}∞n=1
whose initial terms are given by
1, 1
2
, 1︸ ︷︷ ︸
22−1
, 1
4
, 1, 1
2
, 1︸ ︷︷ ︸
22−1︸ ︷︷ ︸
23 − 1 terms
, 1
8
, 1, 1
2
, 1︸ ︷︷ ︸
22−1
, 1
4
, 1, 1
2
, 1︸ ︷︷ ︸
22−1︸ ︷︷ ︸
23 − 1 terms︸ ︷︷ ︸
24 − 1 terms
, 1
16
, 1, 1
2
, 1︸ ︷︷ ︸
22−1
, 1
4
, 1, 1
2
, 1︸ ︷︷ ︸
22−1︸ ︷︷ ︸
23 − 1 terms
, 1
8
, 1, 1
2
, 1︸ ︷︷ ︸
22−1
, 1
4
, 1, 1
2
, 1︸ ︷︷ ︸
22−1︸ ︷︷ ︸
23 − 1 terms︸ ︷︷ ︸
24 − 1 terms
, 1
32
, . . . . (2)
In particular, the sequence {αn}∞n=1 can be decomposed into infinitely many blocks
of length 2k, each starting with a fixed palindrome of length 2k−1 and ending with
a weight ≤ 1
2k
. From this perspective, it is easy to see that T is the norm limit
of complex symmetric weighted shifts. Indeed, if ǫ > 0 is given then the weighted
shift T ′ having weights
βn =
{
αn if αn > ǫ,
0 if αn ≤ ǫ,
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satisfies ‖T − T ′‖ < ǫ and is complex symmetric since it is unitarily equivalent to
a direct sum of matrices of the form (1) having palindromic weights.
Let us make a few remarks about the preceding construction which will help moti-
vate our results. First of all, observe that the weight sequence {αn}∞n=1 of the Kaku-
tani shift (2) has a subsequence which converges to zero and another which tends
to sup{αn}∞n=1. As we will see, this behavior is typical of all irreducible weighted
shifts belonging to CSO (Theorem 7). In particular, no irreducible weighted shift
in CSO is compact. This agrees with our earlier remarks about compact operators.
It turns out that every irreducible weighted shift which is approximately Kaku-
taki, in a sense made precise in Section 5, belongs to CSO\CSO (Theorem 10).
Among other things, this allows us to construct operators in CSO\CSO whose
moduli have desired spectral properties.
2. Closures in the weak, strong, and strong-* topologies
Although we are primarily interested in studying the closure CSO of CSO with
respect to the operator norm, let us first say a few words about the closure of
CSO with respect to several other standard topologies on B(H). In particular, we
consider the weak operator topology (WOT), strong operator topology (SOT), and
strong-* topology (SST). We say that
(i) Tn → T means that limn→∞ ‖T − Tn‖ = 0,
(ii) Tn → T (WOT) means that limn→∞〈(T − Tn)x, y〉 = 0 for all x, y ∈ H,
(iii) Tn → T (SOT) means that limn→∞ ‖(T − Tn)x‖ = 0 for all x ∈ H,
(iv) Tn → T (SST) means that Tn → T (SOT) and T ∗n → T ∗ (SOT).
Observe that the containments
CSO ⊆ CSO(SST) ⊆ CSO(SOT) ⊆ CSOWOT ⊆ B(H)
hold trivially. The superscripts in the preceding chain indicate the topology with
respect to which the closure of CSO is taken, the absence of a superscript being
reserved for the norm topology. Let us also remark that the preceding notions have
obvious analogues for conjugate-linear operators, which we employ without further
comment.
To proceed, we require the following well-known lemma [10, Prop. IX.1.3.d]:
Lemma 2. Suppose that {ei}∞i=1 is an orthonormal basis of H and that Tn is a
bounded sequence in B(H). If Tnei → Tei for all i, then Tn → T (SOT).
We are now ready to prove the main result of this section. Our approach is
inspired by the arguments of [23, Ex. 2], which were in turn inspired by a matrix
trick first observed in [12, p. 793].
Theorem 3. CSO
(SST)
= CSO
(SOT)
= CSO
WOT
= B(H).
Proof. Since the strong and weak operator topologies are both weaker than the
strong-* topology, it suffices to prove that CSO
(SST)
= B(H). Let T ∈ B(H), fix
an orthonormal basis β = {e1, e2, . . .} of H, and let Hn = span{e1, e2, . . . , en}.
Define An ∈ B(Hn) by insisting that 〈Anek, ej〉 = 〈Tek, ej〉 for 1 ≤ j, k ≤ n. In
other words, An is simply the upper-left n × n principal submatrix of the matrix
representation of T with respect to the basis β. Let Cn be an arbitrary conjugation
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on Hn and observe that the operator Tn = An ⊕ CnA∗nCn ⊕ 0 on H is complex
symmetric by [12, p. 793]. Since n > i implies that
‖Tei − Tnei‖2 =
∞∑
j=n+1
|〈Tei, ej〉|2, (3)
it follows that Tnei → Tei for each fixed i. Since ‖Tn‖ = ‖An‖ ≤ ‖T ‖ by con-
struction, it follows from Lemma 2 that Tn → T (SOT). An estimate similar to
(3) and another appeal to Lemma 2 confirm that T ∗n → T ∗ (SOT) as well, whence
Tn → T (SST). 
Among other things, the preceding theorem implies that
CSO ( CSO
(SST)
= CSO
(SOT)
= CSO
WOT
= B(H).
In particular, the closure of CSO is only of interest if the closure is taken respect
to the norm topology on B(H).
3. Compact operators
Having seen that CSO is a proper subset of B(H), one naturally wishes to know
how various well-studied classes of operators intersect CSO. It turns out that a
complete answer can be given in the case of compact operators.
Theorem 4. If T ∈ CSO and T is compact, then T ∈ CSO.
Before proving Theorem 4, we require two simple lemmas.
Lemma 5. The set of all conjugations on H is SOT closed.
Proof. Let Cn be a sequence of conjugations on H such that Cn → C (SOT). For
each x ∈ H we have∥∥C2x− x∥∥ = ∥∥C2x− C2nx∥∥
≤
∥∥C2x− CnCx∥∥ + ∥∥CnCx− C2nx∥∥
= ‖(C − Cn)Cx‖ + ‖(C − Cn)x‖ ,
which tends to zero by hypothesis whence C2 = I. Next observe that
| ‖Cx‖ − ‖x‖ | = | ‖Cx‖ − ‖Cnx‖ | ≤ ‖Cx− Cnx‖ → 0,
from which it follows that C is isometric. Since C is obviously conjugate-linear, we
conclude that C is a conjugation on H. 
Lemma 6. If T ∈ CSO, then there exist conjugations Cn such that CnT ∗Cn→T .
Proof. If Tn is a sequence of operators such that Tn → T and Cn is a sequence of
conjugations such that Tn = CnT
∗
nCn, then
‖T − CnT ∗Cn‖ ≤ ‖T − CnT ∗nCn‖+ ‖CnT ∗nCn − CnT ∗Cn‖
= ‖T − Tn‖+ ‖T ∗n − T ∗‖
= 2 ‖T − Tn‖
tends to zero. 
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Pf. of Theorem 4. Suppose that T belongs to CSO. LetK = ranT + ranT ∗ so that
K⊥ ⊆ kerT ∩kerT ∗ is a reducing subspace upon which T vanishes. In other words,
with respect to the orthogonal decomposition H = K ⊕ K⊥ we have T = T |K ⊕ 0.
By [23, Lem. 1] we know that T ∈ B(H) is complex symmetric if and only if
T |K ∈ B(K) is complex symmetric. Without loss of generality, we therefore assume
that
ranT + ranT ∗ = H. (4)
Let us briefly discuss our main approach. Since T belongs to CSO, there exist
conjugations Cn such that CnT
∗Cn → T by Lemma 6. It suffices to prove that
there exists a subsequence Cnj of the Cn which converges pointwise on both ranT
and ranT ∗. Indeed, the uniform boundedness of the Cnj and the assumption (4)
will then ensure that Cnj is SOT convergent on all of H, whence there exists a
conjugation C such that Cnj → C (SOT) by Lemma 5. The desired conclusion
T = CT ∗C will then follow by a simple limiting argument.
By [10, VIII.3.11], there exists a partial isometry U with kerT = kerU = ker |T |
such that T = U |T |. Here |T | denotes the compact selfadjoint operator √T ∗T . Let
λ1 ≥ λ2 ≥ · · · > 0 denote the nonzero eigenvalues of |T |, repeated according to their
multiplicity, and let x1, x2, . . . denote corresponding orthonormal eigenvectors. The
vectors yi = Uxi for i = 1, 2, . . . are also orthonormal and we see that
span{y1, y2, . . .} = ranT , span{x1, x2, . . .} = ranT ∗. (5)
By the remarks of the preceding paragraph, it suffices to find a subsequence Cnj of
Cn such that limj→∞ Cnjxm and limj→∞ Cnjym exist for m = 1, 2, . . ..
By compactness, the eigenspaces for |T | corresponding to its nonzero eigenvalues
are finite-dimensional and hence we may define a sequence ℓk of indices such that
λℓk > λℓk+1 and λℓk = λi for ℓk ≤ i < ℓk+1. Let Pk denote the orthogonal
projection onto the spectral subspace
ker(|T | − λℓkI) = span{xℓk , xℓk+1, ..., xℓk+1−1} (6)
and observe that Qk = UPkU
∗ is the orthogonal projection onto
span{yℓk , yℓk+1, ..., yℓk+1−1}.
The most difficult step in the proof of Theorem 4 is the verification of the following
claim:
Claim. For ℓk ≤ m < ℓk+1, we have
lim
n→∞
‖PkCnym‖ = 1, (7)
lim
n→∞
‖QkCnxm‖ = 1. (8)
Pf. of Claim. We proceed by induction on k. Suppose for our inductive hypothesis
that
lim
n→∞
‖PjCnyi‖ = lim
n→∞
‖QjCnxi‖ = 1 (9)
holds for all ℓj ≤ i < ℓj+1 whenever 0 < j < k. Observe that this is trivially true
if k = 1 since no corresponding j exist.
Let ℓk ≤ m < ℓk+1 and for each fixed i < ℓk let j be the unique index j < k
such that ℓj ≤ i < ℓj+1. By the inductive hypothesis (9), we see that
lim
n→∞
(I − Pj)Cnyi = 0 (10)
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since Cnyi is a unit vector. For i < ℓk it follows from (10) that
lim
n→∞
〈Cnxm, yi〉 = lim
n→∞
〈Cnyi, xm〉
= lim
n→∞
〈PjCnyi, xm〉+ lim
n→∞
〈(I − Pj)Cnyi, xm〉
= lim
n→∞
〈Cnyi, 0〉+ 〈0, xm〉
= 0 (11)
since Pjxm = 0 by definition.
Suppose that 0 < ǫ < 4λ2ℓk . Since CnT
∗Cn → T there exists some N1 so that
n ≥ N1 ⇒ ‖CnT ∗Cnxm − Txm‖ < ǫ
4λℓk
holds whenever ℓk ≤ m < ℓk+1. On the other hand, by (11) there exists some N2
such that
n ≥ N2 ⇒
ℓk−1∑
i=1
λ2i |〈Cnxm, yi〉|2 <
ǫ
2
. (12)
Since ‖Txm‖ = λℓk , for n ≥ N = max{N1, N2} it follows that
λ2ℓk −
ǫ
2
< λ2ℓk −
ǫ
2
+
ǫ2
16λ2ℓk
<
(
λℓk −
ǫ
4λℓk
)2
≤ (‖Txm‖ − ‖CnT ∗Cnxm − Txm‖)2
≤ ‖CnT ∗Cnxm‖2
= ‖T ∗Cnxm‖2
=
∞∑
i=1
|〈T ∗Cnxm, xi〉|2 by (5)
=
∞∑
i=1
|〈|T |U∗Cnxm, xi〉|2
=
∞∑
i=1
λ2i |〈U∗Cnxm, xi〉|2
=
∞∑
i=1
λ2i |〈Cnxm, yi〉|2
<
ǫ
2
+
∞∑
i=ℓk
λ2i |〈Cnxm, yi〉|2 by (12)
<
ǫ
2
+ λ2ℓk
ℓk+1−1∑
i=ℓk
|〈Cnxm, yi〉|2
︸ ︷︷ ︸
dn,m
+λ2ℓk+1
∞∑
i=ℓk+1
|〈Cnxm, yi〉|2
≤ ǫ
2
+ λ2ℓkdn,m + λ
2
ℓk+1
(1− dn,m).
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The final inequality follows since Cnxm is a unit vector and yℓk , yℓk+1, . . . is an
orthonormal set. Rearranging things somewhat we see that
n ≥ N ⇒ 0 ≤ (λ2ℓk − λ2ℓk+1︸ ︷︷ ︸
>0
)(1− dn,m) < ǫ, (13)
whence
lim
n→∞
dn,m = 1 (14)
whenever ℓk ≤ m < ℓk+1. Since
dn,m =
ℓk+1−1∑
i=ℓk
|〈Cnxm, Qkyi〉|2 = ‖QkCnxm‖2 ,
we obtain the second condition (8) of the claim. To conclude the induction, we
need to establish the first condition (7).
Summing (14) over ℓk ≤ i < ℓk+1 we obtain
ℓk+1 − ℓk = lim
n→∞
ℓk+1−1∑
i=ℓk
dn,i
= lim
n→∞
ℓk+1−1∑
i=ℓk
ℓk+1−1∑
m=ℓk
|〈Cnxi, ym〉|2
=
ℓk+1−1∑
m=ℓk

 lim
n→∞
ℓk+1−1∑
i=ℓk
|〈Cnym, xi〉|2


≤
ℓk+1−1∑
m=ℓk
1
= ℓk+1 − ℓk
by applying Bessel’s inequality to the unit vector Cnym and using the fact that set
xℓk , xℓk+1, . . . , xℓk+1−1 is orthonormal. In particular, the preceding tells us that
lim
n→∞
‖PkCnym‖2 = lim
n→∞
ℓk+1−1∑
i=ℓk
|〈Cnym, Pkxi〉|2 = 1,
which is the first condition (7) of the claim. This concludes the proof of the claim.

We now wish to prove that there exists a subsequence Cnj of Cn such that
Cnjxm and Cnjym converge for each m = 1, 2, 3, . . .. For each fixed m there exists
a unique k such that ℓk ≤ m < ℓk+1. Since the sets {PkCnym : n = 1, 2, . . .}
and {QkCnxm : n = 1, 2, . . .} are bounded subsets of the finite-dimensional spaces
ranPk and ranQk, respectively, it follows from a standard subsequence refinement
argument that there exists vectors y′m ∈ ranPk and x′m ∈ ranQk and a subsequence
Cnj of Cn such that
lim
j→∞
PkCnjym = y
′
m, (15)
lim
j→∞
QkCnjxm = x
′
m. (16)
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Putting this all together we find that
lim
j→∞
∥∥Cnjym − y′m∥∥ ≤ lim
j→∞
∥∥(I − Pk)Cnjym∥∥+ lim
j→∞
∥∥PkCnjym − y′m∥∥
= lim
j→∞
√∥∥Cnjym∥∥2 − ∥∥PkCnjym∥∥2 + 0
=
√
1− lim
j→∞
∥∥PkCnjym∥∥2
= 0
by (15) and (7), respectively. Thus limj→∞ Cnjym = y
′
m, as desired. An analogous
argument confirms that limj→∞ Cnjxm = x
′
m as well. This concludes the proof of
Theorem 4. 
4. Weighted shifts
We turn our attention now toward weighted shifts. It turns out that many
features of the Kakutani shift (2) are typical of irreducible weighted shifts which
belong to CSO. For instance, consider the following theorem.
Theorem 7. If T ∈ CSO is an irreducible weighted shift with weights {αn}∞n=1,
then
(i) there exists a subsequence of {αn}∞n=1 which tends to zero,
(ii) there exists a subsequence of {αn}∞n=1 which tends to α+ = sup{αn}∞n=1.
In particular, 0 and α+ belong to the essential spectrum σe(|T |) of |T | =
√
T ∗T .
Recalling that a weighted shift T with weights {αn}∞n=1 is compact if and only if
αn → 0 [11, Cor. 4.27.5], we see that Theorem 7 asserts that there are no compact
irreducible weighted shifts in CSO, in agreement with Theorem 4.
The remainder of this section is devoted to developing the tools required to prove
Theorem 7. In particular, we prove statements (i) and (ii) separately since they
call for completely different methods. The final statement of Theorem 7, however,
can easily be justified since statements (i) and (ii) imply that neither 0 nor α+ is
an isolated eigenvalue of |T | of finite multiplicity [10, Prop. 4.6].
Before proving the first portion of Theorem 7, we need to introduce a few useful
facts about the spectral theory of operators in CSO and its closure. Recall that
a complex number λ belongs to the approximate point spectrum σap(T ) of T if
and only if T − λI is not bounded below. In other words, λ belongs to σap(T ) if
and only if there exists a sequence of unit vectors xn such that (T − λI)xn → 0.
This is equivalent to asserting that T is not left invertible in B(H) [11, p. 116] (see
also [10, Prop. VII.6.4, Ex. VII.3.4]). Although in general, one only has
σap(T ) ∪ σap(T ∗) = σ(T ), (17)
(see [26, Pr. 73]) for a complex symmetric operator one obtains something signifi-
cantly stronger [30, Lem. 4.1]. Indeed, if T = CT ∗C for some conjugation C, then
observe that ‖(T − λI)x‖ =
∥∥(T ∗ − λI)Cx∥∥ for all x ∈ H whence
σap(T ) = σap(T ∗).
Putting the preceding together with (17) we find that
σ(T ) = σap(T ). (18)
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It turns out that (18) also holds under the weaker assumption that T is a norm
limit of complex symmetric operators.
Theorem 8. If T ∈ CSO, then σ(T ) = σap(T ) = σap(T ∗).
Proof. By Lemma 6 there exists conjugations Cn such that CnT
∗Cn → T . If
λ belongs to σap(T ), then there exists a sequence xn of unit vectors such that
(T − λI)xn → 0. Thus∥∥(T ∗ − λI)Cnxn∥∥ = ‖CnT ∗Cnxn − λxn‖
≤ ‖(CnT ∗Cn − T )xn‖+ ‖(T − λI)xn‖ ,
which tends to zero. We therefore conclude that σap(T ) ⊆ σap(T ∗). The proof of
the reverse containment is similar. 
The preceding theorem gives us a simple criterion for excluding certain operators
from CSO. For instance, the unilateral shift S is not a norm limit of complex
symmetric operators since σ(S) = D but σap(S) = ∂D [26, Prob. 82] (of course
there are more direct ways to prove this, see [15, Ex. 2.14], or [16, Cor. 7]).
With these preliminaries in hand, the proof of part (i) of Theorem 7 is now quite
simple.
Pf. of Theorem 7, (i). Since T ∗e1 = 0 it follows that 0 ∈ σap(T ∗) whence 0 ∈
σap(T ) by Theorem 8. Thus there exists a sequence of unit vectors xn such that
Txn → 0. Suppose toward a contradiction that there exists some δ > 0 such that
αn > δ for all n. This implies that
‖Txn‖2 =
∞∑
i=1
α2i |〈xn, ei〉|2 ≥ δ2
∞∑
i=1
|〈xn, ei〉|2 = δ2 ‖xn‖2 = δ2,
which contradicts the fact that Txn → 0. 
Before proving the second part of Theorem 7, we require a somewhat lengthy
technical lemma and the following definition.
Definition. If T ∈ B(H) and x ∈ H, then we say that x is shift-cyclic for T if
span{x, Tx, T 2x, . . . , T ∗x, T ∗2x, . . .} = H.
The motivation for the preceding definition lies in the fact if T is an irreducible
weighted shift, then each corresponding basis vector en of H is shift-cyclic for T .
Lemma 9. Suppose that T ∈ CSO. If Cn is a sequence of conjugations such that
CnT
∗Cn → T , x is a shift-cyclic vector for T , and Cnx converges, then T ∈ CSO.
Proof. Let v ∈ H and ǫ > 0. Without loss of generality we may assume that
‖T ‖ ≤ 1, ‖x‖ = 1, and ‖v‖ = 1. Since x is a shift-cyclic vector for T , there exists
constants a0, a1, . . . , am and b0, b1, . . . , bm such that∥∥∥∥∥v −
(
m∑
k=0
akT
kx+ bkT
∗kx
)∥∥∥∥∥ < ǫ6 .
Since each Cn is a conjugation it follows that∥∥∥∥∥Cnv −
(
m∑
k=0
akCnT
k + bkCnT
∗k
)
x
∥∥∥∥∥ < ǫ6 . (19)
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Since ∆n = T − CnT ∗Cn → 0 by hypothesis, there exists N1 such that
n ≥ N1 ⇒ ‖∆n‖ < min
{
1,
ǫ
6M2m
}
,
where
M =
m∑
k=0
(|ak|+ |bk|).
In particular, n ≥ N1 implies that∥∥∥CnT k − T ∗kCn∥∥∥ = ∥∥∥T k − CnT ∗kCn∥∥∥
=
∥∥(CnT ∗Cn +∆n)k − (CnT ∗Cn)k∥∥
≤
k∑
j=1
(
k
j
)
‖CnT ∗Cn‖k−j ‖∆n‖j
< ‖∆n‖
k∑
j=1
(
k
j
)
‖T ‖k−j ‖∆n‖j−1
< ‖∆n‖ 2k
<
ǫ
6M2m−k
<
ǫ
6M
holds for 0 ≤ k ≤ m. Thus for n ≥ N1 we have∥∥∥∥∥
m∑
k=0
(akCnT
k + bkCnT
∗k)x−
m∑
k=0
(akT
∗kCn + bkT
kCn)x
∥∥∥∥∥
≤
∥∥∥∥∥
m∑
k=0
ak(CnT
k − T ∗kCn)x
∥∥∥∥∥+
∥∥∥∥∥
m∑
k=0
bk(CnT
∗k − T kCn)x
∥∥∥∥∥
≤
m∑
k=0
(|ak|+ |bk|)
∥∥∥CnT k − T ∗kCn∥∥∥
< M · ǫ
6M
=
ǫ
6
. (20)
Since Cnx converges to some y by assumption, there exists N2 such that
n ≥ N2 ⇒ ‖Cnx− y‖ < ǫ
6M
.
Therefore n ≥ N2 implies that∥∥∥∥∥
m∑
k=0
(akT
∗kCn + bkT
kCn)x−
m∑
k=0
(akT
∗k + bkT
k)y
∥∥∥∥∥
≤
m∑
k=0
∥∥∥akT ∗k + bkT k∥∥∥ ‖Cnx− y‖
< M · ǫ
6M
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=
ǫ
6
. (21)
Putting this all together, if n ≥ N = max{N1, N2} we find that∥∥∥∥∥Cnv −
(
m∑
k=0
akT
∗k + bkT
k
)
y
∥∥∥∥∥ < ǫ2
by (19), (20), and (21). In particular,
n, n′ ≥ N ⇒ ‖Cnv − Cn′v‖ < ǫ
whence Cnv is Cauchy and therefore converges. By Lemma 5, there exists a conju-
gation C such that Cn → C (SOT).
Now consider T − CT ∗C. Fix u ∈ H and observe that
‖(T − CT ∗C)u‖ = ‖(CT − T ∗C)u‖
≤ ‖(C − Cn)Tu‖+ ‖CnTu− T ∗Cnu‖+ ‖T ∗(Cn − C)u‖
≤ ‖(C − Cn)Tu‖+ ‖T − CnT ∗Cn‖+ ‖(Cn − C)u‖ .
Since Cn → C (SOT), the first and third terms tend to zero. The second term
tends to zero by hypothesis whence T = CT ∗C so that T ∈ CSO. 
Now armed with Lemma 9, we complete the proof of Theorem 7.
Pf. of Theorem 7, (ii). Suppose toward a contradiction that no such subsequence
exists. Letting α+ = sup{αn}∞n=1, it follows that there exists an index ℓ such that
αℓ = α+. Additionally, there exist δ > 0 and N ∈ N such that
n ≥ N ⇒ 0 < αn ≤ α+ − δ. (22)
Since T ∈ CSO, there exist conjugations Cn such that CnT ∗Cn → T by Lemma 6.
We now write
Cneℓ =
N∑
k=1
〈Cneℓ, ek〉ek︸ ︷︷ ︸
xn
+
∞∑
k=N+1
〈Cneℓ, ek〉ek
︸ ︷︷ ︸
yn
and observe that ‖xn‖2 + ‖yn‖2 = 1 whence
‖CnT ∗Cneℓ‖2 = ‖T ∗(xn + yn)‖2
≤ α2+ ‖xn‖2 + (α+ − δ)2 ‖yn‖2
≤ α2+ ‖xn‖2 + (α2+ − 2α+δ + δ2) ‖yn‖2
= α2+ − δ(2α+ − δ) ‖yn‖2
≤ α2+ − δα+ ‖yn‖2
since δ < α+ by (22). In particular, the preceding tells us that ‖CnT ∗Cneℓ‖ ≤ α+
from which it follows that
0 ≤ δα+ ‖yn‖2
≤ α2+ − ‖CnT ∗Cneℓ‖2
= ‖Teℓ‖2 − ‖CnT ∗Cneℓ‖2
= (‖Teℓ‖+ ‖CnT ∗Cneℓ‖)(‖Teℓ‖ − ‖CnT ∗Cneℓ‖)
≤ 2α+(‖Teℓ‖ − ‖CnT ∗Cneℓ‖)
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≤ 2α+ ‖(T − CnT ∗Cn)eℓ‖ .
Since the preceding tends to zero, we conclude that yn → 0.
Now observe that the vectors xn belong to unit ball of the finite-dimensional
space HN = span{ei}Ni=1. Thus there exists a subsequence xnk of the xn which
converges to some x ∈ HN . Therefore
‖Cnkeℓ − x‖ = ‖xnk + ynk − x‖ ≤ ‖xnk − x‖+ ‖ynk‖ → 0,
whence Cnkeℓ → x. Since eℓ is a shift-cyclic vector for T and CnkT ∗Cnk → T , we
conclude from Lemma 9 that T ∈ CSO. However, this contradicts Lemma 1. 
5. Approximately Kakutani shifts
As we saw in Section 4, the Kakutani shift (2) demonstrates behavior which is
typical of irreducible weighted shifts in CSO. While Theorem 7 addresses some
of the large-scale structure of the weight sequence {αn}∞n=1, it sheds little light on
the small-scale behavior of the weights. For instance, the Kakutani shift possesses
a remarkable self-similarity in the sense that certain palindromic sequences are
repeated infinitely often in its weight sequence. Remarkably, it turns out that
an irreducible weighted shift which demonstrates some approximate level of self-
similarity must belong to CSO.
Theorem 10. If T is an irreducible weighted shift with weights {αn}∞n=1 such that
for each n ∈ N and ǫ > 0 there exists an index cn,ǫ ≥ n such that
0 < αcn,ǫ < ǫ, (23)
and
1 ≤ k ≤ n ⇒ |αk − αcn,ǫ−k| < ǫ, (24)
then T ∈ CSO.
Since the proof of the preceding theorem is somewhat long and involved, we defer
it until the end of this section. We instead prefer to focus on a related conjecture
and several consequences of our theorem.
Let us call an irreducible weighted shift T satisfying the hypotheses of Theorem
10 approximately Kakutani. We conjecture that this property is also necessary for
an irreducible weighted shift to belong to CSO.
Conjecture 1. Every irreducible weighted shift in CSO is approximately Kakutani.
Among other things, the following corollary asserts that an irreducible weighted
shift whose weight sequence is a suitable perturbation of the Kakutani sequence (2)
also belongs to CSO. In particular, this permits us to construct weighted shifts in
CSO\CSO whose moduli have desired spectral properties.
Corollary 11. If T is an irreducible weighted shift with weights {αn}∞n=1 such that
(i) limn→∞ α2n = 0,
(ii) limn→∞ sup{|αk − α2n−k| : 1 ≤ k ≤ 2n} = 0,
then T belongs to CSO.
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Proof. Fix n and let ǫ > 0. By (i), there exists K1 such that 0 < α2k < ǫ holds
whenever k ≥ K1. Letting
An = sup{|αk − α2n−k| : 1 ≤ k ≤ 2n},
we obtain from (ii) that there is a K2 such that k ≥ K2 implies that 0 ≤ Ak < ǫ.
Now let
cn,ǫ = 2
K1+K2+n.
Since K1+K2+n > K1 we have 0 < αcn,ǫ < ǫ, which is condition (23) of Theorem
10. Moreover, since K1 +K2 + n > K2, we also have
|αk − αcn,ǫ−k| < ǫ (25)
for k < cn,ǫ, which is condition (24) from Theorem 10. Finally, since cn,ǫ > n we
see that (25) holds whenever 1 ≤ k ≤ n. By Theorem 10, we conclude that T
belongs to CSO. 
Example 12. Consider the weight sequence {αn}∞n=1 whose first few terms are
α1 = 1, α9 = 1 +
1
37 +
1
39 ,
α2 =
1
2 , α10 =
1
2 +
1
36 +
1
310 ,
α3 = 1 +
1
33 , α11 = 1 +
1
33 +
1
35 +
1
311 ,
α4 =
1
4 , α12 =
1
4 +
1
312 ,
α5 = 1 +
1
33 +
1
35 , α13 = 1 +
1
33 +
1
313 ,
α6 =
1
2 +
1
36 , α14 =
1
2 +
1
314 ,
α7 = 1 +
1
37 , α15 = 1 +
1
315 ,
α8 =
1
8 , α16 =
1
16 .
In other words, the weights are defined inductively according to the following rules.
Let α2n =
1
2n and, having previously defined α1, α2, . . . , α2n−1, set
α2n+j = α2n−j +
1
32n+j
. (1 ≤ j ≤ 2n)
By construction, the weight sequence {αn}∞n=1 satisfies the hypotheses of Corol-
lary 11 and hence the corresponding weighted shift T belongs to CSO. More-
over, a simple number-theoretic argument reveals that the αi are distinct whence
σ(|T |) = {0} ∪ {αi}∞i=1 where each αi which is not a power of two is an eigenvalue
of multiplicity one. The essential spectrum σe(|T |) of |T | is simply {0, 1, 12 , 14 , . . .}.
Returning briefly to the subject of compact operators, we remark that the pre-
ceding example demonstrates that the fact that the eigenvalues of |T | tend to zero
is essential in the proof of Theorem 4. We remark that this fact is used explicitly in
equation (13). If the eigenvalues of |T | are allowed to accumulate elsewhere, then
behavior such as that exhibited in Example 12 is possible. It is therefore difficult to
conceive of a way in which the proof of Theorem 4 could be generalized to include
certain classes non-compact operators.
Having made our remarks about Theorem 10, we now proceed to its proof.
Pf. of Theorem 10. Since this proof is somewhat long and intricate, let us first
describe the general strategy. Using an iterative procedure, we first approximate the
original irreducible weighted shift T by a certain direct sum T ′ of finite-dimensional
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matrices of the form (1). In general, T ′ itself will not be a complex symmetric
operator since there is no reason to believe that the matrices (1) produced will
have any palindromic structure. We therefore approximate T ′ with a complex
symmetric weighted shift T ′′ constructed using an index juggling scheme.
Our first task is to select a strictly increasing sequence {mk}∞k=0 of indices so
that the weighted shift T ′ having the weight sequence {βi}∞i=1 defined by
βi =
{
αi if i 6= mk for all k,
0 if i = mk for some k,
(26)
approximates T well in the operator norm while also being itself well-approximated
by a complex symmetric weighted shift.
Given ǫ > 0, find an index N such that
0 < αN <
ǫ
4
. (27)
This is made possible by the assumption (23). Now inductively define sequences
{δk}∞k=0 and {mk}∞k=0 by setting
m−1 = 0, m0 = m1 = N, (28)
and
m2k+3 = c3m2k,δk −m2k−1, (29)
m2k+2 = m2k+3 −m2k +m2k−1, (30)
and
δk =
1
8
min
{
α1, α2, . . . , α3m2k ,
ǫ
2k
}
. (31)
Unfortunately, it is not clear that the sequence {mk}∞k=1 is strictly increasing. We
must therefore establish the following claim.
Claim. The sequence m1,m2,m3, . . . is strictly increasing.
Pf. of Claim. We induct on k in the statement
0 < m2k−1 < m2k < m2k+1 < m2k+2. (32)
Let us first verify the base case k = 1, which is the statement
m1 < m2 < m3 < m4. (33)
First observe that
3m2k ≤ c3m2k,δk (34)
for k ≥ 0. Substituting (29) into (30) and using (34) then yields
2m2k ≤ m2k+2 (35)
for k ≥ 0. Therefore
m0 = m1 = N by (28)
< 2m0 = 3m0 −m0
≤ c3m0,δ0 −m0 = m2 by (34)
= m3 −m0 < m3 by (30)
= m2 +m0 < 2m2 by (30)
≤ m4. by (35).
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This establishes the base case (33).
Suppose now that (32) holds for some k ≥ 1. Under this hypothesis, we wish to
show that
m2k+1 < m2k+2 < m2k+3 < m2k+4. (36)
First note that m2k+1 < m2k+2 is already part of the induction hypothesis (32).
The middle inequality of (36) follows from (30) since
m2k+2 = m2k+3 − (m2k −m2k−1) < m2k+3
holds by the lower inequality in (32). To complete the induction, we need only
verify the upper inequality in (36). This is established as follows:
m2k+3 < m2k+3 +m2k−1
= m2k+2 +m2k by (30)
< 2m2k+2 by (32)
≤ m2k+4. by (35)
This completes the proof of the claim. 
Having constructed the desired sequence {mk}∞k=0 of indices, we consider the
weighted shift T ′ whose weight sequence is defined by (26). To prove that T ′ is
a good approximation to T with respect to the operator norm, we must establish
that each omitted weight αmk is small. This is our next task.
In light of (27) and (28) we have
0 < αm0 = αm1 = αN <
ǫ
4
. (37)
Since m3 = c3N,δ0 it follows from (23) and (31) that
0 < αm3 < δ0 <
ǫ
4
. (38)
By (29) and (30) we see that
m2k+2 +m2k = m2k+3 +m2k−1 = c3m2k,δk
which yields
|αm2k+3 − αm2k−1 | < δk <
ǫ
2k+3
,
|αm2k+2 − αm2k | < δk <
ǫ
2k+3
,
by (24). Using the triangle inequality and summing a finite geometric series yields
|αm2k+2 − αm0 | <
ǫ
4
, for k ≥ 0,
|αm2k+3 − αm1 | <
ǫ
4
, if 2 ∤ k,
|αm2k+3 − αm3 | <
ǫ
4
, if 2 | k.
Since αm0 , αm1 , αm3 <
ǫ
4 by (37) and (38), we conclude from the preceding that
0 < αmk <
ǫ
2
for k ≥ 0. This implies that ‖T − T ′‖ < ǫ2 .
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Unfortunately, there is no reason to believe that T ′ belongs to CSO. Therefore
our next task is to approximate T ′ with a complex symmetric weighted shift T ′′.
At this point, it becomes more convenient to write T ′ =
⊕∞
k=1 Ak where
A1 =


0
α1 0
α2 0
. . .
. . .
αm1−1 0


and
Ak =


0
αmk−1+1 0
αmk−1+2 0
. . .
. . .
αmk−1 0


for k ≥ 2. To make certain formulas work out, we let A0 = A1. Let
A′k =


0
αmk−1 0
αmk−2 0
. . .
. . .
αmk−1+1 0


denote the matrix obtained from Ak by reversing the order of the weights along the
first subdiagonal.
Consider the relationship between the matrices A′2k+3 and A2k. The ℓth subdiag-
onal entry of A′2k+3 is αm2k+3−ℓ while the ℓth subdiagonal entry of A2k is αm2k−1+ℓ.
Since the sum of these indices is
(m2k+3 − ℓ) + (m2k−1 + ℓ) = m2k+3 +m2k−1 = c3m2k,δk
by (29), it follows from (24) that
|αm2k+3−ℓ − αm2k−1+ℓ| < δk <
ǫ
2
.
In particular, this tells us that ∥∥A′2k+3 −A2k∥∥ < ǫ2 .
Since A0 = A1 we observe that
T ′ =
∞⊕
k=1
Ak = A0 ⊕
∞⊕
k=2
Ak ∼=
∞⊕
k=0
(A2k+3 ⊕A2k) = S′.
Finally define T ′′ and S′′ by
T ′′ = A′3 ⊕

 ∞⊕
j=2
{
Aj if 2 ∤ j,
A′j+3 if 2 | j,

 ∼= ∞⊕
k=0
(A2k+3 ⊕A′2k+3)︸ ︷︷ ︸
∈CSO
= S′′.
The operator S′′ belongs to CSO since it is a direct sum of matrices A2k+3⊕A′2k+3
of the form (1) whose entries on the first subdiagonal are palindromic. Therefore
‖T ′ − T ′′‖ = ‖S′ − S′′‖ < ǫ
2
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whence
‖T − T ′′‖ ≤ ‖T − T ′‖+ ‖T ′ − T ′′‖ < ǫ
2
+
ǫ
2
= ǫ.
Thus T belongs to CSO, as claimed. 
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