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We consider a new Large Eddy Simulation model, derived with the introduction of suitable
horizontal (anisotropic) differential ﬁlters. One main advantage of this ﬁltering is that, for
channel ﬂows, there is no need for artiﬁcial boundary conditions. Hence, we can deal with
some realistic problems, equipped with Dirichlet boundary conditions, in special bounded
domains (at least those bounded only in one direction). Recent numerical results for
a similar model, based on a derivation with wave-number asymptotics, are also recalled.
After a detailed analysis of the properties of the differential ﬁlter, we prove that the
resulting initial–boundary value problem is well-posed in suitable anisotropic Sobolev
spaces, giving a strong mathematical support to the model we propose. Some remarks
on higher-accuracy Approximate Deconvolution Models are also given in the last section.
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1. Introduction
In this paper we make a detailed mathematical analysis for a new Large Eddy Simulation (LES) model, whose introduction
with horizontal ﬁlters is speciﬁcally designed with the perspective of studying ﬂows in bounded domains. In particular, we
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working on the numerical testing, which is nevertheless out of the scopes of the present paper.
We recall that the approach with anisotropic ﬁlters is not new in the LES community. In Deardorff [20], for example,
the Smagorinsky model is studied in presence of discretization grids with aspect ratios which are different in the various
directions: An equivalent grid-scale, involving the geometric mean of the different radii of ﬁltering, is proposed for the nu-
merical implementation. See also Scotti, Meneveau, and Lilly [44] for more recent studies, with the perspective of simulating
ﬂows also with the dynamic model of Germano et al. The idea of anisotropic ﬁlters is not completely new also in the case
of differential ﬁlters, and the generality of the approach of Germano [25] may contain also this case (even if some of its
speciﬁc properties seem not explored with full mathematical details, yet). Although the idea of anisotropic ﬁltering has been
employed before, the connection with the family of α-models, together with the treatment of boundary conditions is – to
the best of our knowledge – original. We also point out that the general lines of our approach have been proposed in [4].
Moreover, the connection with LES based on wave-number approximation (Rational and Clark-α) has been studied theo-
retically and numerically in [5,9], even if the mathematical properties of these two models, when derived with anisotropic
ﬁlters, are not completely satisfactory. Nevertheless, the numerical simulations with applications to stratiﬁed ﬂuids and to
an academic problem of stratiﬁed mixing in a lock-exchange system are very promising. We will summarize some of the
numerical results in Section 2.2.1.
This paper is part of a long project aimed at designing robust tools for the study of mixing phenomena, with possible
applications to modeling of certain oceanic ﬂows. We wish to develop a complete new family of large scale methods to
simulate mixing and to perform numerical simulations of the Navier–Stokes equations (NSE) (and also of the Oberbeck–
Boussinesq equations, which are generally known as Boussinesq equations, even if they were ﬁrst derived by Oberbeck and
subsequently and independently derived by Boussinesq, see Rajagopal, Ru˚žicˇka, and Srinivasa [38]), when Direct Numerical
Simulations (DNS) are not feasible. In particular, the numerical simulation of ﬂuids with variable density presents – at least –
the same diﬃculties of the NSE and the range of active scales precludes a DNS in a foreseeable future, see for instance
Sagaut [43], Geurts [26], and [8]. Moreover, a phenomenology à la Kolmogorov with decaying eddies is not clear when
density variations are present. Hence, one has to try to detect relevant modeling properties from other sources.
In this paper we want to justify the derivation of a new LES model for the NSE, based on anisotropic ﬁltering, and also
to give a rigorous mathematical validation, based at least on the well-posedness of the set of partial differential equations
approximating ﬂow averages. The results in this paper can be considered as only preliminary, since we are not taking into
account for density variations. The extension to the Boussinesq equations (a successive step which is technically less hard
once the behavior of the NSE is well-understood) will be treated in a forthcoming paper. In particular, we will focus on
the analytical properties of the ﬁltering and on the peculiar features of weak solutions for the associated systems of partial
differential equations.
One main motivation for our approach is that we believe that the interplay between modeling, numerical experiments,
and mathematical analysis could give a better understanding of several problems in ﬂuid mechanics. For these reasons we
try to extract as much information as possible (relevant for modeling and for computations) from the functional analysis
tools.
The physical problem we would like to treat is set in a channel
D := {x ∈ R3: −π < x1, x2 <π, −d < x3 < d},
with 2π -periodicity with respect to both x1 and x2. This is the simplest example of a bounded domain, with boundary
∂D := {x ∈ R3: −π < x1, x2 < π, x3 = ±d},
which turns out to be ﬂat. (Alternatively we can also consider the problem in an inﬁnite layer D inf := {x ∈ R3: −d < x3 < d}
with suitable decay at inﬁnity of the unknowns.) We will be able to consider the constant density, incompressible NSE (2.1)
in the domain D with vanishing Dirichlet boundary conditions. This will follow from the special shape of the domain, and
from the choice of avoiding ﬁltering in the vertical direction. We recall that – generically – models based on differential
ﬁlters cannot be applied to the case of domains with boundary, due to the lack of commutation between the ﬁlter and the
various differential operators. This represents a big problem, since the presence of commutation errors makes the problem
almost intractable from the analytical point of view.
Plan of the paper: In Section 2 we introduce an anisotropic ﬁlter and consequently related anisotropic LES models. We
also recall the results of some recent numerical testing and we focus on the relevant points concerning the role of boundary
conditions in modeling. In Section 3 we make a detailed analysis of the horizontal version of the Helmholtz–Stokes ﬁlter
we are proposing, proving the most relevant (for computations) mathematical properties. In Section 4 we give a preliminary
mathematical validation of the model, by showing some analytical properties: We deﬁne a proper class of weak solutions
and – within this class – we prove global existence, energy balance, and uniqueness. Finally, in Section 5 we make some
remarks how to adapt the same results to more general Approximate Deconvolution Models.
2. Derivation and basic properties of the model
In this section we introduce the new anisotropic (horizontal) LES model we will study and we give computational and
modeling justiﬁcations for its analysis. On the other hand, the mathematical assessment of well-posedness of the associated
boundary value problem will be given in Sections 3–4.
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It is well known that the numerical simulation of the NSE{
∂tu+ ∇ · (u⊗ u) − 1
Re
u+ ∇p = f,
∇ · u= 0,
(2.1)
poses serious problems, because the number N of active degrees of freedom needed to fully resolve the ﬂow is of the
order or Re9/4 (if space dimension equals three). The problem of ﬁnding useful (computable) averages and to determine the
set of equations satisﬁed by themselves is the core of LES and of large part of the mathematical theory of turbulence see,
e.g., [8,26,43].
Here we follow the approach based on differential ﬁlters (introduced by Germano [25] in the 1980s) and related with the
LES family of α-models, which have been object of intense research in the last decade, see e.g., [11,15,18,23,28,31,33,40].
Let us suppose that A is a linear unbounded operator, commuting with differentiation. Then, a way of introducing a sort of
“ﬁltering” is that of considering the quantity deﬁned by
u := A−1u.
In LES the most common example is the Helmholtz operator:
A := I− α2, with α > 0,
acting on divergence-free functions, and associated with periodic boundary conditions. The inverse operator A−1 :u → u
(also denoted in literature by the symbol G) is then deﬁned by the solution of the equation (with L-periodic boundary
conditions)
u− α2u= u in ]0, L[3. (2.2)
The positive number α should be of the same order of magnitude of the mesh-size h, because α is connected with the
smallest resolvable scale of the numerical method.
If one applies the ﬁlter to the NSE obtains the “ﬁltered Navier–Stokes equations”{
∂tu+ ∇ · (u⊗ u) − 1
Re
u+ ∇p = f¯,
∇ · u= 0.
(FNSE)
This involves the triple (u,u, p) of unknowns but, having at disposal only two equations, it needs to be rewritten in terms of
the unknowns (u, p). In the classical approach of LES one would like to determine a second order tensor τ (u,u) such that,
in some sense, τ (u,u) ∼ (u⊗ u) and this has been done in several ways, accounted for instance in [8,26,43]. As a historical
remark observe that Leray [34] already used in the 1930s the system (with our LES notation){
∂tu+ ∇ · (u⊗ u) − 1
Re
u+ ∇p = f,
∇ · u= 0,
to construct smooth approximations to the NSE, even he worked with the Cauchy problem and the ﬁlter was deﬁned
through molliﬁcation with a smooth kernel with compact support.
It is also clear that one can write, using only the ﬁltered variable u, the equality
(u⊗ u) = (Au⊗ Au),
but this does not add any further information on the problem, since it corresponds simply to a change of variables, if the
ﬁlter is invertible. By using a notation well-diffused in the LES community, from now on we will use as unknowns in the
LES systems (w,q) to recall that they are not ﬁltered ﬁelds/solutions, but approximations of the ﬁltered quantities (u, p).
The approximation is due to the introduction of some modeling in the (FNSE). In the recent years particular interest has
been found for ADM methods. Among this class, the Stolz and Adams models [1,46,47], are for instance based on suitable
deconvolution of the Helmholtz ﬁltering. This is obtained with the construction (with the van Cittert approximate decon-
volution algorithm) of a sequence of operators DN :=∑Nn=0(I− A−1)n which are bounded in L2 for each given N ∈ N, and
such that DN → A, as N → +∞. Beside the computational properties, the interest for this class of models is also motivated
by the fact that we rigorously proved that if wN denotes the solution of{
∂twN + ∇ · (DNwN ⊗ DNwN) − 1
Re
wN + ∇qN = f¯,
∇ ·wN = 0,
then wN
N→+∞−−−−−→ A−1u, where u is a Leray–Hopf weak solution to the NSE, see [10]. This is the ﬁrst result of this type
known for LES models, hence it gives a further support for the study of this family. (For other alpha-models as Decon-
volution Leray-α/NS-α it is possible to show in some cases convergence to single trajectories as N → +∞ or as α → 0,
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and a particular role is played by the zeroth order equation: The case N = 0 is also called Layton–Lewandowski [31] or
simpliﬁed Bardina [15] model{
∂tw− 1
Re
w+ ∇ · (w⊗w) + ∇q = f¯,
∇ ·w= 0.
(2.3)
This model is Galilean invariant, very competitive in the implementation, and with appealing mathematical properties.
However, ADM models have been developed primarily for homogeneous and isotropic ﬂows, while application to do-
mains with solid boundaries is generally diﬃcult for many reasons. One main mathematical limitation in presence of solid
boundaries is related with the boundary conditions to be imposed on the operator A and on u, since the non-local be-
havior of the averaged solutions near to the boundary prevents from a standard application of near wall modeling, see,
e.g., [8, Chap. 7–9]. The lack of commutation between differentiation and ﬁltering (cf. [7,22]) is source of problems in deriv-
ing the ﬁltered equations, but these problems disappear with the Helmholtz operator in the periodic setting. In particular,
the nonlinear term ∇ · (w⊗w) in (2.3) can be also written as ∇ · (w⊗w), since in the periodic setting they are the same.
In this paper we are trying to address these issues, by designing an α-numerical method which can be used in a domain
with boundary (or at least in some special cases).
2.2. A LES model based on horizontal ﬁlters
We will mainly consider a suitable modiﬁed version of the LES model (2.3) studied by Layton and Lewandowski [31],
since many properties are best studied on this model and we will make some remarks on higher-accuracy ADM models in
the last section. Formally the model we will study looks very similar to (2.3), and is derived essentially in the same way.
Contrary to (2.2) present in the deﬁnition of the averaging operator used in (2.3), we propose to use the ﬁltering deﬁned by
solving the following horizontal Helmholtz problem, with L = 2π -periodicity in the variables x1–x2
uh − α2huh = u, (2.4)
where the underscore “h” denotes the differential operators acting only on horizontal variables x1 and x2. More precisely,
in the sequel we will use the following notation: h := ∂2∂x21 +
∂
∂x22
, ∇h := ( ∂∂x1 , ∂∂x2 ); if we write w as w := (w1,w2,w3) :=
(wh,w3), we also have the identity
∇ ·w= ∇h ·wh + ∂w
3
∂x3
.
By writing the ﬁltered NSE associated with this horizontal operator we get
∂tu
h + ∇ · (u⊗ u)h − 1
Re
uh + ∇ph = f¯h.
Next, by calling Ah := I− α2h the horizontal Helmholtz–Stokes operator, we can write in terms of uh
∂tu
h + ∇ · (Ahuh ⊗ Ahuh)h − 1ReAhuhh + ∇ph = f¯h.
By using a zeroth order Approximate Deconvolution approximation (cf. [32,21,10]) and by replacing the Lagrangian multi-
plier with the gradient of a new function q one obtains the following system of partial differential equations:{
∂tw− 1
Re
w+ ∇ · (w⊗w)h + ∇q = f¯h,
∇ ·w= 0.
(2.5)
We supplement (2.5) with initial and Dirichlet boundary data, and we will also come back (cf. Section 3.1) later on with the
question of the divergence-free condition.
Remark 2.1. We propose a precise analysis of the model with N = 0, since this is the cornerstone to understand the appli-
cability of the modeling. In the ﬁnal section we show the small changes needed to deal with the general case N > 0.
Remark 2.2. In the derivation of the model we use an analogy with the Stolz and Adams model. Concerning the dissi-
pative term, we stress that for a smooth function f we have Ah f = Ah f . Consequently, one can replace Ahuhh by
Ahuhh = uh , see also Proposition 4.2 for further details. What is relevant here is that we can consider the problem in a
bounded domain. Nevertheless, the system of differential equations will turn out to be well-posed, even if the smoothing
acts only in two directions. All questions related with boundary conditions will be discussed with detail later on, starting
with Section 2.2.2.
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smoothing created by the Helmholtz operator is unnecessary strong. The systems derived by using instead the operator
As = I−α2ss , for suitable (large enough) s < 1 are still well-posed. Here we show that the system is well-posed when the
smoothing is less strong in another sense: The ﬁltering operator acts only on two variables.
2.2.1. On related anisotropic ﬂuid equations
One main justiﬁcation for the introduction of the anisotropic horizontal ﬁlter (2.4) and consequently the related
model (2.5) is that, at least in ocean modeling, most of the mixing takes place in the horizontal directions. Several sub-grid-
scale models based on (Smagorinsky) eddy viscosity acting only in the horizontal variables have been tested for stratiﬁed
ﬂows, especially in the context of 2D dam-break problem in a rectangular enclosed domain. For this reason it makes sense
to consider the ADM counterpart, which is based on horizontal differential ﬁlters.
We also observe that one main geometric property is that the boundary is ﬂat. (This seems reasonable, because for ﬂow
in the ocean the horizontal scales are much larger than the vertical one and this information has been used to study also
speciﬁc equations, as the primitive equations [12,14] or the equations for horizontal Ekman layers equations analyzed by
Chemin et al. [16].)
In the case of rotating ﬂuids, the NSE presents an anisotropy due to the fact that in the direction orthogonal to the
rotation axis the ﬂow properties are different from those in the remaining one. This leads to the study of equations with
anisotropic viscosity{
∂tw− 1
Re
hw+ ∇ · (w⊗w) + ∇p = f,
∇ ·w= 0.
Although dissipation is present only in the horizontal directions, still it allows to construct mild/weak solutions, by suitably
adapting the classical semi-group theory and by taking into account that the vanishing divergence implies better properties
on the vertical component of the velocity. In particular, in [16] authors are able to show local (and global for small data)
existence and uniqueness of mild solutions in certain anisotropic Sobolev spaces, adapted to the problem; see also the results
in [27]. In some sense, the approach we used in the derivation of (2.5) can be considered the “dual” of that for rotating
ﬂuids: In [16] authors recognized that viscosity in the horizontal variables is enough for local well-posedness. On the other
hand, we observe that horizontal ﬁltering (of the complete NSE) is enough for global well-posedness (regardless the size
of the data). Anyway, the solution will belong to certain anisotropic Sobolev spaces, because certain derivatives (especially
the vertical one of the vertical component of the velocity) are smoother than the others. This splitting into horizontal
and vertical variables unknowns resembles some of the tools employed in Cao and Titi [12], and better information on
the vertical velocity (in other cases obtained by hydrostatic approximation) is one of the main tools to prove global well-
posedness for global circulation equations. Moreover, we also use tools similar to those employed to prove regularity criteria
for the NSE in terms on only one or two components of the velocity, see e.g. [13,30].
As a purely technical remark, we do not use the approach of multipliers and Littlewood–Paley decomposition. We keep
our setting in the classical Sobolev spaces in order to keep the proofs elementary (treating with very direct calculations the
different regularity of certain derivatives). This is motivated by the fact that we are proposing a computational method and
consequently the basic energy balance and estimates must be written in the way most comprehensible by practitioners.
In a previous work we used the different approach of approximation by wave-number asymptotics and accordingly we
derived the following families of anisotropic (horizontal) Rational or Clark-α models⎧⎨⎩ ∂tw+ ∇ · (w⊗w) − 1Rew+ ∇ ·
(
I− κ α
2
4
h
)−1
α2
2
∇hw∇hwT + ∇q = f,
∇ ·w= 0,
(2.6)
where [∇hw∇hwT ]i j :=∑2k=1 ∂wi∂xk ∂w j∂xk . When κ = 1 (2.6) is the Rational model, while when κ = 2 is the Clark-α one. We
studied the computational results which can be obtained with the above two models, because we have at disposal a very
robust and stable numerical code, on which we can perform in a simple and precise way assessments of the results. We
compared anisotropic LES methods with other methods which are well found in literature. The overall situation is that
numerical results are better than those obtained with the (isotropic) Rational or Clark-α method. From the theoretical point
of view models (2.6) are not completely satisfactory since we are not able to show the existence of a smooth and unique
solution, globally in time. This is another point in favor of the present ADM method and also for a better understanding of
the computational advances that it can bring in the ﬁeld.
Just to give the ﬂavor of the computational advantages we summarize the results in [5,9] showing how the horizontal
RLES and the horizontal Clark-α models perform in the numerical simulation of 3D turbulent stratiﬁed ﬂows. In [5,9] we
tested anisotropic models on the Boussinesq equations (hence even on a more complex problem) and we compared the
performance of four LES models: 1) the RLES model, 2) the Clark-α model, 3) the horizontal RLES model, and 4) the
horizontal Clark-α model – against (DNS) results. The comparison criterion was that the closer the LES results are to the
benchmark (DNS) results, the better the LES model is. We also included under-resolved numerical simulations without any
LES modeling, denoted by (DNS)∗. Thus, it is expected that the LES models produce better results than the (DNS)∗.
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responding to Prandtl number of heat and water at room temperature, we take Pr = 7. The Reynolds number Re controls
the range of turbulent features and we considered Re = 10,000, which corresponds to moderately turbulent ﬂows. For the
coarse resolution, the number of grid points was N = 545,025, while for the ﬁne resolution N = 8,320,614. This number
of degrees of freedom is large enough, since previous experiments showed that the ﬁnest resolution used does indeed cor-
respond to DNS. The accuracy of the LES models has been evaluated through a posteriori testing. The main measure used is
the background/reference potential energy (RPE), which is the minimum potential energy that can be obtained through an
adiabatic redistribution of the water masses:
RPE := gLW
H∫
0
ρ ′(zr)zr dzr,
where zr(ρ ′) is the height of ﬂuid of density ρ ′ in the minimum potential energy state. Further discussion of the energetics
of the lock-exchange problem can be found in [36,37]. Since this is a scalar quantity which can be easily visualized, we
mainly investigated the ability of the LES models to reproduce the RPE curve produced by DNS runs. We also compared our
results with the isotropic and horizontal versions of the Rational and Clark-α LES models. The best results are obtained with
the horizontal Clark-α LES model (cf. Fig. 3 in [5]). Nevertheless, overall both horizontal LES models perform signiﬁcantly
better than their standard isotropic counterparts.
2.2.2. On boundary conditions
In this section we start explaining why the introduction of horizontal methods seems so interesting from the point of
view of modeling. Generally LES models are derived in the whole space or in a setting with periodic boundary conditions.
The extension and application of techniques to bounded domains present many challenging problems.
First, we observe that when using differential ﬁlters the equations appearing in the deﬁnition of the ﬁlter must be sup-
plemented by suitable boundary conditions (whose choice inﬂuences the results and generally the choice of the Neumann
ones is used in computations, cf. [29]).
As second problem we point out that, in a domain with boundary, generically ﬁltering and differential operators do not
commute, hence the derivation of the ﬁltered NSE is dubious. Observe also that prolongation of the unknowns outside the
computational domain allows to deal with a problem in the whole space, but other new errors are generated. Commutation
and boundary commutation errors, have a role that cannot be neglected, see [7,22]. Even if these two issues were been
solved, the next problem is that the value of the ﬁltered variables on the boundary is not known. Also in this case one
can introduce some kind of modeling by using slip boundary conditions or also the technique (started with conventional
turbulence models) of matching with boundary layer expansions, see the review in [8, Chap. 9–10]. Also in this case new
sources of error arise.
Based on the above observations we point out that a main advantage of our ﬁltering with (2.4) is that we do not need to
impose conditions other than the periodicity in xh . More precisely the ﬁltering should be deﬁned as follows: given u which
is 2π -periodic in xh , ﬁnd uh 2π -periodic in xh such that
uh − α2huh = u, in D,
hence there is no need for other boundary conditions (in addition to the periodicity in the horizontal variables we have
on all ﬁelds we consider). We do not need to have boundary conditions on the upper and lower part of the domain (since
the differential operator has no derivatives in the vertical direction), hence this excludes a priori some of the problems
concerned with boundary conditions in LES (for a different approach see also the inviscid regularization in [15]). Hence,
in the sequel the operator Ah should be intended as the horizontal Helmholtz–Stokes operator with D(Ah) the space of
functions which are smooth-enough (with horizontal derivatives up to second order in L2) and periodic with respect to xh .
Next, once the LES model (2.5) has been derived, we can supplement it with Dirichlet boundary conditions or even with
Navier (slip type) boundary conditions, depending on the speciﬁc problem we have in mind. In any case, the vanishing
normal component of the velocity ﬁeld is not affected by the ﬁltering, hence we do not need to design speciﬁc set of
boundary conditions related to the model. This reduces in an intrinsic way the possible sources of error.
3. Functional setting and basic properties of the ﬁlter
In this section we study the main properties of the horizontal Helmholtz–Stokes operator (2.4). In particular, if ∇ · u= 0,
then one would like to have the same property reproduced also on uh . This is the reason why in problems of ﬂuid me-
chanics, instead of studying the (full) Helmholtz equations, one should employ as differential ﬁlter a Stokes-type system,
enforcing also the constraint on the divergence:{
u− α2u+ ∇p = u,
∇ · u= 0.
This is somewhat source of misunderstanding because in the literature the solution of the Helmholtz and Helmholtz–Stokes
system are – most of the times – denoted in the same way with the symbol “ ”. Even if this is not very precise, it is
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in domains without boundaries. On the other hand, in the general case the solutions do not coincide (under Dirichlet
boundary conditions on u the pressure p is not anymore a constant!) but this is a case which is not generally treated by
papers on theoretical LES.
Here, we need to prove the same property, since we need to clearly deﬁne which is the operator Ah = (I−α2h) we are
plugging into the equations as a ﬁlter. In particular we show: 1) the basic regularity properties of (u, p), a solution of the
horizontal Helmholtz–Stokes system (3.8); 2) that when ﬁltering a divergence-free and tangential ﬁeld then the pressure is
constant, hence the operator can be seen as a pure horizontal Helmholtz operator (cf. (3.7)). Beside the precision in writing
the equations and their meaning, this is also relevant for computations, since it allows a straightforward solution of the
differential problem especially when using spectral methods. A related idea to consider ﬁltering in bounded domains is that
of using Navier boundary conditions and has been used by Bennis, Lewandowski, and Titi [3].
All functions that we shall consider are 2π -periodic in the variable xh , and we use standard symbols for Lebesgue and
Sobolev spaces. Let us deﬁne some speciﬁc function spaces in which we will work:
L2(D) :=
{
φ : D → R, measurable, 2π-periodic in xh,
∫
D
|φ|2 dx< +∞
}
,
and L2 := (L2(D))3, while L20 ⊂ L2(D) is the subspace of functions with zero mean value. We use the same notation ‖ · ‖ for
the norm in these spaces and we also deﬁne
H1h :=
{
u ∈ L2(D): ∇hu ∈
(
L2(D)
)2}
.
In addition we deﬁne
H
1
h :=
{
u ∈ L2: ∇hu ∈
(
L2(D)
)6
, ∇ · u ∈ L2(D), and u · n= 0 in H−1/2(∂D)},
where n denotes the exterior unit normal vector on ∂D . Observe also that since u := (u1,u2,u3) ∈ H1h has divergence
in L2(D), then
∂u3
∂x3
= −∇h · uh = −∂u
1
∂x1
− ∂u
2
∂x2
∈ L2(D)
and consequently since ∇u3 ∈ (L2(D))3 the trace u · n= ±u3 is well deﬁned not only in H−1/2(∂D), but also in H1/2(∂D).
Remark 3.1. This improved regularity of the third component of the velocity ﬁeld will be the main tool for the results of the
paper. This is the same main observation in [16,27] in order to prove related results in anisotropic spaces or for anisotropic
equations.
In the sequel we denote by the symbol “→” the strong convergence and by “⇀” the weak convergence in Banach spaces.
Throughout the paper we will consider α as a ﬁxed positive number and we do not study the behavior of solutions in terms
of α. This explains why in the next theorems we ﬁx α is some bounded interval ]0,α0]. (Clearly the relevant values of α
are the small ones, recalling that α = O(h), where h is the mesh-size.)
Theorem 3.1. Let us assume that f ∈ L2(D) and 0< α < α0 . Then, there exists a unique solution u ∈ H1h , periodic with respect to xh,
of
u − α2hu = f in D. (3.7)
In addition, we have the estimate
‖u‖2 + 2α2‖∇hu‖2  ‖ f ‖2.
Proof. The proof is a straightforward application of the Lax–Milgram lemma to the Hilbert space H1h for the continuous and
coercive bi-linear form
a(u, v) :=
∫
D
uv dx+ α2
∫
D
∇hu∇hv dx. 
3.1. On the “horizontal” Helmholtz–Stokes operator
We show the properties of the “horizontal” Helmholtz–Stokes operator, hence we prove some results which are of inde-
pendent interest. Observing that with a little more generality (not making the problem more complex) we can also consider
problems with assigned divergence, we start with the following result.
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2hu+ ∇p = f in D,
∇ · u= g in D,
u · n= 0 on ∂D.
(3.8)
In addition, we have the estimate
‖u‖ + α‖∇hu‖ + α
∥∥∇u3∥∥+ ‖p‖ c(‖f‖ + ‖g‖),
where the constant c depends on the domain and on α0 .
Proof. We present a proof which gives an explicit estimate for the pressure, since we need to rigorously prove some results
on it. In order to have a self-contained proof (without the use of De Rham theorem) we consider a perturbed problem. We
follow an approach similar to that studied in [2]. To ﬁt the technique to artiﬁcial compressibility to our problem (because
here there is no direct control of the H1-norm of the solution, hence of the divergence) we study, for λ > 0 the problem⎧⎨⎩u− α
2hu− λ∇(∇ · u) + ∇p = f in D,
λp + ∇ · u= g in D,
u · n= 0 on ∂D.
The variational formulation is the following: Let us deﬁne the linear space X := (H1h)2 × H10 × L20, where we impose the zero
mean value on p for compatibility reasons and also because otherwise the pressure is determined modulo a constant in the
case λ = g = 0. On X×X we deﬁne the family of bi-linear forms (parametrized by λ 0)
aλ(U , V ) :=
∫
D
u · vdx+ α2
∫
D
∇hu∇hvdx+ λ
∫
D
(∇ · u)(∇ · v)dx−
∫
D
p(∇ · v)dx+ λ
∫
D
pqdx+
∫
D
(∇ · u)qdx
for U = (u, p) ∈ X and V = (v,q) ∈ X. Straightforward calculations show that for each ﬁxed λ > 0 (and α > 0) the bi-linear
form aλ(·,·) is continuous and coercive in X since
aλ(U ,U ) =
∫
D
|u|2 dx+ α2
∫
D
|∇hu|2 dx+ λ
∫
D
|∇ · u|2 + λ
∫
D
|p|2 dx,
and the latter quantity is equivalent to the norm of X. By Lax–Milgram lemma, for each f ∈ L2 and g ∈ L2(D) (at this point
there is no need to impose the zero mean value, which will be required later on, when passing to the limit as λ → 0) there
exists a unique solution Uλ = (uλ, pλ) ∈ X of the problem: Find Uλ = (uλ, pλ) ∈ X
aλ(Uλ, V ) =
∫
D
fvdx+
∫
D
gqdx ∀V = (v,q) ∈ X. (3.9)
Moreover, the following estimate is obtained by using Uλ as test function
‖uλ‖2
2
+ α2‖∇huλ‖2 + λ‖∇ · uλ‖2 + λ‖pλ‖2  ‖f‖
2
2
+ ‖g‖‖p‖. (3.10)
By increasing the right-hand side with ‖f‖
2
2 + ‖g‖
2
2λ + λ2‖p‖2 one obtains directly estimates which are valid for each ﬁxed
λ > 0. The right-hand side and the terms regarding pressure and the divergence of uλ are not uniformly bounded in terms
of the parameter λ. To overcome this problem we observe that – in the sense of distributions –
∇pλ = f− uλ + α2huλ − λ∇(∇ · uλ)
and we denote the dual of H10(D) by H
−1 := (H10(D))∗ , where
H10(D) :=
{
u ∈ L2: ∇u ∈ (L2(D))9, u= 0 on ∂D},
which satisﬁes H−1 ↪→ L2(D) with continuous embedding. Then, by comparison it follows
‖∇pλ‖H−1  ‖f‖H−1 + ‖uλ‖H−1 + α2‖huλ‖H−1 + λ
∥∥∇(∇ · uλ)∥∥H−1
 ‖f‖L2 + ‖uλ‖L2 + α2‖huλ‖H−1 + λ
∥∥∇(∇ · uλ)∥∥H−1 .
Next, we observe that
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0 =φ∈H10
|〈huλ,φ〉|
‖∇φ‖ = sup0 =φ∈H10(D)
| ∫D ∇huλ∇hφ dx|
‖∇φ‖
 sup
0 =φ∈H10(D)
‖∇huλ‖‖∇hφ‖
‖∇φ‖  sup0 =φ∈H10(D)
‖∇huλ‖‖∇φ‖
‖∇φ‖
 ‖∇huλ‖.
A similar estimate holds also for the last term involving ∇(∇ ·uh) and, by using the well-known “negative-norm” inequality
(see for instance [2])
∃c > 0 ‖ f ‖L2  c‖∇ f ‖−1 valid for all f ∈ L20,
we obtain that
‖pλ‖L2  c‖∇pλ‖−1  c
(‖f‖L2 + ‖uλ‖L2 + α2‖∇huλ‖L2 + λ‖∇ · uλ‖L2). (3.11)
Remark 3.2. We are not using the most general version of the negative-norm inequality, since we know in advance that
pλ ∈ L2(D). (Roughly speaking, the same result holds also for distributions with gradients in H−1.)
We take the square of (3.11), which is still bounded by ‖f‖
2
2 + ‖g‖‖p‖ and we add it to both sides of (3.10). With the
Schwartz inequality, we arrive to
‖uλ‖2
2
+ α2‖∇huλ‖2 + λ‖∇ · uλ‖2 +
(
1
2
+ λ
)
‖pλ‖2  c
(‖f‖2 + ‖g‖2).
We have then uniform bounds in λ > 0 for several quantities, hence we can ﬁnd a sequence λn → 0+ and a function
U = (u, p) ∈ (H1h)3 × L20 such that
uλn ⇀ u in
(
H1h
)3
and pλn ⇀ p in L
2
0.
Moreover, since in the sense of distributions (or at least in H−1) it holds ∇ · uλ = g − λpλ , the uniform bound established
on pλ implies that also the quantity ‖∇ · uλ‖L2 is bounded uniformly with respect to λ. Hence, (up to a new sub-sequence)
we can ﬁnd λn → 0+ such that ∇ · uλn ⇀ g and ﬁnally
uλn ⇀ u in
(
H1h
)2 × H10 and pλn ⇀ p in L20,
with ∇ · u = g in L20. Passing to the limit in the variational formulation, we obtain that (u, p) is a solution of the problem
with λ = 0, with the requested estimate in terms of f, g , and α. Moreover by the linearity of the problem, U = (u, p) is the
unique solution of the variational problem
a0(U , V ) =
∫
D
fvdx+
∫
D
gqdx. 
Remark 3.3. The proof can be easily adapted to study the problem with f ∈ (H1h)∗ . Moreover, if one considers the case
g ≡ 0 the proof becomes considerably simpler. We put all generality since we are interested also in developing similar
tools for compressible ﬂows, and also to better understand the role of the pressure and of the divergence in the variational
formulation. For the sake of completeness we recall the very recent result of Secchi [45] for the “glm” model of Holm, which
is a possible α-model for barotropic compressible ﬂows.
Remark 3.4. The same results hold also in the inﬁnite strip D inf or in the half-space R3+ , with minor modiﬁcations of the
function spaces (due to the zeroth order term we are not using any kind of Poincaré inequality), but the main steps of the
proof remain the same.
Next, we show that the regularity can be improved with respect to the horizontal variables, by showing the natural
counterpart of the H2-regularity result for the Stokes operator.
Theorem 3.3. Let the same hypotheses of Theorem 3.2 hold true and assume also that g ∈ H1(D). Then the weak solution (u, p)
satisﬁes also
‖∇hu‖ + α‖∇h∇hu‖ + α
∥∥∇∇hu3∥∥+ ‖∇p‖ c(‖f‖ + ‖g‖H1).
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general g . To prove Theorem 3.3 we use the classical approach of Nirenberg translations and we deﬁne, for 0 = k ∈ R
τ ik f (x) :=
f (x+ kei) − f (x)
k
, i = 1,2,
where {ei}i=1,2,3 is the canonical basis of R3 and f : D → R. Observe that we do not need test functions which are
divergence-free in the weak formulation (3.9) and this is one of the main advantages of this approach. Due to the peri-
odicity in xi , i = 1,2∥∥τ ik f (x)∥∥L2  C, uniformly in k ⇐⇒ ∂ f∂xi ∈ L2.
Hence, by using as test function in the weak formulation (3.9) the function τ i−kτ
i
kUλ ∈ X (and this is legitimate, due to the
periodicity in the horizontal variables) we get with some integration by parts
aλ
(
τ ikUλ, τ
i
kUλ
)= ∫
D
fτ i−kτ
i
kuλ dx.
By using again the same tricks as before and the standard estimates for incremental ratio in Sobolev spaces it follows that
(τ ikuλ, τ
i
k pλ) satisﬁes the estimate∥∥τ ikuλ∥∥2 + α2∥∥∇hτ ikuλ∥∥2 + (1+ λ)∥∥τ ik pλ∥∥2  c‖f‖2, for i = 1,2.
Uniform bounds in λ > 0 imply (again by using the same arguments and uniqueness of weak limit) that
‖∇hu‖ + α‖∇h∇huλ‖ + ‖∇h p‖ c‖f‖.
Next, observe that from the third equation in (3.8) we obtain
∂p
∂x3
= f 3 − u3 + α2hu3,
which, by comparison is in L2(D) from the previous step. Hence, we also proved that
‖∇p‖ c‖f‖.
The estimate on ∇∇hu3 ﬁnally follows by using the divergence equation. 
The regularity of the weak solution implies the following proposition, which is of particular interest for the implemen-
tation of the model since in our speciﬁc problem f will be the NSE solution and g = ∇ · u= 0.
Proposition 3.1. Let f ∈ L2 with ∇ · f= 0 in D, f ·n= 0 on ∂D, and let g = 0. Then the pressure p ∈ L20 in the weak solution (u, p) of
problem (3.8) is identically zero.
Proof. Due to the regularity proved in the previous theorem, the calculations we perform are completely justiﬁed and not
only formal. Taking the divergence of the ﬁrst equation in (3.8), we get p = 0 in H−1, since ∇ · u = 0 in L2(D) and also
∇ · (hu) = 0 in H−1. The latter can be proved as follows: hu ∈ L2 and performing suitable integration by parts we get
〈∇ · hu, φ〉 = −
∫
D
hu∇φ dx=
∫
D
∇hu∇∇hφ dx
= −
∫
D
∇h(∇ · u)∇hφ dx= 0,
for all smooth functions vanishing on ∂D . In the various integrations by parts to get rid of the boundary terms we used in
the order: the fact that φ = 0 on ∂D , the periodicity in xh , and in the last step the fact that boundary integral is∫
∂D
∇hu · n∇hφ dS =
2∑
k=1
(−1)k
π∫
−π
π∫
−π
∇hu3
(
x1, x2, (−1)kd
)∇hφ(x1, x2, (−1)kd)dx1 dx2,
which vanishes. This holds since the normal component of u is identically zero on ∂D and also its horizontal derivatives
vanish on the boundary.
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the homogeneous Neumann problem⎧⎨⎩
p = 0 in D,
∂p
∂n
= 0 on ∂D,
whose unique solution (with vanishing mean value) is p = 0. 
In particular this shows that when applying the ﬁlter to a tangential divergence-free function, the corresponding solution
is divergence-free and the pressure is vanishing, hence the application of the horizontal Helmholtz–Stokes or Helmholtz
ﬁlter will be the same. This is clearly due to the particular geometric setting of our problem, but nevertheless explains why
in the sequel we can write the equations with the ﬁlter deﬁned by the operator Ah = I− α2h .
4. Existence and uniqueness results
After the preliminary results in Section 3 concerning the ﬁlter, we can now study the well-posedness of the initial value
problem (2.5). The proof is based on a rather standard application of the Faedo–Galerkin method, in appropriate anisotropic
Sobolev spaces. The results concerning the (generalized) energy balance and that of uniqueness are mainly due to the fact
that third component of the velocity is better behaved than the ﬁrst two. The main underlying idea is derived by observing
that the convective term can be rewritten as follows:
∇ · (w⊗w) = (w · ∇)w= (wh · ∇h)w+ w3 ∂w
∂x3
. (4.12)
In both terms we have the product of one quantity which is behaved as a Leray–Hopf weak solution of the NSE (wh and
∂3wm) and another one which is as smooth as a strong solution (∇hw and w3m), see [19,48] for the deﬁnitions of these
solutions. This will allow to obtain better information, critical for instance for the uniqueness.
4.1. Functional setting
In order to precisely deﬁne the functional setting, in addition to the classical Sobolev spaces Hs , we introduce some
spaces of divergence-free functions. The notation is slightly different from the previous section, since now we enforce the
constraint on the divergence from the very beginning. In this way we use Hilbert spaces which resemble the standard
ones used in the study of the NSE. (Observing that Eqs. (2.5) are periodic in the horizontal directions, we assume that all
functions we consider have vanishing mean value with respect to x1 and x2.) Next, we deﬁne the following spaces:
H := {φ ∈ (L2(D))3, such that ∇ · φ = 0 and ϕ · n= 0 on ∂D},
Vh :=
{
φ ∈ H, such that ∇hϕ ∈
(
L2(D)
)6}
,
V := {φ ∈ H, such that ∇ϕ ∈ (L2(D))9 and ϕ = 0 on ∂D},
H2h :=
{
φ ∈ (H1h)3, such that ∇h∇φ ∈ (L2(D))18},
and we denote (for vector and tensor valued functions) the scalar product in L2 by (·,·) and the norm in L2 simply by ‖ · ‖.
We give now the deﬁnition of weak solution to problem (2.5).
Deﬁnition 4.1. We say that w : D → R3 is a “regular weak solution” to (2.5) with w = 0 on ∂D × (0, T ) and w(0,x) =
w(0) ∈ Vh if
w ∈ L∞(0, T ; H) ∩ L2(0, T ; V ),
w ∈ L∞(0, T ; Vh) ∩ L2
(
0, T ; H2h
)
,
w ∈ Cw(0, T ; Vh),
w3 ∈ L∞(0, T ; H1)∩ L2(0, T ; H2),
∂tw ∈ L2
(
0, T ; V ∗), (4.13)
and if the following equality holds for all ϕ ∈ (C∞0 (D × [0, T [))3, with ∇ ·ϕ = 0
−
+∞∫
0
(w, ∂tϕ) + 1
Re
(∇w,∇ϕ) + (∇∇hw,∇∇hϕ) −
(
(w⊗w),∇ϕh)ds = +∞∫
0
(
f¯h,ϕ
)
ds − (w0,ϕ(0)).
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since it disappears after projecting over divergence-free ﬁelds. Even if the role of the pressure is of increasing interest we
preferred to skip the details about it, since they are not needed for the theorems we will prove. Note that in the weak
formulation – in addition to the standard integration by parts – we used also that periodicity with respect to xh implies
that (
f h, g
)= ( f h, gh − α2h gh)= ( f h, gh)− α2(h f h, gh)= ( f , gh), (4.14)
for all smooth-enough f , g . We also stress that weak solutions of (2.5) have regularity properties (4.13) which lie in
between the known regularity of weak and of strong solutions for the NSE. In particular, wh has the same smoothness of
weak solutions, while w3 is as smooth as the strong solutions. (The horizontal components of w are missing some of the
derivatives in the vertical direction.)
We ﬁrst show existence of “regular weak solutions” and we will address later on the more technical question of unique-
ness.
Theorem 4.1. Let be given w(0) ∈ Vh and f ∈ L2(0, T ; H). Then, there exists a weak solution of (2.5), such that the “energy inequali-
ty” (4.16) holds true.
The proof is based on the use of suitable test functions to determine the balance for the Vh/V -norm. The idea of testing
the equations by Aw, where the differential ﬁlter acts as u := A−1u and the implications in LES has presumably been
ﬁrst recognized [6] for the Rational model (see also [11] for Clark-α model). In particular, when A denotes the standard
Helmholtz operator the following identity holds true.
Proposition 4.1. Let w be a smooth, 2π -periodic (with respect to x1 , x2 , and also x3), and divergence-free function, deﬁned on
]−π,π [3 and let the ﬁltering be deﬁned by the solution of the Helmholtz equation (2.2) with 2π -periodic boundary conditions.
Then, it follows that(∇ · (w⊗w),w− α2w)= (∇ · (w⊗w),w− α2w)= (∇ · (w⊗w),w)= 0.
The proof of this lemma follows simply by integrating by parts. This is well set in absence of boundaries and it is also the
main tool used to show well-posedness of the Clark-α and Layton–Lewandowski (simpliﬁed Bardina) models, see [15,31].
The use of this (or related identities) constitutes a very powerful tool for studying well-posedness of scale similarity and
Approximate Deconvolution LES Models [46], see also [8, Chap. 8]. Moreover, this result cannot be directly transferred in a
more general setting, because of the limitations of the use of differential ﬁlters in domains with boundary, and also by the
presence of boundary integral in the integrations by parts. Some computational aspects of choosing appropriate boundary
conditions for the solution of the Helmholtz–Stokes operator are discussed in [29,3].
As we announced in the introduction the fact that averaging takes place only in the horizontal variables makes pos-
sible to require the periodicity just in xh . On the other hand, the original boundary conditions on the lower and upper
boundary ∂D of the ﬁltered function are the same as the unﬁltered one: this prevents from introducing ad hoc or artiﬁcial
boundary conditions. We have then the following result:
Proposition 4.2. Let w be a smooth, space-periodic with respect to xh, and divergence-free vector ﬁeld deﬁned on the domain D such
that w · n = 0 on ∂D. Let the ﬁltering be deﬁned by the solution of the horizontal Helmholtz equation (2.4) with periodic boundary
conditions. Then, the following identity holds true:(∇ · (w⊗w)h, Ahw)= 0.
Proof. We observe that the ﬁltering is linear and moreover it follows that uh − α2huh = u− α2huh . This can be proved
by observing that if we denote by ψ := u− α2huh then it solves ψ − α2hψ = u− α2hu. Next, multiplying by ψ − u,
where u= uh − α2huh , we obtain with integration by parts that
‖ψ − u‖2 = −α2∥∥∇h(ψ − u)∥∥2  0,
hence that ψ = u. Next, by using the identity (4.14) we can “shift” the ﬁlter operator from one side to the other of a scalar
product and since w · n= 0 on the boundary, we get(∇ · (w⊗w)h,w− α2hw)= (∇ · (w⊗w),w− α2hwh)= (∇ · (w⊗w),wh − α2hwh)
= (∇ · (w⊗w),w)= 0. 
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wm(t,x) :=
m∑
j=1
g jm(t)E j(x),
where the smooth functions {E j} j∈N are the eigenfunctions of the Stokes operator on D , with Dirichlet boundary conditions
on ∂D and periodicity with respect to x1 and x2. The explicit expression for these eigenfunctions can be found in Rumm-
ler [42], but for our purposes it is enough to observe that the functions E j have the following general form: they are linear
combinations of
Exp(ik1x1 + ik2x2)W(x3), ki ∈ Z\{0}, (4.15)
for certain (computable) families of smooth functions W : ]−d,d[ → R vanishing at x3 = ±d. Since we are dealing with real
functions one has to take suitable conjugation and one can alternatively use linear combinations of sines and cosines in the
variables x1 and x2. The approximate functions wm solve the Cauchy problem for a system of ordinary differential equations⎧⎨⎩
d
dt
(wm, E i) + 1
Re
(∇wm,∇E i) −
(
(wm ⊗wm),∇E ih
)= (f¯h, E i),
wm(0) = Pm
(
w(0)
)
,
for i = 1, . . . ,m, where Pm denotes the projection operator over Vm := Span〈E1, . . . , Em〉. For each given m ∈ N this
system of ordinary differential equations admits locally a unique solution. To show that the life-span is bounded from
below independently of m we need some a priori estimates. These are obtained by using as test function the quantity
Ahwm := wm − α2hwm . Observe that, due to the explicit expression (4.15) for the eigenfunctions, the quantity Ahwm is a
legitimate test function, since it still belongs to Vm . Standard manipulations and the use of Proposition 4.2 imply directly
the following equality
1
2
d
dt
(‖wm‖2 + α2‖∇hwm‖2)+ 1Re (‖∇wm‖2 + α2‖∇∇hwm‖2)= (f,wm).
The requested integrations by parts are justiﬁed since for all u,v ∈ Vm
(−u,v) = −
π∫
−π
π∫
−π
∂u
∂x3
vdx1 dx2
∣∣∣∣∣
d
−d
+ (∇u,∇v),
(u,hv) = (hu,hv) +
(
∂2u
∂x23
,hv
)
= (hu,hv) +
π∫
−π
π∫
−π
∂u
∂x3
hvdx1 dx2
∣∣∣∣∣
d
−d
−
(
∂u
∂x3
,
∂hv
∂x3
)
= (hu,hv) +
(
∂∇hu
∂x3
,
∂∇hv
∂x3
)
,
where the formulas (especially the vanishing of the boundary terms) follow from the vanishing Dirichlet boundary condi-
tions of functions in Vm and from periodicity in the horizontal variables.
Remark 4.1. The same argument holds true if we consider the problem with vanishing Navier (slip without friction) bound-
ary conditions.
Next, integration over [0, t] ⊆ [0, T ] proves that
1
2
(∥∥wm(t)∥∥2 + α2∥∥∇hwm(t)∥∥2)+ 1Re
t∫
0
(‖∇wm‖2 + α2‖∇∇hwm‖2)ds
= 1
2
(∥∥wm(0)∥∥2 + α2∥∥∇hw(0)∥∥2)+ t∫
0
(f,wm)ds.
The boundedness of f in L2(0, T ; H) implies that
wm ∈ L∞(0, T ; H ∩ Vh) ∩ L2
(
0, T ; V ∩ H2),h
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parameters, we have ‖wm‖L2(V ) = O(Re1/2), ‖wm‖L∞(Vh) = O(α−1), and ‖wm‖L2(H2h ) = O(Re
1/2α−1).
Next, since wm is divergence-free, we have (in the sense of distributions) the identity
∂w3m
∂x3
= −∇h · [wm]h , and we obtain
that
w3m ∈ L∞
(
0, T ; H10
)
.
By using again the divergence-free constraint, we also obtain
∂2w3m
∂x23
= −∇h · ∂[wm]h
∂x3
which by comparison belongs to L2(0, T ; L2). Since hw3m ∈ L2(0; T ; L2), by using the regularity results for the Poisson
equation and the fact that w3 vanishes on ∂D , we obtain, uniformly in m,
w3m ∈ L∞
(
0, T ; H10
)∩ L2(0, T ; H2).
As usual we employ some information on the time-derivative in order to use compactness tools and to show that wm con-
verges towards a weak solution to (2.5). In a standard way we prove some regularity of the time-derivative by comparison.
Since we know that wm belongs to L2(0, T ; V ∗), we need estimates on the nonlinear term ∇ · (wm ⊗wm)h and to this
end we use the well-known estimate (see [19])∣∣∣∣∫
D
u∇vw dx
∣∣∣∣ C‖u‖Hs1 ‖v‖Hs2+1‖w‖Hs3 , for s1 + s2 + s3  32 ,
with si = 3/2 and C depending only on D . With identity (4.12) we obtain, for all ϕ ∈ V∣∣(∇ · (wm ⊗wm)h,ϕ)∣∣ ∥∥wmh ∥∥H1/2‖∇hwm‖L2‖ϕ‖H1 + ∥∥w3m∥∥H1/2∥∥∥∥∂wm∂x3
∥∥∥∥
L2
‖ϕ‖H1
 C
∥∥wmh ∥∥1/2∥∥∇wmh ∥∥1/2‖∇hwm‖‖∇ϕ‖ + C∥∥w3m∥∥1/2∥∥∇w3m∥∥1/2‖∇wm‖‖∇ϕ‖.
By using the fact that wm ∈ L∞(0, T ; L2 ∩ H1h) ∩ L2(0, T ; H10 ∩ H2h) we infer that
C
∥∥wmh ∥∥1/2∥∥∇wmh ∥∥1/2‖∇hwm‖ + C∥∥w3m∥∥1/2∥∥∇w3m∥∥1/2‖∇wm‖ ∈ L2(0, T ).
These estimates show that ∂twm ∈ L2(0, T ; V ∗) and standard results of compactness (Aubin–Lions lemma) imply that there
exists w regular as in (4.13) such that – up to a sub-sequence –
wm →w in L2
(
0, T ; (L2(D))3).
This is enough to pass to the limit as m → +∞ in the nonlinear term and to show that w is a solution to (2.5). This follows
as for the NSE, cf. [19,48]. Next, by using also standard results on lower semi-continuity of the norm we can also prove the
following “energy inequality”
1
2
(∥∥w(t)∥∥2 + α2∥∥∇hw(t)∥∥2)+ 1Re
t∫
0
(∥∥∇w(s)∥∥2 + α2∥∥∇∇hw(s)∥∥2)ds
 1
2
(∥∥w(0)∥∥2 + α2∥∥∇hw(0)∥∥2)+ t∫
0
(
f(s),w(s)
)
ds. (4.16)
Moreover it also follows that w ∈ Cw(0, T ; H1h). 
The quantity from the left-hand side of (4.16)
1
2
(∥∥w(t)∥∥2 + α2∥∥∇hw(t)∥∥2)
is not the kinetic energy, but it is the natural quantity which remains bounded for weak solutions of our model, see also
related conserved quantities in Rebholz [40]. Since its role is similar to that of the energy for viscous ﬂows, we call it
“energy of the model.” In the same way, the quantity
1
Re
t∫
0
(∥∥∇w(s)∥∥2 + α2∥∥∇∇hw(s)∥∥2)ds
is not the dissipation, but the “dissipation of the model.”
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because the loss in regularity for the ∂tw coming from the term w cannot be balanced.
The next step is to show that the solution we constructed is unique: The main relevant point is that the regularity
in (4.13) is enough to prove uniqueness. Since the paper is of potential interest also for readers more interested in modeling
and/or applications, than in rigorous results of mathematical analysis we give two proofs of the uniqueness result. The ﬁrst
one is only formal, but contains the main idea. In Section 4.3 we will give the complete proof, which relies on a precise
study of the energy (of the model) balance.
Theorem 4.2. Let w1 and w2 be two “regular weak solutions” on [0, T ] to system (2.5) corresponding to the same initial datum
w(0) ∈ Vh and external force f ∈ L2(0, T ; H). Then w1 ≡w2 .
Formal proof. Let us assume that we have two weak solutions w1 and w2 corresponding to the same initial datum and
initial force. The difference W := (W 1,W 2,W 3) :=w1 −w2 satisﬁes the initial boundary value problem⎧⎪⎪⎨⎪⎪⎩
∂tW− W+ ∇ · (w1 ⊗w1)h − ∇ · (w2 ⊗w2)h + ∇ P = 0 in D × [0, T ],
∇ ·W= 0 in D × [0, T ],
W(t,x) = 0 on ∂D × ]0, T ],
W(0,x) = 0 in D.
Multiplying by AhW := W − α2hW and integrating by parts one directly obtains the following equality (this step is just
formal, since we do not have enough regularity on W to perform such calculations)
1
2
d
dt
(‖W‖2 + α2‖∇hW‖2)+ 1Re (‖∇W‖2 + α2‖∇∇hW‖2)= ((W · ∇)w2,W).
We estimate now the right-hand side as follows (we use the standard Gagliardo–Nirenberg inequalities and the vanishing
divergence of both solution wi)∣∣((W · ∇)w2,W)∣∣ ∣∣((Wh · ∇h)w2,W)∣∣+ ∣∣(W 3∂3w2,W)∣∣
 ‖Wh‖L4‖∇hw2‖‖W‖L4 +
∥∥W 3∥∥L∞‖∂3w2‖‖W‖
 C‖W‖1/2‖∇W‖3/2‖∇hw2‖ + C
(‖∇W‖ + ‖∇∇hW‖)‖∇w2‖‖W‖. (4.17)
Hence, by repeatedly using Young’s inequality, we obtain that there exists a constant C > 0 (depending only on D) such
that ∣∣((W · ∇)w2,W)∣∣ 1
2Re
(‖∇W‖2 + α2‖∇∇hW‖2)+ C(Re3‖∇hw2‖4 + Re(1+ 1/α2)‖∇w2‖2)‖W‖2.
We thus obtain
d
dt
(‖W‖2 + α2‖∇hW‖2)+ 1Re (‖∇W‖2 + α2‖∇∇hW‖2) 2C(Re3‖∇hw2‖4 + Re(1+ 1/α2)‖∇w2‖2)‖W‖2,
and, since w2 satisﬁes (4.13), we have that ‖∇hw2‖4L2 + ‖∇w2‖2L2 belongs to L1(0, T ). In addition, since W(0) = 0, by using
Gronwall lemma, we get
W≡ 0 in [0, T ]. 
This completes the formal proof, which nevertheless contains the main ideas. One possible way to overcome the fact that
the use of Ahw as multiplier is not justiﬁed, passes through an integral formulation and a precise understanding of the
balance for the “energy of the model.” In the next section we present the proof of both properties, in order to ﬁx rigorously
the uniqueness question.
4.2. On the energy (of the model) equality
In this section we prove the “energy equality,” instead of the weaker inequality (4.16) we have previously obtained. The
following proposition is of interest by itself for two reasons: a) From the mathematical point of view shows one of the
properties which are missing (or better still unknown) for weak solutions of the NSE; b) From the modeling point of view
it shows that the solutions to the model (2.5) have the correct energy balance.
164 L.C. Berselli / J. Math. Anal. Appl. 386 (2012) 149–170Proposition 4.3 (Energy of the model equality). Letw be a regular weak solution to (2.5), then the following equality holds true for all
t ∈ [0, T ]
1
2
(∥∥w(t)∥∥2 + α2∥∥∇hw(t)∥∥2)+ 1Re
t∫
0
(∥∥∇w(s)∥∥2 + α2∥∥∇∇hw(s)∥∥2)ds
= 1
2
(∥∥w(0)∥∥2 + α2∥∥∇hw(0)∥∥2)+ t∫
0
(
f(s),w(s)
)
ds. (4.18)
The proof is based on the same tools used to handle weak solutions of the NSE, as in the classical companion papers by
Prodi [39] and Lions [35]. Recent advances on the questions concerning energy equality for the NSE can be also found in
Cheskidov, Friedlander, and Shvydkoy [17]. In the case of the NSE one of the main obstacles in proving the energy equality
is that
T∫
0
〈ut,u〉ds
is not well deﬁned since ut ∈ L4/3(0, T ; V ∗): To have a well-deﬁned duality with u ∈ L2(0, T ; V ) the regularity ut ∈
L2(0, T ; V ∗) would be needed. Here the situation is slightly different since we would write the expression
T∫
0
〈wt, Ahw〉ds,
and wt ∈ L2(0, T ; V ∗), but now Ahw ∈ L2(0, T ; L2). The situation is in some sense reversed: In our case we have the correct
regularity with respect to time, but the regularity in the space variables is missing. To overcome this problem we use a
space–time smoothing, which will also show how to handle the convective term. To this end we shall need some classical
results for Friederichs (time) molliﬁers, collected in the following lemma. See also the review in [24, Sect. 2].
Lemma 4.1. Let j(s) be a real, even, positive, inﬁnitely differentiable function, with support in (−1,1), and with ∫
R
j(s) = 1. Let be
given w ∈ Lq(0, T ; X) for 1 q < +∞ with X a Hilbert space. For 0<  < T deﬁne
w(t) := ( j ∗ w)(t) =
T∫
0
j(t − s)w(s)ds,
with j(s) := −1 j(−1s). Then w ∈ Ck([0, T ]; X), for all k 0 and
lim
→0‖w − w‖Lq(0,T ;X) = 0.
Moreover
lim
k→+∞
‖wk, − w‖Lq(0,T ;X) = 0,
for all sequences {wk}k ⊂ Lq(0, T ; X) such that wk → w in Lq(0, T ; X).
Proof of Proposition 4.3. Let {wk}k be sequence of smooth, divergence-free functions, converging to w in L2(0, T ; H10 ∩ H2h).
Next, use as test function in the weak formulation for w the family of functions {Ahwk,}, where for each k ∈ N and for
each  > 0
wk, := [wk] := j ∗wk.
Let be given t ∈ ]0, T [, we ﬁrst observe that if w is a solution to (2.5), then
lim
k→+∞
t∫
0
(∇ · (w⊗w), Ahwk,h)ds = − t∫
0
(
(w · ∇)w,w
)
ds. (4.19)
In fact, by integration by parts and deﬁnition of the ﬁlter
t∫ (∇ · (w⊗w), Ahwk,h)ds = − t∫ ((w · ∇)wk, ,w)ds.
0 0
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t∫
0
(
(w · ∇)wk, ,w
)− ((w · ∇)w,w)ds
∣∣∣∣∣

∣∣∣∣∣
t∫
0
(
(wh · ∇h)(wk, −w),w
)+(w3 ∂
∂x3
(wk, −w),w
)
ds
∣∣∣∣∣

t∫
0
‖wh‖L3
∥∥∇h(wk, −w)∥∥L6‖w‖L2 ds +
t∫
0
∥∥w3∥∥L∞∥∥∥∥ ∂∂x3 (wk, −w)
∥∥∥∥
L2
‖w‖L2 ds.
By using standard interpolation inequalities, Sobolev embedding, Hölder inequality, and the known regularity (4.13) of w
we also get∣∣∣∣∣
t∫
0
(
(w · ∇)wk, ,w
)− ((w · ∇)w,w)ds
∣∣∣∣∣
 C(T ) sup
0<s<T
∥∥w(s)∥∥3/2( t∫
0
‖∇w‖2 ds
)1/4( t∫
0
∥∥∇∇h(wk, −w)∥∥2 ds
)1/2
+ C sup
0<s<T
∥∥w(s)∥∥( t∫
0
∥∥w3∥∥2H2 ds
)1/2( t∫
0
∥∥∇(wk, −w)∥∥2 ds
)1/2
.
Since all norms of w appearing in the right-hand side are bounded and also by using Lemma 4.1, we obtain that the
right-hand side vanishes as k goes to ∞. Next, since ∇∇hwk, → ∇∇hw in L2(D × ]0, T [) we also obtain
lim
k→+∞
t∫
0
(−w, Ahwk,)ds = lim
k→+∞
t∫
0
(∇w,∇wk,) + α2(∇∇hw,∇∇hwk,)ds
=
t∫
0
(∇w,∇w) + α2(∇∇hw,∇∇hw)ds.
We thus proved the following equality
t∫
0
[
(w, ∂tw) + α2(∇hw, ∂t∇hw) − 1Re (∇w,∇w) −
α2
Re
(∇∇hw,∇∇hw) +
(
(w · ∇)w,w
)]
ds
= −
t∫
0
(f,w)ds +
(
w(t),w(t)
)+ α2(∇hw(t),∇hw(t))− (w(0),w(0))− α2(∇hw(0),∇hw(0)). (4.20)
Using that the kernel j(·) is even in (−, ) we obtain
t∫
0
(w, ∂tw) + α2(∇hw, ∂t∇hw)ds =
t∫
0
dj(t − s)
dt
[(
w(t),w(s)
)+ α2(∇hw(t),∇hw(s))]dt ds = 0.
Next, since (at least) w ∈ Cw(0, T ; Vh) and
∫ 
0 j(s)ds = 1/2 then
(
w(t),w(t)
)+ α2(∇hw(t),∇hw(t))= ∫ j(s)[(w(t),w(t + s))+ α2(∇hw(t),∇hw(t + s))]ds
0
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∫
0
j(s)
[∥∥w(t)∥∥2L2 + α2∥∥∇hw(t)∥∥2L2]ds + (w(t),w(t + s) −w(t))
+ α2(∇hw(t),∇hw(t + s) − ∇hw(t))
= 1
2
[∥∥w(t)∥∥2L2 + α2∥∥∇hw(t)∥∥2L2]+ O(),
where O() denotes a quantity such that as  → 0+ vanishes with the same order of  . A similar result holds also for the
corresponding term concerning t = 0. It also easily follows, by using just the regularity w ∈ L∞(0, T ; L2)∩ L2(0, T ; H1), that
lim
→0
t∫
0
(
(w · ∇)w,w
)
ds =
t∫
0
(
(w · ∇)w,w)ds,
and (exactly in the same way as for the NSE) approximation of w by smooth functions shows ﬁnally
∫ t
0 ((w · ∇)w,w)ds = 0.
By collecting all results we can pass to the limit as  → 0+ in (4.20) to obtain the “energy equality” (4.18). 
Observe that, due to the “improved regularity of w3” of our solution w we haven’t assumed any further regularity
assumption. On the other hand, for the NSE one has to require extra conditions (e.g. u ∈ L4(0, T ; L4), or criteria in [17]) in
order to prove (4.19), since known regularity u ∈ L8/3(0, T ; L4) ⊂ L∞(0, T ; L2) ∩ L2(0, T ; H1) seems not suﬃcient.
4.3. Proof of uniqueness of regular weak solutions
We have now at disposal the main tools to give a (rigorous) proof of Theorem 4.2.
Proof of Theorem 4.2. We now use smoothing and energy equality to handle the fact that the use of AhW as a test function
is not allowed. The situation is similar to the NSE, when one wants to prove “weak-strong” uniqueness results with only
one solution better than a weak solution. This has been obtained for the ﬁrst time by Sather, as accounted in [24,48]. Let
us use the functions [Ahw2]k, constructed as above, as test function in the weak formulation for w1 and [Ahw1]k, as test
functions for w2. By using exactly the same arguments we employed in (4.19) one can pass to the limit as k → +∞ to
show the two equalities
t∫
0
[(
w1, ∂t[w2]
)+ α2(∇hw1, ∂t[∇hw2])− 1Re (∇w1, [∇w2])
− α
2
Re
(∇h∇w1, [∇h∇w2])− ((w1 · ∇)[w2],w1)]ds
= −
t∫
0
(
f(s), [w2](s)
)
ds + (w1(t), [w2](t))+ α2(∇hw1(t), [∇hw2](t))
− (w1(0), [w2](0))− α2(∇hw1(0), [∇hw2](0))
and also
t∫
0
[(
w2, ∂t[w1]
)+ α2(∇hw2, ∂t[∇hw1])− 1Re (∇w2, [∇w1])
− α
2
Re
(∇h∇w2, [∇h∇w1])− ((w2 · ∇)[w1],w2)]ds
= −
t∫
0
(
f(s), [w1](s)
)
ds + (w2(t), [w1](t))+ α2(∇hw2(t), [∇hw1](t))
− (w2(0), [w1](0))− α2(∇hw2(0), [∇hw1](0)).
By the properties of the molliﬁers
∫ t
0 (w2, ∂t[w1])ds = −
∫ t
0 (w1, ∂t[w2])ds, hence by adding together the two equalities
we also obtain
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Re
t∫
0
[(∇w1, [∇w2])+ (∇w2, [∇w1])+ α2(∇h∇w1, [∇h∇w2])+ α2(∇h∇w2, [∇h∇w1])]ds
+
t∫
0
[(
(w2 · ∇)w2, [w1]
)− ((w1 · ∇)[w2],w1)]ds
= −
t∫
0
(
f, [w1 +w2]
)
ds + (w1(t), [w2](t))+ (w2(t), [w1](t))
+ α2(∇hw1(t), [∇hw2](t))+ α2(∇hw2(t), [∇hw1](t))− (w1(0), [w2](0))
− (w2(0), [w1](0))− α2(∇hw1(0), [∇hw2](0))− α2(∇hw2(0), [∇hw1](0)).
By passing to the limit as  → 0 in the nonlinear term (again possible due to the regularity of the solutions w1 and w2, as
explained in the previous section) we obtain
lim
→0+
t∫
0
(
(w1 · ∇)[w2],w1
)− ((w2 · ∇)w2, [w1])ds = t∫
0
((
(w1 −w2) · ∇
)
w1,w2
)
ds.
To this end one has to employ the usual splitting of w= (wh,w3), the same Sobolev space inequalities as in (4.19), and the
standard properties of the molliﬁers to prove the result. Since all other terms do not present further diﬃculties in passing
to the limit as  → 0+ , we arrive at the equality
−
t∫
0
[
2
Re
(∇w1,∇w2) + 2α
2
Re
(∇h∇w1,∇h∇w2) +
(
(W · ∇)w1,w2
)]
ds
= −
t∫
0
(f,w1 +w2) + 2
(
w1(t),w2(t)
)+ 2α2(∇hw1(t),∇hw2(t))− 2(w1(0),w2(0))− 2α2(∇hw1(0),∇hw2(0)).
We now add together the latter equality, the “energy equality” satisﬁed by w1, and that satisﬁed by w2 to obtain, for
W :=w1 −w2,
1
2
(∥∥W(t)∥∥2 + α2∥∥∇hW(t)∥∥2)+ 1Re
t∫
0
(∥∥∇W(s)∥∥2 + α2∥∥∇∇hW(s)∥∥2)ds = t∫
0
((
W(s) · ∇)w2(s),W(s))ds.
Hence, we can use the inequality (4.17) and there exists a constant C > 0 such that
t∫
0
∣∣((W · ∇)w2,W)∣∣ds t∫
0
1
2Re
(‖∇W‖2 + α2‖∇∇hW‖2)+ C(Re3‖∇hw2‖4 + Re(1+ 1/α2)‖∇w2‖2)‖W‖2 ds.
Hence we ﬁnally obtain
∥∥W(t)∥∥2 + α2∥∥∇hW(t)∥∥2  2C t∫
0
(∥∥∇hw2(s)∥∥4 + ∥∥∇w2(s)∥∥2)∥∥W(s)∥∥2 ds
 2C
t∫
0
(∥∥∇hw2(s)∥∥4 + ∥∥∇w2(s)∥∥2)(∥∥W(s)∥∥2 + α2∥∥∇hW(s)∥∥2)ds.
By recalling the regularity properties of “regular weak solutions” to the LES model (2.5) stated in (4.13) we have ‖∇hw2‖4 +
‖∇w2‖2 ∈ L1(0, T ). Finally, the integral form of Gronwall’s lemma implies that W≡ 0. 
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In this section we prove the basic a priori estimate for the analogous of the Stolz–Adams model, when based on the
anisotropic ﬁlter deﬁned by (2.2). The results of this section are the fundamental ones in order to prove existence for
related ADM models, and we leave the details to the interested reader, since the treatment is very similar to that from the
previous sections.
We observe that for any basis function in Vm the operator A
−1
h acts as follows
A−1h
[
Exp(ik1x1 + ik2x2)W(x3)
]= 1
1+ α2(k21 + k22)
Exp(ik1x1 + ik2x2)W(x3).
In the same way as with the standard ﬁlter deﬁned through the inverse (full) Helmholtz operator, the deconvolution opera-
tor DhN associated to Ah is constructed thanks to the Van-Cittert algorithm, and it is formally deﬁned by
DhN :=
N∑
n=0
(
I− A−1h
)n
. (5.21)
Starting from (5.21), we can express the deconvolution operator by the formula
DhN
[
Exp
(
i(k1x1 + k2x2)
)W(x3)]= N∑
n=0
(
α2|k|2
1+ α2|k|2
)n
Exp
(
i(k1x1 + k2x2)
)W(x3)
= (1+ α2|k|2)[1−( α2|k|2
1+ α2|k|2
)N+1]
Exp
(
i(k1x1 + k2x2)
)W(x3),
where for k ∈ R2 we set |k|2 := k21 + k22. Then, it is easy to show (by adapting the results summarized in the isotropic case
in [10]) that, for each given k ∈ Z2,
D̂hN(k) :=
N∑
n=0
(
α2|k|2
1+ α2|k|2
)n
→ 1+ α2|k|2, as N → +∞,
even if not uniformly in k. Moreover, from this formula it follows that the operator DhN is self-adjoint (involving only the
horizontal variables xh and the corresponding wave-number kh = (k1,k2)), it commutes with differentiation with respect
to x1 and x2, and the following properties hold true:
1 D̂hN(k) N + 1 ∀k ∈ Z2,
D̂hN(k) ≈ (N + 1)1+ α
2|k|2
α2|k|2 for large |k|,
lim
|k|→+∞
D̂hN(k) = N + 1 for ﬁxed α > 0,
D̂hN(k)
(
1+ α2|k|2) ∀k ∈ Z2, α > 0.
We can then consider the anisotropic ADM model{
∂twN + ∇ · (DhNwN ⊗ DhNwN)h − 1RewN + ∇qN = f¯
h,
∇ ·wN = 0,
and we show now the main a priori estimate, which can be used as in the previous Section 4 to prove existence and
uniqueness of regular weak solutions for this model. We consider again the Galerkin approximate function wm(t,x) :=∑m
j=1 g
j
m(t)E j(x) (we are suppressing for simplicity the deconvolution index N). The approximate functions wm solve the
Cauchy problem⎧⎨⎩
d
dt
(wm, E i) + 1
Re
(∇wm,∇E i) −
(
(DhNwm ⊗ DhNwm),∇E ih
)= (f¯h, E i),
wm(0) = Pm
(
w(0)
)
,
for i = 1, . . . ,m. To show that the life-span is uniform in m we need the a priori estimates, obtained by using as test function
the quantity AhDhNwm . Observe that, due to the explicit expression (4.15) for the eigenfunctions, this is still a legitimate
test function and we obtain the following equality
1 d (∥∥D1/2hN wm∥∥2 + α2∥∥∇hD1/2hN wm∥∥2)+ 1 (∥∥∇D1/2hN wm∥∥2 + α2∥∥∇∇hD1/2hN wm∥∥2)= (D1/2hN f, D1/2hN wm). (5.22)2 dt Re
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(−u, DhNv) = −
π∫
−π
π∫
−π
∂u
∂x3
DhNvdx1 dx2
∣∣∣∣∣
d
−d
+ (∇u,∇DhNv) = (∇u, DhN∇v)
= (∇D1/2hN u,∇D1/2hN v),
(u,hDhNv) = (hu,hDhNv) +
(
∂2u
∂x23
,hDhNv
)
= (hu, DhNhv) +
π∫
−π
π∫
−π
∂u
∂x3
hDhNvdx1 dx2
∣∣∣∣∣
d
−d
−
(
∂u
∂x3
,
∂hDhNv
∂x3
)
= (D1/2hN hu, D1/2hN hv)+(D1/2hN ∂∇hu∂x3 , D1/2hN ∂∇hv∂x3
)
= (hD1/2hN u,hD1/2hN v)+(∂∇hD1/2hN u∂x3 , ∂∇hD
1/2
hN v
∂x3
)
,
where the formulas (especially the vanishing of the boundary terms) follow from the vanishing Dirichlet boundary condi-
tions of functions in Vm and from periodicity in the horizontal variables. Moreover, observe that the operator DhN does not
involve any derivative with respect to x3, hence it commutes also with ∂x3 (commutation with ∇h follows from periodicity)
and this makes possible to prove the above equalities. Then, with the equality (5.22), the following a priori estimate follows
D1/2hN wm ∈ L∞(0, T ; H ∩ Vh) ∩ L2
(
0, T ; V ∩ H2h
)
.
Since D1/2hN wm is still divergence-free it is possible to infer that
D1/2hN w
3
m ∈ L∞
(
0, T ; H10
)∩ L2(0, T ; H2),
hence to reproduce all the previous results, by using the equivalence (up to a multiplicative coeﬃcient depending on a
power of N) between the various norms of wm and the corresponding ones of D
1/2
hN wm .
6. Conclusions
We adapted some common ideas about anisotropic ﬁlters to the setting of differential ﬁlters, especially in presence
of domains with ﬂat boundary. We studied the mathematical properties of the Helmholtz anisotropic ﬁlter and we showed
that the associated Approximate Deconvolution LES Models are well-posed in certain Sobolev spaces. We focused on the NSE
without density variations, since its understanding is crucial also to apply the same methods to the Boussinesq equations. In
a future work we will apply the same techniques to a suitable LES model for the Boussinesq system. Moreover, we are also
starting to run numerical experiments showing the effectiveness of the method. In a previous work we tested the anisotropic
Rational/Clark-α methods. For the latter models the theoretical results are not so satisfactory as for the model (2.5) studied
here, but nevertheless the numerical computations show that the implementation of anisotropic models, at least in some
special geometric situations, gives a substantial improvement versus classical isotropic models.
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