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Abstract
This paper is concerned with the Cauchy problem for the relativistic membrane equa-
tion (RME) embedded in R1+(1+n) with n = 2, 3. We show that the RME with a class of
large (in energy norm) initial data admits a global, smooth solution. The data is indeed
given by the short plus type, which is introduced by Christodoulou in his work on for-
mation of black holes [7]. Adapted to the quasilinear feature of RME, we construct two
multiplier vector fields associated with the membrane geometry and present an efficient
way for proving the global existence of smooth solution to geometric wave equation with
double null structure.
1 Introduction
In this paper, we reconsider the well-known n-dimensional relativistic membrane equation
(RME), which in graph description reads
∂
∂t
∂tφ√
1− (∂tφ)2 + |∇xφ|2
−
n∑
i=1
∂
∂xi
∂iφ√
1− (∂tφ)2 + |∇xφ|2
= 0, (1.1)
where ∂iφ = ∂φ/∂x
i, ∂tφ = ∂φ/∂t and φ = φ(t, x
1, · · · , xn) denotes the graph of the hyper-
surface embedded in Minkowski spacetime R1+(1+n).
RME is the hyperbolic counterpart of the minimal surface equation in Euclidean space,
which plays important roles in geometry and physics. Besides, the dynamics of RME are
closely related to the two dimensional fluid dynamics [4, 5]. In particular, the graph de-
scription of RME (1.1) can also describe the “wave character” of irrotational relativistic
Chaplygin gas, see [8]. Due to its importance in geometry and physics, there have been a
host of recent activities in relativistic membrane in last decade. The general formulation
of RME is a quasilinear hyperbolic system (see [6, 29]), as long as the pullback metric is
Lorentzian and local well-posedness for smooth initial data holds (See [1, 17]). Moreover,
Hoppe [12, 13] derived the RME in graph description (1.1), which possess good structures.
For example, (1.1) satisfies the double null condition [14], and it could be reformulated as
an equation in divergence form [18]. Based on these two facts, Lindblad [18] proved the
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global existence of smooth solutions to (1.1) (for n ≥ 2) with small, compactly supported
data. Adapt a similar idea, Allen, Andersson and Isenberg [2] proved the small data global
existence for timelike extremal submanifold with codimension larger than one. Starting from
a geometric perspective, Brendle [3] applied the scheme of [10], and established a result on
stability of a flat hyperplane for RME with spatial dimension n ≥ 3. Later, Krieger and
Lindblad [17] investigated the stability problem of the Catenoid minimal surface for (1.1)
subject to certain generic radial perturbations. The key observation therein is that if one
perturbs outside the “collar region”, the solution exists as long as the resulting deformation
stays away from the collar. Donninger, Krieger, Szeftel and Wong [11] further studied general
nonlinear (in)stability of the catenoid and showed that the linear instability of catenoid is
the only obstruction to the global nonlinear stability. Namely, restricted to the perturbation
which is a codimension one Lipschitz manifold transverse to the unstable mode, the solution
exists globally in time and converges asymptotically to the catenoid. On the other hand,
for the light-cone gauge description of RME, Hoppe [12, 13] exploited its algebraic and geo-
metric properties and found the classical solution. Remarkablely, in [4, 5], Bordemann and
Hoppe also presented variables transformations to relate the relativistic membranes with two
dimensional fluid dynamics. This further inspired the work of Kong, Liu and Wang [16], in
which they proved the global stability of two dimensional isentropic Chaplygin gas without
vorticity via the potential theory. Lei and Wei [21] also investigated the relationship between
relativistic membrane equation and relativistic Chaplygin gas and proved the global existence
of the radial solutions to 3D non-isentropic relativistic Chaplygin gas.
Most of the results about RME are concerned with the Cauchy problem with small ini-
tial data, while little is known for the large initial data case, until the breakthrough of
Christodoulou [7], where he in fact achieved the global existence of the solution to Einstein
vacuum equations with a large data. This work has been generalized by Klainerman and
Rodnianski [15], by introducing a key idea of relaxed propagation estimates. Inspired by
these two works, the first author and Yu [27, 28] considered the characteristic problem for
semilinear wave equations satisfying the standard null condition, and showed the global ex-
istence of the solution for a class of large initial data, which is of short pulse type originated
from [7]. Instead, Miao, Pei and Yu [23] studied the Cauchy problem with short pulse data
prescribed on a thin domain of the initial Cauchy hypersurface. In their proof, the semi-
linear property of the considered wave equations could greatly take advantage of the fully
geometric structure of Minkowski spacetime. Additionally, we also mention that Yang [30]
also has a global existence result for semilinear wave equations with large Cauchy data, which
is due to slower decay of the initial data at spatial infinity. All these works heavily rely on
the null condition which was first observed by Klainerman [14] and Christodoulou [9] when
considering semilinear wave equation in R1+3 with small data.
Turning to the quasilinear wave equations, if without the null structure, shocks will form
in finite time generally. It is well known that Christodoulou [8], followed by Miao-Yu [24] and
Speck-Holzegel-Luk-Wong [26] proposed a geometric mechanism of shock formation for quasi-
linear wave equations by studying the corresponding Lorentzian metric. They constructed
optical functions adapted to the metric and showed that a shock was driven by the intersec-
tion of null (characteristic) hypersurfaces. When it comes to the quasilinear wave equation
with null structure, for which the global solution is expected. It would be possible to find a
balance between the curved geometry for quasilinear wave equations and flat geometry for
semilinear wave equations, and present an effective approach for the large data problem of
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geometrically quasilinear wave equations with null structure. This serves as one of the moti-
vations for this work. On the other hand, according to the relationship between relativistic
membrane and Chaplygin gas see [25], our result can also solve Majda’s conjecture [22] for
irrotational and isentropic perfect fluids, which says that the symmetric hyperbolic system
with totally linearly degenerate characteristics admits a global classical solution unless the
solution itself blows up in finite time.
1.1 Main results
Let r =
√
(x1)2 + · · ·+ (xn)2 and θ denote the usual radial and angular coordinates on Rn.
We use ∇ to denote the spacial derivative ∂i, i = 1, · · ·n. In Minkowski spacetime, we define
the two optical functions
u =
1
2
(t− r), u = 1
2
(t+ r). (1.2)
Let δ be a small positive parameter. Concerning the initial value problem of (1.1), our set
up for initial data is similar to [23]. We take {t = 1} as the initial hyperplane and divide it
into three parts (see Figure 1)
{t = 1} = B1−2δ ∪ (B1 −B1−2δ) ∪ (Rn −B1),
where Br denotes the ball centered at the origin with radius r.
First we let φ0 = φ1 = 0 on B1−2δ ∪ (Rn −B1).
We prescribe our initial data (φ0, φ1) on B1 − B1−2δ as follows: φ0(r, θ) and φ1(r, θ) are
smooth functions supported in r ∈ (1− 2δ, 1) and they satisfy the constraints
‖(δ∇)k∇/ l(φ1 + ∂rφ0)‖L∞(B1−B1−2δ) . δ, (1.3)
‖(δ∇)k∇/ lφ0‖L∞(B1−B1−2δ) + ‖(δ∇)k−1∇/ lφ1‖L∞(B1−B1−2δ) . δ (1.4)
and
‖(∂t + ∂r)k∇/ l(δ∇)mφ‖L∞(B1−B1−2δ) . δ. (1.5)
Where∇/ denotes the covariant derivative on the spheres and k, l, m are non-negative integers.
In the following, we always use f . g to denote f ≤ Cg for some positive constant C.
Remark 1.1. We have several remarks on the initial data and the initial energy:
• (Short pulse data) The above initial data sets are called short pulse data. In order to
ensure the hyperbolicity of (1.1), the inner product (with respect to Minkowski metric)
of the gradient of φ should be small enough. Therefore, compared with Miao-Pei-Yu
[23], we prescribe more power of δ in (1.3), (1.4) and (1.5).
• (Existence of the initial data satisfying (1.3), (1.4) and (1.5)) Due to the presences of
the quasilinear terms in RME which depend on the first order derivatives of φ, it is hard
to construct the targeted data satisfying the constraints (1.3)-(1.5), by considering a
characteristic initial value problem (as in Miao-Pei-Yu [23]). Alternatively, we reduce
this to solve a finite time existence of smooth solution to some rescaled RME with small
Cauchy data in Section 6.
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Figure 1: The foliation
• (Geometric/ Physical meaning of the constraint (1.5)). Similar to Miao-Pei-Yu [23], the
constraint (1.5) is imposed to ensure that the incoming energy is as small as possible
and all the energy will be propagated along the outgoing direction.
• (Largeness of the initial higher order energy). The initial first order energy should
be small to make sure the hyperbolicity of (1.1). In contrast, the higher order initial
energy (k > 1) could be arbitrary large if we choose δ small enough.
E20 =
∫
Rn
(|∇xφ0|2 + |φ1|2)dx ∼ δ.
E2k =
∫
Rn
(|∇k+1x φ0|2 + |∇kxφ1|2)dx ∼ δ−2k+1.
Our main result can be summarized as follows:
Theorem 1.2. There exists a positive constant δ0 such that the Cauchy problem (1.1) with
short pulse initial data satisfying constraints (1.3), (1.4) and (1.5) admits a unique global
smooth solution in [1,+∞)× Rn with n = 2, 3 provided that 0 < δ < δ0.
1.2 Comments on the proof
We recall the standard null foliation (See Figure 1) of Minkowski spacetime (R1+n, η) with
η being the flat Lorentzian metric. With the two optical functions u, u in the Minkowski
spacetime, we use Cu to denote the level surface u = c for some constant c, and Cu the level
surface u = c. The double null foliation of Minkowski spacetime (R1+n, η) is referred to as the
outgoing null foliation {Cu|u ∈ R} and incoming null foliation {Cu|u ∈ R}, see the obliquely
dotted lines in Figure 1. The corresponding two null vectors are given by
L = ∂u = ∂t + ∂r, L = ∂u = ∂t − ∂r. (1.6)
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The future development of the initial hypersurface J+(Σ1) is divided into three regions:
I, II, III, by the two null cones C0, Cδ, which are labelled as the obliquely solid lines in Figure
1.
Our proof composes of four parts:
• The global existence of solution φ to RME in short plus region II. In this region, the high
order energy of φ would be large. The proof will depend on the membrane geometry
and the null structure of RME. This is the main body of this paper.
• Smallness of φ and its high order derivatives on Cδ. This is done by integrating along
the curve of L on Cδ with respect to the fact that φ vanishes on the initial sphere
Cδ ∩ Σ1.
• The global existence of solution φ to RME in small data region I.
• The existence of the initial data satisfying constraints (1.3)-(1.5) on t = 1. We will
work within the rescaled coordinates which adapt to the short pulse data. Then the
RME would be transformed into some “rescaled” RME, which inherits most of the
good features from the original one. This makes it possible to achieve a finite time
existence of smooth solution to the resacled RME with small Cauchy data. Restricting
the solution to t = 1 gives the desired short pulse data.
Due to the finite speed of propagation of the wave equation, RME has a trivial solution in
region III.
1.2.1 The structure of RME
The main difference between the quasilinear and semilinear wave equations is that they each
are related to different geometry. For example, the quasilinear wave equation that we are
interested in – (1.1) could also be written as a geometric wave equation
g(∂φ)φ = 0, (1.7)
where g(∂φ) is the Lorentzian metric depending on the first order derivatives of the unknown
φ and g(∂φ) is the wave operator associated with the curved metric g(∂φ). That is to say,
(R1+n, g(∂φ)) is the geometry adapted to RME (1.7), while the corresponding geometry for
semilinear wave equation is Minkowski spacetime (R1+n, η). This kind of geometric viewpoint
for the quasilinear wave equation is initiated in [8] to describe the geometric feature of shocks
for the relativistic Euler equations with small data and later in [24, 26] for general classes of
quasilinear wave equations.
Performing derivatives on (1.7) yields the high order RME, which is a geometric wave
equation with inhomogeneous terms taking the double null structures, see Section 3.3.
1.2.2 The multipliers adapted to membrane geometry
The strategy of our proof is in the spirit of recent studies of large data problem for semilinear
wave equations [23] (See also [27, 28]), but in a quasilinear setting. RME is a geometric
wave equation on the curved background (R1+n, g(∂φ)). The null frame (L,L) in Minkowski
background is no longer causal (non-spacelike) for the membrane geometry. If we apply the
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vector fields (L,L) as multipliers (note that, there is hierarchy for using L and L as multipliers
in energy estimate [23, 27, 28]), and treat those quasilinear terms in RME via integration by
parts, we will get additional boundary terms which are out of control. To be more specific, in
the energy argument for ϕ (the highest order derivative of φ) which satisfies the high order
RME (3.22), the associated energy (with L being the multiplier) is roughly modified as∫
Cu
|Lϕ|2 − |Lφ|2LϕLϕ+
∫
Cu
|∇/ϕ|2 − 1
2
|Lφ|2|Lϕ|2 + LφLφLϕLϕ− · · · . (1.8)
Note that, φ is denoted as the unknown of RME, and the first order derivatives of φ satisfy
|Lφ| . δ, |Lφ| . 1. We wish to show that the modified energy (1.8) is positive and equivalent
to ∫
Cu
|Lϕ|2 +
∫
Cu
|∇/ϕ|2.
This requires us to make some bootstrap assumption for
∫
Cu
|Lϕ|2. But as we can see, there
is no positive
∫
Cu
|Lϕ|2 appearing in (1.8), which implies that we are not able to retrieve the
estimate for
∫
Cu
|Lϕ|2 in the energy argument. Hence there is no way to close the bootstrap
argument. There is a similar problem with the modified energy (with L being the multiplier).
These would be explained in detail in Remark 3.15. In a word, due to the hierarchy for energy
estimate, L,L are not eligible for multipliers, since they are not causal (non-spacelike) with
respect to the membrane geometry g(∂φ), and hence the associated energy are not positive.
In regard of the difficulties in using (L,L) as multipliers for the quasilinear wave equation,
we should pay attention to the associated geometry (R1+n, g(∂φ)). We introduce the modified
vector fields (L˜, L˜)
L˜ = L+ (Lφ)2L, and L˜ = L+ (Lφ)2L, (1.9)
which are causal (non-spacelike) with respect to the membrane geometry g(∂φ). Moreover,
L˜, L˜ inherit the main features of L,L. They have signature +1 and −1 (see definition of
signature in Section 2.2) respectively, and quantitatively, (L˜, L˜) ∼ (L,L). At the same time,
taking the casual vector fields (L˜, L˜) as multipliers ensures the positivity of energy and brings
us more positive terms in the associated energies, which are∫
Cu
|Lϕ|2 + |Lφ|2|∇/ϕ|2 + |Lφ|4|Lϕ|2 +
∫
Cu
|∇/ϕ|2 + |Lφ|2|Lϕ|2 + |Lφ|2|Lϕ|2,∫
Cu
|∇/ϕ|2 + |Lφ|2|Lϕ|2 + |Lφ|2|Lϕ|2 +
∫
Cu
|Lϕ|2 + |Lφ|2|∇/ϕ|2 + |Lφ|4|Lϕ|2.
(1.10)
These additional information turns out to be helpful in estimating the non-linear error terms
and greatly simplifies the energy argument.
In fact, (L˜, L˜) are the leading part of (−2Gradu,−2Gradu), where “Grad” means taking
the gradient with respect to g(∂φ). In contrast to the work [8, 24, 26], we do not introduce
the optical functions associated to g(∂φ) to foliate the background spacetime (R1+n, g(∂φ))
with “genuine” double null foliation. On the contrary, we stick to Minkowski null foliation
{Cu|u ∈ R} and {Cu|u ∈ R}, so that we can make full use of the symmetries of Minkowski
spacetime. Hence it is natural to consider the Gradu and Gradu and the related (L˜, L˜)
as candidates for multiplier vector fields. These four vector fields are not necessarily null
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but causal (non-spacelike) with respect to the background (R1+n, g(∂φ)). The intermediates
(L˜, L˜) are not only effective in handling the quasilinear feature of RME, but also avoid the
long story of intrinsic method. Besides, instead of (−2Gradu,−2Gradu), the usage of (L˜, L˜)
as multipliers also saves us quite a lot of tedious calculations.
1.2.3 Null decomposition for the geometric wave operator
In our proof, L would be considered as bad derivative, while ∂¯ = {L,∇/ } are the good
derivatives. Namely, let φ be a solution to RME (1.1), then for all k ≤ N − 2, N ∈ N,
|∂¯k+1φ| . δ 34 , |L∂¯kφ| . 1, |Lk+1φ| . δ−k. (1.11)
Hence to obtain the smallness of the bad derivative Lkφ (k ≥ 1) on the last slice Cδ, we
should integrate along the integral curve of L. Different from the semilinear case [23, 27, 28],
where the principle part of the wave operator in the null framework is LL, the quasilinear
wave operator g(∂φ) has the main part LL±L2±L2± · · · . Hence the integrating argument
as in [23] does not work straightforwardly with Minkowski framework (L,L). In order to
get around this difficulty, we decompose the wave operator g(∂φ) by the genuine null frame
(e3, e4) adapted to g(∂φ),
e3 = −Gradu+ ∂u
2
√
det g
, e4 = −Gradu+ ∂u
2
√
det g
. (1.12)
Then g(∂φ) has the principle part e3e4. Moreover, the genuine null frame has the good
structure such that the difference (L− e3, L− e4) is well controlled, since both L and e3 have
signature +1 and L, e4 both have signature −1. Sketchily, ignoring the angular derivatives,
we have
e3 ∼ L± δL± δ2L, e4 ∼ L± δL± L. (1.13)
This would be more apparent if we write them as
e3 ∼ L± δN˜ e4 ∼ L± N˜ . (1.14)
where N˜ := {L, δ∂} are the properly weighted derivatives. Recalling the a priori estimate
|N˜ iφ| . δ, i = 1, 2 proved in the energy estimate argument, we would finally obtain a similar
ODE as in the semilinear case. The integrating argument would then help to improve the
second order derivatives
|∂Γiφ|L∞(Cδ) . δ
3
4 , i ≤ 1, and |∂2φ|L∞(Cδ) . δ
3
4 ,
where ∂,Γ are the ordinary commutators. Proceeding to higher order case, we should also use
δ∂ as one of the commutators, so that the estimate for ∂N˜ iφ, 1 ≤ i could be also improved
to behave as δ
3
4 on the last slice Cδ. An induction argument is then carried out to show the
smallness for higher order Lkφ, k ≥ 2.
1.3 Arrangement of the paper
We arrange our paper as follows: In Section 2, we give some preliminaries including the nota-
tions, energy equalities, Gronwall inequalities and so on. Section 3 is devoted to proving the
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global existence of the solution in the short pulse region II by standard bootstrap argument.
We decompose the geometric wave operator of RME in null frame adapted to the membrane
geometry and prove the smallness of the solution on the last slice Cδ by induction in Section
4. In Section 5, we prove the global existence of the smooth solution in the small data region
I. At last, we prove the existence of the initial data satisfying constraints (1.3)-(1.5) in Section
6.
2 Preliminaries
In this section, we mainly give some necessary preliminaries used repeatedly throughout the
paper.
2.1 Notations
g denotes the Lorentzian metric associated to the membrane geometry, and D the corre-
sponding Levi-Civita connection. We use Su,u to denote the intersection of Cu and Cu which
is a (n−1)-sphere with radius u−u. We use γ to denote the induced metric from Minkowski
metric to the (n−1)-sphere Su,u and ∇/ the connection associated to γ. Let η be the standard
flat Lorentzian metric, dn+1x or dnxdt denotes the volume form in Minkowski spacetime.
With regard to the index, the Greek indices α, β, · · · range from 0 to n. Specially, we use
the Latin indices a, b, · · · to denote the null coordinates u and u, and θ, ω, ω′, ω′′ denote the
angular coordinates on Su,u.
We also use Klainerman’s vector fields Z = {∂t, ∂i,Ω0i,Ωij , S} := {∂,Γ} as the commuta-
tors, where Ω0i = t∂i+xi∂t denotes the Lorentz boost, Ωij = xi∂j−xj∂i denotes the rotation
and S = t∂t + r∂r denotes the scaling. Additionally, we let ∂¯ = {L,∇/ } denote vector fields
tangential to the outgoing null cone Cu. For a given function ϕ, we use the short hand Ω
mϕ
to denote
∑
i,j
∏m
k=1 Ωikjkϕ, similar convention is also used for Z
mφ. It is clear that in the
short pulse region D = {(t, x)|1 ≤ t < +∞, 0 ≤ u ≤ δ}, we have r ∼ u, where f ∼ g always
means that there exists a positive constant C such that 1C f ≤ g ≤ Cf . Thus
Ωkϕ ∼ rk|∇/ kϕ| ∼ uk|∇/ kϕ|, |Lϕ| . |Γϕ||u| .
Suppose u, u′ ∈ (0, u∗) and u, u′ ∈ (1 − u∗, u∗). Let Cu′u denote the part of the cone Cu
with 1−u∗ ≤ u ≤ u′ and Cu′u denote the part of the cone Cu with 0 ≤ u ≤ u′. We also use Σ1
to denote initial hypersurface t = 1. For the energy norms, given any function ϕ = ϕ(t, x),
we define
‖ϕ‖Lp(Cuu ) :=
(∫ u
1−u∗
∫
Su,u′
|ϕ|prn−1du′dσSn−1
)1/p
,
‖ϕ‖Lp(Cuu) :=
(∫ u
0
∫
Su′,u
|ϕ|prn−1du′dσSn−1
)1/p
,
and
‖ϕ‖L∞(D) := ess sup
(t,x)∈D
|ϕ(t, x)|.
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For simplicity, we always use ‖ϕ‖Lp(Cu) to denote ‖ϕ‖Lp(Cuu ) and use ‖ϕ‖Lp(Cu) to denote
‖ϕ‖Lp(Cuu).
In the following, Einstein’s summation convention is also used, which means that repeated
upper and lower indices are summed over their ranges.
2.2 Null Forms
For a real valued quadratic form Q defined on R1+n, it is called a null form if for any null
vector ξ ∈ Rn+1, we have Q(ξ, ξ) = 0.
Typically, there are examples of null forms, for 0 ≤ α, β ≤ n and α 6= β,
Q0(ϕ,ψ) = η(ϕ,ψ),
Qij(ϕ,ψ) = ϕαψβ − ψαϕβ.
(2.1)
Let Q symbolically stand for any of the null forms (2.1), then it is easy to see
ZQ(ϕ,ψ) = Q(Zϕ,ψ) +Q(ϕ,Zψ) +
∑
aαβQαβ(ϕ,ψ),
for some constants aαβ. In particular,
[Ω0i, Q0] = 0, [Ωij , Q0] = 0, [S,Q0] = −2Q0, (2.2)
where for any commutator Γ and functions ϕ,ψ, we define
[Γ,Q](ϕ,ψ) = ΓQ(ϕ,ψ)−Q(Γϕ,ψ)−Q(ϕ,Γψ).
The null forms can also be interpreted by a signature consideration. Indeed, if we assign
signature +1 to L, signature −1 to L and signature 0 to ∇/ , it is easy to check that the null
forms (2.1) have the signature p with −2 < p < 2 and p ∈ N. Particularly, the signature for
the quadratic null forms could not reach −2, which entails that the term LϕLψ would not
appear in the null forms (2.1).
This could also be generalized to double null forms, which are cubic and take the form of
Q(ϕ,Q(χ, ψ)). The double null forms also have the signature p ∈ N and −2 < p < 2.
2.3 Reformulation of relativistic membrane equation
In this subsection, we recall the derivation of RME [12, 13], and then treat it as the geometric
wave equation evolving in a curved spacetime. This idea is inspired by the breakthrough of
Christodoulou [8], in which he shows the shock formation for isentropic and irrotational rela-
tivistic Euler equations (Chaplygin gas is not included) by deeply investigating the acoustic
geometry.
Let
η = ηµνdx
µ ⊗ dxν = −dt2 +
n+1∑
i=1
(dxi)2, (2.3)
be the standard flat metric in Minkowski spacetime R1+(1+n). Assume xµ = xµ(ψ0, · · · , ψn)
be an 1 + n dimensional timelike submanifold M embedded in R1+(1+n). Then we have the
following induced volume form for M
Vol(M) =
∫ √
gd1+nψ =
∫ √∣∣∣ det(gαβ = ∂xµ
∂ψα
∂xν
∂ψβ
ηµν
) ∣∣∣d1+nψ. (2.4)
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We call M relativistic membrane if it satisfies the Euler-Lagrange equation of functional
(2.4). Direct calculation gives the membrane equation, which is
1√
g
∂α
(√
ggαβ∂βx
µ
)
= 0, µ = 0, 1, · · · , n+ 1. (2.5)
Now we are interested in the graphic description. To be specific, if we let xµ = ψµ for
µ = 0, 1, · · · , n, we have
∂α
(√
ggαβ
)
= 0, β = 0, 1, · · · , n. (2.6)
Then the only one single equation for xn+1 = φ(x0, · · · , xn) is given by
1√
g
∂α
(√
ggαβ∂βφ
)
= 0. (2.7)
Combining (2.6) with (2.7), we obtain
gαβ∂α∂βφ = 0, (2.8)
where the associated metric takes the following form
gαβ = ηαβ + ∂αφ∂βφ, g
αβ = ηαβ − ∂
αφ∂βφ
g
, (2.9)
and the determinant
g = 1 +Q(φ, φ) := 1 + ηαβ∂αφ∂βφ. (2.10)
(2.8) is exactly the RME in graphic description (1.1). Moreover, with the formula for the
metric (2.9), the two equations (2.6) and (2.8) are equivalent. Hence, the RME in graphic
description reduces to a single equation (2.8) or equivalently (2.6). We should notice that in
(2.9) the indices are raised by the Minkowski metric η. This convention is used throughout
the paper unless otherwise stated.
Remark 2.1. (2.6) is called wave coordinates gauge, which plays important roles in the proof
of the nonlinear stability of Einstein vacuum equation by Lindblad and Rodnianski [20]. For
the membrane equation, it can be easily checked that (2.6) is satisfied naturally if (1.1) or
(2.8) holds.
Hence, the RME in graphic description (2.8) (or equivalently (2.6)) could be rewritten as
the following geometric wave equation
g(∂φ)φ = 0, (2.11)
with the wave gauge (2.6), where the metric g(∂φ) = gαβdx
αdxβ is defined by (2.9).
2.4 Energy identity
For the geometric wave equation (2.11), we can define the corresponding energy momentum
tensor
Tαβ = ∂
αφ∂βφ− 1
2
∂γφ∂γφδ
α
β , (2.12)
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where the index is raised by the metric gαβ and δαβ denotes the Dirac function.
For a vector field ξ, we can define the corresponding current Pα
Pα := Pα[φ, ξ] = Tαβ · ξβ. (2.13)
The divergence of Pα could be calculated as:
Lemma 2.2. The energy current Pα satisfies
1√
g
∂α(
√
gPα) = g(∂φ)φ · ξ(φ) + Tαβ · ∂αξβ −
1
2
√
g
ξ(
√
ggγρ)∂γφ∂ρφ. (2.14)
Proof. The proof is based on direct calculations
∂α(
√
gPα) = ∂α
(√
g(gαγ∂γφ∂βφ · ξβ − 1
2
gγδ∂γφ∂δφδ
α
β · ξβ)
)
=
√
ggαγ
(
∂α∂γφ∂βφ · ξβ + ∂γφ∂α∂βφ · ξβ + ∂γφ∂βφ · ∂αξβ
)
+∂α(
√
ggαγ)∂γφ∂βφ · ξβ − 1
2
∂α(
√
ggγδ)∂γφ∂δφδ
α
β · ξβ
−√ggγδ∂α∂γφ∂δφδαβ · ξβ −
1
2
√
ggγδ∂γφ∂δφδ
α
β · ∂αξβ
=
√
ggαγ∂α∂γφ∂βφ · ξβ − 1
2
∂α(
√
ggγδ)∂γφ∂δφδ
α
β · ξβ
+
√
g
(
gαγ∂γφ∂βφ− 1
2
gγδ∂γφ∂δφδ
α
β
)
∂αξ
β
=
√
g
(
g(∂φ)φ · ξ(φ) + Tαβ · ∂αξβ
)
− 1
2
ξ(
√
ggγδ)∂γφ∂δφ,
where in the third equality, we have used the wave coordinates condition ∂α(
√
ggαγ) = 0, or
equivalently the RME (2.8).
Then we can define the corresponding energy on the slice Cu, Cu and Στ as follows
E2[φ, ξ](u) = −
∫
Cu
√
gP u[φ, ξ]rn−1dudσSn−1 , (2.15)
E2[φ, ξ](u) = −
∫
Cu
√
gP u[φ, ξ]rn−1dudσSn−1 (2.16)
and
E2[φ, ξ](τ) = −
∫
Στ
√
gP t[φ, ξ]rn−1drdσSn−1 . (2.17)
By the divergence theorem, we have the following energy identity
E2[φ, ξ](u) + E2[φ, ξ](u) = E2[φ, ξ](t0) + E
2[φ, ξ](u0)−
∫∫
Du,u
∂α(
√
gPα)dxn+1 (2.18)
Here Du,u is the integral domain bounded by Cu, Cu, Cu0 and Σ1.
At last, we recall the standard Gronwall inequality
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2.5 Gronwall inequality
Lemma 2.3 (Differential Form). Let f(t) be a non-negative function defined on an interval
I with initial point t0. If f satisfies
df
dt
≤ a · f + b,
for two non-negative functions a, b ∈ L1(I), then for all t ∈ I, we have
f ≤ eA(t)
(
f(t0) +
∫ t
t0
e−A(τ)b(τ)dτ
)
,
where A(t) =
∫ t
t0
a(τ)dτ .
Lemma 2.4 (Integral Form). Let f(t) satisfies the assumptions of the above lemma. If
f(t) ≤ b(t) +
∫ t
t0
a(τ)f(τ)dτ,
then,
f(t) ≤ b(t) +
∫ t
t0
b(τ)a(τ)e
∫ τ
t0
a(s)ds
dτ.
3 Global smooth solution in the short pulse region II
In this section, we prove the existence of the smooth solution in the short pulse region by the
method of energy estimate.
Letting φk =
∑
l≤k δ
l∂lΓk−lφ, we can define the k-th order energy as follows
δEk(u, u) = ‖∇/ φk‖L2(Cuu) + ‖LφLφk‖L2(Cuu) + ‖LφLφk‖L2(Cuu)
+ ‖Lφk‖L2(Cuu ) + ‖Lφ∇/ φk‖L2(Cuu ) + ‖(Lφ)2Lφk‖L2(Cuu ),
(3.1)
and
δ
1
2Ek(u, u) = ‖∇/ φk‖L2(Cuu ) + ‖LφLφk‖L2(Cuu ) + ‖LφLφk‖L2(Cuu )
+ ‖Lφk‖L2(Cuu) + ‖Lφ∇/ φk‖L2(Cuu) + ‖(Lφ)2Lφk‖L2(Cuu).
(3.2)
Additionally, we define the inhomogeneous energy
E≤k(u, u) =
∑
0≤j≤k
Ej(u, u), E≤k(u, u) =
∑
0≤j≤k
Ej(u, u). (3.3)
Suppose in the short plus region II, u, u both have the upper bound: u ≤ u∗, u ≤ u∗. We
use Du,u to denote the domain bounded by Cu, Cu, Cu0 and the initial hypersurface Σ1.
The main aim of this section is to prove the following theorem.
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Theorem 3.1. There exists a positive constant δ0 such that for δ ∈ (0, δ0), u ∈ [0, u∗] and
u ∈ [1− δ2 , u∗], we have
E≤N (u, u) + E≤N (u, u) . IN (ψ0, ψ1), (3.4)
where IN (ψ0, ψ1) is a positive constant depending only on the initial data up to N + 1 order
of derivatives and N ≥ 4.
The proof is mainly based on the standard bootstrap argument. We assume that there
exists a large constant M (may depend on φ) such that
E≤N (u′, u′) + E≤N (u
′, u′) ≤M, (3.5)
for all u′ ∈ [0, u] and u′ ∈ [1− δ2 , u]. At the end of the current section, we will show that we
can choose M such that it depends only on the initial data.
We start with some preliminary estimates based on Sobolev inequalities.
3.1 Sobolev inequality
Lemma 3.2. With the bootstrap assumption (3.5), we have for n = 2, 3
‖∇/ ∂lΓk−lφ‖L∞(Su,u) . δ
3
4
−l|u|dn− 12M, 0 ≤ l ≤ k ≤ N − 2,
‖L∂lΓk−lφ‖L∞(Su,u) . δ1−l|u|dn−
1
2M, 0 ≤ l ≤ k ≤ N − 2,
‖L∂lΓk−lφ‖L∞(Su,u) . δ−l|u|dnM, 0 ≤ l ≤ k ≤ N − 2,
where dn = −n−12 , n = 2, 3 denotes the decay rate with respect to |u|.
Proof. When n = 3, we shall recall the Sobolev inequality on Su,u, Cu and Cu, see [7]. In the
short pulse region, we have |u| ∼ r provided δ is sufficiently small. For a smooth function ϕ,
we have:
On Su,u,
‖ϕ‖L∞(Su,u) . |u|−
1
2 (‖ϕ‖L4(Su,u) + ‖Ωϕ‖L4(Su,u)). (3.6)
On Cu, if in addition ϕ = 0 on C0, we have
‖ϕ‖L4(Su,u) . |u|−
1
2 ‖Lϕ‖
1
2
L2(Cu)
(‖ϕ‖
1
2
L2(Cu)
+ ‖Ωϕ‖
1
2
L2(Cu)
). (3.7)
On Cu, where u ≥ u0,
‖ϕ‖L4(Su,u) ≤ |u|−1
(
|u0|‖Lφ‖L4(Su,u0 ) + ‖Lφ‖
1
2
L2(Cu)
(‖ϕ‖
1
2
L2(Cu)
+ ‖Ωϕ‖
1
2
L2(Cu)
)
)
. (3.8)
Besides, we notice that
|∂Lϕ| ≤ 1|u| |∂Γϕ|, |∂∇/ϕ| ≤
1
|u| |∂Γϕ|. (3.9)
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Based on the above inequalities, letting φl,k = ∂
lΓk−lφ, then we have
‖∇/ φl,k‖L4(Su,u) . |u|−
1
2 ‖L∇/ φl,k‖
1
2
L2(Cu)
(‖∇/ φl,k‖
1
2
L2(Cu)
+ |u|− 12 ‖∇/ 2φl,k‖L2(Cu))
. |u|− 12
(
δ
1
2
−l|u|−1M
) 1
2
[ (
δ1−lM
) 1
2
+ |u|− 12
(
δ1−l|u|−1M
) 1
2
]
. δ 34−l|u|−1M, 0 ≤ l ≤ k ≤ N − 1,
(3.10)
and
‖∇/ φl,k‖L∞(Su,u) . |u|−
1
2 (‖∇/ φl,k‖L4(Su,u) + ‖∇/Ωφl,k‖L4(Su,u))
. δ 34−l|u|− 32M, 0 ≤ l ≤ k ≤ N − 2.
(3.11)
Similarly, viewing (3.8) and the data, we can also prove
‖Lφl,k‖L4(Su,u) ≤ δ1−l|u|−1M, (3.12)
and following (3.6), we have
‖Lφl,k‖L∞(Su,u) ≤ δ1−l|u|−
3
2M, 0 ≤ l ≤ k ≤ N − 2. (3.13)
For Lφl,k, we have
‖Lφl,k‖L4(Su,u) . |u|−
1
2 ‖L2φl,k‖
1
2
L2(Cu)
(‖Lφl,k‖
1
2
L2(Cu)
+ |u| 12 ‖∇/Lφl,k‖
1
2
L2(Cu)
)
. |u| 12 (δ 12−1M) 12 (δ 12M) 12
. |u|− 12 δM.
(3.14)
Thus,
‖Lφl,k‖L∞(Su,u) ≤ δ|u|−1M, 0 ≤ l ≤ k ≤ N − 2. (3.15)
Putting (3.10), (3.11), (3.13) and (3.15) together, we prove the lemma for n = 3.
For the case n = 2, we also have the following Sobolev inequalities (see [27]):
On Su,u, we have
‖φ‖L∞(Su,u) . |u|−
1
4 (‖φ‖L4(Su,u) + ‖Ωφ‖L4(Su,u)).
On Cu, if in addition φ = 0 on C0, we have
‖φ‖L4(Su,u) . |u|−
1
4 ‖Lφ‖
1
2
L2(Cu)
(
‖φ‖
1
2
L2(Cu)
+ |u|− 12 ‖Ωφ‖
1
2
L2(Cu)
)
.
On Cu, where u ≥ u0, we have
‖φ‖L4(Su,u) ≤ |u|−
1
4
(
|u0|
1
4 ‖Lφ‖L4(Su,u0 ) + ‖Lφ‖
1
2
L2(Cu)
(‖φ‖
1
2
L2(Cu)
+ ‖Ωφ‖
1
2
L2(Cu)
)
)
.
By a similar procedure as above, we can prove the Lemma for n = 2.
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Remark 3.3. Since |∂Lφ| ≤ 1|u| |∂Γφ|, we have better estimates for second order derivatives,
|L2φ|L∞(Su,u) ≤ δ|u|dn−
3
2M,
|LLφ|L∞(Su,u) ≤ |u|dn−1M,
|L2φ|L∞(Su,u) ≤ δ−1|u|dnM,
(3.16)
where dn is defined in lemma 3.2.
These a priori estimate would then help us to show the positivity of the energy, see Lemma
3.6.
3.2 Membrane geometry
We recall the geometric formulation for RME (2.11)
g(∂φ)φ = 0,
where g(∂φ) is the Lorentzian metric depending on ∂φ and g(∂φ) is the associated wave
operator. That is to say, our geometric background for RME (2.11) is now (R1+n, g(∂φ)),
which further implies that the Minkowski null vector fields L and L are not null in this
background spacetime.
Lemma 3.4. The vector fields L and L are not causal (i.e. they are not timelike or null) in
membrane background (R1+n, g(∂φ)).
Proof. It is easy to check that
g(L,L) = η(L,L) + (Lφ)2 = (Lφ)2 ≥ 0
and
g(L,L) = η(L,L) + (Lφ)2 = (Lφ)2 ≥ 0.
Thus, in order to construct positive energy, we modify (L,L) and define
L˜ = L+ (Lφ)2L, and L˜ = L+ (Lφ)2L. (3.17)
We can easily show that
Lemma 3.5. L˜ and L˜ are causal (non-spacelike) vector fields adapted to the membrane
metric g(∂φ) provided ∂¯φ is sufficiently small, and Lφ ∼ 1.
Proof. We calculate straightforwardly, and have
g(L˜, L˜) = −3(Lφ)2 + (2LφLφ+ (Lφ)2(Lφ)2) (Lφ)2,
and
g(L˜, L˜) = −3(Lφ)2 + (2LφLφ+ (Lφ)2(Lφ)2) (Lφ)2.
It is easy to see that g(L˜, L˜) ∼ −3(Lφ)2 ≤ 0 and g(L˜, L˜) ∼ −3(Lφ)2 ≤ 0, when the good
derivative ∂¯φ is sufficiently small, and Lφ ∼ 1.
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Comparing to the geometric method proposed in [8, 24, 26], we do not construct the
optical functions adapted to the background spacetime (R1+n, g(∂φ)). Hence our spactime is
not foliated by the genuine null cones. On the contrary, we stick to Minkowski null foliation
{Cu|u ∈ R} and {Cu|u ∈ R}. It would be nature to consider the two vector fields Gradu and
Gradu, which are given explicitly by
Gradu = gµν∂µu∂ν = −1
2
L− LφLφ
4g
L− (Lφ)
2
4g
L+
Lφ∂ωφ
2g
∂ω,
Gradu = gµν∂µu∂ν = −1
2
L− LφLφ
4g
L− (Lφ)
2
4g
L+
Lφ∂ωφ
2g
∂ω.
(3.18)
Here “Grad” means taking the gradient with respect to gµν . Notice that, Gradu and Gradu
are not necessary null but they are causal (non-spacelike) with respect to (R1+n, g(∂φ)):
g(Gradu,Gradu) = guu = −(Lφ)
2
4g
≤ 0,
g(Gradu,Gradu) = guu = −(Lφ)
2
4g
≤ 0.
(3.19)
Viewing the formulation (3.17), (3.18) and the L∞ estimate for ∂φ in Lemma 3.2, we
know that L˜ is in fact obtained by extracting the first two leading terms in (−2Gradu). The
same thing happens to L˜ and (−2Gradu). Instead of using the genuine null vectors adapted
to (R1+n, g(∂φ)) or (L,L) coming from Minkowski background, the intermediates (L˜, L˜) turn
out to be perfect as multipliers. They bring more positive terms in the associated energy (see
Lemma 3.6). This is useful in treating the nonlinear terms as we will see in Section 3.4 and
3.5.
Lemma 3.6. With the bootstrap assumption (3.5), we have g ∼ 1 and
−P u[φk, L˜] ∼ |Lφk|2 + |Lφ|2|∇/ φk|2 + |Lφ|4|Lφk|2,
−P u[φk, L˜] ∼ |∇/ φk|2 + |Lφ|2|Lφk|2 + |Lφ|2|Lφk|2,
−P u[φk, L˜] ∼ |∇/ φk|2 + |Lφ|2|Lφk|2 + |Lφ|2|Lφk|2,
−P u[φk, L˜] ∼ |Lφk|2 + |Lφ|2|∇/ φk|2 + |Lφ|4|Lφk|2.
(3.20)
provided δ is sufficiently small and φk = δ
l∂lΓk−lφ.
Proof. We first note that the (0, 2)-energy momentum tensor Tαβ is defined as Tαβ := gασT
σ
β ,
where T σβ is the (1, 1)-energy momentum tensor defined in (2.12). We have
−P u[φk, L˜] = T (−Gradu, L˜), − P u[φk, L˜] = T (−Gradu, L˜),
−P u[φk, L˜] = T (−Gradu, L˜), − P u[φk, L˜] = T (−Gradu, L˜).
(3.21)
We had shown in Lemma 3.5 and in (3.19) that L˜, L˜ and −Gradu,−Gradu are all causal (non-
spacelike) vector fields with respect to g(∂φ). By the energy condition, the four currents in
(3.21) are all non-negative.
From Lemma 3.2, we know that |∂¯φ| . δ 34 and Lφ ∼ 1, thus when δ is sufficiently small,
we have
g = 1 +Q = 1− ∂uφ∂uφ+ |∇/ φ|2 ∼ 1± δ ∼ 1.
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As the proof for the four cases in (3.20) is similar, we only give the detailed proof for the
second one. We calculate that
P u[φk, L˜] =g
uγ∂γφkL˜φk − 1
2
gγδ∂γφk∂δφkδ
u
αL˜
α
=guγ∂γφk∂uφk + |Lφ|2guγ∂γφk∂uφ− 1
2
|Lφ|2gγδ∂γφk∂δφk
=guγ∂γφk∂uφk +
1
2
|Lφ|2guu∂uφk∂uφk
− 1
2
|Lφ|2(guu(Lφk)2 + guωLφk∂ωφk + gωω∂ωφk∂ω′φk)
=guu(Lφk)
2 + guω∂ωφkLφk + g
uuLφkLφk +
1
2
|Lφ|2guu(Lφk)2
− 1
2
|Lφ|2(guu(Lφk)2 + guωLφk∂ωφk + gωω∂ωφk∂ω′φk).
We further submit the gγδ defined in (2.9) into the above formula
P u[φk, L˜] =−
(
1
2
+
LφLφ
4(1 +Q)
)
|Lφk|2 + Lφ∇/ φ
2(1 +Q)
∇/ φkLφk
− |Lφ|
2
4(1 +Q)
LφkLφk − |Lφ|
4
8(1 +Q)
|Lφk|2
− 1
2
|Lφ|2
(
− |Lφ|
2
4(1 +Q)
|Lφk|2 + Lφ∇/ φ
2(1 +Q)
Lφk∇/ φk + |∇/ φk|2 + |∇/ φ∇/ φk|
2
1 +Q
)
=− 1
2
|Lφk|2 − |Lφ|
4
8(1 +Q)
|Lφk|2 − 1
2
|Lφ|2|∇/ φk|2 +
6∑
i=1
Ii,
where in the last equality, the first three terms are the main terms having good sign, while
the error terms I1, · · · I6 are defined as follows. We will treat them one by one.
|I1| =
∣∣∣ LφLφ
4(1 +Q)
|Lφk|2
∣∣∣ . δ|Lφk|2.
Hence I1 could be absorbed by −12 |Lφk|2, which still gives a good sign.
|I2| =
∣∣∣ Lφ∇/ φ
2(1 +Q)
∇/ φkLφk
∣∣∣ . δ 34 |Lφ∇/ φkLφk| . δ 34 |Lφk|2 + δ 34 |Lφ|2|∇/ φk|2.
This again could be absorbed by the first and third main tems −12 |Lφk|2 − 12 |Lφ|2|∇/ φk|2.
Furthermore, for I3, we perform Cauchy-Schwarz inequality,
|I3| =
∣∣∣− |Lφ|2
4(1 +Q)
LφkLφk
∣∣∣ ≤ |Lφ|4
16(1 +Q)
|Lφk|2 + 1
4(1 +Q)
|Lφk|2.
Noticing the coefficients, I3 could also be absorbed by the first two main terms −12 |Lφk|2 −
|Lφ|4
8(1+Q) |Lφk|2, so that the main terms is roughly −14 |Lφk|2 − |Lφ|
4
16 |Lφk|2, which still have a
good sign.
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For I4, I5, I6, we have
|I4| =
∣∣∣ |Lφ|2|Lφ|2
8(1 +Q)
|Lφk|2
∣∣∣ . δ2|Lφk|2.
|I5| =
∣∣∣LφLφ∇/ φ
4(1 +Q)
Lφk∇/ φk
∣∣∣ . δ 34 |LφLφk∇/ φk|
≤ δ 34 (|Lφk|2 + |Lφ|2|∇/ φk|2),
and
|I6| =
∣∣∣ |Lφ|2|∇/ φ∇/ φk|2
2(1 +Q)
∣∣∣ . δ 32 |Lφ|2|∇/ φk|2.
If δ is small enough, they are only small perturbations of the main terms, thus we have
−P u[φk, L˜] ∼ |Lφk|2 + |Lφ|4|Lφk|2 + |Lφ|2|∇/ φk|2 > 0.
Remark 3.7. Different from the semilinear case, we get a wealth of additionally positive terms
in the energy for the quasilinear wave equations.
Before proceeding to the energy estimates, we need to investigate the double null structure
of high order RME in the null coordinates (u, u, θ).
3.3 The high order equation and double null condition
3.3.1 Higher order RME
In this subsection, we will deduce the higher order equation of the RME which comes from
commuting with the vector fields Z for N times.
Lemma 3.8. Commuting the RME (1.1) with the Klainerman vector field Z for N times,
we have
g(∂φ)ZNφ = (1 +Q)−1gµν∂νQ∂µZNφ
+
∑
i1+···+ik≤N,
i1,··· ,ik<n,k≥3
Fi1,···ik(Q)Q(Z
i1φ,Q(Zi2φ,Zi3φ)) · · ·Q(Zik−1φ,Zikφ), (3.22)
where Fi1,···ik(Q) is a fractional function on Q := Q(φ, φ) = η
αβ∂αφ∂βφ and k is odd, and if
k = 3, then this is to be interpreted as the factor Q(Zi4φ,Zi5φ) being absent.
Proof. We rewrite equation (1.1) as follows
φ− Q(φ,Q(φ, φ))
1 +Q(φ, φ)
= 0. (3.23)
Then applying Z to (3.23) for N times, recalling that [, Z] = 0, except for [, S] = −2,
we obtain
ZNφ− Q(φ,Q(Z
Nφ, φ))
1 +Q
− Q(Z
Nφ,Q(φ, φ))
2(1 +Q)
+
Q(φ,Q(φ, φ))Q(ZNφ, φ)
(1 +Q)2
=
∑
i1+···+ik≤N,
i1,··· ,ik<n,k≥3
Fi1,···ik(Q)Q(Z
i1φ,Q(Zi2φ,Zi3φ)) · · ·Q(Zik−1φ,Zikφ). (3.24)
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Here we had used the fact that Q is the basic null form Q0, and the commuting formula for
Z and Q0 (2.2). Expanding Q, and noticing that
ZNφ− ∂
µφ∂νφ∂2µνZ
Nφ
1 +Q
= gµν∂µ∂νZ
Nφ = g(∂φ)ZNφ, (3.25)
where in the second equality of (3.25), we had used the wave coordinate condition (2.6) (or
equivalently the RME (2.8)), and
2∂µφ∂2µνφ∂
νZNφ
1 +Q
− ∂
νφ∂νQ∂µφ∂
µZNφ
(1 +Q)2
=
∂µQ∂µZ
Nφ
1 +Q
− ∂
νφ∂µφ∂νQ∂µZ
Nφ
(1 +Q)2
=
gνµ∂νQ∂µZ
Nφ
1 +Q
,
(3.26)
we achieve (3.22).
Remark 3.9. The high order RME (3.22) is a geometric wave equation with inhomogeneous
terms, which are at least cubic. And the cubic non-linearities take the double null forms
Q(ϕ,Q(χ, ψ)), which contains at least four derivatives. Let us stress here that, in the high
order RME, the Q takes only the first type of basic null forms, Q0 in (2.1). This would be
crucial in applications, as we can see in next subsection.
3.3.2 Double null condition in null coordinates
We are ready to study the structure of the nonlinear term Q(φ,Q(ψ, χ)) in the null coordi-
nates. We denote the projection of ∂i, i = (1, · · · , n) to the tangent space of the (n−1)-sphere
Sn−1 by,
∂¯i = ∂i − ωiωj∂j = ∂i − ωi∂r, ωi = xi
r
.
Note that, {∂¯i, i = 1, · · · , n} composes of a global frame on Sn−1 and ∂¯i = r−1ωjΩij .
We first introduce the following lemma, which is originated form Lindblad and Rodnianski
[19].
Lemma 3.10. If kαβ is a symmetric tensor, then
kαβ∂α∂β = kLLL
2 + 2kLLLL+ kLLL
2 + kij ∂¯i∂¯j
+ 2kjL∂¯jL+ 2k
j
L∂¯jL+ r
−1t¯rkL+ r−1t¯rkL− r−1kijωi∂¯j ,
(3.27)
where t¯rk = δABkAB = δ¯
ijkij , and δ¯
ij = δij − ωiωj is the projection operator, and the sum
is over i, j = 1, · · · , n.
We recall the definition Q(φ,Q(ψ, χ)) = ∂αφ∂βψ∂α∂βχ+ ∂
αφ∂βχ∂α∂βψ. For notational
convenience, we define the symmetrization
Sαβ(φ, ψ) =
1
2
(∂αφ∂βψ + ∂αψ∂βφ). (3.28)
Then
Q(φ,Q(ψ, χ)) = Sαβ(φ, ψ)∂α∂βχ+ S
αβ(φ, χ)∂α∂βψ. (3.29)
Next, we will further make use of the decomposition ∂i = ∂¯i + ω
i∂r, and reformulate
Q(φ,Q(ψ, χ)) so that it shows the null structure manifestly.
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Lemma 3.11. In terms of the null frame (L,L, ∂¯i), we have
Sαβ(φ, ψ)∂α∂βχ = SLLL
2χ+ 2SLLLLχ+ SLLL
2χ+
n∑
i,j=1
1
2
(∂¯iφ∂¯jψ + ∂¯iψ∂¯jφ)∂¯i∂¯jχ
+
n∑
i=1
(Lφ∂¯iψ + Lψ∂¯iφ)∂¯jLχ+
n∑
i=1
(Lφ∂¯iψ + Lψ∂¯iφ)∂¯jLχ
+
1
2r
n∑
i=1
(∂¯iφ∂¯jψ + ∂¯iψ∂¯jφ)∂rχ− 1
r
n∑
i=1
(∂¯iφ∂rψ + ∂¯iψ∂rφ)∂¯iχ.
(3.30)
Proof. Letting kαβ = Sαβ(φ, ψ) be the symmetric tensor, we have
Sαβ(φ, ψ)∂α∂βχ = SLLL
2χ+ 2SLLLLχ+ SLLL
2χ+
1
2
(∂iφ∂jψ + ∂iψ∂jφ)∂¯i∂¯jχ
+ (Lφ∂jψ + Lψ∂jφ)∂¯jLχ+ (Lφ∂
jψ + Lψ∂jφ)∂¯jLχ
+
1
2r
n∑
i=1
(∂¯iφ∂¯jψ + ∂¯iψ∂¯jφ)∂rχ− 1
2r
(∂iφ∂jψ + ∂iψ∂jφ)ωi∂¯jχ.
We first show an important observation
ωj ∂¯j = ω
j(∂j − ωj∂r) = ∂r − ∂r = 0.
Based on this cancellation, we can distinguish the ∂r and ∂¯i finely in those formulas,
r−1
∑
i,j
∂iφ∂jψωi∂¯jχ = r
−1∑
i,j
(∂¯i + ωi∂r)φ(∂¯j + ωj∂r)ψωi∂¯jχ
=
∑
j
r−1∂rφ∂¯jψ∂¯jχ.
In the same way,
Lφ∂jψ∂¯jLχ =
∑
i
Lφ∂¯iψ∂¯iLχ, Lφ∂
jψ∂¯jLχ =
∑
i
Lφ∂¯iψ∂¯iLχ.
Besides, ∑
i,j
∂iφ∂jψ∂¯i∂¯jχ =
∑
i,j
(∂¯i + ωi∂j)φ(∂¯j + ωj∂r)ψ∂¯i∂¯jχ
=
∑
i,j
∂¯iφ∂¯jψ∂¯i∂¯jχ−
∑
i,j
∂¯iφ∂rψ(∂¯iωj)∂¯jχ
=
∑
i,j
∂¯iφ∂¯jψ∂¯i∂¯jχ−
∑
i
r−1∂¯iφ∂rψ∂¯iχ,
where we have used the fact that ∂¯iωj = ∂iωj = r
−1(δij − ωiωj). Then the lemma holds by
putting all the above calculations together.
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Remark 3.12. From Lemma 3.11, we can see that the first two lines of (3.30) both have
signature 0 and they contain four derivatives. While in the last line, only three derivatives
appear, and the signature is−1. However, these terms involve at least two angular derivatives,
which would afford more power in δ, and there is also an additional factor r−1 ∼ |u|−1 which
will afford much decay. Generally speaking, the null forms in the null coordinates exhibit
good structures.
With respect to the null frame in Minkowski spacetime, another interpretation for the
double null forms would be: Among the four derivatives in Q(φ,Q(ψ, χ)), there exist at least
two good derivatives {L,∇/ } or at most two bad derivatives L.
Now we are ready to prove the a priori estimate.
3.4 Estimates for E≤N
We apply the energy identity (2.18) for the high order RME (3.22), with φ being replaced by
φk = δ
l∂lΓk−lφ, and take ξ = L˜ to obtain∫
Cu
−√gP u[φk, L˜]rn−1dudσSn−1 +
∫
Cu
−√gP u[φk, L˜]rn−1dudσSn−1
=
∫
Σ1
−√gP t[φk, L˜]rn−1drdσSn−1 −
∫∫
Du,u
∂α(
√
gPα)dn+1x.
(3.31)
In view of Lemma 3.6, we know that the energies on the left hand side of (3.31) bounds
δE2≤N (u, u), while the data∫
Σ1
−√gP t[φk, L˜]rn−1drdσSn−1 . δI2N (ψ0, ψ1).
Thus, (3.31) turns into the energy inequality
δE2≤N (u, u) . δI2N (ψ0, ψ1) +
∫∫
Du,u
|∂α(√gPα)|dn+1x. (3.32)
In the following, we shall estimate the spacetime integral
∫∫
Du,u |∂α(
√
gPα)|dn+1x.
Taking ξ = L˜ in Lemma 2.2, we derive the divergence of the associated current Pα
∂α(
√
gPα) =
√
g
(
g(∂φ)φkL˜φk + Tαβ · ∂αL˜
β
)
− 1
2
L˜(
√
ggγρ)∂γφk∂ρφk. (3.33)
Next, we calculate the deformation tensor for L˜,
∂αL˜
β
= ∂αL
β + ∂α(Lφ)
2Lβ + |Lφ|2∂αLβ
= −1
r
γβα + ∂α(Lφ)
2Lβ +
|Lφ|2
r
γβα,
(3.34)
where γαβ denotes the induced metric of ηµν on S
n−1
u,u . Similar calculation holds for L˜. Thus,
Tαβ · ∂αL˜
β
=
(
gαγ∂γφk∂βφk − 1
2
gγδ∂γφk∂δφkδ
α
β
)
∂αL˜
β
= A+B, (3.35)
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where A and B are defined in an obvious way
A = gαγ∂γφk∂βφk∂αL˜
β
= gωγ∂γφk∂ω′φk
(
−1
r
γω
′
ω +
1
r
|Lφ|2γω
′
ω
)
+ guγ∂γφkLφk(L(Lφ)
2) + guγ∂γφkLφk(L(Lφ)
2),
(3.36)
and
B = −1
2
gγδ∂γφk∂δφkδ
α
β∂αL˜
β
= −
(
−n− 1
2r
+
(n− 1)|Lφ|2
2r
+ LLφLφ
)
gγδ∂γφk∂δφk.
(3.37)
Then (3.35) reduces to
Tαβ · ∂αL˜
β
=
(
1
r
− |Lφ|
2
r
)(
n− 1
2
gγδ∂γφk∂δφk − gωγ∂γφk∂ωφk
)
+ guγ∂γφkLφk(L(Lφ)
2) + guγ∂γφkLφk(L(Lφ)
2)− LLφLφgγδ∂γφk∂δφk
:= H1 +H2 +H3 +H4.
(3.38)
The error terms associated to the connection coefficients can also be calculated as
L˜(
√
ggγρ)∂γφk∂ρφk =
L˜Q
2
√
g
gγρ∂γφk∂ρφk − L˜(∂
γφ∂ρφ)√
g
∂γφk∂ρφk
=
Q(Lφ, φ) + |Lφ|2Q(Lφ, φ)√
g
gγρ∂γφk∂ρφk
− 2√
g
(∂γLφ+ |Lφ|2∂γLφ)∂ρφ∂γφk∂ρφk
− 1√
g
(∂αLβ + |Lφ|2∂αLβ)∂αφ∂βφgγρ∂γφk∂ρφk
+
2√
g
(∂γLβ + |Lφ|2∂γLβ)∂βφ∂ρφ∂γφk∂ρφk.
Submitting the deformation tensor (3.34) into the above formula, we have
L˜(
√
ggγρ)∂γφk∂ρφk =
Q(Lφ, φ) + |Lφ|2Q(Lφ, φ)√
g
gγρ∂γφk∂ρφk
− 2√
g
(∂γLφ+ |Lφ|2∂γLφ)∂ρφ∂γφk∂ρφk
+
1− |Lφ|2
r
√
g
γωω′∂
ωφ∂ω
′
φgγρ∂γφk∂ρφk
− 2− 2|Lφ|
2
r
√
g
γωω′∂
ωφ∂ω
′
φk∂
ρφ∂ρφk
:= I1 + I2 + I3 + I4. (3.39)
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Thus, in (3.32), the spacetime integral in (3.32) could be classified as∫∫
Du,u
√
g
[
|g(∂φ)φkL˜φk|+
4∑
i=1
|Hi|+
4∑
j=1
|Ij |
]
dn+1x. (3.40)
For H1, it could be further expanded as
H1 =
√
g
(
1
r
− |Lφ|
2
r
)[n− 1
2
gab∂aφk∂bφk
+ (n− 2)gωa∂aφk∂ωφk + n− 3
2
gωθ∂θφk∂ωφk
]
,
(3.41)
where a, b denote the null coordinates (u, u), and ω, θ denote the angular coordinates.
When n = 3, the worst term in (3.41) is the quadratic one 1rLφkLφk. We can bound it
by ∫∫
Du,u
√
g
∣∣∣1
r
LφkLφk
∣∣∣dn+1x
.‖r−1‖L2uL2u‖Lφk‖L2uL2Sn−1‖Lφk‖L2uL2Sn−1 . δ
2|u|− 12M2.
(3.42)
When n = 2, there is an additional quadratic term 1r∇/ φk∇/ φk in (3.41), which could be
estimated in the same way as (3.42). In fact, for energy associated to L˜, we only expect weak
estimate, E2≤N . δ. Hence, although 1r∇/ φk∇/ φk is quadratic, the inherently null structure
helps to afford adequate smallness to close the energy argument.
As for Hi, i = 2, 3, 4, we note that they all have signature −1 (see definition in Section
2.2). Namely, they all take the null forms. In H2, the leading term is (Lφk)
2LφL2φ, which
could be estimated as∫∫
Du,u
√
g|H2|dn+1x .
∫∫
Du,u
|(Lφk)2LφL2φ|dn+1x
. ‖Lφk‖2L2uL2Sn−1‖Lφ‖L2uL∞Sn−1‖L
2φ‖L2uL∞Sn−1 . δ
2|u|2dnM4.
(3.43)
By a similar procedure, we perform L2 on terms involving the highest order derivative
∂φk, and L
∞ on terms of first and second order derivatives, then∫∫
Du,u
√
g(|H3|+ |H4|)dn+1x . δ2|u|2dn− 12M4. (3.44)
The I1, I2 having signature -1, also take the null forms. Therefore, similar to H3 and H4,
we have ∫∫
Du,u
√
g(|I1|+ |I2|)dn+1x . δ2|u|2dn− 12M4. (3.45)
For I3 and I4, ignoring the coefficient
1−|Lφ|2
r
√
g ∼ 1, they have signature 0, which are good
enough to afford plenty smallness. Typically, they could be controlled as∫∫
Du,u
√
g[|I3|+ |I4|]dn+1x . ‖1
u
∇/ φLφ‖L1uL∞Sn−1‖∇/ φk‖L2uL2Sn−1‖Lφk‖L2uL2Sn−1
. δ2+ 54 |u|2dn−1M4.
(3.46)
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At last, we consider the source term g(∂φ)φk · L˜φk. With respect to Lemma 3.8, we have∫∫
Du,u
√
g|g(∂φ)φkL˜φk|dn+1x =
∫∫
Du,u
√
g|(1 +Q)−1gµν∂νQ∂µφk
+
∑
i1+···+ij≤k,
i1,··· ,ij<k,j≥3
Fi1,···ij (Q)Q(φi1 , Q(φi2 , φi3)) · · ·Q(φij−1 , φij )L˜φk|dn+1x
:= J1 + J2.
(3.47)
Obviously, the leading term in J1 is∫∫
Du,u
|ηµν∂νQ∂µφkLφk|dn+1x, (3.48)
which satisfies the double null condition. In views of subsection 3.3.2, the double null form
ηµν∂νQ∂µφk, or equivalently Q(φk, Q(φ, φ)) contains two types:
J11 =

LφL2φLφk, LLφLφLφk, L∇/ φ∇/ φLφk
LLφLφLφk, L
2φLφLφk, L∇/ φ∇/ φLφk
∇/LφLφ∇/ φk, ∇/LφLφ∇/ φ∇/ φk, ∇/ 2φ∇/ φ∇/ φk
 , (3.49)
which we refer to as J11 type, and the J12 type
J12 =
{
r−1(∇/ φ)2(Lφk − Lφk), r−1(Lφ− Lφ)∇/ φ∇/ φk
}
. (3.50)
The J11 has signature 0, could be estimated typically as∫∫
Du,u
|LLφLφ(Lφk)|2dn+1x . ‖LLφ‖L2uL∞Sn−1‖Lφ‖L2uL∞Sn−1‖(Lφk)
2‖L1uL1Sn−1
. δ2|u|2dn−1M4.
(3.51)
While J12 has additional factor r
−1 which affords decay in u, Moreover, it also contains two
angular derivatives, which afford much more smallness. This could be seen form the rough
comparison: Both LφLφ and |∇/ φ|2 have signature 0, however, |∇/ φ|2 is smaller
|LφLφ| . δ|u|2dn− 12 , |∇/ φ|2 . δ 32 |u|2dn−1. (3.52)
The worst term in J12 could be estimated as∫∫
Du,u
|r−1∇/ φ∇/ φ(Lφk)|2dn+1x . ‖u−1(∇/ φ)2‖L1uL∞Sn−1‖(Lφk)
2‖L1uL1Sn−1
. δ 52 |u|2dn−1M4.
(3.53)
After estimating term by term, we conclude that∫∫
Du,u
√
g|J1|dn+1x . δ2|u|2dn−1M4. (3.54)
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Next, for J2, it also satisfies the double null condition. Without loss of generality, we
assume that i1 ≤ i2 ≤ i3, then∫∫
Du,u
√
g|J2|dn+1x .
∫∫
Du,u
|Q(φi1 , Q(φi2 , φi3))Lφk|dn+1x. (3.55)
Since i1 + i2 + i3 < k, then at most
k
2 ≤ i3 < k and i1 ≤ i2 < k2 . If k2 ≤ k − 2, i.e., k ≥ 4, we
can apply the L∞ norm in Lemma 3.2, which says for j = 1, 2,
‖∇/ φij‖L∞(Su,u) . δ
3
4 |u|dn− 12M,
‖Lφij‖L∞(Su,u) . δ|u|dn−
1
2M,
‖Lφij‖L∞(Su,u) . |u|dnM.
Then we can estimate all terms of J2 in the same way. We only give the estimate for the
worst term ∫∫
Du,u
|Lφi1Lφi2L2φi3Lφk|dn+1x
. ‖Lφi1Lφi2‖L2uL2uL∞Sn−1‖Lφi3+1‖L2uL2Sn−1‖Lφk‖L2uL2Sn−1
. δ2|u|2dn+ 12M4.
(3.56)
Remark 3.13. In estimating J2, we had also used the fact that in Q(φi1 , Q(φi2 , φi3)), the
J11 type (3.49) having signature 0, contains at least four derivatives, which affords more
decay in u, while the J12 type (3.50) has additional factor r
−1 and contains two angular
derivatives, so that it affords more decay in u and sufficient smallness (see the comparison
(3.52)). To be more specific, if n = 2, ‖Lφi1‖L2uL2uL∞Sn−1 has log growth in u. However, in
(3.56), Q(φi1 , Q(φi2 , φi3)) has the contribution of quadratic term ‖Lφi1Lφi2‖L2uL2uL∞Sn−1 which
affords adequate decay in u for integral. This is crucial in proving the uniform boundness of
energy in n = 2 case.
Thus, we conclude that ∫∫
Du,u
√
g|J2|dn+1x . δ2+|u|
dn
2 M4. (3.57)
In summary, we achieve that
δE2≤N (u, u) . δI2N (ψ0, ψ1) + δ2M2, (3.58)
which is equivalent to
E2≤N . I2N (ψ0, ψ1) + δM2. (3.59)
This yields the desired estimate, provided that δ is sufficiently small.
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3.5 Estimates for E≤N
In this section, we apply the energy identity (2.18) for the high order RME (3.22), with φ
being replaced by φk = δ
l∂lΓk−lφ and take ξ = L˜ to obtain∫
Cu
−√gP u[φk, L˜]rn−1dudσSn−1 +
∫
Cu
−√gP u[φk, L˜]rn−1dudσSn−1
=
∫
Σ1
−√gP t[φk, L˜]rn−1drdσSn−1 −
∫∫
Du,u
∂α(
√
gPα)dn+1x.
(3.60)
The energy on left hand side is equivalent to δ2E2≤N (u, u), while the data satisfies∫
Σ1
−√gP t[φk, L˜]rn−1drdσSn−1 . δ2I2k(ψ0, ψ1).
In this case, by the divergence of the current associated to L˜
∂α(
√
gPα) =
√
g
(
g(∂φ)φkL˜φk + Tαβ ∂αL˜β
)
− 1
2
L˜(
√
ggγρ)∂γφk∂ρφk
= S +
4∑
i=1
Mi +
4∑
j=1
Nj ,
(3.61)
where S is the source term
S =
√
gg(∂φ)φk · L˜φk, (3.62)
and
∑4
i=1Mi coming form the deformation tensor of L˜ defined by
4∑
i=1
Mi :=
√
g
[(
−1
r
+
|Lφ|2
r
)(
n− 1
2
gγδ∂γφk∂δφk − gωγ∂γφk∂ωφk
)
+guγ∂γφkLφk(L(Lφ)
2) + guγ∂γφkLφk(L(Lφ)
2)− LLφLφgγδ∂γφk∂δφk
]
,
(3.63)
while error terms
∑4
j=1Nj associated to the connection coefficients are defined as
4∑
j=1
Nj := −1
2
[Q(Lφ, φ) + |Lφ|2Q(Lφ, φ)√
g
gγρ∂γφk∂ρφk
− 2√
g
(∂γLφ+ |Lφ|2∂γLφ)∂ρφ∂γφk∂ρφk
−1− |Lφ|
2
r
√
g
γωω′∂
ωφ∂ω
′
φgγρ∂γφk∂ρφk +
2− 2|Lφ|2
r
√
g
γωω′∂
ωφ∂ω
′
φk∂
ρφ∂ρφk
]
.
(3.64)
As before, we at first estimate the Mi, M1 takes the following form
For M1,
M1 =
√
g
(
−1
r
+
|Lφ|2
r
)[n− 1
2
gab∂aφk∂bφk
+ (n− 2)gωa∂aφk∂ωφk + n− 3
2
gωθ∂θφk∂ωφk
]
,
(3.65)
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where a, b denote the null coordinates (u, u), and ω, θ denote the angular coordinates.
Wnen n = 3, M1 has the leading quadratic term
1
rLφkLφk, which we shall apply the
Gronwall inequality to obtain∫∫
Du,u
|1
r
LφkLφk|dn+1x
.
∫∫
Du,u
1
δ
|Lφk|2dn+1x+
∫∫
Du,u
δ
|u|2 |Lφk|
2dn+1x
.
∫ u
u0
1
δ
‖Lφk‖2L2(Cu¯)du¯+
∫ u
u0
δ
|u¯|2 ‖Lφk‖
2
L2(Cu¯)
du¯
.
∫ u
u0
δE2≤k(u¯)du¯+ δ|u|−1(δI2 + δ2M2),
(3.66)
where in the last inequality, we have used the previous result for E2≤k(u, u) (3.58) and
E2≤k(u¯) = sup
u
E2≤k(u¯, u). (3.67)
Wnen n = 2, in addition to the leading quadratic term 1rLφkLφk, which could be esti-
mated in the same way as (3.66), we also have the positive term
√
g
2r g
ωθ∂ωφk∂θφk in M1. It
has a good sign in the energy identity (3.60), so that it could be moved to the left hand side
and contributes the spacetime integral
∫∫
Du,u
√
g
2r g
ωθ∂ωφk∂θφkd
2+1x. In other words, L also
serves as a Morawetz multiplier and contributes additional integrated decay estimate. This
plays a crucial role in proving the uniform energy for n = 2 case.
The signature of M2,M3,M4 are +1, showing that they satisfy the null conditions. Hence
the estimates for M2 and M3 are straightforward, we only pick out the leading term,∫∫
Du,u
|M2|dn+1x . ‖Lφk‖L2uL2Sn−1‖Lφk‖L2uL2Sn−1‖LLφ‖L2uL∞Sn−1‖Lφ‖L2uL∞Sn−1
. δ3|u|2dn− 12M4,
(3.68)
and similarly for M3,∫∫
Du,u
|M3|dn+1x . ‖Lφk‖2L2uL2Sn−1‖L
2φ‖L2uL∞Sn−1‖Lφ‖L2uL∞Sn−1
. δ3|u|2dn− 32M4.
(3.69)
The estimate for M4 is similar to that for M2, we thus have∫∫
Du,u
|M4|dn+1x . δ3|u|2dn− 12M4. (3.70)
For the connection coefficients
∑4
j=1Nj , the first two terms N1 and N2 with signature
+1, satisfy the null conditions. Thus, similar to M2, we have∫∫
Du,u
|N1|+ |N2|dn+1x . δ3|u|2dn− 12M4. (3.71)
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While N3 and N4, the coefficient
1−|Lφ|2
r
√
g ∼ 1. Although N3 and N4 have signature 0,
they involve two angular derivative terms, which afford more smallness (see the comparison
(3.52)). This is similar to J12 type (3.50) in the double null forms, see the last subsection
3.4. In a word, they could be typically estimated as∫∫
Du,u
(|N3|+ |N4|)dn+1x .
∫∫
Du,u
1
|u| |∇/ φ|
2|Lφk||Lφk|dn+1x . δ
7
2 |u|2dn−1M4. (3.72)
At last, we turn to the source term L, which takes the null forms. As (3.47) in last
subsection, we split L into L1 + L2. Each of the L1 and L2 taking the null forms could be
again separated into J11 (3.49) and J12 (3.50) type as in subsection 3.4. For the J11 type in
L1, the leading term is ∫∫
D
|LLφLφLφkLφk|dn+1x . δ3|u|2dn−
1
2M4. (3.73)
The J12 type in L1 could be estimated in the same way as (3.72), so that they are bounded
by δ
7
2 |u|2dn−1M4. While L2 satisfies the double null condition, whose estimate is similar to
the L1 case, so we have ∫∫
Du,u
|L2|dn+1x . δ3|u|2dnM4. (3.74)
As in Remark 3.13, we also emphasize that in contrast to the quadratic null forms, the
cubic null forms Q(φi1 , Q(φi2 , φi3)) could be summarized as J11 type and J12 type. The
J11 type contains four derivatives, and the J12 type has three derivatives with additional
coefficients r−1. Both cases afford more decay in u and sufficient smallness. This is needed
in proving the uniform energy for n = 2 case.
As a summary, we conclude
δ2E2≤N (u, u) . δ2I2N (ψ0, ψ1) +
∫ u
u0
δE2≤N (u¯)du¯+ δ
3|u|dnM2. (3.75)
Particularly for n = 2, we have
δ2E2≤N (u, u) +
∫∫
Du,u
√
g
2r
gωθ∂ωφk∂θφkd
2+1x
.δ2I2(ψ0, ψ1) +
∫ u
u0
δE2≤N (u¯)du¯+ δ
3|u|− 12M2.
(3.76)
Taking the sup on u (see (3.67)), we have further
E2≤N (u) ≤ I2N (ψ0, ψ1) +
∫ u
u0
δ−1E2≤N (u¯)du¯+ δM
2. (3.77)
An application of Gronwall inequality finally yields
E2≤N (u) . I2N (ψ0, ψ1) + δM2. (3.78)
Then, if δ is small enough, we can find a constant depending on the initial data such that
E≤N (u, u) . IN (ψ0, ψ1) for all u, u.
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Remark 3.14. In (3.66), if we estimate M1 directly as in subsection 3.4, we will have∫∫
Du,u
|M1|dn+1x . δ2|u|− 12M2.
This is not enough to close the bootstrap argument. Instead, we make use of the hierarchy
of energy estimate (as in (3.66)) to get around this difficulty.
Remark 3.15. If we ignore the genuine geometry of RME, and rewrite the RME (3.23) as
∂µ
(
∂µφ√
1 +Q
)
= 0. (3.79)
Hence the high order version takes similar form
∂µ
(
∂µZNφ√
1 +Q
)
=
Q(φ,Q(ZNφ, φ))√
1 +Q
3 +
Q(φ,Q(φ, φ))Q(ZNφ, φ)√
1 +Q
5
+
∑
i1+···+ik≤N,
i1,··· ,ik<N,k≥3
F (Q)Q(Zi1φ,Q(Zi2φ,Zi3φ)) · · ·Q(Zik−1φ,Zikφ), (3.80)
where the first term on the right hand side is the quasilinear term, which would be treated
by integration by parts. The corresponding energy momentum tensor is
Tµν(ϕ) =
∂µϕ√
1 +Q
· ∂νϕ√
1 +Q
− 1
2
ηµν
ησρ∂ρϕ∂σϕ√
1 +Q
. (3.81)
Defining φN = Z
Nφ, we calculate that
∂µTµν(φN ) = ∂σ
(
∂σφQ(φN , φ)∂νφN
(1 +Q)2
)
− 1
2
(
Q2(φN , φ)
(1 +Q)2
)
+ nonlinear error terms.
(3.82)
If we take L as the multiplier, the energy identity becomes∫
Cu
|LφN |2
(1 +Q)2
+
∫
Cu
|∇/ φN |2
(1 +Q)2
= IN
+
1
2
∫
Cu
Q2(φN , φ)
(1 +Q)2
+
∫
Cu
LφQ(φN , φ)LφN
(1 +Q)2
+
∫
Cu
LφQ(φN , φ)LφN
(1 +Q)2
+ E ,
(3.83)
where IN depends on initial data and E denotes the error terms integrating on space-time.
In the second line of (3.83), the boundary term could be explicitly written as
1
2
∫
Cu
|Lφ|2|LφN |2
(1 +Q)2
+
|Lφ|2|LφN |2
(1 +Q)2
+ 2
LφLφLφNLφN
(1 +Q)2
+
∫
Cu
|Lφ|2LφNLφN
(1 +Q)2
+ · · · . (3.84)
But these terms could not be absorbed by the energy on the left hand side of (3.83), since they
involve
∫
Cu
|LφN |2
(1+Q)2
, which is absent in the energy on the left hand side. We lost the control
of these boundary terms. For the same reason, if we make some bootstrap assumption on∫
Cu
|LφN |2
(1+Q)2
, the energy estimate argument could not retrieve the bootstrap assumption.
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In the same way, if we take L as the multiplier, the energy identity becomes∫
Cu
|∇/ φN |2
(1 +Q)2
+
∫
Cu
|LφN |2
(1 +Q)2
= IN
+
1
2
∫
Cu
Q2(φN , φ)
(1 +Q)2
+
∫
Cu
LφQ(φN , φ)LφN
(1 +Q)2
+
∫
Cu
LφQ(φN , φ)LφN
(1 +Q)2
+ E .
(3.85)
The boundary term in the second line of (3.85) could be explicitly written as∫
Cu
LφLφLφNLφN
(1 +Q)2
+
∫
Cu
|Lφ|2|LφN |2
(1 +Q)2
+
|Lφ|2LφNLφN
(1 +Q)2
+ · · · . (3.86)
Similarly, due to the presence of
∫
Cu
|LφN |2
(1+Q)2
, which is absent on the left hand side of the
energy identity (3.85), we lost the control of (3.86).
4 Smallness on the last slice Cδ
As we can see in Section 3, the estimates for the short pulse region II only imply that the
solution on the boundary Cδ has largeness. However, since the data on the initial sphere
Cδ ∩ Σ1 vanishes, the estimate on Cδ could be improved through integrating along the null
characteristics as we could see in [23, 27, 28]. To apply this scheme to the quasilinear RME,
we will explore the null frame adapted to the membrane geometry.
We recall the definition of the index dn = −n−12 , n = 2, 3.
4.1 Null frame adapted to the membrane geometry
Let {L = ∂u, L = ∂u, e′i} (i = 1, when n = 2 and i = 1, 2 when n = 3) be the null
frame with respect to (R1+n, ηµν), where e′i are the tangential vector fields on the (n − 1)-
sphere Sn−1u,u with constant u and u. We consider the two vector fields Gradu,Gradu as
defined in (3.18). In particular, they are causal (non-spacelike) with respect to gµν . Moreover,
concerning Gradu, Gradu, e′i and ∂u, ∂u, we have
g(Gradu,Gradu) = guu = −2− LφLφ
4g
,
g(Gradu, e′i) = e
′
i(u) = 0, and g(Gradu, e
′
i) = e
′
i(u) = 0,
(4.1)
and
g(Gradu, ∂u) = ∂u(u) = 1, and g(Gradu, ∂u) = ∂u(u) = 0,
g(Gradu, ∂u) = ∂u(u) = 0, and g(Gradu, ∂u) = ∂u(u) = 1.
(4.2)
Based on (4.2), we can construct two null vector fields e3, e4 corresponding to the membrane
geometry.
Lemma 4.1. We can choose a null frame {e3, e4, eA} with respect to gµν(∂φ), where the two
null vectors are defined by
e3 = −Gradu+ ∂u
2
√
g
, e4 = −Gradu+ ∂u
2
√
g
. (4.3)
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Moreover, we have the following comparison, for any smooth function ϕ
|e3ϕ− Lϕ| . δ|u|2dn− 12 |e3ϕ|+ δ2|u|2dn−1|Lϕ|+ δ 74 |u|2dn−1|∇/ϕ|, (4.4)
|e4ϕ− Lϕ| . δ|u|2dn− 12 |e4ϕ|+ |u|2dn−1|Lϕ|+ δ 34 |u|2dn−1|∇/ϕ|, (4.5)
and
|eAϕ| . δ|u|dn− 12 |∂uϕ|+ |u|dn |∂uϕ|+ |u|−1|∇/ϕ|. (4.6)
Proof. We can check straightforwardly that g(e3, e3) = g(e4, e4) = 0 and viewing the L
∞
estimate for φ,
g(e3, e4) = −2
(
1 +
1
2
√
g
)2
∼ −2. (4.7)
Moreover, e3, e4 inherit the main feature of L,L, namely, e3 has signature +1, while e4 has
signature −1. And they are also close to L and L quantitatively. Actually, implied by the
L∞ estimate for ∂φ, we have sketchily for e3
e3 ∼ L± δ|u|2dn− 12L± δ2|u|2dn−1L± δ 74 |u|2dn−1∇/ , (4.8)
and for e4
e4 ∼ L± δ|u|2dn− 12L± |u|2dn−1L± δ 34 |u|2dn−1∇/ . (4.9)
Alternatively, for all smooth function ϕ, we can rewrite (4.8) and (4.9) as (4.4), (4.5). In
particular, (4.5) would be useful in next section.
We can choose appropriate eA (A = 1 when n = 2 and A = 1, 2 when n = 3) such that
{e3, e4, eA} becomes the null frame
g(e3, eA) = g(e4, eA) = 0. (4.10)
We shall use the capital Latin letters A,B · · · to denote the angular index. We note that the
choice of eA depends on φ. We might write it as
eA = e
α
A(φ)∂α = e
u
A∂u + e
u
A∂u + e
ω
A∂ω.
Note that, euA = eA(u), e
u
A = eA(u). In view of (4.10), we are able to calculate e
u
A, e
u
A
explicitly. Noticing that
−g(e3, eA) = eA(u)− g(∂u, eA)
2
√
g
= 0,
combining with the fact that g(∂u, eA) = η(∂u, eA) + ∂uφ · eAφ and η(∂u, eA) = ηuueuA =
−2eA(u), we deduce that
eA(u) =
∂uφ · eAφ
2(
√
g + 1)
. (4.11)
In the same way, the equation g(e4, eA) = 0 entails that
eA(u) =
∂uφ · eAφ
2(
√
g + 1)
. (4.12)
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In addition, we should also make some requirement on the length of eA. Firstly, we note
that both eA(u) and eA(u) depend eA(φ). Let
ωiA = η(eA, e
′
i),
which are related to angular components eωA. We require that for all k1, k2, k3 ∈ N, i = 1, 2,
|(δ∂u)k1(u∂u)k2(r∇/ )k3eA(φ)| . 1, |(δ∂u)k1(u∂u)k2(r∇/ )k3ωiA| . 1. (4.13)
Indeed, eA has signature 0 and briefly,
eA ∼ ∂uφ∂u + ∂uφ∂u +∇/ , (4.14)
which implies (4.14)
Remark 4.2. With the requirement (4.13) and the formula for eA (4.14), we would have, for
all k1, k2, k3 ∈ N, {A,B} ⊂ {1, 2},
|(δ∂u)k1(u∂u)k2(r∇/ )k3ekAelBφ| . δ
3
4 |u|−k−l+dn− 12 , k + l ≥ 1. (4.15)
4.2 Decomposition of geometric wave operator
Now we can express the geometric wave operator g(∂φ) in terms of the “genuine” null frame
(e3, e4, eA) constructed in last subsection 4.1
g(∂φ)ϕ = 2g34D3D4ϕ+ gABDADBϕ, (4.16)
where we use D to denote the Levi-Civita connection associated to gµν(∂φ). We will prove
the following Lemma in the subsection.
Lemma 4.3. We have the decomposition for the geometric wave operator g(∂φ), for any
smooth function φ, we have
g(∂φ)ϕ = e3(2g34e4ϕ) +
n− 1
2r
∂uϕ− n− 1
2r
∂uϕ+ g
ABeµAe
ν
B∂µ∂νϕ±
1
r
∇/ϕ
± δ|u|2dn− 32 e4ϕ± δ 34 |u|2dn− 32∂uϕ± δ 34 |u|2dn− 32∇/ϕ.
(4.17)
Proof. We begin with (4.16), noting that g34 = 1g34 . By definition, the double covariant
derivative D3D4ϕ = e3e4ϕ−De3e4ϕ, where
De3e4 = g(De3e4, eα)g
αβeβ = g(De3e4, e3)g
34e4 + g(De3e4, eA)g
ABeB.
Particularly, the connection coefficient g(De3e4, e3) has no smallness, thus we use the identity
g(De3e4, e3) = e3(g34)− g(e4, De3e3),
so that
2g34D3D4ϕ = e3(2g
34e4ϕ) + 2g
34
(
g(e4, De3e3)g
34e4ϕ− g(De3e4, eA)gABeBϕ
)
,
where we had used the fact that e3g
34 = e3g
−1
34 = −(g34)2e3g34.
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To calculate g(e4, De3e3), g(De3e4, eA) in the above, we at first note that
De3e3 =
(
Dαu− ∂
α
u
2
√
g
)
Γναδ∂νug
δβ∂β −
(
Dαu− ∂
α
u
2
√
g
)
Dα
(
∂u
2
√
g
)
,
=
(
Dαu− ∂
α
u
2
√
g
)(
Γuαδg
δβ∂β − ∂α
(
1
2
√
g
)
∂u − 1
2
√
g
Dα∂u
)
∼ Γuuδgδβ∂β + ∂u
(
1
2
√
g
)
∂u +
1
2
Γγuu∂γ .
(4.18)
Thus, the connection coefficient
g(e4, De3e3) ∼ Γuuu − ∂uQ+ Γuuu + l.o.t. ∼ δ|u|2dn−
3
2 ,
since Γuuu, ∂uQ, Γ
u
uu all have signature +1, and
Γuuu ∼ ∂uguu ∼ LLφ · Lφ ∼ δ|u|2dn−
3
2 ,
Γuuu ∼ ∂uguu − 2∂uguu ∼ LLφ · Lφ+ L2φ · Lφ ∼ δ|u|2dn−
3
2 ,
∂uQ ∼ δ|u|2dn− 32 .
At the same time,
De3e4 =
(
Dαu− ∂
α
u
2
√
g
)
Γναδ∂νug
δβ∂β −
(
Dαu− ∂
α
u
2
√
g
)
Dα
(
∂u
2
√
g
)
,
=
(
Dαu− ∂
α
u
2
√
g
)(
Γ
u
αδg
δβ∂β − ∂α
(
1
2
√
g
)
∂u − 1
2
√
g
Dα∂u
)
∼ −Γuuδgδβ∂β + ∂u
(
1
2
√
g
)
∂u +
1
2
Γγuu∂γ .
(4.19)
Thus, the connection coefficient
g(eA, De3e4) ∼ ΓuuωeωA + Γωuugωω′eω
′
A + ∂uQgωu + l.o.t. ∼ δ
3
4 |u|2dn− 32 ,
since Γ
u
uω, Γωuu, ∂uQ all have signature 0, and they share the following estimate
Γuuωe
ω
A + Γ
ω
uugωω′e
ω′
A ∼ LLφ · ∇/ φ+ L∇/ φ · Lφ+ L∇/ φ · Lφ ∼ δ
3
4 |u|2dn− 32 .
Then we achieve that
2g34D3D4ϕ = e3(2g
34e4ϕ)± δ|u|2dn− 32 e4ϕ± δ 34 |u|2dn− 32∇/ϕ. (4.20)
For the other part gABDADBϕ in (4.16)
gABDADBϕ = g
ABeµAe
ν
B
(
∂µ∂νϕ− Γγµν∂γϕ
)
.
We expand the Christoffel symbol so that
gABeµAe
ν
BΓ
γ
µν∂γϕ = g
AB
(
eωAe
ω′
B Γ
γ
ωω′∂γϕ+ 2e
ω
Ae
u
BΓ
γ
ωu∂γϕ+ 2e
ω
Ae
u
BΓ
γ
ωu∂γϕ
)
+ gAB
(
euAe
u
BΓ
γ
uu∂γϕ+ 2e
u
Ae
u
BΓ
γ
uu∂γϕ+ e
u
Ae
u
BΓ
γ
uu∂γϕ
)
.
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For gABeωAe
ω′
B Γ
γ
ωω′∂γϕ,
gABeωAe
ω′
B Γ
γ
ωω′∂γϕ = g
ABeωAe
ω′
B
(
Γuωω′∂uϕ+ Γ
u
ωω′∂uϕ+ Γ
ω′′
ωω′∂ω′′ϕ
)
. (4.21)
By calculating Γuωω′ and Γ
u
ωω′ , we have
gABeωAe
ω′
B Γ
u
ωω′∂uϕ ∼ gABeωAeω
′
B
(
1
2r
gωω′ ± ∂u∂ωφ∂ω′φ± ∂uφ∂ω∂ω′φ
)
∂uϕ
∼ n− 1
2r
∂uϕ± δ 74 |u|2dn−2∂uϕ,
and
gABeωAe
ω′
B Γ
u
ωω′∂uϕ ∼ gABeωAeω
′
B
(
− 1
2r
gωω′ ± ∂u∂ωφ∂ω′φ± ∂uφ∂ω∂ω′φ
)
∂uϕ
∼ −n− 1
2r
∂uϕ± δ 34 |u|2dn− 32∂uϕ.
Moreover, we have the leading term in Γω
′′
ωω′∂ω′′ϕ in (4.21), then
gABeωAe
ω′
B Γ
ω′′
ωω′∂ω′′ϕ ∼
1
r
∇/ϕ.
For gABeuAe
u
BΓ
γ
uu∂γϕ, noting that Γ
γ
uu∂γϕ has signature −2, we expand Γγuu to obtain
gABeuAe
u
BΓ
γ
uu∂γϕ ∼ |Lφ|2
(
Γuuu∂uϕ+ Γ
u
uu∂uϕ+ Γ
ω
uu∂ωϕ
)
∼ δ2|u|2dn−1 (LLφLφ∂uϕ+ L2φLφ∂uϕ+ L∇/ φLφ∇/ϕ)
∼ δ2|u|4dn−2∂uϕ+ δ|u|4dn−1∂uϕ+ δ2|u|4dn−2∇/ϕ.
For gABe
u
Ae
u
BΓ
γ
uu∂γϕ, we note that Γ
γ
uu∂γϕ has signature +2, the expansion of Γ
γ
uu gives
that
gABe
u
Ae
u
BΓ
γ
uu∂γϕ ∼ |Lφ|2
(
Γuuu∂uϕ+ Γ
u
uu∂uϕ+ Γ
ω
uu∂ωϕ
)
∼ |u|2dn (L2φLφ∂uϕ+ LLφLφ∂uϕ+ L∇/ φLφ∇/ϕ)
∼ δ2|u|4dn−2∂uϕ+ δ|u|4dn− 32∂uϕ+ δ2|u|4dn−2∇/ϕ.
For gAB
(
eωAe
u
BΓ
γ
ωu∂γϕ+ e
ω
Ae
u
BΓ
γ
ωu∂γϕ
)
, we calculate it in the same way and achieve the
same results.
In summary, we have
gABDADBϕ = g
ABeµAe
ν
B∂µ∂νϕ+
n− 1
2r
∂uϕ− n− 1
2r
∂uϕ± 1
r
∇/ϕ
± δ 74 |u|2dn−2e4ϕ± δ 34 +2|u|2dn− 32∂uϕ± δ2|u|4dn−2∇/ϕ.
(4.22)
Combining (4.20) with (4.22), we get (4.17).
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4.3 Smallness on Cδ
Thanks to the decomposition for g(∂φ) in terms of the new null frame (e3, e4, eA), we can
prove that the solution φ to RME is still small on Cδ. The main idea for the proof is explained
in subsection 1.2.3.
In this subsection, we will additionally use δ∂ as commutators. We let
Z¯ = {Γ} ∪ {δ∂}, and ∂¯ = {L,∇/ } (4.23)
be the good vector fields.
Proposition 4.4. Suppose that we have bounded Ei(δ, u) and Ei(δ, u) for i ≤ N with N ≥ 6.
Then, for all k ≥ 1 and l, when k + l ≤ N − 3, we have
|∂kΓlφ|L∞(Cδ) . δ
3
4
+|u|−n−12 . (4.24)
Proof. For the first order derivative, we already have for the good derivatives
|Lφ| . δ|u|dn− 12 , |∇/ φ| . δ 34 |u|dn− 12 .
It suffices to show the smallness of Lφ on Cδ. We recall the membrane equation
∂µ
(
∂µφ√
g
)
= 0. (4.25)
In terms of the null frame {L,L, e′i, i = 1, · · ·n− 1} (with respect to (R1+n, ηµν)), the mem-
brane equation (4.25) could be decomposed as
− L
(
Lφ√
g
)
− n− 1
2r
Lφ√
g
+
n− 1
2r
Lφ√
g
+
4/ φ√
g
± ∂α
(
1√
g
)
∂αφ = 0. (4.26)
Multiplying un−1Lφ on both sides of (4.27), we have
L
(
un−1
(Lφ)2
g
)
=
(n− 1)un−2(Lφ)2
g
+
2un−1Lφ√
g
L
(
Lφ√
g
)
.2un−1 (Lφ)
2
g
∣∣∣− n− 1
2r
+
n− 1
2u
∣∣∣+ un−1Lφ√
g
( |4/ φ|√
g
+
|∂αQ · ∂αφ|
g
+
n− 1
2r
|Lφ|√
g
)
.
(4.27)
Due to the a priori estimate in Section 3, the last term above can be estimated by
un−1
Lφ√
g
( |4/ φ|√
g
+
|∂αQ · ∂αφ|
g
+
n− 1
2r
|Lφ|√
g
)
. δ 34un−12
∣∣Lφ√
g
∣∣.
Besides, | − 1r + 1u | . δ|u|−2. We integrate along the curve of L on Cδ, and notice that Lφ
vanishes on Sδ,1−δ. An application of Gronwall inequality would yield
|Lφ|Cδ . δ
3
4 |u|−n−12 . (4.28)
Next, we proceed to the 2nd order derivative. Regarding the definition (4.23), the small-
ness of ∂¯Z¯φ follows from the energy estimate in Section 3. So we are left with three case:
LZ¯φ, L∂¯φ and L2φ.
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To prove the smallness of LZ¯φ, we need to apply the null decomposition of wave operator
(4.17). Via commuting Z¯ with g(∂φ)φ = 0, viewing (3.22), we have for ϕ = Z¯φ
g(∂φ)ϕ = F (∂ϕ, ∂φ), (4.29)
where F (∂ϕ, ∂φ) denotes lower order derivative terms which satisfies double null condition.
By calculation, F (∂ϕ, ∂φ) would be lower order terms with respect to the power of δ and
decay in u,
|F (∂ϕ, ∂φ)| . δ|u|2dn− 32 |Lϕ|+ |u|2dn−1|Lϕ|+ δ 34 |u|2dn− 32 |∇/ϕ|. (4.30)
Applying (4.17) to ϕ = Z¯φ, we have
e3(2g
34e4ϕ) +
n− 1
2r
∂uϕ− n− 1
2r
∂uϕ
.|gABeµAeνB∂µ∂νϕ|+
|∇/ϕ|
r
+δ|u|2dn− 32 |e4ϕ|+ |u|2dn−1|∂uϕ|+ δ 34 |u|2dn− 32 |∇/ϕ|.
(4.31)
Further applications of the energy results in Section 3 and the estimate for eA in subsection
4.2 to ϕ = ∂φ show that
|gABeµAeνB∂µ∂νϕ| . δ
3
4 |u|dn− 32 ,
|∂uϕ| . δ|u|dn− 12 , |∇/ϕ| . δ 34 |u|dn− 12 .
(4.32)
Thus, (4.31) becomes
− e3(2g34e4ϕ) + n− 1
2r
∂uϕ
.δ|u|2dn− 32 e4ϕ+ δ 34 |u|dn− 32 .
(4.33)
Define e˜4ϕ = −2g34e4ϕ, which is sketchily
e˜4ϕ = e4ϕ± δ|u|2dn− 12 e4ϕ. (4.34)
We multiply un−1e˜4ϕ on both hand sides of (4.33), and have
e3(u
n−1(e˜4ϕ)2) = (n− 1)un−2e3u(e˜4ϕ)2 + 2un−1e˜4ϕ · e3e˜4ϕ
.(n− 1)un−2e3u(e˜4ϕ)2 − (n− 1)u
n−1
r
e˜4ϕLϕ
+2un−1e˜4ϕ
(
δ|u|2dn− 32 e4ϕ+ δ 34 |u|dn− 32
)
.
(4.35)
In views of (4.34) and (4.5), (4.9), we can replace Lϕ in (4.35) by
Lϕ = e4ϕ+ (Lϕ− e4ϕ)
= e˜4ϕ± δ|u|2dn− 12 e4ϕ± |u|2dn−1|Lϕ| ± δ 34 |u|2dn−1|∇/ϕ|.
(4.36)
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Therefore, defining h = u
n−1
2 (e˜4ϕ), (4.35) becomes that
e3h
2 . (n− 1)h2
(
e3u
u
− 1
r
)
+ (n− 1)
(
h− un−12 Lϕ
) h
r
+ δ|u|2dn− 32h2 + δ 34 |u|dn−2+n2 h
. δ|u|−2h2 + δ|u|2dn− 12h2 + δ 34 |u|dn−2+n2 h,
(4.37)
where we had used (4.36), (4.34), and the following calculation
e3u = −guu + 1
2
√
g
= 1 +
(
1
2
√
g
− 1
2
)
+
Lφ · Lφ
4g
= 1± δ|u|2dn− 12 ,
thus
e3u
u
− 1
r
=
1
u
− 1
r
± δ|u|2dn− 12 . δ|u|−2.
Viewing the relationship between e3 and L (4.8), we have
|e3h− Lh| . δ|u|2dn− 12 |Lh|+ δ2|u|2dn−1|Lh|+ δ 74 |u|2dn−1|∇/ h|, (4.38)
With respect to the definition of e˜4 and h, we have
|Lh| . |L(∂¯φ∂φ)| · |Lϕ|+ |LLϕ|,
|Lh| . |L(∂¯φ∂φ)| · |Lϕ|+ |L2ϕ|,
|∇/ h| . |∇/ (∂¯φ∂φ)| · |Lϕ|+ |∇/Lϕ|.
(4.39)
Therefore, based on (4.39), we could estimate the error terms in (4.38) by
|e3h− Lh| . δ|u|2dn+
n−4
2 |LZ¯ϕ|+ (δ + δ 74 )|u|2dn+n−32 |LZ¯ϕ|+ l.o.t.
.δ 34 |u|dn−2+n2 .
(4.40)
Hence, the inequality (4.37) reduces to
Lh2 . δ|u|−2h2 + δ|u|2dn− 12h2 + δ 34 |u|dn−2+n2 h. (4.41)
We integrate (4.41) along the curve L on Cδ, and notice that h vanishes on Sδ,1−δ. An
application of Gronwall inequality would then gives h . δ 34 . That is,
|e˜4Z¯φ|, |e4Z¯φ|, |LZ¯φ| . δ 34 |u|−
n−1
2 , on Cδ. (4.42)
Generally, we can commute Z¯ repeatedly with the membrane equation (See Lemma 3.8)
which would take the same form as wave equations (4.29). Then we have the estimate for
high order case
|e˜4Z¯kφ|, |e4Z¯kφ|, |LZ¯kφ| . δ 34 |u|−
n−1
2 , k ∈ N. (4.43)
For L∂¯φ, noting that L∂¯φ . |u|−1LΓφ, hence the smallness of L∂¯φ on Cδ is also proved.
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For the last case L2φ, or equivalently L∂φ, we commute ∂ with the membrane equation,
and let ϕ be replaced by ϕ := ∂φ. Now viewing the previous results (4.43) and the general
formulation of eA (4.14), we know that
|∂¯ϕ| = |∂¯∂φ| . |u|−1|∂Γφ| . δ 34 |u|dn−1,
|gABeµAeνB∂µ∂νϕ| = |gABeµAeνB∂µ∂ν∂φ| . |u|−2|∂Z¯2φ| . δ
3
4 |u|dn−2.
(4.44)
Namely, the estimate (4.32) are also satisfied with ϕ = ∂φ. Besides, replacing ϕ with ∂φ in
(4.38), we still have
δ|u|2dn+n−42 |LZ¯∂φ|+ (δ + δ 74 )|u|2dn+n−32 |LZ¯∂φ|+ l.o.t.
.|u|2dn+n−42 |LZ¯δ∂φ|+ |u|2dn+n−32 |LZ¯δ∂φ|+ l.o.t. . δ 34 |u|dn−2+n2 ,
(4.45)
where in the second inequality, we had use the previous results (4.43). Namely, the estimate
(4.38) is also satisfied with ϕ = ∂φ. Thus, with (4.44) and (4.45), we can proceed the same
argument (as in proving the smallness of |LZ¯φ|), and achieve the following estimate
|e˜4∂φ|, |e4∂φ|, |L∂φ| . δ 34 |u|−
n−1
2 . (4.46)
Therefore, we had completed the proof for 2nd order derivative case. The smallness for
high order derivatives on the last null cone Cδ follows simply by an induction.
5 Global smooth solution in small data region I
In this section, we mainly investigate the solution to (1.1) in the small data region I, which
has boundary Cδ and Σ1.
Denote D¯ the small data region I:
D¯ =
{
(t, x)
∣∣∣ t− r
2
≥ δ, t ≥ 1
}
.
We still use Στ to denote the constant time slice in D¯, i.e., Στ = {(t, x)|t = τ} ∩ D¯. Given a
point (t, x) ∈ Σt, we use (t, B(t, x)) to denote the points on Cδ. We now give the Klainerman-
Sobolev inequality without proof, for which the idea comes from [7] (see also [23] and [27]).
Lemma 5.1 (Klainerman-Sobolev inequality). For any f ∈ C∞(R1+n) and t > 1 with (t, x) ∈
D¯, we have
|f(t, x)| . 1
(1 + |u|) 12
|f(t, B(t, x))|+ 1
(1 + |u|)n−12 (1 + |u|) 12
∑
k≤3
‖Zkf‖L2(Σt). (5.1)
Before going into the main result, we define the energy on the constant time hypersurface
Σt,
E¯k(t) =
(∫
Σt
(∂tZ
kφ)2 + |∇Zkφ|2d3x
) 1
2
, (5.2)
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and the inhomogeneous energy
E¯≤k(t) =
k∑
j=0
E¯j(t). (5.3)
The main aim of this section is to prove the following proposition
Proposition 5.2. Assuming the solution to RME satisfies (4.25) on Cδ (see Proposition 4.4),
then there exists a unique global solution to RME (1.1) in the small data region. Moreover,
the solution enjoys the following energy estimate
E¯≤N (t) ≤ δ 34C(IN+3(ψ0, ψ1)), (5.4)
for t ≥ 1, 12 ≤ N and C(IN+3(ψ0, ψ1)) depends on the data up to N + 3 order of derivatives.
Proof. The proof is based on the bootstrap argument. We assume that the solution exists
up to time t and for all 1 ≤ t′ ≤ t, there is a large constant M such that
E¯≤N (t) ≤Mδ 34 . (5.5)
It suffices to prove that at the end, we could choose M such that it only depends on the
initial data. By Klainerman-Sobolev inequality, we see that for p ≤ N − 3
|∂Zpφ| . 1
(1 + |u|) 12
|∂Zpφ(t, B(t, x))|+ 1
(1 + |u|)n−12 (1 + |u|) 12
∑
j≤3
‖Zj∂Zpφ‖L2(Σt)
. C(IN+1(ψ0, ψ1))
(1 + |u|)n−12 (1 + |u|) 12
δ
3
4 +
M
(1 + |u|)n−12 (1 + |u|) 12
δ
3
4 .
This shows that ∂φ is small with proper decay estimate.
In the following, we perform the energy argument and take ξ = 2∂t as the multiplier, then
P t[φk, 2∂t] = 2g
tγ∂γφk∂tφk − gγδ∂γφk∂δφkδtt
= −(∂tφk)2 − |∇φk|2 − (∂tφ∂tφk)
2
1 +Q
+
n∑
i,j=1
∂iφ∂iφk∂jφ∂jφk
1 +Q
,
(5.6)
and
P u[φk, 2∂t] = P
u[φk, L+ L] = g
uγ∂γφk(L+ L)φk − 1
2
gγδ∂γφk∂δφk(δ
u
u + δ
u
u)
= −1
2
(Lφk)
2 − 1
2
|∇/ φk|2 + 1
2(1 +Q)
[Lφ(L+ L)φk(−1
2
LφLφk − 1
2
LφLφk +∇/ φ∇/ φk)
+ (−1
2
LφLφk − 1
2
LφLφk +∇/ φ∇/ φk)2].
(5.7)
Recall that ∂φ is small enough,It is easy to check that −P t[φk, 2∂t], −P u[φk, 2∂t] are
positive and
− P t[φk, 2∂t] ∼ (∂tφk)2 + |∇φk|2, (5.8)
and
− P u[φk, 2∂t] ∼ 1
2
(Lφk)
2 +
1
2
|∇/ φk|2. (5.9)
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In applying the energy identity, we need to calculate the divergence of the current asso-
ciated to ξ = 2∂t,
∂α(
√
gPα) = 2
√
gg(∂φ)φk∂tφk −
∂tQ
1 +Q
gγρ∂γφk∂ρφk − 2∂t(∂
γφ∂ρφ)√
g
∂γφk∂ρφk. (5.10)
Then by the divergence theorem, we have
E¯2≤N (t) .
∫
Cδ
(|Lφk|2 + |∇/ φk|2) +
∫∫
D¯
|∂α(√gPα)|dn+1x
. C(IN+1(ψ0, ψ1))δ
3
2
+
∫∫
D¯
∣∣∣2√gg(∂φ)φk∂tφk − ∂tQ1 +Qgγρ∂γφk∂ρφk − 2∂t(∂γφ∂ρφ)√g ∂γφk∂ρφk∣∣∣dn+1x.
(5.11)
In the following, the energy estimate will be done separately in two subregions of D¯. We
divided these two regions by r = t2 .
5.1 Inside the light cone
We consider the equation in the domain
{
(t, x)|r ≤ t2
}
at first. With respect to Klainerman-
Sobolev inequality, each derivative of the solution always admits good decay rate for |u| ≥ t2
in this region. That is
|∂Zpφ| . C(IN+1(ψ0, ψ1))
(1 + |u|)n−12 (1 + |u|) 12
δ
3
4 +
M
(1 + |u|)n−12 (1 + |u|) 12
δ
3
4
. 1
tn/2
(IN+1(ψ0, ψ1) +M)δ
3
4 .
Thus, we do not need to use the feature of null forms for Q(φ,Q(φ, φ)), but its cubic nonlinear
property. The double integral in (5.11) can be bounded by∫ t
1
δ3
τn
M2(IN+1(ψ0, ψ1) +M)
2dτ. (5.12)
5.2 Away from the origin
When confined to the domain
{
(t, x)| t2 ≤ r ≤ t− 2δ
}
, the double null structure of the non-
linearities in (5.11) plays an important role. Again, they could be classified as J11 (3.49) and
J12 (3.50) type (see subsection 3.4 and Remark 3.13). The J11 type (3.49) is cubic on the
derivative term, which affords more decay rate on t. Then in applications, we use the L2
norm to control the highest order derivative and use the L∞ norm for the terms with low
order derivatives. Taking the worst term Lφi1Lφi2L
2φi3∂φk, (i1 ≤ i2 ≤ i3 ≤ k− 1) of the J11
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type for example, we have∫∫
D¯∩{r≥ t
2
}
|Lφi1Lφi2L2φi3∂φk|dnxdt
.
∫ t
1
‖Lφi1‖L∞(Στ )‖Lφi2‖L∞(Στ )‖L2φi3‖L2(Στ )‖∂φk‖L2(Στ )dτ
.
∫ t
1
δ
3
2
τn−1
M2
∥∥∥1
τ
Lφi3+1
∥∥∥
L2(Στ )
δ
3
4Mdτ
.
∫ t
1
δ3
τn
M4 ≤ δ3M4.
(5.13)
The J12 type (3.50) has additional factor r
−1 and possess two angular derivative terms,∫∫
D¯∩{r≥ t
2
}
|r−1∂rφi1∇/ φi2∇/ φi3∂φk|dnxdt
.
∫ t
1
τ−1‖∂rφi1‖L∞(Στ )‖∇/ φi2‖L∞(Στ )‖∇/ φi3‖L2(Στ )‖∂φk‖L2(Στ )dτ
.
∫ t
1
δ
3
2
τ1+
n
2
+n−1
2
M2δ
3
2M2dτ
.
∫ t
1
δ3M4
τn+
1
2
. δ3M4.
(5.14)
Combining the estimate for J11 and J12 types and (5.12), we have
E¯2≤N (t) . C(IN+3(ψ0, ψ1))δ
3
2 +
∫ t
1
δ3
τn
M4dτ . C(IN+3)δ
3
2 + δ3M4. (5.15)
Thus, if δ is small enough, the a priori estimate (5.4) holds.
Remark 5.3. By the energy estimates above, we can show that the membrane equation for
n ≥ 2 admits a uniform energy bound due to the fact that the nonlinear terms satisfy the
double null condition. This is also an improvement of the Lindblad’s result [18], where he
shows that the higher order energy is slowly growing with time.
6 Existence of the initial data
In the section, we will prove the existence of the data satisfying (1.3)-(1.5). Due to the
quasilinear property of RME, the strategy in subsection 2.5 of Miao-Pei-Yu [23] can not be
applied to our case. Here, we will introduce new coordinates which are of short plus type,
and construct the data by proving a finite time existence of smooth solution to the “rescaled
RME” with small data.
The natural way to construct the initial data on {t = 1} satisfying (1.3)-(1.5) is to find a
solution to RME, which exists in a neighbourhood of {t = 1} and takes the form of φ(uδ , u, θ).
Then we may restrict this solution to {t = 1} hypersurface, so that it qualifies for the data
satisfying (1.3)-(1.5). This reduces to consider a “rescaled” RME depending on the new
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variables (u′, u′, θ′) = (uδ , u, θ) and prove the finite time existence of smooth solution with
small initial data.
Let us introduce the new coordinates at first,
ρ′µ
′
= (u′, u′, θ′) :=
(u
δ
, u, θ
)
and ρµ = (u, u, θ) := (δu′, u′, θ′). (6.1)
The new t′, r′ are defined by
t′ = u′ + u′, r′ = u′ − u′. (6.2)
We denote C ′u′ the hypersurface with u
′ = const., C ′u′ the hypersurface with u
′ = const., and
S′u′,u′ be the intersection of C
′
u′ and C
′
u′ .
Then under above coordinate transformation (6.1), we have
g′α
′β′ = gαβ
∂ρ′α′
∂ρα
∂ρ′β′
∂ρβ
and g′α′β′ = gαβ
∂ρα
∂ρ′α′
∂ρβ
∂ρ′β′
. (6.3)
To be more specific, the inverse of the metric is given by
g′u′u′ = δ−1guu, g′u′u′ = δ−2guu, g′u′u′ = guu,
g′u′θ′ = δ−1guθ, g′u′θ′ = guθ, g′θ′ω′ = gθω,
and the metric
g′u′u′ = δ
2guu, g
′
u′u′ = δguu, g
′
u′u′ = guu,
g′u′θ′ = δguθ, g
′
u′θ′ = guθ, g
′
θ′ω′ = gθω.
We also have, by the chain rule of taking derivatives on composition function,
gαβDαDβφ ◦ ρ′
(u
δ
, u, θ
)
= g′α
′β′Dα′Dβ′φ+Dβ′φgρ′β
′
. (6.4)
From the new perspective in (u′, u′, θ′) coordinates, RME would be rescaled into a new
hyperbolic equation, which we shall refer to as Rescaled RME (RRME)
1√
g′
∂α′
(√
g′g′α
′β′∂β′φ
)
− n− 1
2r
δ−1∂u′φ+
n− 1
2r
∂u′φ+ ∂θ′φ∂θ1θΓ
θ1
ω1ω2g
ω1ω2
−Dα′φQ(φ, ∂
α′φ)
2(1 +Q)
= 0,
(6.5)
where g′ = |det(g′α′β′)|. We remark that the last term Dα′φQ(φ,∂
α′φ)
2(1+Q) in RRME takes the
double null forms.
In (u, u, θ) coordinates, we expect that the solution to RME exists in a neighborhood
of {t = 1} (see Figure 2(a)) so that it satisfies the constraints (1.3)-(1.5) on {t = 1} slice.
This is indeed “local” existence (the size of time interval is small) for solution to RME with
large data. In (u′, u′, θ′) coordinates, this would be transformed into small data existence for
solution to RRME in finite region (see Figure 2(b))
R′ = {(u′, u′, θ′)
∣∣∣1 ≤ t′ ≤ 2− δ, 0 ≤ u′ ≤ 1, 1− δ ≤ u′ ≤ 2− δ}. (6.6)
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C1−δ
C0
S0,1−δ
r = 1− 2δ r = 1
t = 1
Cδ C1
(a) Region in (u, u) coordinate
C ′1
C ′1−δ
C ′0
C ′2−δ
t′ = 2− δ
t′ = 1
S ′δ,1−δ
S ′0,1R′ t = 1
(b) Region in (u′, u′) coordinate
Figure 2: Transformation between (u, u) and (u′, u′)
Actually {t = 1} ⊂ R′. Since the bottom of R′ is t′ = 1, that is
t′ = u′ + u′ = δ−1u+ u =
(
1 + δ−1
2
)
t+
(
1− δ−1
2
)
r = 1. (6.7)
On the other hand, u′ ≤ 1 on {t′ = 1} ∩ R′, and hence
r ≤ 2− t, on {t′ = 1} ∩ R′. (6.8)
(6.7) together with (6.8) imply that
t ≤ 1, on {t′ = 1} ∩ R′.
In the same way, we can show that
t ≥ 1, on {t′ = 2− δ} ∩ R′.
Hence, {t = 1} is a subset of R′. Besides, we remark that, C ′1−δ = C1−δ and C ′0 = C0.
We prescribe the following Cauchy data on {t′ = 1} ∩ R′ to the RRME (6.5)
φ(u′, u′, θ′)|t′=1 = δ
3
2 f0(r
′, θ′), ∂t′φ(u′, u′, θ′)|t′=1 = δ
3
2 f1(r
′, θ′), (6.9)
where f0(r
′, θ′), f1(r′, θ′) are smooth functions supported in r′ ∈ (1 − 2δ, 1). In fact, (6.9)
guarantees that {t′ = 1} is a spacelike hypersurface with respect to g′α′β′ , since
g′t′t′ = −δ −
1
4
(∂t′φ)
2, g′t
′t′ = −δ−1 − δ
−2
4
(∂t′φ)
2. (6.10)
Proposition 6.1. The Cauchy data (6.9) shows that
|∂i0u′∂i1u′∂i2θ′φ|t′=1 . δ
3
2 , for all i0, i1, i2 ∈ N. (6.11)
Furthermore, the boundaries C ′1−δ ∩ {u′ ≥ δ} and C ′0 ∩ {u′ ≥ 1} are null cones with respect
to g′α′β′ , and φ vanishes on the two null cones up to any finite order of derivatives, which are
denoted by
φ|C′1−δ∩{u′≥δ} ≡ 0, φ|C′0∩{u′≥1} ≡ 0. (6.12)
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Proof. We restrict RRME (6.5) to t′ = 1, and pick out the leading linear terms
g′t
′t′∂2t′φ|t′=1 ∼
(
δ−1∂u′φ+ ∂u′φ+∇/ φ
) |t′=1 + g′r′r′∂2r′φ|t′=1 + δ 32 Ψ(f0, f1), (6.13)
where Ψ(f0, f1) is a bounded function depending on f0, f1. In view of data (6.9), noting
(6.10) and the following component of the metric
g′r
′r′ = δ−1 − δ
−2
4
(∂r′φ)
2, (6.14)
we have
|∂2t′φ|t′=1 . δ
3
2 . (6.15)
We can further proceed to the higher order derivatives and get (6.11).
On the other hand, We have chosen f0, f1 to be smooth functions supported in r
′ ∈
(1− 2δ, 1), so that
∂′kφ(u′, u′, θ′)|S′0,1∪S′δ,1−δ = 0, for any k ∈ N, (6.16)
where ∂′ = {∂t′ , ∂r′∂θ′}. This further implies that
− 2Gradg′u′ = ∂u′ , −2Gradg′u′ = ∂u′ , on S′0,1 ∪ S′δ,1−δ. (6.17)
Here, Gradg′ means taking gradient with respect to the metric g
′α′β′ . Actually, the four
vectors in (6.17) are all null with respect to g′α′β′ , namely,
g′∂u′∂u′ = g
′
u′u′ = 0, g
′
∂u′∂u′ = g
′
u′u′ = 0, on S
′
0,1 ∪ S′δ,1−δ. (6.18)
Due to the property of finite speed propagation for wave equations,
∂′kφ = 0, along C ′1−δ ∩ {u′ ≥ δ} and C ′0 ∩ {u′ ≥ 1} (6.19)
for all k ∈ N. (6.18) entails that Gradg′u′ and Gradg′u′ are null on C ′1−δ ∩ {u′ ≥ δ} and
C ′0∩{u′ ≥ 1}, which says that the two hypersurfaces are null cones with respect to g′α
′β′ .
In the following, we will show the finite time existence of smooth solution to the Cauchy
problem (6.5), (6.9). Then the restriction of φ(u′, u′, θ′) = φ(uδ , u, θ),
φ
(u
δ
, u, θ
) ∣∣∣
t=1
(6.20)
will automatically give the data satisfying (1.3), (1.5). The proof is based on the standard
energy estimate argument. Due to the hyperbolicity of the RRME (6.5) with Cauchy data
(6.9), the local well-posedness is known, see [22]. In the proof, we shall take {∂u′ , ∂u′ ,Ω′ = Ω}
as commutators and ξ = ∂t =
1
2(δ
−1∂u′ + ∂u′) as the multiplier. We first derive the following
divergence theorem.
Lemma 6.2. For g′ψ = F , we have
∂α′
(√
g′g′α
′β′∂β′ψξ(ψ)
)
− 1
2
ξ
(√
g′g′α
′β′∂α′ψ∂β′ψ
)
+
1
2
ξ
(√
g′g′α
′β′
)
∂α′ψ∂β′ψ
= F · ξ(ψ)
√
g′.
(6.21)
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Proof. Multiplying the wave equation by ξ(ψ)
√
g′, an integration by part yields the desired
identity.
Applying ∂k1u′ ∂
k2
u′ Ω
′k3 to (6.5), we derive the equation for higher order derivatives of φ.
Lemma 6.3. Let φ be a solution to (6.5), and define the k-th order derivative
φk :=
∑
k1+k2+k3=k
∂k1u′ ∂
k2
u′ Ω
′k3φ. (6.22)
We have the equation for φk
1√
g′
∂α′
(√
g′g′α
′β′∂β′φk
)
− n− 1
2r
δ−1∂u′φk +
n− 1
2r
∂u′φk + ∂θ′φk∂θ1θΓ
θ1
ω1ω2η
ω1ω2
+m(r)
∑
m<k
δ−1∂u′φm + n(r)
∑
n<k
∂u′φn + q(r)
∑
q<k
4/ φq + Sk +Nk = 0,
(6.23)
where Nk denotes the double null forms, and
Sk ∼ (∂u′ − δ−1∂u′)φ∇/ φ∇/ φk−1 + l.o.t.
involves at least two angular derivatives (see (6.33) for more details) and m(r), n(r), q(r) are
smooth functions depending on r.
Remark 6.4. Generally speaking, terms involving derivative ∂u′ are always paired with δ
−1.
Hence we may refer δ−1∂u′ as bad derivative, while the other ∂u′ , ∂θ′ as good derivatives.
The linear term −n−12r δ−1∂u′φk which is of top order derivatives has a good sign and
this fact plays a crucial role in closing the energy estimate argument. The other linear term
involving bad derivative
∑
m<k δ
−1∂u′φm does not have a sign. However, the good thing is
that it only contains lower order derivatives.
Proof. We begin the proof with the standard RME
gαβ∂α∂βφ = φ− Q(φ,Q(φ, φ))
(1 +Q(φ, φ))
= 0.
Before commuting ∂u′ = δ∂u = δL, ∂u′ = ∂u = L and Ω with the above equation, we need
the following commutator formulas, see [28]
[, L] = n− 1
2r2
(L− L) + n− 1
r
4/ , [, L] = n− 1
2r2
(L− L)− n− 1
r
4/ , (6.24)
and notice that Q is the first basic null form Q0 in (2.1), hence
[L,Q](φ, ψ) = −[L,Q] = −2
r
∇/ φ∇/ψ, (6.25)
and
ΩQ(φ, ψ) = Q(Ωφ, ψ) +Q(φ,Ωψ). (6.26)
(6.25), (6.26) show that the quadratic error terms still share the null structure.
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We will present an induction argument to prove (6.23). Assume that we have
φk−1 − Q(φ,Q(φ, φk−1))
1 +Q
= Fk−1, (6.27)
where Fk−1 denotes the terms with lower order derivatives. This holds automatically when
k = 0. Viewing (6.24), we take L as the commutator for example,
Lφk−1 =
n− 1
2r2
(L− L)φk−1 + n− 1
r
4/ φk−1 + L
(
Q(φ,Q(φ, φk−1))
1 +Q
)
+ LFk−1. (6.28)
To understand the structure of (6.28), it suffices to calculate LQ(φ,Q(φ, φk−1)). With respect
to (6.25), we have
L(Q(φ,Q(φ, φk−1))) = Q(Lφ,Q(φ, φk−1)) +Q(φ,LQ(φ, φk−1))
+
2
r
∇/ φ∇/Q(φ, φk−1).
(6.29)
Again applying (6.25) to calculate LQ(φ, φk−1), we have
L(Q(φ,Q(φ, φk−1))) = Q(Lφ,Q(φ, φk−1)) +
2
r
∇/ φ∇/Q(φ, φk−1)
+Q
(
φ,Q(φ,Lφk−1) +Q(Lφ, φk−1) +
2
r
∇/ φ∇/ φk−1
)
= Q(Lφ,Q(φ, φk−1)) +Q(φ,Q(φ,Lφk−1)) +Q (φ,Q(Lφ, φk−1))
+
2
r
∇/ φ∇/Q(φ, φk−1) +Q
(
φ,
2
r
∇/ φ∇/ φk−1
)
.
(6.30)
Note that, the first four terms on the right hand side of (6.30) all take double null form,
except for the last one, which could be further written as
Q
(
φ,
2
r
∇/ φ∇/ φk−1
)
=
2
r
Q (φ,∇/ φ∇/ φk−1)− 2
r2
∂rφ∇/ φ∇/ φk−1. (6.31)
On the right hand side of (6.31), the first term actually takes the double null feature, and
the second term is not bad, since it posses two angular derivatives, which will afford more
power of δ. We will see this in the calculation later. Combining (6.28), (6.29), (6.30) and
(6.31), denoting Lφk−1 by φk, we deduce that
φk − Q(φ,Q(φ, φk))
1 +Q
:= Fk, (6.32)
where
Fk = LFk−1 +
n− 1
2r2
(L− L)φk−1 + n− 1
r
4/ φk−1 − 2
r2
∂rφ∇/ φ∇/ φk−1 +Nk.
Nk denotes the nonlinear terms having the double null feature. Remarkably, in Fk, the linear
term 1
r2
Lφk−1 involving bad derivative has lower order derivatives. We also remark that
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φ0 = φ and φi with i < 0 is interpreted as being absent. By a simple induction, we derive
that
Fk ∼
∑
m<k
m(r)Lφm + n(r)
∑
n<r
Lφn + q(r)
∑
q<k
4/ φq + Sk +Nk,
where we notice that [L,∇/ ] ∼ ∇/ , [L,∇/ ] ∼ ∇/ and [∂r,∇/ ] ∼ ∇/ , [Ω,∇/ ] ∼ ∇/ , hence
Sk ∼
∑
k1+k2+k3≤k−1
∂rφk1∇/ φk2∇/ φk3
+
∑
k1+k2+k3≤k−2
∇/ φk1∇/ φk2∇/ φk3 .
(6.33)
In above, m(r), n(r) and q(r) are bounded since r is uniformly bounded in the domain
considered.
Similarly, when we commute with δL and Ω with RME, we achieve equations with similar
structures. Then we can further change the coordinates to (u′, u′, θ′), referring (6.4) and
(6.5) for g, and (3.30) (in Lemma 3.11) for the null forms. Hence, the standard RME
is transformed into an inhomogeneous rescaled RME. Additionally, note that the last term
Dα′φk
Q(φ,∂α
′
φ)
2(1+Q) in RRME (6.5) for φk takes the double null forms. Thus, we achieved the
desired equation (6.23)
In view of the divergence identity in Lemma 6.2, we can define the energy on the slice
t′ = const. by
E[ψ](t′) =
(∫
Σt′
−
(
1
2
√
g′(g′u
′β′∂β′ψ + g
′u′β′∂β′ψ)ξ(ψ)−
√
g′g′α
′β′∂α′ψ∂β′ψ
)
dr′dσSn−1
) 1
2
.
(6.34)
We always use dσSn−1 to denote the standard volume form on unit (n− 1)-sphere.
We have the following lemma for the inhomogeneous RRME.
Lemma 6.5. Let ψ be a solution to RRME (6.5) with the right hand side being replaced by
the inhomogeneous term F , the following energy identity holds
− E2[ψ](t′) + E2[ψ](1)
+
∫∫
R′
(ξ(
√
g′g′α
′β′)∂α′ψ∂β′ψ − n− 1
2r
δ−1∂u′ψξ(ψ)
√
g′
+
n− 1
2r
∂u′ψξ(ψ)
√
g′ +
∇/ψ
r
ξ(ψ)
√
g′ − F · ξ(ψ)
√
g′)dt′dr′dσSn−1 = 0,
(6.35)
where R′ denotes the domain bounded by constant t′ hypersurface, t′ = 1, C ′1−δ and C ′0.
Next we proceed to prove the main theorem in this section.
Theorem 6.6. Let φ be a solution to RRME (6.5) with Cauchy data (6.9), and recall that
φk = ∂
k1
u′ ∂
k2
u′ Ω
′k3φ with
∑3
i=1 ki = k. Given any 1 ≤ t′ ≤ 2− δ and N ∈ N, we have
E[φ≤k](t′) ≤ δIk(f0, f1), k ≤ N, (6.36)
where E[φ≤k] =
∑
0≤q≤k E[φq], Ik(f0, f1) denotes the constant depending only on the initial
data up to k−th order derivatives.
47
Proof. The proof is based on the standard energy estimate with bootstrap argument. We at
first make the bootstrap assumption
E[φ≤k](t′) ≤ δM, for 1 ≤ t′ ≤ 2− δ (6.37)
where M is a large constant which may depend on φ. At the end of the argument, we would
improve the estimate by showing that we can choose M such that it depends only the initial
data Ik(f0, f1). With the bootstrap assumption (6.37), we have, by Sobolev inequalities, the
L∞ estimate
‖φq‖L∞ ≤ E[φq+3] ≤ δM, q ≤ N − 3. (6.38)
By the smallness (6.38), we have
g′ ∼ δ2r2(n−1), (6.39)
and the energy
E2[φk](t
′) ∼
∫
Σt′
(
δ−1|∂u′φk|2 + |∂u′φk|2 + |∇/ φk|2
)
dr′dσSn−1 . (6.40)
With respect to the data (6.11), the initial energy E2[φk](t
′ = 1)
|E2[φk](t′ = 1)| . δ2I2k(f0, f1). (6.41)
Recalling that ξ = δ−1∂u′ + ∂u′ , we notice the cancellation
− n− 1
2r
δ−1∂u′φkξ(φk)
√
g′ +
n− 1
2r
∂u′φkξ(φk)
√
g′
=− n− 1
2r
(δ−2∂u′φk)2
√
g′ +
n− 1
2r
(∂u′φk)
2
√
g′,
(6.42)
in the energy identity of Lemma 6.5. Remarkably, −n−12r (δ−2∂u′φk)2
√
g′ has a good sign,
E2[φk](t
′) +
∫∫
R′
n− 1
2r
δ−1(∂u′φk)2dt′dr′dσSn−1
.δ2Ik(f0, f1) +
∫∫
R′
∣∣∣n− 1
2r
(∂u′φk)
2
√
g′ +
∇/ φk
r
ξφk
√
g′
+ξ(
√
gg′α
′β′)∂α′φk∂β′φk + (Nk + Sk)ξ(φk)
√
g′
∣∣∣dt′dr′dσSn−1
+
∫∫
R′
|(m(r)δ−1∂u′φk−1 + n(r)∂u′φk−1 + q(r)4/ φk−1)ξ(φk)
√
g′|dt′dr′dσSn−1 .
(6.43)
Note that,
√
g′ ∼ δ, the first two double integrals on the right hand side of (6.43) involve at
least one good derivative. They can be bounded by∫∫
R′
∣∣∣n− 1
2r
(∂u′φk)
2 +
∇/ φk
r
ξφk
∣∣∣√g′ . ∫ 2−δ
1
δ
1
2E2[φk](τ
′)dτ ′.
Similarly, the last term in last line involving angular derivative can be bounded by∫∫
R′
|q(r)4/ φk−1ξ(φk)
√
g′|dt′dr′dσSn−1 .
∫ 2−δ
1
δ
1
2E2[φk](τ
′)dτ ′.
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As an important observation, in the last line, the term which involves two bad derivatives
has in fact lower order derivatives, they can be bounded by∫∫
R′
|(m(r)δ−1∂u′φk−1δ−1∂u′φk
√
g′|dt′dr′dσSn−1 .
∫ 2−δ
1
E[φ≤k−1](τ ′)E[φk](τ ′)dτ ′.
While for the remaining terms in last line, they possess lower order derivatives and also
contain at least one good derivative. It is easy to check that they are bounded by∫ 2
1−δ
δ
1
2E[φ≤k−1](τ ′)E[φk](τ ′)dτ ′.
Next, we proceed to the second line on the right hand side of (6.43). The linear part
of
√
g′g′α′β′ depends only on r and notice that ∂t(r) = 0. Therefore, ξ(
√
g′g′α′β′) consists
of quadratic terms. Besides, ξ(
√
gg′α′β′)∂α′φk∂β′φk possess null structures. They could be
estimated straightforwardly and afford additionally smallness.∫∫
R′
|ξ(
√
g′g′u
′ω′)∂ω′φk∂u′φk|dt′dr′dσSn−1 .
∫ 2−δ
1
δ
3
2E2[φk](τ
′)dτ ′,∫∫
R′
|ξ(
√
g′g′u
′ω′)∂ω′φk∂u′φk|dt′dr′dσSn−1 .
∫ 2−δ
1
δE2[φk](τ
′)dτ ′,∫∫
R′
|ξ(
√
g′g′u
′u′)∂u′φk∂u′φk|dt′dr′dσSn−1 .
∫ 2−δ
1
δ
1
2E2[φk](τ
′)dτ ′,∫∫
R′
|ξ(
√
g′g′θ
′ω′)∂ω′φk∂θ′φk|dt′dr′dσSn−1 .
∫ 2−δ
1
δ2E2[φk](τ
′)dτ ′.
For Nk which satisfies the null condition, we only sketch the estimates. For example,
in Nk, there are terms as Dα′φk
Q(φ,∂α
′
φ)
2(1+Q) and Q(φ,Q(φ, φk−1)), both of which take the null
forms. Typically, we pick out some of the worst terms, which could be estimated as∫∫
R′
δ−1∂u′φ∂u′φ · δ−1∂u′∂u′φk−1 · ξφk
√
g′dt′dr′dσSn−1
+
∫∫
R′
∂u′φ∂u′φ · δ−2∂2u′φk−1 · ξφk
√
g′dt′dr′dσSn−1
.
∫ 2−δ
1
δ
1
2E2[φk](τ
′)dτ ′.
For Sk, we pick out the leading term ∂rφ∇/ φ∇/ φk−1, which could be bounded as∫∫
R′
|∂rφ∇/ φ∇/ φk−1 · ξ(φk)
√
g′|dt′dr′dσSn−1
.
∫∫
R′
δ−1∂u′φ∇/ φ∇/ φk−1δ−1∂u′φkδdt′dr′dσSn−1 + l.o.t.
.
∫ 2−δ
1
δ
3
2E[φk]E[φk−1](τ ′)dτ ′.
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In conclusion, we have
E2[φk](t
′) +
∫∫
R′
n− 1
2r
δ−1(∂u′φk)2dt′dr′dσSn−1
. δ2I2k(f0, f1) +
∫ 2−δ
1
(
δ
1
2E2[φk](τ
′) + E[φ≤k−1]E[φk](τ ′)
)
dτ ′.
(6.44)
In the following, we shall close the bootstrap argument by induction.
When k = 0, we have E[φ≤−1] is absent. (6.44) implies that
E2[φ](t) ≤ δ2I20 (f1, f1) + (1 + δ)δ
1
2E2[φ](t),
which shows that E[φ](t) ≤ δI0(f1, f1) when δ is suitably small.
Assume that E[φ≤i](t) ≤ δIi(f0, f1) holds for all i ≤ k − 1. Then substituting this into
the energy inequality (6.44), we have
E2[φk](t) ≤ δ2I2k(f1, f1) + (1 + δ)δ
1
2E2[φk](t) + (1 + δ)δIk−1(f1, f1)E[φk](t),
which further yields that
E[φk](t) . δIk(f0, f1).
Finally the large constant M could be chosen such that it depends only on the data, hence
we close the bootstrap argument.
Corollary 6.1. The class of initial data satisfying the constraints (1.3)-(1.5) is not empty.
Proof. In above Theorem 6.6, we have proved that there exists a solution φ(u′, u′, θ′) to
RRME, such that
‖φk−3‖L∞ . E[φ≤k](t′) . δIk(f0, f1), in R′
for all k ≤ N ∈ N and t′ ∈ [1, 2− δ]. Recall the definition of φk =
∑
k1+k2+k3=k
∂k1u′ ∂
k2
u′ Ω
′k3φ.
Then we may change to the (u, u, θ) coordinates and consider φ(u′, u′, θ′) = φ(uδ , u, θ). Since
we know that the region {t = 1} ⊂ R′. Then the restriction of φ(uδ , u, θ) to t = 1 slice,
namely, φ(uδ , u, θ)
∣∣∣
t=1
satisfies the constraints (1.3)-(1.5).
Acknowledgements. The authors would like to thank Prof. Dexing Kong for sug-
gesting this project and helpful discussions. Jinhua Wang was supported by Fundamental
Research Funds for the Central Universities (Grant No. 20720170002). Changhua Wei was
supported by the Scientific Research Foundation of Zhejiang Sci-Tech University (Grant No.
16062021-Y).
References
[1] Aurilia A., Christodoulou D.: Theory of strings and membranes in an external field, I:
General formulation. J. Math. Phys. 20, 1446-1452 (1979).
[2] Allen P., Andersson L., Isenberg J.: Timelike minimal submanifolds of general co-
dimension in Minkowski space time. J. Hyperbolic Differ. Equ. 3, 691-700 (2006).
50
[3] Brendle S.: Hypersurfaces in Minkowski space with vanishing mean curvature. Comm.
Pure Appl. Math. 55, 1249-1279 (2002).
[4] Bordemann M., Hoppe J.: The dynamics of relativistic membranes. II. Nonlinear waves
and covariantly reduced membrane equations. Phys. Lett. B. 325, 359-365 (1994).
[5] Bordemann M., Hoppe J.: The dynamics of relativistic membranes. Reduction to 2-
dimensional fluid dynamics. Phys. Lett. B. 317, 315-320 (1993).
[6] Christodoulou D.: The Action Principle and Partial Differential Equations. Princeton
Univ. Press, Princeton, (2000).
[7] Christodoulou D.: The formation of black holes in general relativity. Monographs in
Mathematics, European Mathematical Society. (2009).
[8] Christodoulou D.: The formation of shocks in 3-dimensional fluids. EMS Monographs
in Mathematics, Zu¨rich. (2007).
[9] Christodoulou D.: Global solutions of nonlinear hyperbolic equations for small initial
data. Comm. Pure Appl. Math. 39, 267-282 (1986).
[10] Christodoulou D., Klainerman S.: The global nonlinear stability of the Minkowski space.
Princeton Mathematical Series. 41. Princeton University, Princeton, N.J. (1993).
[11] Donninger R., Krieger J., Szeftel J., Wong W.W.-Y.: Codimension one stability of the
catenoid under the vanishing mean curvature flow in Minkowski space. Duke Math. J.
165, 723-791 (2016).
[12] Hoppe J.: Some classical solutions of relativistic membrane equations in 4 space time
dimensions. Phys. Lett. B. 329, 10-14 (1994).
[13] Hoppe J.: Relativistic membranes. J. Phys. A. 46, 023001 (2012) .
[14] Klainerman S.: The null condition and global existence to nonlinear wave equations.
Lect. Appl. Math. 23, 293–326 (1986).
[15] Klainerman S., Rodnianski I.: On the Formation of Trapped Surfaces. Acta Math. 208,
211–333 (2012).
[16] Kong D., Liu K., Wang Y.: Global existence of smooth solutions to two-dimensional
compressible isentropic Euler equations for Chaplygin gases. Sci. China Math. 53, 719-
738 (2010).
[17] Krieger J., Lindblad H.: On stability of the catenoid under vanishing mean curvature
flow on Minkowski space. Dyn. Partial Differ. Equ. 9, 89-119 (2012).
[18] Lindblad H.: A remark on global existence for small initial data of the minimal surface
equation in Minkowskian space time. Proc. Amer. Math. Soc. 132, 1095-1102 (2004).
[19] Lindblad H., Rodnianski I.: Global existence for the Einstein vacuum equations in wave
coordinates. Commun. Math. Phys. 256, 43-100 (2005).
51
[20] Lindblad H. Rodnianski I.: The global stability of Minkowski space-time in harmonic
gauge. Ann of Math. (2) 171, 1401-1477 (2010).
[21] Lei Z., Wei C.: Global radial solutions to 3D relativistic Euler equations for non-
isentropic Chaplygin gases. Math. Ann. 367, 1363-1401 (2017).
[22] Majda, A.: Copressible fluid flow and systems of conservation laws in several space
variables. New York: Springer-Verlag, (1984).
[23] Miao S., Pei L., Yu P.: On classical goblal solutions of nonlinear wave equations with
large data. To appear in International Mathematics Research Notices.
[24] Miao S., Yu P.: On the formation of shocks for quasilinear wave equations. Invent.
Math. 207, 697-831 (2017).
[25] Visser M., Paris C. M.: Acoustic geometry for general relativistic barotropic irrotational
fluid flow. New Journal of Physics. 12, 095014 (2010).
[26] Speck J., Holzegel G., Luk J., Wong W.W.-Y.: Stable shock formation for nearly simple
outgoing plane symmetric waves. Ann. PDE. 2 (2016). Art. 10, 198 pp.
[27] Wang J., Yu P.: Long time solutions for wave maps with large data. J. Hyperbolic Differ
Equ. 10, 371-414 (2013).
[28] Wang J., Yu P.: A large data regime for nonlinear wave equations. J. Eur. Math. Soc.
(JEMS), 18, 575-622 (2016).
[29] Wong W.W.-Y.: Regular hyperbolicity, dominant energy condition and causality for
Lagrangian theory of maps. Class. Quantum Grav. 28, 215008 (2011).
[30] Yang S.: Global solutions of nonlinear wave equations with large data. Selecta Math.
(N.S.) 21, 1405-1427 (2015).
52
