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Abstract
We study loss functions that measure the accuracy of a prediction based on multiple data points
simultaneously. To our knowledge, such loss functions have not been studied before in the area
of property elicitation or in machine learning more broadly. As compared to traditional loss func-
tions that take only a single data point, these multi-observation loss functions can in some cases
drastically reduce the dimensionality of the hypothesis required. In elicitation, this corresponds
to requiring many fewer reports; in empirical risk minimization, it corresponds to algorithms on a
hypothesis space of much smaller dimension. We explore some examples of the tradeoff between
dimensionality and number of observations, give some geometric characterizations and intuition
for relating loss functions and the properties that they elicit, and discuss some implications for both
elicitation and machine-learning contexts.
Keywords: Property elicitation, loss functions, empirical risk minimization.
1. Introduction
In machine learning and statistics, empirical risk minimization (ERM) is a dominant inference tech-
nique, wherein a model is chosen which minimizes some loss function over a data set. As the choice
of loss function used in ERM may have a large impact on the model chosen, how should one choose
this loss? A growing body of work in property elicitation seeks to answer this question, by viewing
a loss function as “incentivizing” the prediction of a particular conditional statistic (Lambert et al.,
2008; Gneiting, 2011; Steinwart et al., 2014; Frongillo and Kash, 2015a; Agarwal and Agarwal,
2015); for example, it is well-known that squared loss elicits the mean, and hence least-squares
regression finds the best fit to the conditional means of the data.1
A natural question, which is still open in the vector-valued case, is the following: for which
conditional statistics do there exist loss functions which elicit them? Positive examples include the
mean, median, other quantiles, moments, and several others. Perhaps surprisingly, however, there
are negative examples as well: it is well-known that the variance is not elicitable, meaning there is
no loss function for which minimizing the loss will yield the variance of the data or distribution.
1. There are also contributions from microeconomics, and crowdsourcing in particular, where one wishes to incentivize
humans rather than algorithms, but the mathematics is the same.
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The usual approach to dealing with non-elicitable statistics is called indirect elicitation: elicit
other conditional statistics from which one can compute the desired statistic. For example, the
variance of a distribution can be written as (2nd moment) - (1st moment)2, and as mentioned above,
moments are elicitable. The question of how many such auxiliary statistics are required gives rise
to the concept of elicitation complexity; since the variance cannot be elicited with one but can with
two, we say it is 2-elicitable (Lambert et al., 2008; Frongillo and Kash, 2015c).
In this paper, we explore an alternative approach to dealing with non-elicitable statistics, by
allowing the loss function to depend on multiple data points simultaneously. In the language of
property elicitation, this corresponds to loss functions such as `(r, y1, y2) which judge the “correct-
ness” of the report r based on two (or more) observations y1 and y2. Assuming these observations
are drawn independently from the same distribution, this intuitively gives the loss function more
power, and could potentially render previously non-elicitable statistics elicitable. In fact, the vari-
ance is one such example: if y1 and y2 are both drawn i.i.d. from p, it is easy to see that 12(y1− y2)2
will be an unbiased estimator for the variance of p, hence `(r, y1, y2) = (r− 12(y1−y2)2)2 elicits the
variance for the usual reason that squared error elicits expected values. Examples of settings where
such i.i.d. observations are readily obtained include: active learning, uncertainty quantification &
robust engineering design (Beyer and Sendhoff, 2007), and replication of scientific experiments.
Beyond the variance, are there other non-elicitable statistics which we can elicit with multiple
i.i.d. observations? Moreover, what is the tradeoff between the number of observations and the num-
ber of reports? One would expect the elicitation complexity, in the usual number-of-reports sense, to
drop as observations are added, but how fast is unclear. Indeed, we will see several examples where
the complexity drops dramatically, such a the k-norm of the distribution p. In Section 4 we develop
new techniques to prove complexity bounds using algebraic geometry, which show for example that
the complexity of the k-norm drops from the support size of p (minus 1) with 1 observation, to 1
with k observations. We call the feasible (# reports, # observations) pairs the elicitation frontier, for
which the given statistic is elicitable, a concept we explore in Section 5.
Finally, in Section 6 we apply multi-observation elicitation to regression. Traditional elicitation
complexity expresses a conditional statistic Γ as a link of other statistics, but as we illustrate, sit-
uations can arise where these other statistics have a much more complicated relationship with the
covariates than Γ does. We give an example where fitting a model to the conditional variance di-
rectly (using nearby data points as proxies for i.i.d. observations) is much better than fitting separate
models to the conditional first and second moments and combining these to obtain the variance.
1.1. Related work
Our work is inspired in part by Frongillo et al. (2015) which proposes a way to elicit the confidence
(inverse of variance) of an agent’s estimate of the bias of a coin by simply flipping it twice. In
our terminology, this follows from the fact that the variance is (1, 2)-elicitable. Multi-observation
losses have been previously introduced to learn embeddings (Hadsell et al., 2006; Schroff et al.,
2015; Ustinova and Lempitsky, 2016), though an explicit property/statistic is never discussed.
2. Preliminaries
We are interested in a space Y from which observations y are drawn, which will be a finite set
unless otherwise specified. We will denote by P ⊆ ∆Y a set of probability distributions of interest.
(Generally in this paper, P is simply the entire simplex.) We refer to the set ∆Ym of all distributions
2
MULTI-OBSERVATION ELICITATION
on m outcomes as the m-product space. To capture the assumption that we may collect m ∈
{1, 2, . . .} observations which are each i.i.d. from the same distribution p ∈ ∆Y , we will write
pm ∈ ∆Ym to denote their joint distribution, pm(y1, . . . , ym) =
∏
i p(yi). The set of all such
distributions is denoted Pm = {pm : p ∈ P} ⊆ ∆Ym , which we will think of as a manifold in the
m-product space.
With this notation in hand, we can define the central concepts in elicitation complexity in our
context. Properties include any typical statistic,2 for instance, the mean when Y ⊆ R is the property
Γ(p) =
∑
y p(y)y.
Definition 1 (Property) A property is a function Γ : P → R, whereR ⊆ Rk for some k ≥ 1.
Intuitively, properties represent the information desired about the data or underlying distribu-
tion. R is sometimes called the report space. The central notion of property elicitation is the
relationship between a loss function ` and the minimizer of its expected loss. If this minimizer is a
particular property Γ, we say ` elicits Γ. We simply extend this usual definition to allow for multiple
observations in the expected loss.
Definition 2 (Loss function, elicits) An m-observation loss function is a function ` : R× Ym →
R, where `(r, y1, . . . , ym) is the loss for prediction r ∈ R scored against realized observations
yi ∈ Y . We say ` (directly) elicits a property Γ : P → R if for all p ∈ P we have {Γ(p)} =
argminr∈R E(y1,...,ym)∼pm [`(r, y1, . . . , ym)].
It is useful to consider a property in terms of its level sets, the set of distributions sharing the
same particular value of the property. For example, when the property is the mean of a distribution
on {1, 2, 3, 4}, both p = (12 , 0, 0, 12) and p = (0, 12 , 12 , 0) lie in the level set Γ2.5.
Definition 3 (Level set) A level set Γr of a property Γ : P → R is, for r ∈ R, the set of distribu-
tions with property r, i.e. Γr = {p ∈ P | Γ(p) = r}.
An important technical condition on a property, and one which we will need for the notion of
indirect elicitability, is that it be identifiable, meaning that its level sets can be described by linear
equalities.
Definition 4 (Identifiable) A property Γ : P → R, with R ⊆ Rk, is identifiable with m observa-
tions if there exists some V : R× Ym → Rk such that Γ(p) = r ⇐⇒ Epm [V (r,y)] = 0 ∈ Rk,
where y = (y1, . . . , ym) is drawn from pm. We also say it is m-identifiable.
Identifiability is a geometric restriction on properties that is intuitively similar to continuity of
the property (cf. Lambert et al. (2008); Steinwart et al. (2014)). Technically, observe that differ-
entiable loss functions generally elicit an identifiable property, as any local optimum should have∑
i
∂
∂ri
` (r,y) = 0, meaning that the gradient of ` itself gives an identification function. Following
Frongillo and Kash (2015a), we will often assume that properties are identifiable.
Notice that any property can be “indirectly” elicited by using a proper scoring rule, which elicits
the entire distribution, and then computing the property from the distribution. But this requires a
report of dimension |Y|− 1, whereas to indirectly elicit the variance of y, for example, requires just
2. As defined, statistics like the median would not be included unless restrictions were placed on P for them to be
single-valued (distributions in general may have multiple medians); we may instead extend our definition to include
set-valued statistics, which would not substantially alter our results, and in fact we do lift this restriction in Section 3.1.
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two reports, e.g. r1 = Ey and r2 = Ey2, along with a “link function” ψ(r) = r2− r21. The question
of elicitation complexity, studied by Lambert et al. (2008) and Frongillo and Kash (2015c), is how
many dimensions d are needed to indirectly elicit the property of interest Γ via some elicitable
Γˆ : P → Rd; one hopes that d is much smaller than |Y|. Here we augment this question by another
degree of freedom: how many dimensions d, and observations m, are needed to indirectly elicit Γ?
Definition 5 ((d,m)-elicitable) A property Γ : P → R is (d,m)-elicitable if there exists a d-
dimensional and identifiable property Γˆ : P → Rˆ where Rˆ ⊆ Rd, an m-observation loss function
` : Rˆ × Ym → R, and a “link” function ψ : Rˆ → R, such that
1. ` directly elicits Γˆ, and 2. Γ(p) = ψ
(
Γˆ(p)
)
.
The elicitation frontier of Γ is the set of (d,m) such that Γ is (d,m)-elicitable, but neither (d−1,m)-
nor (d,m− 1)-elicitable.
We may say that a property’s “report complexity” is d if (d, 1) lies on its frontier, and its “observa-
tion complexity” is m if (1,m) does.
2.1. Illustrative example
Recall our observation that the variance is not (1, 1)-elicitable, and the “traditional” fix is to utilize
(2, 1)-elicitability: minimize a loss function over two dimensions (say first and second moments),
mapping the result to the variance via a link function. We observed instead that it is possible to
utilize (1, 2)-elicitability: minimize a loss function that takes two observations over a single scalar,
the variance itself. Can this tradeoff be more extreme? In particular, are there cases where additional
observations drastically decrease the report complexity? Consider the 2-norm of a distribution:
Γ(p) = ‖p‖2 =
√∑
y p(y)
2. We show in Section 5.2 that ‖p‖2 has report complexity |Y| − 1
(where Y is the outcome set) for 1 observation – no single-observation loss function can do better
than solving for the entire distribution. However, recall that ‖p‖22 =
∑
y p
2
y = Pr[y1 = y2] for
two i.i.d. observations y1, y2, or in other words, ‖p‖22 = Ep1{y1 = y2}. The two-norm is actually
elicitable with two observations and a single dimension using e.g. loss function `(r, y1, y2) =
(r − 1{y1 = y2})2, then simply computing ‖p‖2 =
√
r. In other words, the two-norm’s elicitation
frontier on Y consists of the points (|Y| − 1, 1) and (1, 2).
The goal for this paper is to investigate the (algebraic-)geometric reasons underpinning why a
property might have low or high observation complexity, as well as providing general results and
examples based on these ideas. We next introduce the geometric foundations for this investigation.
3. Geometric Fundamentals
The most basic (yet powerful) lower bound in property elicitation says that elicitable properties’
level sets must be convex sets (Lambert et al., 2008). Indeed, this is used to prove the variance is not
(1,1)-elicitable; but the variance is elicitable with two observations. The geometry is not “broken”
here, but merely lives in a higher-dimensional space. When reasoning about eliciting a property
Γ : P → R using m observations, it often useful to instead think of eliciting the property using a
single random draw from a distribution on m-tuples of outcomes.
4
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Remark 6 Since P is isomorphic to Pm, a property Γ : P → R is directly elicitable with m
observations if and only if the induced property Γm : Pm → R is directly elicitable with 1 ob-
servation. In particular, a sufficient condition for (d,m)-elicitability of Γ is that there exists some
(d, 1)-elicitable Γ′ : ∆Ym → R that coincides with Γm on Pm. One can elicit Γ using the same
loss that elicits Γ′, treating the m-tuple of observations as a single draw from the larger space.
This gives us one initial way to demonstrate that a property is elicitable withm observations. For
example, the loss function `(r, a, b) =
(
r − 12(a− b)2
)2 elicits the variance with two observations
a, b, but if we consider distributions on all of Y ×Y , including non-i.i.d. distributions, it actually is
still a valid loss function eliciting a property that coincides with the variance when a, b are i.i.d. To
see this, just note that it still elicits an expectation:
∑
a,b p
′(a, b)12(a− b)2 where p′ is a distribution
on R2.
Figure 1: The two outcome, two
observation probability simplex
∆Y2 where Y = {0, 1}. The arc
is the space of i.i.d. distributions
(∆Y)2.
However, considering elicitation on the larger space ∆Ym does
not resolve the problem in either the necessary or sufficient direc-
tions. First, Pm is not a convex set for m > 1, so conditions on the
convexity of level sets do not naturally extend here. An example
of this is shown in Figure 1. Second, coming up with an “extended
property” may be difficult or non-obvious. For example, it is not
so clear whether the above loss function elicits anything natural on
∆Y2 (it is not the covariance, for instance, which is zero for i.i.d.
distributions). More fundamentally, it is not clear whether such ex-
tensions should generally exist. (Proving or constructing a coun-
terexample is an interesting open problem.) In general, we hope to
be able to accomplish much more by restricting to Pm because it is
only a tiny |Y|-dimensional manifold in a |Y|m-dimensional space.
A tighter sufficient condition is given by Frongillo and Kash
(2014), which states that essentially all loss functions eliciting a
property on any set, such as Pm, also elicit some “extension” of
that property on the convex hull of that set. So while the higher-dimensional approach is helpful, it
does not preclude reasoning about the space Pm as a manifold inside ∆Ym .
Most significantly, Pm is not a convex space, which makes lower bounds on elicitation com-
plexity nontrivial as well. However, the result of Frongillo and Kash (2014) shows that it suffices
to provide lower bounds for elicitation on the convex hull of Pm, which we will denote conv(Pm).
Quite naturally then, we explore what leverage we can gain by reasoning about conv(Pm).
Theorem 7 The property Γ : P → R is not directly elicitable with m observations if there
exists r1, r2 ∈ Γ(P), p1,1, . . . , p1,k1 ∈ Γr1 , p2,1, . . . , p2,k2 ∈ Γr2 , λ1,1, . . . , λ1,k1 ∈ [0, 1] and
λ2,1, . . . , λ2,k2 ∈ [0, 1] such that r1 6= r2,
∑k1
i=1 λ1,i = 1,
∑k2
i=1 λ2,i = 1 and
k1∑
i=1
λ1,ip
m
1,i =
k2∑
i=1
λ2,ip
m
2,i.
In other words, a property is not elicitable if there is a convex combination of one of its level
sets in the m-product space that equals a convex combination of another one of its level sets in the
m-product space.
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Pr[Y=1]
0.2 0.4 0.6 0.8 1.0
Pr[(Y1,Y2)=(1,1)]
0.05
0.10
0.15
0.20
0.25
Pr[(Y1,Y2)=(1,0)]
Figure 2: Top: The red dots and blue dots are each a level set of the fourth central moment of a Bernoulli
random variable Y ∼ p. These correspond to the distributions with fourth central moments .07 and .08
respectively. Bottom: The curve is ∆Y2 projected into R2, and the colored dots are the level sets of the
example above projected into this space. The lines demonstrate that there is a point in conv(∆Y2) that can
be written as a convex combination of either of the two level sets.
Theorem 7 allows us to prove for example that the fourth central moment is not directly elicitable
with two observations. Consider a Bernoulli random variable Y ∼ p, then two of the level sets of
the fourth central moment Γ(p) = EY∼p[(Y −EY∼p[Y ])4] are given in Figure 2. When we project
these level sets into the 2-product space we can easily find a pair of points from each level set whose
connecting lines intersects in conv(∆Ym). These lines are convex combinations of points in the
same level set, so by Theorem 7 the lines’ intersection implies that Γ is not directly elicitable with
two observations.
3.1. Finite Properties
Finite properties are those where R, the range of Γ, is a finite set. This corresponds to a “multiple-
choice question” (Lambert and Shoham, 2009). In this section, we must allow Γ : P ⇒ R to be
a set-valued function, possibly assigning multiple possible correct reports to a single distribution;
this is necessary for “boundary” cases, such as the mode of the uniform distribution on a finite set.
(Similarly, we cannot require identifiability.) We have a finite set of outcomes Y , the distributions
considered are all P = ∆Y , and Γ(p) must be nonempty.
We are interested in understanding which finite properties can be elicited with m observations.
Previously, this question was studied for the case of one observation by Lambert (2011), who char-
acterized elicitable properties by the shape of their level sets: they are intersections of Voronoi
diagrams in R|Y| with the simplex ∆Y . In our setting, a Voronoi diagram is specified by a finite
set of points {xr : r ∈ R} ⊆ RYm , with each cell Tr = {x : ‖x − xr‖ ≤ ‖x − xr′‖∀r′ ∈ R}
consisting of those points in RYm closest in Euclidean distance to xr.
Using the geometric constructions above, we can simply apply the main result of Lambert
(2011) to finite properties in the m-product space; the result is a characterization of elicitable fi-
nite properties with m observations.
Corollary 8 A finite property Γ : ∆Y ⇒ R is directly elicitable with m samples if and only if
there exists a Voronoi diagram in RYm with {xr : r ∈ R} satisfying Γmr = Tr ∩ Pm. Here
Γmr = {pm ∈ Pm : p ∈ Γr}.
Multiple observations afford considerable flexibility in the level sets of such an elicitable Γ.
In particular, whereas before the cell boundaries between level sets were restricted to hyperplanes,
6
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1 2
3
(a)
1 2
3
(b)
(c) (d)
Figure 3: Examples of finite properties on Y = {1, 2, 3} elicitable with 2 samples. Pictured is the simplex
on 3 outcomes and properties Γ : ∆{1,2,3} → {red, green, blue}. The agent reports a color, then is rewarded
according to which outcome occurs. (a) The property of “close”, “intermediate”, and “far” from uniform, as
measured by 2-norm. (b) The property of “high”, “medium”, and “low” variance. (c,d) The boundary between
two cells, i.e. a hyperplane in the m-product space “projected” down to RY (in orange) and intersected with
the simplex ∆Y (in blue/gray); we show the boundary on all of RY to visualize the quadratic surfaces which
create these sections.
withm observations these boundaries can be defined by nearly arbitrarym-degree polynomials. We
illustrate this flexibility and visualize the cell boundaries in Figure 3. In particular, we show that
a classic negative example, where an agent is asked to report whether their belief has low or high
variance, is easily elicited with two observations.
4. Lower Bounds via Geometry
In this section we discuss lower bounds on elicitation complexity. For technical reasons we will
here require P to be a C∞ submanifold of ∆Y with corners. Our lower bounds will also generally
require Γ to be a C∞ function, in which case we call it a C∞ property.
We begin in the first subsection by recalling the structure of the level sets of identifiable prop-
erties, and then introduce a technique for obtaining from this some lower bounds on elicitation
complexity via differential geometry. In the next subsection we focus on polynomial properties, and
explain some results that use algebraic geometry to obtain sharp bounds.
4.1. Preliminaries on identifiable properties
We start by recalling a general method, introduced in Frongillo and Kash (2015c), for showing
lower bounds on elicitation complexity: Given a property Γ, if one can show that no level set from
any Γˆ, which is m-identifiable and directly elicitable with m observations, can be contained in a
particular level set of Γ, then Γ cannot be (d,m)-elicitable. This follows immediately from the
definitions: if Γ is indirectly elicited via Γˆ and link ψ, so that Γ = ψ ◦ Γˆ, then we have the following
relationship between the level sets of Γ and Γˆ:
Γr =
⋃
rˆ:ψ(rˆ)=r
Γˆrˆ. (1)
In other words, the level sets of Γ are obtained by combining some of the level sets of Γˆ. For
instance, if ψ is a bijection, then the level sets of Γ and Γˆ are identical. This method was used
successfully in Frongillo and Kash (2015c) to show lower bounds on the report complexity (d) of
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a property, with m = 1. In this section, we will use the same method to show lower bounds on
observation complexity (m), with d = 1.
Our main tool for obtaining these lower bounds will be that the level sets of any directly m-
observation-elicitable, identifiable Γˆ have a specific structure, namely, such a level set is the zero
set of a polynomial of degree at most m:
Fact 1 If a property Γˆ(p) ism-identifiable, then each level set of Γˆ is the set of zeros of a polynomial
in p of degree at most m.
Proof The condition EpV (r,y) = 0 is
∑
y1,...,ym
p(y1) · · · p(ym)V (r, y1, . . . , ym) = 0 .
Combined with the equality (1) above, Fact 1 tells us that the level sets of indirectly elicitable Γ are
unions of zero sets of polynomials. As we are focusing on the d = 1 case, however, both Γ and Γˆ
are real-valued functions, so with enough regularity, their level sets should coincide. Before making
a precise statement, we introduce the following definition:
Definition 9 (C∞ (d,m)-elicitable) We say that a C∞ property Γ : P → Rd′ is C∞ (d,m)-
elicitable if in the definition of (d,m)-elicitable, Γˆ can be taken to be C∞ and ψ can be taken to be
C∞ in an open neighborhood of the image of Γˆ.
Corollary 10 Suppose that a C∞ property Γ : P → R is C∞ (1,m)-elicitable. Let r ∈ R, let
Z ⊆ Γ−1(r) be a connected component of the level set, and assume that Z admits a point that is not
a critical point of Γ; i.e., there is a point p ∈ Z such that the differential of Γ at p is nonzero. Then
Z is a connected component of the set of zeros of a polynomial of degree at most m. Moreover, if
Γ−1(r) is connected, then Γ−1(r) is the zero set of a polynomial of degree at most m.
Proof Let Γ̂ and ψ be as in Definition 9. We have a commutative diagram:
P Γ̂ //
Γ

R
ψ
R
Since Z is connected, we have that Γ̂(Z) ⊆ R is connected, and is therefore an interval (see e.g.,
Browder (1996), Theorem 6.76, 6.77, p.148). The claim is that this interval is a point. Indeed,
assume the opposite. Then since ψ is by definition constant on the interval Γ̂(Z), we would have
that the differential Dψ vanishes at each point of of Γ̂(Z). Then since DΓ = Dψ ◦DΓ̂ we would
have that DΓ vanishes at every point of Z. But this would contradict our assumption. Thus Γ̂(Z) is
a point.
It then follows from Fact 1 that Γ̂−1(Γ̂(Z)) is the zero set of a polynomial of degree at most m.
We now use the inclusions
Z ⊆ Γ̂−1(Γ̂(Z)) ⊆ Γ−1(r).
By virtue of the inclusion on the right, every connected component of Γ̂−1(Γ̂(Z)) is contained in a
connected component of Γ−1(r). This proves the first assertion of the lemma. The last assertion of
the lemma also follows from these inclusions, since in that case one is assuming Z = Γ−1(r).
8
MULTI-OBSERVATION ELICITATION
Remark 11 For concreteness, we summarize the contrapositive of Corollary 10 in the way in which
we will use it in examples: Suppose that Γ : P → R is a C∞ property, and there exists an r ∈ R
such that the level set Γ−1(r) is connected, and contains a point P ∈ Γ−1(r) that is not a critical
point for Γ. Then if Γ−1(r) is not the zero locus of a degreem polynomial in p(y1), . . . , p(ym), then
Γ is not C∞ (1,m)-elicitable.
As a consequence of Corollary 10, we can immediately show the existence of C∞ properties
with infinite observation complexity; i.e., properties that are not C∞ (1,m) elicitable for any m.
The proof gives such an example for |Y| = 3, a surprising result given that all properties have report
complexity |Y|−1 = 2; i.e., all of the C∞ properties are C∞ (2, 1)-elicitable. Note that if |Y| = 2,
then all C∞ properties are C∞ (1, 1)-elicitable.
Proposition 12 There are C∞ properties that are not C∞ (1,m)-elicitable for any finite m.
Proof Take Y = {1, 2, 3}, P = ∆◦Y = {p ∈ ∆Y : p(y) > 0 ∀y ∈ Y}, and Γ(p) =
p1 − (1/2) sin(1/p2). It is immediate that Γ has no critical points. Here the level sets Γr sat-
isfy r = p1 − (1/2) sin(1/p2), in other words, satisfy the equation p1 = (1/2) sin(1/p2) + r. For
p2 sufficiently small, the level set Γ0 = {p ∈ ∆3 : p1 = (1/2) sin(1/p2)} is simply the graph of
(1/2) sin(1/x), which intersects the line p1 = 0 infinitely many times, and hence by the Funda-
mental Theorem of Algebra is not the zero set of any polynomial. Corollary 10 now implies that Γ
is not (1,m)-elicitable for any m.
4.2. Polynomial properties and lower bounds using algebraic geometry
We now describe some lower bounds for elicitation complexity of polynomial properties. The mo-
tivation for these lower bounds is the intuition that, in general, a polynomial property Γ : P → R
of degree k should not be C∞ (1,m)-identifiable for any m < k, since the zero set of a degree k
polynomial should not be the zero set of a degreem polynomial whenm < k. This statement can of
course fail in special cases (e.g., Example 1 below). Indeed, there are some subtleties regarding zero
sets of polynomials in Euclidean open sets, considered in Appendix C, that must be addressed to
draw such a conclusion. Nevertheless, for a general polynomial property this expectation holds (see
Remark C.4 for a precise definition of generality), and in the appendix we provide some elementary
techniques for confirming this expectation in particular examples (see Corollary C.3). For instance,
we show (Example C.1):
Corollary 13 If |Y| ≥ 3, then for any natural number k, the k-norm of a distribution, Γ(p) =
(
∑
y p(y)
k)1/k, is not C∞ (1, k − 1)-elicitable.
Example 1 In contrast to the case considered in Corollary 13, we emphasize that there are poly-
nomial properties Γ : P → R of degree k that are C∞ (1,m)-elicitable for some m < k. For
instance, take Γˆ : P → R to be any polynomial property of degree m > 0, let ψ : R → R be any
polynomial function of degree m′ > 1, and set Γ = ψ ◦ Γˆ. Then Γ is of degree k = mm′ > m, but
Γ is C∞ (1,m)-elicitable, by Lemma 15.
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5. Examples and Elicitation Frontiers
We now combine our complexity lower bounds with upper bounds to make progress toward deter-
mining the elicitation frontiers of some potential properties of interest. See Figure 4 for a depiction
of some of the elicitation frontiers described. We begin with some general, straightforward, but
versatile upper bounds.
Lemma 14 For all 1 ≤ i ≤ n, 1 ≤ j ≤ m, let fij : Y → R be an arbitrary function such that
Ep[fij(Y )] exists for all p ∈ P . Then Γ(p) =
∑n
i=1
∏m
j=1 Ep[fij(Y )] is (1,m)-elicitable.
Proof Using Y1, . . . , Ym which are i.i.d. from p, then {fi1(Y1), . . . fim(Ym)} will be independent
for all i. Using properties of expectations (linearity and independence), we have
n∑
i=1
m∏
j=1
E[fij(Y )] =
n∑
i=1
m∏
j=1
E[fij(Yj)] =
n∑
i=1
E
 m∏
j=1
fij(Yj)
 = E
 n∑
i=1
m∏
j=1
fij(Yj)
 (2)
Now we see that using squared loss (or any loss for the mean) one can leverage these m samples to
elicit the desired sum of products, e.g. `(r, y1, . . . , ym) =
(
r −∑ni=1∏mj=1 fij(yj))2.
The proof of Lemma 14 simply constructs an unbiased estimator of the property of interest and
elicits the mean of the estimator via squared error. By a very natural extension, this technique also
applies to ratios of expectations, as they are elicitable (Gneiting, 2011): construct two unbiased
estimators, and elicit the ratio of their means. We will give two instances of such ratios in the next
subsection.
The following result establishes an upper bound that by now may seem natural: Under some
conditions, a property that is itself an m-degree polynomial in p is (1,m)-elicitable.
Lemma 15 Suppose that Γ : P → R is a property such that Γ = ψ ◦ Γ′ where Γ′ : P → R is
polynomial of degree m, and ψ : R → R is a function that is C∞ on an open neighborhood of the
image of Γ′. Then Γ′ is directly (1,m)-elicitable, and Γ is C∞ (1,m)-elicitable.
Proof It is enough to show Γ′ is directly (1,m)-elicitable. This follows immediately from Lemma
14. Indeed, it is clear from the lemma that it is enough to show the result for monic monomials. For
this one takes the fij in Lemma 14 to be characteristic functions 1y for y ∈ Y .
5.1. Ratios of expectations: index of dispersion and Sharpe ratio
The index of dispersion of a random variable Y with positive mean is defined to be Var(Y )/E[Y ]
(Cox and Lewis, 1966). The Sharpe ratio of a random variable Y , which is a commonly-used mea-
sure of the risk-adjusted return of an investment, is defined similarly as E[Y ]/
√
Var(Y ) (Sharpe,
1966). Both the index of dispersion and the square of the Sharpe ratio are (1, 2)-elicitable by the
above discussion: Var(Y ) = Ep[12(Y1 − Y2)2], Ep[Y ] = Ep[Y1], and Ep[Y ]2 = Ep[Y1Y2], so any
ratios of these terms is (1, 2)-elicitable. (The link function for the Sharpe ratio is thus the square
root.) For example, the index of dispersion is elicited by the loss `(r, y1, y2) = r(y1 − y2)2 − r2y1.
To finish describing the elicitation frontiers for these properties, we note that neither is (1, 1)-
elicitable as the level sets are not convex, but both are (2, 1)-elicitable as we now show. For the
10
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index of dispersion, we can take r1 = E[Y ] and r2 = E[Y 2], both elicitable as means, and then
compute the property by (r2−r21)/r1. Similarly, for the same r1, r2, the Sharpe ratio can be written
as r1/
√
r2 − r21.
5.2. Norms of distributions
As we have previously discussed, the 2-norm is (1, 2) elicitable. For general k, the k-norm is (1, k)
elicitable with the following loss function `(r, y1, . . . , yk) = (r − 1{y1 = . . . = yk})2. (This case
also follows from Lemma 15.) This is a tight bound on the observation complexity, as we proved in
Corollary 13 that the k-norm is not (1, k−1) elicitable. As it turns out, the report complexity of the
k-norm is |Y|−1, meaning it is as hard to elicit with one observation as the entire distribution. This
follows from Theorem 2 of Frongillo and Kash (2015c), specifically Section 4.2, as ‖p‖k is a convex
function of p. An interesting open question, and one that will require additional algebraic tools, is
the k-norm’s elicitation frontier when we allow multiple dimensions and multiple observations.
Corollary 16 For |Y| ≥ 3, the elicitation frontier of the k-norm contains (|Y| − 1, 1) and (1, k).
5.3. Central Moments
The nth central moment µn of a random variable Y is defined as
µn = E[(Y − E[Y ])n] =
n∑
i=0
(−1)i
(
n
i
)
E[Y ]i · E[Y n−i] , (3)
which we see is (n, 1)-elicitable by simply elicitingE[Y i] for all i ∈ {1, . . . , n} and then combining
the results. As we will show, µn is also (1, n)-elicitable, and moreover, we can achieve other
dimension-observation tradeoffs in between, such as (b√nc+1, d√ne). The key idea is to partition
the binomial sum (3) into k partial sums and factor out the highest power of E[Y ] from each, such
that the jth partial sum can be written as
E[Y ]
j·n
k
n
k
−1∑
i=0
(−1)i
(
n
j·n
k + i
)
· E[Y ]i · E
[
Y
(j+1)·n
k
−1−i
]
. (4)
Doing so gives the following result.
Theorem 17 The nth central moment is (k + 1,
⌈
n/k
⌉
)- elicitable; 0 < k ≤ n
Proof Consider the partial sum (4) without the E[Y ]j·n/k factor; by Lemma 14 each such factored
sum is (1,
⌈
n/k
⌉
)-elicitable, as the maximum number of terms in any product is
⌈
n/k
⌉
. Since we
have k such factored sums, and need to additionally elicit the mean E[Y ] to compute their factors,
the entire sum can be elicited using
⌈
n/k
⌉
observations and k + 1 dimensions.
When k = 0, we can do much better than m = ∞: by Lemma 14, as the maximum number of
terms in any product of (3) is n, the term (E[Y ])n, we have than µn is (1, n)-elicitable. For lower
bounds, little is known beyond µn not being (1, 1)-elicitable (Frongillo and Kash, 2015b).
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6. Multi-Observation Regression
One of the earliest problems in modern statistics was the estimation of biodiversity in a geographic
region (Fisher et al., 1943). One scalar measure of diversity of a distribution is the (inverse of the)
2-norm, which we will take here as an example.3 Consider a dataset of species samples: pairs (x, y)
where x gives the features of the geographic region and y is a categorical giving the species to which
this sample belongs. Suppose we wish to regress the diversity of species against geographic features
such as climate. The single-observation approach would require a surrogate loss function `(fˆ(x), y)
and a link f(x) = ψ(fˆ(x)). We claim that any single-observation loss function `(f(x), y) is poorly
suited for this task. For the 2-norm, lower bounds on report complexity show that the best possible
approach has dimensionality fˆ : x → Rd−1 where d is the number of unique species in the dataset
(which may have a very long tail). So this approach requires, in essence, fitting fˆ to the entire
distribution over species as a function of geographic region, a task of immense idiosyncrasy and
complexity compared to the end goal of e.g. estimating a scalar measure of diversity as a function
of rainfall level.
On the other hand, a two-observation loss function `(f(x), y1, y2) can be used to directly learn
an f estimating the desired diversity measure, e.g. 2-norm, as a function of geographic features.
One can then use empirical risk minimization to directly learn relationships between, e.g. rainfall
level and this measure of species diversity.
Multi-observation regression does introduce an additional challenge, however: risk in this con-
text is naturally defined as Ex,y`(f(x),y) where y = (y1, . . . , ym) is a set of observations drawn
i.i.d. conditioned on x, but our data points are of the form (x, y). If e.g. x comes from a continuous
space, we may not have any sets of m samples y1, . . . , ym belonging to the same x. One natural
setting where this poses no concern is in active learning where we may choose to re-draw the label
for a given x. In a more standard regression framework, we propose to leverage the intuition that
the distribution of y conditioned on x generally changes gradually as a function of x.4 Pragmati-
cally, with dense enough data points, we can simply group together nearby x values and “merge”
them into a data point of the form (x¯, y1, . . . , ym) where x¯ is an average and the yi are drawn in-
dependently and approximately identically from approximately the distribution of Y conditioned on
x¯. For this paper, we demonstrate the idea in simulations below and give a basic proof-of-concept
theoretical result in Appendix B, leaving a more thorough investigation to future work.
3. A similar intuition will hold for most if not all elicitable measures of diversity.
4. Phrased differently, at least it seems reasonable to parameterize the rate of change and expect learning bounds to
depend on this parameter.
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Figure 4: The elicitation frontiers for various properties: (a) the variance, Sharpe ratio, and index of disper-
sion; (b) the 2-norm when |Y| = 6, with respect to C∞ properties; (c) Γ(p) = p1 − (1/2) sin(p2pi) from
Proposition 12; (d) the 4th central moment, which is not fully known.
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In general, the cases where the multi-observation approach can be useful are those where the
property of interest is believed to follow a simple functional form, but the conditional statistics
given by the indirect elicitation approach are expected to follow unknown or complicated trends as
a function of features. For another example, one could imagine learning the noise (e.g. variance) of
a medical test, e.g. white blood cell count, as a function of patient features, in order to improve the
test. The indirect elicitation approach suggests first fitting a model for estimating the mean of the
test’s outcome as a function of patient data, then fitting the expected square of the statistic, and then
computing an estimate for the variance by combining them. In general, these prediction problems
may be highly complex and nonlinear even when the noise in the test might follow some simple
linear relationship with e.g. height or age. The multi-observation approach allows direct regression
of the noise versus features. Formally, we show a basic extension of classic risk guarantees in
Appendix B, under the assumption that x is distributed uniformly on [0, 1] and a closeness condition
on the conditional distribution of Y given X .
6.1. Simulation
Here we describe some simulations run as a proof of concept of multi-observation regression. Our
data points are of the form (x, y) ∈ R×R where x is drawn uniformly at random from the interval
[0, 1]. Given x, y = a sin(4pix)+Z, where a is a constant and Z ∼ N(0, 1) is drawn independently
for each sample, we wish to learn Var(Y |X).
Our multi-observation loss function here is `(f(x), y1, y2) = (f(x) − 12(y1 − y2)2)2. We
approximate (x, y1, y2) samples by sorting the (xi, yi) pairs by xi, and making samples of the form
(12(xi + xi+1), yi, yi+1). We compare to the single observation approach, in which we estimate
E[Y |X] and E[Y 2|X] and then combine them to estimate Var(Y |X).
The point of these simulations is to demonstrate that multi-observation regression can greatly
outperform single observation regression in the case when the function is in a known concept class,
and the statistics needed to indirectly elicit it with a single observation are not in a known concept
class. As such, our multi-observation regression fits a linear function to Var(Y |X), and our single
observation regression fits linear functions to E[Y |X] and E[Y 2|X]. The true Var(Y |X) = 1 is
indeed a linear function, while the true moment functions E[Y |X = x] = a sin(x) and E[Y 2|X =
x] = a2 sin2(x) + 1 are very far from linear.
Figure 5 gives the results for a = 1 and a = 10. Both plots show the mean squared error of the
variance functions reported by the two regression methods (averaged over 4000 simulations) as a
function of the number of samples. In both cases we see that for sufficiently many samples, the two
observation regression significantly outperforms the single observation regression.
7. Conclusion and Future Work
An immediate host of directions is the proving of upper and lower bounds on elicitation frontiers
for various properties. In particular, our lower bounds here focus on techniques for lower-bounding
observation complexity (the (1,m) case), leaving open approaches for lower bounds on (d,m)
complexity for d ≥ 2. Another direction is to formalize learning guarantees for multi-observation
regression under suitable assumptions on slow-changing conditional distributions.
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Figure 5: The mean squared error of the two regression strategies for estimating Var(y|x), where x ∼
Unif(0, 1) and y ∼ a sin(4pix) + N(0, 1), for a = 1 (left) and a = 10 (right). The single-observation
loss function approach fails because it tries to fit to the complex underlying model of y|x, while the two-
observation loss approach is able to directly model the simple relationship between Var(y) and x.
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Appendix A. Overlapping Level Sets: Proof of Theorem 7
Theorem 7 states that a property is not elicitable if there is a convex combination of one of its level
sets in the m-product space that equals a convex combination of another one of its level sets in the
m-product space. To reason about these level sets we will need the following theorem.
Theorem A.1 (Theorem 3.5, Frongillo and Kash (2014)) The property Γ : P ′ → R (where
P ′ ⊆ ∆Y ′) is directly elicitable by the loss function ` if and only if there exists some convex
G : conv(P ′) → R¯ with G(P ′) ⊆ R, some D ⊆ δG, and some bijection φ : Γ(P ′) → D
with Γ(p) = φ−1(D ∩ δGp), such that for all r ∈ R and y ∈ Y ′,
`(r, y) = φ(r)(pr − y)−G(pr),
where {pr} ⊆ P ′ satisfies rˆ = Γ(prˆ) for all rˆ.
Here δGr is the set of subgradients to G at r.
Proof of Theorem 7 5 Let Y ′ = Ym and P ′ = Pm. Let ` be a loss function that elicits Γ of the
form given by Theorem A.1, and let G, {pr} and φ be the corresponding values defined in Theorem
A.1. We will let Γ′ : Pm ⇒ R be the property that is elicited by ` on conv(Pm).
Note that Γ′ is not necessarily single-valued everywhere on conv(Pm). This is because we
cannot guarantee that there is a unique value that minimizes the loss function for distributions in
the interior of conv(Pm). However, we can show that whenever q ∈ conv(Pm) can be written as
a convex combination of points on Pm that all have property value r then Ey∼q`(r, y) is uniquely
minimized at r, thus r is the unique property value of Γ′ at q. This implies the theorem, as if q can
be written as a convex combination of two separate level sets of Γ then there must not be an ` of the
form specified in Theorem A.1 which elicits it.
If q =
∑k
i=1 λip
m
i for p ∈ Γr∗ , λ1, . . . , λk ∈ [0, 1] and
∑k
i=1 λi = 1 then
Ey∼q`(r, y) = φ(r)(qr − q)−G(qr)
= φ(r)
(
qr −
k∑
i=1
λip
m
i
)
−G(qr)
=
k∑
i=1
λi (φ(r)(qr − pmi )−G(qr))
=
k∑
i=1
λiEy∼pmi L(r, y).
We know that each term of the final sum is uniquely minimized by r = r∗, thus Ey∼q`(r, y) is
uniquely minimized by r∗.
5. An alternate proof can also be constructed using results of Osband (1985).
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Appendix B. Regression
In this section, we give a proof-of-concept showing that classic risk bounds for ERM can go through
with only slight modification with multi-observation loss functions, under a natural assumption.
Regression can be naturally formulated in the multi-observation setting as follows: Given a
hypothesis class F : X → R and loss function ` : R × Ym → R, given access to an unknown
distribution D on X and conditional distributions {Dx ∈ ∆Y : x ∈ X}, approximately minimize
Risk(f) = Ex∼D,y∼Dx`(f(x), y1, . . . , ym).
The central challenge that arises, new to the multi-observation setting, is that the data we are given
is of the form (x1, y1), . . . , (xn, yn) where xi ∼ D and yi ∼ Dxi i.i.d. We may only obtain a single
y for any given x. In this section, we give an example of how this obstacle can be overcome under
natural assumptions.
For simplicity, let us suppose thatX ⊆ Rd (in this section, d is not being used for dimensionality
of the report space). The key idea is that, if the distribution Dx changes slowly as a function
of x, then with enough samples, then a set of m close neighbors x1, . . . , xm can be viewed as
approximating a single x with m “almost i.i.d.” conditional draws y1, . . . , ym. We formalize this
intuition here using a Lipschitz condition on the total variation distance:
DTV (Dx,Dx′) ≤ K‖x− x′‖2.
However, the exact formalization is less important than the general idea, and we expect that future
work will be able to prove similar results with a variety of similar assumptions.
Our approach will be to cluster the data into groups of size m having nearby xs, then treat each
group as a single sample of the form (x∗, y1, . . . , ym) with each yi approximately i.i.d. from Dx∗ .
We then have n′ “samples” of this form, where n′ is the number of clusters. Of course, for this
approach, it is necessary that that m be small compared to the total number of samples n ≈ n′m;
we are often interested in the m = 2 case where our theory and simulations already show dramatic
differences from the traditional case of m = 1.
A classic risk bound translated into our setting is the following, whereRn denotes the Rademacher
complexity of a hypothesis class.
Theorem B.1 (Bartlett and Mendelson (2002)) Suppose ` is L-Lipschitz in its first argument and
bounded by c, {xi}ni=1 are drawn i.i.d. from a distribution D, and each yi is drawn independently
from Dxi . Then with probability at least 1− δ, for all f ∈ F ,
Risk(f) ≤ Riskemp(f, {xi,yi}ni=1) + 2LRn(F) + c
√
log 1/δ
2n
.
Here the probability is over the randomness in {xi,yi}.
In other words, if we could actually sample a set yi = (yi,1, . . . , yi,m) from Dxi i.i.d., we would
reduce to the standard setting. This theorem is leveraged to prove specific ERM risk bounds de-
pending on F . Here we just show that this bound changes only slightly in the multi-observation
case, with an increase in sample complexity.
Our “cluster-points” algorithm roughly functions as follows: draw n i.i.d. data points x∗1, . . . , x∗n
and n′ = Ω(n(m+ log(n/δ))/) “scatter points” of the form (x, y). Assign to each x∗i a set y
∗
i of
sizem where for each y∗ij , its corresponding x has ‖x−x∗i ‖2 ≤ . We first show that this is possible
with probability 1− δ, in two lemmas.
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Lemma B.2 Given x ∈ [0, 1],  < 1 and Ω((m+ log(1/δ′))/) i.i.d. from the uniform distribution
over [0, 1], with probability at least 1− δ′, at least m of the samples fall within  of x.
Proof The probability that a given sample falls within  of x is at least . If we take s samples, then
by a standard Chernoff bound we have that the probability of fewer than m samples falling within 
of x is upper bounded by
e−(1−
m
s)
2
s/2.
Solving for s when this is δ′ gives us the Lemma.
Lemma B.3 Let D be the uniform distribution on [0, 1]. n′ = O(n(m+ log(n/δ))/) samples of
the form (x, y) where x ∼ D and y ∼ Dx are sufficient to find, with probability at least 1− δ, a set
of n independent samples of the form (x∗, y∗1, . . . , y∗m) where x∗ ∼ D and the y∗i s are independent
and of the form y∗i ∼ Dx′ for |x′ − x∗| ≤ .
Proof First we take m samples and use there x values as our m x∗s. For each x∗, we take a new
set of n′/m = O((m + log(n/δ))/) samples (x1, y1), . . . , (xn′/m, yn′/m). Let j1, . . . , jm be m
distinct indices such that for all i, |xji − x∗| ≤ . By Lemma B.2 (setting δ′ = δ/n) such a set will
exist with probability at least 1− δ/n. We then construct the sample
(x∗, y∗1, . . . , y
∗
m) = (x
∗, yj1 , . . . , yjm).
By a union bound, this algorithm will succeed with probability at least 1− δ, and the produced
samples trivially fulfill the distributional requirements of the Lemma.
Now we obtain the desired result. Note that we can choose  as small as desired, e.g.  =
1/n2, with a blowup of 1/ in the sample complexity. However, a more sophisticated bound would
preferably use higher-powered concentration inequalities or a more carefully tailored assumption in
order to get a bound holding with higher probability.
Theorem B.4 Suppose ` is L-Lipschitz in its first argument and bounded by c, D is uniform on
[0, 1], and {x∗i ,yi}ni=1 are drawn according to our cluster-points algorithm, taking n′ = O((m +
log(n/δ))/) total samples. Then with probability at least 1− 2δ −mnK, for all f ∈ F ,
Risk(f) ≤ Riskemp(f, {x∗i ,yi}ni=1) + 2LRn(F) + c
√
log 1/δ
2n
.
Again the probability is over the randomness in {x∗i ,yi}.
Proof With probability 1 − δ, our “cluster-points” algorithm succeeds in finding {x∗i }ni=1 drawn
i.i.d. and {yi}ni=1 drawn from -close points. We wish to consider Riskemp(f, {x∗i ,yi}ni=1), where
each yi is Km-close in total variation distance to y∗i , as each member is K close. So the whole
quantity, by the properties of total variation distance, is mnK-close to Riskemp(f, {xi,yi}ni=1),
and we apply Theorem B.1.
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Appendix C. Zero sets of Polynomials over the Real Numbers
Consider a polynomial f(x1, . . . , xn) in the set R[x1, . . . , xn] of polynomials in n variables with
real coefficients. The zero set of f(x1, . . . , xn) is by definition the set
Z(f(x1, . . . , xn)) := {(α1, . . . , αn) ∈ Rn : f(α1, . . . , αn) = 0} ⊆ Rn.
Recall that a nonconstant polynomial f(x1, . . . , xn) ∈ R[x1, . . . , xn] is said to be irreducible
if it cannot be written as the product of two polynomials in R[x1, . . . , xn] of strictly lower degree.
Recall also that a subset U ⊆ Rn is said to be open in the Euclidean topology if for every α =
(α1, . . . , αn) ∈ U , there exists a real number α > 0, depending on α, such that the ball of radius
α centered at α, Bα(α1, . . . , αn), is contained in U :
Bα(α1, . . . , αn) :=
{
(β1, . . . , βn) ∈ Rn :
√
(β1 − α1)2 + · · ·+ (βn − αn)2 < α
}
⊆ U.
With this terminology, we can state the following theorem:
Theorem C.1 Suppose that f(x1, . . . , xn) ∈ R[x1, . . . , xn] is a nonconstant irreducible polyno-
mial, and U ⊆ Rn is an open subset in the Euclidean topology. If there is a point
(α1, . . . , αn) ∈ Z(f(x1, . . . , xn)) ∩ U ⊆ Rn
such that (
∂f
∂x1
(α1, . . . , αn), . . . ,
∂f
∂xn
(α1, . . . , αn)
)
6= (0, . . . , 0) ∈ Rn, (5)
then there are no nonzero polynomials of degree less than the degree of f(x1, . . . , xn) that vanish
at every point of the zero set Z(f(x1, . . . , xn)) ∩ U .
We expect the theorem is well known; for instance, the case where U = Rn is a special case
of (Bochnak et al., 1998, Thm. 4.5.1). The proof of (Bochnak et al., 1998, Thm. 4.5.1) easily
generalizes to our situation. For the convenience of the reader, in Theorem D.1 below we include a
generalization of (Bochnak et al., 1998, Thm. 4.5.1) that impiles Theorem C.1.
Remark C.2 (Checking the conditions of Theorem C.1) There are many techniques for check-
ing that a polynomial f(x1, . . . , xn) ∈ R[x1, . . . , xn] is irreducible and satisfies the condition (5)
for all (α1, . . . , αn) ∈ Z(f(x1, . . . , xn)) ∩ U , and therefore satisfies the hypotheses of Theorem
C.1. For n ≥ 2, we recall the following elementary condition that suffices. Suppose f(x1, . . . , xn)
is a nonconstant polynomial of degree d. The homogenization of f(x1, . . . , xn) is the degree d ho-
mogeneous (all monomials of degree d) polynomial F (X0, X1, . . . , Xn) ∈ R[X0, . . . , Xn] that is
obtained from f(x1, . . . , xn) by replacing xi with Xi for i = 1, . . . , n, and then multiplying each
monomial by a power of X0 until it is of degree d. For instance, if f(x1, x2) = x21 + 2x2 + 3, then
F (X0, X1, X2) = X
2
1 + 2X0X2 + 3X
2
0 . If the complex zero set{
(α0, . . . , αn) ∈ Cn+1 : ∂F
∂X0
(α0, . . . , αn) = · · · = ∂F
∂Xn
(α0, . . . , αn) = (0, . . . , 0)
}
⊆ Cn+1
(6)
is equal to {(0, . . . , 0)} or ∅, then f(x1, . . . , xn) is irreducible and satisfies (5) for all (α1, . . . , αn) ∈
Z(f(x1, . . . , xn)). This is by no means a necessary condition for f(x1, . . . , xn) to satisfy the con-
ditions of Theorem C.1, but it is easy to implement in examples. There are a number of other
techniques that can be used, including using computer algebra systems.
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Using the technique outlined in the remark, and standard results in algebraic geometry, it is
elementary to establish the following corollary:
Corollary C.3 Let n ≥ 2, let U ⊆ Rn be a nonempty open subset in the Euclidean topology, let
f(x1, . . . , xn) ∈ R[x1, . . . , xn], and for each c ∈ R define
fc(x1, . . . , xn) := f(x1, . . . , xn) + c.
Let Fc(X0, · · · , Xn) be the homogenization of fc(x1, . . . , xn).
If for some c0 ∈ R the complex zero set (6) for Fc0(X0, . . . , Xn) is equal to {(0, . . . , 0)} ⊆
Cn+1 or ∅, then there is a nonempty open subset B ⊆ R in the Euclidean topology such that for all
c ∈ B, there are no nonzero polynomials of degree less than d that vanish at every point of the zero
set Z(fc(x1, . . . , xn)) ∩ U .
As a consequence:
Example C.1 For a given pair of natural numbers n and d with n ≥ 2, suppose that:
• For c ∈ R, we set fc(x1, . . . , xn) := xd1 + · · ·+ xdn + (1− x1 − · · · − xn)d + c.
• U := {(α1, . . . , αn) ∈ Rn : α1, . . . , αn > 0,
∑n
i=1 αi < 1}.
There exists a nonempty open subsetB ⊆ R in the Euclidean topology such that for all c ∈ B, there
are no nonzero polynomials of degree less than d that vanish at every point ofZ(fc(x1, . . . , xn))∩U .
We can confirm this using the approach in Corollary C.3:
Fc = cX
d
0 +X
d
1 + · · ·+Xdn + (X0 −X1 − · · · −Xn)d
∂X0Fc = cdX
d−1
0 + d(X0 −X1 − · · · −Xn)d−1,
∂X1Fc = dX
d−1
1 − d(X0 −X1 − · · · −Xn)d−1,
...
∂XnFc = dX
d−1
n − d(X0 −X1 − · · · −Xn)d−1.
To use Corollary C.3, we need to consider the complex zero set (6):{
(α0, . . . , αn) ∈ Cn+1 : ∂X0Fc(α0, . . . , αn) = · · · = ∂XnFc(α0, . . . , αn) = (0, . . . , 0)
} ⊆ Cn+1,
and show that for some c ∈ R it is either empty or equal to {(0, . . . , 0)}. We consider the case
c = 0. Under this assumption, we have
0 = ∂X0Fc = cdX
d−1
0 + d(X0 −X1 − · · · −Xn)d−1 ⇐⇒ (X0 −X1 − · · · −Xn) = 0.
Then, assuming X0 −X1 − · · · −Xn = 0, we have for i = 1, . . . , n that
0 = ∂XiFc = dX
d−1
i − d(X0 −X1 − · · · −Xn)d−1 ⇐⇒ Xi = 0.
With this new information, returning to ∂X0Fc, we see that we also must have
X0 = 0.
In other words, the complex zero set is {(0, . . . , 0)} ⊆ Cn, so that our example satisfies the condi-
tions of Corollary C.3.
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Remark C.4 Most polynomials f(x1, . . . , xn) ∈ R[x1, . . . , xn], n ≥ 2, satisfy the hypotheses of
Corollary C.3. More precisely, there is a dense open subset (the complement of linear subspace)
of an
(
n+d
d
)
-dimensional real vector space that parameterizes degree-d polynomials in n variables.
That subset contains a dense open subset Ω (the complement of the discriminant locus; see e.g.,
Fulton (1998)) such that every f(x1, . . . , xn) ∈ Ω satisfies the hypotheses of the corollary; i.e.,
there is some c0 ∈ R (for instance c0 = 0) such that the complex zero set (6) for Fc0(X0, . . . , Xn)
is equal to {(0, . . . , 0)} ⊆ Cn+1 or ∅. On the other hand, as described in Example C.2 below, it
is easy to find polynomials f(x1, . . . , xn) ∈ R[x1, . . . , xn] of degree d ≥ 2, and nonempty open
subsets U ⊆ Rn, so that for every c ∈ R there exist nonzero polynomials of degree less than d that
vanish at every point of the zero set Z(fc(x1, . . . , xn)) ∩ U .
Example C.2 Consider the polynomial f(x1, . . . , xn) = x21, and take U = R>0×Rn−1. Then for
every c ∈ R there is a linear polynomial that vanishes at every point of Z(fc(x1, . . . , xn))∩U ; for
c > 0, we can take any linear polynomial, and for c ≤ 0, we can take x1 −
√−c.
We can construct many more similar examples in the following way. Let h(x1) ∈ R[x1] be a
polynomial of degree at least 2. We have for every c ∈ R that h(x1)+c factors inR[x1] as a product
of linear terms and a product of quadratic terms each having no real root. For simplicity, let us
assume that for all c 6= 0, the polynomial h(x1) + c has a root that is not real; e.g., h(x1) = xm1 for
some natural number m ≥ 3. Let g(x1, . . . , xn) ∈ R[x1, . . . , xn] be any nonconstant polynomial.
Let λ be a real root of h(x1) (if there is one), and let U be the complement of the zero set of
g(x1, . . . , xn) − λ, or simply Rn if there is no real root. Then f(x1, . . . , xn) := h(g(x1, . . . , xn))
has the property that for every c ∈ R, there is a nonzero polynomial of degree less than the degree
of f(x1, . . . , xn) that vanishes at every point of the zero set Z(fc(x1, . . . , xn)) ∩ U .
Remark C.5 Theorem C.1 and Corollary C.3 are not interesting in the case n = 1. For f(x) ∈
R[x] (irreducible or not) there are no nonzero polynomials of degree less than d that vanish at every
point of the zero set Z(f(x)) ∩ U if and only if all of the roots of f(x) are real, distinct, and lie in
U . There are standard techniques to check this condition (e.g., (Bochnak et al., 1998, pp.12–14)).
In Example C.1 with n = 1, by inspection one finds that for d = 1, 2 the condition holds if and only
if −1 < c < 1, and for d = 3, 4 the condition does not hold for any c.
Appendix D. The Real Nullstellenstatz for Principal Ideals and Open Sets
The main goal of this section is to prove the following theorem generalizing the well known real
Nullstellenstatz for principal ideals (e.g., (Bochnak et al., 1998, Thm. 4.5.1)) to allow for Euclidean
open sets.
Theorem D.1 Let K be a real closed field (e.g., K = R). Let f(x1, . . . , xn) ∈ K[x1, . . . , xn] be
a nonconstant polynomial, and let U ⊆ Kn be an open subset in the Euclidean topology. Suppose
that
f(x1, . . . , xn) = f1(x1, . . . , xn)
m1 · · · fr(x1, . . . , xn)mr (7)
is a factorization into powers of distinct nonconstant irreducible polynomials. The following are
equivalent:
1. (f) = I(Z(f) ∩ U).
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2. m1 = · · · = mr = 1 and for each i = 1, . . . , r there is a point α(i) ∈ Z(fi) ∩ U with
(∂x1fi(α
(i)), . . . , ∂xnfi(α
(i))) 6= 0 ∈ Kn.
For K = R, this is equivalent to having for each i that Z(fi) ∩ U is a smooth (n − 1)-
dimensional submanifold of an open neighborhood of α(i).
3. m1 = · · · = mr = 1 and for each i = 1, . . . , r the sign of the polynomial fi changes
on an open ball in U (i.e., for i = 1, . . . , n there is an open ball B(i) ⊆ U and points
α(i), β(i) ∈ B(i) such that fi(α(i))fi(β(i)) < 0).
4. m1 = · · · = mr = 1 and for each i = 1, . . . , r the semi-algebraic Krull dimension of the
topological spaceZ(fi)∩U (i.e., the Krull dimension of the ringK[x1, . . . , xn]/I(Z(fi)∩U))
satisfies
dim(Z(fi) ∩ U) = n− 1.
We expect this result is known to the experts (the case where f is irreducible and U = Rn is
(Bochnak et al., 1998, Thm. 4.5.1)), but for lack of a reference we provide a proof in §D.6. See
§D.1 for an explanation of the notation.
Remark D.2 The case n = 1 is elementary and has the following simple interpretation: we have
(f(x)) = I(Z(f(x)) ∩ U) if and only if all of the roots of f(x) in an algebraic closure K are
distinct, and lie in U ⊆ K. There are standard techniques to check this condition (e.g., (Bochnak
et al., 1998, pp.12–14)).
Remark D.3 If f(x1, . . . , xn) is given as in (7), then the radical of the ideal (f) is the ideal√
(f) = (f1 · · · fr). Thus Theorem D.1 also gives conditions for when there is an equality
√
(f) =
I(Z(f) ∩ U).
D.1. Notation and conventions
Let K be a field. Given an ideal I ⊆ K[x1, . . . , xn] we will be interested in both the closed
subscheme
V (I) ⊆ AnK ,
as well as the zero set
V (I)(SpecK) ' ZK(I) := {α ∈ Kn : f(α) = 0, for all f ∈ I} ⊆ Kn.
If the field is clear from the context, we will write Z(I) = ZK(I). For a subset S ⊆ Kn, we denote
as usual the ideal of polynomials vanishing on S as
I(S) := {g(x1, . . . , xn) ∈ K[x1, . . . , xn] : g(s) = 0 for all s ∈ S}.
We refer the reader to (Bochnak et al., 1998, Def. 1.1.9, Def. 1.2.1) for a review of the definition
of a real closed field. In particular, such a field K is of characteristic 0 and is an ordered field; the
Euclidean topology on Kn then has a basis given by the open balls
B(α) := {β ∈ Kn :
n∑
i=1
(βi − αi)2 < 2}
for all α ∈ Kn and all  ∈ K with  > 0.
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D.2. The principal Nullstellensatz
For an ideal I ⊆ K[x1, . . . , xn], there is a natural inclusion
√
I ⊆ I(Z(I)). (8)
Hilbert’s Nullstellensatz asserts that over an algebraically closed field K = K, this inclusion is an
equality. Focusing on principal ideals, this reads√
(f) = I(Z(f)), (K = K); (9)
in other words (f) = I(Z(f)) whenever f is reduced and K = K is algebraically closed.
Over nonalgebraically closed fields (9) clearly fails; i.e., one may have√
(f) ( I(Z(f)).
For instance, trivially, one has inQ[x] that
√
(x2 + 1) = (x2 + 1) ( Q[x] = I(∅) = I(Z(x2 + 1)).
The following example is a little more interesting:
Example D.1 Consider f(x, y) = x2+y2−x3 ∈ R[x, y], and the zero setZ(f) ⊆ R2. It is a cubic
plane curve with an isolated point at (0, 0) ∈ R2. In particular, if we takeU = B(0, 0) to be a small
ball around (0, 0) inR2, then
√
(x2 + y2 − x3) = (x2+y2−x3) 6= (x, y) = I(Z(x2+y2−x3)∩U).
On the other hand, it is true that (x2 + y2 − x3) = I(Z(x2 + y2 − x3)).
D.3. The connection with dimension
Proposition D.4 Let f(x1, . . . , xn) ∈ K[x1, . . . , xn] be a nonconstant irreducible polynomial,
and let U ⊆ Kn be any subset. The following are equivalent:
1. (f) = I(Z(f) ∩ U).
2. The semi-algebraic Krull dimension of the topological space Z(f)∩U (i.e., the Krull dimen-
sion of the ring K[x1, . . . , xn]/I(Z(f) ∩ U)) satisfies
dim(Z(f) ∩ U) = n− 1.
Proof (1) =⇒ (2). By assumption we have (f) = I(Z(f) ∩ U). Now the Krull dimension
of K[x1, . . . , xn] is n (e.g., (Atiyah and Macdonald, 1969, Exe. 11.7)). Consequently, since f is
neither a zero divisor nor a unit, we have that the Krull dimension of K[x1, . . . , xn]/(f) is (n− 1)
(e.g., (Atiyah and Macdonald, 1969, Cor. 11.7); using that f is irreducible, this is even easier). Note
that this direction does not require that f be irreducible.
(2) =⇒ (1). We have inclusions
(f) ⊆ I(Z(f) ∩ U) ⊆ K[x1, . . . , xn]. (10)
As above, since f is neither a zero divisor nor a unit, we have that the Krull dimension of the ring
K[x1, . . . , xn]/(f) is (n− 1). By assumption, the Krull dimension of K[x1, . . . , xn]/I(Z(f)∩U)
is also (n− 1). Now since (f) is prime (finally using that f is irreducible), and has the same Krull
dimension as the ideal I(Z(f)∩U), it follows from the containment (10) and the definition of Krull
dimension that the two ideals are equal.
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D.4. The connection with smoothness
We say a zero set Z(I) ⊆ Kn is smooth at a point α ∈ Z(I) if the associated scheme V (I) ⊆ AnK is
smooth at the point (x1−α1, . . . , xn−αn) ∈ V (I). We will also simply say that V (I) is smooth at
α. Recall that if I = (f) is principal, and α ∈ Z(f), then V (f) is smooth at (x1−α1, . . . , xn−αn)
if and only if (∂x1f(α), . . . , ∂xnf(α)) 6= 0 ∈ Kn.
Lemma D.5 Suppose K is perfect. Let f(x1, . . . , xn) ∈ K[x1, . . . , xn] be a nonconstant polyno-
mial, and let U ⊆ Kn be any subset. Then:
1. (f) = I(Z(f) ∩ U),
implies
(2) There is a point α(0) ∈ Z(f) ∩ U with
(∂x1f(α
(0)), . . . , ∂xnf(α
(0))) 6= 0 ∈ Kn.
In other words, there is a point in U at which V (f) is a smooth scheme.
Proof We will show the contrapositive. Suppose that (2) fails. This means that ∂x1f, . . . , ∂xnf ∈
I(Z(f) ∩ U). But since f is nonconstant and K is perfect, either there is an i such that ∂xif
is nonzero, or char(K) = p > 0 and there exists a polynomial g ∈ K[x1, . . . , xn] such that
f = gp (e.g., (Cox et al., 2015, Ch. 9 Ex. 10, p.524)). In the first case, since ∂xif is nonzero of
degree less than the degree of f , it cannot be a multiple of f , and therefore is not in (f). Thus
(f) ( I(Z(f) ∩ U), and (1) fails. In the second case, where f = gp, we have g ∈ I(Z(f) ∩ U),
while g /∈ (f), again for degree reasons, so that (1) also fails in this case.
The following example shows that the converse to Lemma D.5 need not hold.
Example D.2 Let K = Q and let f(x1, x2) = x31 + x32 − 1. Then Z(f) ⊆ Q2 is a finite set of
points, and in particular one can show that (f) ( I(Z(f)). On the other hand, at the point say
(1, 0) ∈ Z(f), one has (∂x1f(1, 0), ∂x2f(1, 0)) = (3, 0) 6= 0 ∈ Q2.
Nevertheless, a converse to Lemma D.5 does hold over the real and complex numbers. This
is essentially because the implicit function theorem asserts that condition (2) implies that the zero
set is an (n − 1)-dimensional manifold in a neighborhood of the given point. In fact, one can also
establish the converse over real closed fields:
Lemma D.6 Suppose K = K is real closed or equal to C. Let f(x1, . . . , xn) ∈ K[x1, . . . , xn] be
a nonconstant irreducible polynomial, and let U ⊆ Kn be an open subset in the Euclidean topology.
Then:
1. (f) = I(Z(f) ∩ U),
is implied by
(2) There is a point α(0) ∈ Z(f) ∩ U with
(∂x1f(α
(0)), . . . , ∂xnf(α
(0))) 6= 0 ∈ Kn.
In other words, there is a point in U at which V (f) is a smooth scheme.
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Proof Consider the case K = K is real closed. Let (Z(f) ∩ U)Zar ⊆ Kn be the closure in
the Zariski topology. Now using condition (2), and (iii) =⇒ (ii) of (Bochnak et al., 1998,
Prop. 3.3.10), we have that dimK[x1, . . . , xn]/I((Z(f) ∩ U)Zar) = n − 1. (We are applying
(Bochnak et al., 1998, Prop. 3.3.10) with V = (Z(f) ∩ U)Zar and P1 = f .) Now we observe
that I(Z(f)∩U) = I((Z(f) ∩ U)Zar), and conclude that dim(Z(f)∩U) = n−1. Note that so far
we did not use that f was irreducible, as this is not required in (Bochnak et al., 1998, Prop. 3.3.10).
To conclude (1), we use Proposition D.4, and the assumption that f is irreducible. The case where
K = C is standard, and can be proven in a similar way.
D.5. The connection with the sign of the polynomial
Lemma D.7 Suppose K = K is real closed. Let f(x1, . . . , xn) ∈ K[x1, . . . , xn] be a nonconstant
irreducible polynomial, and let U ⊆ Kn be an open subset in the Euclidean topology. Then the
following are equivalent:
1. (f) = I(Z(f) ∩ U).
2. The sign of the polynomial f changes on an open ball in U (i.e., there is an open ball B ⊆ U
such that f(α)f(β) < 0 for some α, β ∈ B).
Proof (1) =⇒ (2). Assuming (1), then from Lemma D.5, there is a point α(0) ∈ Z(f) ∩ U with
(∂x1f(α
(0)), . . . , ∂xnf(α
(0))) 6= 0 ∈ Kn. In other words, there is an i such that ∂xif(α(0)) 6= 0.
Then consider the polynomial in one variable
φ(xi) := f(α
(0)
1 , . . . , xi, . . . , α
(0)
n ).
We have φ(α(0)i ) = 0. But since φ
′(α(0)i ) = ∂xif(α
(0)
i ) is non-zero, the function φ(xi) is monotone
in a real interval around α(0)i , and so it changes sign (Bochnak et al., 1998, Cor. 1.2.7). Therefore f
changes sign. (Note that we did not use that f was irreducible.)
(2) =⇒ (1). (Bochnak et al., 1998, Lem. 4.5.2) states the following: Let B ⊆ Kn be an
open ball (including the case where B = Kn) and let U1 and U2 be two disjoint nonempty semi-
algebraic open subsets of B. Then we have dim(B − (U1 ∪ U2)) ≥ n− 1. Now apply this in our
situation, with
U1 = {α ∈ B : f(α) > 0} and U2 = {α ∈ B : f(α) < 0},
so that B − (U1 ∪ U2) = Z(f) ∩B. Then
n− 1 = dimZ(f) ≥ dim(Z(f) ∩ U) ≥ dim(Z(f) ∩B) ≥ n− 1.
As mentioned above, we have the equality dimZ(f) = n − 1 on the left since f is neither a zero
divisor nor a unit. Note that so far we did not use that f was irreducible. To conclude (1), we use
Proposition D.4, and the assumption that f is irreducible.
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D.6. Proof of Theorem D.1
Proof [Proof of Theorem D.1]
We have now proved the theorem under the hypothesis that f is irreducible (Proposition D.4,
Lemma D.5, Lemma D.6, Lemma D.7). We now reduce to this case.
First, it is clear that (2) ⇐⇒ (3) ⇐⇒ (4), from the irreducible case. Also, it is clear that if
(1) holds (i.e., (f) = I(Z(f) ∩ U)), we must have that m1 = m2 = · · · = mr = 1. Indeed, if say
m1 > 1, then f1fm22 · · · fmrr ∈ I(Z(f)∩U), but for degree reasons f1fm22 · · · fmrr is not a multiple
of f = fm11 · · · fmrr and thus (1) fails. So from here on, we assume m1 = m2 = · · · = mr = 1.
(1) =⇒ (2). Suppose that (2) fails. Then there is some i, j so that ∂xjfi ∈ I(Z(fi) ∩ U) and
is nonzero. Therefore f1 · · · ∂xjfi · · · fr ∈ I(Z(f) ∩ U)) and is nonzero. But for degree reasons, it
is not a multiple of f = f1 · · · fi · · · fr and thus (1) fails.
(2) =⇒ (1). This follows from the fact that
r⋂
i=1
(fi) = (f1 · · · fr) (K[x1, . . . , xn] is a UFD)
= (f)
⊆ I(Z(f) ∩ U))
= I
(
r⋃
i=1
(Z(fi) ∩ U)
)
=
r⋂
i=1
I(Z(fi) ∩ U),
since, assuming (2) and the special case of Theorem D.1 for irreducible polynomials, then for all i,
we have (fi) = I(Z(fi) ∩ U), forcing the containment above to be an equality.
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