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Abstract
It is well known that there are two regimes in a standard one-dimensional Boolean
percolation model: either the entire space is covered a.s., or the expected size of each
occupied component is finite. The aim of this work is to demonstrate that there is a third
possibility in a Boolean model with totally asymmetric grains on a half-line: a.s. there is
no unbounded component, but the expected size of an occupied component is infinite.
Mathematics subject classification: 60K35, 82B43
1 Introduction
Let P be a Poisson point process on R × R+ with intensity measure λdu × µ. Here µ is a
probability distribution on (0,+∞), R+ = [0,∞), and λ > 0. We consider totally asymmetric
Boolean percolation (TABP) on R and R+. On R the occupied part of the space is the union
U =
⋃
(u,ρu)∈P
[u, u+ ρu].
On R+ the occupied part of the space is
U+ =
⋃
(u,ρu)∈P:u≥0
[u, u+ ρu].
The model just described belongs to the class of the germ-grain models [CSKM13, Chapter 6],
[SW08, Chapter 4]. The intervals [u, u + ρu], (u, ρu) ∈ P, are the grains, and the points u are
the germs. Let ρ be a random variable with distribution µ independent of P.
∗
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The properties of the corresponding symmetric model are well known. Let ℓ be one-
dimensional Lebesgue measure. For Q = R+ or Q = R, define the covered volume fraction
([MR96, Chapter 5]) as
lim
n→∞
ℓ ([−n, n] ∩Q ∩ U)
ℓ ([−n, n] ∩Q)
(1)
In the standard one-dimensional Boolean model the grains are given by [u − ρu, u + ρu], and
only two regimes exist ([MR96, Sections 3.2 and 5.1]):
• If Eρ < ∞ a.s. no unbounded occupied component occurs, the expected size of the
occupied component containing the origin is finite, and the covered volume fraction is
1− e−2λEρ ∈ (0, 1).
• If Eρ =∞, for any λ > 0 a.s. the entire space is covered.
It is straightforward to see that these two regimes exhaust all possible scenarios also for TABP
on R. The aim of the this work is to demonstrate that for TABP on R+ there is another
alternative. It appears in item (iii) of Theorem 1.1.
In dimensions d ≥ 2 the picture is richer as additional qualitatively distinct regimes are
present. In particular, if Eρ2d−1 < ∞ but Eρ2d = ∞, there exists λ > 0 such that a.s. there
is no unbounded occupied component, however the expected size of the occupied component
containing the origin is infinite ([MR96, Corollary 3.2]). Unexpectedly, this dichotomy is also
possible in one-dimensional TABP on R+.
Theorem 1.1. Consider totally asymmetric Boolean percolation on R+.
(i) Assume that Eρ < ∞. Then a.s. no unbounded occupied component exists, and the
covered volume fraction is 1− e−λEρ.
(ii) Assume that
∞∫
0
e−E(ρ∧t)dt <∞. Then a.s. there exists an unbounded occupied compo-
nent.
(iii) Assume that Eρ = ∞ and
∞∫
0
e−E(ρ∧t)dt = ∞. Then a.s. there is no unbounded
occupied component, however the expected size of the occupied component containing 1 is
infinite and the covered volume fraction is 1.
In [BK20] similar results were obtained for a discrete version of the model. In particular,
the discrete space equivalent of Theorem 1.1 can be found in [BK20, Section 3]. The proofs
of (i) and (ii) of Theorem 1.1 are standard and included for completeness. The proof of (iii)
of Theorem 1.1 relies on the recurrence properties of a certain related Markov process. An
example of a distribution satisfying conditions of Theorem 1.1, (iii), can be found in Remark
2.1.
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2 Proof of Theorem 1.1
Let Q = R or Q = R+. We say that x, y ∈ Q, x < y, are directly connected (denoted by
x
Q
−⇁ y) if there exists (z, ρz) ∈ P such that z ∈ Q, z ≤ x, and z + ρz ≥ y. The points x, y ∈ Q,
x < y, are connected (denoted by x
Q
−→ y) if they belong to the same occupied component.
Thus, x
Q
−→ y if they are directly connected, or if there exists a sequence (x1, ρx1), ...., (xnρxn)
of points, (xi, ρxi) ∈ P, such that x0 < x1 < ... < xn, x ∈ [x0, x0 + ρx0 ], xi+1 ∈ [xi, xi + ρxi ] for
i = 0, 1, ..., n − 1, and y ∈ [xn, xn + ρxn ].
By [SW08, Theorem 9.3.5], the Boolean model is ergodic, thus the sequence {ψn}n∈Z defined
by
ψn = ℓ ([n, n+ 1] ∩ U) (2)
is ergodic too. Hence
lim
x→+∞
ℓ ([0, x] ∩ U)
x
= Eψ0 = P {0 ∈ U} = 1− e
−λEρ. (3)
Proof of Theorem 1.1. We start with (i). Assume Eρ < ∞. The fact that a.s. no
unbounded occupied component exists is the content of [MR96, Theorem 3.1]. Further, we have
P{ sup
(u,ρu)∈P:u<0
(u+ ρu) ≤ a} = P
{
P ∩
{
(u, p) : u < 0, p ≥ |u|+ a
}
= ∅
}
(4)
= exp

−
∫∫
(u,p):u<0,p≥|u|+a
λduµ(dp)


= exp

−
∫∫
(u,p):u>0,p≥u+a
λduµ(dp)


= exp

−λ
∞∫
a
µ(dp)
p−a∫
0
du

 = exp

−λ
∞∫
a
(p− a)µ(dp)


= e−λE(ρ−a)+ .
Since E(ρ− a)+ → 0 as a→∞, it follows from (4) that a.s.
P ∩
{
(u, p) : u < 0, p ≥ |u|+ a
}
= ∅ for some (random) a > 0. (5)
Hence a.s.
sup
(u,ρu)∈P:u<0
(u+ ρu) <∞. (6)
Consequently by (3) a.s.
lim
x→+∞
ℓ ([0, x] ∩ U+)
x
= lim
x→+∞
ℓ ([0, x] ∩ U)
x
= 1− e−λEρ. (7)
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Next we proceed to (ii). Assume
∞∫
0
e−E(ρ∧t)dt < ∞. For t ≥ 0 the probability that t is not
covered by U+
P {t /∈ U+} = P
{
P ∩
{
(u, p) : 0 ≤ u ≤ t, p ≥ t− u
}
= ∅
}
(8)
= exp

−
∫∫
(u,p):0≤u≤t,p≥t−u
λduµ(dp)


= exp

−λ
∞∫
0
µ(dp)
t∫
(t−p)∨0
du

 = exp

−λ
∞∫
0
(t ∧ p)µ(dp)


= e−λE(t∧ρ). (9)
Let Nv be the total number of vacant components (Nv may take the value +∞). The length of
each vacant component has exponential distribution with mean λ−1, and they are independent
of each other. Hence the expected Lebesgue measure of the vacant region Eℓ(R+ \ U+) is finite
if and only if ENv <∞. On the other hand,
Eℓ(R+ \ U+) =
∫ ∞
0
P {t /∈ U+} dt =
∫ ∞
0
e−λE(t∧ρ)dt <∞. (10)
Hence ENv <∞, thus a.s. Nv <∞ and there exists x > 0 such that [x,+∞) ⊂ U+.
With (i) and (ii) proven, we turn to (iii). Assume Eρ = ∞ and
∞∫
0
e−E(ρ∧t)dt = ∞. Let
(Yt, t ≥ 0) be the Markov process defined by
Yt = sup
{
q > t : t
R+
−−⇁ q
}
∨ t− t (11)
(here and throughout max∅ = sup∅ = −∞). We have a.s.
Yt = max {ρ− (t− u) : (u, ρ) ∈ P, 0 ≤ u ≤ t} ∨ 0 = (Zt − t) ∨ 0, (12)
where Zt = max {ρ+ u : (u, ρ) ∈ P, 0 ≤ u ≤ t}. The process (Yt, t ≥ 0) is a jump Markov
process with drift, and for a bounded continuously-differentiable function F : R+ → R+ its
generator is given by
LF (x) = −F ′(x)1{x > 0}+ λ
∞∫
x
[F (z) − F (x)]µ(dz), (13)
that is, the process
F (Yt)−
t∫
0
LF (Ys)ds (14)
is a martingale with respect to the filtration {Ft, t ≥ 0}, where Ft is the completion of
σ
(
P ∩A,A ∈ B([0, t]× R+)
)
.
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Define
V (t) =
t∫
0
e−λE(s∧ρ)ds, t ≥ 0. (15)
For m ∈ N let τm = min{s : Ys ≥ m} the moment of the first hitting of [m,∞), and let the
stopped process (Y
(m)
t , t ≥ 0) be defined by Y
(m)
t = Yt∧τm . Then V is in the domain of the
generator Lm of (Y
(m)
t , t ≥ 0). We have for m ∈ N and t ∈ (0,m]
LmV (t) = −e
−λE(t∧ρ) + λ
∞∫
t
[V (q)− V (t)]µ(dq) (16)
= −e−λE(t∧ρ) + λ
∞∫
t
µ(dq)
q∫
t
e−λE(s∧ρ)ds
= −e−λE(t∧ρ) + λ
∞∫
t
e−λE(s∧ρ)ds
∞∫
s
µ(dq)
= −e−λE(t∧ρ) + λ
∞∫
t
e−λE(s∧ρ)P {ρ > s} ds.
For ℓ-almost all s ≥ 0
d
ds
E(s ∧ ρ) = P {ρ > s} ,
hence for ℓ-almost all s ≥ 0
d
ds
e−λE(s∧ρ) = −λe−λE(s∧ρ)P {ρ > s} . (17)
The function R+ ∋ s 7→ e
−λE(s∧ρ) ∈ R+ is absolutely continuous, hence by (17)
λ
∞∫
t
e−λE(s∧ρ)P {ρ > s} ds = −e−λE(s∧ρ)
∣∣∣∣∣
+∞
t
= e−λE(t∧ρ).
Therefore (16) yields
LmV (t) = 0, m ∈ N, t > 0. (18)
The Markov process (Yt, t ≥ 0) is ϕ-irreducible with ϕ = ℓ (see [MT93a] for this and other
related definitions). Denote by Pt(x,A) its transition probability, t ≥ 0, x ∈ R+, A is a Borel
subset of R+. The compact subsets of R+ are petite for (Yt, t ≥ 0). Indeed, if K ⊂ R+ is
compact, K ⊂ [0, C], then PC(x, {0}) ≥ e
−λC > 0 for all x ∈ K. By (18) and [MT93b, Theorem
3.2], (Yt, t ≥ 0) is Harris recurrent. In particular, some compact set K is a.s. visited infinitely
many times. Hence the origin 0 is a.s. visited infinitely many times as well.
Thus, we have established that
P {the set {t : Yt = 0} is unbounded} = 1. (19)
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Therefore a.s. there is no unbounded occupied component. The expected size of an occupied
component exceeds Eρ, hence it is infinite. Let l1, l2, ... be the lengths of the consecutive
occupied components. Then Eli = ∞, i = 1, 2, .... Hence a.s.
1
n
n∑
i=1
li → ∞, n → ∞, and the
covered volume fraction is 1.
Remark 2.1. An example of ρ satisfying conditions of item (iii) of Theorem 1.1 is
P {ρ > y} =
1
y
, y ≥ 1. (20)
The density of ρ is
fρ(x) =
1
x2
, x ≥ 1, (21)
Eρ =
∞∫
1
xdx
x2
=∞, (22)
and for t ≥ 1
E(t ∧ ρ) = tP {ρ > t}+ E {ρ1{ρ ≤ t}} = t
1
t
+
t∫
1
xdx
x2
= 1 + ln t, (23)
hence
∞∫
0
e−E(ρ∧t)dt ≥
∞∫
1
e−1−ln tdt = e−1
∞∫
1
dt
t
=∞. (24)
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