A new regime of Arnold diffusion in which the diffusion rate has a power-law dependence on the perturbation strength is studied theoretically and in numerical experiments. The theory developed predicts this new regime to be universal in the perturbation intermediate asymptotics, the width of the latter increasing with the dimensionality of the perturbation frequency space, particularly in large systems with many degrees of freedom. The results of numerical experiments agree satisfactorily with the theoretical estimates. © 1997 American Institute of Physics.
One of the most interesting phenomena in Hamiltonian dynamics is the so-called Arnold diffusion ͑AD͒, a distinctive universal instability of multidimensional nonlinear oscillations. 1, 2 This global instability was predicted by Arnold; 3 its chaotic nature was discovered in Refs. 1, 4, and 5 and further studied in detail in Refs. 6-11, 14, 15, and 17. First, following Ref. 17 , we briefly recall the diffusion mechanism, which is related to the interaction of nonlinear resonances. Consider a general Hamiltonian describing multidimensional oscillations: 
͑1.1͒
where I, are N-dimensional vectors of the action-angle variables; ⍀ is the M -dimensional vector of the driving frequencies; n, m are integer vectors of dimensions N and M , respectively, and stands for a small perturbation parameter. The dot in expressions like n• denotes the scalar product. Below we shall consider the simpler case of a completely integrable and nondegenerate unperturbed system whose Hamiltonian H 0 (I) depends on the full set of N actions only.
Hamiltonian ͑nondissipative͒ dynamics is always determined by resonances ͑see, e.g., Refs. 1 and 2͒ corresponding to particular terms in the perturbation ͑1.1͒. The condition for a primary resonance with unperturbed frequencies ͑1.3͒ is nm ϵn•͑I͒ϩm•⍀Ϸ0.
͑1.2͒
In the case of linear oscillations all the frequencies are fixed as parameters of the system which is either in or off resonance independent of initial conditions. However, for nonlinear oscillations with the action-dependent frequencies ͑I ͒ϭ‫ץ‬H 0 ͑ I ͒/‫ץ‬I, ͑1.3͒
condition ͑1.2͒ determines resonance surfaces ͑zones͒ in the phase space, that is, the system is always in resonance for some initial conditions. On the other hand, nonlinearity stabilizes the impact of a ͑sufficiently weak͒ perturbation, ensuring bounded oscillations even for resonant initial conditions. This is precisely due to non-isochronous oscillations ͑1.3͒. In one degree of freedom such a nonlinearity is necessary and sufficient to destroy the oscillation isochronism. The generalization of that for several degrees of freedom is the necessary condition for determinant to be nonzero everywhere,
͑1.4͒
In this case the system is called nondegenerate. This allows, in particular, the transformation from action to frequency space. In the latter, the resonance structure is especially simple and transparent, as the resonant surfaces ͑1.2͒ become planes.
Another condition for the nonlinear stabilization is the requirement for the quadratic form associated with the matrix ‫ץ‬ 2 H 0 /‫ץ‬I 2 to be sign-definite or, geometrically, for the surfaces H 0 (I)ϭconst to be convex. 10 The latter condition is a weaker one as it may include higher polynomial forms. Both conditions are only sufficient. 10, 11 The above conditions also ensure the absence of strong instability (ϳ), due to a quasilinear ͑isochronous͒ resonance, 1 especially when several (r) independent resonance conditions ͑1.2͒ are simultaneously satisfied. The latter is called multiple ͑r-fold͒ nonlinear resonance. However, a weak instability caused by nonresonant ͑ nm 0 for given initial conditions͒ terms in the perturbation series ͑1.1͒ is possible, and it is just the AD we are going to discuss in detail. Moreover, this weak instability is a typical phenomenon of nonlinear oscillations, since it occurs for almost any perturbation of a completely integrable system particularly one that is arbitrarily weak. The only restriction is the action space dimension d a , which must be larger than that of the invariant torus (d a Ͼd t ϭ1). 3 The torus is an absolute barrier for the motion trajectory, which can only bypass it but never go through. For a driving perturbation ͑M Ͼ0 in Eq. ͑1.1͒͒ the minimum number of degrees of freedom is, thus, N min ϭ2, but in the conservative case (M ϭ0) it is N min ϭ3, since the trajectory is constrained to follow an energy surface.
Even these minimal restrictions are not absolute, since they apply to the strong nonlinearity ͑1.4͒ only when the effect of resonant perturbation is small (⌬I/IϳͱӶ1). In case of linear H 0 (I) ͑the harmonic oscillator͒ N min is smaller by 1.
At least three perturbation terms in the series ͑1.1͒ are necessary for AD. We shall call each of these terms a resonance ͑for the appropriate initial conditions of the motion͒. A single resonance retains the complete integrability of the unperturbed system. The interaction of even two resonances results in the formation of narrow chaotic layers around the unperturbed separatrices of both resonances, [13] [14] [15] but the chaotic motion remains confined within a small domain of the layer. Only the combined effect of at least two driving resonances gives rise to diffusion along the layer of the first, guiding, resonance if NуN min holds ͑see Ref. 1 for details͒.
In the first approximation ͑1.2͒ the driving perturbation terms are nonresonant ( nm 0), but the final effect is due to the secondary resonances between the driving perturbation and the slow phase oscillation on the guiding resonance. This is a particular case of the general rule that all the long-term effects in nonlinear oscillations are due to some resonances. For the problem in question the principal parameter is the ratio
where g ϳ(͉V g ͉) 1/2 is the frequency of small phase oscillations at the center of the guiding resonance, and where V g is the Fourier amplitude of the corresponding perturbation term. For a weak perturbation (→0) the parameter ӷ1 is big, and thus the effect of the driving resonances is a highfrequency one. In fact, this is equivalent to a low-frequency ͑adiabatic͒ perturbation. Hence we use the term inverse adiabaticity.
14 The symmetry between the standard and inverse adiabaticity is especially clear in a conservative system, i.e., for the interaction of coupling resonances. Indeed, in this case the resonant interaction results in energy exchange between the guiding and driving resonances. While for the former the perturbation is a high-frequency one ͑in-verse adiabaticity͒, for the latter it is low-frequency ͑standard adiabaticity͒.
For an analytic perturbation the effect in both cases is exponentially small in the adiabaticity parameter ͑1.5͒, namely:
where D is the local dimensionless diffusion rate in the action I within a chaotic layer and where w s ϳ͉⌬H 0 ͉/V g stands for the dimensionless layer width ͑for a more accurate estimate see Ref.
14͒. Notice that the effect ͑1.6͒ is of a nonperturbative nature, since ϳ Ϫ1/2 ͑see Eq. ͑1.5͒͒. This is the simplest resonant mechanism of AD. In particular models the accuracy of such a three-resonance approximation was found to be within a factor of 2, provided that the perturbation is not too weak, i.e., the adiabaticity parameter is not very big 1 ͑see also Sec. 3 below͒. As →ϱ the higher-order resonances with large harmonics numbers ͉n i ͉, ͉m j ͉→ϱ come into play. Even though their amplitudes drop exponentially V nm ϳexp(Ϫk), where kϭ ͚͉n i ͉ϩ ͚͉m j ͉, the detunings ͉ nm ͉ also rapidly decrease. The operative resonances which control the diffusion have been roughly identified in Refs. 1 and 15 by minimizing the expression
with respect to k. Here 0 ϭ 0 / g , 0 stands for a characteristic oscillation frequency, and the following diophantine estimate was used:
The most important parameter in Eq. ͑1.7͒,
is the number of linearly independent ͑incommensurate͒ unperturbed frequencies on an r-fold resonance. We shall call L the resonance dimension ͑in frequency space͒. Actually, Eq. ͑1.9͒ gives the maximum dimension when all L independent frequencies contribute to the driving resonances, which may be termed the full resonances. There are also partial resonances which depend on a smaller number of frequencies LϽL. Even though there are only a few of the latter, they are crucially important for the new AD regime which is the main subject of this paper ͑Sec. 5͒. The estimate ͑1.7͒, which represents another AD mechanism, seems to agree with numerical data. 7, 14 On the other hand, Nekhoroshev rigorously proved 10 an upper bound of the form ͑1.7͒ but with a different exponent (M ϭrϭ0): Both the diffusion rate and the measure of the chaotic component ͑ϳw s , see Eq. ͑1.6͒͒ are exponentially small in the perturbation in the limit →0, hence the term KAM integrability 14 referring to the Kolmogorov-Arnold-Moser theory which proves the complete integrability for most initial conditions as →0. This partial integrability, or better, almost-integrability, is as good as the approximate adiabatic invariance. Notice, however, that the complementary set of initial conditions supporting AD-the so-called Arnold web-is everywhere dense, as is the set of all resonances ͑1.2͒, any one of which can be a guiding resonance. Also, the variation is exponentially slow in the action I only while the variation in oscillation constant ͑for the unperturbed motion͒ phase 0 is much faster, with a characteristic time of order the inverse Lyapunov exponent, 0 ϳ g /͉ln w s ͉ϳT w Ϫ1 , where T w is the oscillation period in the chaotic layer ͑see Eq. ͑2.2͒ below͒.
Both rigorous estimates are valid asymptotically, for sufficiently small only. For example, Lochak requires
where is some average decay rate of the perturbation amplitudes. This is very small perturbation, and the problem arises of estimating the diffusion rate in the intermediate asymptotic region: L ӶӶ1, or 1Ӷ 0 Ӷ L . This problem was first addressed in Refs. 14, where a new regime of diffusion, called the fast Arnold diffusion ͑FAD͒, was conjectured from some preliminary results of numerical experiments. Two characteristics of the new regime as contrasted to the far-asymptotic AD ͑1.11͒ are as follows: ͑i͒ the dependence of the diffusion rate on the adiabaticity ͑perturbation͒ parameter 0 ͑1.7͒ is a power law rather than exponential, and ͑ii͒ the diffusion rate does not depend on the resonance dimension L, in particular, on the number of degrees of freedom N ͑cf. Eq. ͑1.7͒͒.
Precisely this behavior has been observed in numerical experiments with another multidimensional model. 16 However, the authors of Ref. 16 have given a different interpretation of their numerical results. Instead, we tried to reconcile the same results with our new diffusion mechanism. 17 Unfortunately, both interpretations remain somewhat ambiguous because the perturbation in those numerical experiments was not sufficiently small to reach any asymptotic behavior where the theoretical estimates were expected to hold true. To resolve this ambiguity we continued numerical and theoretical studies with the same model but using a much weaker perturbation. In this paper we report on our first results and present their theoretical explanation.
MODEL AND NUMERICAL EXPERIMENTS
Following Refs. 16 and 17 we make use here of the same model with Hamiltonian
and periodic boundary conditions ͑x Nϩ2 ϭx 1 ; p Nϩ2 ϭ p 1 ͒ where p, x are action-angle variables, ␦ 1 (t) stands for the ␦-function of period 1, and K→0 is small perturbation parameter. Notice that this model has N degrees of freedom due to the additional motion integral ͚ p i ϭconst. The unperturbed frequencies i ϭp i are equal to the action variables, and the energy surfaces H 0 (p)ϭ͉p͉ 2 /2ϭconst are spheres, and hence are strictly convex with unit determinant ͑1.4͒. The driving perturbation in the form of periodic «kicks» is not important for the diffusion but greatly simplifies numerical experiments as it allows the use of a ͑multidimensional͒ map rather than differential equations of motion.
Even though this model does not immediately represent by itself a physical system, it is very convenient for the studies of subtle nonlinear phenomena like AD. The resulting theory can, then, be applied to real physical problems, such as the stability of the Solar System 18 or of charged particles in magnetic fields in plasma devices, accelerators and colliding beams. 15, 19 In previous work the diffusion in multidimensional models like ͑2.1͒ was studied only down to Kϳ0.1. 16, 9 For such perturbation levels and large N a considerable part of phase space becomes globally chaotic, which obscures the AD effect. Even though the combined action of AD and global diffusion is an interesting problem which is important for applications, 1, 15 here we mainly wanted to understand the mechanism of AD itself. To this end we went down as far as to Kϳ10
Ϫ6 with up to Nϭ15 degrees of freedom. Realization of this program has required essential modification of the problem itself. This is because direct computation of the diffusion rate quickly becomes prohibitively slow as K→0, especially since a multiple computation precision is required for such a small K. To overcome this technical difficulty we have taken a different approach, 14 namely, computing the chaotic layer width w s and recalculating the diffusion rate from a relation like ͑1.6͒. Of course, this makes sense for a model with NуN min degrees of freedom ͑Sec. 1͒. In this way we have managed to reach ͑for another model͒ adiabaticity parameter values of 0 Ϸ50 with an ordinary computer, as compared to 0 Ϸ10 only for a direct diffusion calculation on a Cray supercomputer. 7 In the model ͑2.1͒ this would roughly correspond to Kϳ Ϫ2 ϳ4•10 Ϫ4 and 10 Ϫ2 , respectively, and Nϭ2 only.
In the present work we go further, and give up the calculation of the diffusion rate altogether. Instead, we are studying numerically and developing the theory of the chaotic layer only. This proves sufficient to understand the mechanism of AD as well, since both are essentially determined by the same higher-order adiabaticity parameter ͑1.5͒ and the exponent in Eq. ͑1.7͒. Then, all we need in numerical experiments is to compute the oscillation period T(w s ) inside the chaotic layer of a guiding resonance, and recalculate the layer width w s using the simple relations
where T min , T av are the shortest and average periods, respectively. The two values are in a reasonable agreement, ͗ln(w min /w av )͘ϭ0.31, within the rms fluctuations ⌬ln(w min /w av )ϭϮ0.39, and both underestimate the full layer width. This is because the diffusion at the layer edge is very slow, so that the 100 oscillation periods used in numerical experiments were insufficient to reveal the whole layer. A crude estimate 14 yields the expected correction factor of order 2. No such correction was introduced into the numerical data, but it will be discussed below in Sec. 3.
A primary coupling resonance 1 Ϸ 2 with phase oscillation frequency g ϭͱ2K has been chosen as the guiding resonance. Correspondingly, p 1 Ϸ p 2 Ϸ p g while other p i (i ϭ3,...,Nϩ1) were taken at random (mod/2). For the trajectory to be inside the layer the initial value of the guiding resonance phase was taken to be approximately 1 ϭx 1 Ϫx 2 Ϸ. However, for small K the exact position of the layer had to be located numerically prior to computation of w s by a special searching part of the code. The computation was performed for seven values Nϭ2, 3, 4, 5, 7, 9, 15 with the same initial conditions for a single trajectory.
The results are summarized in Figs. 1 and 2 . The lower bound of w s ϳ10 Ϫ22 was determined by the computation precision ͑about 30 decimal places͒. The values of the principal model parameter-the number of independent unperturbed frequencies, or the resonance dimension LϭNϩM ϪrϭN-are also indicated. Notice that under the particular conditions of the numerical experiments the resonance dimension is equal to the number of degrees of freedom of the model because the driving perturbation is periodic (M ϭ1), and guiding resonance is simple (rϭ1).
The most striking feature of the empirical data is the qualitatively different behavior for Lϭ2 which was observed already in Ref. 16 . The rest of the data show no systematic dependence on L, but rather big fluctuations which rapidly increase with .
SMALL-LIMIT: A SIMPLE DYNAMICAL THEORY
To lowest order in the small perturbation parameter K we can only consider the primary driving resonances which are explicitly present in the original Hamiltonian ͑2.1͒. Then the problem is very similar to that studied in Ref. and is some constant phase. Now, we can apply the standard method for deriving the separatrix map and the layer width ͑see Refs. 1 and 13 for details͒:
where ⌬H 0 is the layer width in energy, 0 ϭ d / g ϭ d /&, and ϵ1/ͱK. Besides the usual approximations for such evaluations, an additional factor f ϳ1 shows up for the model ͑2.1͒ because the relative perturbation ͉V/H 0 ͉ϳ1 is not small. In the particular case Nϭ1, which reduces to the well studied standard map, this factor f Ϸ2.15 was found in numerical experiments, 1 and later confirmed with much better accuracy in Ref. 20 : f ϭ2.255... . The best theoretical value recently derived is f Ϸ2.14 ͑Ref. 21͒. Uncertainty in this factor limits the theoretical accuracy of relation ͑3.5͒. It is partly balanced by an underestimated layer width, and also by a factor of 2 as discussed above.
14 Hence the factor f ϭ f th / f n in Eq. ͑3.5͒ is actually the ratio of a theoretical f th to the correction f n ϭw ϱ /w s of the empirical w s Ј value ͑for 100 oscillation periods in our case͒ to obtain the true value w ϱ for infinitely many periods. In
theory ͑3.5͒ is presented in Fig. 1 ͑the dotted line a͒. The value of f ϭ0.64 was obtained from the three leftmost points in Fig. 1 (ln ϭ1.5-2.5) with rms deviation from the theory ͑3.5͒ ⌬ ln w s ϭϮ0.53. Assuming the empirical correction 14 f n ϭ2 gives f th ϭ1.3, which is rather different from that in the standard map.
LARGE-LIMIT: STATISTICAL ESTIMATES
For large the layer width, as well as the AD rate, progressively exceeds the simple estimate ͑3.5͒ ͑Fig. 1͒. This was noticed already in the first numerical experiments on AD. 1 Evidently this effect, which is somewhat strange at first glance, is due to higher-harmonic driving resonances, even though they are much weaker. Generally, such resonances are present in the original Hamiltonian ͑1.1͒, and their amplitudes V nm are explicitly given. However, in the model ͑2.1͒ under consideration here this is not the case, and the higher perturbation harmonics show up only in higher orders of the perturbation expansion with respect to small perturbation parameter KӶ1. The mechanism for generating higherharmonic terms is related to the modulation of each unperturbed frequency p i by any other degree of freedom. In particular, this general mechanism transforms the original local interaction between degrees of freedom in the system into a global one. Approximately, the higher-order amplitudes V n ϳK n ϭexp(n ln K), and their decay rate ͑per freedom͒ can be assumed in the form 17 ϭln͑A/K ͒ ͑4.1͒
with some constant A depending on a particular shape of the perturbation. In our model ͑2.1͒ the leading higher terms roughly correspond to Aϳ2, which we will use below. Notice that the amplitudes do not depend on the external perturbation harmonic m, since it is a ␦-function.
A counterbalance to the weaker higher perturbation terms is the smaller ͑1.5͒ due to the smaller detuning nm ͑1.2͒. Generally, the dependence nm (n,m,) is very complicated, with wild fluctuations, and exact evaluation of a higher-order perturbation is practically impossible and even useless beyond a few first terms. 21 However, the leading dependence can be found as follows ͑see, e.g., Refs. 22 and 23 and also Refs. 1, 15, and 17͒:
where qϭ͉͗n i ͉͘ is average absolute value of the components of integer vector n and now the new function F nm describes the fluctuations only. The latter are quite big, which is the main obstacle for reliable estimates. In some special cases the function F nm ϭF 0 is simply a constant. For example, for the case Lϭ2 and frequency ratio Rϭ/⍀ϭ(ͱ5Ϫ1)/2 ͑''the most irrational'' real number͒ we have 1/F 0 ϭR ϩ1/Rϭͱ5. Generally, only a sort of statistical estimate can be obtained by setting F nm ()ϷF f Ϸconst to some average value to be fitted from numerical data. Now a particular term of the higher-order perturbation takes a form similar to Eq. ͑3.4͒:
where the factor LϪ1 is less by 1 than the full number of frequencies because of the ␦-function in the Hamiltonian ͑2.1͒, as discussed above. Assuming again that the term ͑4.3͒ provides the main contribution to the formation of the chaotic layer, which seems to be plausible owing to the big detuning fluctuations, we arrive, analogously to Eq. ͑3.5͒, at the following estimate for the layer width:
w s ϳ͑2e n /q ͒ q exp͑ϪE͑n ͒͒.
͑4.4͒
Here the principal exponent is ͑cf. Eq. ͑1.7͒͒
where 0 ϭ⍀/ g ϭ⍀/&, and ϵ1/ͱK ͑Fig. 1͒. The minimum of E(n) is (⍀ϭ2)
and is reached at qϷq 0 , where
The latter relation shows that the factor ( n /q) in Eq. ͑4.4͒ approximately reduces to a constant → L which renormalizes the amplitude decay rate, where
͑4.8͒
The latter inequality is a necessary condition for the validity of these approximate relations. This condition is satisfied for sufficiently large original , or small K ͑see Eq. ͑4.1͒͒. Finally, the approximate relation for the layer width in this limit reads
This theoretical dependence is also shown in Fig. 1 ͑curve b 2 ͒ for Lϭ2 and fitted values A f ϭ5.42, and F f ϭ0.34 for the detuning parameter in Eq. ͑4.6͒. The rms deviation for 5 points (ln ϭ2Ϫ4) is ⌬ ln w s ϭϮ0.71. While the average detuning F f has a reasonable value, the factor A f seems too big ͑see next section͒. Apparently, this discrepancy characterizes the accuracy of our statistical estimates. The additional parameter b(L)ϭ1 was set equal to unity for Lϭ2, and will be discussed in detail in Sec. 5 below. For bigger L the behavior is completely different, and this, our most interesting result, will be described in the next section.
INTERMEDIATE ASYMPTOTICS: FAST ARNOLD DIFFUSION
The crucial change in the dependence w s () stems from the factor LϪ1 in the expression for the exponent E(n) ͑4.5͒. The effect of this factor was previously missed in Refs. The new factor L decreases the layer width as L grows, and thus counteracts the increase in w s due to the dependence 1/L . For any pair L 1 ϽL 2 there is a certain value of ϭ* at which both w s values coincide,
For Ͻ* we have w s (L 1 )Ͼw s (L 2 ) and vice versa. Thus, for a given the particular L() should be found which maximizes w s . In this way we would obtain a broken line which is the envelope of the family of curves w s (,L). Interestingly, the existence of such a family of intersecting curves could already be inferred ͑but was missed͒ from the validity of approximation ͑3.5͒ which corresponds to Lϭ1 ͑Refs. 1, 2, 6, and 7͒. For Lӷ1 a smooth approximation to the envelope is found from the local condition
͑5.3͒
whence we obtain the optimal value
and
where eϭexp (1). Thus, the dependence of the layer width on the adiabaticity parameter becomes a power law, provided
i.e., for a not-too-weak perturbation. This border is, of course, much higher ͑in ͒ than that in the rigorous theory ͑cf. Eq. ͑1.11͒͒. We term ͑5.6͒ the intermediate asymptotic region, as contrasted to the far asymptotic limit for the reversed inequality. The former is always bounded from above but rapidly grows with L, and may be arbitrarily large as L→ϱ.
We call this regime fast Arnold diffusion ͑FAD͒. Within the domain ͑5.6͒ the layer width ͑and diffusion rate͒ does not depend on L, but for any fixed L and →ϱ the Nekhoroshev-like dependence ͑4.9͒ is recovered asymptotically.
In Fig. 3 the power-law mechanism is illustrated, for the simple example ͑5.1͒, by plotting the family of curves ln(w s (,L)/w max ) which are tangent to the line of maximal w max () ͑5.5͒ up to the largest LϭLϭ5.
For the more realistic asymptotic relation ͑4.9͒ the optimization is more complicated because of the additional dependence on L via L p . That can be partly removed by approximate renormalization: ⌳ 0 →⌳ 0 /. For Lӷ1 the remaining dependence ͑4.8͒ is weak and can be neglected, at least in evaluating the optimal L 0 , which now becomes ͑cf. Eq. ͑5.4͒͒
However, we retain the more accurate value of L ͑4.8͒ in the final expression:
which is the main result of our studies. It is compared with numerical data in Fig. 1 ͑curve c, see also Fig. 2͒ . Besides two fitting parameters previously used in Eq. ͑4.9͒ ͑curve b 2 in Fig. 1͒ , which now take somewhat different values; (A f ϭϪ1.05 and F f ϭ0.4), we have to introduce a third one, b f ϭ0.29. The fitting of empirical data has been performed for Nϭ5, 7, 9, 15 only. We excluded data for Nϭ3, 4 as they seem to violate the condition ͑cf. Eq. ͑5.6͒͒
for ln տ5 ͑see Figs. 1 and 2͒. Using the above fitted value for F f ϭ0.4, and Eq. ͑4.1͒ for ϭln(2/K)ϭln(2 2 ) we obtain from Eq. ͑5.9͒ ln 3 Ϸ4.2 and ln 4 Ϸ5.5. While the first value is close to the empirical one, the second is too large. The origin of this discrepancy is not completely clear, but it may be caused by fluctuations. Apparently, the latter are mainly related to the detuning function F nm () which fluctuates with both the harmonic numbers and the set of frequencies for different L. Interestingly, while the optimal harmonic number q 0 increases with Ͼ L as in ͑4.7͒, it remains approximately constant,
in the whole FAD region ͑5.9͒. This follows directly from Eqs. ͑4.7͒ and ͑5.7͒. Surprisingly, the above asymptotic relations remain reasonably good in spite of the relatively small
Detuning fluctuations in F f were calculated from the numerical data using the relation ͑see Eq. ͑5.8͒͒
which gives for the rms dispersion ͗⌬ ln F f ͘ 4 ϭ0.18, and ͗⌬ ln F f ͘ 6 ϭ0.25.
͑5.12͒
The first value is the average over 4 cases with Nϭ5, 7, 9, 15 as in the main fitting; for the second Nϭ3, 4 are also included. The latter value is used in Fig. 2 for rms fluctuations ⌬ ln w s according to Eq. ͑5.11͒. The accuracy of our theory does not allow for a reasonable estimate of the factor A f ϷϪ1 in the main relation ͑5.8͒, whose value is considerably smaller than A f Ϸ5 in Eq. ͑4.9͒. However, the value of the new fitting parameter b f ϭ0.29, which we had to introduce in Eq. ͑5.8͒ instead of b(2)ϭ1 in Eq. ͑4.9͒, is a problem for the theory. It is impossible to fit the data for large L with the latter value or vice versa, i.e., with b(2)ϭ0.3, as in Eq. ͑5.8͒ except for Lϭ2, unless one assumes the value F f ϭ3 in Eq. ͑4.9͒ instead of 0.3, which seems too big. In any event, something happens in going from Lϭ2 to Lу3, which is obvious from the data in Fig. 1 . To reconcile these data with the above theory one needs to assume a drop either in the parameter b from 1 to 0.3 ͑with approximately the same F f Ϸ0.4͒ or in the parameter F f from 3 to 0.4 ͑with approximately the same bϷ0.3 still to be explained anyway͒. Actually, the value F f ϭ3 for Lϭ2 would contradict the rigorous upper bound F f р1. 22 So we have to understand the first possibility above.
In Ref. 17 , using a somewhat different approach, the following expression has been derived for the parameter b in the relation ͑2.11͒, similar to Eq. ͑5.8͒ above: bϷ1/ͱe ϭ0.19. This value is close to the present empirical one, b f ϭ0.29. However, the former does not fit the far asymptotic expression ͑4.9͒ for Lϭ2, as discussed above.
A qualitative explanation of the decrease in b(L) with L could be related to an underestimate of the perturbation Fourier amplitudes in Eq. ͑4.3͒. Indeed, we assumed that the amplitudes decay independently for each degree of freedom ͑factor LϪ1͒. However, the higher harmonics may arise in the perturbation series not individually but in groups, thus decreasing the effective parameter L or . The former possibility is excluded by the assumed expression ͑4.2͒ for detuning. Hence we guess the effective amplitude decay rate in the form →b with empirical bϷb f Ϸ0.3.
A different value of bϭ1 for Lϭ2 is also explained in this way because in that case only a single oscillation frequency remains. However, another important question arises: is the new factor b(L) a constant for Lу3 or does it change still further with L? In other words, is FAD really independent of N? Our empirical data seem to confirm such independence. Even though there are quite big fluctuations for large they do not reveal any systematic variation of w s with L. This is especially clear from Fig. 2 where the difference between the numerical data and the theory is shown.
Moreover, the theory explains even a small dip in the dependence w s () around ln ϭ3. This results from a deviation of the approximate smoothed envelope ͑5.8͒ from the family of curves w s (,L), three of which are shown in Fig. 2 ͑for Lϭ2, 3, 4, cf. Fig. 3͒ as calculated from Eq. ͑4.9͒ with the factor b(2)ϭ1, and b(3)ϭ0.29.
If the above hypothesis is true a new fitting is required, because the renormalization →b would result in more complicated expressions than just a single factor in Eqs. ͑5.8͒ and ͑4.9͒. By doing so we have found that w s () according to Eq. ͑5.8͒ changed negligibly after some changes in the fitting parameters: A f ϭϪ0.88, b f ϭ0.28, F f ϭ0.21 which appear to be reasonable also. A larger change ␦A f Ϸ1 occurs in the family of curves Eq. ͑4.9͒ for LϾ2, and their agreement with the smooth envelope ͑5.8͒ worsens owing to the approximate relation ͑5.7͒. To keep the above estimates more self-consistent we neglect all these minor changes, and retain the above relations with a single parameter b f ϭ0.29 for LϾ2. In any event, the relations, which are approximate anyway, are much simpler in this form.
Interestingly, half of the data in Fig. 1 ͑ln р4 , LϾ2͒ also fit a simple power law with exponent 6.3, which is very close to the value 6.6 obtained in Refs. 16 and 17 around ln Ϸ2. However, for larger ln Ͼ4 the deviation from such a simple dependence ͑it would be a straight line in Fig. 1͒ progressively increases in accordance with the theory ͑5.8͒.
DISCUSSION
We have performed detailed investigations into fast Arnold diffusion, a new regime of AD when the diffusion rate depends on the perturbation strength ϭK, for the models ͑1.1͒ and ͑2.1͒ respectively, or on the adiabaticity parameter ϳ1/ͱϳ1/ͱK as a power law ͑5.8͒ rather than an exponential like Eq. ͑4.9͒.
We made use of a specific model ͑2.1͒ which is relatively simple and very convenient for numerical experiments with arbitrary number of degrees of freedom N but, at the same time, is rather difficult for theoretical analysis. This is because the model represents the limiting case of the local interaction between degrees of freedom. Not only between two degrees of freedom, which would model a pair interaction in a broad class of physical systems, but even further restricted to the coupling between two nearest-neighbor degrees of freedom in a chain. Moreover, the coupling is harmonic, so that only three-frequency primary resonances ͑for the two degrees of freedom and for the driving perturbation͒ with harmonic numbers nϭϮ1 show up in the original Hamiltonian ͑2.1͒ independent of N. As a result, the higherharmonic multifrequency resonances, which make the principal contribution to AD, arise only in higher-order perturbation terms, which makes the theory very difficult from the beginning. We circumvented this difficulty by a plausible and simple conjecture ͑4.1͒ for the decay rate of the highorder perturbation amplitudes. However, to reconcile the empirical data with the theory we had, later on, to further modify this conjecture by introducing the additional factor b(L) into our main relations ͑4.9͒ and ͑5.8͒. Even though we suggest in section 5 a qualitative explanation for b(L) 1, the origin of this additional dependence is not yet completely clear, and it constitutes an open question in our theory. Apparently, this is related to the specific Hamiltonian ͑2.1͒ as discussed above.
The factor bϭ0.29, assumed to be constant for LϭN Ͼ2, is one of the three fitting parameters in our main theoretical relation ͑5.8͒ for the FAD. As explained in section 2, we actually computed and calculated the chaotic layer width w s related to the diffusion rate via estimate ͑1.6͒. The second fitting parameter F f ϭ0.4, which describes the detuning fluctuations w nm ͑1.2͒, also cannot be evaluated in the present state of the theory but was found numerically to have a plausible value. Finally, the third fitting parameter A f remains completely out of theoretical reach and simply characterizes the global accuracy of the theory. We recall that all our estimates except the simplest one ͑3.5͒ are of a statistical nature, owing to the large detuning fluctuations. Within this accuracy and fluctuations, the agreement between the empirical data and the theory as presented in Figs. 1 and 2 can be regarded as satisfactory, especially taking into account the big range of w s variation, almost 22 orders of magnitude! Surprisingly, all this huge range corresponds to the intermediate asymptotic region ͑1ӶӶ L , see Eq. ͑5.9͒͒ with FAD, starting even at a relatively small LϭNу5. Even for Lϭ3 and 4 the FAD range is apparently of a comparable size, and only for the minimal Lϭ2 does the far ͑exponen-tial͒ asymptotic (ӷ L ) behavior clearly show up. As already discussed in section 5, the sharp change in w s () from Lϭ2 to Lϭ3 is precisely due to the ''mysterious'' parameter b, which drops by a factor of 3. Unfortunately, this does not allow us to reach the far asymptotic limit and to confirm the exponential dependence ͑4.9͒ on N for Ͼ L beyond the minimum Lϭ2. Meanwhile, this would be important to decide on the different interpretation of N-independent diffusion for large N in Ref. 16 . The authors of the latter conjectured that this independence is a result of the local interaction in the model ͑2.1͒. This contradicts our theory but not as yet the direct empirical evidence. At the moment we can only remark that their reference to Wayne's theory 24 for the same model is irrelevant. Indeed, Wayne proved a long N-independent stability for very special, nonresonant, initial conditions ͑theorem 1.1͒, whereas AD occurs within chaotic layers only, i.e., also for highly specific but resonant initial conditions. Thus, the former theory is related to a global chaos rather than to KAM integrability with its peculiar Arnold web of chaotic layers.
In the case of a global interaction ͑1.1͒ with strong nonlinearity ͑1.4͒ and uniform amplitude decay rate our theory remains valid, and even becomes simpler as ϭconst. However, the numerical experiments would be much more difficult for large N. On the other hand, both the FAD range ͑5.9͒ and the diffusion rate there depend generally on the number of incommensurate unperturbed frequencies LϭNϩM Ϫr ͑1.9͒, which may be large if M , the number of driving perturbation frequencies, is large.
Fast Arnold diffusion should not be confused with the much faster diffusion in degenerate systems or those with nonconvex energy surfaces ͑Sec. 1͒. In the latter case the diffusion mechanism is completely different. Apparently, this sort of diffusion was recently observed in numerical experiments with the classical model of the hydrogen atom in crossed electric and magnetic fields. 25 In the present study we have chosen one of the strongest primary resonances as guiding, with amplitude V g ϭV 1 ϳK ͑Sec. 2͒. In case of a high-harmonic guiding resonance ͑V g ϭV n , nӷ1͒ the main effect would be a tremendous drop in the diffusion rate due to the exponential rise of the adiabaticity parameter with q ͑see Eq. ͑4.5͒͒:
͑6.1͒
where (n)ϳq L is the density of the guiding resonances in the Arnold web with harmonic numbers up to q ͑cf. Eq. ͑4.2͒͒. Hence, the diffusion rate in the intermediate asymptotic region drops exponentially with q or , Eq. ͑5.8͒, and even as a double exponential in the far asymptotic limit! In conclusion, our present studies confirm the previous conjecture and preliminary empirical data 14, 17 concerning a new regime of fast Arnold diffusion. Moreover, we have found that in multifrequency systems (Lӷ1), in particular, large ones (Nӷ1), the FAD range in the perturbation ͑5.9͒ is fairly big, so that this regime appears to be typical, in a sense, and might be important in various applications.
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