Abstract-Because of the interaction between self-heating and hot carriers effects, neither isothermal nor conventional macrothermal models are adequate for the simulation of state-of-the-art power devices; instead, a detailed electro-thermal model accounting for nonstationary transport, such as the Thermal-Fully Hydrodynamic (T-FH) model, is required. We apply a one-dimensional (1-D) implementation of such a model to the simulation of AlGaAs/GaAs and InP/InGaAs Heterojunction Bipolar Transistors (HBT's), comparing the results with those provided by simplified models, and highlighting how deeply both nonlocal transport and self-heating affect the predicted device performance. The importance of the convective terms is assessed, and a new nonthermal mechanism for the output Negative Differential Resistance (NDR) is proposed.
I. INTRODUCTION
T O REDUCE the impact of self-heating on microwave device performance and circuit reliability, several technological and design precautions, such as the adoption of interdigitated structures, possibly with variable ballasting resistances on each finger [1] , selective substrate thinning [2] , use of via holes and bathtub heat sinks [3] , [4] , or even growth on Si substrates [5] , can be undertaken.
A better understanding of the physical mechanisms involved in thermal-related phenomena can both suggest the use of new device concepts or different materials and can drive the designer toward more effective layer structures or layout geometries: for these purposes, a reliable and efficient device simulation program, taking into account both self-heating and the effect of the external ambient temperature, can be a very valuable tool.
Different approaches aiming at this goal have been proposed in the past, depending on the temporal and spatial domain scale and on the level of complexity/accuracy of the corresponding model (see [6] for a review).
In particular, due to the intrinsic imbalance between the characteristic dimensions of the electrical and thermal problems, decoupled approaches [7] - [11] are well-suited for the thermal analysis of large, three-dimensional (3-D) regions, Manuscript while coupled models provide a deeper insight in the physical processes taking place on a device-scale.
In this work, we will deal with coupled electro-thermal models only: they can be further classified, according to the capability to separately describe the contributions of the charge-carrier gases (electrons and holes) to the total thermal energy storage and heat conduction, as macroscopic or detailed electro-thermal models.
Most thermal simulations are instead based on a macroscopic approach, whereby the thermal contributions arising from electrons, holes and phonons are considered as a whole; these models [12] , [13] can be considered as extensions of the drift-diffusion formalism to nonisothermal conditions.
The detailed thermal approach has been proposed in 1985 by Wang [14] , and further developed by Roberts and Chamberlain [15] ; it was first applied in its simpler form (no convective terms) by Szeto and Reif [16] , and more recently by Pierantoni et al. [17] and by Chen et al. [18] , and in its full form by Benvenuti et al. [19] .
In the present work, we will highlight the hierarchical relationship existing between the advocated Thermal-Fully Hydrodynamic (T-FH) model [19] and simpler models, and investigate the main limitations of the macro-thermal approach: the neglect of nonlocal transport and of the role of the carrier energy fluxes in the field-lattice interaction.
The paper is structured as follows. First, the six transport models considered are introduced, and the adopted nomenclature is explained (Section II); in Section III some relevant numerical issues are discussed; finally, the results from the different models are critically compared (Section IV) and some conclusions are drawn.
II. A CONSISTENT REFORMULATION OF COUPLED ELECTRO-THERMAL MODELS
It has long been recognized that the drift-diffusion model is unable to reproduce nonstationary transport effects [20] ; several improved approaches have been devised in order to circumvent this limitation, including-besides statistical methods [21] -enhanced drift-diffusion (DD) [22] , energy balance (EB) [23] , and fully hydrodynamic (FH) [24] models. In much the same way, conventional macro-thermal models [13] cannot correctly describe the carrier contribution to heat transport nor the spatial distribution of the lattice heat sources.
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A more accurate description of such phenomena can be obtained with a detailed coupled electro-thermal model, such as the T-FH one. In order to draw a meaningful comparison between this reference model and some simplified approaches, we reexamine, in the paragraphs to follow, the simplifying assumptions leading from the former to the latter.
A. The Thermal-Fully Hydrodynamic Model
Since our goal is to treat in a unified manner electrical transport and thermal effects, we have to describe the charge carriers and the phonons populations by means of equations of the same character: one suitable choice could be in principle the use of a set of coupled Boltzmann equations (1) each describing the time evolution in phase space -of the distribution function pertaining to a different population, labeled by index .
However, the numerical solution of such a system of partial differential equation in a six-dimensional space is a prohibitively computation-intensive task; thus suitable approximations are sought for. As proposed by Roberts and Chamberlain [15] , a viable approach is to apply the method of moments in space [25] . If we assume the phonons to possess a vanishing momentum, and if we are not interested in their number, but just in the associated energy density, which we can relate to the lattice temperature through the per unit volume lattice specific heat , the dynamical behavior of the lattice is described by the lattice heat equation alone (2) where is the lattice heat-flux. On the other hand, in the single electron gas approximation [26] , we get for the moments of order 0-2 of the electron distribution function the balance equations
expressing conservation of electron charge, momentum and energy densities respectively [19] . The quasi-field depends on the gradient of the conduction band edge to account for the additional driving force due to spatial variations of the electron affinity (which may give an important contribution to transport in compositionally-graded regions), and reduces to the electric field in homogeneous materials.
A similar set of conservation equations is obtained for the holes, with . The coupling between the three sub-systems (lattice, electrons, and holes) is expressed through the collision terms, which have been indicated on the right-hand sides of (3)- (5) in symbolic form, and describe particle, momentum and energy exchange due to scattering events. As such, they can be expressed by the superposition of a term accounting for intraband scattering events, described by the Relaxation Time Approximation (RTA) (6) (7) (8) (9) and a term related to interband scattering, which can be approximated taking into account evaluating the charge, momentum and energy exchanges related to each generationrecombination (GR) rate [15] . We took into account surface and bulk trap-related recombination (described with the conventional SRH model), direct band-to-band and Auger recombination; as to carrier generation, we tested [28] average velocity [14] and average energy [15] dependent impact ionization coefficients, as well as the conventional field dependence. Then for the lattice the interband contribution reads (10) where is a temperature corresponding to the energy bandgap, , and have been heuristically related to the impact ionization threshold energies, . For the relaxation times, we assumed the simplest analytical model reproducing the experimental saturated velocity at high fields under homogeneous conditions [24] , slightly modified to avoid an increase in mobility in the presence of a retarding field (11) (12) where is a smoothing function, the low-field mobility depends in the usual way from the lattice temperature and doping concentration (13) and the parameters , , , , , and are assumed to depend linearly on the material composition.
We restricted ourselves to the steady-state, one-dimensional (1-D) case, and closed the system by expressing the electron gas heat flux with the Fourier law (14) where the electron thermal conductivity was assumed to obey the Wiedemann-Franz relationship (15) According to Stettler and Lundstrom [27] , , which controls the diffusive part of the total electron energy flux , is related to the coefficient of the drift part of . Putting together the charge, momentum and energy conservation equations for the electrons, a similar set for the holes, the Poisson equation and the lattice heat equation, the so-called T-FH model is obtained [19] .
B. The Thermal-Energy Balance Model
Under steady-state conditions, neglecting the so-called convective contributions to the diffusivity/mobility ratios (16) (17) and to the average kinetic energies (18) ( 19) the momentum conservation equations can be explicitly solved for , , and the moments of order 0-1 can be joined into second-order current continuity equations.
We will refer to transport models in which two partial differential equations (PDE's) are sufficient to describe each carrier population as EB formulations. Since convective terms [29] appear in the drift part of the electron energy flux and in the electron energy relaxation term as well, several slightly different versions of energy balance are conceivable: in what follows we will label Thermal-Energy Balance (T-EB) model [16] the version taking into account the convective terms in the relaxation term only.
C. The Thermal-Drift Diffusion Model
To further simplify the transport model, the differential equation expressing conservation of the electron kinetic energy must be eliminated as well. Usually, this is implicitly accomplished resorting to the drift-diffusion formalism of carrier transport, i.e. assuming local field-dependent mobilities [Thermal-Drift Diffusion (T-DD) model]. In fact, if the carrier energy fluxes are neglected, the energy conservation equations for electrons and holes degenerate to algebraic relationships between the corresponding quasi-fields and temperatures (20) (21) In general, the energy relaxation times for electrons and holes, and , are nonlinear functions of the corresponding effective temperatures, and . The nonlinear equations (20) and (21) can then be solved to yield and as a function of the quasi-fields.
Neglecting the carrier energy fluxes is equivalent to neglecting the nonlocality of the energy-field relationship: this is a crude approximation under inhomogenous conditions, especially in regions where the quasi-fields increase abruptly to a high value, such as near the base-collector junction of HBT's. Since under these circumstances the carrier temperature lag the quasi-field, the effective temperatures given by (20) and (21) strongly over-estimate the "real" , : as a consequence, the T-DD model yield saturated velocities, while the T-EB and T-FH models can result in a velocity overshoot region. For these reasons we will use the terminology "nonstationary transport" (or "nonlocal transport") referring to both the T-EB and the T-FH models; in this context such expression does not imply a time-dependent analysis, but rather refers to (the implications of) the nonlocal nature of the energy-field relationship.
Another approximation is necessary to eliminate the dependencies on the carrier temperatures in the T-DD model: the built-in voltages entering in the boundary conditions and the diffusivity/mobility ratios , have to be assumed as , or as dependent. In HBT's, the former choice would result in a huge thermal current of electrons diffusing from the collector back into the base, leading to an unphysically high concentration of minority carriers in the base, that is to a far too pessimistic device performance estimate; on the other hand, assuming "conventional" -dependent Einstein relationships implies an underestimate of the thermal diffusion currents, but still gives a qualitatively correct simulated device behavior.
In conclusion, we resorted to the effective temperatures, in the electrical part of the T-DD model, only to evaluate the mobilities: everywhere else was used instead. Note that this is consistent with the commonly accepted definition of the DD transport model, where only the carrier mobilities are assumed as field-dependent, while the diffusivity/mobility ratios are taken to be constant.
As to the thermal part of the T-DD model, if optical GR mechanisms are neglected, by applying a global energy balance principle for the collision terms [17] , [30] (22) a lumped heat equation is obtained, which describes the time evolution of the total energy density stored in the semiconductor (23) The widely used macro-thermal model [12] , [13] is recovered assuming , and neglecting the term (24) where and are the lumped specific heat and thermal conductivity, respectively.
D. Isothermal Models
By allowing (i.e., modeling the lattice as a distributed, perfect heat sink at the ambient temperature ), the isothermal versions of the FH, EB, and DD models are recovered from the corresponding thermal-coupled counterparts (T-FH, T-EB, and T-DD, respectively).
III. IMPLEMENTATION
All of the mentioned thermal models (T-FH, T-EB, T-DD) and their isothermal counterparts (FH, EB, DD) have been implemented in the framework of a single, highly flexible device simulation code [19] , exploiting generalized continuation, grid adaption and automatic jacobian calculation, and allowing for an arbitrary number of differential/algebraic equations in one spatial dimension and time. Several discretization schemes (including Scharfetter-Gummel [31] , pure one-sided and optimal upwinding [29] ) may be applied, while all equations are solved self-consistently applying the full-Newton method.
A. Boundary Conditions
The T-FH formulation is completed by imposing a set of coupled, mixed boundary conditions for the electron, hole and lattice temperatures , , and , accounting for the 3-D heat spreading through the metallization and the substrate by means of a geometrical transformation.
As it is not clear what the correct interface conditions are (e.g., for the carrier temperatures and heat fluxes at an abrupt heterojunction), this case has been simply treated as a limiting case of a heterojunction graded over a very short distance; no attempt has been made to account for thermoionic emission and tunneling. Altough this very simplistic assumption may lead to an overestimate of the emitter injection efficiency (and thus of the DC current gain) for abrupt HBT's, we are confident that even for those devices the conclusions we draw are qualitatively correct, as they are confirmed by the results obtained for graded HBT's where these limitations do not apply.
B. Discretization
The spatial discretization of advection-diffusion partial differential equations like (4) is difficult, and canonical finite elements methods results in spurious oscillations in regions of high fields unless very fine meshes are used [31] . For the driftdiffusion model, a stable yet accurate discretization technique known as Scharfetter-Gummel scheme after their proponents has been almost universally adopted ever since its formulation in 1969, with extensions to deal with EB model.
However the Scharfetter-Gummel approach cannot be applied to the hydrodynamic model unless the convective terms are treated as a perturbation, i.e., their dependence on the state variables is frozen at each step of the Newton method, which will degrade convergence in cases where their variation in space or time is important.
To avoid these difficulties, we used an alternative approach known in computational fluid dynamics as upwinding [31] , consisting of a Petrov-Galerkin method with asymmetric weight functions: this is equivalent to an explicit addition of numerical diffusivity to the original equations [32] , followed by the application of a standard Galerkin scheme.
In fact, recalling that we confine ourselves to steady-state, and denoting with the generalized diffusivity/mobility ratio (see Section IV-C), (4) can be written in scaled form as (25) We artificially enhanced the diffusivity discretizing with the Galerkin scheme the modified PDE (26) where is a generalized driving force, and is the local upwinding coefficient (27) It is useful to introduce the generalized potential , where is the electron affinity, such that, approximating the contribution due to the gradient of the effective mass, . This approximation is not used to replace in the r.h.s. of (26) , but only to evaluate the cell Reynolds number ; for a generic mesh element between nodes 1 and 2 (28) where denotes a difference between node 2 and node 1, and the constant can be tuned to control the amount of artificial diffusivity in low field regions.
For , a pure one-sided scheme is obtained; (optimal scheme) corresponds to the analogous for first order differential equations of the Scharfetter-Gummel discretization, providing zero nodal errors [31] for a uniform grid and constant coefficients.
As a test, we simulated a Si nin diode at 77 K: the optimal scheme was found [19] to effectively suppress the wiggles with a better accuracy than the pure one-sided scheme, since it locally minimizes the amount of numerical diffusivity required to reach stability. Our experience suggests easier Newton convergence when a nearly-optimal scheme when -is used: with such a choice, for both the canonical nin simulations and the much more numerically challenging HBT simulations, the reduction in the current induced by the discretization error is much lower than with the pure one-sided scheme used in [33] .
C. Software Approach
Traditionally, transistor designers have relied upon specialized device simulation programs. Such programs are well suited to production runs but it is often difficult to add or modify new model equations and terms. This is especially true for equations of a fundamentally different character like those in the FH model. As an experiment, we applied a "user friendly" interface to a very general 1-D PDE solver, which supports mixed systems of PDE's and ordinary differential equations (ODE's) as well as more general operators [33] . Here we outline the approach and discuss its advantages and disadvantages.
We use a modification of Schryer's POST program that includes finite-difference Jacobians, simple parameter continuation, appropriate upwinding, and adaptivity [34] . The formulation [35] is based upon a mixed set of PDEs/ODE's of the form (29) (30) subject to boundary conditions (31) (32) Here, is the vector-valued time and spatially dependent PDE solution and is the corresponding ODE solution, while and denote differentiation with respect to space and time, respectively. The and functions define the coupled system of PDE's while the equation represents ODE conditions. The nonlinear boundary conditions at the left and right ends are represented by and ; for "hyperbolic" transport equations only involving first-order derivatives, the code associates a single boundary condition with one end of the interval without a corresponding boundary condation at the other end.
The -th component of the PDE solution is represented in terms of B-splines of order as (33) then the Galerkin method, possibly with some form of upwinding, is applied to discretize the system (29), (30) , and the resulting nonlinear algebraic system is solved with the Newton method. For this approach is essentially equivalent to second-order finite differences.
This general PDE/ODE solver is powerful but can be difficult to use in its "native" mode (i.e., calling it via a FORTRAN or C driving program). A "one liner" interface based on the macro capabilities of the Bourne shell, AWK, and the MAPLE symbolic algebra package was developed [34] , [36] .
By using a symbolic algebra system, it is possible to derive explicit FORTRAN or C code for complex algebraic expressions; this obviates the need for the user to derive analytic derivative expressions and avoids the numerical accuracy problems associated with finite-difference derivative approximations. Here is a simple example; to solve a simple heat equation, , with specified at the left and right, on the interval [0,1] for time from 0 to 1, and with an initial state of 0, the user has to supply to the interface the following commands: vars "T" af "d Tx = Tt" bc "T=1 | T=0" x on 0 1 t on 0 1 u "0" ndx 25 dt 1e-10.
This formulation and the underlying code has been used successfully in several applications, so we have experimented its use in the field of device simulation implementing the transport models described in Section II.
For our applications, we wanted to simulate bipolar transistors in 1-D and needed to treat the base contact. The base current density was specified with an ODE variable, in the notation above; an algebraic condition (34) was applied via the ODE mechanism, where is the base contact location, is the hole density, accounts for the heterojunction, and is the potential. The hole continuity PDE was modified to smoothly apply the associated base current across the width of the base region. 
IV. RESULTS AND DISCUSSION
We applied our simulator to a variety of graded and abrupt HBT's based on different material systems, including Si/SiGe, AlGaAs/GaAs, and InP/InGaAs.
All the results presented here have been obtained with steady-state simulations, taking into account surface and bulk SRH, direct and Auger recombination. Impact ionization was found to have a minor effect for all devices under the investigated bias conditions ( V), and has therefore been neglected.
We have previously shown [37] that, even for a power interdigitated HBT where multi-dimensional geometrical effects might play an important role, the T-FH model reproduces fairly well the measured device behavior provided that parasitic effects (extrinsic base resistance and base-collector capacitance, emitter and collector series resistances) are properly taken into account. However, the simulator described in the previous section is not intended as a predictive tool for routinely device CAD, but rather as a flexible environment to easily perform comparisons between several PDE-based device models and to explore the implications of their approximations on the interpretation of some specific features.
Here, we present three examples of the simulator application in that direction: 1) analysis of the impact of nonlocal transport and of a detailed thermal description; 2) assessment of the importance of the convective terms; and 3) investigation of output Negative Differential Resistance (NDR). The first and the third topics are more closely related to thermal phenomena: thus they have been investigated on a power AlGaAs/GaAs HBT with a base-emitter junction linearly graded over 20 nm (see Table I for the layer sequence description).
As substantial self-heating tends to partially mask the effects of the convective terms, we also include results obtained with isothermal models on two different high-speed InP/InGaAs SHBT's. Both devices have a built-in field of about 27.5 kV/cm in the base; HBT has an abrupt baseemitter heterojunction (see Table II ), while HBT has a base-emitter junction linearly graded over 25 nm.
Since hot holes effects are expected to play a minor role in the electro-thermal behavior of such npn devices, we adopted the drift-diffusion model to describe hole transport.
In all the examples, the model formulations have substantial effects on potential, charge and/or thermal distributions within the device. These internal differences can manifest themselves to varying degrees on externally observable measures of device performance, and we concentrate primarily on comparisons on terminal characteristics, as these are ultimately the most relevant for device design.
A. Deficiencies of Simpler Models
As far as the purely electrical (i.e., isothermal) behavior is concerned, the main limitation of the DD model is, as well known, its inability to account for nonstationary transport, due to the implicit assumption of local and instantaneous equilibrium between the carrier temperatures and the electric field.
In particular for III-V HBT's velocity overshoot in the base and in the collector space charge regions considerably reduce the corresponding transit times, causing a higher cutoff frequency in the FH model than in the DD model (compare the curves labeled FH and DD, respectively, in Fig. 1 ). The total transit time has been calculated as (35) the cutoff frequency is then given by . For this AlGaAs/GaAs HBT, the impact of self-heating on the peak cutoff-frequency is even more dramatic (see the curves labeled T-FH and T-DD in Fig. 1) ; similar results have been found for the InP/InGaAs HBT's, except the role of nonstationary transport is enhanced, while that of self-heating was lower. Conventional macro-thermal models do not correctly locate the lattice heat sources, for the same reason that they cannot describe nonstationary transport, i.e., because they neglect the energy flux related to the electron and hole populations (Fig. 2) . Due to such fluxes, the lattice heat source profile is much smoother than suggested by the Joule term , with a maximum substantially displaced from the base-collector (B-C) to the collector-subcollector (C-SC) junction.
However it must be remarked that, even if the heat sources distributions are so remarkably different, under equal total power dissipation conditions the two models provide quite similar lattice temperature profiles; this is due to the spatial filtering action of the lattice heat equation, that is to the long lattice energy relaxation length. Because of this consideration, the main limitation of the macro-thermal models has to be considered their inappropriate description of carrier transport, rather than of self-heating.
In contrast with the results of Liou and co-workers [13] , no , where is the ambient temperature, is observed in the emitter, even though a substantial lattice cooling takes place.
To summarize, neither macro-thermal models (which neglect velocity overshoot) nor isothermal energy-balance or hydrodynamic models (which neglect self-heating) are suitable for an accurate simulation of state-of-the-art power HBT's.
B. Effect of Convective Terms
To simplify the comparison between the different models, we have not shown in the last paragraph the results for the EB model, which is similar to the FH model, except for the fact that it neglects the convective terms.
It is important to quantitatively assess the difference in the estimated device performance between the FH model and the EB model, since the latter is considerably easier to implement and faster to use within a general-purpose device simulation code.
Introducing the convective parameter , such that
it is possible to recover the EB model from the FH model simply reducing from 1 to 0. Due to the flexibility of the underlying software, the whole procedure is handled automatically, allowing a parametrization of the mixed PDE/ODE system where all the terms are treated consistently, and exactly the same physical models and discretization schemes are used for any value of . In this way a meaningful comparison of the model results can be performed, and it is also possible to analyze "intermediate" situations . It has to be remarked that for the numerical solution of the mixed PDE/ODE system is a very challenging task, on which ordinary finite element discretization methods will fail or produce spurious oscillations. Only the application of the nearly-optimal upwinding discretization scheme with a careful choice of allowed us to reach convergence to a physical solution under such conditions.
Changing at a constant base-emitter voltage, we found a very strong difference between the internal electron concentration and average velocity profiles for the two models, particularly in the base and in the collector space charge regions [29] .
However, this effect was found to be mainly due to a change of the effective injection conditions induced by .
This phenomenon can be observed in Fig. 3(a) , which shows the Gummel plot for the graded device (HBT b): it is clear that for a given base emitter voltage , when the convective terms are considered (filled symbols), both the base and the collector current are reduced with respect to the EB model results (hollow symbols). Since HBT devices are basically current-driven devices, such a reduction in the current for a given can be more properly interpreted as an increase of for a given current density, which in turn can be quantitatively expressed as an effective shift of the turn-on voltage . In Fig. 3(b) , we show the amount of as a function of the injection level, with as a parameter. As expected from visual inspection of Fig. 3(a) , the shift is nearly constant (about 10 mV) for the graded device, while decreses at higher injection currents for the abrupt device. Also, the dependence on the convective parameter is strongly nonlinear.
We found that if is changed at a fixed collector current density, rather than at a fixed base-emitter voltage, the differences in the internal density and velocity profiles are much lower [29] .
Since for a given the reduction in with is lower than for , the predicted DC current gain is smaller for the FH model than for the EB model. In particular, for the abrupt InP/InGaAs HBT [ Fig. 4(a) ], the gain is reduced by nearly 25% at low-medium injection, but no influence is found in high injection conditions, where the Kirk effect dominates. It has to be reminded that our model does not take into account the thermionic and tunneling contributions to the current at the abrupt base-emitter heterojunction, which would presumably have a strong impact on the absolute value of the current gain for the two models for this particular device; however, we expect that this approximation would not alter the qualitative trend shown. A similar behavior was found also for the graded HBT [ Fig. 4(b) ]: the EB model predicts a DC current gain only 10% too high at low injection, but a sensible reduction persists also in high injection conditions (nearly 4% at 52 kA cm , which corresponds to the peak cutoff frequency).
On the other hand, the convective parameter has only a modest influence on the cutoff frequency for the graded device [ Fig. 5(b) ], whose peak is overestimated by nearly 7% from the EB model, and almost no influence at all on the abrupt device [ Fig. 5(a) ].
In conclusion, the EB and FH model give similar internal velocity profiles when compared under the same current injection conditions; the simpler EB model underestimates the turn-on voltage, and provides too optimistic predictions for the DC current gain and slightly too high cutoff frequencies.
C. Output NDR Analysis
The performance of high-power HBT's can be severely limited by the onset of a DC Negative Differential Resistance (NDR) in the output characteristic. Although this effect is commonly ascribed to device heating, our simulations (see Figs. 6-9) point out that NDR might not be entirely due to thermal effects. By comparing the common-emitter ( ) curves for different nonisothermal transport models (Fig. 6) , we noticed that the nonstationary formulations appear to enhance the output NDR. Furthermore, the corresponding isothermal models (Fig. 7) result in a persistent NDR, thus suggesting that self- heating alone cannot explain such an effect. A detailed analysis of the different contributions to the current inside the collector layer revealed a significant component due to diffusion toward the base (driven by the strong electron temperature gradient), whose magnitude increases with the base-collector bias, while the drift current directed toward the collector contact is nearly constant. The collector current simulated by the isothermal DD model is flat due the assumption K. Recently [38] , an electrical mechanism for output NDR based on the dependence of the conduction band barrier height at the base-emitter junction has been proposed. However we found that, for a constant base drive current, the change in mainly appears at the base-collector junction, thus leaving the base-emitter barrier height nearly unchanged.
We investigated the origin of the electrical NDR by performing some numerical experiments under isothermal conditions. We noticed that, if in the EB model the carrier temperature is replaced by the lattice temperature in the high-field diffusivity/mobility ratio, (16) , NDR completely disappears; conversely, if the effective temperature is used instead than in the DD model, a very strong NDR is observed. In fact, in the latter case, the amount of NDR was even larger than for the EB model, since , as provided by the static field-temperature relationship (20) , strongly overestimates near the base-collector junction, and thus the amount of the thermal back-diffusion from the collector into the base.
Therefore, NDR appears to be closely related to the highfield diffusivity/mobility ratio.
In order to better describe the high-field diffusivity , the diffusivity/mobility ratio has been modified according to the empirical relationship (38) where is the fraction of electrons in the upper valley. As a result, the previously mentioned back-diffusion current (and thus the electrical NDR) is significantly reduced (see Fig. 8 ). Finally, we evaluated the impact of the modified Einstein relationship, (38) , in the nonisothermal case; we found that for this device the reduction of the electrical NDR is largely masked by the strong thermal NDR (Fig. 9) , so that the peak total (electrical thermal) negative conductivity is reduced only from about 24.6 to about 22.6 mS (for a 100 m emitter area device) according to the T-FH model (Table III) .
To summarize, for the investigated AlGaAs/GaAs HBT the output NDR is partly due to nonthermal causes, but the mechanism proposed in [38] plays a minor role; instead, the ratio in the collector layer has been found to significantly affect the amount of electrical NDR. According to this new interpretation, nonstationary electron dynamics is ultimately responsible for the decrease at high ; we expect that, for devices with substantial velocity oveshoot in the low-doped collector region, NDR cannot be entirely suppressed by a careful thermal design. Comparisons with simpler models confirm that accounting for the interplay between nonlocal and thermal effects is essential in understanding the device behavior and predicting its performance; however, even for high-speed devices, the inclusion of the convective terms results in a relatively minor change of the predicted current gain and cutoff frequency.
We have shown that NDR might be partially due to nonthermal mechanisms, and critically depends on the diffusivity/mobility ratio in the collector under nonlocal transport conditions. ACKNOWLEDGMENT
