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Abstract
We study nonlinear Neumann type boundary value problems related to ergodic
phenomenas. The particularity of these problems is that the ergodic constant ap-
pears in the (possibly nonlinear) Neumann boundary conditions. We provide, for
bounded domains, several results on the existence, uniqueness and properties of this
ergodic constant.
1 Introduction
In this article, we are interested in what can be called “boundary ergodic control problems”
which lead us to solve the following type of fully nonlinear elliptic equations associated
with nonlinear Neumann boundary conditions
F (x,Du,D2u) = λ in O, (1)
L(x,Du) = µ on ∂O, (2)
where, say, O ⊂ Rn is a smooth domain, F and L are, at least, continuous functions
defined respectively on O×Rn ×Sn and O×Rn with values in R, where Sn denotes the
space of real, n×n, symmetric matrices. More precise assumptions on F and L are given
later on.
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The solution u of this nonlinear problem is scalar and Du, D2u denote respectively
gradient and Hessian matrix of u. Finally, λ, µ are constants : µ, which is called below
the “boundary ergodic cost”, is part of the unknowns while λ is mainly here considered
as a given constant for reasons explained below.
In order to justify the study of such problems, we first concentrate only on the equation
(1), without boundary condition, i.e. on the case when O = Rn. In this framework, under
suitable assumptions on F , the typical result that one expects is the following : there exists
a unique constant λ such that (1) has a bounded solution. Such results were first proved
for first-order equations by Lions, Papanicolaou & Varadhan [37] (see also Concordel [22])
in the case of periodic equations and solutions. Recently, Ishii [31] generalizes these results
in the almost periodic case. General results for second-order equations in the periodic
setting are proved by Evans [25, 26]. Results in the evolution case, when the equation is
periodic both in space and time, were also obtained recently by Souganidis and the first
author [16] : the methods of [16], translated properly to the stationary case, are the one
who would lead to the most general results in the case of second-order equations. All these
results which hold for general equations without taking advantage of their particularities,
are complemented by more particular results in the applications we describe now.
The first application concerns the so-called ergodic control problems (either in the
deterministic or stochastic case). We refer to Bensoussan [17] for an introduction to such
problems and to Bensoussan & Frehse [18], Bagagiolo, Bardi & Capuzzo Dolcetta [7],
Arisawa [3, 4], Arisawa & Lions [6] for further developments in the Rn case and with
different types of pde approaches. In this framework, (1) is the Bellman Equation of the
ergodic control problem, λ is the ergodic cost and the solution u is the value function of
the control problem. In this case, both the uniqueness of λ and of u – which can hold
only up to an additive constant – is interesting for the applications. But it is rather easy
to obtain the uniqueness of λ in general, while the uniqueness of u can be proved only in
the uniformly elliptic case and is generally false.
A second motivation to look at such problems is the asymptotic behavior as t → ∞
of solutions of the evolution equation
ut + F (x,Du,D
2u) = 0 in Rn × (0,+∞) . (3)
A typical result here is the following : if there exists a unique λ such that (1) has a
solution (typically in the bounded solutions framework), then one should have
u(x, t)
t
→ λ locally uniformly as t→∞ .
Therefore the ergodic constant governs the asymptotic behavior of the associated evolution
equation and in good cases, one can even show that
u(x, t)− λt→ u∞(x) as t→∞ ,
where u∞ solves (1).
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Such results were obtained recently, for first-order equations, by Fathi [28, 29, 30]
and Namah & Roquejoffre [39] in the case when F is convex in Du ; these results were
generalized and extended to a non-convex framework in Barles & Souganidis [15]. To the
best of our knowledge, there is not a lot of general results in the case of second-order
equations : the uniformly elliptic case seems the only one which is duable through the use
of the Strong Maximum Principle and the methods of [16] which are used in the paper
to prove the convergence to space-time periodic solutions but which can be used to show
the convergence to solutions of the stationary equations.
The third and last application (and maybe the most interesting one) concerns homog-
enization of elliptic and parabolic pdes. This was the motivation of Lions, Papanicolaou
& Varadhan [37] to study these types of ergodic problems as it was also the one of Evans
[25, 26]. The ergodic problem is nothing but the so-called “cell problem” in homogeniza-
tion theory, λ being connected to the “effective equation”. We also refer the reader to
Concordel [23], Evans & Gomes [27], Ishii [31] for results in this direction. The connec-
tions between ergodic problems and homogenization are studied in a systematic way in
Alvarez & Bardi [1, 2] and completely clarified.
Of course, the same questions have been studied in bounded (or unbounded) domains
with suitable boundary conditions. For first-order equations, Lions [36] studies the er-
godic problem in the case of homogeneous Neumann boundary conditions, while Capuzzo
Dolcetta & Lions [21] study it in the case of state-constraints boundary conditions. For
second-order equations, we refer the reader to Bensoussan & Frehse [19] in the case of ho-
mogeneous Neumann boundary conditions and to Lasry & Lions [35] for state-constraints
boundary conditions. It is worth pointing out that in all these works, the constant µ does
not appear and the authors are interested in the constant λ instead.
The first and, to the best of our knowledge, only work where the problem of the con-
stant µ appears, is the one of Arisawa [5]. In this work, she studies two different cases :
the case of bounded domains which we consider here and the case of half-space type do-
mains which contains different difficulties; we address this problem in a forthcoming work
in collaboration with P.L. Lions and P.E. Souganidis. In the case of bounded domains,
we improve her results in several directions : generality and regularity of the equation
and boundary condition, possibility of obtaining results in degenerate cases, uniqueness
in more general frameworks, interpretation in terms of stochastic control problems and
connections of these types of ergodic problems with large time behavior of solutions of
initial value problem with Neumann boundary conditions. We are able to do so since we
use softer viscosity solutions’ methods.
It is worth pointing out that the role of the two constants are different : our main
results say that, for any λ, there exists a unique constant µ := µ(λ) for which (1)-(2)
has a bounded solution. Therefore the role played previously by λ is now played by µ.
To prove such a result, we have to require some uniform ellipticity assumption on F , not
only in order to obtain the key estimates which are needed to prove the existence of the
solution u but also because µ can play its role only if the boundary condition is “seen in
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a right way by the equation”. Indeed, the counter-example of Arisawa [5], p. 312, shows
that otherwise µ cannot be unique. This vague statement is partly justified in Section 6.
The proof of the existence of the solution relies on the C0,α estimates proved in [12];
in order to have an as self-contained paper as possible, we describe these results in the
Appendix. Here also the uniform ellipticity of F plays a role, at least in the case when
the Neumann boundary condition is indeed nonlinear. But if the boundary condition is
linear, some less restrictive ellipticity assumptions on F can be made : this is the reason
why we distinguish the two cases below.
An other question we address in this paper, are the connections with the large time
behavior of the solutions of the two different type of evolution problems
vt + F (x,Dv,D
2v) = λ in O × (0,+∞), (4)
L(x,Dv) = µ on ∂O × (0,+∞). (5)
and
wt + F (x,Dw,D
2w) = 0 in O × (0,+∞), (6)
wt + L(x,Dw) = 0 on ∂O × (0,+∞). (7)
In the case of (4)-(5), we show that the ergodic constant µ(λ) is characterized as the
only constant µ for which the solution v remains bounded. In the case of (6)-(7), the
expected behavior is to have t−1w(x, t) converging to a constant λ˜ which has to be such
that (1)-(2) has a solution for λ˜ = λ = µ(λ). We prove that, under suitable conditions,
such a constant λ˜, i.e. a fixed point of the map λ 7→ µ(λ), does exist and that we have
the expected behavior at infinity for w.
Finally we consider the case when the equation is the Hamilton-Jacobi-Bellman Equa-
tion of a stochastic control problem with reflection : this gives us the opportunity to
revisit the results on the uniqueness of µ in a degenerate context and to provide a formula
of representation for µ.
The paper is organized as follows. In Section 2, we prove the existence of u and µ in
the case of nonlinear boundary conditions while in Section 3 we treat the linear case. In
Section 4, we examine the uniqueness properties for µ together with its dependence in λ,
F and L; among the results of this part, there is the existence of λ˜. Section 5 is devoted
to present the results connecting the ergodic problem with the asymptotic behavior of
solution of some nonlinear problem. Finally we study the connections with stochastic
control problem with reflection in Section 6.
2 The case of nonlinear boundary conditions
To state our result, we use the following assumptions
(O1) O is a bounded domain with a W 3,∞ boundary.
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We point out that such assumption on the regularity of the boundary is needed both
in order to use the comparison results of [11] (here the W 3,∞ regularity is needed) and
the local C0,α-estimates of [12] (here a C2 regularity would be enough).
We denote by d the sign-distance function to ∂O which is positive in O and negative in
Rn \O. If x ∈ ∂O, we recall that Dd(x) = −n(x) where n(x) is the outward unit normal
vector to ∂O at x. The main consequence of (O1) is that d is W 3,∞ in a neighborhood
of ∂O.
Next we present the assumptions on F and L.
(F1) (Regularity) The function F is locally Lipschitz continuous on O × Rn × Sn and
there exists a constant K > 0 such that, for any x, y ∈ O, p, q ∈ Rn, M,N ∈ Sn
|F (x, p,M)−F (y, q, N)| ≤ K {|x− y|(1 + |p|+ |q|+ ||M ||+ ||N ||) + |p− q|+ ||M −N ||} .
(F2) (Uniform ellipticity) There exists κ > 0 such that, for any x ∈ O, p ∈ Rn,
M,N ∈ Sn with N ≥ 0
F (x, p,M +N)− F (x, p,M) ≤ −κTr(N) .
(F3) There exists a continuous function F∞ such that
t−1F (x, tp, tM)→ F∞(x, p,M) locally uniformly, as t→ +∞ .
For the boundary condition L, we use the following assumptions.
(L1) There exists ν > 0 such that, for all (x, p) ∈ ∂O × Rn and t > 0, we have
L(x, p+ tn(x))− L(x, p) ≥ νt . (8)
(L2) There is a constant K > 0 such that, for all x, y ∈ ∂O, p, q ∈ Rn, we have
|L(x, p)− L(y, q)| ≤ K [(1 + |p|+ |q|)|x− y|+ |p− q|] . (9)
(L3) There exists a continuous function L∞ such that
t−1L(x, tp)→ L∞(x, p) locally uniformly, as t→ +∞ .
Before stating and proving the main result of this section, we want to emphasize
the fact that the above assumptions are very well adapted for applications to stochastic
control and differential games: indeed (F1)-(L1) are clearly satisfied as soon as the
dynamic has bounded and Lipschitz continuous drift, diffusion matrix and direction of
reflection and when the running and boundary cost satifies analogous properties (maybe
these assumptions are not optimal but they are rather natural) while (F3)-(L3) are
almost obviously satisfied because of the structure of the Bellman or Isaac Equations
(“sup” or “inf sup” of affine functions in p and M).
Our result is the
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Theorem 2.1 Assume (O1), (F1)-(F3) and (L1)-(L3) then, for any λ ∈ R, there
exists µ ∈ R such that (1)-(2) has a continuous viscosity solution.
Proof. The proof follows the strategy of Arisawa [5]. For 0 < ε≪ α ≪ 1, we introduce
the approximate problem
F (x,Du˜,D2u˜) + εu˜ = λ in O, (10)
L(x,Du˜) + αu˜ = 0 on ∂O. (11)
1. It is more or less standard to prove that this problem has a unique continuous viscosity
solution using the Perron’s method of Ishii [32] and the comparison arguments of Barles
[11]; the only slight difficulty comes from the x-dependence of F which is a priori not
sufficient to obtain a suitable comparison. In the Appendix, we explain why the usual
approach does not work and we show how to overcome this difficulty by borrowing ideas
of Barles & Ramaswamy [14].
2. The next step consists in obtaining basic estimates on u˜. We drop the dependence of
u˜ in ε and α for the sake of simplicity of notations. To do so, we use the fact that O is
bounded and therefore we can assume without loss of generality that O ⊂ {x1 > 0}.
We introduce the smooth functions
u(x) = C(2− exp(−γx1)) , u(x) = −C(2− exp(−γx1)) .
Notice that u < 0 < u on O.
By using (F1) and (F2), one sees that, for γ and C large enough, one has
F (x,Du,D2u) ≥ F (x, 0, 0)
− KCγ exp(−γx1) + kCγ
2 exp(−γx1) > 0 ,
and
F (x,Du,D2u) ≤ F (x, 0, 0)
+ KCγ exp(−γx1)− kCγ
2 exp(−γx1) < 0 .
Next we consider maxO(u˜ − u) and minO(u˜ − u) which are achieved respectively at
x1, x2 ∈ O. Because of the above properties and since u˜ is a viscosity solution of (10)-(11),
these max and min cannot be achieved in O and, in any case, the “F” inequalities cannot
hold. The “L” inequalities lead to the estimates
αu˜(x) ≤ α(u(x)− u(x1)) + sup
O
|L(x,Du(x))| ,
and
αu˜(x) ≥ α(u(x)− u(x2))− sup
O
|L(x,Du(x))|
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for every x ∈ O. Thus for some positive constant C(F, L) (depending on F and L) we
have
||αu˜||∞ ≤ C(F, L) . (12)
3. Let x0 be any point of O and set v(x) = u˜(x) − u˜(x0) for x ∈ O. We claim that v
remains uniformly bounded as α tends to 0 if ε≪ α.
To prove the claim, we argue by contradiction assuming that M := ||v||∞ → ∞ as
α→ 0 and we set w(x) :=M−1v(x). The function w solves
M−1F (x,MDw,MD2w) + εw = M−1λ−M−1εu˜(x0) in O, (13)
M−1L(x,Dw) + αw = −M−1αu˜(x0) on ∂O. (14)
Moreover ||w||∞ = 1 and w(x0) = 0.
Since w is uniformly bounded, the C0,β regularity results and estimates of Barles &
Da Lio [12] apply and therefore w is uniformly bounded in C0,β, for any 0 < β < 1 (see
also the Appendix, for a description of these results) .
Using Ascoli’s Theorem, one may assume without loss of generality that w converges
uniformly to some C0,β-function w and taking (F3)-(L3) in account, the stability results
for viscosity solutions implies that w solves
F∞(x,Dw,D
2w) = 0 in O, (15)
L∞(x,Dw) = 0 on ∂O. (16)
Moreover ||w||∞ = 1 and w(x0) = 0.
We are going to show now that all these properties lead to a contradiction by Strong
Maximum Principle type arguments. Since w is continuous there exists x ∈ O such that
|w(x)| = 1.
We first remark that F∞ satisfies (F1)-(F2) as well and is homogeneous of degree 1;
therefore the Strong Maximum Principle of Bardi & Da Lio [8] implies that necessarily
x ∈ ∂O. In fact −1 < w < 1 in O.
We assume for example that w(x) = 1, the other case being treated similarly. To
conclude, we are going to use the following lemma.
Lemma 2.1 There exists r > 0 and a smooth function ϕ on B(x, r) such that ϕ(x) = 0,
ϕ(y) > 0 on ∂O ∩ B(x, r) \ {x}
F∞(y,Dϕ(y), D
2ϕ(y)) > 0 on B(x, r) , (17)
and
Dϕ(x) = kn(x) ,
with k > 0.
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The proof of this lemma is given in the Appendix; we show how to use it in order to
conclude.
Since Dϕ(x) = kn(x), we have L∞(x,Dϕ(x)) > 0. But ϕ is smooth and therefore, by
choosing θ < r small enough, we have also
L∞(y,Dϕ(y)) > 0 on B(x, θ) ∩ ∂O . (18)
On an other hand, by choosing τ > 0 small enough, we can have w(y) − τϕ(y) < 1 =
w(x) − τϕ(x) for y ∈ ∂B(x, θ) ∩ O. Indeed, for y close to ∂O, ϕ(y) > 0 while in O we
have w(y) < 1.
We deduce from this property that, if we consider maxB(x,θ)∩O(w−τϕ), this maximum
is necessarely achieved in B(x, θ)∩O and therefore it is a local maximum point of w−τϕ
but, taking in account the fact that F∞ and L∞ are homogeneous of degree 1, this is a
contradiction with the inequalities (17)-(18).
4. From step 3, the functions v are uniformly bounded and solve
F (x,Dv,D2v) + εv = λ− εu˜(x0) in O, (19)
L(x,Dv) + αv = −αu˜(x0) on ∂O. (20)
Using again the regularity results of Barles & Da Lio [12] (see also the Appendix), we
deduce that the functions v are also uniformly bounded in C0,β for any 0 < β < 1 and
by Ascoli’s Theorem, extracting if necessary a subsequence, we may assume that they
converge uniformly to a function u ∈ C0,β(O). Moreover, since αu˜ is also uniformly
bounded, we can also extract a subsequence such that −αu˜(x0) converges to some µ ∈ R.
In order to conclude, we just pass to the limit in (19)-(20) with a choice of ε such that
εα−1 → 0. 
3 The case of linear boundary conditions
We consider in this section the case when L is given by
〈Du, γ(x)〉+ g(x) = µ on ∂O, (21)
where the functions γ and g satisfies
(L1’) g ∈ C0,β(∂O) for some 0 < β ≤ 1 and γ is a Lipschitz continuous function, taking
values in Rn and such that 〈γ(x), n(x)〉 ≥ ν > 0 for any x ∈ ∂O, where we recall that
n(x) denotes the unit exterior normal vector to ∂O at x.
In this linear case, we are able to weaken the ellipticity assumption on F . In the
following, for q ∈ Rn, the notation qˆ stands for
q
|q|
.
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(F2’) (partial uniform ellipticity) There exists a Lipschitz continuous function x 7→
A(x), defined on O and taking value in the space of symmetric, definite positive matrix
and κ > 0 such that
(i) for any x ∈ ∂O, A(x)γ(x) = n(x),
(ii) for any x ∈ O, p ∈ Rn \ {0}, M,N ∈ Sn with N ≥ 0
F (x, p,M +N)− F (x, p,M) ≤ −κ〈Nq, q〉+ o(1)||N || ,
with q = Â−1(x)p and where o(1) denotes a function of |p| which converges to 0 as |p|
tends to +∞.
If γ ≡ n, this assumption is satisfied in particular if (formally)
FM (x, p,M) ≤ −κpˆ⊗ pˆ+ o(1) a.e. in O × R
n × Sn ,
where, as above, o(1) denotes a function of |p| which converges to 0 as |p| tends to +∞;
this means a non-degeneracy property in the gradient direction, at least for large |p|. This
corresponds to the choice A(x) ≡ Id. We recall that for all p ∈ Rn, p ⊗ p denotes the
symmetric matrix defined by (p⊗ p)ij = pipj.
In this case, unlike the uniform elliptic case, (F2’) is not enough to ensure a compar-
ison property for F , thus we add
(F4’) For any K˜ > 0, there exists a function mK˜ : R
+ → Rn such that mK˜(t)→ 0 when
t→ 0 and such that, for all η > 0
F (y, q, Y )− F (x, p,X) ≤ mK˜
(
η + |x− y|(1 + |p| ∨ |q|) +
|x− y|2
ε2
)
for all x, y ∈ O, p, q ∈ Rn and for all matrices X, Y ∈ Sn satisfying the following
properties
−
K˜
ε2
Id ≤
(
X 0
0 −Y
)
≤
K˜
ε2
(
Id −Id
−Id Id
)
+ K˜ηId , (22)
|p− q| ≤ K˜ηε(1 + |p| ∧ |q|) , (23)
|x− y| ≤ K˜ηε. (24)
Our result is the
Theorem 3.1 Assume (F1)-(F2’)-(F3)-(F4’) and (L1’) then, for any λ ∈ R, there
exists µ ∈ R such that (1)-(2) has a continuous viscosity solution.
We skip the proof since it follows readily the one of Theorem 2.1; we just point out
that the key C0,β-estimates follow from the linear case in [12] (see also the Appendix)
while the Strong Maximum Principle still holds under (F2’) as we pointed it out in the
Appendix.
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4 Uniqueness results for the boundary ergodic cost
In standard problems, the uniqueness of the ergodic cost is rather easy to obtain, while
the uniqueness of the solution u is a more difficult question. Here, even the uniqueness
of µ is a non obvious fact because µ appears only in the boundary condition and clearly
this boundary condition has to be sufficiently “seen” in order to have such a uniqueness
property. The counter-example of Arisawa [5] for first-order equations shows that, in the
cases where losses of boundary conditions can occur, µ is not unique in general.
To state the uniqueness result, we introduce the following abstract assumption
(U1) If w is an upper semicontinuous viscosity subsolution of (1)-(2), there exists a
sequence (wε)ε of upper semicontinuous functions such that lim sup
∗wε = w on O,
(1)
satisfying in the viscosity sense
F (x,Dwε, D
2wε) ≤ λε < λ in O, (25)
L(x,Dwε) ≤ µ+ oε(1) on ∂O. (26)
Our result is the
Theorem 4.1 Under the assumptions of either Theorem 2.1 or 3.1 and if (U1) holds,
if u1 is a subsolution of (1)-(2) associated to λ1, µ1 and if u2 is a supersolution of (1)-(2)
associated to λ2, µ2 with λ1 ≤ λ2 then necessarily µ1 ≥ µ2. In particular, for any λ, the
boundary ergodic cost µ is unique.
Proof. We argue by contradiction assuming that µ1 < µ2.
Let uε1 be a continuous function associated to u1 through assumption (U1) with ε
choosen in such a way that
L(x,Duε1) ≤ µ on ∂O,
where µ :=
1
2
(µ1 + µ2).
We consider maxO×O (u
ε
1(x) − u2(y) − ψα(x, y)) where for all α > 0 ψα is the test-
function built in [11] for the boundary condition L − µ (we recall that this test-function
depends only on the boundary condition).
Following readily the arguments of [11], one is led to the inequalities
F (x, p,X) ≤ λ1,ε < λ1 , (27)
F (y, q, Y ) ≥ λ2 , (28)
(1)We recall that the half-relaxed limit lim sup∗wε is defined by : lim sup
∗
wε(x) = lim sup
y→x
ε→0
wε(y) for any
x ∈ O.
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where (p,X) ∈ D2,+uε1(x) and (q, Y ) ∈ D
2,−u2(y). Then either the standard comparison
arguments or the arguments of [14] shows that
F (x, p,X)− F (y, q, Y ) ≥ oα(1) ,
and hence, by subtracting the inequalities (27) and (28), we have oα(1) ≤ λ1,ε − λ2 < 0.
We get the contradiction by letting α tends to 0. And the proof of the first part is
complete.
Of course, the uniqueness of the boundary ergodic cost follows since, if u and v are
two solutions of (1)-(2) with the same λ and roles with µ, µ˜ respectively, we can apply
the above result with u1 = u, µ1 = µ, λ1 = λ and u2 = v, µ2 = µ˜, λ2 = λ : this yields
µ1 ≥ µ2. But using that the two solutions play symmetric roles, we deduce immediately
µ = µ˜, i.e. the uniqueness of the ergodic cost. 
Remark 4.1 As the proof shows it, the result “µ1 ≤ µ2 ⇒ λ1 ≥ λ2” is easy to obtain
without assuming (U1), just as a straightforward consequence of the comparison argu-
ments. It is therefore true as soon as F and L satisfy the conditions of the comparison
result, i.e. under far weaker assumptions than the result of Theorem 4.1. The key point
in Theorem 4.1 is really the result “µ1 < µ2 ⇒ λ1 > λ2” .
Now we turn to the checking of (U1) which can be formulated in the following way.
Theorem 4.2 The boundary ergodic cost µ is unique in the two following cases
(i) under the assumption of Theorem 2.1,
(ii) under the assumption of Theorem 3.1 on F and of Theorem 2.1 on L, if F (x, p,M)
is convex in (p,M) and L(x, p) is convex in p.
It is worth mentionning that, in the case of the result (ii), we have the uniqueness of
µ for problems for which we do not have a priori an existence result.
Proof of Theorem 4.2. In order to apply Theorem 4.1, it is enough to check that (U1)
holds.
In the case when (F1)-(F2) holds, recalling that we may assume O ⊂ {x1 > 0}, we
set
wε = w − εϕ(x) for x ∈ O ,
where ϕ(x) := 2−exp(−σx1) for some σ > 0 choosen later. If e1 := (1, 0, · · · , 0), denoting
by ℓ(x) := exp(−σx1), we have
F (x,Dwε, D
2wε) = F (x,Dw − εσℓ(x)e1, D
2w + εσ2ℓ(x)e1 ⊗ e1)
≤ F (x,Dw,D2w)− κεσ2ℓ(x) +Kεσℓ(x) .
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By choosing σ > Kκ−1, the quantity −κεσ2ℓ(x) +Kεσℓ(x) becomes strictly negative
on O and we have F (x,Dwε, D
2wε) ≤ λε < λ. The checking for the boundary condition
is straightforward using (L2).
In the case when (F2’) holds, we cannot argue in the same way. We set
wε = (1− ε)w − εcϕ(x) ,
where ϕ(x) is defined as above and c > 0 will be chosen later. By the convexity of F , we
have
F (x,Dwε, D
2wε) ≤ (1− ε)F (x,Dw,D
2w) + εF (x,−cDϕ(x),−cD2ϕ(x)) .
To conclude, it is enough to show that we can choose σ and c in order that
F (x,−cDϕ(x),−cD2ϕ(x)) < λ, on O .
We have
F (x,−cDϕ(x),−cD2ϕ(x)) = F (x,−cσℓ(x)e1, cσ
2ℓ(x)e1 ⊗ e1) ,
and by (F2’)
F (x,−cσℓ(x)e1, cσ
2ℓ(x)e1 ⊗ e1) ≤ F (x,−cσℓ(x)e1, 0)
−κcσ2ℓ(x)
(
〈 ̂A−1(x)e1, e1〉
)2
+ cσ2ℓ(x)o(1) .
Finally by using (F1) and the fact that A is positive definite we get
F (x,−cDϕ(x),−cD2ϕ(x)) ≤ F (x, 0, 0) +Kcσℓ(x)
−Cκcσ2ℓ(x) + cσ2ℓ(x)o(1) ,
for some (small) constant C > 0 and o(1)→ 0 as c, σ →∞.We conclude by first choosing
σ large enough and then c large enough. The checking for L is done in an analogous way
and even simpler because we do not need a sign. 
Now we turn to an almost immediate corollary of the uniqueness
Corollary 4.1 Under the assumptions of either Theorem 2.1 or Theorem 3.1 and Theo-
rem 4.2(iii), the map λ 7→ µ(λ) is continuous and decreasing.
Proof. The solutions u := u(λ) of (1)-(2) we build in the proofs of Theorems 2.1 and 3.1
with the property u(x0) = 0 are bounded in C
0,β(O) for λ bounded. By Ascoli’s Theorem,
this means that the u(λ) are in a compact subset of C(O) if λ remains bounded. Using
this property together with the stability result for viscosity solutions and the fact that µ
is also bounded if λ is bounded by the basic estimates on αu of the existence proof, yields
easily the continuity of µ w.r.t λ. Here, of course, the uniqueness property for µ plays a
central role.
The monotonicity is a direct consequence of Theorem 4.1 since it shows that if λ1 ≤ λ2,
then necessarily µ(λ1) ≥ µ(λ2). Thus the result follows. 
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Corollary 4.2 Under the assumptions of Corollary 4.1, there exists a unique λ := λ˜ such
that µ(λ˜) = λ˜.
Proof. The map χ(λ) := λ − µ(λ) is continuous, strictly increasing on R and satisfies
χ(−∞) = −∞ and χ(+∞) = +∞. Hence the result is a direct consequence of the
Intermediate Values Theorem. 
We conclude this section by a result describing a little bit more precisely the depen-
dence of µ in F and L. Of course, since λ can be incorporated in F , this result gives also
informations on the behavior of µ with respect to λ but we argue here with a fixed λ. We
use the natural notation µ(F, L) to emphasize the dependence of µ in these two variables.
Theorem 4.3 If F1, F2 and L1, L2 satisfies the assumptions of Corollary 4.1 and if F1−
F2, L1 − L2 are bounded, there exists a constant C˜ > 0 such that
|µ(F1, L1)− µ(F2, L2)| ≤ C˜ (||F1 − F2||∞ + ||L1 − L2||∞) .
Proof. We start by the uniformly elliptic case.
We denote by u1 the solution associated to F1, L1 and µ(F1, L1). Applying readily the
computations of the proof of Theorem 4.2, it is easy to show that w := u1−k||F1−F2||∞ϕ
(ϕ being the function defined in the proof of Theorem 4.1) is a subsolution for the equation
F2. Moreover
L2(x,Dw) ≤ µ(F1, L1) + ||L1 − L2||∞ + C||F1 − F2||∞ ,
for some constant C. Applying Theorem 4.1, we deduce that
µ(F2, L2) ≥ µ(F1, L1) + ||L1 − L2||∞ + C||F1 − F2||∞ ,
and the result follows by exchanging the roles of (F1, L1) and (F2, L2).
For the convex, non uniformly elliptic case, we argue similarly but by taking this
time w := θu1 − (1 − θ)kϕ with k > 0 large to be chosen later and for some suitable
0 < θ < 1. Because of the convexity of F2, w satisfies for some λ > 0, C > 0
F2(x,Dw,D
2w) ≤ ||F1 − F2||∞ + θλ− (1− θ)Ck .
We choose k > 0 large enough and then θ in order to have
||F1 − F2||∞ + θλ− (1− θ)Ck = λ .
Next we examine the boundary condition : using again the convexity of L1, we obtain
L2(x,Dw) ≤ θµ(F1, L1) + (1− θ)Ck + ||L1 − L2||∞ .
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As above we deduce
µ(F2, L2) ≥ θµ(F1, L1) + (1− θ)Ck + ||L1 − L2||∞ .
In order to conclude, we have to play with k and θ. The above inequality can be rewritten
as
µ(F2, L2)− µ(F1, L1)− ||L1 − L2||∞ ≥ (1− θ)
[
Ck − µ(F1, L1)
]
,
and with the choice of k and θ
(1− θ) =
||F1 − F2||∞
Ck + λ
.
Finally
µ(F2, L2)− µ(F1, L1)− ||L1 − L2||∞ ≥ ||F1 − F2||∞
Ck − µ(F1, L1)
Ck + λ
,
and the conclusion follows by letting k to +∞. 
We conclude this section by showing that, under the hypotheses of Theorem 2.1, the
solution of (1)-(2) is unique up to additive constants.
Theorem 4.4 Under the assumptions of Theorem 2.1, the solution of the problem (1)-(2)
is unique up to additive constants.
Proof. Suppose by contradiction that u1 and u2 are two solutions of (1)-(2) associated
to λ and µ(λ), such that the function w := u1 − u2 is not constant.
We first show that w is a subsolution of a suitable Neumann problem; this is the
aim of the following lemma in which, for x ∈ ∂O, we denote by DTw(x) the quantity
Dw(x)− (Dw(x) ·n(x))n(x). DTw(x) represents the projection of Dw(x) on the tangent
hyperplane to ∂O at x. For X ∈ Sn, we use also the notation
M+(X) = sup
κId≤A≤KId
Tr(AX) ,
for the Pucci’s extremal operator associated to the constants K and κ appearing in as-
sumptions (F1) and (F2) respectively.
Lemma 4.1 Under the assumptions of Theorem 2.1, w = u1−u2 is a viscosity subsolution
of
−M+(D2w)−K|Dw| = 0 in O (29)
∂w
∂n
− C|DTw| = 0 on ∂O (30)
where C > max (K,
K¯
ν
), K, K¯, ν being the constants appearing in (F1) and (L1)-(L2) .
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We postpone the (sketch of the) proof of this lemma to the Appendix and conclude
the proof of Theorem 4.4. Using this lemma, the function w = u1 − u2 is a non-constant
viscosity subsolution of (29)-(30). To obtain the contradiction, we use the same arguments
as in the step 3 of the proof of Theorem 2.1 : by the Strong Maximum Principle, w cannot
achieve its maximum in O. But then Lemma 2.1 and the same arguments as in this step
3 leads to a contradiction. 
5 Asymptotic behavior as t→ +∞ of solution of non-
linear equations
We describe in this section two properties related on the asymptotic behavior of solutions
of parabolic equations which are connected to the boundary ergodic cost.
We first consider the evolution problem
χt + F (x,Dχ,D
2χ) = λ in O × (0,∞), (31)
L(x,Dχ) = µ on ∂O × (0,∞), (32)
χ(x, 0) = u0(x) in O . (33)
Theorem 5.1 Under the assumptions of Corollary 4.1, there exists a unique viscosity
solution χ of (31)-(32)-(33) which is defined for all time. Moreover, χ remains uniformly
bounded in time if and only if µ = µ(λ).
Proof. The existence and uniqueness of χ is a standard result. Only the second part of
the result is new. To prove it, we first assume that µ = µ(λ). If u is the solution of (1)-
(2), it is also a solution of (31)-(32)-(33) with initial data u and by standard comparison
argument
||χ(·, t)− u(·)||∞ ≤ ||u0 − u||∞ ,
which implies the claim.
Conversely, if χ is uniformly bounded, by considering the functions
χα(x, t) := χ(x, α
−1t) ,
for α > 0 small, it is straigntforward to show that
χ := lim sup∗χα and χ := lim inf∗χα ,
are respectively sub and supersolution of (1)-(2). A simple application of Theorem 4.1
shows that µ = µ(λ). And the proof is complete. 
We next consider the problem
φt + F (x,Dφ,D
2φ) = 0 in O × (0,∞), (34)
φt + L(x,Dφ) = 0 on ∂O × (0,∞), (35)
φ(x, 0) = φ0(x) in O, (36)
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where φ0 ∈ C(O).
Our result is the
Theorem 5.2 Under the assumptions of Corollary 4.1, there exists a unique viscosity
solution of (34)-(35)-(36) which is defined for all time. Moreover, as t→ +∞, we have
φ(x, t)
t
→ −λ˜ uniformly on O ,
where λ˜ is defined in Corollary 4.2
Proof. We denote by u˜ the solution of (1)-(2) associated to λ = λ˜ and µ = λ˜.
The existence and uniqueness of φ is a consequence of the results in [11]. Moreover,
since u˜ − λ˜t is a solution of (34)-(35), the comparison result for this evolution equation
yields
||φ(x, t)− u˜(x) + λ˜t||∞ ≤ ||φ0 − u˜||∞ .
Dividing by t and letting t tends to infinity provides the result. 
6 On ergodic stochastic control problems
We are interested in this section in control problems of diffusion processes with reflection.
The dynamic is given by the solution of the following problem in which the unknown is a
pair ((Xt)t≥0, (kt)t≥0) where (Xt)t≥0 is a continuous process in R
n and (kt)t≥0 is a process
with bounded variations{
dXt = b(Xt, αt)dt+ σ(Xt, αt)dWt − dkt , X0 = x ∈ O,
kt =
∫ t
0
1∂O(Xs)γ(Xs)d|k|s , Xt ∈ O , ∀t ≥ 0 ,
(37)
where (Wt)t is a p-dimensional Brownian motion for some p ∈ IN . The process (αt)t, the
control, is some progressively measurable process with respect to the filtration associated
to the Brownian motion with values in a compact metric space A. The drift b and the
diffusion matrix σ are continuous functions defined on Ω × A taking values respectively
in Rn and in the space of N × p matrices. We assume that both b and σ are Lipschitz
continuous in x, uniformly in α ∈ A. Finally γ satisfies the assumptions given in Section 3.
Under these assumptions, there exists a unique pair ((Xt)t≥0, (kt)t≥0) solution of this
problem, the existence being proved in Lions & Sznitman [38] and the uniqueness in Barles
& Lions [13].
Then we define the value-function of the finite horizon, stochastic control problem by
U(x, t) = inf
(αt)t
IEx
[∫ t
0
[f(Xs, αs) + λ]dt+
∫ t
0
[g(Xs) + µ]d|k|s + u0(Xt)
]
, (38)
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where IEx denotes the conditional expectation with respect to the event {X0 = x}, f is a
continuous function defined on O ×A which is Lipschitz continuous in x uniformly w.r.t
α ∈ A, g ∈ C0,β(∂O) and u0 ∈ C(O), λ and µ are constants.
Under the above assumptions, by classical results, U is the unique viscosity solution
of
Ut + F (x,DU,D
2U) = λ in O × (0,∞),
∂U
∂γ
= g + µ on ∂O × (0,∞),
U(x, 0) = u0(x) in O,
with
F (x, p,M) = sup
α∈A
{
−
1
2
Tr[a(x, α)M ]− 〈b(x, α), p〉 − f(x, α)
}
for any x ∈ O, p ∈ Rn and M ∈ Sn where a(x, α) = σ(x, α)σT (x, α). We are going to
use this Hamilton-Jacobi-Bellman type evolution problem both to study the stationary
ergodic problem (and, in particular, to revisit the result of Theorem 4.1 in a degenerate
context) and to connect the constant µ(λ) with the behavior of U as t→∞ in the spirit
of Theorem 5.1. Our result is the following.
Theorem 6.1 Under the above assumptions on σ, b, f , g and u0, we have
(i) For the stationary ergodic problem, the analogue of Theorem 4.1 (i.e. “µ1 < µ2 ⇒
λ1 > λ2”) is equivalent to the property
sup
x∈O
lim sup
t→+∞
(
inf
(αt)t
IEx
∫ t
0
d|k|s
)
= +∞ . (39)
In particular, under this condition, if µ(λ) exists for some λ ∈ R, it is unique.
(ii) If (39) holds, for any λ, there exists at most a constant µ(λ) for which U is uniformly
bounded.
(iii) We set
m(x, t) := inf
(αt)t
IEx
(∫ t
0
d|k|s
)
. (40)
Assume that (39) holds and that there exists a constant µ(λ) for which U is uniformly
bounded. If m(xn, tn)→ +∞ with xn ∈ O, tn → +∞, then
µ(λ) := − lim
n→+∞
{
inf
(αt)t
[(
IExn
[∫ tn
0
d|k|s
])−1
J(xn, tn, (αt)t)
]}
. (41)
where
J(xn, tn, (αt)t) := IExn
(∫ tn
0
[f(Xs, αs) + λ]dt+
∫ tn
0
g(Xs)d|k|s
)
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This result gives a complete characterization of µ(λ) when it exists and it points out
the conditions under which this constant is unique. In particular, (39) is a justification of
the idea that in order to have a unique µ(λ), the boundary condition has to be “sufficiently
seen”.
Of course, the weak part of this result is the existence of µ(λ): unfortunately, in this
case, we cannot have a better result than the uniformly elliptic case since (F2’) leads
to assume that the equation is uniformly elliptic. Indeed, if one considers (F2’) with
N = cq ⊗ q where q = Â−1(x)p and c > 0 is very large, then by dividing by c and letting
c tends to +∞, we are lead to
sup
α∈A
[
−
1
2
〈a(x, α)q, q〉
]
≤ −κ ,
since |q| = 1. In other words, for any x ∈ O and α ∈ A, 〈a(x, α)q, q〉 ≥ κ. Since this has
to be true for any p, hence for any q, this shows that the equation has to be uniformly
elliptic.
This uniform elliptic case is the purpose of the following corollary.
Corollary 6.1 Under the above assumptions on σ, b, f , g and u0 and if there exists
ν > 0 such that a(x, α) ≥ νId for any x ∈ O and α ∈ A, then (39) holds and for any
λ ∈ R, there exists a unique µ(λ) ∈ R for which U is uniformly bounded. This constant
µ(λ) is given by (41) and it is also the unique constant for which the associated stationary
Bellman boundary value problem has a solution.
We skip the proof of this result since it follows easily from either Theorem 2.1 or 3.1,
Theorem 4.1 and 4.2 and Theorem 6.1.
Before turning to the proof of Theorem 6.1, we want to point out that, in general,
even if (39) holds, m is not expected to converge to infinity uniformly on O, nor even
at any point of O. Indeed it is very easy, in particular in the deterministic case, to
build situations for which the drift is like n in a neighborhood of ∂O (and therefore the
trajectory are pushed to ∂O leading to (39)) while b can be identically 0 inside O and
therefore for such points ks ≡ 0. As a consequence of this remark, the admittedly strange
formulation of (iii) cannot be improved.
Proof. We first prove (i). We first assume that the analogue of Theorem 4.1 holds and
we want to show that (39) holds. We argue by contradiction assuming that it does not;
this implies that the function m defined in (40) is uniformly bounded. Indeed (39) is
clearly equivalent to
sup
x∈O
lim sup
t→+∞
m(x, t) = +∞ ,
and the function m is increasing in t.
We choose above f = g = u0 = 0. Arguing as in the proof of Theorem 5.1, we see that,
as t → ∞, m := lim inf∗m is a supersolution of the stationary equation with λ = 0 and
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µ = 1 while 0 is a solution of this problem with λ = 0 and µ = 0. This is a contradiction
with the assumption.
Conversely, if (39) holds, let u1 be an usc subsolution of the stationary problem associ-
ated to λ1, µ1 and u2 be a lsc supersolution of the stationary problem associated to λ2, µ2,
with µ1 < µ2. The functions u1 and u2 are respectively sub and supersolution of the
evolution equation (with, say, initial datas ||u1||∞ and −||u2||∞ respectively); therefore,
for any x ∈ O and t > 0
u1(x) ≤ inf
(αt)t
IEx
[∫ t
0
[f(Xs, αs) + λ1]dt+
∫ t
0
[g(Xs) + µ1]d|k|s + ||u1||∞
]
,
u2(x) ≥ inf
(αt)t
IEx
[∫ t
0
[f(Xs, αs) + λ2]dt+
∫ t
0
[g(Xs) + µ2]d|k|s − ||u2||∞
]
.
Let us take a sequence (xn, tn) ∈ O × (0,+∞) such that tn → +∞ and m(xn, tn)→ +∞
as n→ +∞. Let αn be an ε-optimal control for the “inf” in the u2 inequality with ε = 1.
Using also αn for u1 and subtracting the two inequalities, we obtain
(u1 − u2)(xn) ≤ IExn
∫ tn
0
[λ1 − λ2]dt+
∫ tn
0
[µ1 − µ2]d|k|s +O(1) .
In this inequality, by the definition of m, the k-term is going to −∞ since µ1 − µ2 < 0
but the left-hand side is bounded; so necessarily λ1 − λ2 > 0.
We next prove (ii). Suppose by contradiction that there are µ1 and µ2 such that
the corresponding value functions U1 and U2 defined by (38) are uniformly bounded in
O × [0,∞). We assume that µ1 > µ2. We have
U1(x, t)− U2(x, t) ≥ (µ1 − µ2) inf
(αt)t
(
IEx
∫ t
0
d|k|s
)
. (42)
By letting t→ +∞ we get a contradiction because of the condition (39).
We leave the proof of (iii) to the reader since it is an easy adaptation of the arguments
we give above. 
7 Appendix
7.1 A comparison argument using only (F1)-(F2)
The difficulty comes from (F1) and can be seen on a term like −Tr(A(x)D2u): in general,
one assumes that A has the form A = σσT for some Lipschitz continuous matrix σ and
the uniqueness proof uses σ in an essential way, both in the degenerate and nondegenerate
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case. Here we want just to assume A to be nondegenerate and Lipschitz continuous and
we do not want to use σ, even if, in this case, the existence of such σ is well-known.
In the comparison argument of [11], the only difference is in the estimate of the dif-
ference F (x, p,X)− F (y, q, Y ).
The key lemma in [14] to solve this difficulty is the following: if the matrices X, Y
satisfy (22) (with η = 0) then
X − Y ≤ −
K˜ε2
6
(tX + (1− t)Y )2 for all t ∈ [0, 1].
A slight modification of this argument allows to take in account the η term and yields
X − Y ≤ −
K˜ε2
6
(tX + (1− t)Y )2 +O(η) for all t ∈ [0, 1].
Now we show how to estimate F (x, p,X)−F (y, q, Y ). By using (F1)-(F2) together with
the above inequality for t = 0, we get
F (x, p,X)− F (y, q, Y ) ≥ F (x, p,X)− F (x, p, Y +O(η))
−K(|p− q|+ |x− y|(|p|+ ||Y ||) +O(η)
≥ κ
K˜ε2
6
Tr(Y 2)−K(|p− q|+ |x− y|(|p|+ ||Y ||) +O(η) .
In this inequality, the “bad” term is K|x−y|||Y || since the estimates on the test-function
does not ensure that it converges to 0. But this term is controlled by the “good term”
Tr(Y 2) in the following way: by Cauchy-Schwarz’s inequality
K|x− y|||Y || ≥ −κ
K˜ε2
6
Tr(Y 2)−O
(
|x− y|2
ε2
)
.
And this estimate is now sufficient since we know that
|x− y|2
ε2
→ 0 as ε→ 0.
7.2 Proof of Lemma 2.1
We use here argument which are borrowed from [8]. We prove the result under the weaker
assumption (F1)-(F2’).
Since O is a C2 domain, for s > 0 small enough, d(x − sn(x)) = s where d is the
distance to the boundary ∂O. We set x0 = x − sn(x) for such an s and we build a
function ϕ of the following form
ϕ(y) = exp(−ρs2)− exp(−ρ|y − x0|
2) ,
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where ρ has to be chosen later. Finally we choose r = s/2. Since s = |x − x0|, we have
ϕ(x) = 0 and if y ∈ ∂O ∩B(x, r)−{x}, |y− x0| ≥ s/2 and therefore ϕ(y) > 0. Moreover
Dϕ(y) = 2ρ(y − x0) exp(−ρ|y − x0|
2) ,
and by the definition of x0, Dϕ(x) = kn(x) with k = 2sρ exp(−ρs
2) > 0. Finally,
we compute F∞(y,Dϕ(y), D
2ϕ(y)). Using the notations ℓ(y) = 2ρ exp(−ρ|y − x0|
2) and
p(y) = y − x0, we have
F∞(y,Dϕ(y), D
2ϕ(y)) = F∞(y, ℓ(y)p(y), ℓ(y)Id− 2ρℓ(y)p(y)⊗ p(y)) .
By homogeneity, it is enough to have
F∞(y, p(y), Id− 2ρp(y)⊗ p(y)) > 0 .
We notice that, in B(x, r), p(y) does not vanish and (F2’) yields
F∞(y, p(y), Id− 2ρp(y)⊗ p(y)) ≥ 2κρ〈 ̂A−1(y)p(y), p(y)〉
2
+F∞(y, p(y), Id) + o(1)2ρ|p(y)|
2 .
In order to have the left-hand side positive, it is enough to choose ρ large enough. And
the proof is complete. 
7.3 Sketch of the Proof of Lemma 4.1
We just sketch the proof since we follow very closely the strategy of proof of Lemma 2.6
in Arisawa [5]. Let φ ∈ C2(O) be such that w − φ has a local maximum at x¯ ∈ O. We
suppose that x¯ ∈ ∂O, the case x ∈ O being similar and even simpler.
For all ε > 0 and η > 0, we introduce the auxiliary function
Φε,η(x, y) = u1(x)− u2(x)− ψε,η(x, y)− φ(
x+ y
2
)− |x− x¯|4 (43)
where ψε,η(x, y) is the test function built in Barles [11] relative to the boundary condition
(2). Let (xε, yε) be the maximum point of Φε,η(x, y) in O × O. Since x¯ is a strict local
maximum point of x 7→ w(x)− φ(x)− |x− x¯|4, standard arguments show that
(xε, yε)→ (x¯, x¯) and
|xε − yε|
2
ε2
→ 0 as ε→ 0.
On the other hand, by construction we have
L(xε, Dxψε,η(xε, yε)) > µ if xε ∈ ∂O ,
L(yε,−Dyψε,η(xε, yε)) < µ if yε ∈ ∂O .
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Moreover, if ζε,η(x, y) := ψε,η(x, y)+φ(
x+ y
2
)+ |x− x¯|4, by standard arguments (cf. [24]),
we know that, for every α > 0, there exist X, Y ∈ Sn such that
(Dxζε,η(xε, yε), X) ∈ J
2,+
O u1(xε) ,
(−Dyζε,η(xε, yε), Y ) ∈ J
2,−
O u2(yε) ,
and
−(
1
α
+ ||D2ζε,η(xε, yε)||)Id ≤
(
X 0
0 −Y
)
≤ (Id+ αD2ζε,η(xε, yε))D
2ζε,η(xε, yε) .
Now suppose that
∂φ
∂n
(x¯)− C|DTφ(x¯)| > 0 .
If xε ∈ ∂O, then, for ε small enough, we have
L(xε, Dxζε,η(xε, yε)) ≥ L(xε, Dxψε,η) +
1
2
(ν
∂φ(x¯)
∂n
−K|DTφ(x¯)|) + oε(1) > µ ,
while if yε ∈ ∂O
L(yε,−Dyζε,η(xε, yε)) ≤ L(yε,−Dyψε,η)−
1
2
(ν
∂φ(x¯)
∂n
−K|DTφ(x¯)|) + oε(1) < µ .
Therefore, if ε is small enough, wherever xε, yε lie we have
F (xε, Dxζε,η(xε, yε), X) ≤ λ ,
F (yε,−Dyζε,η(xε, yε), Y ) ≥ λ ,
By subtracting the above inequalities, using the above estimates on X, Y together with
the arguments of Subsection 7.1, the assumption (F1) and (F2) and the definition of the
Pucci’s extremal operator M+, by letting ε tend to 0, we are lead to
−M+(D2φ(x¯))−K|Dφ(x¯)| ≤ 0 ,
and the conclusion follows. 
7.4 The C0,α regularity results and estimates of [12]
As mentioned in the introduction, we describe in this section the results of [12] we are
using in this paper, in order to have an as self-contained article as possible. In fact, since
we use here global estimates (and not local ones), we can follow the remark at the end
of the second section in [12] and have results with a little bit weaker assumptions. Of
course, we reformulate the results of [12] in this global framework.
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These results concern nonlinear Neumann boundary value problems of the form{
F (x, u,Du,D2u) = 0 in O,
G(x, u,Du) = 0 on ∂O,
(44)
where O ⊂ Rn is a smooth, bounded domain, F and G are, at least, real-valued continuous
functions defined respectively on O × R× Rn × Sn and ∂O × R× Rn.
The assumptions are the following : on the domain, we require
(H1) (Regularity of the boundary) O is a bounded domain with a C2–boundary.
while the basic assumptions on F and G are the
(H2) (Growth Condition on F ) For any R > 0, there exist positive constants CR1 ,
CR2 , C
R
3 and functions ω
R
1 , ω
R
2 : R
+ → R such that ωR1 (0+) = 0 and ω
R
2 (r) = O(r)
as r → 0, and for any x, y ∈ O, −R ≤ u, v ≤ R, p, q ∈ Rn, M ∈ Sn and K > 0
F (x, u, p,M)− F (y, v, q,M +KId) ≤ ωR1 (|x− y|(1 + |p|+ |q|) + |p− q|)||M ||
+ωR2 (K) + C
R
1 + C
R
2 (|p|
2 + |q|2)
+CR3 |x− y|(|p|
3 + |q|3) .
and
(G1) For all R > 0, there exists µR > 0 such that, for every (x, u, p) ∈ ∂O× [−R,R]×R
n,
and λ > 0, we have
G(x, u, p+ λn(x))−G(x, u, p) ≥ µRλ , (45)
where n(x) denotes the unit outward normal vector to ∂O at x ∈ ∂O.
(G2) For all R > 0 there is a constant KR > 0 such that, for all x, y ∈ ∂O, p, q ∈ R
n,
u, v ∈ [−R,R], we have
|G(x, u, p)−G(y, v, q)| ≤ KR [(1 + |p|+ |q|)|x− y|+ |p− q|+ |u− v|] . (46)
Before formulating additional assumptions, we want to point out that (H2) is obviously
satisfied when (F1) holds.
These basic assumptions have to be complemented by a “strong ellipticity assumption”
which are different in the linear case, i.e. when G is an affine function of p, typically when
it is of the form
〈Du, γ(x)〉+ a(x)u(x) + g(x) = 0 on ∂O. (47)
and in the nonlinear case.
In the linear case, the “strong ellipticity assumption” is the following
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(H3a) Oblique-derivative boundary condition and ellipticity : there exists a
Lipschitz continuous function A : O → Sn with A ≥ c0Id, for some c0 > 0 such
that A(x)γ(x) = n(x) for every x ∈ ∂O, and for any R > 0, there exist LR, λR > 0
such that, for all x ∈ O, |u| ≤ R, |p| > LR and M,N ∈ S
n with N ≥ 0, we have
F (x, u, p,M +N)− F (x, u, p,M) ≤ −λR〈NÂ−1(x)p, Â−1(x)p〉+ o(1)||N || , (48)
where o(1) denotes a function of the real variable |p| which converges to 0 as |p|
tends to infinity.
Finally, on the boundary condition (47), we require
(H4) (Regularity of the boundary condition) The functions γ and a in (47) are
Lipschitz continuous on ∂O, 〈γ(x), n(x)〉 ≥ β > 0 for any x ∈ ∂O and g is is in
C0,β(∂O) for some 0 < β ≤ 1.
The result in the linear case is the
Theorem 7.1 Assume (H1)-(H2)-(H3a)-(H4). Then every continuous viscosity solu-
tion u of (44) with G given by (47) is in C0,α(O) for any 0 < α < 1 if β = 1 and with
α = β if β < 1. Moreover the C0,α–norm of u depend only on O, F , γ, a, g through
the constants and functions appearing in (H2)-(H3a), the C0,1–norm of γ and a, the
C0,β–norm of g and the C2–norm of the distance function of the boundary including the
modulus of continuity of D2d.
Now we turn to the nonlinear case where we assume uniform ellipticity, namely
(H3b) (Uniform ellipticity) For any R > 0, there is λR > 0 such that, for all x ∈ O,
−R ≤ u ≤ R, p ∈ Rn and M,N ∈ Sn such that M ≤ N , we have
F (x, u, p,M)− F (x, u, p, N) ≥ λRTr(N −M) .
For the nonlinear boundary condition, we require
(G3) For all R > 0 and M > 0 there is KR,M > 0 such that
|〈
∂G
∂p
(x, u, p), p〉 −G(x, u, p)| ≤ KR,M , (49)
for all x ∈ ∂O and for all p ∈ Rn, |p| ≥M, |u| ≤ R .
(G4) There is a function G∞ : ∂O × R× R
n → R such that
1
λ
G(x, u, λp)→ G∞(x, u, p) as λ→∞ . (50)
uniformly in (x, u, p).
24
The result in the nonlinear case is the
Theorem 7.2 Assume (H1)-(H2)-(H3b) and (G1)-(G4). Then every bounded con-
tinuous solution u of (44) is in C0,α(O) for any 0 < α < 1. Moreover the C0,α–norm of u
depend only on O, F , G, through the constants and functions appearing in (H2)-(H3b),
and in (G1)-(G4), the C2–norm of the distance function of the boundary including the
modulus of continuity of D2d.
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