Abstract-We present a novel frequency-domain framework for the identification of a multiple-input multiple-output (MIMO) system driven by white, mutually independent, unobservable inputs. The system frequency response is obtained based on singular value decomposition (SVD) of a matrix constructed based on the power-spectrum and slices of polyspectra of the system output. By appropriately selecting the polyspectra slices, we can create a set of such matrices, each of which could independently yield the solution, or they could all be combined in a joint diagonalization scheme to yield a solution with improved statistical performance. The freedom to select the polyspectra slices allows us to bypass the frequency-dependent permutation ambiguity that is usually associated with frequency domain SVD, while at the same time allows us compute and cancel the phase ambiguity. An asymptotic consistency analysis of the system magnitude response estimate is performed.
I. INTRODUCTION
T HE GOAL of blind -input -output ( system identification is to identify an unknown system driven by unobservable inputs, based on the system outputs, and subsequently use the system estimate to recover the input signals (sources). Blind identification of a multiple-input multiple-output (MIMO) system is of great importance in many applications since many problems can be formulated as MIMO identification problems. For example, in speech enhancement in the presence of competing speakers, an array of microphones is used to obtain multiple recordings, based on which the signal of interest can be estimated. The microphone outputs can be viewed as the outputs of a MIMO system representing the acoustic environment. MIMO models arise frequently in digital multiuser/multiaccess communications systems, digital radio with diversity, and multisensor sonar/radar systems [17] , [27] , [28] . They also arise in biomedical measurements, when recordings of a distributed array of sensors, placed on the skin, are used to pick up signals originating from inside the body.
The case of memoryless systems, i.e., systems whose coefficients are scale factors, excited by white inputs has been extensively studied via independent component analysis (ICA) (see [4] and references therein). That problem is also known as identification of instantaneous mixtures. ICA-based methods search for a linear transformation of the system output that minimizes the statistical dependence between its components. Solutions to the problem have been proposed based on minimization of contrast functions [5] - [7] or multilinear singular value decomposition (SVD).
In this paper, we are concerned with identification of systems with memory. A significant body of literature exists for identifying single-input-single-output (SISO) systems (see [18] and references therein) and single-input-multiple-output systems (SIMO) (see [20] and [25] and references therein). The literature for the general MIMO problem is a lot sparser. Some MIMO problems have been studied as an extension of SIMO approaches [12] , [24] , [28] , [29] based on higher order statistics of the system output. The identification of a MIMO system driven by i.i.d. inputs has been studied in [24] and [26] by imposing a parametric (ARMA, MA, or AR) model on the system response. For the same problem, a deflation-type approach was proposed in [28] that uses third-or fourth-order cumulants of the inverse filtered data at zero lag and is based on the SIMO method proposed in [22] . A somewhat different approach has been proposed in [5] and [16] , extending the concept of contrast minimization, which was initially introduced for the instantaneous mixture problem, to the convolutive mixtures case. A frequency domain approach that employs higher order frequency-domain correlations has been proposed in [1] .
The identification of MIMO systems excited by colored inputs requires additional assumptions on the mixing system, the most commonly used one imposing a cross-wise structure on the system (unity auto-channel). Both second-order [8] , [15] , [19] , [35] , and higher order statistics based methods [12] , [23] , [34] exist for this problem. The second-order statistics-based methods apply to strictly colored inputs and cannot be extended to the white input case. The higher order statistics based methods proposed for the same problem recover the mixing system up to an ambiguity or, equivalently, the inputs up to a filtering ambiguity. Special cases of MIMO systems with fewer sources than observations have been proposed in [10] and [11] . In addition, assuming that the input signals have the same known period, and under certain channel conditions, a method for separation of finite alphabet signals has been proposed in [31] and [32] .
In this paper, we present a novel frequency-domain approach for the identification of an , MIMO system driven by white mutually independent unobservable inputs. A closed-form solution for the system frequency response is obtained based on SVD of a matrix constructed based on the power-spectrum and slices of the third-or higher order polyspectra of the system output. By appropriately selecting the polyspectra slices, we can create a set of such matrices, each of which could independently yield the solution, or they could all be combined in a joint diagonalization scheme to yield a solution with improved statistical performance. Although frequency-domain SVD usually introduces frequency-dependent permutation and phase ambiguities, the proposed approach overcomes both ambiguities. The freedom to select the polyspectra slices allows us to bypass the frequency-dependent permutation ambiguity, while at the same time allows us compute and cancel the phase ambiguity. Finally, a system estimate is found within a constant permutation matrix, a diagonal matrix containing linear phase terms, and a diagonal matrix with scalar elements. An important feature of this frequency-domain framework is that it does not require explicit knowledge of the extent of the mixing system. The paper is organized as follows. The problem formulation is presented in Section II. Section III presents the proposed approach, starting with the white-input case and involving second-and third-order statistics of the system output and later generalizing the solution to be based on second-and higher order statistics. The generalization to the case is also discussed in the same section. In Section IV, we provide an asymptotic consistency analysis of the proposed algorithm. Some simulation results are presented in Section V, and finally, concluding remarks are presented in Section VI.
II. PRELIMINARIES
Let us start by considering the problem; later in next section, we will generalize our results to the case with . Let be a vector of statistically independent zero mean stationary sources, let be the impulse response matrix whose element is denoted by , let be the vector of observations, and let represent observation noise. All signals can be real or complex valued.
The MIMO system output equals (1) where is the length of the longest . Let denote discrete frequencies obtained by discretizing frequencies in with step , i.e., , . Let be an matrix whose element equals the -point ( ) discrete Fourier transform of at frequency , i.e., . Our goal is to estimate the channel matrix and use the estimate to subsequently recover the input sources. We are interested in a solution of the form (2) where column permutation matrix; constant diagonal matrix; diagonal matrix with integer elements. Matrices and effectively introduce a column permutation and a scaling ambiguity, respectively, to the source vector, whereas introduces circular shifts to the source signals. Throughout the paper, superscripts , and denote, respectively, transpose, Hermitian transpose, and complex conjugate of a matrix or a vector, and denotes the th-order cumulant of the random variables .
III. MIMO IDENTIFICATION FOR WHITE INPUTS

A. Using Second-and Third-Order Statistics
Let us assume the following. A1) Each , is a zero-mean, non-Gaussian, nonsymmetrically distributed, independent identically distributed (i.i.d.), stationary process with finite up to third-order moments and nonzero skewness.
A2)
The s have unit variance for . A3) The mixing channels are generally complex. The matrix is invertible for all s, i.e., , . In addition, there exist a nonempty subset of s, denoted by , and a nonempty subset of the indices , denoted , so that for and , the th row of matrix has elements with magnitudes that are mutually different.
A4)
, are zero-mean Gaussian stationary random processes, mutually independent, and independent of the inputs with variance . Assumption A1) guarantees that the third-order cumulants of the system outputs exist and are nonzero. Assumption A2) effectively introduces a scaling in the columns of , which is tolerable. The necessity of assumption A3) will become obvious when the estimation method is outlined. We should note here that time-domain methods require A1), A2), and A4) but not A3). Assumption A3) requires that there will be at least one output for which the corresponding cross channels will be mutually different for at least one frequency.
We should also emphasize that the channels need not be FIR. In the case they are ARMA or AR, we will be recovering their frequency response or, via an inverse Fourier transform, the FIR approximation of their impulse response.
Let the cross-correlation matrix of signal vector be
Then, the cross power spectrum of the received signals equals
Let be a complex matrix defined by the prewhitening operation (6) The existence of is guaranteed by assumption A3). Based on the assumption of i.i.d. input signals, the cross cumulant of the received signals , , equals
where is the skewness of input , i.e., . The cross-bispectrum of , , , which is defined as the two-dimensional (2-D) discrete Fourier transform of , equals (8) Let us now define a matrix , whose th element is equal to . Then, from (8), we get
Let us also define as (10) Combining (6) and (10), we get
where (12) It can be easily verified using (6) that is an orthonormal matrix, i.e., (13) Although the elements of the diagonal matrix in (11) are complex, (11) can be viewed as SVD of . The complex diagonal matrix can be decomposed to product of a non-negative diagonal matrix representing the magnitude and a complex diagonal matrix representing the phase. The latter diagonal matrix can be incorporated in either or . For each , let us take so that and take as well. Assumption A3) guarantees that has distinct singular values; thus, is unique up to a column permutation and phase ambiguities. Since all SVDs use the same ordering of singular values, the column permutation is the same for all s.
Although and could take any value in and , respectively, the corresponding s cannot be easily combined to obtain a more robust solution, as each set of s and s corresponds to a different permutation matrix. An alternative approach to utilize the redundant information can be based on the ideas of joint diagonalization, which was proposed in [2] and [3] , for ICA. Joint diagonalization of several matrices, i.e.,
, is a way to define an average eigenstructure shared by the matrices. If the matrices are given in the form , where is a unitary matrix and each is a diagonal matrix, then the criterion defined as off (14) where off denotes the sum of the square absolute values of the nondiagonal elements of , reaches its minimum value at , and at the minimum, . In the case where the matrices are arbitrary, an approximate joint diagonalizer is still defined as a unitary minimizer of (14) [3] .
These ideas can be applied for the joint diagonalization of the matrices defined as
where Diag . Thus, can be found as the matrix that minimizes (14) over all possible s and all s and satisfies . However, a phase ambiguity still exists since if is a joint diagonalizer, so is matrix , where is a real diagonal matrix.
B. Resolving the Phase Ambiguity
Let be the eigenvector matrix obtained via joint diagonalization or SVD. It holds that (17) where as defined in (12) . Let us define (18) The solution could be used in an inverse filtering scheme to decouple the inputs but would leave a shaping ambiguity in each input. To obtain a solution according to (2), we need to eliminate the phase ambiguity. 
where is any of the discrete frequencies , . Based on properties of permutation matrices, it can be seen that is a diagonal matrix. The following relation holds for the phases of the quantities involved in (19) : (20) where (21) and Diag (22) with both and being diagonal. At this point " " denotes phase taking any value in , as opposed to modulo phase. Summing up (20) over all discrete frequencies, i.e., , , yields a zero left-hand side; thus, we get (23) which implies that can actually be computed from . Let and denote the element of matrices and , respectively. Let us also define the vectors
The following proposition provides a solution of (20) • denotes a vector whose elements are equal to 1; • matrix is a full-rank sparse matrix, where each row contains at most two nonzero elements equal to 1 and is defined as follows.
The first row contains a " 1" at the first column and a "1" at the th column. The th row contains only one nonzero elements, i.e., a " 1" in the th column. The th row , contains a " 1" at the th column and a "1" at column modulo . Proof: See the Appendix. Although (26) provides a closed-form solution for , and thus for , it is not a convenient formula for phase computation. Ideally, we would like the phase expression to involve the modulo phases only so that no phase unwrapping is necessary. It turns out that can actually be based on modulo phases, and this is due to the special properties of matrix . Such phase computation is introduced in the following proposition.
Proposition 2: Let (27) where (28) with denoting the modulo phase corresponding to , and (29) Then (30) where is a vector of size with integer elements, and is some integer.
Proof: See the Appendix. Based on Proposition 2, a system estimate defined as (31) where is a constant integer diagonal matrix, equals within a constant permutation matrix, a constant diagonal matrix, and a linear phase term.
To see the effect of the estimate of (31) on the inputs, let us consider an inverse filter operation (32) Thus, the result of the inverse filtering is a vector whose elements are the input signals multiplied by the diagonal elements of the permuted matrix .
C. Using Second and th-Order Cross-Polyspectra ( )
The th-order cross cumulant of the received complex signals equals [18] (33)
Note that in the definition of cross cumulant, all the even indexed signals are conjugated. The th-order cross spectrum, which is defined as the Fourier transform of , equals [18] 
where is the th-order cumulant of . Let denote a matrix whose th element is equal to . From (34), we get (35) where Diag Let us define (36)
Combining (12), (35) , and (36), we have (37) Since the matrix is orthogonal, the above equation represents the SVD of .
By selecting and so that , are nonzero and mutually different, matrix has full rank. Thus, performing SVD for all s, we can get the singular vector matrix . Again, there is no frequency-dependent permutation ambiguity involved in the computed singular vector matrix, and can be computed within a phase ambiguity as in (17) .
A joint diagonalization approach could also be used in this case. The remaining phase ambiguity can be resolved along the lines of the third-order case, based on the modulo-phase of (38) where is defined as in (18) .
D. Extension to MIMO Identification ( )
Let us consider the case of input and output signals, with . The system transfer function matrix is now an matrix, and the cross power spectrum matrix becomes an matrix with rank . In such a case, the prewhitening matrix can be defined as the pseudo inverse square root of . Similarly, we can construct the cross bispectrum matrix as in (9) and define as in (10) . In this case, is also rank , and its singular subspace now becomes (39) where is the -column signal subspace, and is the -column noise subspace. Then, the system transfer function can be estimated based on instead of .
IV. ASYMPTOTIC CONSISTENCY ANALYSIS
In this section, we provide some preliminary analysis of the behavior of the obtained magnitude response as the total data-length increases to . For simplicity, we consider the case where we have more outputs than inputs, we know the number of inputs in advance, and there is no noise in the observations. Cross power spectrum and cross bispectrum are used in the estimation. In this case, the magnitude frequency response can be obtained from (18) as (40) In the sequel, we show that for each , the expected value of the Frobenius norm of the magnitude error, i.e., , tends to zero as the total data-length tends to .
Let us assume that the cross power spectrum estimate is obtained based on the Blackman-Tukey method using crosscorrelation windows of size . Then 
This means that and are also asymptotically unbiased and consistent estimators.
B. Error in
Based on the estimate of and , the estimate of is
The first-order error term corresponding to (47) equals
Combining (46) and (44) yields that is an asymptotically unbiased and consistent estimator of .
C. Error in
Let and represent, respectively, the left singular vector matrices corresponding to the signal and noise subspaces of .
Due to the presence of in , the perturbed equals [14] , [30] (49)
where, for first-order perturbation, equals (50)
D. Error in
The first-order error term of the estimated is given by
Using the properties of the Frobenius norm, we can have
Since and tend to zero as tends to , then, we can say that the tends to zero as . Thus, the magnitude of can be estimated asymptotically consistently within a constant permutation and unknown linear phase ambiguity.
V. SIMULATIONS
The scope of this section is to 1) demonstrate the performance of the proposed closed form solution versus data length and signal-to-noise (SNR) ratio; 2) demonstrate how the performance of the closed solution can be improved by various optimization schemes; 3) provide comparisons with existing time-domain methods proposed for the same problem. Throughout this section, the cross-polyspectra was estimated via the indirect class method [18] , and the sample cross-cumulant sequence was windowed by the Kaiser window [18] . The data length used to obtain the cross-cumulant estimates is denoted by , whereas the size of the DFT used in the computation of the power spectrum and polyspectra is denoted by . Throughout the experiments, it was taken to be .
A. Performance of Proposed Closed-Form Solution
The estimation method tested here consists of the following steps. S1) Estimate the cross power spectrum matrix based on , and then, compute and using (6) . Assuming the noise variance is known, can be computed as the inverse square root of , whereas can be estimated as the square root of . In our simulations, however, we computed as the inverse square root of .
S2)
Select a set of s and s so that the distance between the corresponding singular values are far from each other. For the selected and , estimate the cross polyspectra matrix (if third-order cumulants are used for the estimation). Then, construct the whitened cross polyspectra matrix based on (10). S3) Estimate the orthogonal matrix using SVD on one matrix or using joint diagonalization of a series of matrices for the ( ) pairs found in the previous step. S4) Compute via (18) . S5) Solve the phase ambiguity by estimating the based on the formula of Proposition 2. Any , can be used, as long as and are coprime integers. S6) Obtain system estimate as in (31), and take the inverse Fourier transform to compute the system impulse response . Since we do not know the channel order in advance, we truncated the inverse Fourier transform of the estimated to an extended channel length . Proper alignment of the estimated channel impulse response with the true impulse response was performed for statistical purposes. As a performance index for the estimated MIMO channel impulse response, we here used the normalized mean-square error (NMSE). For Monte Carlo runs, the NMSE for subchannel is defined as [28] NMSE (53)
The overall NMSE (ONMSE) is obtained by averaging over all subchannels ONMSE NMSE (54)
Example 1: was taken to be a nonminimum phase system with transfer function, shown in (55) at the bottom of the page. The inputs were mutually . From all the possible ( , ) pairs, "good" pairs were chosen based on the distinctness of the singular values of the corresponding matrix . The joint diagonalization was performed using the JADE algorithm [2] , the code for which was downloaded from http://www.tsi.enst.fr/~cardoso/jointdiag.html. Our experience with simulations indicated that the estimation improves greatly when using joint diagonalization rather than one single SVD.
In this example, we set the extended channel length to . Fig. 1 illustrates the estimated magnitude and phase frequency responses, as well as the estimated impulse response, corresponding to SNR 10 and data length .
Example 2:
was taken to be a nonminimum phase system with transfer function, shown in (56) at the bottom of the page. The inputs were mutually independent, zero-mean i.i.d. signals, exponentially distributed. Additive zero-mean white Gaussian noise of identical variance was added to the outputs. The estimation was carried out using second-and third-order statistics. The extended channel length was taken to be . The estimation results, which were obtained based on 50 independent input and noise realizations, corresponding to data length and SNR 10 and 20 dB, are illustrated in Fig. 2(a) and (b) , respectively. Comparing Figs. 1 and 2, we can see that the estimation improves when we have access to more outputs than inputs.
Estimation was also carried out using second-and fourth-order statistics. Results based on 50 independent input realizations with data length and SNR 20 dB are shown in Fig. 3 . As expected, the estimation errors tend to increase when the polyspectra order involved is increased.
B. Performance Improvement 1) Improving Estimation of
: Since is the inverse square root of the cross-power spectrum matrix , its estimation precision depends greatly on the condition number of the . For frequencies corresponding to high condition numbers of , can be estimated as the pseudo inverse square roots of . Those frequencies can be determined beforehand by comparing the condition number of the estimated against a threshold. Through simulations, we found that by interpolating the estimated at those high condition number frequencies, we can improve the estimation greatly. Since is the square root of , its estimation is much better than the estimation of . 2) Selection of Cross-Polyspectra Slices: Let us discuss the third-order statistics case; the th-order extension can be easily drawn from the following discussion.
An important issue is the selection of the index (output index) and the frequency to be used in the construction of matrix . Since the robustness of SVD depends critically on the distance between the singular values, ideally, we would like the selected and to result in , , which are as far apart from each other as possible, and the smallest value is as large as possible. Assuming no infor- mation about the channels, there is no way to know in advance how to select these values. We can only approximately guarantee that by choosing both and from a high amplitude region of the output spectra. To enforce the singular values being different, we can do an exhaustive search. By first estimating the number of inputs as the effective rank of cross power spectrum matrix , we can perform SVD on for all s and all integer s ( ) and compute the minimum distance between the biggest singular values, e.g.,
. At the end, the to be used in the estimation are chosen as the pair that maximize . For better estimation results, the joint diagonalization should be performed on a set of matrices that are selected so that the distance between their eigenvalues is above some threshold. The matrix corresponding to the best slice is used to define the constant permutation.
3) Decoupling of Inputs Followed by SISO Equalization:
of (18) can be used to decouple the input signals, leaving a shaping ambiguity in each input. Although the phase ambiguity can be computed, at this point, its estimation is based on single polyspectra slice. Due to the linear-phase ambiguity, it would be difficult to combine phase estimates corresponding to different slices. In certain cases, it is preferable to use for decoupling the inputs, instead of using the phase estimate, and subsequently apply one of the existing SISO methods to recover each input.
Example 3: To show how the estimation results improve when the above optimization schemes are used, we provide the following example.
The MIMO channel was taken to be the same as in Example 1. The input signals were taken to be single-sided and exponentially distributed, and the observation noise was white and Gaussian at SNR 20 dB. The extended channel length . We compared four different methods.
• Method 1: the method described in Section V-A based on SVD and a single slice of the cross-bispectrum; • Method 2: the method described in Section V-A based on joint diagonalization "good" slices of the crossbispectrum selected using the method described above; • Method 3: method 2 with smoothing; • Method 4: decoupling followed by SISO equalization method. For the SISO equalization method, we here used the MIMO equalization method proposed in [28] and simplified it to SISO case.
Three different signal lengths were considered, i.e., 2048, 4096, and 8192. The obtained ONMSE is shown in Table II , where it can be seen that estimation improves when more polyspectra slices are used and that the method 4 performs better than the others. 
C. Comparisons with Existing MIMO Methods
We here provide comparison results between the proposed approach against the method of [28] . The method of [28] is a deflation-type approach, where the input sequences are extracted and removed one by one, and at the end, the system is estimated based on the system output and the estimated input. This is probably one of the few time-domain methods that are not sensitive to channel length mismatch.
Example 4: In an attempt to make a channel independent comparison, we tested the two algorithms on 100 randomly generated MIMO systems of length . The zeros of the MIMO systems were uniformly distributed inside the circle with radius 1.6, which makes the MIMO systems nonminimum phase systems in most cases. For each MIMO system, 20 Monte Carlo runs were implemented. The source signals were generated randomly with single-side exponential distribution, and third-order cumulants were used in the estimation. We took , and the observation noise was Gaussian at SNR 20 dB. The extended channel length was taken to be . Proper alignment with the true impulse response was needed in both methods for statistical purposes. The ONMSE figures for the 100 different MIMO systems generated by method 4 and that of [28] are given in Fig. 4(a) . In implementing the method of [28] , a key parameter is the equalizer length. In our simulations, we set it to be 15 taps long since this was the choice used in the examples of [28] and since this value produced good results in most cases. To further test the performance of the two methods, a lower bound of ONMSE was generated for the case of known input. Fig. 4(a) shows the proposed approach performs well in all cases, whereas the method of [28] exhibits high error in certain channels. After the first input signal is equalized and extracted from the observed signals, due to residual errors, the equalization of the remaining signals still converge to the first extracted signals. To make the comparison result more clear, the cumulative probability function of the ONMSEs corresponding to the lower bound, the proposed method, and the method of [28] is shown in Fig. 4(b) . For the cases that worked, the comparison method provided in general better ONMSEs at high SNRs and shorter data lengths. We should also note here that although the proposed approach requires an additional assumption, i.e., A3), this assumption did not appear to be a problem for any of the 100 randomly selected channels.
VI. CONCLUSIONS
We proposed a novel system identification approach that recovers a MIMO system, excited by white unobservable in- [28] for 100 randomly generated 2 2 2 channels in terms of the overall normalized mean-square error, 20 Monte Carlo runs for each channel. Solid line is the proposed polyspectra-based method, the dash dotted line is the ONMSE figure of the method of [28] , and the dashed line is the lower bound. (b) Cumulative probability function of the ONMSEs corresponding to lower bound (dashed line), proposed method (solid line), and the method of [28] (dash dotted line).
puts, within a scaling, frequency-independent permutation, and linear-phase ambiguity. The estimation was obtained based on SVD of a matrix constructed based on second and higher order spectra of the system output. The advantages of the method stem from the fact that we are operating in the polyspectra domain. Mixing system length information is not required. Although some upper bound of system lengths is needed for the efficient estimation of cumulants, system length does not enter directly into the formulae. The redundancy induced by the polyspectra slices allowed us to avoid frequency permutation ambiguity that is usually associated with frequency domain SVD and enabled us to improve the statistical performance of the system estimate by joint diagonalizing a set of matrices instead of using a single SVD. Our experience with simulations suggest that even at low SNR, the estimation of , which leads to the magnitude of , is pretty robust. On the other hand, the estimation of the phase ambiguity is more sensitive. Our future work will concentrate on improving phase estimation by considering more than one polyspectra slice.
Using first-order perturbation analysis, we showed that the magnitude system response is asymptotically consistent.
APPENDIX
A. Proof of Proposition 1
Equation (20) can be written in matrix form as (57) where denotes a vector whose all elements are equal to 0, except the th element, which is equal to 1.
An example of matrix corresponding to and is given next:
(58) Matrix has some important properties:
P1)
is nonsingular if and only if and are relatively prime integers. Furthermore, if is nonsingular, then [21] . P2) It can be easily verified that for and coprime, it holds that 
B. Proof of Proposition 2
Let us substitute in (26) with its principal argument, i.e., , and with defined in (29) . We get (61) where is an vector with integer elements, and is some integer.
For
, it holds that mod mod integer (62)
where mod denotes modulo , , and are integers. Although we do not have a formal proof for (63), the above relationship can be easily verified via Matlab.
Using property P3) and (63), the right-hand side terms of (61) 
C. Proof of (46)
For a positive definite Hermitian matrix , there exists a unitary matrix and a positive definite diagonal matrix such that (spectral factorization of ). Let the square root of be , and let be perturbed by a matrix . Then, will be perturbed by such that . By dropping the second-order perturbation , we get . Let and . Then, satisfies . Let , be the th elements of and , and let be the th diagonal element of . Then, . Taking the Frobenius norm, we get [9] (66)
where .
D. Proof of (45)
First, we introduce Frechet derivative [9] of matrix inverse
The Frechet derivative of is . Let the inverse square root of be . Then, we get . By dropping off the second-order perturbation, we get . With the same mathematical manipulations as in the proof of (46), we get (68)
