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Time evolution and scattering simulation in phenomenological models are of great interest for testing
and validating the potential for near-term quantum computers to simulate quantum field theories. Here,
we simulate one-particle propagation and two-particle scattering in the one-dimensional transverse Ising
model for 3 and 4 spatial sites with periodic boundary conditions on a quantum computer. We use
the quantum Lanczos algorithm to obtain all energy levels and corresponding eigenstates of the system.
We simplify the quantum computation by taking advantage of the symmetries of the system. These
results enable us to compute one- and two-particle transition amplitudes, particle numbers for spatial
sites, and the transverse magnetization as functions of time. The quantum circuits were executed on
IBM 5-qubit superconducting hardware. The experimental results with readout error mitigation are in
very good agreement with the values obtained using exact diagonalization.
INTRODUCTION
The Ising model is a quintessential spin system within
which one can simulate and study many-body interactions.
The model allows for simulating spin-spin physics and the
calculation of properties such as magnetization and spin-
frustration. It also serves as a useful arena for the study of
more complex quantum field theories on a lattice. For ex-
ample, scattering in a spin system on a lattice holds many
parallels with scattering between particles in high energy
physics experiments [1–5]. Computing scattering and tran-
sition rates, and other physical quantities involving quantum
fields are difficult tasks for classical computers. Quantum
computers promise exponential speedup, however the ap-
proach with quantum simulators often revolves around the
computation of real-time evolution based on Trotterization
which is of limited utility on NISQ (noisy intermediate-scale
quantum) [6] hardware [7]. Previous studies have simulated
real-time dynamics of interactions [1, 3–5] and evolution of
disordered Hamiltonians [8] with this method. In this type
of simulation, the number of gates grows linearly with the
system size and the number of Trotter steps. Therefore, the
noise in the system grows as the system size grows. Others
have simulated the model both variationally [9] and via di-
rect diagonalization within the quantum circuit [10]. Here,
we use the Quantum Lanczos (QLanczos) algorithm [11] to
simulate transition probabilities and scattering in the one
dimensional transverse Ising model. We use the quantum
imaginary-time evolution algorithm (QITE) to supply a ba-
sis for QLanczos. We tune the QITE step size, and thus the
total noise in the circuit, by using a hybrid quantum-classical
approach to QITE algorithm. Using this technique we also
demonstrate computations of the occupation number and
transverse magnetization.
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Although the QITE algorithm in [11] has advantages such
as not requiring optimization or ancilla qubits when it comes
to its implementation on NISQ devices increasing circuit
depth at each QITE step raises an issue due to noise from
different resources such as short coherence time, cross-talk
between qubits, etc. There has been a recent effort to either
resolve this issue or find alternative solutions to economize
the circuit depth in QITE algorithm [12–14]. In our previous
work [12] we presented a method that we called single-step
method where instead of using the unitary updates calcu-
lated in each QITE step in our quantum circuit, we calcu-
lated single unitary update that takes the initial state to the
state at the particular QITE step. This method was useful
because of the noise associated with NISQ devices prevents
us adding too many gates and operations into our quantum
circuits and the single-step method economizes the number
of operations in the quantum circuit while giving reliable re-
sults. In this paper, we studied a slightly different method
keeping the same logic.
Here, we present the use of Ns = 3 and Ns = 4 spa-
tial sites for periodic boundary conditions (PBC) Ising spin
chain model as an example system to demonstrate our tran-
sition probability, occupation number, and transverse mag-
netization calculations. The QLanczos algorithm was used
to compute the eigenvalues and eigenstates of the system
so that quantities of interest can be calculated. We also
present our energy expectation value calculations as a func-
tion of imaginary-time on IBM Q 5-qubit Yorktown hard-
ware obtained using QITE algorithm which sets the ba-
sis for QLanczos algorithm. Our results can be used for
benchmarking purposes to see how quantum hardware per-
forms compared to the exact calculations and results from
noisy hardware. We list the energy spectrum obtained from
QLanczos algorithm which is in good agreement with the
exact eigenvalues of the studied systems. Finally, our transi-
tion amplitude, occupation number, and average transverse
magnetization calculations agrees well compared to exact
calculations.
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2RESULTS
The model
The Ising model Hamiltonian with periodic boundary con-
ditions can be written as
H = −J
∑
i∈ZNs
XiXi+1 − hT
∑
i∈ZNs
Zi , (1)
where Xi, Yi, Zi are the Pauli matrices at the ith site,
i = 0, 1, . . . , Ns − 1, and Ns is the number of spatial sites.
J is the nearest-neighbor coupling strength, and hT is the
transverse magnetic field. We impose periodic boundary
conditions by identifying Ns ≡ 0. At each site, we place
a qubit on which the Pauli matrices act, and define the
occupation number of the ith site by ni =
I−Zi
2 with corre-
sponding eigenstates |ni〉 (|0〉 (|1〉) denotes an unoccupied
(occupied) site). A vector in the computational basis |x〉
(x = 0, 1, . . . , 2Ns − 1) is specified by the sites which are
occupied corresponding to the digits of x equal to 1 (e.g., for
Ns = 4, the state |0000〉 has no particles, whereas |0101〉
consists of two particles at sites 1 and 3).
To study the time evolution of the system, we prepare
it in the initial state |initial〉, evolve it for time t with the
evolution operator U(t) = e−iHt, and then measure it, thus
projecting it onto a state |final〉. This process leads to the
quantum computation of the transition probability
Pfi(t) = |Afi(t)|2 , Afi(t) = 〈final | U(t)|initial〉 . (2)
In particular, in this work we will study single-particle propa-
gation and two-particle scattering. In both cases, we prepare
the system in the computational basis state |initial〉 = |x〉.
For single-particle propagation, x contains a single digit
equal to 1, whereas for two-particle scattering, it contains
two digits equal to 1. At the end of the quantum computa-
tion, the measurement projects the system onto a different
computational basis state |final〉 = |x′〉. Being in the com-
putational basis, both initial and final states are easy to
construct. However, the unitary U(t) is hard to implement
since it requires Trotterization. To implement this unitary
time evolution we will use the QLanczos algorithm instead,
which was first proposed in [11], and is based on the quan-
tum imaginary-time evolution (QITE) algorithm.
To calculate the transition probabilities (2), we employ a
hybrid quantum-classical algorithm to solve the eigenvalue
problem of the Hamiltonian (1) (see “Methods” for details),
H|ψI〉 = EI |ψI〉 , I = 0, 1, . . . , 2Ns − 1 . (3)
The unitary evolution operator is expressed in terms of the
eigenvalues and eigenstates of the Hamiltonian (1) as
U(t) =
2Ns−1∑
I=0
e−iEIt|ψI〉〈ψI | . (4)
Let t be the unitary transformation from the eigenstates of
H to the computational basis. Its matrix elements are
tIx = 〈ψI |x〉 . (5)
All components of the eigenstates |ψI〉 are real, therefore,
tIx ∈ R. This will simplify the computation of the compo-
nents of the eigenstates.
Scattering data can be expressed in terms of transition
amplitudes between an initial and a final state, both mem-
bers of the computational basis, |xin〉 and |xfin〉, respec-
tively. A transition amplitude over time t,
Afi(t) ≡ 〈xfin|U(t)|xin〉 (6)
can be calculated classically using the matrix t (eq. (5). We
obtain
Afi(t) =
2Ns−1∑
I=0
tIxintIxfine
−iEIt . (7)
It should be noted that, while this calculation leads to more
accurate results for NISQ devices, as we will demostrate, it
is not scalable, therefore for a large number of qubits, it is
more efficient to use Trotterization on the evolution unitary
U(t).
The time evolution of the occupation number for the ith
site (i = 1, . . . , Ns) can be calculated using the expression
(4) of the evolution operator. We obtain the average in the
state |x〉 at time t,
〈x|ni(t)|x〉 =
2Ns−1∑
I,J,y=0
yitIxtJxtIytJye
i(EJ−EI)t , (8)
where yi is the ith digit in the binary expansion of y. We
deduce the transverse magnetization as,
〈mz(t)〉 ≡ 1
Ns
Ns−1∑
i=0
〈Zi(t)〉 = 1− 2
Ns
Ns−1∑
i=0
〈ni(t)〉 . (9)
One can also simulate the thermal evolution of the system
[10] by computing the ensemble average of any operator O
at finite temperature, T ,
〈O(β)〉 = 1Z
2Ns−1∑
I=0
eβEI 〈ψI |O|ψI〉 , (10)
where β = 1kBT , kB is the Boltzmann constant, and Z =∑
I e
−βEI is the partition function.
The phase transition can also be studied by using the
probability of the system being in the ferromagnetic state,
PFM, as an order parameter, as studied in [4] using a trapped
ion quantum computer. We leave these calculations to a
future study.
Here, we present the readout error mitigated experimen-
tal data (notated as ROEM exp. data in figure legends) ob-
tained from data on the 5-qubit IBM Q Yorktown hardware
3for transition probability amplitudes (Fig. 1), occupation
number at each spatial site (Fig. 2), and average transverse
magnetization (Fig. 3) for number of spatial sites Ns = 3
and Ns = 4, for an Ising model using the QLanczos algo-
rithm to calculate the energy eigenvalues and eigenstates of
the system, as outlined above. We chose the parameters of
the system Hamiltonian in (1) to be hT = 1 and J = 0.6.
For details of the calculation, please see the “Methods” sec-
tion. The Ising model with weak coupling constant J  1
was studied in ref. [1] using Trotterization. Their method
resulted in data on quantum hardware with large errors that
became worse as the coupling J increased. Our model ad-
vances the state of the art in the field by providing a hybrid
quantum-classical algorithm capable of calculating proper-
ties of the system with small quantum hardware error even
as one moves away from the weak coupling regime.
In Figs. 1 (a)-(d), we show numerical values of the tran-
sition amplitudes calculated from given exact |initial〉 and
|final〉 states, and compare them with values obtained from
ROEM experimental data produced by the QLanczos quan-
tum algorithm that calculates energy eigenvalues and cor-
responding eigenstates. Figs. 1 (a) and (c) show the one-
particle propagation probability, and Figs. 1 (b) and (d)
show the probability of two-particle scattering.
Similarly, in Figs. 2 (a)-(d), we show a comparison be-
tween the numerical value of occupation numbers at various
spatial sites calculated from a given exact |initial〉 state and
the one calculated experimentally from the ROEM energy
eigenvalues and corresponding eigenstates using the QLanc-
zos algorithm. It should be noted that when the particles
are initially in sites 0, 2 (i.e., |initial〉 = |1010〉) the time
evolution of the occupation number at even (odd) sites is
the same, i.e., 〈n0(t)〉 = 〈n2(t)〉 (〈n1(t)〉 = 〈n3(t)〉).
Finally, in Figs. 3 (a)-(d), we present a comparison be-
tween the numerical value of the average transverse mag-
netization calculated from a given exact |initial〉 state and
the experimental average transverse magnetization obtained
from ROEM energy eigenvalues and corresponding eigen-
states using the QLanczos algorithm.
Figs. 1, 2, and 3 demonstrate that for number of sites
Ns = 3, the exact results and experimental data are in ex-
cellent agreement. For a larger system (Ns = 4), the exact
and experimental data are still in very good agreement. In
the latter case, the quantum circuit used to calculate the
energy expectation values includes more single-qubit rota-
tion and CNOT gates, which result in more error in the
measurements. This can be seen by comparing Fig. 10 with
Fig. 8 in the “Methods” section.
DISCUSSION
In this work, we discussed a hybrid quantum-classical
method to calculate physical properties of the Ising spin
chain model as functions of time, such as transition am-
plitudes, occupation numbers at various sites, and trans-
verse magnetization, using the QLanczos algorithm as a
tool. We took advantage of the symmetry of the system to
simplify the quantum computation of the eigenvalues and
eigenstates of the Hamiltonian of the system which were
then used for the computation of various physical quanti-
ties of interest. We ran experiments on IBM Q Yorktown
hardware for Ns = 3 and Ns = 4 spatial sites. Although
we used readout error mitigation only, it is interesting and
promising to see that our results show a very good (in some
cases, almost exact) agreement with the exact values of
the physical quantities of interest. It should be pointed out
that, although the use of initialize function in IBM Qiskit
library gives energy expectation value calculations at each
QITE step which are very close to the exact value in the
noiseless simulator case, our results show how different the
noisy simulator and the hardware data can be from each
other as well as exact calculations. Our data constitute the
first demonstration of quantum imaginary-time evolution in
a 4-qubit system on NISQ hardware, and can be useful for
benchmarking purposes.
Our method gained a crucial advantage by the use of the
symmetry of the system in simplifying the QITE and QLanc-
zos algorithms thereby reducing the number of steps in the
quantum calculations which led to a significant reduction
in error due to NISQ hardware. Using the information that
the QITE and QLanczos algorithms converged to the min-
ima determined by the symmetry subgroup of the chosen
initial state, and reversing the sign of the Hamiltonian as
needed in order to access higher excited states of the sys-
tem, we bypassed numerical issues due to errors from the
noise in the quantum hardware that obstructed the calcula-
tion of all energy levels by not allowing one to increase the
number of QLanczos vectors in the Krylov space.
METHODS
Symmetry of the system
Here, we discuss the symmetry of the system and explain
how it can be utilized to reduce the number of the steps in
quantum computations.
A conserved quantity of the system is parity, (−)F , where
F =
Ns∑
i=1
ni . (11)
is the total occupation number. Indeed, it is easy to check
that parity commutes with the Hamiltonian (1),
[(−)F , H] = 0 . (12)
Therefore all eigenstates of the Hamiltonian have definite
parity, starting with the ground state that has even parity
((−)F = +1).
The Hamiltonian (1) is also symmetric under permuta-
tions of the sites, P : i 7→ (i + 1)modNs, and reflection
around, say, i = 0, R : i 7→ (−i)modNs. If |ψI〉 is an eigen-
state of the Hamiltonian (eq. (3)), then P|ψI〉 and R|ψI〉
4(a) (b)
(c) (d)
FIG. 1: Comparison between the transition probability from state |initial〉 to state |final〉 as a function of time calculated using the
energies obtained from exact diagonalization and the one calculated from ROEM energies using the QLanczos algorithm on IBM Q
Yorktown hardware. The transitions are (a) |100〉 → |010〉, (b) |110〉 → |011〉, (c) |1000〉 → |0100〉, and (d) |0101〉 → |1010〉, for
Ns = 3 ((a), (b)) and Ns = 4 ((c), (d)), respectively. The parameters are set to J = 0.6 and hT = 1. Nruns = 3, and the shaded
regions are showing ±σ (the standard deviation) error.
are also eigenstates of H belonging to the same eigenvalue
EI . If the energy level EI is non-degenerate, then the cor-
responding eigenstate must be invariant under permutation
and reflection of the sites. Moreover, since R2 = I, each
energy level consists of states which are either even or odd
under reflection of the spatial sites.
Let us first consider the case Ns = 3. The ground state
must be parity and reflection even. Since the ground state is
non-degenerate, it must also be invariant under permutation
of the sites. It follows that it has to be of the form
|ψ0〉 = a|000〉+ b(|011〉+ |101〉+ |110〉) . (13)
The first excited state must be odd under parity and re-
flection. These properties are incompatible with symmetry
under permutation of sites, indicating that the energy level
is degenerate. It is a double degeneracy with the space
spanned by {|ψ1〉,P|ψ1〉} (P2|ψ1〉 is a linear combination
of the other two states, since P3 = I, and so P2 = −P−I).
We may choose
|ψ1〉 = 1√
2
(|001〉 − |010〉) (14)
so that P|ψ1〉 = 1√2 (|100〉 − |001〉). Thus, we were able
to determine the first excited states solely from symmetry
considerations.
For Ns = 4, the ground state is of the form
|ψ0〉 = a|0000〉+ b(|0011〉+ |0110〉+ |1001〉+ |1100〉)
+c(|0101〉+ |1010〉) + d|1111〉 , (15)
easily checked to be parity and reflection even, as well as
invariant under permutation.
The first excited state is of the form
|ψ1〉 = a(|0001〉+ |0010〉+ |0100〉+ |1000〉)
+b(|0111〉+ |1011〉+ |1101〉+ |1110〉) . (16)
It is parity odd, reflection even, and invariant under permu-
tation.
The next level is degenerate and spanned by the states
1√
2
(|0001〉 − |0100〉) , 1√
2
(|0010〉 − |1000〉) (17)
which are parity and reflection odd.
The next level is of the same form as the ground state
and orthogonal to it.
5(a) (b)
(c) (d)
FIG. 2: Comparison between the occupation number at each spatial site as a function of time calculated using the energies obtained
from exact diagonalization and the one calculated from ROEM energies using QLanczos algorithm on IBM Q Yorktown hardware.
The |initial〉 states are (a) |100〉, (b) |110〉, (c) |1000〉, and (d) |1010〉 for Ns = 3 ((a), (b)) and Ns = 4 ((c), (d)) sites,
respectively. The parameters are set to J = 0.6 and hT = 1. Nruns = 3 and the shaded regions show ±σ error. In (a), (b), and (c)
〈n1(t)〉 and 〈n2(t)〉, and in (d) 〈n0(t)〉 and 〈n2(t)〉, as well as 〈n1(t)〉 and 〈n3(t)〉 overlap with each other.
(a) (b)
(c) (d)
FIG. 3: The exact magnetization for |initial〉 states (a) |100〉, (b) |110〉, (c) |1000〉, and (d) |1010〉, for Ns = 3 ((a), (b)) and
Ns = 4 ((c), (d)), respectively, compared with experimental results using the QLanczos algorithm on Yorktown hardware as a
function of time. The parameters are set to J = 0.6 and hT = 1. Nruns = 3, and the shaded regions show ±σ error.
The next level is of the form
a(|0001〉 − |0010〉+ |0100〉 − |1000〉)
+ b(|0111〉 − |1011〉+ |1101〉 − |1110〉) , (18)
which is parity odd, reflection even, invariant under permu-
6tation and orthogonal to the first excited state.
The next level is degenerate and spanned by the states
1√
2
(|0101〉 − |1010〉) , 1√
2
(|0011〉 − |0110〉) ,
1√
2
(|0110〉 − |1001〉) , 1√
2
(|1001〉 − |1100〉) (19)
all of even parity.
Another set of parity and reflection odd, degenerate
higher energy level states are
1√
2
(|1110〉 − |1011〉) , 1√
2
(|1101〉 − |0111〉) . (20)
To access higher energy levels, it is advantageous to flip the
sign and use −H as the Hamiltonian and start by computing
its ground state which corresponds to the highest energy
level of H. The same symmetry considerations apply to
the Hamiltonian with flipped sign, −H, and one obtains
expressions for the higher-level states of H that are similar
to the lower-level states obtained above.
Algorithms
As mentioned earlier, to calculate the energy levels and
corresponding eigenstates of our system we will use a hy-
brid quantum-classical method based on the QLanczos al-
gorithm which uses the QITE algorithm first proposed in
[11]. Therefore, in this section we will give a brief overview
of these quantum algorithms.
We start by discussing the QITE algorithm whose clas-
sical counterpart was introduced in order to simulate the
dynamics of many-body systems. It is advantageous to sep-
arate the Hamiltonian into local, but non-commuting, com-
ponents, H =
∑
m hm. The number of these local terms
in the Hamiltonian scales polynomially with the number of
particles in the many-body system. Since we are only deal-
ing with a small number of qubits, there is no need to split
the Hamiltonian in our case.
QITE relies on evolution in imaginary time. To imple-
ment it, we need to set t → −iβ in eq. (4) and define the
imaginary-time evolution operator U = e−βH which is no
longer unitary. Starting with the state |Ψ0〉, the evolved
state is found in n steps each evolving the system in imag-
inary time ∆τ , where n = β∆τ ,
|Ψ(β)〉 = cn
(
e−∆τH
)n |Ψ0〉 , (21)
with cn being a normalization constant (c
−2
n =
〈Ψ0|U2|Ψ0〉). In the zero-temperature limit (β →∞), this
state converges to the ground state of the system.
The QITE algorithm simulates this non-unitary
imaginary-time evolution by approximate unitary up-
dates. Thus, the sth step of the imaginary-time evolution,
|Ψs〉 = cs
cs−1
e−∆τH |Ψs−1〉 , (22)
with s = 1, 2, . . . , n and c0 = 1, can be approximated as
|Ψs〉 ≈ e−i∆τA[s]|Ψs−1〉 , (23)
where A[s] can be written in terms of Pauli operators (σ ∈
{X,Y, Z}) involving Ns qubits as
A[s] =
∑
i1,...,iNs
a[s]i1...iNsσi1 . . . σiNs . (24)
Once the a[s] coefficients are calculated, these unitary up-
dates can be implemented on a quantum computer. These
coefficients can be calculated up to order O(∆τ2) by solv-
ing a linear system of equations (S + ST ) · a = b, where
SI,I′ = 〈σi1 . . . σiNsσi′1 . . . σi′Ns 〉 , (25)
and
bI = −i
√
cs−1
cs
〈σi1 . . . σiNsH〉 , (26)
with I = {i1, . . . , iNs}, and the expectation values evalu-
ated at the state computed in the previous step, |Ψs−1〉.
These expectation values involve strings of Pauli matrices
and can be evaluated with quantum algorithms recursively.
By solving this linear system of equations classically, we ob-
tain the minimum distance between |Ψs〉 and the unitary
update (23) to lowest order in ∆τ [11]. A solution of the
linear system of equations can also be found with a quan-
tum algorithm, but we will not do this here as our focus is
implementation on NISQ hardware. This kind of quantum
algorithm would require implementation of unitary opera-
tions with a circuit depth that NISQ hardware could not
handle.
In our previous work [12], we found out that these unitary
updates for the systems we considered were in the form of a
unitary coupled cluster (UCC) Ansatz. This is also the case
for the current Ising spin chain model.
The initial state |Ψ0〉 determines which eigenstate of the
system the QITE algorithm will converge to. It will converge
to the ground state as long as |Ψ0〉 has a finite overlap with
it. For convergence to an excited state, |Ψ0〉 must be or-
thogonal to the ground state. As we discussed in the “Sym-
metry of the System” section above, utilizing the symmetry
of the system helps us make an educated choice of initial
state. In our Ising model, we can exploit the parity and re-
flection symmetries to choose an initial state for QITE that
will be orthogonal to low-level states and therefore converge
to the desired energy level. This minimizes the number of
required calculations.
The vector b has 3Ns elements and S is a 3Ns × 3Ns
matrix, therefore we need to perform 3Ns(3Ns + 1) mea-
surements in order to calculate all elements in b and S.
Since the Hamiltonian is real, so are these matrix elements.
Therefore, in the calculation of b, only the elements that
have an odd number of Y Pauli matrices will contribute
while the rest will vanish. Similarly, the S+ST matrix ele-
ments which have an even number of Y Pauli matrices will
7not contribute. Additionally, the S+ST matrix is symmet-
ric and its diagonal elements are all the same. Using this
information, we can reduce the number of measurements
significantly.
As explained in more detail in the next section, although
all of the above steps can be performed on quantum hard-
ware, in view of limited resources, we only implemented the
quantum circuit that produced |Ψn〉 from |Ψ0〉 on quantum
hardware, aided by the initialize function in the IBM Qiskit
library, and performed the remaining steps using quantum
simulation. This also limited the error produced by quantum
hardware. If all steps are implemented on NISQ hardware,
then the error we are reporting on here will be larger and
depend on the NISQ device used.
Next, we apply the QLanczos algorithm which makes
use of the QITE algorithm to improve the calculation
of the energy levels and corresponding eigenstates of
the system. Although the classical Lanczos algorithm
uses the Krylov space K spanned by a set of vectors
{|Φ〉, H|Φ〉, H2|Φ〉, . . . }, in its quantum version (QLanc-
zos), K is spanned by {|Φ0〉, |Φ2〉, . . . }, where |Φl〉 =
cle
−l∆τH |Ψs〉.
The number of required QLanczos states |Φl〉 in the
Krylov space is determined by the number of eigenstates of
the system that have non-zero overlap with the initial state,
|Ψ0〉. Numerical calculations show that having a smaller
number of QLanczos states in the Krylov space than the
number of eigenstates with non-zero overlap will result in
convergence at a higher number of QITE steps.
After filling the Krylov space with QLanczos states, we
form the overlap (T ) and Hamiltonian (H) matrices whose
elements can be calculated in terms of the energy expecta-
tion values, respectively, as
Tl,l′ = 〈Φl|Φl′〉 = clcl
′
c2r
, (27)
and
Hl,l′ = 〈Φl|H|Φl′〉 = Tl,l′〈Φr|H|Φr〉 , (28)
where r = l+l
′
2 , and l, l
′ are even. The normalization con-
stants can be calculated recursively in terms of expectation
values using
1
c2r+1
=
〈Φr|e−2∆τH |Φr〉
c2r
. (29)
Thus, all matrix elements of T andH can be computed with
a quantum circuit as expectation values in the states gener-
ated by the QITE algorithm. We then solve the generalized
eigenvalue equation
Hx = ET x , (30)
classically and find approximations to the eigenvalues and
eigenstates of the system Hamiltonian, which depend on
the choice of initial state |Ψ0〉, in terms of the elements of
the eigenstates of the generalized eigenvalue equation. For
a given eigenvalue E, denote the corresponding eigenvector
by x(E) = (x
(E)
0 , x
(E)
1 , . . . )
T . We obtain the approximation
to an eigenstate of the Hamiltonian (1),
|Ψ[E]〉 = cE
(
x
(E)
0 |Φ0〉+ x(E)1 |Φ1〉+ . . .
)
, (31)
where c−1E = ‖
∑
l=0,1,... x
(E)
l |Φl〉‖, at energy level
E = 〈Ψ[E]|H|Ψ[E]〉 . (32)
These approximations are easily expressed in terms of quan-
tities that were deduced from QITE. We obtain
E =
∑
l,l′=0,2,... x
(E)
l Hl,l′x(E)l′∑
l,l′=0,2,... x
(E)
l Tl,l′x(E)l′
(33)
By choosing different initial states |Ψ0〉 informed by symme-
try considerations, we obtain approximations to all energy
levels of the Hamiltonian (1).
To avoid spurious energy levels E, we compute the uncer-
tainty in energy, ∆E ≡√〈H2〉 − 〈H〉2 in the state |Ψ[E]〉.
As discussed above, 〈H〉 = E is computed classically in
terms of physical quantities obtained in QITE (eqs. (27)
and (28)). 〈H2〉 can also be extracted from QITE using
the matrix elements
H˜l,l′ = 〈Φl|H2|Φl′〉 = Tl,l′〈Φr|H2|Φr〉 , (34)
We discard eigenvalues E, if their uncertainty exceeds a
certain value, by demanding ∆E ≤ δ.
Quantum Program
To calculate the time evolution of various physical quanti-
ties, we need the eigenvalues and eigenstates of the system.
In our previous work, we demonstrated the practical calcu-
lation of the energy spectrum of many-body chemical and
nuclear systems by implementing the QITE/QLanczos al-
gorithm on NISQ devices [12]. Here, we extend our work
to the calculation of energy levels and corresponding eigen-
states of the Ising model Hamiltonian (1).
Since the QLanczos algorithm makes use of output from
the QITE algorithm, we start with the calculation of energy
expectation values of imaginary-time evolution with differ-
ent initial states informed by symmetry considerations of
the system. Using the QITE algorithm outlined above, we
calculate the unitary updates (eqs. (23) and (24)) at every
imaginary-time step using a small value of the imaginary-
time parameter ∆τ and the Hamiltonian (1). Starting with
the state |Ψ0〉, after s unitary updates, we obtain the state
|Ψs〉 = e−i∆τA[s]e−i∆τA[s−1] · · · e−i∆τA[1]|Ψ0〉 (35)
which we implement with a quantum circuit. We simpli-
fied these circuits following the methods discussed in [15],
as implemented with the initialize function in the IBM Q
Qiskit library. Examples of 3- and 4-qubit quantum circuits
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(c)
1
|0i Y (✓s02) Y ( ✓s02) • • •
|0i X X • Y ( ✓s03) Y (✓s03) • X
|0i X Y ( 2✓s01) • • •
(1)
|0i Ry(⇡/2) Ry(⇡/2)
|0i U3(✓2, 0, 0) U3(✓3, 0, 0) • •
|0i U3(✓1, 0, 0) • • • •
(2)
|0i Ry(⇡/2) Ry(⇡/2)
|0i Ry(✓2) Ry(✓3) • •
|0i Ry(✓1) • • • •
(3)
A = Ry(✓2) Ry(✓3)
Ry(✓1) • • •
(4)
|0i
A
Ry(⇡/2) Ry(⇡/2)
|0i • •
|0i •
(5)
|0i Ry(⇡/4) Ry(⇡/4) Ry(⇡/4) Ry(⇡/4)
|0i
A
Ry(✓4) Ry(✓5) Ry(✓5) Ry(✓4) • •
|0i • • • •
|0i • • •
1
|0i Y (✓s02) Y ( ✓s02) • • •
|0i X X • Y ( ✓s03) Y (✓s03) • X
|0i X Y ( 2✓s01) • • •
(1)
|0i Ry(⇡/2) Ry(⇡/2)
|0i U3(✓2, 0, 0) U3(✓3, 0, 0) • •
|0i U3(✓1, 0, 0) • • • •
(2)
|0i Ry(⇡/2) Ry(⇡/2)
|0i Ry(✓2) Ry(✓3) • •
|0i Ry(✓1) • • • •
(3)
A = Ry(✓2) Ry(✓3)
Ry(✓1) • • •
(4)
|0i
A
Ry(⇡/2) Ry(⇡/2)
|0i • •
|0i •
(5)
|0i Ry(⇡/4) Ry(⇡/4) Ry(⇡/4) Ry(⇡/4)
|0i
A
Ry(✓4) Ry(✓5) Ry(✓5) Ry(✓4) • •
|0i • • • •
|0i • • •
1
|0i Y (✓s02) Y ( ✓s02) • • •
|0i X X • Y ( ✓s03) Y (✓s03) • X
|0i X Y ( 2✓s01) • • •
(1)
|0i Ry(⇡/2) Ry(⇡/2)
|0i U3(✓2, 0, 0) U3(✓3, 0, 0) • •
|0i U3(✓1, 0, 0) • • • •
(2)
|0i Ry(⇡/2) Ry(⇡/2)
|0i Ry(✓2) Ry(✓3) • •
|0i Ry(✓1) • • • •
(3)
A = Ry(✓2) Ry(✓3)
Ry(✓1) • • •
(4)
|0i
A
Ry(⇡/2) Ry(⇡/2)
|0i • •
|0i •
(5)
|0i Ry(⇡/4) Ry(⇡/4) Ry(⇡/4) Ry(⇡/4)
|0i
A
Ry(✓4) Ry(✓5) Ry(✓5) Ry(✓4) • •
|0i • • • •
|0i • • •
FIG. 4: Typical quantum circuits for unitary updates |Ψs〉 obtained with the aid of the IBM Qiskit initialize function. The energy
expectation value at each QITE step is obtained from measurements on these quantum circuits. (a) A 3-qubit quantum circuit. (b)
The 3-qubit gate used in the 3- and 4-qubit quantum circuits expressed in terms of Ry(θ) rotation and CNOT gates. (c) A 4-qubit
quantum circuit.
for the states (35) are depicted in Fig. 4 in terms of single-
qubit rotation gates Ry(θ) and two-qubit CNOT gates. At
every imaginary-time step, the angles change, as they de-
pend on the state |Ψs〉, but the depth of the circuit remains
the same. Therefore, in terms of economizing the number
of gates and operations in the quantum circuit, our results
are similar to those in our earlier work [12]. It should be
noted that, depending on the topology of the quantum hard-
ware, interactions between physical qubits matching those
in the quantum circuit implementing (35) may not be read-
ily available, necessitating the addition of SWAP gates to
the circuits in Fig. 4.
FIG. 5: The quantum circuits were run on 5-qubit IBM Q
Yorktown (version v2.0.5) hardware because of its periodic
topology. The arrows in the figure indicate the direction of the
CNOT gates.
The experiments were run on 5-qubit IBM Q Yorktown
hardware. The number of shots for the each experiment
was 8192 and each experiment was run Nruns = 3 times
to calculate the statistical error in the measurements. The
reason for choosing this quantum computer out of other
IBM Q’s cloud accessible devices is its periodic topology as
seen in Fig. 5. Using a quantum computer with periodic
topology reduces the number of required SWAP gates for
our periodic Ising spin chain Hamiltonian which reduces the
number of required CNOT gates. This is important be-
cause CNOT gates are the dominant source of the error in
a quantum circuit. For comparison, Honeywell’s ion trap
quantum computer offers connectivity between all physi-
cal qubits. Therefore, the error in this type of quantum
system might be smaller since it does not require the ad-
dition of SWAP gates for the type of interaction Hamilto-
nian considered here. The basis gates which can be directly
implemented on IBM Q Yorktown quantum computer are
single-qubit gates U and the two-qubit CNOT gate, where
U(θ, φ, λ) =
(
cos θ2 −eiλ sin θ2
eiφ sin θ2 e
i(φ+λ) cos θ2
)
, (36)
is a general three-parameter single-qubit gate. In Fig. 4,
we used the single-qubit rotation gate Ry(θ) which can be
expressed in terms of the basis gates as Ry(θ) = U(θ, 0, 0).
As mentioned in the ‘Algorithms’ section, simulating each
QITE step requires significant number of measurements on
hardware. Even using the aforementioned properties of b
and S matrices there needs to be a large number of measure-
ment done to apply the QITE algorithm on hardware. For
example, for Ns = 3 we were able to reduce the number of
measurements from 756 to 187 at every QITE step. Due to
limitations in cloud access to the quantum hardware (such
as long queue and connection interruptions) we simulated
the quantum circuits for the states |Ψs〉 and implemented
them on quantum hardware to obtain the energy expecta-
tion values for various values of imaginary time. With full
implementation on a NISQ device, additional errors will oc-
cur. To estimate these additional errors, we considered a
generic case and fully implemented it on simulated quan-
tum hardware. We obtained energy expectation values for
various values of imaginary time for three sites, Ns = 3,
using the initial state |Ψ0〉 = |100〉, and the Ising model
with parameters J = 0.6 and hT = 1. We implemented
the QITE algorithm and obtained the operator A[s] from
measurements on the noisy simulator of the same backend.
We used Nshots = 8192 and the calibration parameters from
04/24/2020. In Fig. 6 we compare the convergence of the
energy expectation values to the first excited state energy in
three different cases, (a) from exact calculation of the state
9|Ψs〉 as well as energy expectation values, (b) from a noisy
simulation of the state |Ψs〉 and exact energy expectation
values, and (c) from a noisy simulation of both the state
|Ψs〉 and energy expectation values. The energy expectation
values obtained using methods (a) and (b) are very close to
each other, showing that the main source of additional error
is due to measurements. It follows that the use of simulated
states does not introduce significant errors. However, the
energy expectation values obtained from measurements on
quantum hardware differ from results from noiseless simula-
tions. In what follows, we use simulated states, implement
their quantum circuits on quantum hardware, and perform
measurements to obtain energy expectation values.
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FIG. 6: The exact, calculated energy from noisy simulator, and
ROEM measured energy from noisy simulator energy
expectation values as a function of time. For the calculated
energy the A[s] operators were obtained using measurements
from the noisy simulator and then the energy expectation value
was calculated exactly. ROEM measured energy was obtained
using the A[s] operator and expectation value measurements
from the noisy hardware of IBM Q Yorktown backend.
The results of measurements on these quantum circuits
produced by the QITE algorithm as a function of imaginary
time for different initial states are depicted in Figs. 8, 9,
and 10 for Ns = 3 and Ns = 4 spatial sites of our Ising
model with parameters hT = 1 and J = 0.6. In the Ns =
3 case, the initial states |Ψ0〉 are chosen as |100〉, |010〉,
1√
3
(|110〉+ |101〉+ |011〉), and |111〉 shown in Fig. 8 (a)-
(d), respectively.
Similarly, in the Ns = 4 case, the initial states are chosen
as |1000〉, |0100〉, 12 (|0001〉 + |0010〉 + |0100〉 + |1000〉),
1
2 (|0001〉 − |0010〉 + |0100〉 − |1000〉), and 1√7 (|0000〉 +
|1100〉+ |0110〉+ |0101〉+ |1010〉+ |1001〉+ |1111〉). They
are shown in Fig. 10 (a)-(d), respectively. These initial
states are chosen by taking the symmetry of the system
into consideration, as explained in the “Symmetry of the
System” section.
The QITE algorithm converges to the minimum of the
symmetry group that the initial state belongs to. Therefore,
it might be challenging to access higher-value energy levels
using the QITE and QLanczos algorithms. To facilitate the
algorithm’s convergence to higher levels, we reversed the
sign of the Hamiltonian (1) so that high energy levels turn
into low levels whereas the corresponding eigenstates remain
the same. We applied this strategy to calculate some of
the high energy levels and corresponding eigenstates of our
system, e.g., for the 4th and 5th excited states in the 3-
qubit (Ns = 3), and the 15th excited state in the 4-qubit
(Ns = 4) case. The results of this strategy for the QITE
algorithm, including energy expectation values, can be seen
in Figs. 10(e) and 9. In these examples, since we are looking
for the minimum of the reverse Hamiltonian −H, we chose
the initial states |Ψ0〉 to be reflection and parity symmetric,
namely |110〉, |011〉, |101〉, and |0000〉, respectively.
As mentioned in the “Symmetry of the System” section,
some of the eigenstates are completely constrained by the
symmetry of the system, therefore calculating them is re-
dundant. For example, in the Ns = 4 case for parame-
ters J = 0.6 and hT = 1 the zero eigenvalue is degener-
ate and the corresponding exact eigenstates are given by
eq. (19). Similarly, the eigenstates correponding to the
degenerate energy level −2 are given analytically by eq.
(17). We took advantage of the exact expressions for
these eigenstates in our calculations. Although, we used
the exact eigenstates obtained using symmetry constraints,
we measured the energy expectation values for the eigen-
states demonstrated as the first state in (19) and states
in (17) on hardware (IBM Q Yorktown) using the quan-
tum circuits seen in Fig. 7 (a), (b), and (c), respectively.
These circuits were run on hardware Nruns = 3 times with
each run having Nshots = 8192 on 08/12/2020 with qubit
layout [q0, q1, q2, q3] = [1, 0, 3, 2] and the ROEM average
energy values obtained are 0.037 ± 0.006, −2.06 ± 0.02,
and −2.01 ± 0.01 (where the ± error is the standard de-
viation of the mean) compared to the exact eigenvalues of
0 and -2, respectively. For the same coupling and magne-
tization parameters the states expressed in (20) correspond
to eigenvalue 2 and it is degenerate. Although these states
correspond to 3 occupied sites and since we study single
particle propagation and two-particle scattering only we did
not need them in our calculations we obtained an experi-
mental ROEM mean value of 2.05± 0.03 for the first state
in (20) using the circuit in Fig. 7(d). The experiments
were run on IBM Q Yorktown, Nruns = 3 times with each
run having Nshots = 8192 on 08/13/2020 with qubit layout
[q0, q1, q2, q3] = [0, 1, 2, 3].
In our current study, we used two-dimensional Krylov
spaces. Although, depending on the choice of initial state,
convergence might take longer for a low-dimensional Krylov
space, adding more dimensions causes numerical instabili-
ties and does not guarantee convergence to eigenstates of
the Hamiltonian (1). Interestingly, we were able to ob-
serve convergence to the eigenvalues of the system by us-
ing a three-dimensional Krylov space together with our un-
certainty criterion to exclude spurious states (∆E ≤ δ).
However, we did not obtain three distinct energy eigen-
states. In general, results were numerically more accurate
in two-dimensional Krylov spaces for the QLanczos algo-
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2
The circuit for | 0i = |0010i   |1000i is as seen below.
|0i
|0i Ry(⇡)
|0i
|0i Ry( ⇡/2) •
The circuit for | 0i = |0001i   |0100i is as seen below.
|0i Ry(⇡)
|0i
|0i Ry( ⇡/2) •
|0i
The circuit for | 0i = |0101i   |1010i is as seen below.
|0i
|0i Ry(⇡)
|0i
|0i Ry( ⇡/2) •
The circuit for | 0i = |1110i   |1011i is as seen below.
|0i Ry( ⇡/2) •
|0i Ry(⇡)
|0i Ry(⇡)
|0i Ry(⇡)
2
The circuit for | 0i = |0010i   |1000i is as seen below.
|0i
|0i Ry(⇡)
|0i
|0i Ry( ⇡/2) •
The circuit for | 0i = |0101i   |1010i is as seen below.
|0i Ry(⇡) •
|0i Ry(⇡)
|0i Ry(⇡)
|0i Ry( ⇡/2) • •
2
The circuit for | 0i = |0010i   |1000i is as seen below.
|0i
|0i Ry(⇡)
|0i
|0i Ry( ⇡/2) •
The circuit for | 0i = |0001i   |0100i is as seen below.
|0i Ry(⇡)
|0i
|0i Ry( ⇡/2) •
|0i
The circuit for | 0i = |0101i   |1010i is as seen below.
|0i
|0i Ry(⇡)
|0i
|0i Ry( ⇡/2) •
2
The circuit for | 0i = |0010i   |1000i is as seen below.
|0i
|0i Ry(⇡)
|0i
|0i Ry( ⇡/2) •
The circuit for | 0i = |0101i   |1010i is as seen below.
|0i Ry(⇡) •
|0i Ry(⇡)
|0i Ry(⇡)
|0i Ry( ⇡/2) • •
(a) (b) (c) (d)
FIG. 7: The quantum circuits used to calculate the eigenvalues 0 (panel (a) with |Ψ0〉 = |0101〉 − |1010〉), -2 (panel (b) with
|Ψ0〉 = |0010〉 − |1000〉, panel (c) with |Ψ0〉 = |0001〉 − |0100〉, respectively) and 2 (panel (d) with |Ψ0〉 = |1110〉 − |1011〉) for
parameters J = 0.6 and hT = 1 from xact initial states.
(a) (b)
(c) (d)
FIG. 8: The exact, IBM Q Aer QASM noiseless and noisy simulator, and IBM Q Yorktown hardware raw and ROEM energy
expectation values for Ns = 3, PBC Ising model with parameters J = 0.6 and hT = 1 as a function of imaginary-time. (a)
|Ψ0〉 = |100〉, (b) |Ψ0〉 = |010〉, (c) |Ψ0〉 = |110〉+ |101〉+ |011〉, (d) |Ψ0〉 = |111〉. States in (a), (b) and (d) converge to the
first excited state and (c) converges to the ground state energy. The data on (a),(c) and (b), and (d) were collected on
04/24/2020, 04/29/2020-05/01/2020 and 04/22/2020, respectively. For the hardware data Nruns = 3 and the error bars are ±σ.
(a), (b), (d) were run on qubits [q0, q1, q2] = [0, 1, 2] and (c) was run on qubits [q0, q1, q2] = [2, 3, 4] since that particular day the
backend properties were better for those qubits.
rithm. Adding more dimensions decreased the number of
cases where off-diagonal T matrix elements were < 1 result-
ing in spurious eigenstates. Our numerical results indicate
that using two-dimensional Krylov space is the best choice
for the QLanczos algorithm implemented on noisy quantum
devices. Further application of the error mitigation strate-
gies, such as Richardson extrapolation (an example of appli-
cation of Richardson extrapolation to QITE algorithm can
11
(a) (b) (c)
FIG. 9: The exact, IBM Q Aer QASM noiseless and noisy simulator, and IBM Q Yorktown hardware raw and ROEM energy
expectation values for Ns = 3 and −H of PBC Ising model with parameters J = 0.6 and hT = 1 as a function of imaginary-time.
(a) |Ψ0〉 = |110〉, (b) |Ψ0〉 = |011〉, (c) |Ψ0〉 = |101〉. These states converge to the first excited state of −H and sixth excited
state of H in (1). The data were collected on 06/12-13/2020. For the hardware data Nrun = 3 and the error bars are ±σ and were
run on qubits [q0, q1, q2] = [2, 3, 4] since that particular day the backend properties were better for those qubits.
(a) (b) (c)
(d) (e) (f)
FIG. 10: The exact, IBM Q Aer QASM noiseless and noisy simulator, and IBM Q Yorktown hardware raw and ROEM energy
expectation values for Ns = 3, PBC Ising model with parameters J = 0.6 and hT = 1 as a function of imaginary-time. (a)
|Ψ0〉 = |1000〉, (b) |Ψ0〉 = |0100〉, (c) |Ψ0〉 = |0001〉+ |0010〉+ |0100〉+ |1000〉, (d) |Ψ0〉 = |0001〉 − |0010〉+ |0100〉 − |1000〉,
(e) |Ψ0〉 = |0000〉+ |1100〉+ |0110〉+ |0101〉+ |1010〉+ |1001〉+ |1111〉, (f) |Ψ0〉 = |0000〉 with −H. States in (a), (b) and (d)
converge to the first excited state and (c) converges to the ground state energy. The data on (a),(c) and (b), and (d) were
collected on 04/24/2020, 04/29/2020-05/01/2020 and 04/22/2020, respectively. For the hardware data Nrun = 3 and the error
bars are ±σ. (a), (b), (d) were run on qubits [q0, q1, q2] = [0, 1, 2] and (c) was run on qubits [q0, q1, q2] = [2, 3, 4] since that
particular day the backend properties were better for those qubits.
be seen in [12]), might improve the numerical stability and
can provide faster convergence in higher-dimensional Krylov
spaces.
As mentioned in the “Algorithms” section, we decide on
the convergence to the eigenstates and eigenvalues of the
system and discard spurious states by using the uncertainty
criterion, ∆E ≤ δ. Two examples involving the ground and
excited states that are specific to a given initial state, |Ψ0〉,
are shown in Fig. 12. Specifically, the uncertainty ∆E is
shown for Ns = 4 and various values of (l,m), where l,m
are even integers and label the basis states the Krylov space
which is spanned by {|Φl〉, |Φm〉}. Results of the 3 differ-
ent runs on IBM Q Yorktown hardware are shown. We keep
increasing l and m, which correspond to QLanczos states
with higher QITE steps, until ∆E < 1, and we choose the
eigenvalues and eigenstates that give the minimum uncer-
tainty.
After the application of this process we were able to ob-
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tain energy eigenvalues of (1) experimentally for Ns = 3
and Ns = 4 with parameters J = 0.6 and hT = 1 using
either the exact states obtained from symmetry or using
QLanczos algorithm with a Krylov space of size 2. As seen
in Fig. 11 (a) (Ns = 3) and (b) (Ns = 4) the experimen-
tal eigenvalues are in very good agreement with the exact
eigenvalues of the Hamiltonian.
Finally, after the quantum computation of the eigenvalues
and eigenstates of our Hamiltonian for Ns = 3 and Ns = 4,
we calculate the coefficients 〈xin|ψI〉 and 〈xfin|ψI〉 which
are then used in Eqs. (7), (8), and (9).
We summarized our method to calculate the transition
amplitudes, occupation number, and transverse magnetiza-
tion using QLanczos algorithm in the flow chart shown in
Fig. 13.
Error Mitigation
Running the quantum circuits on NISQ devices brings er-
rors of various sources such as noise from the implementa-
tion of the circuit gates and noise due to the measurement
readout errors. To mitigate these errors in the measure-
ments error mitigation strategies are employed. In this work,
we will only use a readout error mitigation technique since
QLanczos algorithm gives results that are good agreement
with the exact values. One can use further error mitigation
strategies such as Richardson extrapolation as we did in ref.
[12] or reduced density matrix purification ([16]) to improve
the results obtained using the QITE algorithm.
In this paper, we use local readout error mitigation strat-
egy that we used in our previous work [12] in which the
corrected expectation values of the Pauli terms is calculated
using
〈Zi . . . Zj〉 =
∑
x∈possible outcomes
p(x)
× (−1)
xi − p−i
1− p+i
× · · · × (−1)
xj − p−j
1− p+j
,
(37)
where p(x) is the probability of each qubit outcome and it
takes 2N values. Here, we only consider the expectation
values for Z terms since we do the measurements in Z
basis. The terms with X and Y Pauli operators are rotated
to be measured in Z basis. We define the symmetric and
anti-symmetric combinations of the probability of i-th qubit
flipping from 0 to 1 (pi(0|1)) or from 1 to 0 (pi(1|0)) as
p±i = pi(0|1)± pi(1|0) , (38)
with
p(1|0) = # of states expected in |1〉 measured in |0〉
# of shots
(39)
or vice versa for p(0|1).
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FIG. 13: The process of calculating the transition amplitudes, occupation number, and average transverse magnetization using the
QLanczos algorithm is summarized in the flow chart above.
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