A conjecture of Sokal [22] regarding the domain of non-vanishing for independence polynomials of graphs, states that given any natural number ∆ ≥ 3, there exists a neighborhood in C of the interval [0,
Introduction
For a graph G = (V, E) and λ = (λ v ) v∈V ∈ C V , the multivariate independence polynomial, is defined as
We recall that a set I ⊆ V is called independent if it does not span any edges of G. The univariate independence polynomial, which we also denote by Z G (λ), is obtained from the multivariate independence polynomial by plugging in λ v = λ for all v ∈ V.
In statistical physics the univariate independence polynomial is known as the partition function of the hardcore model. When λ = 1, Z G (λ) equals the number of independent sets in the graph G.
Motivated by applications in statistical physics Sokal [ In this paper we confirm the strong form of his conjecture for the univariate independence polynomial. In Section 4 we will prove the following result:
Motivation
Another motivation for Theorem 1.1 comes from the design of efficient approximation algorithms for (combinatorial) partition functions. In [24] Weitz showed that there is a (deterministic) fully polynomial time approximation algorithm (FPTAS) for computing Z G (λ) for any 0 ≤ λ < λ c (∆) for any graph of maximum degree at most ∆. His method is often called the correlation decay method and has subsequently been used and modified to design many other FPTAS's for several other types of partition functions; see e.g. [1, 13, 16, 15] . More recently, Barvinok initiated a line of research that led to quasipolynomial time approximation algorithms for several types of partition functions and graph polynomials; see e.g. [2, 3, 6, 7, 19 ] and Barvinok's forthcoming book [5] . This approach is based on Taylor approximations of the log of the partition function/graph polynomial, and allows to give good approximations in regions of the complex plane where the partition function/polynomial does not vanish. In his forthcoming book [5] , Barvinok refers to this approach as the interpolation in method. Patel and the second author [17] recently showed that the interpolation in method in fact yields polynomial time approximation algorithms for these partition functions/graph polynomials when restricted to bounded degree graphs.
In combination with the results in Section 4.2 from [17] , Theorem 1.1 immediately implies that the interpolation methods yields a polynomial time approximation algorithm for computing the independence polynomial at any fixed 0 ≤ λ < λ ∆ on graphs of maximum degree at most ∆, thereby matching Weitz's result. In particular, Theorem 1.1 gives evidence for the usefulness of the interpolation method.
Preliminaries
We collect some preliminaries and notational conventions here. Graphs may be assumed to be simple, as vertices with loops attached to them can be removed from the graph and parallel edges can be replaced by single edges without affecting the independence polynomial. Let G = (V, E) be a graph. For a subset U ⊆ V we denote the graph induced by U by G [U] . For U ⊂ V we denote the graph induced by V \ U by G \ U; in case U = {u} we just write G − u. For a vertex v ∈ V we denote by
The maximum degree of G is the maximum number of neighbors of a vertex over all vertices of G. This is denoted by ∆(G).
For ∆ ∈ N and k ∈ N we denote by T ∆,k the rooted tree, recursively defined as follows: for k = 0, T ∆,0 consists of a single vertex; for k > 0, T ∆,k consists of the root vertex, which is connected to the ∆ − 1 root vertices of ∆ − 1 disjoint copies of T ∆,k−1 . We will sometimes, abusing terminology, refer to the T ∆,k as regular trees. Note that the maximum degree of T ∆,k equals ∆ whenever k ≥ 2 and equals ∆ − 1 when k = 1.
Organization The remainder of this paper is organised as follows. In the next section we translate the setting to the language of complex dynamical systems and we prove another non-vanishing result for the multivariate independence polynomial, cf. Theorem 2.3. Section 3 contains technical, yet elementary, derivations needed for the proof of our main result, which is given in Section 4. We conclude with some questions in Section 5. In the appendix we discuss results from complex dynamical systems theory needed to prove Proposition 1.2.
Setup
We will introduce our setup in this section.
Let us fix a graph G = (V, E), λ = (λ v ) v∈V ∈ C V and a vertex v 0 ∈ V. The fundamental recurrence relation for the independence polynomial is
Let us define, assuming
In case λ > 0, then (2) is always defined. This definition is inspired by Weitz [24] . We note that by (1) ,
So for our purposes it suffices to look at the ratio R G,v 0 .
Regular trees
We now consider the univariate independence polynomial for the trees
Using this we note that for k > 2 (2) takes the following form:
We denote the extended complex plane C ∪ {∞} by C. Define for λ ∈ C and d ∈ N,
So to understand the values of R T ∆,k ,v k , it suffices to understand the dynamics of the map f ∆−1,λ .
A somewhat similar relation between graphs and the iteration of rational maps was explored by Bleher, Roeder and Lyubich in [8] and [9] . While here one iteration of f ∆−1,λ corresponds to adding an additional level to a tree, there one iteration corresponded to adding an additional refinement to a hierarchical lattice.
Let us denote by U d ⊂ C the open set of parameters λ for which f d,λ has an attracting fixed point. Then
Indeed, writing f = f d,λ , we note that if x is a fixed point of f we have
Let α ∈ C. Then f ′ (x) = α if and only if x = −α d+α and consequently,
A fixed point x = f (x) is attracting if and only if | f ′ (x)| < 1, which implies the description (5). For parameters λ in the boundary ∂U ∆−1 the function f has a neutral fixed point, and for a dense set of parameters λ ∈ ∂U ∆−1 the fixed point is parabolic, i.e. the derivative at the fixed point is a root of unity. Classical results from complex dynamical systems allow us to deduce the following regarding the vanishing/non-vanishing of the independence polynomial:
We note that for λ = −(∆−1) ∆−1 ∆ ∆ part (ii) was proved by Shearer [21] ; see also [20] . Part (i) follows quickly from elementary results in complex dynamics, but the statements that imply part (ii) are less trivial. The necessary background from the complex dynamical systems, including the proof of Proposition 2.1 and a counterexample to the multivariate statement of Theorem 1.1, will be discussed in Appendix A. Note that Proposition 1.2 from the introduction is a special case of Proposition 2.1.
So we can conclude that Sokal's conjecture is already proved for regular trees. We now move to general (bounded degree) graphs.
A recursive procedure for ratios for all graphs
It will be convenient to have an expression similar to (4) for all graphs. Let G be a graph with fixed vertex v 0 . Let v 1 , . . . , v d be the neighbors of v 0 in G (in any order). Set
The following lemma gives recursive relation for the ratios and has been used before over the real numbers in e.g. [15] .
Proof. Let us write
where in the second equality we use (1). As
, the lemma follows.
As an illustration of Lemma 2.2 we will now prove a result that shows that Z G (λ) is nonzero as long as the norms and arguments of the λ v are small enough. This result is implied by our main theorem for angles that are much smaller still, but the statement below is not implied by our main theorem, and is another contribution to Sokal's question [22, Question 2.4] . The proof moreover serves as warm up for the proof of our main result.
, and such that
Proof. We may assume that G is connected. Fix a vertex v 0 of G. We will show by induction that for each subset U ⊆ V \ {v 0 } we have
Clearly, if U = ∅ both (i), (ii) and (iii) are true. Now suppose U ⊆ V \ {v 0 } and let
showing that (ii) holds for U. To see that (iii) holds we look at the angle α that R H,u 0 makes with the positive real axis. It suffices to show that |α| < π/2. Since by induction ℜ(R H i−1 ,u i ) > 0 and
, we see that the angle α i that 1 + R H i−1 ,u i makes with the positive real axis satisfies |α i | ≤ . This implies by Lemma 2.2 that
showing that (iii) holds.
As by (iii), R H,u 0 has strictly positive real part and hence does not equal −1 we conclude by (3) that Z H (λ) = 0. So we conclude that (i), (ii) and (iii) hold for all U ⊆ V \ {v 0 }. 
This implies by (3) that Z G (λ) = 0 and finishes the proof.
Given ǫ > 0, the proof of Theorem 2.3 consisted mainly of finding a domain
To prove Theorem 1.1, we will similarly construct for each ∆ a domain D, containing the interval [0, In the next section we will introduce explicit coordinates with respect to which f ∆−1,λ ∆ becomes a contraction, and then show that for d ≤ ∆ − 1 and λ ∈ [0, λ ∆ ) the maps f d,λ are all strict contractions with respect to the same coordinates. We will then utilize these coordinates to give a proof of Theorem 1.1 in Section 4.
A change of coordinates
It is our aim in this section to find a coordinate change for each ∆ ≥ 3 so that the maps f d,λ are contractions in these coordinates for any 0 ≤ d ≤ ∆ − 1 and any 0 ≤ λ ≤ λ ∆ .
The case
We consider the coordinate changes.
with y ≥ 0. We note that a similar coordinate change using a double logarithm was used in [15] . The best argument for using the specific form above is that it seems to fit our purposes.
Our initial goal is to pick a y, depending on ∆ such that the parabolic map f (x) := f ∆−1,λ ∆ (x) becomes a contraction with respect to the new coordinates. Note that we call f parabolic if λ = λ ∆ . In this case the fixed point of f is given by
and has derivative f ′ (x ∆ ) = −1, and is thus parabolic. In the z-coordinates we consider the map
y . Denote the fixed point ϕ y (x ∆ ) by z ∆ . Then z ∆ is fixed under g, and one immediately obtains g ′ (z ∆ ) = −1. Thus, in order for |g ′ | ≤ 1 we in particular need that g ′′ (z ∆ ) = 0.
Let us start by computing g ′ and g ′′ . Writing
Thus
Since
and since
we obtain
Proposition 3.1. The only value of y ≥ 0 for which g ′′ (z ∆ ) = 0 is given by
Proof. Noting that
Thus g ′′ (z ∆ ) = 0 if and only if
.
From now we assume that y = y ∆ .
Corollary 3.2. We have that
it suffices to show that |g ′ (0)| < 1, which follows if we show that g ′′ (0) < 0.
Plugging in x 0 = 0 in (9) we get
Hence we can complete the proof by showing that
Using that
which completes the proof.
In particular it follows that for all x ≥ 0 we have that f •n (x) → x ∆ .
Smaller values of λ and d
We now consider the case where λ < λ ∆ , and the map f has degree d ≤ ∆ − 1. We again consider the map
y . Again we will often just write g instead of g d,λ . Our goal is to show that g ′ (z 0 ) satisfies |g ′ | < 1 for all z 0 ≥ 0.
To do so we will consider g ′ as a function of λ, d and z 0 . We first look at the case where λ is fixed and d is varying.
Proof. We will consider the derivative of g ′ with respect to d in the points z 0 where g ′′ (z 0 ) = 0. By (9), g ′′ (z 0 ) is a multiple of
As g ′′ (z 0 ) = 0, we obtain
In particular we get that 1 + y log(1
and
Now notice that by (7) we have that ∂ ∂d g ′ is a positive multiple of
which by (8) is a positive multiple of
When we plug in equation (12) to eliminate x 0 from this expression, we note that the term (1 + x 1 )(1 + y log(1 + x 1 )) cancels and we obtain that ∂ ∂d g ′ is a positive multiple of
which is negative as observed in (11) . So, we see that as we decrease d the value of g ′ (z 0 ) increases and hence it follows
We next compute the derivative of g ′ with respect to λ. Note that x 1 depends on λ, but x 0 does not, hence
. 
which, by (8) is the case if and only if
we have
In particular g ′ (z 0 ) is decreasing in λ for any z 0 ≥ 0.
Proof. We note that x 1 y − (1 + y log(1 + x 1 )) is increasing in x 1 for x 1 > 0. So it suffices to plug in λ = λ ∆ and x 0 = 0, that is, plug in x 1 = λ ∆ . Note that this makes it independent of d.
Plugging in x 1 = λ ∆ we get
So as y > 0 is suffices to show
By a direct computer calculation, we obtain the following approximate values for c(∆) for ∆ ∈ {5, 6, 7}: ∆ 5 6 7 c(∆) −0.0450 −0.0809 −0.0887 and we conclude that (14) holds for ∆ ∈ {5, 6, 7}.
Using that x − x 2 /2 ≤ log(1 + x) ≤ x for all x ≥ 0, we obtain
we obtain that
Since the right-hand side of (15) is negative for ∆ = 8 and since the numerator is clearly decreasing in ∆, we conclude that (14) is true for all ∆ ≥ 8. This concludes the proof. 
Proof. By assumption we have
∂g ′ (z 0 ) ∂λ = 0. Thus (13) implies that
This implies that for x 1 to be a solution to (16), we need that x 1 ≥ x ∆ . Indeed suppose that x 1 < x ∆ . Then we have from (16) that
from which we obtain yx 2 1 > 2. However, as y < 1/x ∆ we have yx 2 1 < yx 2 ∆ < x ∆ < 2, a contradiction. Now (16) combined with (7) gives
Now recall that y = y ∆ satisfies
Now using that x 1 ≥ x ∆ and by combining (16) and (18) we obtain
Using this we obtain
where α 3 = 2 + log(3/2) ≈ 2.405, and where α 4 = 2 + 2 log(4/3)) ≈ 2.575. This then implies that
Since (17) is decreasing in x 0 and increasing in x 1 , we can plug in x 0 = α
This finishes the proof.
We can now finally show that the coordinate changes works for all values of the parameters we are interested in. 
where the last inequality is by Corollary 3.2. This finishes the proof.
Proof of Theorem 1.1
Our proof will essentially follow the same pattern as the proof of Theorem 2.3, but instead of working with the function F d,λ we now need to work with a conjugation of
Recall from the previous section the function ϕ : R + → R + defined by z = ϕ(x) = log(1 + y log(1 + x)), with y = y ∆ . We now extend the function ϕ to a neighborhood V ⊂ C of R + by taking the branch for both logarithms that is real for x > 0. By making V sufficiently small we can guarantee that ϕ is invertible. Now define
For a set A ⊂ C and ε > 0 we write N (A, ε) := {z ∈ C | |z − a| < ε for some a ∈ A}. Now define for ε > 0 the set D(ε) ⊂ C by
We collect a very useful property:
Proof. We first prove this for the special case that
By Proposition 3.6 we know that there exists δ > 0 such that for any d = 0, . . . , ∆ − 1 we have
By continuity of g ′ as a function of z and λ there exists ε 1 , ε 2 > 0 such that for all
We may assume that ε 2 is small enough so that for any d,
, which proves the lemma for
First of all note that
for some z ∈ D. Since the exponential function changes curvature by at most a bounded additive amount, it follows that the exponential image of any sufficiently small disk is strictly convex. Therefore the image of the set D under the exponential map is convex. It follows that the convex combination 
We first state and prove a more precise version of Theorem 1.1 for the multivariate independence polynomial: 
Proof. Let ε 1 and ε 2 be the two constants from Lemma 4.1. Let D = D(ε 1 ) and let δ = ε 2 . Let G be a graph of maximum degree at most ∆. We may assume that G is connected. Fix a vertex v 0 of G. We will show by induction that for each subset U ⊆ V \ {v 0 } we have 
Then, by the same reasoning as above, we have
This implies that R G,v 0 is not equal to −1, for if this were the case, we would have
and hence has negative real part (provided δ is small enough), while elements of 1 + ϕ −1 (D) have positive real part, a contradiction. We conclude that Z G (λ) = 0. Theorem 1.1 is now an easy consequence.
Proof of Theorem 1.1. Let for ε > 0, δ(ε) be the associated δ > 0 from Theorem 4.2. Consider a sequence ǫ i → 0 and define 
Let us recall that the literal statement of Theorem 1.1 is false in the multivariate setting as we will prove in the appendix. However, by the same reasoning as above we do immediately obtain the following. 
Concluding remarks and questions
In this paper we have shown that Sokal's conjecture is true. By results from [17] this gives as a direct application the existence of an efficient algorithm (different than Weitz's algorithm [24] ) for approximating the independence polynomial at any fixed 0 < λ < λ ∆ . By a result of Sly and Sun [23] it is known that unless NP=RP there does not exist an efficient approximation algorithm for computing the independence polynomial at λ > λ ∆ for graphs of maximum degree at most ∆. Very recently it was shown by Galanis, Goldberg and Štefankovič [12] , building on locations of zeros of the independence polynomial for certain trees, that it is NP-hard to approximate the independence polynomial at λ <
for graphs of maximum degree at most ∆. Recall from Proposition 2.1 that at any λ contained in
the independence polynomial for regular trees does not vanish and that for any λ ∈ ∂(U ∆−1 ) there exists λ ′ arbitrarily close to λ for which there exists a regular tree T such that Z T (λ ′ ) = 0. This naturally leads two the following two questions. Question 1. Let α ∈ C be such that |α| > 1. Let ε > 0 and let ∆ ∈ N. Is it true that it is NP-hard to compute an ε-approximation 1 of the independence polynomial at λ ∆ (α) for graphs G of maximum degree at most ∆?
Question 2. Is it true that for any graph G of maximum degree at most ∆ ≥ 3 and any α ∈ C with |α| < 1 one has Z G (λ ∆ (α)) = 0? The same question is also interesting for the multivariate independence polynomial.
We note that if both questions have positive answers this would lead to a complete understanding of the complexity of approximating the independence polynomial of graphs at any complex number λ in terms of the maximum degree. parabolic bifurcations. Details of proofs will be given only in the simplest setting. Readers interested in working out the general setting are encouraged to look at the provided references.
We consider iteration of the rational function
where λ ∈ C and d ≥ 2. We note that f λ has two critical values, −1 and ∞, and that f λ (−1) = ∞. This statement is the immediate consequence of the following classical result, which can for example be found in [18] . Let us say a few words about how one to prove this result in the parabolic case. Recall that a period orbit is called parabolic if its multiplier, the derivative in case of a fixed point, is a root of unity. We consider the model case, where 0 is a parabolic fixed point with derivative 1, and f has the form
By considering the change of coordinates u = 1 z we obtain
and we observe that if r > 0 is chosen sufficiently small, the orbits of all initial values z ∈ D(r, r) = {|z − r| < r} converge to the origin tangent to the positive real axis. In fact, after a slightly different change of coordinates one can obtain the simpler map
These coordinates on D(r, r) are usually denoted by u = φ i (z), and are referred to as the incoming Fatou coordinates. The Fatou coordinates are invertible on a sufficiently small disk D(r, r), and can be holomorphically extended to the whole parabolic basin by using the functional equation
By considering the inverse map
we similarly obtain the outgoing Fatou coordinates φ o , defined on a small disk D(−r, r). It is often convenient to use the inverse map of φ o , which we will denote by ψ o . This inverse map can again be extended to all of C by using the functional equation
Now let f be a rational function of degree at least 2, and imagine that the parabolic basin does not contain a critical point. Then φ i extends to a biholomorphic map from C to the parabolic basin. This gives a contradiction, as a parabolic basin must be a hyperbolic Riemann surface, i.e. its covering space is the unit disk, and therefore cannot be equivalent to C. A similar argument can be given to deduce that any attracting basin must contain a critical point.
Let us return to the original maps f λ . Recall that for fixed d ≥ 2, we denote the region in parameter space C λ for which f λ has an attracting fixed point by U d . The set U d is an open and connected neighborhood of the origin. An immediate corollary of the above discussion is the following. Here E f denotes the exceptional set, the largest finite completely invariant set, which by Montel's Theorem contains at most two points; see [18] . Since the set {−1, ∞} containing the two critical points of the rational functions f λ : z → λ (1+z) d does not contain periodic orbits, it quickly follows that the exceptional set of these functions is empty. Lemma A.4 follows from Theorem A.5 by taking w = −1 and considering a sequence (λ j ) that converges to a parabolic parameter λ 0 ∈ ∂U d .
Perturbations of parabolic periodic points play a central role in complex dynamical systems, and have been studied extensively, see for example the classical works of Douady [11] and Lavaurs [14] . We will only give an indication of how to prove Theorem A.5, by discussing again the simplest model, f (z) = z − z 2 + h.o.t., and f ǫ (z) = f (z) + ǫ 2 . For ǫ = 0, the unique parabolic fixed point 0 = f (0) splits up into two fixed points. For ǫ > 0 small these two fixed points are both close to the imaginary axis, forming a small "gate" for orbits to pass through.
For ǫ > 0 small enough, the orbit of an initial value z 0 ∈ B f , converging to 0 under the original map f , will pass through the gate between these two fixed points, from the right to the left half plane. The time it takes to pass through the gate is roughly π/ǫ.
The following more precise statement was proved in [14] . Theorem A.6 (Lavaurs, 89'). Let α ∈ C, and consider sequences (ǫ j ) of complex numbers satisfying ǫ j → 0, and positive integers (n j ) for which
Then the maps f ∆ such that Z G (λ) = 0. We will in fact use regular trees G for which all vertices on a a given level will have the same values λ v i . In this setting we are dealing with a non-autonomous dynamical system given by the sequence The proof follows from the following lemma, which can be found in [18] and is a direct consequence of Montel's Theorem. Let ∆ ≥ 3 and λ = 0. As noted before in this appendix, the exceptional set of the function f ∆−1,λ is empty. Thus, by compactness of the Riemann sphere, it follows that for any neighborhood V of a point in the Julia set there exists an N ∈ N such that f N ∆−1,λ (V) =Ĉ.
To prove Proposition A.8, let us denote the set of all possible values of points x N by A. Then A contains D ∆ , so in particular a neighborhood V of the parabolic fixed point x ∆ of the function f ∆−1,λ ∆ .
The parabolic fixed point x ∆ is contained in the Julia set of f ∆−1,λ ∆ , thus it follows that there exists an N ∈ N for which f N ∆−1,λ ∆ (V) =Ĉ. But then f N ∆−1,λ (V) =Ĉ holds for λ ∈ D sufficiently close to λ ∆ , and thus A =Ĉ. But then −1 ∈ A, which completes the proof of Proposition A.8.
Note that in this construction the λ i 's take on exactly two distinct values. On the lowest level of the tree they are very close to x ∆ , and on all other levels they are very close to λ ∆ . The thinner the set D ∆ , the more levels the tree needs to have.
