Introduction
Blind equalization of an unknown, nonminimum phase channel is an important problem in data communication systems. Conventional adaptive equalizers remove the intersymbol interference (ISI) caused by nonideal channels of limited bandwidth with the aid of a training session, which provides the needed reference signal for parameter adaptation. In situations where a training session is impossible or very costly, blind equalizers are required to combat the ISI effect.
A blind equalizer achieves parameter adaptation based on observation of the channel output and prior knowledge of some distributional or statistical properties of the input sequence. [1] [2] [3] [4] By eliminating the need for training signals, the receiver can begin its self-adaptation without disrupting the normal flow of data transmission. It can also recover from a system failure during which the equalizer may have lost track of the desired parameter settings. In this paper, we focus on the problem of blind linear equalization, which, in essence, consists of using an adaptive inverse linear filter to cancel the channel ISI provided that the frequency response of the channel does not possess any spectral nulls. 3 Many schemes for blind equalization of a quadrature amplitude modulation (QAM) system exist in the literature. Typically, they are based on gradient descent minimization Abstract. Blind adaptive channel equalizers are important devices to remove channel distortion in high data-rate, bandlimited digital communication systems when the transmission of a training sequence is impractical or very costly. Traditional blind equalization algorithms adapt the equalizer parameters to minimize some specially designed non-MSE cost functions. These algorithms can experience local convergence problems and can thereby result in insufficient or no removal of channel distortion. We present a new quadrature amplitude modulated blind equalization scheme that is globally convergent in the equalizer parameter space to a compact set containing the desired ideal equalizer parameter setting. Our new algorithm is based on a convex cost function and a linear constraint on the equalizer parameters. For a generic class of channels, this new algorithm results in the equalizer parameter convergence to a unique global minimum achieving intersymbol interference suppression and carrier phase error removal. Different implementation approaches are assessed and simulation results are shown to confirm the theoretical global convergence of the new algorithm.
Subject terms: adaptive signal processing; intersymbol interference; equalizers; bllnd equalization; blind deconvolution; global convergence.
Optical Engineering 31(6), 1 189-1 199 (June 1992).
of some special non-MSE cost functions that do not require the use of a reference 16 They are sometimes known as the Bussgang algorithms.7 However, the lack of unimodality of these cost functions , established in recent studies,814 can result in the undesirable (local) convergence of the corresponding algorithms such that the equalizer fails to remove sufficient 151. While further studies and experiments are needed to determine the seriousness of the local convergence problem for actual communication channels, preliminary real-time illustration of local convergence by the constant modulus algorithms (CMA) has been presented in Ref. 15 . Hence, despite the apparent plethora of schemes, there remains a strong practical need for development of new algorithms with more reliable and provable (global) convergence properties.
From recent works'214 it is clear that to design blind equalization algorithms that converge to a desirable parameter setting from arbitrary initializations (based on gradient descent minimization of some cost function), certain aspects of the performance objective should be relaxed. In designing our new algorithm, we did not attempt to identify directly the exact gain of the channel inverse and focus instead on the elimination of 151. 16 Furthermore, once the 151 is removed such that the equalizer output is a scaled version of the channel input, it is then straightforward to estimate independently the unknown scalar gain by, for example, matching the power of the channel input and equalizer output. Any additional constant complex phase ambiguity can also be readily resolved by the utilization of differential encoding if it is a multiple of 'rr/2 . Thus , as long as we can remove the phase error in carrier recovery, ISI elimination without gain identification is a sufficient objective for the ultimate recovery of the channel input in QAM systems. Blind equalization of pulse amplitude modulation (PAM) systems without gain recovery has been proposed in Refs. 17 through 2 1 . In these works , convex cost functions are employed; then, to prevent the convergence to the trivial all-zero parameter setting, tap anchoring is used. However, generalizing these results directly to QAM systems is not straightforward. The difficulty arises because with QAM systems, both the complex system parameters and signals possess magnitude and phase. However, whereas the system parameters can take arbitrary amplitudes and phases, the same does not apply to the complex data that are constrained to take values in the QAM constellation. This feature, particularly with respect to the phase, indicates a nontrivial departure from the real PAM case (which exploits the property that all the phases are effectively only 0 or 'rr).
Phase also introduces a second important issue. A simple constraint such as fixing the center tap O to a real or complex constant (as would be suggested by a translation of the PAM results) does not ensure the recovery of the constellation in the equalizer output because of the unknown carrier phase error-this problem is known as carrier phase recovery. Ideally the adaptation scheme should provide both equalization (removal of ISI except for a gain factor) and carrier phase recovery (to rotate the output constellation to the correct orientation before quantization) simultaneously. Here, we achieve this desirable objective of joint blind equalization and carrier phase recovery using a novel nonanchoring tap constraint. Unlike many blind equalization proposals, we furnish proof that the algorithm we are developing possesses desirable unique parameter convergence for generic channels even when finite impulse response (FIR) equalizers that can only approximate the desired channel inverse are employed. The potential for nonuniqueness of the global minimum (where the minimum cost is obtained by all points in a compact set rather than at a single point), which may occur for a class of nongeneric channels, is examined and shown to be intrinsic to the particular linear constraint and the problem formulation.
Finally, we mention that blind deconvolution methods The complex channel input {ak} is transmitted through a nonideal channel, assumed to be linear, causal, and (boundedinput-bounded-output) stable. The channel transfer function can be written as H(z1)= hz' , hEC Device is said to suffer from IS! and the removal of this distortion is the process of equalization.
A linear channel equalizer is a linear filter O(z 1) that is applied to the channel output Xk to eliminate the IS!, as shown in Fig. 1 . Initially we may consider this filter stable and potentially noncausal (doubly infinite), and of the form O(k)z , O1EC so as to deal with nonminimum phase channels. The time dependence of the equalizer parameters signifies that they are subject to adaptation via an algorithm to be described. The equalizer output can then be written as 
Blind Equalization in QAM Systems
In blind equalization, the original sequence is unknown to the receiver except for its probabilistic or statistical properties over the known alphabet .si . Usually this signal constellation siCC has symmetrical properties such that exp(jmir/2)sf=.sLi , mE{O,l,2,3}
i.e. , the constellation is mir/2-rotation-invariant. If the statistics of the input data reflect this same symmetry (which is typical) over ., then an m'rr/2 phase rotation does not cause any statistical changes in the channel output. Thus, the data recovered from blind equalization will be intrin- (3) sically subjected to a phase ambiguity of mrr/2 and the best possible result would be
(6) which relaxes the objective [Eq. (5)1 . The remaining phase ambiguity can be resolved through differential encoding of the input data. A further relaxation of the ideal objective (2) [Eq. (5)] arises because in practical applications only equalizers with a finite number of adjustable parameters can be implemented rather than those of Eq. (2). Typically these finite parameters are arranged in the form of a causal transversa! filter,
Because an FIR equalizer can only approximate the desired impulse response [Eq. (6)1, a quantizer should be used to recover the original channel input from the equalizer output Zk. This is often regarded as the practical objective of blind (4) equalization.
Gradient Descent Formulation
Blind adaptive equalization algorithms are often designed as stochastic gradient descent (SGD) schemes to update the parameter vector by minimizing some special (non-MSE) mean cost functions that do not involve the use of the origma! input ak, but still reflect the current level of IS! in the equalizer output. Such schemes implicitly involve higher order statistics of the channel and equalizer outputs and are conveniently characterized through the mean cost function,
J(0) E{I'(zk)} = E{'I'(X0} (8) where I': C-is a scalar cost function. The mean cost function J(0) should be minimized when 0 is such that Eq. (6) holds. Such algorithms are sometimes referred to as the Bussgang algorithms.7 Figure 2 shows a typical QAM blind equalization system based on the minimization of non-MSE cost functions. Bussgang algorithms have been shown to exhibit local convergence.814 The lack of unimodality by these algorithms can result in local, undesirable convergence of the equalizer parameters especially for FIR equalizers. Hence, this motivates (1) the development of new and better blind equalization algorithms, (2) the need for theoretical demonstration of the convergence properties of any new proposed scheme, (3) the establishment that global minimization of IS! is a property of the new scheme under an ideal doubly infinite parameterization, and (4) the demonstration that the global convergence attributes are robust to finite dimensional equalizer parameterizations, e.g. , Eq. (7), as required in practice.
Blind Equalization without Gain Identification
To design globally convergent blind equalization algorithms based on gradient descent minimization of some cost function, further aspects of the performance objective [Eq. (5)1 should be relaxed beyond those already indicated, i.e. , the mrrI2 phase ambiguity [Eq. (6)1 and the finite dimensional equalizer implementation, meaning approximation of Eqs.
(6) and (7) requiring a quantizer. In designing our new algorithm, we did not attempt to identify the exact gain of channel inverse and focused instead on the elimination of 1ST, which is the primary objective of channel equaliza-16 Consequently, it is not essential to recover the exact (complex) gain of the channel inverse because once the ISI is removed such that the equalizer output is
then it is straightforward to estimate the unknown gain c by comparing the power of zk with that of the ak. The constant phase ambiguity can also be readily resolved by the utilization of differential encoding, provided it is a multiple of ir/2.
Blind equalization ofPAM systems without gain recovery has been proposed in Refs. 17 through 21 . Their essential idea is to fix the center tap O as a constant (unity in most cases) to prevent the local convergence of respective adaptation algorithms. As shown in Refs. 17 and 21 , because of the absence of carrier phase error in PAM systems, ' 'anchoring' ' 16 the center tap can beneficially constrain the freedom of equalizer parameters such that a convex cost function can be utilized for parameter adaptation.
In Sec. 3, we present a new algorithm for joint blind equalization and carrier phase recovery based on specialized convex cost functions coupled with a constrained equalizer parameterization as a generalization of the algorithm in Ref. 1 8 . For a general class of channels with (independent) real and imaginary distortion, we obtain a unimodal mean cost function with which gradient descent algorithms exhibit parameter convergence that globally minimizes the mean cost. This ideal convergence property, in contrast to the classical Bussgang approach, is robust to equalizer truncation [Eq. (7)1 because of the convexity of the cost functions employed.
The robustness lies in that (1) spurious local minima are not created by the truncation and (2) the global minimum in the strictly doubly infinite parameter space [Eq. (6)] degrades gracefully into a global minimum in the practical finite dimensional parameter space [Eq. (7)1, where by selecting the "dimension" of the equalizer N in Eq. (7) appropriately, one can ensure an arbitrarily small residual 151 term. This latter property is a trivial consequence of convexity; see Ref. 16 .
Globally Convergent Algorithms with Convex
Cost Functions
Convex Cost Function and Parameter Constraint
We assume the QAM constellation is such that the real and imaginary components are independent and identical (e.g., the square type) with M maxlRe{ak}I = maxIm{ak}I (or by rotational can be transformed to such). We can denote the total system (channel and equalizer) as
where {t1} is the impulse response of the combined system t=h®O= E hkOk k=O and ® denotes convolution. The equalizer is considered doubly infinite and noncausal to permit complete removal of ISI. This assumption will be relaxed (as discussed above) to deal with the truly implementable finite equalizer parameter space and avoid the potential weaknesses of this simplification as discussed in Ref. given by
The convexity of J(O) with respect to 0 follows from the such that h(z ') exists on the unit circle. Then we have triangle inequality
where (i) is the Kronecker delta function.
Our theoretical demonstration of global convergence proceeds in a number of steps. First we present a lemma that identifies the specific parameter setting from the countable class of ideal equalizers, i.e. , ones leading to zero residual ISI, which minimizes the linearly constrained cost [Eqs. (9) and (1 1)]. In what follows, it is more convenient to express parameter vector needs to be constrained from giving an allzero solution. But at the same time, the constraints should not damage the ability of the equalizer to achieve ISI and phase error removal. To satisfy both objectives, we conProof. See Sec. 6, Appendix. We defer comments regarding this lemma until after the next result. Now we present the main theorem. 
Re{hm} + Im{hm} (with respect to the real and imaginary parts of the equalizer coefficients) is maintained and global convergence is theresubject to the constraint fore assured. We now show that under this parameterization, simultaneous removal of ISI and carrier phase error globally 
Remarks and Comments
Before proceeding to implementation issues related to developing an algorithm based on the above convex function, we first examine the theoretical limitations and other considerations of the above scheme.
1 . Despite the unimodality of the cost function with respect to the equalizer parameters , a potential problem exists of nonuniqueness of the (global) minimum, i.e. , the minimum might be achieved by all points in a compact set (actually a convex polytope) rather than at a single point. There are two manifestations of this nonuniqueness: (1) as in Lemma 3. 1 there can be a phase ambiguity over a 'rrI2 range of hm 5 purely real or purely imaginary, which is a nongeneric property and (2) the nonuniqueness is manifested as in Eq.
(1 2) when the maximum is realized by more than one m, which is again a nongeneric property. That these are the only ways nonuniqueness arises can be inferred from the proof of Theorem 3 .1 in Sec. 6. 2. The potential for a minimizing set rather than a mmimizing point is (necessarily) traceable to the lack of strict convexity of the selected cost function. The question arises as to the appropriateness of the above selection of the convex cost function in the sense that perhaps other choices avoid this nongeneric problem. In fact, the problem is intrinsic, i.e. , such nonuniqueness comes about because of the simultaneous demand that (1) the minimum be always achievable for an ideal equalizer parameter setting, (2) convexity holds, (3) global minimum cost is invariant under ir/2 phase rotation, and (4) can be employed. This fact is highlighted in the context that the nongeneric channels, which suffer from the nonuniqueness problem indicated above, can be ' 'cured' ' (to yield a point minimum) by using these more general linear constraints. We will not investigate this variation further here. 4. Convexity is an essential property in the above formulation because it guarantees that when we use causal finite dimensional practical equalizers the global convergence tendencies of the algorithm, or unimodality, are preserved. This behavior is a consequence of convexity since truncation (setting many taps zero) is a form of linear constraint, which does not destroy convexity. Convexity also ensures that one can approx- Hence our formulation achieves simultaneous channel equalization and carrier phase recovery. Note again that the gain factor can be corrected by an automatic gain control, which scales the equalizer output to match the output power with the known input power. 6. It is not directly feasible to combine the Bussgang algorithms such as the constant modulus algorithm (CMA) directly with a linear tap constraining equalizer parameterizations. Although it can be lumped conceptually into the same class as the center-spike initialization strategy, it will in general destroy the ability of CMA to recover the input because the unknown gain factor may be incompatible with the selected constant modulus. 
Ideal Cost Function

Implementation and Simulation
The adaptation of the equalizer parameter based on the mmimization of the cost function that is equivalent to J(O) = maxlRe{zk}I = IIRe{zk}II requires some work since this cost function cannot be exactly evaluated in practice with finite data length. Here we propose two algorithms: a gradient descent approach and an iterative minimization approach.
Gradient Descent Algorithm Based on l,,
Approximation One natural approximation to l is the l,, norm with large p. Given large enough p, the global minimum of the norm will be close to global minima of the l norm. (Simulation examples later provide indications as to how large p needs to be.) In other words, the minimization of maxlRe(zk)I can be approximated by minimizing IIRe{zk}IIP (E{IRe{zk}}) 11" or equivalently by minimizing E{Re{zk}I'}for a fixed p. Thus in practical implementation we minimize E{IRe{zk}I"} for which a stochastic gradient descent minimization scheme can be derived as
The new parameters (r + 1) and 41? + 1) are then used on the same block of data {xk} to generate a new output sequence { zk} used for the next update step.
Simulations
We demonstrate the feasibility of our algorithms through several simulation examples. In all of our examples, we use p = 12 in our approximation of the l norm and a 21-tap In our simulations, the severity of IS! (eye-closeness) can be measured by the following definition of the interference to signal ratio (ISR) similar to that given by Lucky, 25 ISR-
The combined channel and equalizer is an open-eye system if the ISR is less than unity.
In the first set of simulations, we assume a real channel with phase error
This channel is a first-order all-pass filter. For an i.i.d. quadrature phase shift key (QPSK) input, Fig. 3(a) illustrates the output of the channel prior to equalization. Using the gradient algorithm [Eq. (16)] with ii =f-'2 = 0.02, the (16) decreasing ISR level is shown in Fig. 4 and the equalizer output is shown in Fig. 3(b) after 20 ,000 iterations. The output eye is open after 10,000 iterations and the equalization effect is shown in the resulting equalizer output.
As expected, the gradient algorithm requires a number of data samples to converge. If we use the block minimization algorithm with ii = p2 = 0.001 instead, the same equalizer converges after only 500 iterations operating on a block of 400 data samples. The effectiveness of the block algorithm is further pronounced by simulation under rectangular QAM-16 input signal. Given 1000 channel output symbols, the converged output of the equalizer for QAM-16 input (under x =0.001) is shown in Fig. 5 after merely 200 iterations. Clearly, most IS! has been eliminated and phase error has been corrected.
We now test a complex channel whose real part and imaginary part of its impulse response are shown in Fig. 6 as in the example of Ref. 4 . The complex channel causes severe IS! and cross-coupling interference, which is evident from the set of channel output signals shown in Fig. 7 . A 21-tap blind equalizer based on the block algorithm is then applied to the channel output in an attempt to reduce the effect of interference. After 300 iterations with a block of OPTICAL ENGINEERING / June 1 992 / Vol. 31 No. 6 / 1195
where pi and J12 should be chosen small enough to maintain numerical stability. Similarly, the minimization of maxllm(zk)l can be approximated through the minimization of E{IIm(zk)"} for a fixed p. To speed up the convergence rate, we choose to minimize the sum of the two convex cost functions (which is still convex):
which is twice as sensitive to parameter variations as before. In practice, we only implement finite-dimensional parameter vector 0 for the equalizer [see Eq. (7)] , exp(j)
Once 4 is initialized to be within ( -ir/4, 3'rr/4), it will remain there. Since the sum of two l, norms J is strictly convex, linear constraints such as truncation preserve convexity.
Since large values ofp must be used for l, to approximate the ideal lci norm, the adaptation step-sizes ii and 2 need to be very small, resulting in very slow convergence. To speed up the convergence rate of the gradient descent algorithm, various normalization techniques can be used. We can modify the adaptation algorithm into
where max IZkI is updated every 100 iterations (output symbols). Due to the use of this normalization factor, the stepsizes I.Li and 12 can be chosen reasonably large to enable faster convergence. The performance of this algorithm is presented after we introduce our alternative scheme.
Iterative Algorithm Based on Block
Approximation As with many other blind equalization algorithms, such as CMA, a gradient descent approach can be very slow in convergence. The main advantages of these algorithms are their potential tracking ability and computational simplicity. The disadvantage is that they do not fully utilize the available data, which results in a rather slow convergence rate. Here we present a simple block minimization scheme. The algorithm simply collects a sequence of data {Xk} and generates a sequence of outputs {zk} through 0. Then one finds the zk in the sequence that has the maximum IRe{zk}I and maximum IIm{zk}I, respectively. The equalizer parameters are then updated through The untilted square constellation of the equalizer output indicates that the carrier phase error has also been corrected by the algorithm. The total impulse response of the channel and equalizer combination shown in Fig. 8 is very close to unity.
Evidently, the block minimization algorithm requires far fewer data samples than our gradient descent algorithm and all other LMS-type gradient algorithms. The improvement of convergence rate depends largely on the step-sizes and data block size. Proper normalization can also be helpful.
Admittedly, the iterative block algorithm requires more time for each iteration and may take as much computing time as the stochastic descent algorithm to converge. Its actual advantage lies in the number of data samples required for convergence. It is more effective when only a short string of data is available, which is more often the case in blind deconvolution particularly if the channel is time varying. To determine the optimal value taken by the parameter q, fix 4 according to Eq. (19) and = 0 otherwise. Then constraint. We now define Zt0 to be a perturbation (not necessarily small) away from our candidate parameter setting, t to be the channel equalizer convolution for the can- Thus, whenever k =0 or 2, this is the desired result. Thus, whenever k = 1 or 3, this is the desired result. 
