ABSTRACT In order to satisfy the requirements of on-line monitoring of the suspension system under complex conditions, a fault detection method for maglev train suspension system based on multi-model switching is proposed. In the proposed method, the healthy samples are extracted through the moving time window, and then the features of the healthy samples are extracted by the Fast Walsh-Hadamard transform and filtered by the median filter. Then, the normalization is used to eliminate the difference of feature vectors, and then the principal component analysis method is used to reduce the dimension and de-correlation of the feature matrix contributing to a hyper-sphere space. Finally, the health threshold and the fault threshold are determined by Euclidean distance, then fault detection models are established for various operating conditions. Taking the positive line operation condition as an example, the proposed method is compared with the method based on the original feature and support vector data description based on the original feature. The results demonstrate that the proposed method is superior to the other two methods in terms of health detection rate and false positive rate. In addition, the proposed method is of the characteristics of low computational complexity, no-parameter optimization, and good robustness. It can be applied in practical engineering providing a certain research basis for data deep mining such as fault diagnosis and fault prediction.
I. INTRODUCTION
With the opening of the medium and low-speed maglev trains in Beijing and Changsha, maglev trains are becoming popular increasingly. At the same time, the safe and reliable operation of maglev trains has received increasing attention. Therefore, under the premise of ensuring safe and reliable operation of trains, how to improve maintenance efficiency, reduce maintenance costs, reduce maintenance workload and avoid huge economic losses and catastrophic accidents is an urgent problem to be solved.
The condition-based maintenance is to repair the object based on the health condition of the maintenance object. The purpose of the suspension system is to maintain the gap value at a stable value. Thus, analyzing air gap value data is a very suitable method for fault detection. However, the fault detection of the suspension system mainly has two difficulties. On the one hand, the imbalanced data leads to a reduction in the accuracy of fault detection. It is mainly reflected in: Firstly, in the actual operational data, usually the ratio of healthy samples to fault samples is seriously out of balance, and even there are few fault samples; Secondly, the dimension of the feature vector is high, and its distribution cannot be visualized easily; Thirdly, due to the large difference between different features, the two-dimensional features are distributed in an elliptical shape, and the distribution of eigenvectors in the n(n > 3) dimensional space is a hyperellipsoid; Fourthly, the selected features are different, and the distribution of feature vectors is also changes happened. On the other hand, during practice operation, the maglev train has various operating conditions such as suspension and static, positive line operation, and returning to the warehouse, contributing to large data difference and weakening the capability of fault detection. For the first difficulty, Zhang et al. [1] proposed a kind of method based on fast clustering algorithm and decision tree to diagnose rotating machinery fault for imbalanced data. Zhang et al. [2] proposed a method based on fast clustering algorithm (FCA) and support vector machine (SVM). Jian et al. [3] proposed a new different contribution sampling method (DCS) based on the contributions of the support vectors (SVs) and the nonsupport vectors (NSVs) for classification. Liu and Zio [4] proposed a k nearest neighbors-based fuzzy support vector machine for reducing the computational burden and tackling the issue of imbalance and outlier data, in fault detection. Wang et al. [5] proposed an online CVM classifier with adaptive minimumenclosing-ball (MEB) adjustment. Mao et al. [6] proposed an online sequential prediction method for imbalanced fault diagnosis problem. Wu et al. [7] raised a weighted Long Recurrent Convolutional LSTM model with sampling policy (wLRCL-D). Duan et al. [8] proposed a Support Vector Data Description(SVDD) based machine learning Model. Rekha et al. [9] proposed a novel low-complexity anomaly detection algorithm based on SVDD. A novel fault detection algorithm for aircraft based on SVDD is proposed [10] . To improve the fault detection performance, Li et al. [11] proposed a PCA-R-SVDD based method. Wang et al. [12] combined the CVA and SVDD to develop a robust approach to weaken or remove the negative impact of input data on bearing degradation estimation. Huang and Yan [13] proposed a new independent and related variable monitoring based on kernel principal component analysis (KPCA) and support vector data description (SVDD) algorithm.
Although these methods have achieved good results, these methods have two shortcomings: one is that the algorithms, such as SVDD, SV, LSTM, need to be tuned, and the other is that they have a higher complexity in the calculation. Since the maglev train has multiple systems and its data volume is large, if the computational complexity of each model is high, this requires higher computing resources, but the computing resources in the project are limited. In this regard, Lin et al. [14] proposed a novel method called hyper-spherical distance discrimination. However, there are several shortcomings in this document. Firstly, if the features obtained by the formula do not reflect system performance well, this will directly affect the result. Secondly, if the feature dimension is large, only eliminating the correlation of features has little contribution to the data description, and the amount of calculation is still relatively large. Thirdly, the method only considers the two states of health and fault and divides the 1-D threshold. However, in actual engineering, the overall trend of system degradation is monotonous, and its operating state can be divided into healthy state, sub-health state and fault state, so, it requires at least two thresholds divided. Fourthly, the experimental data from different operating conditions are feasible in this document, and there is no multimodel switching to solve the changing conditions in actual operation. For the second difficulty, Duan L, et al. present an integrative approach of intrinsic time-scale decomposition and hierarchical temporal memory for gearbox diagnosis under variable operating conditions. [15] A hybrid method based on VMD, SKE, and WSaE-ELM is implemented for fault diagnosis of real bogies under variable conditions [16] . A technique based on merging process and vibration data is proposed with the objective of improving the detection of mechanical faults in industrial systems working under variable operating conditions [17] . Boskoski and Juricic [18] propose a novel approach for the diagnosis of gearboxes inpresumably non-stationary and unknown operating conditions. Martínez-Morales et al. [19] present a fault diagnosis strategy for induction motors based on multi-class classification through SVM, and the so-called one-against-one method.
In summary, for these two difficulties, this paper proposes a fault detection method based on multi-model switching. Firstly, according to the operation of the maglev train, the fault detection model and switching rules of multiple operating conditions are established. Then the sample features are extracted by Fast Walsh-Hadamard transform (FWHT) [20] and the features are filtered via median filtering. Then, the normalized dimension matrix is reduced and de-correlated by Principal component analysis(PCA), and the hyper-ellipsoid is transformed into the hypersphere. Finally, two thresholds between the health state, the sub-health state, and the fault state are determined via the Euclidean distance method. Compared with SVDD, this method can achieve a higher health detection rate with lower false alarm rate owning the advantage of low computational complexity. It does not need to adjust parameters during the training phase and it also provides a certain research basis for deep data mining, such as fault diagnosis and fault prediction. In this study, the method was applied to the suspension system of a maglev train.
The rest of this article is organized as follows. Section 2 introduces the suspension monitoring system and the suspension control system and then analyzes the features of the suspension gap. Section 3 introduces a fault detection method based on multi-model switching. Section 4 verifies the effectiveness of the method. Finally, conclusions are made in Section 5. 
II. SYSTEM CHARACTERISTIC ANALYSIS A. SUSPENSION MONITORING SYSTEM
The maglev train is a new type of rail vehicle that uses electromagnetic force to suspend the train in a track with gap condition. The suspension control system is the core component of the train. Since the suspension node module has independent control characteristics and each vehicle has 20 suspension nodes, the entire suspension system is supported by 20 independently controlled suspension units, and each suspension control is independent of each other. Fig. 1 shows a suspension monitoring system consisting of three vehicles. Each suspension monitoring unit(MSU) connects each suspension node and the batteries through an isolated CAN bus, and one can monitors and records the data information at a sampling frequency of 0.1 Hz. The MSU can communicates with the central control unit (TCMS) of the maglev train via the MVB bus, and the train level control is completed by the TCMS. [21] , [22] , including controllers, choppers, coils, and sensors. The sensors include current sensors, gap sensors, and acceleration sensors. The four electromagnets form an electromagnet module. The first coil and the second coil are connected in series as one suspension control point, and the third coil and the fourth coil are connected in series as another suspension control point. The suspension control system provides suspension power and control power from the vehicle power supply system, which is 330V a controllable suspension voltage for the electromagnet through the modulation of the suspension chopper. The DC power supply is obtained by converting the 110V control power through the control power conversion board and it is supplied to the suspension controller and the chopper drive board.
From the structure of the suspension control system, the state data of the suspension system includes current, suspension gap, and acceleration. a large amount of computing resources and calculation time are required when these three parameters are analyzed at the same time. it is indispensable that the data of some parameters is selected for fault detection and the calculation time can be greatly reduced and the computing resources can be saved. So, the data is selected from the working principle and fault phenomenon of the suspension control system.
The working principle of the suspension control system is that the suspension control system receives the height of air gap between electromagnet and track from the suspension gap sensor, it can generate a PWM wave through a control algorithm, and amplifies the signal to the suspension electromagnet through a power chopper, and the suspension electromagnet generates a suspension of different magnitude according to the magnitude of the current. It can adjust the gap between electromagnet and track to keep the value of the suspension gap at a fixed value. From the working principle, on the one hand, the control process of the suspension system is more complicated when the train is in operation. So, the suspension system is nonlinear, dynamic, with timevarying parameters. On the other hand, the suspension control system takes a suspension gap as an input, and it finally takes current and acceleration as outputs. If there is an abnormality in the system, there will also be an abnormality in the gap value.
For a single-module suspension control system, the risk source mainly comes from the fault of the system component itself and the external environment. The suspension control system senses the change of the external monitoring quantity through the sensor, and the sensor is affected by environmental factors (such as temperature and vibration), so the sensor is a component with a relatively high frequency of fault in the suspension control system. Since the suspension system is a closed-loop system, the air gap value will inevitably be abnormal when faced with a certain type of sensor fails. Considering that the electromagnet is used in series in a single-point suspension control system, when a shortcircuit fault occurs, the effective number of electromagnets decreases, causing a change in the structural parameters of the suspension control system. Faults such as short-circuiting of the electromagnet and leakage may result in a decrease in suspension performance and an abnormal air gap value. If some power supplies fail, the suspension controller will not work, and it will also result in the air gap value to be abnormal.
In summary, the fault of the suspension system can be detected by analyzing the levitation gap. Consequently, this paper selects the gap value data to detect the fault of the suspension system. Fig. 4 shows the historical data of a suspension node for one day, in which the red line is the historical data of the train speed, and the blue line is the historical data of the VOLUME 7, 2019 One can assume that the rules for model switching have been established. Now, the data of the running line is taken as the research object, and the data is characterized. A moving time window with a length of 100 collection points extracts 10,000 healthy samples m s×10000 from the healthy data of the positive line operation. The health sample features were extracted by FWHT method, and then denoised by median filtering to obtain the feature matrixQ 128×10000 . Fig. 5 is the distribution histogram of multiple features in a feature matrix. From left to right, each subgraph is a distribution histogram of the 1st, 2nd, 3rd, 14th, 16th, 33rd, 36th, and 44th feature, respectively.
B. FEATURE ANALYSIS 1) DIFFERENCE OF FEATURES
It can be seen from Fig. 5 that the distribution histograms of the feature approximate to the normal distribution. Therefore, the normal distribution of the 128 features is fitted, and the mean and the standard deviation of each feature are calculated, as shown in Table 1 .
It can be seen from Table 1 that the average value of the first three features is approximately equal to 2, and the absolute value of the average value of the fourth feature to the 31st feature is less than 0.3, and the absolute value of the starting average of the 34th feature to the last feature is close 0. The standard deviations of the first five features are close 0.05, the standard deviations of the sixth feature to the 31st feature are between 0.01 and 0.05, and the standard deviations from the 32nd feature to the last feature are between 0.006 and 0.01. It is obvious that the major axis of the feature distribution is parallel to the coordinate axis and the difference is not small. Meanwhile, normalization is to stretch or compress the hyper-ellipsoid from the direction of the coordinate axis. Consequently, the feature distribution space can be made more spherical than the original spatial distribution by normalization.
2) CORRELATION OF FEATURES
The relevance of features can be analyzed in two ways [14] . On the one hand, from the perspective of graphics, although 128-dimensional features cannot be visualized easily, correlation analysis can be performed by two-dimensional projection. Although there are C 2 128 = 8128 kinds of two-dimensional projection results, it is hardly necessary to analyze each combination, and the combined results can be divided into three categories, as shown in Fig. 6 . The first category is irrelevant. Fig. 6(a) shows the projection distribution of 10,000 healthy sample features in the NO.14-NO.17 plane. The second category is positive correlation. Fig. 6(b) shows the projection distribution of 10,000 healthy sample features in the NO.12-NO.29 plane. The third category is the negative correlation. Fig. 6(c) is the projection distribution of the 10,000 healthy sample features in the NO.7-NO.21 plane. Among them, NO. 7, NO. 12, NO. 14, NO. 17, NO. 21, and NO. 29 refer to the 7th, 12th, 14th, 17th, 21st, and 29th feature, respectively. Although a circle can be used to describe the feature distribution of Fig. 6(a) , when a circle is used to describe Fig. 6(b) and Fig. 6(c) , it will inevitably lead to false positive and false negative errors, such as Fig. 7 .
On the other hand, from the mathematical point of view, the correlation coefficient matrix ρ ij of the feature matrix Q * 128×10000 is calculated according to Equation (1), and min ρ ij = 0 (i = j) and max ρ ij = 1 (i = j). Where ρ 14,17 = 0.004,ρ 12,29 = 0.81,ρ 7,21 = −0.499, indicating that the 14th feature has a small correlation with the 17th feature, and the 12th feature has a strong correlation with the 29th feature, and the 7th feature has a strong negative correlation with the 21st feature. The conclusions of the above two-dimensional projection can be extended to the original feature space: when the correlation coefficient value of each pair of features is small, the distribution of the feature vectors in the original feature space tends to be the hypersphere, and its boundary can be described; otherwise, the distribution tends to be hyperellipsoid, its boundaries are difficult to describe. Therefore, it is indispensable to remove the strong correlation between features so that the distribution of feature vectors tends to be the hypersphere. 
3) HIGH DIMENSIONALITY OF FEATURES
If only the correlation of the feature vector is removed, then from the spatial point of view, it is essentially a rotation process. However, the spatial distribution of the rotated eigenvectors is still a hyper-ellipsoid, so there is little contribution to the data description via eliminating the correlation of features and some features in a feature matrix are not distinguishable. For example, when the samples of a feature have little difference from each other, then its contribution is small for fault detection, and it will consume additional computing resources and time in subsequent calculations. However, dimensionality reduction leads to loss of information. When the loss is too large, it may give rise to large errors in subsequent models. So, it is indispensable to avoid losing too much information while reducing the number of features in the feature matrix.
III. FAULT DETECTION METHOD BASED ON MULTI-MODEL SWITCHING
In actual operation, there are three operating conditions for the suspension node, and it is indispensable to establish multiple models for three operating conditions and realize switching. Meanwhile, due to the fault samples are difficult to obtain, it is impossible to establish fault models through substantial numbers of fault samples, but due to substantial numbers of healthy samples, the health model can be established. So, we first establish the switching rules of multiple models according to the characteristics of different operating conditions, and then establish the health models of different operating conditions according to substantial numbers of healthy samples under different operating conditions.
A. MULTI-MODEL SWITCHING BASED ON LOGICAL JUDGMENT
The train is a hybrid system integrating analog signals and digital signals. Its data includes not only analog signals such as current and voltage, but also digital signals such as valves, traction, and braking. The monitoring system analyzes the digital signal and the analog signal to obtain a status word of the train that reflects the real-time operating status of the train. So, it can be judged according to the status word which operating condition the suspension system is working on. The logical judgment of the three operating conditions is shown in Table 2 . 
where µ g is the average of the g-th feature and σ g is the standard deviation of the g-th feature.
2) DE-CORRELATION AND DIMENSIONALITY REDUCTION
The feature matrix Q * 2 s 1 ×M can be reduced the dimension and removed the correlation by the PCA [23] . Since each feature has been normalized, the covariance matrix C 2 s 1 ×2 s 1 can be directly calculated: 
C. THRESHOLD
Since the sample mean of the normalized feature is zero, the center O of the hypersphere is the origin. On the basis of engineering practice, the overall trend of system degradation is monotonous, and its state can be divided into three categories: health, sub-health, and fault. However, due to the current data, only the two states of health and fault can be distinguished. Thus, we need to set health and sub-health thresholds for early warning, and sub-health and fault thresholds for fault detection. On the basis of the features of the hypersphere, the distance from the center of the hypersphere can be used to distinguish between the health feature sample, the sub-health feature sample, and the fault feature sample, which directly determines the accuracy of the fault detection result. When the threshold is too large, the hypersphere is likely to include a fault sample, increasing the risk of underreporting. When the threshold is too small, healthy samples distributed outside the hypersphere will be detected as fault samples, increasing the probability of false positives. Consequently, a more suitable threshold is indispensable. As shown in Fig. 8 , the abscissa is the distance from the center of the hypersphere, and the ordinate is the probability value. The red curve is the probability distribution curve of the fault state, and the green is the probability curve of the healthy state. Due to there is a sub-health state between the two states, we divide the probability distribution curve of the two states into three intervals.
It is mainly divided into three cases: if it is not judged whether there is a significant intersection between the two curves, then a partial interval of the health state probability distribution curve is selected as the interval of the sub-health state; if there is an intersection of the two curves, select an interval [D 1 , D 2 ] as the interval of the sub-health state in the intersection of the two curves; if there is no intersection between the two curves, select the interval between the two curves as the sub-health state. Thus, as shown in Fig. 9 , '' * '' indicates a healthy sample, ''o'' indicates a sub-health sample, and '''' indicates a fault sample. The sample whose distance from the center of the hypersphere is smaller than D 1 is a healthy sample, the sample whose distance from the center of the hypersphere is between [D 1 , D 2 ] is a sub-health sample, and the sample whose distance from the center of the hypersphere is larger than D 2 is a fault sample. 
D. ALGORITHM FLOW
The fault detection process of suspension system is shown in Fig. 10 . In this framework, the term 'logical judgment' means that based on the real-time data of the train, the judgment is made according to Table 2 and the model is switched.
IV. METHOD VERIFICATION
There is a large amount of health data and very few fault data in the current project. Taking the historical data of the overload fault during the positive line operation as an example, healthy samples are taken out with a moving time window with a length of 100, and a total of 120,000 samples are extracted, of which 119232 healthy samples are m 100×M (1 ≤ M ≤ 119331) and 768 overload fault samples g 100×W (1 ≤ W ≤ 768). The first 10,000 healthy samples were taken from 119,331 healthy samples as a training set for establishing a health model, with the remaining VOLUME 7, 2019 109,232 healthy samples and 768 overloaded samples as a test set.
A. HEALTH MODEL B. HYPERSPHEROIDIZATION
According to Section 3.1.1, the normalized feature matrix Q * 128×10000 is obtained. As shown in Fig. 11, the normalized  histogram of the 1st, 2nd, 3rd, 14th, 16th, 33rd, 36th , and 44th feature can be obtained by (12) and (13). In contrast with Fig. 5 , the normalized features are of approximate scale and the difference of features is significantly eliminated. The cumulative contribution is chosen to be 90%. According to Section 3.2.2, the covariance matrix C 128×128 , the mean vectorH 1×128 , the principal component matrixĤ 56×128 , and the new health feature matrix H 56×10000 are obtained. Table 3 demonstrates the contribution rates of 56 eigenvalues.
The correlation coefficient matrix ρ of H 56×10000 can be calculated by (1) . Among them, min ρ ij = 0 (i = j) and
≈ 0 (i = j). This demonstrates that the PCA achieves the de-correlation and dimensionality reduction of the features, and finally realizes the conversion of the hyper-ellipsoid into the hypersphere.
1) THRESHOLD
The Euclidean distance D 1×10000 between each feature
T and the center of the hypersphere (the origin) in the health feature matrix H 56×10000 is calculated by Equation (5) .
where O is the center of the hypersphere. Fig. 12 is a curve of D 1×10000 .
FIGURE 12.
The curve of D 1×10000 .
FIGURE 13.
The distribution histogram of D 1×10000 . Fig. 13 shows the distribution histogram of D 1×10000 . It can be seen from the distribution histogram that the distribution is an approximately normal distribution, µ = 10.1317, σ = 3.4933. When there is only a healthy sample, the early warning threshold D 1 = µ + 2σ = 17.1183 is selected, which means that about 95.44% of the healthy samples are within the health threshold. Selecting the fault threshold D 2 = µ + 3σ = 20.6116 means that approximately 4.29% of the healthy samples are within [17.1183, 20 .6116]. [14] Consequently, as shown in Table 4 , according to 10,000 healthy samples, D 1 , and D 2 , 96.03% of healthy samples were considered as healthy samples, 2.9% of healthy samples were considered as sub-health samples, and 1.07% of healthy samples were considered as fault samples. Therefore, the results are within acceptable limits.
C. TEST DATA PREPROCESSING
Firstly, feature extraction is performed on the test sample set by FWHT, and the feature matrix T 128×110000 is obtained. Then, using the mean and the standard deviation of the training set, the feature matrix is normalized by (2) . Then, T 128×110000 is obtained by (6) and the first 56 lines of T 128×110000 are selected as the pre-processing results.
D. RESULTS AND METHOD VALIDATION E. RESULTS
In order to verify the feasibility of the method, the method of this paper is compared with the method based on the original feature and SVDD based on the original feature. The test set is preprocessed according to Section 4.2, and the feature matrix C 128×110000 is obtained. The first 56-dimensional features are selected, and the distance r 1 between each sample and the center of the hypersphere is calculated by the Euclidean distance. According to Section 4.1, D 1 and D 2 can be obtained. Fig. 14 is the test result of the proposed method for the processed features. The red dot is the fault sample, the blue dot is the health sample, the red line is the threshold D 2 , and the green line is the threshold D 1 .
FIGURE 14. Test result.
It can be seen from Fig. 14 that most of the fault sample points are above the threshold D 2 , and most of the healthy samples are distributed below the threshold D 2 . The gap value is suddenly greater than D 2 at a certain moment, but returns to the D 2 threshold within a few subsequent times, which demonstrates that the point is noise outliers. The distribution space of the original features is a hyperellipsoid whose center is the average value µ of 10000 feature samples. The standard deviation is σ . According to Section 4.1, the fault threshold D 2 = µ +3σ = 0.5608. The warning threshold D 1 = µ + 2σ = 0.4353. Fig. 15 is the test result of the method for the original feature. In Fig. 15 , the red dot is the fault sample, the blue dot is the healthy sample, the red line is the threshold D 2 , and the green line is the threshold D 1 . It can be seen from Fig. 15 that most of the fault sample points are above the threshold D 2 , and most of the healthy samples are distributed below the threshold D 2 . Table 6 is a statistical table of test results. It can be seen from the table that the fault detection rate F F2 is 99.349%, the health detection rate F H 2 is 95.83%, the detection rate F SH 2 of the sub-health state is 2.838%, and the false alarm rate F A2 of the fault state is 1.3339%.
The SVDD is achieved by applying the LibSVM-3.18 [24] . All parameters of both methods were set by 10-fold crossvalidation. The threshold D max of each method can be given [14] . Fig. 16 demonstrates the test results of SVDD for the original features. The red dot is the fault sample, the blue dot is the healthy sample, and the red line is the threshold 
1) METHOD VALIDATION
For the convenience of analysis, the three methods of Section 4.3.1 are respectively labeled as the first method, the second method, and the third method. According to the experimental results, firstly, although the fault detection rate F F2 of the second method is 0.26% higher than the fault detection rate F F1 of the first method, and the fault detection rate F F3 of the third method is 0.65% higher than that the fault detection rate F F1 of the first method, but the fault detection rate of the three methods has reached more than 99%. It indicating that the fault detection capabilities of the three are not much different. Secondly, although extensively used, false alarms rate can only reflect the overall performance of fault detection against uncertainties. In practice, the repairer may be interested in how frequently false alarms occur. The false positive rate F A2 of the second method and the false positive rate F A3 of the third method is 0.97% higher than the false alarm rate F A1 of the first method. It demonstrates that the first method has a higher health sample detection rate and a lower false positive rate. Thirdly, in Figures 14-16 , there is a small amount of intersection between the healthy sample and the fault sample above the fault threshold. These small abnormal health samples are significantly more distant from the center of the hypersphere than other healthy samples, and these samples have a certain frequency. According to relevant empirical analysis, the causes of abnormal health samples are: 1) Track irregularity [25] . When the suspension node passes through the irregular track, suspension gap will fluctuate abnormally. When the irregularity problem of the track is not solved, abnormal health samples will be generated whenever the train passes the track. In this regard, the position of the train at the current time and the direction of travel can be combined to find out the location of the track irregularity, thereby reducing the number of abnormal health samples;
2) The driver accelerates and decelerates for a short period of time. It is also a common and often common phenomenon, but this operation will not only produce abnormal health samples, but also affect the service life of the train. In this regard, it is feasible to combine driving data related to the driver's operation to give driving advice that is useful for extending the service life of the train, thereby reducing the number of abnormal health samples; 3) When the train passes the gap between two tracks, the distance detected by the two sensors in the three-way sensor is too large, resulting in the value of the suspension gap being too large. In this regard, it is feasible to determine whether the current node is passing through the gap between the tracks in combination with data information such as the position, traveling direction and speed of the train at the current time. If it is, it is filtered. This also reduces the number of abnormal samples. By analyzing these problems, it can be found that through fault detection combined with train monitoring data, many problems can be found and fundamentally solved, which fully plays the role of the monitoring system and is of great significance. In addition, the distance between these abnormal health samples and the center of the hypersphere is greater than the fault threshold, which is a small probability event with a normal distribution. Although it may occur, the reliability of the fault is not high. Due to the impact of these small incidents, the health detection rate is more reliable than the false positive rate. Among the three methods, the health detection rate F H 1 of the first method is higher than the health detection rate F H 2 of the second method, and the sum of the health detection rate F H 1 and the sub-health detection rate F SH 1 of the first method is greater than the health detection rate F H 3 of the third method. Consequently, in the case that the fault detection rate is not much different, considering the importance of health detection rate and false positive rate, the method proposed in this paper can give higher health detection rate and lower false positive rate.
V. CONCLUSION
This paper proposes a multi-model switching based fault detection method for maglev train suspension system. The method realizes multi-model switching through logical judgment, then extracts healthy sample features by FWHT method and filters with median filter. Then, the difference between the feature vectors is eliminated by normalization, and the dimension reduction and de-correlation of the feature matrix are achieved by PCA, so as to achieve the hypersphere of the feature distribution space. Finally, the health threshold and the fault threshold are determined by the Euclidean distance, so as to achieve the fault detection models for each operating condition. Taking the positive line operation condition as an example, considering the importance of health detection rate and false positive rate under the case that the fault detection rate is not much different, the proposed method in this paper can obtain higher health detection rate and lower false positive rate. In addition, the proposed method has the characteristics of low computational complexity and there is no need to tuning parameters. It can be applied in practical engineering and it provides a certain research basis for data deep mining such as fault diagnosis and fault prediction.
