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Resumen— La red de interconexión es el elemento
principal en los clusters de computación de alto ren-
dimiento (HPC) y centros de datos (DC), donde miles
de nodos deben comunicarse de forma rápida y fiable.
El rendimiento de la red depende de varias opciones
de diseño, como la topoloǵıa, el algoritmo de encami-
namiento, la arquitectura del switch, etc. En la litera-
tura se han propuesto algoritmos de encaminamiento
altamente eficientes, ya sean deterministas o adapta-
tivos, para equilibrar de forma inteligente los flujos
de tráfico dependiendo de la topoloǵıa de red, pero
su rendimiento se reduce en los escenarios en los que
la congestión y sus efectos negativos (por ejemplo, el
HoL blocking) aparecen. En particular, en escenarios
donde la congestión es intensa y persistente, el HoL
blocking puede degradar drásticamente el rendimien-
to de los algoritmos de encaminamiento adaptativo,
ya que pueden extender los flujos de tráfico conges-
tionado por todas las rutas disponibles. Además, como
hemos demostrado en estudios anteriores, la disper-
sión de los flujos congestionados puede deteriorar el
rendimiento de los esquemas de colas estáticos utiliza-
dos para reducir el HoL blocking mediante la separa-
ción de los flujos en diferentes colas del switch buffer.
De hecho, como estos sistemas se basan en un crite-
rio estático, definido antes de la inyección del tráfico
en la red, no pueden evitar que los flujos congestio-
nados y no congestionados compartan colas cuando se
combinan con un encaminamiento adaptativo. En este
trabajo, proponemos utilizar algunos esquemas de co-
las estáticos existentes junto a la asignación dinámica
de canales virtuales (VC) para aislar en una solo VC
los flujos cuyas rutas han sido encaminadas de forma
adaptativa, con el fin de evitar que el impacto de la
congestión se extienda a través de varias rutas. Bási-
camente, los flujos adaptados se mueven a un canal
especial de flujos adaptados (AFC), de modo que no
interactúan con los flujos asignados a otros VC por el
esquema de colas estático. De esta manera, se evita el
HoL blocking que los flujos adaptados podŕıan causar
a los flujos no adaptados, incluso si los flujos conges-
tionados se han extendido a través de varias rutas.
Por otro lado, el esquema de colas estático reducirá
sin ninguna interferencia el HoL blocking que puede
aparecer entre los flujos no adaptados. Para evaluar
nuestra propuesta hemos realizado experimentos de
simulación modelando grandes redes de interconexión
basadas en la topoloǵıa Fat-tree. De los resultados ob-
tenidos, podemos concluir que nuestra técnica reduce
de manera eficiente y significativa el impacto del HoL-
blocking en las redes de interconexión utilizando en-
caminamiento adaptativo y esquemas de colas cuando
aparece la congestión.
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I. Introducción
EN la actualidad, los sistemas de computación dealto rendimiento (HPC) y centros de datos (DC)
están compuestos por miles de nodos que trabajan
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en paralelo para hacer frente a las crecientes deman-
das, potencia de cálculo y procesamiento de datos, de
aplicaciones y servicios utilizados en diversos campos
como la genómica, la previsión climática, la inteligen-
cia artificial, la robótica, las redes sociales, etc. En
todos estos sistemas, la red de interconexión juega un
papel esencial, ya que debe ofrecer un alto ancho de
banda y una baja latencia para la comunicación entre
los nodos, de lo contrario se convertiŕıa en el cuello de
botella del sistema. Para satisfacer las demandas de
comunicación, los diseñadores de redes de intercone-
xión se enfrentan a múltiples retos de diseño, como la
configuración de topoloǵıas de red eficientes y algo-
ritmos de encaminamiento. Concretamente, hay va-
rios requisitos que deben tenerse en cuenta al diseñar
la topoloǵıa de red, como la diversidad de caminos, el
bajo diámetro, las condiciones para evitar interblo-
queo, la conectividad total, el ancho de banda de la
bisección, el coste, etc. En ese sentido, las topoloǵıas
Fat-Tree [1] se utilizan en sistemas reales de HPC y
DC, ya que ofrecen un alto ancho de banda de bi-
sección, diversidad de rutas mı́nimas y un patrón de
conexión que evita los interbloqueos de forma na-
tural. Además, tienen capacidades inherentes de to-
lerancia a fallos. Gracias a estas caracteŕısticas, los
Fat-trees se utilizan en grandes supercomputadores
como el IBM Summit, el número uno de la última
lista TOP500 (noviembre de 2018) desplegando un
Fat-tree de tres etapas.
Además, se han propuesto algoritmos de encami-
namiento eficientes para los Fat-tree que explotan sus
propiedades. Por un lado, los algoritmos determinis-
tas siempre seleccionan la misma ruta entre un par de
nodos, pero no tienen en consideración ninguna in-
formación sobre el estado de la red o las condiciones
de tráfico. Las poĺıticas de encaminamiento determi-
nistas [2], [3] son ampliamente utilizadas porque son
fáciles de implementar, y equilibran eficientemente
los flujos de tráfico entre las rutas disponibles en la
red. Por otro lado, con los algoritmos adaptativos [4],
[5], [6] se selecciona la ruta entre dos nodos entre el
conjunto de rutas disponibles, y esta selección puede
variar dependiendo de las condiciones de tráfico y del
estado de la red.
Sin embargo, incluso cuando se utilizan topoloǵıas
y algoritmos de encaminamiento eficientes, la conges-
tión puede aparecer y degradar severamente el ren-
dimiento de la red. La congestión se produce cuando
varios flujos de tráfico solicitan simultáneamente el
acceso al mismo recurso de red (por ejemplo, buffers,
enlaces, interfaces de red, etc.), ya que se concede a
un flujo el acceso al recurso solicitado, mientras que
los demás deben esperar. Si esta situación persiste
en el tiempo, entonces la congestión se propaga por
toda la red, llegando finalmente a los nodos fuente,
debido a la presión hacia atrás que ejerce el control
de flujo.
Esta propagación genera estructuras conocidas co-
mo árboles de congestión [7] que consisten en flujos
de tráfico congestionados conectados. Los principa-
les efectos negativos de la congestión son el Head-of-
Line(HoL) blocking [8] y el buffer hogging [9].
En consecuencia, se han propuesto muchas técni-
cas para hacer frente al fenómeno de la congestión
y sus efectos negativos. Una de las soluciones se ba-
sa en la utilización de varias colas en los puertos de
los switches para almacenar diferentes flujos por se-
parado, reduciendo aśı el HoL blocking. Este enfo-
que puede llamarse separación de flujos basados en
colas. Básicamente, los buffers de los puertos de en-
trada y/o salida se dividen lógicamente en colas que
normalmente se implementan como canales virtuales
(VCs) [10] (o carriles virtuales (VLs) en la especifica-
ción InfiniBand). Cada cola tiene su propio espacio
en el buffer y el control de flujo se realiza a nivel de
cola.
Estas técnicas, llamadas esquemas de colas estáti-
cos (SQS), son fáciles de implementar y su eficien-
cia depende de la poĺıtica de mapeo espećıfica y del
número de colas por puerto. Las poĺıticas de mapeo
pueden ser “agnósticas” a la topoloǵıa y encamina-
miento, como VOQnet [11], DAMQs [12] o DBBM
[13], o basadas en la topoloǵıa y encaminamiento,
como OBQA [14], vFtree [15] y Flow2SL[16], estas
últimas utilizan los recursos de la red de forma más
eficiente para reducir el HoL blocking.
Las soluciones descritas para la separación de flu-
jos basadas en colas se proponen, en general, para
topoloǵıas de red que utilizan encaminamiento deter-
minista. Sin embargo, el encaminamiento adaptativo
también es ampliamente utilizado. En este sentido,
se realizó un estudio preliminar para analizar el im-
pacto del uso del encaminamiento adaptativo sobre
la eficiencia de SQSs inicialmente propuestos para es-
cenarios de encaminamiento determinista [17]. En ese
estudio, demostramos que, bajo escenarios de conges-
tión intensa, el encaminamiento oblivious y adaptati-
vo puede extender los árboles de congestión a través
de las rutas de red disponibles, de modo que los pa-
quetes congestionados pueden terminar siendo alma-
cenados por la mayoŕıa de las colas definidas por el
SQS. Por lo tanto, la probabilidad de HoL blocking
aumenta y el rendimiento de la red se degrada. Para
evitarlo, propusimos restringir la adaptatividad del
encaminamiento mediante umbrales de ocupación en
las colas para activar la adaptatividad, de modo que
se redujera la propagación de la congestión. Los re-
sultados obtenidos mejoran el comportamiento de la
red en situaciones de congestión, pero creemos que
el rendimiento de la red puede mejorarse aún más.
Para ello, en este trabajo proponemos una nue-
va técnica que combina las técnicas de separación
de flujos basadas en colas con algoritmos de encami-
namiento adaptativo, llamada Aislamiento de Flujo
Adaptado (AFI). Básicamente, los flujos de tráfico
que no han sido encaminados de forma adaptativa
se asignan a un conjunto de colas de acuerdo con un
SQS. Sin embargo, cuando la ocupación de una cola
supera un determinado umbral, los paquetes alma-
cenados en esta cola se encaminan a través de rutas
alternativas y, en el siguiente salto, estos paquetes se
almacenan en un VC especial, llamado canal de flujo
adaptado (AFC), que no está en el conjunto de colas
utilizado por el SQS. Desde este salto, los paque-
tes adaptados permanecen almacenados en los AFCs
para evitar que los flujos congestionados en una ru-
ta alternativa compartan colas con los no adaptados.
Además, una vez que un flujo se encamina de forma
adaptativa y realiza un salto, se encamina siguien-
do rutas deterministas, de modo que se restringe la
propagación de la congestión. Una vez que la conges-
tión desaparece, el encaminamiento adaptativo deja
de enviar paquetes a través de rutas alternativas.
Hemos evaluado AFI en grandes Fat-trees que co-
nectan hasta 11K nodos, a través de experimentos
basados en simulación realizados bajo patrones de
tráfico sintéticos y basados en trazas. Los resultados
obtenidos muestran que AFI reduce significativamen-
te la probabilidad de que los flujos congestionados y
no congestionados compartan colas, aśı como de que
los árboles de congestión se extiendan debido al en-
caminamiento adaptativo, lo que en general reduce
significativamente el HoL blocking en comparación
con otros enfoques.
El resto de este documento está organizado de la
siguiente manera. La sección II resume los antece-
dentes en cuanto a la topoloǵıa Fat-tree, los algo-
ritmos de encaminamiento, la congestión y sus solu-
ciones. En la sección III identificamos los problemas
que pueden aparecer cuando se combinan esquemas
de colas con el encaminamiento adaptativo. La sec-
ción IV describe la técnica de aislamiento de flujo
adaptado. En la Sección V, explicamos el modelo de
simulación y mostramos y analizamos los resultados
obtenidos para evaluar nuestra propuesta.
II. Conceptos Básicos
A. Fat-Trees
El Fat-Tree [1] es una topoloǵıa ampliamente uti-
lizada en los sistemas HPC y DC. Esta familia de
topoloǵıas multietapa ofrece algunas caracteŕısticas
deseables y una gran variedad de patrones de cone-
xión. Se han propuesto varios patrones de conexión,
como los Real Life Fat-Trees (RLFTs), una subclase
de los Parallel Ports Generalized Fat-Trees (PGFTs)
[18]. Los RLFTs ofrecen un coste reducido por puerto
de switch y, como consecuencia, muchos sistemas co-
merciales utilizan este patrón de conexión. Hay que
tener en cuenta que este patrón de conexión utiliza
switches con el mismo número de puertos P . En esta
topoloǵıa, cada switch conecta K (K = P/2) puer-
tos con otros switches en la siguiente etapa (K es la
aridad del switch, es decir, la mitad del número de
puertos). El número de nodos N en un RLFT con
n etapas y con una aridad de switch K viene dado
por N = 2(Kn), y el número de switches se puede
calcular con la fórmula S = (N · (2n− 1))/2K.
En general, las topoloǵıas RLFT tienen las siguien-
tes propiedades:
Son libres de bloqueos si se utiliza un encamina-
miento de ruta mı́nima, es decir, todas las rutas
utilizadas por el algoritmo de encaminamiento
ofrecen el menor número de saltos.
Ofrecen una amplia diversidad de rutas entre
cualquier par de nodos, de modo que hay varias
rutas de ruta mı́nima disponibles entre cualquier
par de nodos.
Ofrecen un ancho de banda de bisección cons-
tante (CCB) entre todas las etapas.
Proporcionan de forma inherente capacidad pa-
ra tolerancia a fallos, debido a la diversidad de
caminos.
El encaminamiento en los RLFTs puede dividirse
en dos fases: subida y bajada. Primero, en la fase de
subida se pueden seleccionar todos los puertos K de
un switch, como puertos de salida, para encaminar
un paquete determinado a la siguiente etapa. Los pa-
quetes se dirigen en dirección ascendente hasta que
llegan a la etapa de giro. Desde la etapa de giro, sólo
hay un camino hacia abajo posible para que ese pa-
quete llegue a su destino. Por lo tanto, el conjunto
de rutas de recorrido mı́nimo está limitado por la
aridad del switch K, y el número de etapas n. En
consecuencia, la máxima diversidad de rutas de ca-
mino mı́nimo entre cualquier par de nodos es Kn−1.
Existen varios algoritmos de encaminamiento pro-
puestos para los Fat-trees, ya sean deterministas o
adaptativos. Por un lado, existen algoritmos de en-
caminamiento determinista que aprovechan la diver-
sidad de rutas, como DESTRO (Deterministic des-
tination and STage based Routing) [2] o D-mod-K
[3], que reparte inteligentemente los flujos entre los
caminos disponibles de subida.
Sin embargo, el encaminamiento determinista obli-
ga a los paquetes a seguir siempre la misma ruta
entre un par de nodos dado. Esto hace que los al-
goritmos de encaminamiento determinista funcionen
eficientemente cuando se generan patrones de tráfico
uniformes en la red (es decir, todos los nodos generan
una cantidad similar de tráfico que se distribuye en-
tre los nodos de una manera justa). Por otro lado, el
encaminado adaptativo es particularmente útil para
equilibrar la carga cuando el trafico no es uniforme y
existen propuestas como [4], [5], [6] para implemen-
tarlo en los Fat-trees.
La Figura 1 muestra las posibles rutas de camino
mı́nimo entre dos nodos en un RLFT de 3 niveles. Las
flechas en negrita representan la ruta utilizada por el
encaminamiento determinista D-mod-K. Las ĺıneas
discontinuas muestran las rutas disponibles utiliza-
das por los algoritmos de encaminamiento adapta-
tivo, además de la ruta determinista, que también
puede ser seleccionada por los algoritmos de encami-
namiento adaptativo.
Fig. 1: Rutas posibles entre dos nodos en un RLFT
de 3 etapas (k=2). Las ĺıneas verdes representan la
ruta D-mod-K. Las ĺıneas rojas representan las rutas
del encaminamiento adaptativo.
B. La congestión y sus efectos
La congestión de la red aparece por varias cau-
sas, tales como el tráfico Hotspot, ráfagas de tráfi-
co, nodos populares que normalmente reciben mu-
cho tráfico, etc. Independientemente de la causa, la
congestión termina ralentizando los flujos de tráfico,
reduciendo drásticamente el rendimiento de la red.
Espećıficamente, el origen de la congestión es la con-
tención, que ocurre dentro de un switch cuando va-
rios flujos, desde diferentes puertos de entrada, soli-
citan de forma simultánea acceso al mismo puerto de
salida. Cuando la contención persiste en el tiempo,
entonces aparece la congestión, aśı como sus efectos
negativos.
El problema más importante derivado de la con-
gestión es el HoL blocking [8], que en general apa-
rece cuando un paquete congestionado en la cabeza
de una cola impide que otros paquetes almacenados
detrás avancen, incluso si solicitan puertos disponi-
bles dentro de un switch. Cuando las colas que con-
tienen paquetes congestionados en su cabecera se lle-
nan, la congestión se propaga a otros switches debido
a la presión hacia atrás del control de flujo 1 y pue-
den llegar a cualquier puerto de la red, formando lo
que se conoce como un árbol de congestión. Espećıfi-
camente, la ráız del árbol de congestión se origina
en el puerto de salida del switch congestionado y la
congestión se propaga desde la ráız hasta las hojas
(hasta el NIC del emisor). Apreciamos diferentes ti-
pos de HoL blocking dependiendo del lugar donde se
origina la congestión. Nos referimos a low-order HoL
blocking [19] cuando los paquetes se bloquean en el
mismo switch donde se origina la congestión. Nos
referimos a high-order HoL blocking cuando los pa-
quetes se bloquean en un switch diferente del switch
donde se origina la congestión, debido a la presión
hacia atrás del control de flujo.
Además, la congestión puede producir buffer hog-
ging [9] cuando los flujos congestionados ocupan la
mayor parte del espacio de buffer disponible en cual-
quier puerto de switch, de tal modo que impiden que
otros flujos lleguen a ese puerto. También podemos
distinguir diferentes tipos de buffer hogging, como el
inter buffer hogging o el intra buffer hogging. El in-
1Asumimos redes sin pérdidas, donde no se permite descar-
tar paquetes. Estas redes utilizan un control de flujo a nivel de
enlace basado en créditos que evita descartar paquetes cuando
los buffers que se solicitan están llenos y su posterior reenv́ıo
ter buffer hogging se produce cuando la ocupación
de una cola aumenta hasta consumir todo el espa-
cio de buffer compartido entre colas, mientras que
el intra buffer hogging se produce cuando un flujo
consume todo el espacio asignado a una cola deter-
minada, impidiendo que otros flujos se almacenen en
esa cola. En resumen, el HoL blocking y el buffer
hogging pueden degradar severamente el rendimien-
to de la red de interconexión, a menos que se tomen
algunas contramedidas.
C. Esquemas de colas
Una de las soluciones tradicionalmente ofrecidas
para tratar la congestión es la introducción de inno-
vaciones en la arquitectura del switch para mitigar
el HoL blocking y el buffer hogging. Una de estas
innovaciones consiste en dividir el espacio del buffer
de los puertos de switch en canales virtuales (VCs).
Aunque los VCs fueron introducidos originalmente
para evitar bloqueos, también pueden ser usados pa-
ra proporcionar calidad de servicio (QoS) [20] o re-
ducir el HoL blocking [15]. En algunos casos, los buf-
fers de los switches pueden implementar Virtual Out-
put Queues (VOQs) [12] a nivel f́ısico, por medio de
entradas demultiplexadas en el crossbar interno del
switch. De hecho, los switches con VOQs evitan el
low-order HoL blocking de forma nativa porque al-
macenan paquetes dirigidos a diferentes puertos de
salida en diferentes VOQs, y los paquetes bloquea-
dos almacenados en una VOQ no retrasan el avance
de los paquetes dirigidos a otras VOQs diferentes.
Sin embargo, los switches basados en VOQ todav́ıa
sufren de high-order HoL blocking. Nótese que los
switches basados en VOQ también pueden utilizar
esquemas de colas (mediante VCs) de forma ortogo-
nal a los VOQs, con el fin de tratar el HoL blocking
de forma más eficiente [21]. También hay que tener
en cuenta que el control de flujo en los switches ba-
sados en VOQ se realiza a nivel VC, de modo que no
es posible controlar la ocupación de una VOQ que
está ocupando todo el espacio del buffer, debido a
una situación de congestión. Por lo tanto, se necesi-
tan otras estrategias para eliminar el buffer hogging
y el HoL blocking.
El uso de los esquemas de colas estáticos (SQSs)
ha sido ampliamente estudiado porque son alternati-
vas rentables para reducir el HoL blocking y el buffer
hogging. Como se ha mencionado anteriormente, los
esquemas de colas almacenan diferentes flujos de pa-
quetes en diferentes colas (o VCs) en los puertos del
switch, de acuerdo con una poĺıtica espećıfica de ma-
peo de flujo a cola. Esta poĺıtica de mapeo se define
como estática ya que se aplica antes de que los pa-
quetes se inyecten en la red, y sin considerar ninguna
información sobre el estado de la red. La calidad de
la poĺıtica de mapeo puede ser medida [16], y obvia-
mente determina la eficiencia del esquema de colas.
Basándose en esta idea, existen esquemas de colas
basados en la topoloǵıa y el encaminamiento, ya que
la calidad de su poĺıtica de mapeo es alta y coincide
con la topoloǵıa y las propiedades de encaminamien-
to. Por el contrario, hay esquemas de colas agnósticos
a la topoloǵıa y al encaminamiento que no prestan
atención a estas propiedades.
En este trabajo nos centramos en tres SQSs que
pueden ser utilizados en Real Life Fat-Trees(RLFTs):
Destination-Based Buffer Management (DBBM)
[13], Flow2SL [16] y vFtree [15]. Concretamente,
DBBM es un esquema agnóstico a la topoloǵıa y
al encaminamiento que asigna paquetes con destinos
consecutivos a diferentes colas en cualquier puerto de
switch, mientras que los paquetes con el mismo des-
tino son almacenados en la misma cola. La poĺıtica
de mapeo de DBBM se define con un función módulo
D mod Q, donde D es el ID destino del paquete y Q
es el número de colas (o VCs) por puerto. Como te-
nemos un número limitado de colas (o VCs), DBBM
termina almacenando paquetes para un subconjunto
de destinos en cada cola. Téngase en cuenta que la
poĺıtica de asignación de DBBM sólo se basa en el
ID destino del paquete para seleccionar una cola.
Por otro lado, tanto vFtree como Flow2SL son es-
quemas que tienen en cuenta la topoloǵıa y el enca-
minamiento, especialmente diseñados para Fat-trees
que utilizan algoritmos de encaminamiento determi-
nistas, como “D-mod-K”’ [2], [3]. Básicamente, vF-
tree [15] observa los switches hoja de origen y destino
de cada paquete, y baraja los paquetes entre las Q
colas disponibles. vFtree almacena en la misma co-
la los flujos de paquetes que tienen idéntico switch
hoja origen y están dirigidos al mismo switch hoja
destino, mientras que otros paquetes que tienen el
mismo switch hoja origen pero que están dirigidos
a un switch hoja destino diferente se barajan entre
las Q colas disponibles. Téngase en cuenta que los
paquetes dirigidos a switches hoja destino consecu-
tivos se almacenan en colas (o VCs) consecutivas.
Desafortunadamente, la poĺıtica de mapeo de vFtree
hace que los paquetes dirigidos a diferentes switches
hojas compartan colas en Fat-trees con más de dos
etapas. Por lo tanto, para superar este defecto se pro-
puso la técnica Flow2SL [16]. Básicamente, Flow2SL
divide la red en grupos de nodos consecutivos y hay
tantos grupos como número de colas disponibles (Q).
De este modo asigna paquetes a diferentes colas de-
pendiendo de su grupo origen y destino. En otras
palabras, los movimientos que tienen lugar entre el
mismo grupo fuente y el mismo grupo de destino se
asignan a la misma cola (o VC), mientras que los
movimientos que tienen entre el mismo grupo origen
pero se dirigen a grupos destino diferentes se asig-
nan a colas diferentes. Tenga en cuenta que el HoL
blocking entre los flujos asignados a la misma cola se
reduce a medida que el número de flujos que com-
parten colas disminuye a través de los niveles del
Fat-tree, debido al balanceo de destinos que ofrece el
algoritmo de encaminamiento.
El problema de los esquemas de colas propuestos
para reducir el HoL blocking es que no reaccionan
bien cuando el algoritmo de encaminamiento es adap-
tativo, es decir, cuando los flujos pueden ser encami-
nados a través de todas las rutas disponibles. En este
caso, cuando aparece la congestión, el algoritmo de
encaminamiento hace que los paquetes eviten las zo-
nas congestionadas utilizando rutas alternativas, con
el fin de evitar estas zonas. El problema es que esta
poĺıtica hace que los árboles de congestión se propa-
guen también a través de todas las rutas alternati-
vas seleccionadas por el algoritmo de encaminamien-
to adaptativo. Por lo tanto, cuando se utiliza el en-
caminamiento adaptativo, las soluciones propuestas
para tratar el HoL blocking pueden ser no efectivas,
como se describe en la siguiente sección.
III. Planteamiento del Problema
Con el fin de analizar los inconvenientes de las
técnicas para tratar los problemas de la congestión
propuestas previamente, en un trabajo anterior he-
mos estudiado la combinación de algoritmos de enca-
minamientos adaptativos y oblivious con esquemas
de colas estáticos en Real Life Fat-Trees (RLFTs)
[17]. Básicamente, analizamos la efectividad de los
esquemas de colas descritos en la Sección II-C cuan-
do se utilizan algoritmos encaminamientos adaptati-
vos o oblivious. De hecho, observamos que aplicando
adaptatividad a los árboles de congestión se gene-
ran flujos de tráfico congestionados en toda la red,
creando nuevas situaciones de congestión en diferen-
tes puntos de la red. Figura 2 muestra un árbol de
congestión generado cuando varios nodos generan un
patrón de tráfico “many-to-one”, dirigido a un des-
tino “HS”.
Fig. 2: Situación de congestión en un RLFT de 3
niveles(k = 2) usando encaminamiento adaptativo.
Las flechas rojas muestran el crecimiento de los árbo-
les de congestión que aparecen debido al encamina-
miento adaptativo.
En esta situación, los paquetes dirigidos al destino
“HS” pueden seleccionar rutas alternativas en direc-
ción ascendente, para evitar los switches en la tercera
etapa afectados por los árboles de congestión (fle-
chas rojas en negrita). Como suponemos un patrón
de tráfico “muchos a uno”, la ráız de la congestión
no se mueve a otros puntos finales, y los paquetes
dirigidos a “HS” pueden seleccionar rutas alternati-
vas, contribuyendo a generar nuevas ramas del árbol
de congestión (flechas rojas discontinuas). Tenga en
cuenta que el encaminamiento adaptativo esparce la
congestión cuando la congestión es generada por no-
dos populares que reciben tráfico de muchos nodos
fuente. Además, los árboles de congestión no se eli-
minan, sino que se hacen más fuertes y están más
presentes en las rutas de la red, incrementando el
HoL blocking y el buffer hogging, degradando aún
más el rendimiento de la red. En general, cuando los
patrones de tráfico “many-to-one” generan la conges-
tión, los flujos de tráfico adaptados pueden converger
y generar situaciones de congestión más fuertes afec-
tando a otras partes de la red.
Por otro lado, la combinación de los algoritmos
de encaminamiento adaptativos con los esquemas de
colas estáticos (SQSs) implica que se mapearán más
destinos por cada VC, ya que este encaminamien-
to puede seleccionar más rutas que el determinista
y por lo tanto habrán más destinos que compartan
enlaces. Este incremento de flujos por enlace incre-
menta la posibilidad de que se genere HoL blocking
en los buffers del switch. Además, los SQSs pierden
su efectividad para separar flujos en colas y aśı evitar
el HoL blocking y el buffer hogging. Por lo tanto, con
el objetivo de ofrecer un algoritmo adaptativo con los
beneficios de los SQSs, necesitamos evitar que los al-
goritmos de encaminamiento esparzan los arboles de
congestión por todos los VCs disponibles.
IV. Aislamiento del Flujo Adaptado
En esta sección, proponemos una nueva técnica
llamada Aislamiento del Flujo Adaptado (AFI) que
contrarresta las desventajas que generan los algorit-
mos adaptativos esparciendo la congestión por la red.
Pensamos que al limitar la adaptatividad de los pa-
quetes congestionados podemos reducir la congestión
que se esparce por rutas alternativas. Básicamente,
queremos reducir, tanto como sea posible, las situa-
ciones donde la poĺıtica de encaminamiento adapte
los paquetes para evitar los puntos congestionados en
la red. Concretamente, en los buffers del switch AFI,
combinamos un esquema de colas estático (SQS) con
un VC especial, llamado AFC , el cual se usa para
almacenar los paquetes que contribuyen a la conges-
tión. AFI detecta la congestión cuando el algoritmo
de encaminamiento adaptativo selecciona una ruta
alternativa y marca ese paquete como “adaptado”.
Aquellos paquetes adaptados son movidos al AFC
en el siguiente switch y desde ese momento seleccio-
nan rutas deterministas con el objetivo de que el en-
caminamiento adaptativo no esparza más este flujo
congestionado. Sin embargo, los paquetes “no adap-
tados” son almacenados en otros VCs siguiendo la
poĺıtica de mapeo especifica del SQSs y son encami-
nados de forma determinista. Por lo tanto, AFI ajus-
ta de forma dinámica rutas alternativas solo una vez
por paquete, si la ruta del paquete atraviesa un área
congestionada. En las siguientes secciones describi-
mos los requerimientos de la arquitectura de switch
que necesita AFI, como opera y sus detalles de im-
plementación.
A. Arquitectura del Switch
Para simplificar la descripción de la técnica AFI,
de ahora en adelante, asumimos el uso de Input
Queued (IQ) switches, donde los buffers se colocan
en los puertos de entrada. Sin embargo, el uso de AFI
no solo está restringido a los IQ switches, sino que
también funciona en otras arquitecturas de switch.



























Fig. 3: Arquitectura del switch propuesta para AFI.
Hay al menos dos VCs en el buffer para almacenar
paquetes no adaptados, y un AFC por buffer para al-
macenar los paquetes adaptados. También asumimos
que los switches utilizan una poĺıtica de control de
flujo basada en créditos a nivel de VC. Por lo tanto,
la lógica del Link Controller (LC) es consciente de los
créditos disponibles en el buffer del puerto siguiente.
Si la ocupación de un determinado VC a seleccio-
nar por el encaminamiento determinista supera un
determinado umbral, esta información es conocida
inmediatamente por el LC, ya que realiza un segui-
miento de los créditos disponibles por VC. Basándose
en esta información, se selecciona un puerto de salida
alternativo si el seleccionado de forma determinista
tiene el VC congestionado.
Por otro lado, si el algoritmo de encaminamien-
to no necesita de una ruta alternativa por que los
VCs no están lo suficientemente llenos, los paquetes
no adaptados son almacenados en los VCs de forma
acorde a la poĺıtica de mapeo de un SQS. De esta
forma, nuestra técnica puede ser combinada con los
SQS propuestos previamente y es compatible con sus
poĺıticas de mapeo especificas siempre que la tecno-
loǵıa de red permita asignar paquetes con algún Ser-
vice Level o identificador de clase de tráfico 2 Por lo
tanto, mientras la congestión no este presente en la
red o lo haga de una forma moderada, los SQS son
los encargados de separar los flujos de tráfico en VCs.
Cuando la congestión se hace persistente y se propa-
ga a otros switches, AFI almacena los paquetes de
flujos adaptados en el AFC de los buffers que harán
uso de este VC hasta que lleguen al destino. En este
caso, los paquetes almacenados en el AFC son enca-
minados utilizando un algoritmo determinista con el
objetivo de no adaptar paquetes que puedan contri-
buir potencialmente a la congestión. Por otro lado,
cuando la ocupación del siguiente buffer de la ru-
ta adaptada baja por debajo del umbral, se deja de
adaptar la ruta y se vuelve a utilizar la poĺıtica de los
SQS almacenando los paquetes en los VCs asignados.
Además, podemos asumir que los switches imple-
mentan Virtual Output Queues (VOQs), descritos en
2La terminoloǵıa Service Level (SL) es empleada por la es-
pecificación Infiniband para referirse a las clases o prioridades
del tráfico. Otras tecnoloǵıas de red, como Intel Omni-Path,
usan la terminoloǵıa Traffic Classes (TC) para referirse a este
identificador.
II-C. En ese caso, los paquetes encaminados hacia el
mismo puerto de salida serán almacenados en una
VOQ f́ısica, evitando aśı el low-order HoL-blocking.
Nótese que cada cada uno de estos paquetes puede es-
tar almacenado en un VC diferente, dependiendo de
la poĺıtica de mapeo del SQS. Por lo tanto, una rama
del árbol de congestión puede crecer dentro de una
VOQ y, ortogonalmente, a todos los VCs del mismo
buffer ya que el control de flujo se realiza a nivel de
VC y no a nivel de VOQ. En el caso de los switches
basados en la arquitectura VOQ, el buffer hogging
puede degradar mucho el rendimiento, ya que todos
los VCs del mismo puerto pueden estar llenos de pa-
quetes congestionados. AFI también ayuda a aliviar
estas situaciones debido a que condiciona la selección
del puerto de salida según un umbral de ocupación
del VC en el buffer siguiente, adaptando los paque-
tes que contribúıan a la congestión y almacenándolos
solo en el AFC.
B. Descripción de Funcionamiento AFI
La figura 4 muestra como opera AFI cuando apa-
rece la congestión. En esta figura se puede ver una
muestra de la red con 3 Switches (A, B y C). En el
switch B, la ocupación del VC0 en el puerto de en-
trada 0 alcanza el umbral de congestión y, desde ese
momento, se considera un VC congestionado (Evento
#1). Cuando esto sucede, como hemos asumido una
poĺıtica de control de flujo a nivel de VC, el controla-
dor del enlace (LC) del puerto de salida 0 del switch
A es consciente de la situación de congestión (Even-
to #2). Desde ese momento, en el switch A todos los
paquetes del VC0 que soliciten ir al switch B por el
puerto de salida 0, serán encaminados por un puer-
to alternativo. Esto sucede cuando un paquete “X”
necesita ser encaminado por el puerto de salida 0 del
switch A (Evento #3). En ese momento, la lógica de
encaminamiento consulta al LC sobre la ocupación
del puerto de entrada 0 del switch B. Como el VC
está congestionado, en el switch A la lógica de enca-
minamiento selecciona una ruta alternativa para el
paquete “X”, encaminándolo por el puerto de salida
1. En este ejemplo, asumimos que se puede encami-
nar por el puerto de salida 1 del switch A (Evento
#4), pero el algoritmo de encaminamiento debe bus-
car por todos los puertos de salida y seleccionar el
más deseable (menor tasa de ocupación del AFC).
Una vez el paquete es encaminado sobre la ruta al-
ternativa, el paquete es marcado como “adaptado”.
Esto se puede implementar mediante la reserva de 1
bit en la cabecera del paquete. De esta forma, cuan-
do llegue al switch C será almacenado en el AFC en
el puerto de entrada 0 (Evento #5). Como hemos
descrito previamente, una vez el paquete “X” ha si-
do adaptado, este seguirá una ruta determinista y
siempre será almacenado en el AFC.
Por lo tanto, AFI previene el esparcimiento de los
flujos adaptados por la congestión sobre rutas alter-
nativas, ya que una vez se detecta la congestión en
la red este limita la adaptatividad. Con AFI los flu-


































1. El canal virtual alcanza el 75%.
2. La información de los créditos 
es automáticamente 
actualizada por el control de 
flujo. La información de los 
créditos se revisa cada vez que 
se encamina un paquete.
3. Se encamina un paquete (X) 
después de declarar saturado 
el buffer del switch siguiente 
(B).
4. Si esto sucede, el 
encaminamiento adaptativo 
seleccionara la ruta con mayor 
número de créditos en el AFC.
5. En el switch siguiente (C), el 
paquete (X) será almacenado 














































Fig. 4: Ejemplo de funcionamiento de AFI.
forma determinista, mientras que los flujos de tráfi-
co “no adaptados” son almacenados en los VCs de
forma acorde a la poĺıtica del SQS.
C. Detalles de Implementación
AFI puede ser implementado en tecnoloǵıas de red
comerciales actuales con un mı́nimo rediseño y sin
añadir una gran complejidad a la arquitectura de los
switches. En primer lugar, AFI asume un detector
de congestión basado en el nivel de ocupación del
VC, el cual puede ser implementado usando la lógica
de encaminamiento actual, mirando los LCs que im-
plementan la poĺıtica del control de flujo. Espećıfica-
mente, cuando el nivel de ocupación del VC siguiente
alcanza el 75 %, nosotros asumimos que los paquetes
mapeados a ese VC contribuyen a la congestión o
están afectados.
Respecto a la poĺıtica de mapeo de flujos a VCs,
AFI utiliza una tabla en los LCs (ver el LC del Switch
A, puerto de salida 1 en la Figura 4) que relaciona los
identificadores de la clase de tráfico (SLs or TCs) con
los VCs, dependiendo si el paquete ha sido adaptado
o no. Los paquetes que han sido adaptados son ma-
peados al AFC. Esta tabla es similar a las utilizadas
en tecnoloǵıas de red comerciales. De hecho, algu-
nos de los SQS descritos en la sección II-C han sido
implementados utilizando tablas similares. La única
diferencia es que se necesita comparar la cabeza del
paquete, que contiene el bit de “adaptado”, con la
tabla del LC para poder mapear el paquete al VC
donde será almacenado en el siguiente switch.
Respecto al algoritmo de encaminamiento, noso-
tros asumimos el uso D-mod-K para Fat-Trees por
defecto cuando la red no está congestionada. Una vez
que se detecta congestión en la red, entonces se apli-
ca encaminamiento adaptativo y los flujos de tráfico
se puede enviar por cualquier puerto de salida dispo-
nible. Respecto al arbitraje en el switch, asumimos
una poĺıtica igualitaria entre los SQS y el AFC, don-
de todos los VCs tienen la misma prioridad.
V. Evaluación de prestaciones
En esta sección, analizamos el rendimiento de AFI
bajo experimentos de simulación, comparando varias
propuestas de control de congestión. Hemos llevado a
cabo experimentos de simulación en Fat-Trees, bajo
tráfico sintético (uniforme y hot-spot), y tráfico ba-
sado en la ejecución de aplicaciones reales (mediante
archivos de trazas). En esta sección, nosotros descri-
bimos los detalles del modelo de simulación usado
en nuestra evaluación y comentamos los resultados
obtenidos en los experimentos.
A. Modelo de simulación
La herramienta de simulación que hemos utilizado
en los experimentos es un simulador [22] basado en
el framework OMNeT++ [23]. Nosotros hemos im-
plementado en él la técnica AFI para Fat-Trees. La
Tabla I muestra las diferentes configuraciones de la
topoloǵıa. Se han modelado dos configuraciones Real
Life Fat-Trees (RLFT) con tres etapas, con diferentes
tamaños y número de puertos.
TABLA I: Configuración de redes RLFT evaluadas.
# Config. Nodos Puertos Etapas Switches
1 432 12 3 180
2 11664 36 3 1620
Hemos modelado los algoritmos de encaminamien-
to descritos en [17], es decir, D-mod-K, adaptati-
vo, adaptativo con umbrales (Adaptive-th) y AFI.
Asumimos que AFI usa D-mod-K para rutas de-
terministas y Adaptive-th cuando adapta flujos de
tráfico. Hemos seleccionado un umbral del 75 % para
Adaptive-th y AFI. En lo que respecta a la arqui-
tectura de switch, asumimos switches con buffer de
entrada (IQ), los cuales pueden ser configurados con
VOQs. Asumimos que la poĺıtica de control de flujo
se realiza a nivel de VC, por lo tanto, los flujos de
VOQs no tienen control de flujo. Asumimos que el
control de flujo está basado en créditos. Hemos mode-
lado AFI para utilizar para poder utilizar cualquier
SQSs para comprobar cual funciona mejor junto a
nuestra propuesta. Espećıficamente, hemos modela-
do Flow2SL, DBBM y vFtree (ver sección II-C) por
medio de las siguientes configuraciones de buffer:
1VC. Esta es la configuración de buffer más sim-
ple, con sólo 1 VC. Utilizamos este esquema para
analizar el la mejora que ofrece AFI cuando no
se aplica ningún SQS. En este caso el espacio del




















































































































































































































































































































































































(l) HS25 + AFI
Fig. 5: Productividad Normalizada en función de la carga de Tráfico Generado en un RLFT de 11664-nodos
(Config. #2 de la Tabla I), utilizando los algoritmos de encaminamiento D-mod-K, Adaptativo, Adaptive-th
y AFI, los esquemas de colas modelados y patrones de tráfico sintético.
3VC (DBBM-3VC, Flow2SL-3VC y vFtree-
3VC). SQSs que usan 3 VCs para separar flujos
de tráfico cuando estos son “adaptados”. Cuan-
do usamos AFI, el espacio del buffer es divido de
igual forma entre los 4 VCs tres VCs para SQS
y uno para el AFC.
Hemos lanzado experimentos utilizando estas con-
figuraciones en switches IQ con y sin VOQs. El ta-
maño del buffer de entrada en cada puerto es de
128KB y el tamaño máximo de paquete (MTU) es
de 4096 bytes (es decir, se almacenan 32 paquetes
por buffer). Asumimos enlaces serie full-duplex con
un ancho de banda de 40 Gbps y un retardo de pro-
pagación de 6 nanosegundos.
En cuanto a los patrones de tráfico, definimos tres
escenarios de tráfico sintéticos diferentes, aśı como
una aplicación basada en trazas reales. El primer
patrón de tráfico es el patrón de tráfico uniforme
(UT), donde los nodos generan tráfico a destinos
aleatorios. El segundo patrón de tráfico (HS10) crea
un hot-spot en la red durante todo el tiempo de si-
mulación para modelar un árbol de congestión. Es-
pećıficamente, en este patrón de tráfico un 10 % de
los nodos finales generan paquetes dirigidos a un úni-
co destino, mientras que el 90 % de los nodos gene-
ran paquetes siguiendo el patrón de tráfico unifor-
me. El tercer patrón de tráfico (HS25) es también
un hot-spot, pero el porcentaje de nodos que gene-
ran el hot-spot es del 25 %. Además, se ha modelado
el tráfico real gracias al framework de trazas VEF
[24]. En particular, utilizamos trazas reales basadas
en tráfico de programas MPI obtenidas a partir del
test PTRANS, incluido en el benchmark HPCC [25]
que genera tráfico entre 432 nodos.
En cuanto a las métricas de rendimiento, medimos
el rendimiento normalizado frente a la carga de tráfi-
co (variando la tasa de generación del 0 % al 100 %
del ancho de banda máximo del enlace). Finalmente,
también proporcionamos el tiempo de ejecución para
la aplicación PTRANS.
B. Resultados de tráfico sintético
La Figura 5 y 6 muestran los resultados del expe-
rimento para los esquemas de colas modelados con
la configuración de red #2 (ver Tabla I), usando ar-
quitecturas de switch sin y con VOQs, respectiva-
mente, y las configuraciones D-mod-k, Adaptative,
Adaptive-th y AFI combinados con SQS, bajo pa-
trones de tráfico sintético. La primera fila en la Fi-
gura 5 (de la Figura 5a a 5d) muestran los resultados
bajo tráfico uniforme(UT). En este caso, el encami-
namiento utilizado es indiferente, ya que los periodos
de congestión son esporádicos y cortos en el tiempo.
Esto se puede observar viendo los resultados de la
configuración 1VC que son solo un poco peores cuan-
do se utiliza el encaminamiento Adaptive. La segun-
da fila de la Figura 5 (de la Figura 5e a 5h) muestra
los resultados para un escenario de congestión hots-
pot (HS10). En este escenario la congestión es fuerte
ya que el 10 % de los nodos están generando tráfico
direccionado a un único destino. Esto ocasiona que
el rendimiento de la configuración 1VC caiga a un
valor cercano a 0, y solo reacciona un poco cuando
se utilizan las técnicas Adaptive-th o AFI. Lo mis-
mo le sucede a vFtree-3VC cuyo rendimiento mejora
significativamente usando AFI (Figura 5h). Además,
AFI se sobrepone al problema de diseño de vFtree(la
poĺıtica de mapeo no está pensado para más de dos
etapas). Flow2SL y DBBM lidian mejor en este es-
cenario, aunque DBBM no casa muy bien con AFI
(obtiene mejores resultados cuando se usa el Adap-




















































































































































































































































































































































































(l) HS25 + AFI
Fig. 6: Productividad Normalizada en función de la carga de Tráfico Generado en un RLFT de 11664-nodos
(Config. #2 de la Tabla I), utilizando los algoritmos de encaminamiento D-mod-K, Adaptativo, Adaptive-th
y AFI, los esquemas de colas modelados y patrones de tráfico sintético. Los switches implementan VOQs
mejores resultados en este escenario. Finalmente, en
la tercera fila de la Figura 5 (de la Figura 5i a 5l),
la congestión se hace incluso más fuerte, donde el
25 % de los nodos generan tráfico a un único destino.
Hay un punto interesante en los resultados obtenidos
en las Figuras 5k y 5l. En general los resultados se
muestran mejores que para el tráfico HS10.
De la misma forma, aunque los mejores resultados
son logrados por Flow2SL combinados con AFI, 1VC
y vFtree son los que más mejoran al usar AFI. La
Figura 6 muestra los mismos escenarios que antes,
pero en este caso los switches son modelados utili-
zando VOQs con el objetivo de prevenir el low-order
HoL blocking. Respecto al patrón de tráfico unifor-
me, los resultados muestran un rendimiento óptimo
independientemente del encaminamiento, ya que la
arquitectura del switch previene de forma natural el
HoL blocking esporádico. Sin embargo, en los patro-
nes de tráfico HS10 y HS25, el HoL blocking generado
es más fuerte debido a que el uso de algoritmos adap-
tativos es contraproducente para las configuraciones
de 1VC y vFtree. En general, cuando se utiliza la
técnica AFI el rendimiento de la red mejora signi-
ficativamente para las técnicas 1VC y vFtree, y en
menor medida en Flow2SL y DBBM. Por lo tanto,
nuestra conclusión es que AFI contribuye significati-
vamente en estas mejoras de rendimiento.
C. Resultados con trazas basadas en aplicaciones
reales
La figura 7 muestra el tiempo de ejecución (en se-
gundos) de los esquemas de cola modelados combi-
nados con los algoritmos de encaminamiento, usando
el test PTRANS como carga de trabajo y la configu-
ración de red #1 (ver Tabla I). En general, podemos
observar que las técnicas con configuraciones de buf-
fers que usan VOQs obtienen mejores resultados en
términos de tiempo de ejecución (más bajo es me-
jor) que las que no usan VOQs. El mejor resultado
es obtenido por 1VC usando VOQs. AFI funciona
un poco mejor que el encaminamiento determinista.
También podemos ver que el Adaptive-th y D-mod-
K logran los mejores resultados, cuando se combina
con esquemas de colas, independientemente de la or-
ganización del buffer. Sin embargo, hay que tener en
cuenta que esto se debe a que la aplicación PTRANS
genera un tráfico uniforme con pequeñas ráfagas de
congestión. Es decir, el tráfico de la aplicación genera
low-order HoL blocking pero no introduce demasiado
high-order HoL blocking.
Fig. 7: Tiempo de ejecución de la traza PTRANS.
VI. Conclusiones
En este trabajo hemos descrito la técnica Adapted-
Flow Isolation (AFI), que previene del impacto nega-
tivo que origina esparcir flujos congestionados sobre
varias rutas cuando se utiliza un algoritmo de en-
caminamiento adaptativo. Esta propuesta utiliza un
mapeo dinámico sobre los canales virtuales (VCs) pa-
ra marginar los flujos adaptados en un VC especial,
mientras el resto de flujos permanecen separados en
otros VCs que siguen una asignación estática de co-
las. Con esta estrategia, nosotros evitamos que los
flujos no adaptados sufran HoL blocking debido al es-
parcimiento de flujos congestionados por la red. He-
mos realizado un extenso conjunto de experimentos
para probar nuestra propuesta, modelando grandes
topoloǵıas Real Life Fat-Trees, bajo tráfico sintéti-
co (uniforme y hotspot) y trazas reales basadas en
tráfico de programas MPI. El análisis de los resul-
tados obtenidos muestra que AFI mejora los esque-
mas de cola estáticos en los escenarios fuertemente
congestionados. Además, en este trabajo definimos
detalles para su implementación tales como el detec-
tor de congestión, el motor de encaminamiento, y la
tabla de mapeo a VCs. Como trabajo futuro, planea-
mos probar otros mecanismos para detectar la con-
gestión, aunque el mecanismo utilizado es suficiente
para probar la eficiencia de la técnica. Además, la
tabla de mapeo de VCs permite explorar otras posi-
bilidades para ampliar AFI utilizando más VCs para
otras mejoras.
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[16] Jesús Escudero-Sahuquillo, Pedro Javier Garćıa, Francis-
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