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ABSTRACT 
We discuss two comparison theorems for algebraic Riccati equations of the form 
XBR-'B*X - X(A - BR-‘C) 
-(A-BR~‘C)*X-(Q-C*R-‘C) =O. 
Simultaneously we give sufficient conditions to obtain the existence of the maximal 
hermitian solution of a Riccati equation from the existence of a hermitian solution of a 
second Riccati equation. Further, similar results are given for discrete algebraic 
Riccati equations. 
0. INTRODUCTION 
We study the algebraic Riccati equation 
-.$‘(X):=XBR-‘B*X-X(A-BR-‘C) 
- (A-BR-‘C)*X- (Q-C*R-‘C) =O, (0.1) 
where (A, B) is stabilizable. One of our main results concerns the interplay 
between this Riccati equation and the corresponding Riccati inequality 
9(X) > 0. To be more precise, we shall show in Theorem 2.1 that the 
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existence of a hermitian matrix X such that B(X) > 0 guarantees the 
existence of a hermitian matrix X, which satisfies (0.1) and more- 
over, X, > X for any hermitian matrix X satisfying L%‘(X) >, 0. In particular 
X, is the maximal hermitian solution of (0.1). 
As a consequence of this result we are able to compare the maximal 
solutions of two Riccati equations under certain conditions. Namely, in 
Theorem 2.2 we give two conditions such that (in both cases) every hermitian 
solution of a second Riccati equation satisfies the first Riccati inequality. 
Then, whenever the second Riccati equation has a hermitian solution, Theo- 
rem 2.1 provides for the existence of X, and X+, the maximal hermitian 
solutions of the first and second Riccati equations, respectively, and X + - x”, 
is a positive semidefinite matrix. 
The proof of Theorem 2.1 provides an iterative procedure for obtaining 
the maximal hermitian solution of (0.1). This procedure is based on that 
described in [9] and is further developed in [14], [2], and [6] for the case 
C = 0. In the paper [6] we find also (for a special case) the existence 
statement of the previous paragraph. 
The papers [ 121 and [ 131 gave comparison theorems without the use of an 
iterative procedure. They do not give an existence statement. The first 
comparison theorem for the solutions of two Riccati equations coming from 
two different systems was given in [13]. 
We give some improvements on the work of [6], which, in turn, depends 
on several other papers. The essential differences are that hypotheses con- 
cerning existence are couched in terms of Riccati inequalities (compare also 
[4]), a more general quadratic functional is admitted, as in [7], and compari- 
son of systems (like [13]) is incorporated in a unified analysis. 
Analogous results for the discrete algebraic Riccati equation 
P=A*PA+Q-(C+B*PA)*(R+B*PB)-‘(C+B*PA) (0.2) 
are given. The results here are somewhat weaker than those for the continu- 
ous algebraic Riccati equation (0.1). 
Here also there is an iterative procedure for the construction of the 
maximal hermitian solution of (0.2) (see Theorem 3.1), which is the same 
procedure as for the continuous-time case. For the special case C = 0 this 
procedure is based on the work of [8]. For the case C # 0 there is a 
comparison theorem in [ll]. 
We remark that the proofs of Theorems 2.1 and 3.1 contain no essentially 
new features and are based on earlier work. 
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1. PRELIMINARIES 
la. The Continuous-Time Case 
We shall consider hermitian solutions of the algebraic Riccati equation of 
the form 
XBR-‘B*X-X(A-BR-‘C)-(A-BR-‘C)*X-(Q-C*R-’C)=O, 
(1.1) 
where A, B, C, Q, and R are (complex) matrices of dimensions n X n, 
n x m, m x n, n x n and m x m, respectively, Q is positive semidefinite, or 
is just hermitian, and R is positive definite. Further the pair (A, B) is 
assumed to be stabilizable. This means that there is an m X n matrix K such 
that A - BK is asymptotically stable (i.e., all the eigenvalues of A - BK lie 
in the open left half plane). 
A hermitian solution X, of (1.1) will be called maximal if X, >, X for all 
hermitian solutions X of (1.1). Here X > Y for hermitian matrices means that 
X - Y is a positive semidefinite matrix. Clearly, a maximal hermitian solution 
is unique (if it exists). 
This equation arises in the control theory 
dimensional linear system 
i(t) = Ax(t)+ Bu(t) 
lim x(t)=O, 
t-cc 
for a time-invariant finite- 
(t>,o>, 
0.2) 
in which we want to minimize the cost functional 
(1.3) 
Here x = x(t) and u = u(t) are n- and m-dimensional vector functions, 
respectively. 
The vector function u will be called the control of the system (1.2). The 
control which minimizes the cost functional is given by the formula 
u”(t) = - R-'(C + B*X+ )x(t), 
where X, is the maximal hermitian solution of (1.1) (see e.g. [7]). In this case 
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the control will be called optimal, and the minimal cost is 
where < = r(O). 
In the literature mostly C = 0, and in this case it is known that the control 
u(t) = -R-93*X+x(t) 
minimizes the cost functional (see e.g. [l, 151). From this we can obtain the 
case C # 0 by using the feedback 
ii=u+R-‘Cx 
on the system (1.2). Now (1.2) and (1.3) are equivalent, respectively, to the 
system 
and the cost functional 
Q-CT-'C ; I[ 1 f dt. 
Now the optimal control for the case C # 0 follows immediately. 
lb. The Discrete-Time Case 
We consider the Riccati equation of the form 
P=A*PA+Q-(c+B*PA)*(R+B*PB)-‘(c+R*PA), (1.4) 
where the matrices A, B, C, Q, and R have the dimensions n X n, n X m, 
m x n, n x n, and m x m, respectively. The pair (A, B) is assumed to be 
stabilizable, i.e., there exists an m X n matrix K such that all eigenvalues of 
A - BK are inside the unit circle. Q is positive semidefinite or is just 
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hermitian, and R is positive definite. A hermitian matrix P is called a 
solution of (1.4) if R + B*PR is invertible and Equation (1.4) is satisfied. 
This equation arises in the control theory for the linear discrete-time 
system 
x(k+l)=Ax(k)+Bu(k) (k>O), 
?i=x(k) = 0, (1.5) 
in which one wishes to minimize the cost functional 
I(‘) = kg0 u(k)m [x(k)]* [E ;*I[ Lj;;]. (1.6) 
The control u which minimizes this cost functional is given by the formula 
G(k)= -(R+B*P+B)-‘(C+B*P+A)x(k), 
where I’, is the maximal hermitian solution of (1.4). This control will be 
called optimal, and the minimal cost is in this case given by 
I= I(G) = q*p+q, 
where 17 = x(O) (see e.g. [3], [5]). 
As at the end of Section la, it can be shown that the matrix in the 
quadratic functional I can be diagonalized using state feedback. 
2. EXISTENCE AND COMPARISON THEOREMS FOR THE 
CONTINUOUS-TIME CASE 
Consider the Riccati equation 
XRR-‘R*X-X(A-RR-‘C)-(A-RR-‘C)*X-(A-C*R-’C)=O, 
(2.1) 
where the pair (A, B) is stabilizable, Q hermitian, and R positive definite. 
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T:= Q C* 
[ 1 c R’ 
(A-RR-%)* 1 -RR-‘R* ’ 
Note that with this K we can rewrite the Riccati equation in the following 
form: 
[;]*+I =o. 
We also introduce, for any hermitian matrix X, 
g(x):= [;I*+] 
= -XBR-‘B*X+X(A-RR-%) 
+(A-RR-‘C)*X+(Q-C*R-lC), 
and further we define 
M:= Gv=x*, .LqX)>,O}. 
Finally we define N as the set of all hermitian solutions of (2.1), so 
N:= {x1x=x*, .qX)=O}. 
Note that N c M. 
The following theorem is our main result for the continuous-time case. 
The proof provides an iterative procedure for obtaining the maximal hermi- 
tian solution of the Riccati equation (2.1). 
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THEOREM 2.1. Assume M # 0. Then there exists an X, E N such that 
x+>,x for all X E M. 
Then in particular X, is the muximul hermitian solution of (2.1). 
Moreover, all the eigenvalues of the matrix 
A - BR-‘(C+ B*X+) 
are in the closed lejI half plane. 
Proof. Let X E M. Since (A, B) is stabilizable, there is an L, such that 
Ao:= A-B(R-%+I,,) 
is asymptotically stable. Now let X, be the unique solution of the Lyapunov 
equation 
X, A, + A;X, = - L,*RL, - P. (2.2) 
Then X, is hermitian; in fact 
x0= I meAEtf L,*RL, + P} eAo’dt. 0 
Define 
i :=L -R-‘B*X 0 0 
Then we have, by using (2.2), the following equation: 
(X0-X)Ao+A;;(Xo-X)= -L,*Re,-W(X)<O. 
Now A, is asymptotically stable, so 
x,>x. 
Starting with X0, we shall define a nonincreasing sequence { X, }~zo of 
hermitian matrices. We shall also define a sequence { A,,}r=o of asymptoti- 
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tally stable matrices. Assume inductively that we have already defined 
matrices { Xi } r:i, { A i ) y=-,', {Li ) Fzt such that 
xi=x: (i=O,...,n-l), 
A,=A-B(R-‘C+Li) (i=O,...,n-l), 
L. = R-‘B*X. 
1 1-l (i=l,...,n-l), 
X,A, + AfX, = - L;RLi - P (i = 0,. . . , n - l), (2.3) 
and, finally, the matrices A,, . . . , A,_ 1 are asymptotically stable, 
Next, introduce 
L =R-'B*X n n- 1’ 
A,,=A-B(R-'C+L,). 
First we show that A, is asymptotically stable. Then, using (2.3), with i = n, 
we define a hermitian matrix X, with X,_ I > X, >, X. 
Using (2.3), with i = n - 1, we obtain the following equality: 
X,_,A,,+A*,X,_,+P+L,*RL,+(L,,-L,_,)*R(L,-L,,_,)=O. 
(24 
By using 
it follows that 
in := L, - R-‘B*X 
(X._,-X)A.+A*,(X._,-X) 
= -g(X)-e,*&-(L,-L,_,)*R(L,-L,_,). (2.5) 
Now assume A,, is not asymptotically stable, i.e., A,x = Xx for some A with 
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Re X > 0 and x f 0. Then, with (2.5), we have 
2ReXx*(X”_,-X}r 
=x*{(X,_,-X)A.+A*,(X,.,-X)}r 
=- x*{ a(x)+ Z;& +(L,-L,_,)*R(L,-L,_,)}x. (2.6) 
Now use X,_, - X 2 0 (induction assumption), R > 0, .9(X) > 0, to see that 
the left-hand side of (2.6) is not negative and the right-hand side is not 
positive. So we conclude that 
x*(L, - L,_,)*R(L, - L,_,)x = 0. 
Because R > 0, we have 
(L,-L,_,)x=O. 
But now 
A n_lX= (A-BR-~C-BL,_,)~= (A-RR-'C-BL,)x=A,x=XX, 
which is a contradiction wiht the stability of A,_ r. Hence An is asymptoti- 
cally stable as well. 
Now we introduce X, as the unique solution of the Lyapunov equation 
X,A, + A;X, = - L,*RL, - P. (2.7) 
Then X, is hermitian; in fact 
x,= / meA”{ LZRL, + P}eAn’dt. 0 
Next, we have 
(X,-X)A,+A*,(X,-X)= -.3'(X)-i,*Ri,<O, (2.8) 
and, by using (2.4), 
(X,-,-X,)A,+AT,(X,_,-X,)= -(L,-L,_,)*R(L,-L,_,) 
< 0. (2.9) 
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Since A, is asymptotically stable, we have 
X “_l>/X,>X. 
SO we have a nonincreasing sequence { X,}z+ of hermitian matrices, 
with X, > X, for all n >, 0. Hence the limit 
X, := lim X, 
n-cc 
exists and is hermitian, and we have X, > X. Passing to the limit n * cc in 
(2.7), we get .%‘(X+ ) = 0. So X, E N. Since X is an arbitrary element in M 
and since X, is independent of the choice of X, we have 
x+2: forall XEM. 
In particular, X, is the maximal hermitian solution of (2.1). 
Since A,, is asymptotically stable for n > 0, we have that the eigenvalues 
of 
A-RR-‘(C+B*X+) 
lie in the closed left half plane. 
Now we shall give some applications of this theorem. Let 
n 
be a second Riccati equation, with (A, fi) stabilizable, Q hermitian, and fi 
positive definite. Define 
We denote by X, and X, the maximal hermitian solutions of (2.1) and 
(2.10) respectively (in case they exist). 
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THEOREM 2.2. 
(i) Let K > k. Assume that (2.10) has a hermitian solution. Then X, 
and 2, exist, and 
x, > Y,. 
(ii) Let A = A, B = B, and T > F. Assume that (2.10) has a hermitian 
solution. Then X, and 2, exist, and 
x, > 2,. 
(iii) Zf T >, 0, then X, exists, and 
x+>,o. 
In view of Theorem 2.1 the assumption that (2.10) has a hermitian 
solution, in (i) and (ii), can be replaced by the assumption that the corre- 
sponding Riccati inequality has a herrnitian solution. 
The next lemma is useful for the proof. 
LEMMA 2.3. Let A = A”, B = 8, and bt 
(2.10). Then we have the following equality: 
X be a hermitian solution of 
s(x) = [ _zL]*{T-f}[ fL]+G*fiG, 
where 
L := R-‘(C + B*X), 
G := L - &‘(6+ B*X). 
Proof. We shall denote fi-‘(6+ B*X) by z. Hence G = L - I?. With 
the definition of L and t, rewrite 9(X) and (2.10) as follows: 
9I’( X) = XA + A*X - L*RL + Q, 
while (2.10) becomes 
XA+A*X-L*fiL+o=O. 
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Now it follows that 
a(x)- [ _‘L]*{T-F}[ _I,] -G*fiG 
=Q-L*RL-~+L*ilL-Q+~+L*C-L*e+C*L-c?L 
-L*RL+L*fiL-L*I?L-L*iii+L*iit+~?*iiL 
=-L*(RL-C-I?E+6)-(RL-C-iiL++)*L=O. n 
Next we prove Theorem 2.2. 
Proof. (i): Let X be a hermitian solution of (2.10), then we have 
[;]*I?[;] =o. 
Then, since K > I?, we have 
9(X)= [;]*{K-li,[;] >o. 
Hence X E M. 
Now use Theorem 2.1 to obtain the existence of X +, and X, > X. Since 
X is arbitrary, we get X, > X for all hermitian solutions X of (2.10). The 
existence of X, follows immediately by applying Theorem 2.1. Moreover, 
x, > f+. 
(ii): Let X be a hermitian solution of (2.10). Since A = A”, B = fi, and 
T > F, we can apply Lemma 2.3 to get 9(X) > 0. 
Now proceed as in the proof of (i) to get the existence of X, and x”+, 
and 
(iii): The condition T > 0 is equivalent to P > 0. So in this case we have 
P > 0. Then 9?(O) = P >, 0. Hence, 0 E M. 
Apply Theorem 2.1 to get the existence of X +, and 
x+>,o. n 
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REMARKS. With the results of Theorems 2.1 and 2.2 we can construct 
the maximal hermitian solution of a Riccati equation and compare it with the 
maximal hermitian solution obtained from a totally different Riccati equation. 
The statement of Theorem 2.2(i) is the case when we compare two 
different systems, with two cost functionals, respectively. The statement of 
Theorem 2.2(ii) is the case of one system, with two different cost functionals 
(see Section 1). 
Further, note that the existence of the maximal hermitian solution of (2.1) 
follows from the existence of a hermitian solution of (2.10). 
Finally, we remark that Theorem 1 in [4] says, among other things, that 
(in our notation) N # 0 if and only if M # 0. Note that Theorem 2.1 gives a 
stronger statement, namely: if M # 0, then N # 0, and the maximal hermi- 
tian solution of (2.1) is the maximal element in M (with respect to the usual 
order on hermitian matrices). 
3. EXISTENCE AND COMPARISON THEOREMS FOR THE 
DISCRETE-TIME CASE 
Here we shall consider the Riccati equation 
P=A*PA+Q-(C+l?*PA)*(R+B*PB)-‘(C+B*PA), (3.1) 
where the pair (A, B) is stabilizable, Q hermitian, R positive definite. A 
hermitian matrix P is called a solution if R + B*PB is invertible and (3.1) 
holds. 
The discrete-time case is in many ways the same as the continuous-time 
case. So we shall roughly follow the line of argument of the previous section. 
Define 
6 := Q - C*R-‘C, 
B(P):= -p+A*pA+Q-(c+B*pA)*(fi+B*p~)-‘(c+B*PA), 
for P’s for which R + B*PB is invertible, and 
M:= {PIP=P*, R+B*PB>O, 9?(P)>,O}. 
We denote by 2 the set of all hermitian solutions P of (3.1), with R + B*PB 
> 0. so 
&i= {PIPEM, 9(P)=O} CM. 
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THEOREM 3.1. Suppose M # 0. Then there exists a P, E I6? such that 
P,>P fmall PEM. 
We call such a P, the maximal element of M. Note that P, is also the 
murimul elemmt of M. 
Moreover, the eigenvalues of 
A-B(R+B*P+B)-‘(C+B*PA) 
are in the closed unit disc. 
Proof. Because the proof is analogous to the proof of Theorem 2.1, we 
shall omit details. 
Let P E M. Since the pair (A, B) is stabilizable, there is an L, such that 
A, := A - BL, is stable (i.e., the eigenvalues of A,, lie in the open unit disc). 
Let PO be the unique solution of the Lyapunov equation 
Pa-A$P,A,=@+(L,-R-‘C)*R(Ls-R-‘C). (3.2) 
Then P, is hermitian; in fact 
PO= E (A*,)i{~+(L,-R-lC)*R(Lo-R-‘C)}A;. 
i=O 
For this P, we have 
(P,-P)-A;(P,-P)A,=9(P)+(SL,-E)*S-’(SE,,-E)>O, 
where 
Note 
S := R + B*PR, 
E:=C+B*PA. 
that S > 0. Since A, is stable, we get 
P()>P. 
That gives R + B*P,B > 0. 
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Assume inductively we have already determined matrices { Pi }y$, 
{ Ai};:;, { Li};=_d, with 
Pi = Pi* (i=O,...,n-l), 
P,>P,>... 2Pn_,>,P, 
Ai=A-BL, (i=O,...,n-l), 
where 
Li = (R + B*Pi_lB) -‘(C+ B*P,_,A) (i=l,...,n-1), 
Pi-Ai*PiA,=o+(Li-R-‘C)*R(Li-R-‘C) (i=O,...,n-l), 
(3.3) 
and the matrices AO,..., A,_, are stable. The induction assumption (P,, _ 1 > 
P ) gives us 
R + B*Pn_lB > R + B*PB > 0. 
Next, define 
S n_l:= R + B*Pn_lB, E,_l:=C+ B*Pn_lA, 
S := R + B*PB, E:=C+ B*PA, 
L, := S;JIE”_l, 
A,, := A - BL,. 
Some calculation gives the following equality: 
(L - P> - A:@‘-,- P)A, = (L, - Ln_l)*Sn_l(Ln - I+,_,) 
+9(P)+(sL,- q*s-‘(SL,-E) 
> 0. (3.4) 
Assume A, is not stable, i.e. A,x =Xx, for some A with IXI> 1 and x # 0. 
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Then from (3.4) we get 
where W is the right-hand side of (3.4). Since R > 0, 2(P) > 0, S, _ 1 > 0, 
S > 0 we conclude 
Then it follows that 
A n_l~=(A-BL,_l )x=(A-BL,)x=Anx=hx, 
which is a contradiction with the stability of A,_,. So A,, is stable as well. 
Next we define P,, as the unique solution of the Lyapunov equation 
P,-A,*P,,A,=o+(L,-Rp'C)*R(L,-R-'C). (3.5) 
Then P, is hermitian; in fact 
P,= E (A*,)'{Q+(L,,-R-T)*R(L,,-R-W)}A',,. 
i=O 
Some calculations give the following equalities: 
(P,-P)-A*,(P,-P)A,=W(P)+(SL,-E)*S-'(SL,-E)>O, 
(3.6) 
and 
(P,~~-P,)-A*,(P,_,-P,)A,=(L,-L,_,)*S,~,(L,-L,~,)~o. 
(3.7) 
Since A,, is stable, we get 
P "_l>P,>P. 
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So we obtain, inductively, a nonincreasing sequence { P,, }zXO, bounded 
below by P. Hence 
P, := lim P, 
n+cc 
exists and is hermitian, and P, > P. Now P is an arbitrary element in M, and 
P, is independent of the choice of P, so we have 
P,>P for all P E M. 
Hence P, is the maximal element of M. 
Take the limit n + cx) in (3.5) to obtain .!Z( P, ) = 0, and P, is also the 
maxima! element of 8. 
Finally, since A, is stable for all n > 0, the eigenvalues of 
A-B(R+B*P+B)-‘(C+B*P+A) 
lie in the closed unit disc. 
Next, we give some applications. Let 
n 
(3.8) 
be a s_econd Riccati equation, with the pair (A, 8) stabilizable, 0 hermitian, 
and R positive definite; for the hermitian solution P of (3.8) we must have 
that i? + B*Pfi is invertible. 
Define 
NE= {PIP = P*, fi + B*Pfi > 0, P is a solution of (3.8))) 
T:= Q C* 
[ 1 c R’ 
We also introduce P, and p+, the maximal elements of A? and N, respec- 
tively (whenever they exist). 
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THEOREM 3.2. 
(i) Suppose N f 0 and N c M. Then P, and p+ exist, and 
P, > P,. 
(ii) LetA=A, B=B, T>F, andNf0. ThenP, and@+ exist, and 
(iii) lf T > 0, then P, exists, and 
P+>O. 
The next lemma is useful for the proof. 
LEMMA 3.3. Let A = A, B = B, and P E N. Then we have the following 
equality: 
g(P)=[ _IL]*{~-~)[ _zL]+G*(~+~*~B)G, (3.9) 
where 
L:=(R+B*PB)-‘(C+B*PA), 
G:=L-(ii+B*PB)-‘(C”+B*PA). 
Proof, Let P E N, and define 
S := R + B*PB, !?:= I? + B*PB, 
E:=C+ B*PA, E:=d+B*PA. 
Then (by using P E N, L = S- ‘E) we get 
9?(P)-[ _zL]*{T-‘?-}[ ‘,]-G*gG 
- E*S-‘RS-‘E+E*S-‘US-‘E-E*S-‘~S-‘E+E*S-’EI 
+ E*S-‘E _ E*g-‘E. (3.10) 
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Now by using C-6=E-E and R-fi=S-S”, we obtain that (3.10) is 
equal to 
+ E*S-‘gS-‘E _ E*S-‘$-‘E + E*S-‘fi 
+ ,I+- ‘E _ @W- 1fi = 0. n 
Finally we prove Theorem 3.2. 
Proof (i) let P E N, and use Theorem 3.1 to obtain the existence of P, 
and 
P,>P for all P E N. 
In particular (by taking A =_a, B = l$ C = 6, Q = 6, R = fl in Theorem 
3.1) we get the existence of P,. Since P, E N, we have 
(ii): Let P E G. Since A = A, B = B, and T > f, we can use J_emma 3.3 
to see that 9(P) > 0. Since T > f, we get R > fi, and that implies 
R+B*PB>fi+B*PB>O. 
Hence, P E M. Use Theorem 3.1 to get the existence of P,, and (by taking 
C = C, Q = 0. R = 8) the existence of P, and 
(iii): Since T > 0 is equivalent to 6 > 0, we have 9(O) = 6 >, 0. Hence, 
0 E M. Applying Theorem 3.1, we obtain the existence of P,, and 
P+20. n 
REMARKS. In Theorems 3.1 and 3.2 we have only considered hermitian 
solutions P with R + B*PB > 0. For the proof of Theorem 3.1 we need the 
assumption Z? + B*PB > 0. Since we do not know whether or not all hermi- 
tian solutions of (3.1) are contained in M, we cannot say that P, is the 
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maximal hermitian solution of (3.1). However, we can say that P, is the 
maximal hermitian solution of (3.1) among all hermitian solutions P with 
R + B*PB > 0. 
Whenever (A, B) is controllable, i.e. rank[ B, AB,. . . , A”-‘B] = n, then if 
M f 0 we have R + B*PB > 0 for all hermitian solutions P of (3.1) (see [lo, 
Theorem 1.51). So in this case P, is the maximal hermitian solution of (3.1). 
In [ll], the condition T > 0 (among other assumptions) gives the ex- 
istence of a ,maximal hermitian solution of the Riccati equation (in [8] there is 
an analogous result, with C = 0 and Q > 0). However, we obtain the ex- 
istence of the maximal hermitian solution of a Riccati equality from the 
existence of a hermitian solution of the corresponding Riccati inequality (see 
Theorem 3.1). As a corollary we show that the existence of the maximal 
hermitian solution of a Riccati equation follows from the existence of a 
hermitian solution of a second Riccati equation (see Theorep 3.2). 
In the continuous-time case we assumed that K > K, which implies 
.%?( X ) > 0 for all hermitian solutions of the second Riccati equation. For the 
discrete-time case we could not find the analogue of the matrix K, and the 
condition on the matrices K and I? is replaced by the condition N c M. This 
is a more restrictive condition than for the continuous-time case, because the 
matrices K and k do not involve the solutions of the Riccati equations. 
As in the continuous-time case, we have now a “general” comparison 
theorem (two different Riccati equations) and an existence statement, but 
under more restrictive conditions. 
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