Collocation methods using piecewise polynomials for second kind integral equations  by Joe, S.
Journal of Computational and Applied Mathematics 12&13 (1985) 391-400 
North-Holland 
391 
Collocation methods using piecewise 
polynomials for second kind integral 
equations 
S. JOE 
School of Mathematics, Unioersity of New South Wales, Sydney, Auslralia 
Received 21 May 1984 
Abstract: We consider the numerical solution of second kind Fredholm integral equations in one dimension by using 
the collocation method and its iterated variant. The collocation solution will be sought in a space of piecewise 
polynomials of order r. 
Superconvergence results for the iterated collocation solution are known when discontinuous piecewise polynomials 
are used and the collocation points are taken to be the r Gaussian points shifted to each subinterval. Here we give a 
corresponding superconvergence result for the iterated collocation solution when continuous piecewise polynomials 
with no continuity requirements on the derivatives are used. The collocation points are taken to be the knots plus the 
r - 2 Lobatto points shifted to each subinterval. Some numerical results are also given. 
Keywords: Collocation, superconvergence, Fredholm integral equations. 
1. Introduction 
Here we consider the application of the collocation method and. its iterated variant to the 
numerical solution of the integral equation 
v(t) =f(t> + [k, s)y(s) ds, t E [a, b], 
where - cc < a -C b < co, f and k are known functions and y is the solution to be determined. 
We shall assume throughout that there exists a unique continuous solution to (l.l), and sufficient 
conditions to ensure this will be given in Section 2. 
In the collocation method, y is approximated by a function belonging to some finite-dimen- 
sional subspace. It is known that under suitable conditions, the collocation solution converges 
with the same asymptotic order as the best approximation to y out of the chosen subspace. Here, 
however, we are primarily concerned with the iterated variant of the collocation method, which is 
obtained by substituting the collocation solution into the right-hand side of (1.1). 
When the approximating subspace is taken to be a space of discontinuous piecewise polynomi- 
als, it is known that the iterated collocation solution exhibits superconvergence (that is, conver- 
gence at a faster rate than the collocation method itself), provided the collocation points on each 
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subinterval are taken to be the Gaussian points shifted to that subinterval and the kernel and 
solution are sufficiently smooth. In fact, if the discontinuous piecewise polynomials are of order r 
(degree < r - 1) and h is the maximum distance between knots, the iterated collocation solution 
may exhibit up to O(h2’) convergence ven though the collocation solution exhibits at most 
0( h’) convergence (for further details see [3] or [6]). 
For the case of continuous piecewise polynomials, which are commonly used in practice, a 
corresponding superconvergence r sult is not known; this gap is filled in this paper. We shall give 
an appropriate choice of collocation points so that superconvergence of the iterated collocation 
solution is obtained when the kernel and solution are sufficiently smooth. However, it will be 
seen that we obtain at best 0( h2’-2) convergence, which is less than that for the discontinuous 
piecewise polynomial case. As a consequence, we note that no superconvergence is observed when 
continuous piecewise linear functions (r = 2) are used. 
In the next two sections we give some necessary background material and our superconver- 
gence result (Theorem 4) is given in Section 4. The proof of Theorem 4 follows the arguments 
used in [6] for the discontinuous piecewise polynomial case. 
We remark that the iterated collocation method may also be regarded as a product integration 
method. Then, with the choice of collocation points as given in this paper, it is possible to use the 
results of [7] on product integration to deduce a result similiar to Theorem 4. However, the 
smoothness assumptions on the kernel and solution are stronger than those required here. 
Two numerical examples are given in Section 5, one of which shows that the smoothness 
condition on the solution required in Theorem 4 cannot be significantly weakened without 
making the given order of convergence false. 
2. Methods and background 
For any bounded open interval 0 c 08 we denote by C(d) the Banach space of all bounded 
and uniformly continuous real-valued functions on s2 equipped with the usual uniform norm 
II * Ilm,n- Since a function in C(a) has a unique extension to 3, we can consider it to be defined on 
a. Also, for 1 <p < co, we denote by L,( 0) the space of measurable real-valued functions on 0 
which have integrable pth power, equipped with the usual &-norm I] - Ilp,D. For p = x, we define 
the space L,( L?) and its norm ]I - llrnvS2 in the usual way. 
Defining the integral operator K by Q(t) = j,bk( t, s)y(s)ds and writing J = (a, b) we 
assume the following: 
(AI) f E C(.b 
(A2) K is a compact operator from C( .?) to C(J), 
(A3) the corresponding homogeneous equation y = Ky has only the trivial solution in _C( J). 
It then follows from standard Fredholm theory that there exists a unique solution y E C(J). 
Now we define the piecewise polynomial space within which the collocation solution will be 
sought. For any positive integer n, let 
A,,: a=x,<x,< --a <~,,_~cx,,=b 
be amesh, and for l<i<n set A=(xi_i, xi), hi=xi-xi-r and h=h(n)=maxlsiG,,hi. We 
make the natural assumption that h + 0 as n + co, and we also assume the mesh is quasiuni- 
form, i.e. h/rninl,i~n , h. 4 u where u is some constant independent of n. We impose quasiuni- 
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formity to ensure that the constants given in the next section are mesh-independent. 
Our approximating subspace, denoted by S,., (r an integer greater than l), is then taken to be 
the space of continuous piecewise polynomials of order r (degree Q r - 1) with no continuity 
requirement on the derivatives at the knots xi, 0 < i < n. It is easy to show that the dimension of 
S,,, is given by N = nr - n + 1. 
The collocation solution Y, E S,., may be defined by 
)-;, = P,f + P,KY nr (2.1) 
where P, is the interpolatory projection from C(J) to S,,, satisfying 
P,% = % for all +” E S,.,, 
and which is defined for g E C(J) by requiring that 
(2.2) 
P&)=g($ 1 <j<N. (2.3) 
Here the { ~}y_i are N distinct points in J, known as the collocation points. 
We now specify the choice of collocation points that we shall use. Firstly, let G,‘?,(s) be the 
first derivative of G,_,(s), the (r - 1)th degree Legendre polynomial on [ - 1, 11. The zeros of 
G,!?,(s) are known as the Lobatto points. Now for I = r - 1, let 7, = 1 and for 1 < I < r - 2 
(r 2 3), let 77, be the Ith Lobatto point. Then for 1 < i < n and 1 d I < r - 1 we set T~~__~~~__~~+~+~ = 
$(x;_, + x, + hiq,) with pi = x0 = a. In other words the N = nr - n + 1 collocation points consist 
of the knots plus the r - 2 Lobatto points shifted to each subinterval. 
We note that P, is a uniformly bounded operator on C( .?) [12] so that we have 
II pn IIG c (2.4 
where c is a constant independent of n. (In this paper c, ci, c2 will denote generic constants 
which may take different values at their different occurrences but will be independent of n and 
the mesh.) 
Assuming that y,, exists, the iterated collocation solution y, is defined by 
u,‘=f+ Kv,. 
Standard arguments (e.g. [2]) can then be used to obtain the following theorem. 
Theorem 1. Suppose (Al)-(A3) hold. Then for n sufficiently large 
(i) y, exists uniquely in S,,,, y, exists uniquely in C( 7); 
3. Some approximation theory 
Here we give some approximation-theoretic properties of our continuous piecewise polynomi- 
als which will be required in the next section. For m a non-negative integer, we define WPm(sZ), 
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1 <p < co, to be the usual Sobolev space of functions g such that gCk’ E J$( C) for k = 0, 
1 ,.**, m, where gfk) is the k th distributional derivative of g. The space W,“( r(2) is equipped with 
the norm Ilgll,,p.o = ZL311dkVp,i2~ 
Theorem 2 is concerned with the properties of S,,, in L, spaces, while Theorem 3 is concerned 
with the properties of S,., and its derivatives in the space L, where 1 is not necessarily the same 
as r. 
Theorem 2. Let 1 <p < 00. If gE Wpm(J), m 2 0, then for each n z 1, there exists 0, E S,., such 
that 
Ilg - % 1lp.J G ch”7l dlw.J 
where m* = rnin(m, r). 
Proof. The result follows from [5] or [9]. 
Theorem 3. Let 1 be an integer greater than 1. If g E W,‘(J), then for each n z 1. there exists 
%I E Sk” with the properties 
Proof. Part (i) follows from [9]. To prove (ii), we note that the result holds trivially if j >, 1. For 
0 <j Q I - 1 we use the inequality [ll, p. 2361 
for each i in 1 < i < n to obtain 
IIPII m.~, Q c,h,’ [116#% - d”‘II,,~ +IId%.4] 
~c~h~‘[ch’-‘~~g”‘II~,,+hi~~g”‘~~~,~,] 
< c,h’-j-‘Ilg(‘)[l,.,+ c,jjg(i)ll,,, 
G cl1 g Ill.1.i 
where we have used part (i) in the second step, and the last step follows since 0 <j < I- 1, and 
W{“(J) is embedded in W;(J) [l]. 0 
4. Error analysis for y; 
In this section we give the order of convergence for the iterated collocation solution ri. 
Writing k,(s) = k( t, s) for t, s E [a, b] we have the following theorem: 
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Theorem 4. Suppose (Al)-(A3) hold, Y E W,‘(J) (1 G 1~ 2r - 2) and k, E WI”‘(J) (1 ( m G r) 
with Ilkrllm.r.~ bounded independently oft. Then 
IIY -Y’ll,.J = WY) 
where y = min(m + r, 1). 
Proof. We give a proof only for I > 1 and m > 1. When I = 1 and/or m = 1, the theorem can be 
proved by modifying the arguments given below. 
Firstly we note from Theorem 3 that there exists JI,, E S,,, satisfying 
i ~((Y-~,)(i)~~~,~~C~‘-jllvIl,,l.,~ OGG,- 13 (4.1) 
i-l 
Similarly, for each t E [a, b] there exists &,I E S,,,, such that 
k Ilk, - &,,r]]t,J, G ch’“K,, 
i-l 
(4.3) 
where K,,, = suP,~llU,,I,, < 00. 
Now, it follows from Theorem l(iii) that the order of convergence of yi is given by 
IIK(Y - eIv)llm,J~ Denoting the usual L, inner product on J by ( -, - ), we have, for t E [a, b], 
K(Y - cr)(t> = (k9 Y - CY), 
= k - %,.,, Y - CY), +(%,,, (I-- C)(Y - +,))I 
+ k,,, (I- ~fkl)P (4.9 
To obtain our result we need to show that each of the three terms in (4.5) is bounded uniformly 
in t by ch y. 
To bound the first term in (4.5), we make use of Holder’s inequality and (2.2) to obtain, for 
arbitrary 5, E S,+,, 
I&,-+n,,, ~-P,Y)JI~<~~,-~~,,II,,,II(I-P,)(~-~,)~~,, 
’ < cllk, - %,,rIIr,.,]]y - 5,]1,,5, 
where the last step follows from (2.4). Now, by the Sobolev embedding theorem [l], W,‘(J) C 
WA-‘(J) and hence y E W&‘(J). Choosing <, appropriately, it follows from Theorem 2 and 
(4.3) that 
I@, - @,,,,, Y - CY).,[G chm+min’r.‘-l’K,Ilyll,-l.oo.J. 
Since m + min( r, I- 1) 2 y, it follows that 
16% -&n,,, Y - E,Y),~G thy, 
where c is independent of t as well as n. 
396 S. Joe / Collocation for integral equations 
In order to bound the second term, we again use Holder’s inequality and then (4.4) with j = 0, 
to obtain 
I(&.,7 (~-~“)(~-J/,)),I~c~,II(~-~,)(~-rC/,)ll*.5 
= cK,,$, Il(r - MY - 4,) ll1.J; 
But we have 
IIP~O:~~~~ll~.~,~hillP~~~~~n~Il~.~,~ChillY~JI~/Ix:.~, 
~c(llY-~~ll~.~,+hi~~(~-~n)‘l’~~~.~,)~ 
where the penultimate step follows from (2.4) and the final step is a consequence of [6, Lemma 
Al]. Thus 
i-l - 
where we have used (4.1) with j = 0 and 1. 
Finally, to show that the third term of (4.5) is of order hY, we note that 
” 
h,,. (I- 4&d./ = c (CL (I- CkL,, 
i-l 
where ( s,.)~ is the usual .&-inner product on J,. We note that (4.6) is zero i 
it can be written as 
(4.6) 
f 1 < I < r, since we 
then have Pm+, = t,b,. Since 1 < I < r is automatically satisfied when r = 2 (recall that 1 -C I G 2r 
- 2) we need consider (4.6) only when r < I < 2r - 2 and r >, 3 which we now do. 
As &,, is a polynomial of degree < m - 1 on 4, we can write it as 
m-1 
+n,r(S) = C +iTt)tti)ts - fi)k/k!Y SEJi, ti = i(Xi_, + Xi). 
We then have 
k-0 
m-l 
m-l 
where the first inequality follows from Lemma Al of the Appendix and the last step from (4.2) 
and (4.4). Using (4.6) we have 
I(+,,,, (I- P,&)& i chfr-’ < ch”-‘< ch7 
i-l 
which completes the proof. 0 
S. Joe / Collocation for integral equations 397 
Remark. The theorem indicates that the highest order of convergence of JJ,’ achievable is 
0( h2r-2 ), which is less than the 0( h2r) convergence possible when discontinuous piecewise 
polynomials are used with the collocation points taken to be the Gaussian points shifted to each 
subinterval. The importance of the collocation points is seen in the proof of Lemma Al. A lower 
best possible order of convergence than for the discontinuous piecewise polynomial case is 
obtained because the polynomial (S - l)(s + l)G,!?,(s) in that proof is only orthogonal to 
polynomials of degree < r - 3 whereas the r th degree Legendre polynomial on [ - 1. 11, G,(S), is 
orthogonal to polynomials of degree < r - 1. 
5. Numerical examples 
Example 1. Here we use the iterated collocation method to solve the integral equation 
~0) =f(d +j-,h) ds, t E [0, 11, (5.1) 
where f is chosen so that the true solution of (5.1) is 
v(t) = 2”. 
Here (Y is a positive non-integer which we allow to vary. 
Though this example is a simple one, it does show that the smoothness requirement on y in 
Theorem 4 cannot be weakened to the extent of replacing W,‘(J) by W,‘-‘(J). 
To see this, suppose p - 1 < (r -C p where p is an integer satisfying 0 -C fi -C 2r - 2. Then 
y E W~(O, 1) but y $S W~+‘(O, 1). App lication of Theorem 4 (with I= p) shows that the error of 
the iterated collocation method is 0( hp). Now, using an analysis similar to that in [6], one can 
show that the exact order of convergence of the iterated collocation solution is ha’+‘. It then 
Table 1 
a = 3.75 
n Order of convergence 
2 1.464 E-6 4.712 
4 5.586 E- 8 4.134 
8 2.099 E - 9 4.743 
16 7.837 E- 11 4.141 
32 2.918 E- 12 
Table 2 
a = 4.15 
n IIY - Ynlllm., 
2 1.295 E-6 
4 2.795 E - 8 
8 5.805 E- 10 
16 1.174 E- 11 
32 2.332 E- 13 
Order of convergence 
5.534 
5.589 
5.627 
5.654 
398 S. Joe / Collocation for integral equations 
Table 3 
a = 5.75 
n IIY - Y;lL., 
2 9.577 E- 6 
4 1.534 E-7 
8 2.433 E - 9 
16 3.836 E- 11 
32 6.026 E- 13 
Order of convergence 
5.964 
5.978 
5.987 
5.992 
follows that the order of convergence stated in Theorem 4 is not achieved if y E IV,‘-‘(0, 1). We 
remark that, since we are dealing with Sobolev spaces of only integral order, the order of 
convergence predicted by Theorem 4 is best possible. 
Results obtained by using the iterated collocation method with evenly spaced nodes and 
continuous piecewise cubits to solve (5.1) are given in Tables 1, 2 and 3 for three different values 
of CX 
Example 2. Here we use the iterated collocation method to solve the more complicated integral 
equation 
y(t)=25-16sin2(1)-0.3J” (~(0.68-0.32cos(t+s)))-‘y(s) ds, TV [-q, ?I]. 
--n 
(5.2) 
This equation arises from the plane interior Dirichlet problem in an elliptical region with 
eccentricity 0.8 [lo, pp. 286-2871. The true solution of (5.2) is given by 
u(t) = 8.5 + 128 cos(2t)/17, t E [ -T, T]. 
Results using continuous piecewise quadratics and evenly spaced nodes are given in Table 4. For 
each n9 Ilv -Ynlliar,J was estimated by calculating the error of the iterated collocation solution at 
t = kn/40, k = 0, l,..., 40 and then taking the largest error. From Theorem 4, we would expect 
the order of convergence to be h4 and the results show agreement with this. The integrals 
required in the collocation scheme were evaluated using a Gauss 2-point rule which is sufficiently 
accurate to ensure that the order of convergence is not affected by quadrature error [8]. 
Table 4 
n Edmd IIY - ~nlll~.~ Order of convergence 
2 1.578 EOO 4.724 
4 5.969 E - 2 3.863 
8 4.102 E- 3 3.830 
16 2.884 E - 4 3.985 
32 1.822 E-5 3.996 
64 1.142 E-6 
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Appendix 
Lemma Al. Let r be a fixed integer satisfying r 2 3, j be an integer satisfying r - 1 <j < 2r - 2, 
Q be any bounded open interval of length Iti], and denote by Cj(n), the space of functions g 
such that gck’E C(d) for k=O, l,..., j. For any point t, E 52 and g E C-j(a) define 
Ei(g) =L(s - tcJzr-*-‘(l - P,)g(s) ds, 
where Peg is the polynomial of degree Q r - 1 that coincides with g at the end points of n plus 
the r - 2 Lobatto points (i.e. the zeros of G!?,(s)) shifted to 52. Then 
IE,(g)l,< c/~12~-1/lg”‘IJr,a. 
Proof. With r - 1 <j < 2r - 2, let tj be the Taylor series approximation to g of degree <j - 1 
about t,, i.e. 
j-l 
tj(s)= c g(yt,)(s- t&k!. 
k-0 
It is well known that 
Ilg-~jll,,o < IfJt’llPIl,,dj!. (A-1) 
We now show that Ej(<,) = 0. This holds trivially if j = r - 1, r since it is then clear that 
PQtj = tj. Now let s,, s2,. . . , s, be the r points as given above for which PQ coincides with tj. We 
then have (I - P,)lf,(s;) = 0, 1 < i < r, so that we can write (I - P,)tj(s) as 
(I-pf2)tj(s)= ( ,~(s-si))‘l(l’-l(S)=Pr(S)Uj-‘I(S) 
where u. ,_‘_ t( s) is a polynomial of degree < j - r - 1. Our choice of the s,, 1 < i < r, implies 
that p,(s) is orthogonal to polynomials of degree < r - 3 on D [4, p. 881 and so we have 
Ej(5,)=/(~-ttn)2'-2-j(I-Pbl)~j(~) ds 
a 
= 
/ D( s - t~)2’-2-‘uj_,_l(s)pr(s) ds = 0, 
since (s - tn) 2r-2-j~j_,_l(s) is a polynomial of degree < 2r - 2 -j + j - r - 1 = r - 3. Thus 
Ej(tj)=Oforall jin r-l<j<2r-2. 
Clearly Ej is linear, and so we obtain 
a4 
Zr- 1 -j 
~~(‘-p~)(~-5,))),,~~c1012’-‘-jJ~~~~j~~~,~ 
Q cI~/2’-1~~g(j)/Ilo.f2 
where the second-to-last step follows since Pa is a bounded operator on C(d) (c.f. equation 
(2.4)), and the last step follows from (A.l). 0 
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