Feature .ml Speaker For large population speaker identification (SID) systems,
Sigal Extraction
Modeling likelihood computations between an unknown speaker's test feature set and speaker models can be very time-consuming (a) and detrimental to applications where fast SID is required.
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In this paper, we propose a method whereby speaker models are clustered during the training stage. Then The objective of speaker identification (SID) is to determine not used in SID [2] . There are also more advanced matchwhich voice sample from a set of known voice samples best ing techniques like SVM-GLDS [3] and SVM-supervectors matches the characteristics of an unknown input voice sam- [4] which are also used in SV but use in SID has not yet been ple [1] . SID is a two-stage procedure consisting of training investigated. and testing. In the training stage shown in Fig. l(a) , speakerIn this paper, we consider the problem of fast identificadependent feature vectors, Ym are extracted from a traintion for large population SID systems. In such systems, likeing speech signal and a speaker model, A, is built for each lihood computations between an unknown speaker's test feaspeaker's feature set. In the testing stage shown in Fig. l(b) , ture set and all speaker models can be very time-consuming feature vectors ytest are extracted from a test signal (speaker and detrimental to applications where fast SID is required. unknown). The test feature set is compared and scored against This can be very useful in speaker classification and speaker all S speaker models and the most likely speaker identity, s clustering applications where the exact identity of the speaker is decided. Of the various speaker modelling techniques, the is not necessary but rather identifying the speaker class is sufGaussian Mixture Model (GMM) based approach has shown ficient [5] . to be very successful in accurately identifying speakers from
The slow SID problem has been recognized and ina large population [1] . GMMs provide a probabilistic model vestigated as has a similar problem in speaker verification of the distribution of feature vectors. A standard approach in (SV); in this paper our focus is strictly on SID. Two previestimating the parameters of the GMM (weights, mean vecously proposed methods to speed-up SV and SID are pretors, and covariance matrices) is to use the Expectation Maxquantization (PQ) and pruning. In PQ, the test feature set imization (EM) algorithm [1] . In assessing an SID system we is first compressed or reduced through downsampling (or anmeasure the identification accuracy, computed as the number other method) before likelihood computations [6] ; a smaller of correct identification tests divided by the total number of feature set directly translates into faster verification. It has tests.
been found that reducing the test feature set by a factor as high Fig. 2 illustrates the steps involved in the feature extraction portion of the test feature set is compared against all speaker blocks of Fig. 1 . First, silence is removed from the utterance models [7] . Those speaker models with the worst scores are and then the short-time Fourier transform (STFT), X(m, k) pruned out of the search space. In subsequent iterations, other is computed. In this work, the STFTs (1024-point) are comportions of the test feature set are used and speaker models puted using 20 ms Hamming-windowed segments with 50% are scored and pruned until only a single speaker model re-overlap. Magnitude-squared data is computed from the STFT mains resulting in an identification. Using the TIMIT corpus, and weighted according to a mel-scale filterbank. The La speed-up factor of 2 x has been reported with pruning [5] . channel or classes has long been used in the area of content-based image retrieval (CBIR) [8] , [9] , [10] . In this application, only those images within a few pre-determined classes that are similar to the query image are searched rather than search-2.2 Training the Speaker Identification System ing the entire image database. The use of speaker clusters The next step in building the SID system, is to statistically has been used for fast speaker adaptation in speech recognimodel each speaker's feature set, {Ymn}. For this, we assume tion applications [11] . Here, the speaker adaptation method-the probability density function (pdf) for the feature vector Y ology first determines speaker clusters in the training data, given speaker model A, can be modeled as a weighted mixture then estimates corresponding model parameters and applies a of Gaussian pdfs matching strategy to choose the optimal cluster for each test utterance. The use of clusters or classes for speaker recogniw tion has also been used in the open-set speaker identification p(Y As) = Ewipi(Y) (1) (OSI) problem. In this problem, the objective is to classify i=1 an unknown speaker into a predefined class of speakers or to where W is the number of mixture components, wi is the recognize that the speaker does not belong to any class [12] . results using both the TIMIT and NTIMIT (telephone-quality speech) corpora; these corpora are two of the most common, where Ri is the mean vector and YA is the covariance malarge population speech databases used in SID research. In trix (assumed to be diagonal) corresponding to the ith mixSection 5, we briefly describe possible future work. Finally, ture component. The weights, mean vectors, and covariance in Section 6 we conclude the article, matrices collectively form the speaker model, As [1] . (8) . In fact, the basis for speaker prun-1 = Ep(i Yin,A), (3) ing, is to quickly eliminate speaker models for which it is M m= n clear the log-likelihood score is going to be low thus reducing unnecessary computation in (8 Algorithm 1 k-means Algorithm where M is the number of training feature vectors, the a posteriori probability for the ith acoustic class is given by 1: Initially choose k cluster centroids zi (1), z2 (1) , -, Zk (1) .
WJipi(YM)
These are arbitrary and are usually selected as the first k p(i Yin, A) (6) data points x of the set.
Wipi(YM)
2: At the Ith iteration, distribute the data points x among i=l W~tP~(Yin)the k cluster domains, using the relation, and y2 and j42 denote element-by-element squaring of the x e Sj (I) if 11X -z (I) | < ||x -z (I) I (9) vector. The EM algorithm terminates when improvement of {Wi , i: oi } at the current and previous iterations saturates.
for all i 1, 2, ..., k, i 7 j, where Sj (I) denotes the set of data points whose cluster centroid is zi (I). (7) _s_ m=1
We use the k-means algorithm to cluster speaker models acoreuvlnl cording to their weighted mean vector (WMV)
M'~~~~~~~W s= arg m<axs E1ogp(YmtAs) (8) to cluster representatives' speaker models. Fig. 3 . Space of speaker models, clusters, and representatives.
RESULTS

Cluster Selection during the Testing Stage
For the TIMIT corpus, we use a mel-scale filterbank which has the first nine center frequencies uniformly spaced from For the test stage, we consider two ways in which to select 100-1000 Hz and the next twenty center frequencies logaa pre-determined percentage of clusters for evaluation of (8) . rithmically spaced from 1000-8000 Hz resulting in a 29 x 1 In Method #1 shown in Fig. 4(a) , a GMM is computed on the feature vector. For the NTIMIT corpus (telephone-quality test feature set and those clusters (as represented by their cen-speech), the mel-scale filterbank which has the first seven troids) nearest to the test (N)WMV are searched. In Method center frequencies uniformly spaced from 300-1000 Hz and #2, prior to testing, we identify the speaker model in each the next thirteen center frequencies are logarithmically spaced cluster which is nearest to the centroid and call it the "clusfrom 1000-3400 Hz resulting in a 20 x 1 feature vector [1] . ter representative" (see Fig. 3 ). When the test signal is ac-In addition, we use W = 15 mixtures for the GMM as in [1] . quired, (8) Fig. 4(b) and clusters with the plete calculation of (8), i.e. full search, our SID system has highest-scoring representatives are then searched. Method #1 baseline identification accuracies of 99.84%, 68.73% for the clearly directs the search toward the clusters with candidate 630-speaker on TIMIT, NTIMIT corpus respectively. These speaker models but requires computation of a test GMM; on baseline accuracies agree closely with those published in the the other hand, Method #2 does not require computation of a current literature for TIMIT [5] , and for NTIMIT [14] . test For TIMIT, we find the best performance with Method #1 and 100 clusters. In this case, we are able to search as few as 30%, An interesting side-effect was observed using cluster-50% of the clusters with only a 3.7%, 1.0% loss, respectively based searching on the TIMIT corpus. When searching 70%-in SID accuracy; searching 30%, 50% of the clusters reduces 90% of the search space (100 clusters) using both Method #1 the speaker model space by about 1/3, 1/2 respectively. For and #2, identification accuracy increased above the baseline NTIMIT, we again find the best performance with Method #1 (full search) accuracy even to 100% in a couple of cases. and 100 clusters. In this case, we are able to search as few as
The reason it is possible to increase accuracy with speaker 30%, 50% of the clusters with only a 6.2%, 1.7% loss, respecmodel cluster clustering is that a speaker model which leads tively in SID accuracy. These search space reductions directly to an incorrect identification during a full search may not be translate into speed-up gains as good as pruning methods and present in the clusters which are being searched and thus not PQ. In our research, we find that Method #1 results in a good produce the incorrect identification. A similar effect could in balance between search space reduction and accuracy when theory occur with pruning (speaker model which could lead the number of clusters is large (more than 70). On the other to an incorrect identification is pruned out early).
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