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Abstract
In this paper, we develop connections between two seemingly disparate, but central,
models in robust statistics: Huber’s ǫ-contamination model and the heavy-tailed noise
model. We provide conditions under which this connection provides near-statistically-
optimal estimators. Building on this connection, we provide a simple variant of recent
computationally-efficient algorithms for mean estimation in Huber’s model, which given
our connection entails that the same efficient sample-pruning based estimators is simulta-
neously robust to heavy-tailed noise and Huber contamination. Furthermore, we comple-
ment our efficient algorithms with statistically-optimal albeit computationally intractable
estimators, which are simultaneously optimally robust in both models. We study the em-
pirical performance of our proposed estimators on synthetic datasets, and find that our
methods convincingly outperform a variety of practical baselines.
1 Introduction
Modern data sets that arise in various branches of science and engineering are characterized
by their ever increasing scale and richness. This is spurred in part by easier access to com-
puter, internet and various sensor-based technologies that enable the collection of such varied
datasets. But on the flip side, these large and rich data-sets are no longer carefully curated, are
often collected in a decentralized, distributed fashion, and consequently are plagued with the
complexities of heterogeneity, adversarial manipulations, and outliers. The analysis of these
huge datasets is thus fraught with methodological challenges.
To understand the fundamental challenges and tradeoffs in handling such “dirty data” is
precisely the premise of the field of robust statistics. Here, the aforementioned complexities are
largely formalized under two different models of robustness: (1) The heavy-tailed model:
Here the sampling distribution can have thick tails, for instance, only low-order moments of
the distribution are assumed to be finite; and (2) The ǫ-contamination model: Here the
sampling distribution is modeled as a well-behaved distribution contaminated by an ǫ fraction
of arbitrary outliers. In each case, classical estimators of the distribution (based for instance
on the maximum likelihood estimator) can behave considerably worse (potentially arbitrarily
worse) than under standard settings where the data is better behaved, satisfying various
regularity properties. In particular, these classical estimators can be extremely sensitive to
the tails of the distribution or to the outliers, so that the broad goal in robust statistics is to
construct estimators that improve on these classical estimators by reducing their sensitivity
to outliers.
Heavy Tailed Model. Concretely, focusing on the fundamental problem of robust mean
estimation, in the heavy tailed model we observe n samples x1, . . . , xn drawn independently
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from a distribution P , which is only assumed to have low-order moments finite (for instance,
P only has finite variance). The goal of past work [1, 2, 3, 4] has been to design an estimator
θ̂n of the true mean µ of P which has a small ℓ2-error with high-probability. Formally, for a
given δ > 0, we would like an estimator with minimal rδ such that,
P (‖θ̂n − µ‖2 ≤ rδ) ≥ 1− δ. (1)
As a benchmark for estimators in the heavy-tailed model, we observe that when P is the
multivariate normal (or sub-Gaussian) distribution with mean µ and covariance Σ, it can be
shown (see [5]) that the sample mean µ̂n = (1/n)
∑
i xi satisfies, with probability at least
1− δ1,
‖µ̂n − µ‖2 .
√
trace (Σ)
n
+
√
‖Σ‖2 log(1/δ)
n
. (2)
The bound is referred to as a sub-Gaussian-style error bound. However, for heavy tailed
distributions, as for instance showed in [1], the sample mean only satisfies the sub-optimal
bound rδ = Ω(
√
d/nδ). Somewhat surprisingly recently work [3] showed that the sub-Gaussian
error bound is achievable while only assuming that P has finite variance, but by a carefully
designed estimator. In the univariate setting, the classical median-of-means estimator [6, 7, 8]
and Catoni’s M-estimator [1] achieve this surprising result but designing such estimators in
the multivariate setting has proved challenging. Minsker [2] proved results for the geometric
median-of-means (GMOM), which, (1) partitions the data into k = ⌈3.5 log(1/δ)⌉ blocks, (2)
computes sample mean within each block {µ̂i}ki=1 and (3) and returns the geometric median
θ̂MOM,δ = argminθ
∑
i ‖θ − µ̂i‖2. In particular, the paper [2] showed that θ̂MOM,δ is such that,
with probability at least 1− δ,
‖θ̂MOM,δ − µ‖2 .
√
trace (Σ) log(1/δ)
n
. (3)
Note that the GMOM estimator does not match the true sub-Gaussian bounds (2). Esti-
mators that achieve truly sub-Gaussian bounds, but which are computationally intractable,
were proposed recently by Lugosi and Mendelson [3] and subsequently Catoni and Giulini [4].
Hopkins [9] and later Cherapanamjeri et al. [10] developed a sum-of-squares based relaxation
of Lugosi and Mendelson [3]’s estimator, thereby giving a polynomial time algorithm which
achieves optimal rates. However, while polynomial-time, these estimators are still far from
being implementable and used in practice. In this paper, we propose and study practical es-
timators that in some cases improve on the geometric median-of-means and in some cases are
truly sub-Gaussian.
Huber’s ǫ-Contamination Model. In this setting, instead of observing samples directly
from the true distribution P , we observe samples drawn from Pǫ, which for an arbitrary
distribution Q is defined as a mixture model,
Pǫ = (1− ǫ)P + ǫQ. (4)
The distribution Q allows one to model arbitrary outliers, which may correspond to gross
corruptions, or subtle deviations from the true model. There has been a lot of classical work
1Here and throughout our paper we use the notation . to denote an inequality with universal constants
dropped for conciseness.
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studying estimators in the ǫ-contamination model under the umbrella of robust statistics (see
for instance [11] and references therein). However, most of the estimators come that come
with strong guarantees are computationally intractable [12], while others are statistically sub-
optimal heuristics [13]. Recently, there has been substantial progress [14, 15, 16, 17, 18, 19]
designing provably robust which are computationally tractable while achieving near-optimal
contamination dependence (i.e. dependence on the fraction of outliers ǫ) for computing means
and covariances. In the Huber model, using information-theoretic lower bounds [15, 20, 21],
it can be shown that any estimator must suffer a non-zero bias (the asymptotic error as the
number of samples go to infinity). For example, for the class of distributions with bounded
variance, Σ - σ2Ip, the bias is lower bounded by Ω(σ
√
ǫ). Surprisingly, the optimal bias
that can be achieved is often independent of the data dimension. In other words, in many
interesting cases optimally robust estimators in Huber’s model can tolerate a constant fraction
ǫ of outliers, independent of the dimension.
Despite their apparent similarity, developments of estimators that are robust in each of
these models for outliers, have remained relatively independent. Focusing on mean estimation
we notice subtle differences, in the heavy-tailed model our target is the mean of the sampling
distribution whereas in the Huber model our target is the mean of the decontaminated sampling
distribution P . Beyond this distinction, it is also important to note that as highlighted above
the natural focus in heavy-tailed mean estimation is on achieving strong, high-probability error
guarantees, while in Huber’s model the focus has been on achieving dimension independent
bias.
While the aforementioned recent estimators for mean estimation under Huber contamina-
tion have a polynomial computational complexity, their corresponding sample complexities are
only known to be polynomial in the dimension p. For example, Kothari et al. [16] and Hopkins
and Li [21] designed estimators which achieve optimal bias for distributions with certifiably
bounded 2k-moments, but their statistical sample complexity scales as O(pk). Steinhardt et al.
[22] studied mean estimation and presented an estimator which has a sample complexity of
Ω
(
p1.5
)
.
Contributions. In this work, we aim to bridge the gap between these two models of robust-
ness. In particular, we show that it is possible to decompose any heavy-tailed distribution as a
mixture of a well-behaved and contamination distribution. Further, to exploit this insight, we
study mean estimators in the ǫ-contamination model. Building on recent algorithmic develop-
ments we propose a computationally efficient estimator which achieves the bias-lower bound
and simultaneously has small ℓ2 error with high-probability. Leveraging our earlier connec-
tion between the heavy-tailed and Huber models, and our computationally efficient estimator
in Huber’s model, we develop the first sample-pruning based estimator for the heavy-tailed
setting. This estimator in some settings achieves the optimal sub-Gaussian error bound and
improves on the geometric median-of-means. Furthermore, the estimator we propose is easy
to implement and practical, and we show its efficacy on a range of synthetic datasets. We
complement our efficient estimator by designing statistically optimal , albeit computationally
intractable estimators, which are optimally robust in both models simultaneously. In partic-
ular, our results show that there do exist estimators, which achieve optimal bias for general
2k-moment bounded distributions, while having an optimal statistical sample complexity of
O(p).
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Concurrent Works. After the initial submission of this manuscript, we became aware of
two concurrent works [23, 24]. Lecué and Depersin [23] obtain a nearly-linear time algorithm
for robust mean estimation for distributions with bounded covariance, which is simultane-
ously robust in both models. While our proposed estimator requires more assumptions, it is
simpler and easier to implement. In particular, the algorithm of [23] relies on solvers for pack-
ing/covering semidefinite programs, which are not yet practical. Dong et al. [24] also propose
a nearly-linear time algorithm for robust mean estimation. However, while their estimator
achieves the optimal asymptotic bias in Huber’s ǫ-contamination, it achieves sub-optimal sta-
tistical sample complexity. In particular, at a given confidence level δ, the error of their
estimator scales as O(
√
1
nδ ) instead of O(
√
log(1/δ)
n ).
Notation and some definitions. Let x be a random vector with mean µ and covariance
Σ. We say that the x has bounded 2k-moments if for all v ∈ Sp−1, E[(vT (x − µ))2k] ≤
C2k
(
E[(vT (x− µ))2])k. We let,
OPTn,Σ,δ
def
=
√
trace (Σ)
n
+
√
‖Σ‖2 log(1/δ)
n
, (5)
denote the sub-Gaussian deviation bound in (2), satisfied by the sample mean of a sub-
Gaussian distribution, at a confidence level δ. Let r(Σ)
def
= trace(Σ)‖Σ‖2 be the effective rank
of Σ. Note that 1 ≤ r(Σ) ≤ r, where r is the rank of Σ. Throughout the paper, we use
c, c1, c2, . . . , C,C1, C2, . . . to denote positive universal constants.
2 Oracle Mixture Model
In this section, we motivate studying both models under a common lens by developing a
decomposition of a heavy-tailed distribution P into a well-behaved distribution PO and a
contaminating distribution Q, i.e. we decompose P as P = (1− ǫO)PO + ǫOQ.
At a high-level, our aim is to develop tightly concentrated estimators for the mean of
the heavy-tailed distribution P . When the distribution P is heavy-tailed the sample mean is
not tightly concentrated because the extreme samples exert a strong influence on the higher
moments of its error. Our strategy will be to prune these extreme samples and develop tightly
concentrated estimators of the mean of PO (which will typically have lighter tails than P ).
However, this is only useful if the means of PO and P are sufficiently close, and the crux of
our estimator and its analysis, will be to carefully balance the degrading bias from pruning
samples with the improving concentration of our estimator for the mean of PO.
To set the stage, in this section we develop the aforementioned decomposition and in
Section 3 we study its algorithmic consequences. Concretely, for any bounded variance distri-
bution P with mean µ, we define an oracle O : Rp 7→ {0, 1} by
O(x) = I {‖x− µ‖2 ≤ R} . (6)
We define PO to be the distribution of P when conditioned on the event that O(x) = 1.
Intuitively, samples that fall outside a radius R of the mean are labeled as outliers.
Suppose given n samples from P , our oracle estimator is the mean of the samples that
belong to PO:
µ̂n =
( n∑
i=1
O(xi)
)−1 n∑
i=1
xiO(xi).
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The estimator is an oracle since we do not know the mean µ. However, we will show in Section 3
that the existence of an oracle is sufficient to design computationally and statistically effective
estimators. Given δ ∈ (0.5, 1), we consider values of R and n such that for a sufficiently small
constant c > 0,
(√trace (Σ)
R
)2k
+
log(1/δ)
n
≤ c, (7)
and recall the definition of OPTn,Σ,δ in (5). The following theorem characterizes the perfor-
mance of µ̂n as an estimator of the mean of P , effectively characterizing its bias and high-
probability deviation.
Theorem 1. Let P be any distribution with mean µ and covariance Σ and bounded 2k-
moments for k ∈ {1, 2}. For any δ ∈ (0.5, 1) with probability at least 1− δ,
‖µ̂n − µ‖2 . OPTn,Σ,δ + R log(1/δ)
n
+ ‖Σ‖
1
2
2
(√trace (Σ)
R
)2k−1
.
In essence, we need to choose the radius parameter R to balance the deviation and bias
terms above. This leads to a family of bounds for different choices of the radius parameter
R and the number 2k of bounded moments of P , which we summarize below. We begin by
giving results for k = 2, i.e. when P has bounded 4-th moment. Recalling the definition of
the effective rank r(Σ): for the remainder of this section, we suppose that n is large enough
so that for a sufficiently small constant c > 0, we have that
√
r(Σ) ≤ cn/ log(1/δ). Then we
have the following Corollary.
Corollary 2. Suppose that k = 2, and that R is chosen as
√
trace(Σ)√
r(Σ)
1/4( log(1/δ)
n
)1/4 , then with
probability at least 1− δ,
‖µ̂n − µ‖2 . OPTn,Σ,δ +
√
trace (Σ)√
r(Σ)
1/4
(
log(1/δ
n
)3/4
.
Remark: If n is large enough so that for a small constant c > 0 the effective rank is
bounded as r(Σ)3/2 < cn/ log(1/δ), then the first term in the bound dominates and the oracle
based mean estimator achieves the optimal sub-Gaussian deviation bound. This result suggests
that for distributions with bounded 4-th moment, under a relatively mild assumption on the
effective rank, we can estimate the mean optimally, by sample pruning: i.e. by computing the
mean of the distribution PO, discarding samples from the distribution Q.
Next, we show a similar result for distributions with bounded 2nd moment.
Corollary 3. Suppose that k = 1 and R is chosen as
√
trace(Σ)
r(Σ)1/4
(
log(1/δ)
n
)1/2 , the with probability
at least 1− δ,
‖µ̂n − µ‖2 . OPTn,δ,Σ + ‖Σ‖
1
2
2 r(Σ)
1/4
√
log(1/δ)
n
.
Remark: When only the variance of the distribution P is bounded our sample-pruning
oracle does not achieve the optimal sub-Gaussian rate. However, since ‖Σ‖
1
2
2 r(Σ)
1/4 ≤
5
√
trace (Σ), comparing to the guarantee in (3) we see that the (oracle) sample pruning es-
timator improves on the geometric median-of-means estimator. For instance, when Σ = σ2Ip
the deviations of our oracle estimator scales as
√
p1/2 log(1/δ)/n while the deviations of the
geometric median-of-means scales as
√
p log(1/δ)/n.
Taken together these results suggest that if we can solve the Huber mean estimation
problem optimally, then, we can get near-optimal rates for heavy-tailed mean estimation.
3 Efficient Estimators
In this section, we show that as long as the oracles satisfy some nice properties, we can design
computationally and statistically effective estimators. To be precise, suppose we are given set
of n samples S from a distribution from P , and there exists an oracle subset of points G,
then, our goal is to design an algorithm which can estimate the mean of points in G. As we
show next, under mild assumptions and with some-additional side information, there exists a
computationally efficient algorithm which returns an estimate close to the true mean of the
points in G.
Our algorithm is primarily based on the SVD-based filtering algorithm, which has appeared
in different forms [25, 26] and was recently reused by [14, 18] for robust mean estimation.
However, the previous versions and their analysis, while suited to bounds on the expected
deviation, do not give tight high-probability non-asymptotic rates. Our estimator is presented
in Algorithm 1. It proceeds in an iterative fashion, by (1) computing the principal eigenvector
of the empirical covariance matrix, (2) projecting points along the the principal eigenvector,
and (3) randomly sampling points based on their projection scores. This procedure is repeated
until the operator norm of empirical covariance matrix is close to a known-upper bound of the
operator norm of the good-set.
Diakonikolas et al. [18] follow a similar procedure, but remove a subset of points at a
step, depending on if their projection score is above or below a randomly chosen threshold.
While only a modest difference from ours, deriving high-probability results for their algorithm
is not clear, and in particular, the bounds provided by [18] are in expectation. In contrast,
our variant of this iterative sample-and-remove procedure allows us to borrow tools from
martingale analysis [27, 28], and we are able to get tight non-asymptotic high-probability
bounds for mean estimation.
Given δ ∈ (0.5, 1), we consider an oracle subset G0 of S such that for a sufficiently small
constant c > 0,
n− nG0
n
+
log(1/δ)
n
≤ c. (8)
The following theorem characterizes the performance of Algorithm 1.
Theorem 4. Algorithm 1 when instantiated with knowledge of ‖ΣG0‖2 stops in atmost O((n−
nG0) + log(1/δ)) steps and returns an estimate θ̂δ such that with probability at least 1− δ,∥∥∥θ̂δ − 1
nG0
∑
xi∈G0
xi
∥∥∥
2
. ‖ΣG0‖
1
2
2
(n− nG0
n
+
log(1/δ)
n
) 1
2
The above result shows that if we are provided with additional side-information about the
covariance of a large enough subset of points, then with high-probability it is algorithmically
possible to come close to the mean of that subset. From our analysis in Section 2, we could
view both robustness models via the lens of an oracle mixture model. Thus remarkably, the
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Algorithm 1 Empirical Multivariate Filtering Estimator
function FilterpD(S = {zi}ni=1, Upper Bound on ‖ΣG0‖2)
Let θ̂S = 1|S|
∑|S|
i=1 zi be the sample mean.
Let ΣS = 1|S|
∑|S|
i=1(zi − θ̂S)(zi − θ̂S)T be the sample covariance matrix.
Let (λ, v) be the largest eigenvalue,eigenvector of ΣS .
if λ < 32‖ΣG0‖2 then
return θ̂S
else
For each zi, let τi
def
=
(
vT (zi − θ̂S)
)2
to be its score
Randomly sample a point z from S according to
Pr(zi chosen) =
τi∑
j τj
return FilterpD(S\{z} , ‖ΣG0‖2)
end if
end function
above result entails that the same algorithm provides a robust mean estimator for both models
of robustness, given an upper bound on the spectral norm of the population covariance of the
good component. For heavy tailed distributions, the good component is implicitly specified via
an ℓ2 oracle, while for Huber contamination, the good component is the true uncontaminated
distribution, but with an additional implicit ℓ2 oracle subset thereof.
Hence, in order to instantiate the above theorem for the ℓ2 oraclesO(x) = I {‖x− µ‖2 ≤ R}
discussed in Section 2, we need to bound the operator norm of covariance of the samples that
belong to PO:
Σ̂On = (
n∑
i=1
O(xi))−1
n∑
i=1
(xi − µ̂n)(xi − µ̂n)TO(xi)
As before, given δ ∈ (0.5, 1), we consider values of R and n such that for a sufficiently
small constant c > 0,
(√trace (Σ)
R
)2k
+
log(1/δ)
n
≤ c, (9)
The following theorem characterizes the operator norm of Σ̂On .
Theorem 5. Let P be any distribution with mean µ and covariance Σ and bounded 2k-
moments for k ∈ {1, 2}. For any δ ∈ (0.5, 1) with probability at least 1− δ,
‖Σ̂On ‖2 . ‖Σ‖2 +R‖Σ‖
1
2
2
√
log(p/δ)
n
+
R2 log(p/δ)
n
.
We now have all the tools needed study the performance of Algorithm 1 for both models of
robustness. In particular, we combine Theorems 4 and 5 to characterize how well Algorithm 1
can approximate the mean of the oracle set. When combined with Theorem 1, we can then
derive results on how well Algorithm 1 can approximate the true mean. We follow this strategy
and derive tight non-asymptotic results next.
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3.1 Heavy-Tailed Estimation
We present our first result for heavy-tailed mean estimation for the distributions with bounded
4-moments. Given δ ∈ (0.5, 1), we consider values of n such that there is a small constant
c > 0
r2(Σ)
log2(p/δ)
n log(1/δ)
≤ C.
Then, we have the following corollary.
Corollary 6. Suppose P has bounded 4th moment. Then, Algorithm 1 when instantiated with
C‖Σ‖2 on n-i.i.d samples from P returns an estimate θ̂δ such that, with probability at least
1− δ,
‖θ̂δ − µ‖2 . OPTn,Σ,δ
Remark: If n is large enough so that for a small constant c > 0 the effective rank
is bounded as r2(Σ) ≤ cn log(1/δ)
log2(p/δ)
, then Algorithm 1 achieves the the optimal sub-Gaussian
deviation bound. The above presented result shows that it is possible to prune samples to
get high-probability bounds for the heavy-tailed problem. In comparison to the SDP based
algorithms of [9, 10], our algorithm is easy to implement and practical. In particular, our
estimator can also be computed in linear-time, requiring an overall runtime of O(np log(1/δ))
compared to O(n4 + np) runtime of [10].
Next, we show a somewhat weaker result for distributions with bounded 2nd moment.
Corollary 7. Suppose P has bounded 2nd moment. Then, Algorithm 1 when instantiated
with C‖Σ‖2 + trace (Σ) log(p/δ)log(1/δ) on n-i.i.d samples from P returns an estimate θ̂δ such that,
with probability at least 1− δ,
‖θ̂δ − µ‖2 .
√
trace (Σ) log(p/δ)
n
Remark: In the univariate setting, Corollary 7 shows that Algorithm 1 achieves the
optimal sub-Gaussian deviation bound. As discussed in the introduction, even for the uni-
variate setting, Catoni’s M-estimation [1] and Median-of-Means [6, 7, 8] are the only known
estimators to achieve these rates for any 2nd moment bounded distribution. Algorithm 1 is the
first sample-pruning based estimator, which achieves optimal these optimal bounds, without
any further assumptions.
In the multivariate setting, while our theoretical upper bounds are weaker than the guar-
antees of GMOM, we conduct extensive simulations in Section 5 which suggest otherwise.
3.2 Huber’s ǫ-contamination
In this section, we present results for robust mean estimation in the ǫ-contamination model.
Recall that in this setting, we observe samples drawn from Pǫ, which for an arbitrary distri-
bution Q is defined as a mixture model, Pǫ = (1− ǫ)P + ǫQ.
When we observe n samples from Pǫ, we know that there will roughly be n(1 − ǫ) points
drawn from the true distribution P . This implies that we can again rely on the presence of
ℓ2 oracles, O(x) = I {‖x− µ‖2 ≤ R}. We first present results for distributions with bounded
2nd moment.
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Table 1: Performance of Filtering Algorithm for Multivariate Mean Estimation
Heavy-Tailed Model Huber’s ǫ-contamination(ǫ = Ω(1))
2nd Moment Sub-optimal deviation Optimal Asymptotic Bias
4th Moment Optimal Deviation Sub-optimal Asymptotic Bias
Given δ ∈ (0.5, 1), we consider values of ǫ and n such that for a sufficiently small constant
c > 0,
ǫ+
√
ǫ
log(1/δ)
n
+
log(1/δ)
n
≤ c, (10)
Corollary 8. Suppose P has bounded 2nd moments. Then, given n i.i.dsamples from the
mixture distribution (4), Algorithm 1 when instantiated with C‖Σ‖2 + trace(Σ) log(p/δ)nǫ+log(1/δ) returns
an estimate θ̂δ such that with probability at least 1− δ,
‖θ̂ − µ‖2 . ‖Σ‖
1
2
2
√
ǫ+
√
trace (Σ) log(p/δ)
n
Algorithm 1 achieves the optimal asymptotic bias O(‖Σ‖
1
2
2
√
ǫ) [15], but in higher dimen-
sions, we don’t get the sub-gaussian deviation term. We next present results for distributions
with bounded 4th moment.
Corollary 9. Suppose P has bounded 4th moments. Then, given n i.i.dsamples from the
mixture distribution (4), Algorithm 1 when instantiated with C‖Σ‖2 + trace(Σ) log(p/δ)√
n2ǫ+n log(1/δ)
returns
an estimate θ̂δ such that with probability at least 1− δ,
‖θ̂ − µ‖2 . ‖Σ‖1/22
√
ǫ+OPTn,Σ,δ +
√
trace (Σ)
√
log(p/δ)
nG0
(ǫ+
log(1/δ)
n
)1/4
In this case, Algorithm 1 has both a sub-optimal asymptotic bias O(‖Σ‖
1
2
2
√
ǫ), compared
to the optimal bias of O(‖Σ‖
1
2
2 ǫ
3/4). Moreover, when ǫ = Ω(1), it has a sub-optimal deviation
as well.
Discussion. Our upper bounds for the filtering estimator are summarized in Table 1. Our
results suggest a dichotomy for multivariate mean estimation, the settings in which Filtering
achieves optimal deviation in the heavy-tailed model, it fails to achieve the correct asymptotic
bias in the ǫ-contamination setting. Hence, a natural question to ask is whether there exist
estimators, which achieve both optimal asymptotic bias in the ǫ-contamination model, and
simultaneously achieve the optimal deviation in the heavy-tailed model. We study this question
next.
4 Optimal Asymptotic Bias and (near)-Optimal Deviation.
In this section, we study candidate estimators which achieve both optimal asymptotic bias in
the ǫ-contamination model, and simultaneously achieve the optimal deviation in the heavy-
tailed model. To begin with, we study two candidate estimators in the ǫ-contamination model.
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4.1 Some Candidate Estimators
Convex M-estimation. M-estimators were originally proposed by Huber [29], and were
shown to be robust in one dimension. Subsequent research in 1970s showed that in multivariate
data, M-estimators performed poorly [30]. In particular, Donoho et al. [31] showed that when
the data is p-dimensional, the breakdown point of M-estimators scales inversely with the
dimension. Lai et al. [15] and Diakonikolas et al. [14] derived negative results for the geometric
median. We further extend this observation, and show that even at a very small contamination
level,i.e. ǫ 7→ 0, the bias of any convex M-estimator which is Fisher-consistent for N (0,Ip)
will necessarily scale polynomially in the dimension.
Lemma 1. Let P = N (0,Ip) and consider the convex risk RP (θ) = Ez∼P [ℓ(‖z−θ‖2)] where ℓ :
R 7→ R be any twice differentiable Fisher-consistent convex loss, i.e. θ(P ) = argminθ RP (θ) =
0. Then, there exists a corruption Q such that lim
ǫ 7→0
‖θ(Pǫ)‖2 ≥ ǫ√p
Subset Search. Having ruled out convex estimation to a certain extent, we next turn
our attention to non-convex methods. Perhaps the most simple non-convex method is simple
search. Intuitively, the squared loss measures the fit between a parameter θ and samples Z, and
if all samples don’t come from the same distribution(i.e. have outliers), then the corresponding
fit should be bad. To capture this intuition algorithmically, one can consider all subsets of
size ⌊(1− ǫ)n⌋, minimize the squared loss over these subsets, and then return the estimator
corresponding to the subset with least squared loss or best fit. To be precise, given n samples
from Pǫ
S∗ def= argmin
S s.t. |S|=(1−ǫ)n
min
θ
1
(1− ǫ)n
∑
xi∈S
‖xi − θ‖22
θ̂SRM
def
= min
θ
1
(1− ǫ)n
∑
xi∈S∗
‖xi − θ‖22 (11)
Our next result studies the asymptotic performance of this estimator.
Lemma 2. Let P = N (0,Ip), then as n 7→ ∞, we have that
sup
Q
‖θ̂SRM − Ex∼P [x]‖2 = ǫ√
(1− ǫ)(1− 2ǫ)
√
trace (Σ(P )). (12)
The above result shows that the bias of this estimator necessarily scales with the dimension.
4.2 Optimal Univariate Mean Estimators
In the previous section, we studied candidate estimators and showed that they don’t achieve
the optimal asymptotic bias in ǫ-contamination model for multivariate mean estimation. In
this section, we take a step back, and study univariate mean estimation.
We study the interval estimator which was initially proposed by [15]. The estimator,
presented in Algorithm 2, proceeds by using half of the samples to identify the shortest interval
containing at least (1− ǫ)n fraction of the points, and then the remaining half of the points is
used to return an estimate of the mean.
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Algorithm 2 Robust Univariate Mean Estimation
function Interval1D({zi}2ni=1,Corruption Level ǫ, Confidence Level δ)
Split the data into two subsets: Z1 = {zi}ni=1 and Z2 = {zi}2ni=n+1.
Let α = max(ǫ, log(1/δ)n ).
Using Z1, let Iˆ = [a, b] be the shortest interval containing n(1−2α−
√
2α log(4/δ)n − log(4/δ)n )
points.
Use Z2 to identify points lying in [a, b].
return 1∑2n
i=n I{zi∈Iˆ}
∑2n
i=n ziI
{
zi ∈ Iˆ
}
end function
We assume that the contamination level ǫ and confidence level δ are such that,
2ǫ+
√
ǫ
log(4/δ)
n
+
log(4/δ)
n
<
1
2
.
Then, we have the following Lemma.
Lemma 3. Suppose P be any 2k-moment bounded distribution over R with mean µ with vari-
ance bounded by σ2. Given, n samples {xi}ni=1 from the mixture distribution (4), Algorithm 2
returns an estimate θ̂δ such that with probability at least 1− δ,
|θ̂δ − µ| . σmax(2ǫ, log(1/δ)
n
)1−
1
2k + σ(
log n
n
)1−
1
2k + σ
√
log(1/δ)
n
Observe that Algorithm 2 has an asymptotic bias of O(σǫ1−1/2k) in the ǫ-contamination
setting, which is known to be information theoretically optimal [15, 21].
Moreover, in the heavy-tailed model when P has atleast bounded 4th moment, i.e. k ≥ 2,
log(n)
n
1−1/2k
term can be ignored for large enough n. Hence, for k ≥ 2 and large enough
n, Algorithm 2 achieves the desired bound of O(σǫ1−1/2k + OPTn,σ2,δ) and thus has both
asymptotic optimal asymptotic bias and optimal sub-gaussian deviation.
Remark. When P has bounded second moment, i.e. k = 1, Corollary 8 shows that
Algorithm 1 achieves O(σ
√
ǫ+OPTn,σ2,δ) error rate, and hence, has optimal asymptotic bias
and optimal sub-gaussian deviation.
This result shows that at least in the univariate setting, there do exist estimators which
are simultaneously optimal in both models of robustness.
4.3 (near)-Optimal Multivariate Mean Estimators.
In this section, we show how to extend our univariate estimators to the multivariate set-
ting, and hence derive estimators which are simultaneously optimal(or near-optimal) for both
models of robustness.
For ease of notation, let INTERVAL1D be the robust univariate estimator from the previous
section. Then, we use it construct the following multivariate estimator, θ̂ which takes in n-
samples {xi}ni=1:
θ̂({xi}ni=1) = inf
θ
sup
u∈N 1/2(Sp−1)
|uT θ − INTERVAL1D({uTxi}ni=1, ǫ,
δ
5p
)|, (13)
11
where N 1/2(Sp−1) is the half-cover of the unit sphere Sp−1, i.e. ∀u ∈ Sp−1, there exists a
y ∈ N 1/2(Sp−1) such that u = y + z for some ‖z‖2 ≤ 12 .
The proposed estimator proceeds by robustly estimating the mean along almost every
direction u, and returns an estimate θ̂, whose projection along u(uT θ̂) is close to these ro-
bust estimates. Such directional-control based estimators have been previously studied in the
context of heavy-tailed mean estimation by [32] and [4]. Joly et al. [32] used the median-of-
means estimator, while Catoni and Giulini [4] used Catoni’s M-estimator [1] as their univariate
estimator.
In the multivariate setting, we further assume that the contamination level ǫ, and confi-
dence are such that,
2ǫ+
√
ǫ(
p
n
+
log(1/δ)
n
) +
p
n
+
log(4/δ)
n
< c,
for some small constant c > 0. Then, we have the following result.
Lemma 4. Suppose P has bounded 2k moments with mean µ and covariance Σ. Given n
samples {xi}ni=1 from the mixture distribution (4), we get that with probability at least 1− δ,
‖θ̂({xi}ni=1)− µ‖2 . ‖Σ‖1/22 ǫ1−1/2k + ‖Σ‖1/22
√
log(1/δ)
n
+ ‖Σ‖1/22
√
p
n
+ ‖Σ‖1/22 (
log n
n
)1−
1
2k
(14)
Observe that the estimator proposed in (13) achieves a dimension independent asymptotic
bias of O(σǫ1−1/2k) in the ǫ-contamination model for multivariate mean estimation.
Moreover, in the heavy-tailed model when P has at least bounded 4th moment, i.e. k ≥ 2,
log(n)
n
1−1/2k
term can be ignored for large enough n. Hence, for k ≥ 2 and large enough n, the
proposed estimator achieves a deviation bound of O(‖Σ‖1/22
√
log(1/δ)
n + ‖Σ‖
1/2
2
√
p
n). Recall
that the optimal subgaussian deviation bound is given by
OPTn,Σ,δ =
√
trace (Σ)
n
+
√
‖Σ‖2 log(1/δ)
n
We see that the proposed estimator achieves a nearly-optimal deviation bound. In partic-
ular, for any covariance matrix Σ, since trace (Σ) ≤ ‖Σ‖2p, hence, the proposed estima-
tor is near-optimal. However, for nearly-spherical distributions, i.e. distributions for which
trace (Σ) ≈ ‖Σ‖2p, the estimator has the optimal deviation OPTn,Σ,δ. The above result also
shows that there do exist estimators, which achieve both achieve both optimal asymptotic bias
in the ǫ-contamination model and (nearly)-optimal deviation in the heavy-tailed model. For
distributions with only bounded second moment, i.e. k = 1, the estimator proposed in (13)
achieves a sub-optimal deviation bound.
However, one can define a multivariate estimator similar to (13), where we replace the
interval estimator with the univariate version of Algorithm 1. In particular, consider the
following estimator
θ̂Filt({xi}ni=1) = inf
θ
sup
u∈N 1/2(Sp−1)
|uT θ − FILTER1D({uTxi}ni=1, ǫ,
δ
5p
)|, (15)
where FILTER1D(·) is the univariate version of Algorithm 1, and N 1/2(Sp−1) is the half-cover
of the unit sphere. Then, we have the following result.
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Corollary 10. Suppose P has mean µ and covariance Σ. Given n samples {xi}ni=1 from the
mixture distribution (4), we get that with probability at least 1− δ,
‖θ̂Filt({xi}ni=1)− µ‖2 . ‖Σ‖1/22
√
ǫ+ ‖Σ‖1/22
√
log(1/δ)
n
+ ‖Σ‖1/22
√
p
n
(16)
Note that our multivariate mean estimators essentially rely only robust univariate estima-
tion. Prasad et al. [33] and Diakonikolas et al. [34] showed that by using a robust multivariate
mean estimator to estimate gradients robustly, one can do robust risk minimization nearly-
optimally for a broad class of models such as linear regression, generalized linear models and
exponential families. Our results show that at least statistically, if we can solve robust uni-
variate mean estimation optimally, then, we can solve robust risk minimization optimally for
a broad class of problems.
Next, we extend our proposed estimator for sparse mean estimation.
Sparse Mean Estimation. In this setting, we further assume that the true mean vector of
the distribution P has only a few non-zero co-ordinates, i.e. it is sparse. Such sparsity patterns
are known to be present in high-dimensional data(see [35] and references therein). Then, the
goal is to design estimators which can exploit this sparsity structure, while remaining robust
under both the ǫ-contamination model and the heavy-tailed model. Formally, for a vector
x ∈ Rp, let supp(x) = {i ∈ [p] s.t. x(i) 6= 0}. Then, x is s-sparse if |supp(x)| ≤ s. We further
assume that s ≤ p/2. Let Θs be the set of s-sparse vectors in Rp, and let N
1
2
2s(Sp−1) is the
half-cover of the set of unit vectors which are 2s-sparse. Then, in this setting, we propose the
following estimator:
θ̂s({xi}ni=1) = inf
θ∈Θs
sup
u∈N 1/22s (Sp−1)
|uT θ − INTERVAL1D({uTxi}ni=1, ǫ,
δ
(6eps )
s
)|, (17)
We further assume that the contamination level ǫ, and confidence are such that,
2ǫ+
√
ǫ(
s log p
n
+
log(1/δ)
n
) +
s log p
n
+
log(4/δ)
n
< c,
for some small constant c > 0. Then, we have the following result.
Corollary 11. Suppose P has bounded 2k moments with mean µ and covariance Σ, where µ
is s-sparse. Then, given n samples {xi}ni=1 from the mixture distribution (4), we get that with
probability at least 1− δ,
‖θ̂s({xi}ni=1)− µ‖2 . ‖Σ‖1/22,2sǫ1−1/2k + ‖Σ‖1/22,2s
√
log(1/δ)
n
+ ‖Σ‖1/22,2s
√
s log p
n
+ ‖Σ‖1/22,2s(
log n
n
)1−
1
2k ,
(18)
where ‖Σ‖2,2s = supu∈Sp−1,‖u‖0≤2s uTΣu.
The above result shows that the proposed estimator exploits the underlying sparsity struc-
ture, and achieves the near-optimal deviation rate of O(‖Σ‖1/22,2s
√
s log p
n ), while simultaneously
achieving the optimal asymptotic bias of O(‖Σ‖1/22,2sǫ1−1/2k).
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Figure 1: Mean Estimation for Multivariate LogNormal Noise
As stated before, for the special case of k = 1, i.e. when the distribution P has only
bounded second moments, we can use the univariate version of Algorithm 1 to construct a
similar estimator for sparse mean estimation. In particular, consider the following estimator
θ̂s,Filt({xi}ni=1) = inf
θ∈Θs
sup
u∈N 1/22s (Sp−1)
|uT θ − FILTER1D({uTxi}ni=1, ǫ,
δ
(6eps )
s
)|. (19)
Then, we have the following result.
Corollary 12. Suppose P has mean µ and covariance Σ, where µ is s-sparse. Then, given n
samples {xi}ni=1 from the mixture distribution (4), we get that with probability at least 1− δ,
‖θ̂s,Filt({xi}ni=1)− µ‖2 . ‖Σ‖1/22,2s
√
ǫ+ ‖Σ‖1/22,2s
√
log(1/δ)
n
+ ‖Σ‖1/22,2s
√
s log p
n
(20)
where ‖Σ‖2,2s = supu∈Sp−1,‖u‖0≤2s uTΣu.
5 Experiments
In this section, we conduct synthetic experiments to study the performance of our proposed
estimators for heavy-tailed mean estimation.
Setup. We generate x ∈ Rp from an isotropic zero-mean heavy-tailed distribution. We
experiment with two different distributions: (1) Log-normal distribution and (2) Pareto Dis-
tribution. For Pareto-distribution with tail-parameter β, the kth order moments exists only
if k < β, hence, smaller the β, the more heavy-tailed the distribution. We fix k = 3. In this
setup, we experiment with different n, p and δ. For each setting of (n, p, δ), cumulative metrics
are reported over 2000 trials. We vary n from 100 to 500, and p from 20 to 100.
Methods. We compare the filtering estimator with several baselines: (1) Sample mean,
(2) Geometric Median of Means [2] which we refer to as GeoMed, and (3) Co-ordinate wise
Robust Estimation, where we apply the univariate version of filtering on each co-ordinate
independently, which we refer to as Coord.
Metric. For any estimator(θ̂n,δ), we use ℓ(θ̂n,δ) = ‖θ̂ − µ(P )‖2 as our primary metric. For
each setting of (n, p, δ), we run the experiment for 2000 trials, which gives us access to the
distribution of ℓ
θ̂n,δ
. Since, we care about the deviation performance, measure the quantile
error of the estimator, i.e. Qδ(θ̂) = inf{α : Pr(ℓ(θ̂) > α) ≤ δ}. This can also be thought of as
the length of confidence interval for a confidence level of 1− δ.
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Figure 2: Mean Estimation for Multivariate Pareto Distribution
Hyperparameter Tuning. Apart from sample mean, all other estimators take into knowl-
edge of δ, which is the desired confidence level. For GeoMed, the number of blocks k is set to
⌈2 log(1/δ)⌉. Similarly, for FilterpD, we run the filtering procedure for ⌈2 log(1/δ)⌉ steps, i.e.
at each step we sample a point based on its projection score, and throw it away.
Results. In Figures 1 and 2, we see that our filtering estimator clearly outperforms all
baselines across several metrics. Figures 1(a) and 2(a) show that CDF of the loss of our
estimator is clearly to the left(and hence) better. Figures 1(b) and 2(b) show that for any
confidence level 1− δ, the length of the oracle confidence interval (Qδ(θ̂)) for our estimator is
better than all baselines. We also see better sample dependence in Figures 1(c) and 2(c), and
better dimension dependence in Figures 1(d) and 2(d).
6 Conclusion
In this work, we developed connections between Huber’s ǫ-contamination model and the heavy-
tailed noise model. We studied conditions under which this connection leads to near-optimal
procedures. Moreover, by building upon this connection, we leveraged recently proposed
computationally-efficient algorithms for mean estimation in Huber’s model to design new
sample-pruning based efficient estimators for the heavy-tailed model. Our estimator is practi-
cal and easy to implement and we show that it performs better than other practical estimators
such as Geometric Median of Means [2].
We also designed statistically-optimal estimators for general 2k-moment bounded distri-
butions, which simultaneously robust in both models. In particular, our results show that for
2k-moment bounded distributions, one can achieve the optimal bias O(‖Σ‖
1
2
2 ǫ
1−1/(2k)) at the
optimal statistical sample complexity of O(p).
There are several avenues for future work. In particular, our computationally efficient esti-
mators are such that when they achieve an optimal asymptotic bias in Huber’s ǫ-contamination
they don’t get the optimal deviation of OPTn,Σ,δ in the Heavy-Tailed Model, and vice-versa.
We leave designing computationally-efficient estimators which are simultaneously optimal as
an open problem. Finally, it would also be of interest to design efficient estimators for different
ℓq-norms, and under additional structural assumptions such as sparsity and symmetry.
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A Proofs
A.1 Proof of Theorem 1
Proof. Using Chebyshev’s inequality, we have that,
Pr(‖x− µ‖2 ≥ R) ≤ E[‖x− µ‖
2k
2 ]
R2k
Now, to see that E[‖x− µ‖2k2 ] ≤ C(
√
trace (Σ))2k. The case for k = 1 is clear. We now show
it for k = 2.
• Let Σ = QΛQT and {qi}pi=1 be the eigenvectors of Σ and let λi = qTi Σqi be the associated
eigenvalue. Then,
(x− µ)T (x− µ) =
∑
i
(qTi (x− µ))2 =
∑
i
ν2i , (21)
where νi = q
T
i (x − µ). Now, ‖x − µ‖42 = (
∑
i
ν2i )
2 =
∑
i ν
4
i + 2
∑
i 6=j ν
2
i ν
2
j . Now, since
we assume bounded fourth moments, we get that, E[ν4i ] ≤ C(qTi Σqi)2 = Cλ2i , Using
Cauchy-Schwartz inequality, we get that E[ν2i ν
2
j ] ≤
√
E[ν4i ]
√
E[ν4j ] = Cλiλj . Hence, we
have that,
E[‖x− µ‖42] ≤ C(
∑
i
λ2i + 2
∑
i 6=j
λiλj) = C4trace (Σ)
2
Pr(‖x− µ‖2 ≥ R) ≤ E[‖x− µ‖
4
2]
R4
= C4
trace (Σ)2
R4
Hence, for k = 1, 2, we have that,
Pr(‖x− µ‖2 ≥ R) ≤ (
√
trace (Σ))2k
R2k
(22)
Hence, know that for xi ∼ P , Pr(O(xi) = 1) ≥ 1 − α, where α = (
√
trace(Σ))2k
R2k
. Now, let
G0
def
= {xi s.t. O(xi) = 1}. Then, using Bernstein’s inequality, we know that with probability
at least 1− δ.
nG0 = |G0| ≥ n(1− α− C1
√
α
log(1/δ)
n
− C2 log(1/δ
n
) (23)
≥ n/2, (24)
where we make the assumption that,
α+ C1
√
α
√
log(1/δ)
n
+ C2
log(1/δ)
n
<
1
2
1. Controlling ‖µ − E[θ̂G0 ]‖2 . This is a deterministic statement and essentially quantifies
the amount the mean can shift, when the random variable is conditioned on an event.
We show this in Claim 1 which was shown in [15, 36]. We also provide a proof of the
statement for completeness in Section B.1.
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Claim 1. [General Mean shift,[15, 36]] Suppose that a distribution P has mean µ and
covariance Σ and bounded 2k moments. Then, for any event A which occurs with prob-
ability at least 1− ǫ ≥ 12 ,
‖µ− E[x|A]‖2 ≤ 2‖Σ‖
1
2
2 ǫ
1− 1
2k (25)
Now using this Claim 1 with A being the event that O(x) = 1, we get that
‖µ − E[θ̂G0 ]‖2 ≤ 2‖Σ‖
1
2
2 α
1−1/(2k) (26)
2. Controlling ‖θ̂G0 − E[θ̂G0 ]‖2. This term measures how quickly the samples within G0
converge to their true mean. To show this we use vector version of Bernstein’s inequality.
Let zi
def
= xi − E[θ̂G0 ] be the centered random variables. Then, we have that
‖zi‖2 ≤ ‖θ∗ − E[θ̂G0 ]‖2 + ‖xi − θ∗‖2
≤ 2‖Σ‖
1
2
2 α
1−1/(2k) +R
≤ 2R
Similarly,
E[‖zi‖22] = E[‖x− E[x|A]‖22|x ∈ A] (27)
=
E[‖x− E[x|A]‖22|I {x ∈ A}]
P (A) (28)
≤ 2E[‖x−E[x|A]‖22] (29)
≤ 2E[‖x−E[x]‖22] + 2‖θ∗ − E[x|A]‖22 (30)
≤ 2trace (Σ) + 4‖Σ‖2α2−1/(k) (31)
≤ 4trace (Σ) (32)
Now, we first state the vector version of Bernsteins inequality.
Lemma 5. (Vector Bernstein, Corollary 8.45 [37]) Let Y1, . . . , YM be independent copies
of a random vector Y ∈ Cp satisfying EY = 0. Assume ‖Y ‖2 ≤ K for some K > 0. Let,
Z = ‖
M∑
l=1
Yl‖2,E[Z2] = ME[‖Y ‖22], σ2 = sup
‖v‖2≤1
E[| 〈v, Y 〉 |2]
Then for t > 0,
Pr(Z ≥
√
EZ2 + t) ≤ exp(− t
2/2
Mσ2 + 2K
√
EZ2 + tK/3
) (33)
We use the above lemma, with Yi =
zi
nG0
. Hence, we have that, K = 2RnG0
. Hence, we
have that Z = ‖
nG0∑
k=1
Yk‖2 = ‖θ̂G0 − E[θ̂G0 ]‖2. Hence, we have the following,
• E[Z2] ≤ n4trace(Σ)
n2
= 4 trace(Σ)n .
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• σ2 ≤ 4‖Σ‖2n2 . To see this, for any v ∈ Sp−1,
E[(vTY )2] =
1
n2
E[(vT (x− µA))2|x ∈ A]
where µA is the conditional mean, and A is the event that x s.t. ‖x−µ‖2 ≤ R. We
know that P (A) ≥ 1/2. Hence, we get that,
E[(vTY )2] =
1
n2
E[(vT (x− µA))2I {x ∈ A}]
P (A)
≤ 2
n2
E[(vT (x− µA))2]
=
2
n2
(E[(vT (x− µ))2] + ‖µ− µA‖22)
=⇒ σ2 ≤ 2
n2
(‖Σ‖2 + ‖Σ‖2α)
≤ 4‖Σ‖2
n2
Hence, we get that, with probability at least 1− δ,
‖θ̂G0 − E[θ̂G0 ]‖2 ≤C1
√
trace (Σ)
nG0
+C2‖Σ‖
1
2
2
√
log(1/δ)
nG0
+ C3R
1
2 (
√
trace (Σ)
nG0
)
1
2
√
log(1/δ)
n0G
+ C4R
log(1/δ)
nG0
Now, we use that
√
ab ≤ a + b ∀ a, b ≥ 0. Hence, we get that with probability at least
1− δ
‖θ̂G0 − E[θ̂G0 ]‖2 ≤ C5
√
trace (Σ)
nG0
+ C2‖Σ‖
1
2
2
√
log(1/δ)
nG0︸ ︷︷ ︸
T1
+C3R
log(1/δ)
nG0
Using the bound on ‖E[θ̂G0 ]− µ‖2 from (26), we get that,
‖θ̂G0 − µ‖2 ≤ ‖E[θ̂G0 ]− µ‖2 + ‖θ̂G0 − E[θ̂G0 ]‖2 (34)
≤ T1 + C3R log(1/δ)
nG0
+ 2‖Σ‖
1
2
2 ((
√
trace (Σ)
R
)2k)1−1/(2k) (35)
= T1 + C3R
log(1/δ)
nG0
+ 2‖Σ‖
1
2
2 (
(
√
trace (Σ))2k−1
R2k−1
) (36)
Under our assumption that (
√
trace(Σ)
R )
2k + log(1/δ)n < c, we know that nG0 ≥ n/2. Hence, we
get get that T1 - OPTn,Σ,δ.
A.2 Proof of Corollary 2
The proof follows from plugging R =
√
trace(Σ)√
r(Σ)
1/4
(
log(1/δ)
n
)1/4
into Theorem 1.
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A.3 Proof of Corollary 3
The proof follows from plugging R =
√
trace(Σ)
r(Σ)1/4( log(1/δ)
n
)1/2
into Theorem 1.
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A.4 Proof of Theorem 4
Proof. Our proof is split into two keys Lemmas. Firstly, in Lemma 6, we show that the with
probability at least 1−δ, the algorithm terminates in at most T ∗δ = ⌈18 log(1/δ) + 3(n − nG0)⌉.
Finally, in Lemma 7 we show that under our assumptions that 8
n−nG0
n +36
log(1/δ)
n <
1
4 , when
the algorithm stops in m = T ∗δ steps, the sample mean of points, θ̂Sm is close to the mean of
G0. In particular, we show that
‖θ̂G0 − θ̂Sm‖2 ≤ C1(8
n − nG0
n
+ 36
log(1/δ)
n
)
1
2 ‖ΣG0‖
1
2
2 , (37)
which recovers the statement of the Theorem.
Lemma 6. When Algorithm 1 is instantiated on S0, and provided with a known upper bound
C‖ΣG0‖2 then with probability 1− δ, it stops in at most T ∗δ = ⌈18 log(1/δ) + 3(n− nG0⌉ steps.
Proof. At each step of Algorithm 1, we remove one sample based on the probability distribu-
tion of the scores. Let l = 1, 2, . . . , n be the steps of the algorithm. Note that the steps of
the Algorithm are dependent, hence to obtain a high probability statement, we will have to
use martingale style analysis. The martingale analysis in the proof mostly follows from [27, 28].
Let F l be the filtration generated by the sets of events until step l. At step l, let Sl be the
set of samples, Gl be the subset of G0 stil in Sl, i.e. {xi ∈ Sl ∩ G0}. Let Bl = Sl\Gl be the
remaining samples. Note that |Sl| = nl = n− l, and Sl, Gl, Bl ∈ F l.
Let τi be some score for each point. Define E l be an event variable at step l which is True
if ∑
i∈Gl
τi ≥ 1
(γ − 1)
∑
j∈Bl
τj,≡
∑
i∈Gl
τi ≥ 1
γ
∑
j∈Sl
τj
for say γ = 3. Intuitively, this means the event is true when the sum of the scores of the
good points is larger compared to the bad points. Now, when E l is false, we sample a point
j according τj and remove it. Some algebra shows, that when E l is false, then with constant
probability of 2/3, we throw a point from Bl.
Pr(sample removed at Step l ∈ Bl|F l) =
∑
i∈Bl
τi∑
j∈Sl τj
≥ γ − 1
γ
= 2/3
Essentially, our argument shows that whenever E l is false, then we are more likely to throw
a point from the bad set. This means, that in the next iteration the fraction of bad points
will reduce. To argue more formally, let T
def
= min{l : E l is true} be the first time that E l is
True. Then, our goal is to show that T is small.
To show this, based on T , define Y l, as
Y l =
{
|BT−1|+ γ−1γ (T − 1), if l ≥ T
|Bl|+ γ−1γ l, if l < T
Now, we show that {Y l,F l} is a supermartingale, i.e. E[Y l|F l−1] ≤ Y l−1. To see this, we
split it into three cases:
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• Case 1. l < T . This means that E l is false.
Y l − Y l−1 = |Bl| − |Bl−1|+ γ − 1
γ
, (38)
Now, |Bl| = |Bl−1| if no bad point is thrown, and |Bl| = |Bl−1| − 1 if the point thrown
is bad. Since, E l−1 is false, hence, we have that,
E[Y l − Y l−1|F l−1] = −1(Pr(sample removed at Step l − 1 ∈ Bl−1)) + γ − 1
γ
(i)
≤0
where (i) is true because E l−1 is false.
• Case 2. l = T , This follows by construction, because at l = T , Y l = Y l−1.
• Case 3. l > T , This also follows by construction.
So, we have that Y l,F l is a supermartingale. Now, we need to bound the steps Tδ such that
the probability that the algorithm doesn’t stop in Tδ steps is less than δ, i.e.
Pr(
Tδ⋂
l=1
(E l)c) ≤ δ
Note, that,
Pr(
Tδ⋂
l=1
(E l)c) = Pr(T ≥ Tδ)(ii)≤ Pr(Y Tδ ≥
γ − 1
γ
Tδ) (39)
where (ii) follows because, if T > Tδ =⇒ Y Tδ = |BTδ |+ γ−1γ Tδ ≥ γ−1γ Tδ. Now,
Pr(Y Tδ ≥ γ − 1
γ
Tδ) = Pr(Y
Tδ − Y 0 ≥ γ − 1
γ
Tδ − Y0)
Now, defining Dl = Y l − Y l−1, and let Z l = Dl − E[Dl|D1,D2, . . . ,Dl−1]. Then,
Y Tδ − Y 0 =
Tδ∑
l=1
Dl =
Tδ∑
l=1
Z l +
Tδ∑
l=1
E[Dl|D1,D2, . . . ,Dl−1]
Since, we know that {Y l,F l} is a supermartingale, hence the difference process is such that
E[Dl|D1,D2, . . . ,Dl−1] ≤ 0
This implies that
Y Tδ − Y 0 ≤
Tδ∑
l=1
Z l =⇒ Pr(Y Tδ − Y 0 ≥ γ − 1
γ
Tδ − Y0) ≤ Pr(
Tδ∑
l=1
Z l ≥ γ − 1
γ
Tδ − Y0)
Since, |Dl| ≤ 1, and Z l ≤ 2 are bounded, hence we can use Azuma-Hoeffding to bound the
above probability. In particular,
Pr(
Tδ∑
l=1
Z l ≥ γ − 1
γ
Tδ − Y0) ≤ exp(−
(γ−1γ Tδ − Y0)2
8Tδ
)
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Now, we want a Tδ such that, exp(−
(γ−1
γ
Tδ−Y0)2
8Tδ
) ≤ δ. Solving the quadratic, we need a Tδ
such that,
(
γ − 1
γ
)2T 2δ − (8 log(1/δ) + 2Y 0
γ − 1
γ
)Tδ + Y
2
0 ≥ 0
Some algebra shows that T ∗δ =
⌈
8 log(1/δ) γ
2
(γ−1)2 + 2Y
0 γ
γ−1
⌉
satisifies the above equation.
Hence, we know that with probability at least 1− δ, there exists at least one good event in 1
to T ∗δ iterations. Note than Y
0 = nB0 = n− nG0 .
While we have established that there is at least one good event in 1 to T ∗δ iterations, we need
to show that whenever E l is True then Algorithm 1 stops, i.e. our checking condition is violated.
To show this, we first prove that for m ≤ Tδ∗ , when Em is true then ‖ΣSm‖2 ≤ 16‖ΣGm‖2(See
Claim 4). Coupling this with Claim 3, which shows that ‖ΣGm‖2 ≤ 2‖ΣG0‖2, we get that
‖ΣSm‖2 ≤ 32‖ΣG0‖2. Hence, Algorithm 1 stops whenever Em is True.
Next, we state and prove Lemma 7. Recall that E l is defined to be an event variable at
step l which is True if ∑
i∈Gl
τi ≥ 1
(γ − 1)
∑
j∈Bl
τj,≡
∑
i∈Gl
τi ≥ 1
γ
∑
j∈Sl
τj,
where Sl is set of samples at step l, and Gl = {xi ∈ Sl ∩G0} is the subset of samples from G0
which are still in Sl. Also, recall that for Algorithm 1, the sampling weights τi at any step ℓ
are defined as τi = (v
T (xi− θ̂Sl))2, where v is the top unit-norm eigenvector of Σ̂Sl and θ̂Sl is
the sample mean of Sl. Then, in Lemma 6 we showed that with probability 1− δ, Em is True
for some m ≤ Tδ∗ = ⌈18 log(1/δ + 3(n − nG0)⌉.
Lemma 7. Let φ =
n−nG0
n . Then, under the assumption that 8φ + 36
log(1/δ)
n <
1
4 , we have
that when Em is True,
‖θ̂G0 − θ̂Sm‖2 ≤ 10
√
2(8φ+ 36
log(1/δ)
n
)
1
2 ‖ΣG0‖
1
2
2 ,
Proof. Using Lemma 9, we get that,
‖θ̂G0 − θ̂Sm‖2 ≤
√
TV (P1, P2)
1−√TV (P1, P2)(‖ΣG0‖
1
2
2 + ‖ΣSm‖
1
2
2 ),
where P1 is the equal weight discrete distribution with support on S
m, and P2 is the equal
weight discrete distribution with support on G0. In Claim 2 we show that
TV (P1, P2) ≤ 8φ+ 36log(1/δ)
n
When, Em is True, we know by contrapositive of Lemma 8 that ‖ΣSm‖2 ≤ 1+ψmnSm
nGmγ
−ψm ‖ΣGm‖2,
where ψm = (
√
TV (P1,P3)
1−
√
TV (P1,P3)
)2. Coupling this with Claim 3, which shows that ‖ΣGm‖2 ≤
2‖ΣG0‖2, we get that ‖ΣSm‖2 ≤ 32‖ΣG0‖2.
‖ΣSm‖2 ≤ C‖ΣG0‖2
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Hence, under our assumption that 8φ+ 36 log(1/δ)n <
1
4 , we get that,
‖θ̂G0 − θ̂Sm‖2 ≤ C(8φ+ 36
log(1/δ)
n
)
1
2‖ΣG0‖
1
2
2
A.4.1 Auxillary Results for Proof of Theorem 4
Lemma 8. Let S be a collection of n points. And let G be a subset of S containing nG points.
Define τi = (v
T (xi − θ̂S))2, where v is the top unit-norm eigenvector of Σ̂S and θ̂S is the
sample mean of S. Let λ = ‖ΣS‖2. Then, we have the following
• If λ > 1+ψn
nGγ
−ψ‖ΣG‖2, ∑
i:xi∈G
τi<
1
γ
n∑
j=1
τj,
where ψ = ( 1√
n
n−nG
−1)
2 < nnGγ .
Proof. Let θ̂G be the sample mean of points in G.
1
nG
∑
i:xi∈G
τi =
1
nG
∑
i:xi∈G
vT (xi − θ̂S)(xi − θ̂S)T v (40)
= vT (
1
nG
∑
i:xi∈G
(xi − θ̂G)(xi − θ̂G)T )v + (vT (θ̂G − θ̂S))2 (41)
≤ vTΣGv + ‖θ̂G − θ̂S‖22 (42)
≤ vTΣGv + ( 1√
n
n−nG − 1
)2
︸ ︷︷ ︸
ψ
(‖ΣS‖2 + ‖ΣG‖2) (43)
≤ ‖ΣG‖2(1 + ψ) + ψ‖ΣS‖2 (44)
Now, if ‖ΣS‖2 ≥ 1+ψn
nGγ
−ψ‖ΣG‖2, then we have that
1
nG
∑
i:xi∈G
τi ≤ n
nGγ
‖ΣS‖2 (45)
=
n
nGγ
n∑
j=1
(vT (xj − θ̂S))2 (46)
=⇒
∑
i:xi∈G
τi ≤ 1
γ
n∑
j=1
τj (47)
Claim 2. Suppose P1 is the equal weight discrete distribution with support on S
m, and P2 is
the equal weight discrete distribution with support on G0. Then, when φ =
nB0
n is such that
3φ+ 18 log(1/δ)n <
1
2 ,
TV (P1, P2) ≤ 8φ+ 36log(1/δ)
n
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Proof. To bound the TV distance between P1 and P2, we use triangle inequality. Let P3 be
the equal weight discrete distribution with support on Gm. Let τ ∈ [Tδ] be the number of
"good" points thrown out in Tδ steps. For γ = 3, we have that,
Tδ = 18 log(1/δ) + 3nB0
TV (P1, P2) ≤ TV (P1, P3) + TV (P3, P2) (48)
≤ nSm − nGm
nSm
+
nG0 − nGm
nG0
(49)
=
n− Tδ − (n− nB0 − τ)
n− Tδ +
τ
n− nB0
(50)
=
nB0 + τ − Tδ
n− Tδ +
τ
n− nB0
(51)
≤ nB0
n− Tδ +
Tδ
n− nB0
(52)
=
φ
1− 18 log(1/δ)n − 3φ
+
18 log(1/δ)
n + 3φ
1− φ (53)
where φ =
nB0
n . Now under the assumption that 3φ+
18 log(1/δ)
n <
1
2 , the first term is less than
2φ.
Lemma 9. [16] Given a collection of points S of size n. Let P1 and P2 be discrete empirical
distributions on n. Then, we have that,
‖Exi∼P1 [xi]− Exi∼P2[xi]‖2 ≤
√
TV (P1, P2)
1−√TV (P1, P2)(‖Σ̂P1‖
1
2
2 + ‖Σ̂P2‖
1
2
2 ) (54)
where Σ̂P1 is the covariance matrix when xi ∼ P1, and Σ̂P2 is the empirical covariance matrix
of when xi ∼ P2
Proof. Consider a joint distribution(also called coupling) ω∗(z, z′) over S × S such that it’s
individual marginal distributions are equal to P1 and P2; i.e. ω(z) = P1 and ω(z
′) = P2 and
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ω(z 6= z′) = TV (P1, P2). Then, we have that
‖Exi∼P1 [xi]− Exi∼P2[xi]‖2 = sup
v∈Sp−1
| 〈v,Ew∗ [z − z′]〉 | (55)
≤ sup
v∈Sp−1
Ew∗ [|
〈
v, z − z′〉 |] (56)
≤ sup
v∈Sp−1
Ew∗ [1(z 6= z′)
〈
v, z − z′〉 |] (57)
≤ (Ew∗ [(1(z 6= z′))1/(1−
1
2
)])1−
1
2 sup
v∈Sp−1
Ew∗[(
〈
v, z − z′〉)2] 12 (58)
≤ TV (P1, P2)
1
2 sup
v∈Sp−1
(Ew∗[(
〈
v, z − Exi∼P1 [xi] + Exi∼P1 [xi]− Exi∼P2 [xi] + Exi∼P2 [xi]− z′
〉
)2]
1
2 )
(59)
≤ TV (P1, P2) 12 ( sup
v∈Sp−1
Ew∗[(〈v, z − Exi∼P1 [xi]〉)2]
1
2 + ‖Exi∼P1 [xi]− Exi∼P2 [xi]‖2)
+ TV (P1, P2)
1
2 sup
v∈Sp−1
Ew∗[(〈v, z − Exi∼P2 [xi]〉)2]
1
2 (60)
≤
√
TV (P1, P2)
1−√TV (P1, P2)
(
‖ΣP1‖
1
2
2 + ‖ΣP2‖
1
2
2
)
(61)
Claim 3. Under the assumption that 4φ+ 18 log(1/δ)n <
1
2 , we have that,
‖ΣGm‖2 ≤ 2‖ΣG0‖2
Proof. We first show that ‖ΣGm‖2 ≤ nG0nGm ‖ΣG0‖2.
ΣG0 =
1
nG0
∑
i∈G0
(xi − θ̂G0)(xi − θ̂G0)T (62)
=
1
nG0
∑
i∈G0
(xi − θ̂G0)(xi − θ̂G0)T (I {xi ∈ Gm}+ I {xi 6∈ Gm}) (63)
=
1
nG0
∑
i∈G0
(xi − θ̂G0)(xi − θ̂G0)T (I {xi ∈ Gm}) +
1
nG0
∑
i∈G0
(xi − θ̂G0)(xi − θ̂G0)T (I {xi 6∈ Gm})︸ ︷︷ ︸
T1
(64)
=
nGm
nG0
(ΣGm + (θ̂Gm − θ̂G0)(θ̂Gm − θ̂G0)T ) + T1 (65)
Now for v being the top eigenvector of ΣGm , we get that,
nGm
nG0
vTΣGmv +
nGm
nG0
(vT (θ̂Gm − θ̂G0))2︸ ︷︷ ︸
≥0
+ vTT1v︸ ︷︷ ︸
≥0
= vTΣG0v
Hence, we get that,
‖ΣGm‖2 ≤ nG0
nGm
‖ΣG0‖2,
Now,
nG0
nGm
=
n− nB0
n− nB0 − τ
≤ n− nB0
n− nB0 − Tδ
=
n− nB0
n− 18 log(1/δ) − 4nB0
=
1− φ
1− 18 log(1/δ)n − 4φ
,
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where φ =
nB0
n . Under our assumption, we get that,
nG0
nGm
< 2.
Claim 4. Under the assumption that φ =
nB0
n is such that 3φ+
18 log(1/δ)
n <
1
2 , and 2φ < 0.12,
then when Em is True, we have that,
‖ΣSm‖2 ≤ 16‖ΣGm‖2
Proof. Suppose P1 is the equal weight discrete distribution with support on S
m and let P3 be
the equal weight discrete distribution with support on Gm. When Em is True, we know by
contrapositive of Lemma 8 that ‖ΣSm‖2 ≤ 1+ψmnSm
nGmγ
−ψm‖ΣGm‖2, where ψm = (
√
TV (P1,P3)
1−
√
TV (P1,P3)
)2.
Note that for TV (P1, P3) =
nSm−nGm
nSm
. Hence, nSmnGmγ =
1
γ(1−TV (P1,P3)) For γ = 3, the term
1+ψm
nSm
nGmγ
−ψm can be rewritten solely as a function of the TV (P1, P3). In particular, it can be
written as
f(x) =
(
1 +
(
x0.5
1 − x0.5
)2)(
3
(
1− x0.5)2 (1 + x(0.5)))
1− x(0.5) − 3x− 3x(1.5)
Now TV (P1, P3) =
nSm−nGm
nSm
=
(n−Tδ)−(n−nB0−τ)
n−Tδ =
nB0+τ−Tδ
n−Tδ ≤
nB0
n−Tδ =
φ
1− 18 log(1/δ)
n
−3φ .
Hence, under our assumptions, TV (P1, P3) < 0.12. Some algebra shows that under f(x) is
monotonically increasing for x < 0.12, and in particular, f(0.12) < 16. Hence, we get that
‖ΣSm‖2 ≤ 16‖ΣGm‖2.
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A.5 Proof of Theorem 5
Proof. Let G0 = {xi|O(xi) = 1} be the empirical collection of points chosen by the oracle.
Let nG0 = |G0|. Then, we study and bound the operator norm of ΣG0 . Recall that all oracles
have the form I {‖xi − µ‖2 ≤ R}, i.e., ∀xi s.t. O(xi) = 1, we have that ‖xi − µ‖2 ≤ R.
Note that from Proof of Theorem 1, we know that Pr(x ∈ G0) ≥ 1 − α, where α =
(
√
trace(Σ)
R )
2k. Let ΣG0 be the empirical covariance matrix. Then,
ΣG0 =
1
nG0
nG0∑
i=1
(xi − θ̂G0)(xi − θ̂G0)T ,
where θ̂G0 is the empirical mean of the points in G
0. Recentering it around the true mean θ∗
of P , we get that,
ΣG0 =
1
nG0
nG0∑
i=1
(xi − θ∗)(xi − θ∗)T − (θ̂G0 − θ∗)(θ̂G0 − θ∗)T
Hence, we have that ‖ΣG0‖2 ≤ ‖
1
nG0
nG0∑
i=1
(xi − θ∗)(xi − θ∗)T︸ ︷︷ ︸
A
‖2. To control, ‖A‖2, we use
triangle inequality,
‖A‖2 ≤ ‖A− E[A]‖2︸ ︷︷ ︸
T1
+ ‖E[A]‖2︸ ︷︷ ︸
T2
(66)
1. Controlling T2. Note that E[A] = E[(x− θ∗)(x− θ∗)T |x ∈ G].
E[A] =
E[(x− θ∗)(x− θ∗)T I{x ∈ G0}]
P (x ∈ G0) (67)
Let Pr(x ∈ G0) ≥ 1− α. Hence, for any v ∈ Sp−1,
vTE[A]v =
E[(vT (x− θ∗))2I{x ∈ G0}]
P (x ∈ G0) ≤
‖Σ‖2
1− α
Under the assumption that α < 12 , we get that,
‖E[A]‖2 ≤ 2‖Σ‖2
2. Controlling T1. Note that T1 can be controlled using a concentration of measure
argument, and in particular exploits concentration of covariance for bounded random
vectors.
Lemma 10. [Theorem 5.44 [38]] Let {yi}ni=1 samples such that yi ∈ Rp and ‖yi‖2 ≤
√
m
and E[yyT ] = Σ. Then, with probability at least 1− δ,
‖ 1
n
n∑
i=1
yiy
T
i − Σ‖2 ≤ max(‖Σ‖
1
2
2
√
log(p/δ)
√
m
n
, log(p/δ)
m
n
)
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T1 = ‖ 1
nG0
nG0∑
i=1
(xi − θ∗)(xi − θ∗)T − E[A]‖2 (68)
We use Lemma 10 with yi = xi − θ∗. Note that
√
m = R. This means that with
probability 1− δ,
T1 ≤ C1R‖Σ‖
1
2
2
√
log(p/δ)
nG0
+R2
log(p/δ)
nG0
Hence, we get that under the assumption that α+
√
α
√
log(1/δ)
n <
1
2 , we recover statement of
the result.
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A.6 Proof of Corollary 6
We consider the ℓ2 oracle of O radius R =
√
trace(Σ)
( log(1/δ)
n
)1/4
. Using chebychevs inequality, we know
that Pr(O(x) = 1) ≥ 1− α, where α = log(1/δ)n .
Suppose we are given n-samples from P . Let G0 be the set of points such that O(xi) = 1.
Using bernstein’s inequality we know that with probability 1− δ,
|nG0 | ≥ n(1− C
log(1/δ)
n
) (69)
Hence, we have that,
n− nG0
n
.
log(1/δ)
n
(70)
Let µ̂n and ΣG0 be the empirical mean and covariance of the points in G
0.
Let θ̂δ be the output of Algorithm 1. Then, we know that with probability at least 1− δ,
‖θ̂δ − µ̂n‖2 . ‖ΣG0‖
1
2
2 (
n− nG0
n
+
log(1/δ)
n
)
1
2 (71)
Using Theorem 5, we bound ‖ΣG0‖
1
2
2 .
‖Σn,O‖2 ≤ C1‖Σ‖2 + C2R‖Σ‖
1
2
2
√
log(p/δ)
nG0
+R2
log(p/δ)
nG0
‖Σn,O‖
1
2
2 ≤ C1‖Σ‖
1
2
2 + C2R
1
2 ‖Σ‖1/42 (
log(p/δ)
nG0
)1/4 +R
√
log(p/δ)
nG0
(72)
Plugging R =
√
trace(Σ)
( log(1/δ)
n
)1/4
, we get,
‖Σn,O‖
1
2
2 ≤ C1‖Σ‖
1
2
2 + C2trace (Σ)
1/4 ‖Σ‖1/42
( log(p/δ)nG0
)1/4
( log(1/δ)n )
1/8︸ ︷︷ ︸
T1
+
√
trace (Σ)
√
log(p/δ)
nG0
( log(1/δ)n )
1/4︸ ︷︷ ︸
T2
(73)
Plugging (70) and (73) into (71), we get that,
‖θ̂δ − µ̂n‖2 . ‖Σ‖1/22
√
log(1/δ)
n
+ T1
√
log(1/δ)
n
+ T2
√
log(1/δ)
n
(74)
When T1 and T2 are less than C
√‖Σ‖2, then we have that,
‖θ̂δ − µ̂n‖2 . ‖Σ‖1/22
√
log(1/δ)
n
(75)
Some algebra shows that when r(Σ)
2 log2(p/δ)
n log(1/δ) ≤ C, the both T1 and T2 are O(
√‖Σ‖2). Hence,
we get that,
‖θ̂δ − µ̂n‖2 . ‖Σ‖1/22
√
log(1/δ)
n
(76)
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Using Theorem 1, and plugging R =
√
trace(Σ)
( log(1/δ)
n
)1/4
, we get that with probability at least 1− δ,
‖µ(P )− µ̂n‖2 . OPTn,Σ,δ +
√
trace (Σ)(
log(1/δ)
n
)3/4︸ ︷︷ ︸
T3
(77)
Under our assumption that r2(Σ) log(1/δ)n ≤ C, T3 . ‖Σ‖
1/2
2
√
log(1/δ)
n . Combining the above
equation and 76, we recover the corollary statement.
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A.7 Proof of Corollary 7
We consider the ℓ2 oracle of O radius R =
√
trace(Σ)
( log(1/δ)
n
)1/2
. Using chebychevs inequality, we know
that Pr(O(x) = 1) ≥ 1− α, where α = log(1/δ)n .
Suppose we are given n-samples from P . Let G0 be the set of points such that O(xi) = 1.
Using bernstein’s inequality we know that with probability 1− δ,
|nG0 | ≥ n(1− C
log(1/δ)
n
) (78)
Hence, we have that,
n− nG0
n
.
log(1/δ)
n
(79)
Let µ̂n and ΣG0 be the empirical mean and covariance of the points in G
0.
Let θ̂δ be the output of Algorithm 1. Then, we know that with probability at least 1− δ,
‖θ̂δ − µ̂n‖2 . ‖ΣG0‖
1
2
2 (
n− nG0
n
+
log(1/δ)
n
)
1
2 (80)
Using Theorem 5, we bound ‖ΣG0‖
1
2
2 .
‖Σn,O‖2 ≤ C1‖Σ‖2 + C2R‖Σ‖
1
2
2
√
log(p/δ)
nG0
+R2
log(p/δ)
nG0
‖Σn,O‖
1
2
2 ≤ C1‖Σ‖
1
2
2 + C2R
1
2 ‖Σ‖1/42 (
log(p/δ)
nG0
)1/4 +R
√
log(p/δ)
nG0
(81)
Plugging R =
√
trace(Σ)
(
log(1/δ)
n
)1/2
, we get,
‖Σn,O‖
1
2
2 ≤ C1‖Σ‖
1
2
2 +C2trace (Σ)
1/4 ‖Σ‖1/42 (
log(p/δ)
log(1/δ)
)1/4 +
√
trace (Σ)√
log(1/δ)
n
√
log(p/δ)
n
(82)
Plugging (79) and (82) into (80), we get that,
‖θ̂δ − µ̂n‖2 . ‖Σ‖1/22
√
log(1/δ)
n
+
√
trace (Σ) log(p/δ)
n
(83)
Using Theorem 1, and plugging R =
√
trace(Σ)
(
log(1/δ)
n
)1/2
, we get that with probability at least 1− δ,
‖µ(P )− µ̂n‖2 . OPTn,Σ,δ +
√
trace (Σ) log(1/δ)
n
(84)
Combining the above equation and 83, we recover the corollary statement.
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A.8 Proof of Corollary 8
We follow along the lines of the proof of Corollary 7. Suppose we are given n-samples from
Pǫ. Let G
0 be the set of points such that xi ∼ P and O(xi) = 1, where O(·) is an ℓ2 oracle
of radius R =
√
trace(Σ)
(ǫ+ log(1/δ)
n
)1/2
.
Consider the event E1 = x ∼ P , then Pǫ(E1) = 1−ǫ. Consider the event E2 = ‖xi−θ∗‖2 ≤√
trace(Σ)
ǫ+
log(1/δ)
n
. We have that Pǫ(E2|E1) = 1 − Pr(‖x − θ∗‖2 >
√
trace(Σ)
ǫ+
log(1/δ)
n
|x ∼ P ). Using
Chebyshev’s inequality, we have that,
P ∗(‖x− µ‖2 >
√
trace (Σ)√
ǫ+ log(1/δ)n
) ≤ E[‖x− µ‖
2
2]
(
√
trace(Σ)
ǫ+
√
log(1/δ)
n
)2
= ǫ+
log(1/δ)
n
.
Pǫ(E1 ∩ E2) ≥ (1− ǫ)(1− ǫ− log(1/δ)
n
) (85)
≥ 1−C(ǫ+ log(1/δ)
n
) (86)
Now, given n-samples from Pǫ, we use Bernsteins bound to get the empirical probability, i.e.
we get that with probability at least 1− δ
Pǫ(E1 ∩ E2)− Pn,ǫ(E1 ∩E2) ≤ C1
√
ǫ+
log(1/δ)
n
√
log(1/δ)
n
+ C2
log(1/δ)
n
(87)
. ǫ+
log(1/δ)
n
(88)
=⇒ nG0 ≥ n(1− ǫ−
log(1/δ)
n
) ≥ n/2 (89)
The remaining proof follows along the lines of Corollary 7. Using Theorem 5
‖Σn,O‖
1
2
2 . ‖Σ‖
1
2
2 +
√
trace (Σ) log(p/δ)
nǫ+ log(1/δ)
(90)
Hence, we get that,
‖θ̂δ − µ̂n‖2 . ‖Σ‖1/22
√
ǫ+ ‖Σ‖1/22
√
log(1/δ)
n
+
√
trace (Σ) log(p/δ)
n
(91)
Using Theorem 1, and plugging R =
√
trace(Σ)
(ǫ+ log(1/δ)
n
)1/2
, we get that with probability at least 1− δ,
‖µ(P )− µ̂n‖2 . ‖Σ‖1/22
√
ǫ+OPTn,Σ,δ +
√
trace (Σ) log(p/δ)
n
(92)
Combining the above equation and 91, we recover the corollary statement.
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A.9 Proof of Corollary 9
Suppose we are given n-samples from Pǫ. Let G
0 be the set of points such that xi ∼
P and O(xi) = 1, where O(·) is an ℓ2 oracle of radius R =
√
trace(Σ)
(ǫ+ log(1/δ)
n
)1/4
.
Consider the event E1 = x ∼ P , then Pǫ(E1) = 1−ǫ. Consider the event E2 = ‖xi−θ∗‖2 ≤√
trace(Σ)
(ǫ+ log(1/δ)
n
)1/4
. We have that Pǫ(E2|E1) = 1 − Pr(‖x − θ∗‖2 >
√
trace(Σ)
(ǫ+ log(1/δ)
n
)1/4
|x ∼ P ). Using
Chebyshev’s inequality, we have that,
P ∗(‖x− µ‖2 >
√
trace (Σ)
(ǫ+ log(1/δ)n )
1/4
≤ E[‖x− µ‖
4
2]
(
√
trace(Σ)
ǫ+
log(1/δ)
n
)4
= ǫ+
log(1/δ)
n
.
Pǫ(E1 ∩ E2) ≥ (1− ǫ)(1− ǫ− log(1/δ)
n
) (93)
≥ 1−C(ǫ+ log(1/δ)
n
) (94)
Now, given n-samples from Pǫ, we use Bernsteins bound to get the empirical probability, i.e.
we get that with probability at least 1− δ
Pǫ(E1 ∩ E2)− Pn,ǫ(E1 ∩ E2) ≤ C1
√
(ǫ)
√
log(1/δ)
n
+ C2
log(1/δ)
n
(95)
. ǫ+
log(1/δ)
n
(96)
=⇒ nG0 ≥ n(1− ǫ−
log(1/δ)
n
) ≥ n/2 (97)
Let θ̂δ be the output of Algorithm 1. Then, we know that with probability at least 1− δ,
‖θ̂δ − µ̂n‖2 . ‖ΣG0‖
1
2
2 (
n− nG0
n
+
log(1/δ)
n
)
1
2 (98)
Using Theorem 5, we bound ‖ΣG0‖
1
2
2 .
‖Σn,O‖2 ≤ C1‖Σ‖2 + C2R‖Σ‖
1
2
2
√
log(p/δ)
nG0
+R2
log(p/δ)
nG0
‖Σn,O‖
1
2
2 . ‖Σ‖
1
2
2 +R
√
log(p/δ)
nG0
(99)
Plugging R =
√
trace(Σ)
(ǫ+ log(1/δ)
n
)1/4
, we get,
‖Σn,O‖
1
2
2 . ‖Σ‖
1
2
2 +
√
trace (Σ)
(ǫ+ log(1/δ)n )
1/4
√
log(p/δ)
nG0
(100)
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Plugging (100) into (98), we get that,
‖θ̂δ − µ̂n‖2 . ‖Σ‖1/22
√
ǫ+
√
trace (Σ)
√
log(p/δ)
nG0
(ǫ+
log(1/δ)
n
)1/4 (101)
Using Theorem 1 by plugging R =
√
trace(Σ)
(ǫ+
log(1/δ)
n
)1/4
, and then using triangle inequality, we get
that with probability at least 1− δ,
‖µ(P ) − µ̂n‖2 . ‖Σ‖1/22
√
ǫ+OPTn,Σ,δ +
√
trace (Σ)
√
log(p/δ)
nG0
(ǫ+
log(1/δ)
n
)1/4 (102)
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B Additional Proofs
B.1 Proof of Claim 1
Proof. For any event A, Let I {A} denote the corresponding indicator variable.
‖Ex∼P [x|A]− µ]‖2 = 1
P (A)‖Ex∼P ∗((x− µ)I {A})‖2 ≤ 2‖Ex∼P ∗((x− µ)I {A})‖2, (103)
Ex∼P [(x− µ)I {x ∈ Ac}+ (x− µ)I {x ∈ A}] = Ex∼P [(x− µ)] = 0 (104)
=⇒ ‖Ex∼P [(x− µ)I {x ∈ Ac}]‖2 = ‖Ex∼P [(x− µ)I {x ∈ A}]‖2 (105)
‖Ex∼P [(x− µ)I {x ∈ Ac}]‖2 = sup
u∈Sp−1
|E(x∼P [uT (x− µ)I {x ∈ Ac}]| (106)
(i)
≤ sup
u∈Sp−1
(Ex∼P [(uT (x− µ))2k])1/(2k)(Ex∼P [I {x ∈ Ac}1−1/(2k)])1− 12k
(107)
≤ C1/(2k)2k ‖Σ‖
1
2
2 ǫ
1−1/(2k) (108)
where (i) follows from Holder’s inequality.
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B.2 Proof of Lemma 1
Proof. Let P = N (0,Ip) be the isotropic normal distribution. Let RP (θ) = Ez∼P [ℓ(‖z−θ‖2)],
where ℓ : R 7→ R is a convex loss, and let θ(P ) = argminθ RP (θ) be the minimizer of the
population risk. We assume that ψ(·) = ℓ′(·) < C is bounded. Note that when the derivative
is unbounded, it is easy to argue that the corresponding risk will be non-robust. We also
assumed that this risk is fisher-consistent for the Gaussian-distribution, i.e. θ(P ) = 0. For
notational convenience, let u(t) = ψ(t)t . Then,
∇RP (θ) = −Ez∼P
ψ(‖z − θ‖2)‖z − θ‖2︸ ︷︷ ︸
u(‖z−θ‖2)
(z − θ)
 .
As before, let Pǫ = (1 − ǫ)P + ǫQ. Then, we are interested in studying θ̂(Pǫ). To do this, by
first order optimality, we know that θ(Pǫ) is a solution to the following equation:
(1− ǫ)∇RP (θ(Pǫ)) + ǫ∇RQ(θ(Pǫ)) = 0
First we calculate the derivative of θ(Pǫ) w.r.t. ǫ using the fixed point above. Taking derivative
of the above equation w.r.t. ǫ
(1− ǫ)∇2RP (θ(Pǫ))θ˙(Pǫ)−∇RP (θ(Pǫ)) + ǫ∇2RQ(θ(Pǫ))θ˙(Pǫ) +∇RQ(θ(Pǫ)) = 0 (109)
Under our assumption that ψ is continuous, we get that at ǫ = 0,
θ˙(Pǫ)|ǫ=0 = (−∇2RP (θ(P )))−1∇RQ(θ(P )) (110)
By fisher consistency of ℓ for N (0,Ip), we have that θ(P ) = 0. Suppose that Q is a point
mass distribution with all mass on θQ. Then, we have that,
∇RQ(0) = −u(‖θQ‖2)θQ
Our next step is to lower bound the operator norm of −∇2RP (θ(P )). To do this we show that
for any unit vector v ∈ Sp−1, vT (−∇2RP (θ(P )))v ≤ C2√p .
∇2RP (θ) = −Ez∼P
[
u(‖z − θ‖2)Ip + u
′(‖z − θ‖2)
‖z − θ‖2 ((z − θ)(z − θ)
T )
]
Now, by definition u(t) = ψ(t)/t, so u′(s) = (ψ′(s)− u(s))/s. Plugging this above,
∇2RP (θ) = −Ez∼P
[
u(‖z − θ‖2)(Ip − (z − θ)(z − θ)
T )
‖z − θ‖22
) +
ψ′(‖z − θ‖2)
‖z − θ‖22
(z − θ)(z − θ)T ))
]
Hence, we get that
vT∇2RP (0)v = −Ez∼N(0,Ip)
[
u(‖z‖2)(‖v‖22 − (vT (z/‖z‖2))2) + ψ′(‖z‖2)(vT (z/‖z‖2))2
]
Further for Isotropic Gaussian, ‖z‖2 and z/‖z‖2 are independent random variables. Also, since,
z/‖z‖2 is uniformly distributed on unit sphere, we get that Ez∼N(0,I)[(vT z/‖z‖2)2)] = ‖v‖22/p.
(vT (−∇2RP (0))v) = Ez∼N(0,Ip) [u(‖z‖2)] (1− 1/p)︸ ︷︷ ︸
T1
+Ez∼N(0,Ip)
[
ψ′(‖z‖2)
]
/p︸ ︷︷ ︸
T2
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• Controlling T1
Ez∼N(0,Ip)[u(‖z‖2)] = Ez∼N (0,Ip)
[
ψ(‖z‖2)
‖z‖2
]
≤
√
CE
1
‖z‖22
≤
√
C1√
p− 2 , (111)
where we use that ψ is bounded by constant C. The last inequality is combination of
Jensen’s Inequality and plugging the mean of reciprocal of inverse chi-squared random
variable [39].
• Controlling T2. Under our assumption that ψ′(·) exists and is bounded, we get that
T2 ≤ C1p and can be ignored.
Hence, for large p, we get that (vT (−∇2RP (0))v) ≤
√
C1/p. Now, if we put θQ at ∞, and use
that ψ(∞) = C1, we get that,
‖θ˙(Pǫ)‖2 = ψ(‖θQ‖2)‖∇2RP (0) θQ‖θQ‖2 ‖2 ≥ C2
√
p
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B.3 Proof of Lemma 2
Proof. Let P = N(0,Ip). Every subset of size (1 − ǫ)n can be thought of as samples from a
mixture distribution defined in (4), where the mixture proportion η, ranges from [0, ǫ/(1− ǫ)].
In the asymptotic setting of n 7→ ∞, the empirical squared loss over each subset corresponds
to the population risk with the sampling distribution as Pη. For a given contamination dis-
tribution Q, let RPη(θ) = Ex∼Pη
[‖x− θ‖22] and let θ(Pη) def= argminθ RPη(θ), then subset risk
minimization returns,
θ̂SRM = θ(Pη∗) (112)
where η∗ = argmin
η∈[0, ǫ
1−ǫ
]
RPη(θ(Pη))
We are interested in bounding the bias of SRM i.e.
sup
Q
‖θ̂SRM − θ∗‖2
To do this, we know that for any contamination distribution Q, the solution of SRM necessarily
satisfies the following conditions.
Condition 1: Local Stationarity. θ(Pη) = argminθ RPη(θ) is the minimizer of the risk with
respect to a mixture distribution iff
∇RPη(θ(Pη)) = (1− η)∇RPθ∗ (θ(Pη))
+ η∇RQ(θ(Pη)) = 0. (113)
Condition 2: Global Fit Optimality. θ̂SRM = θ(Pη∗) is the global minimizer of the
population risk over all mixture distributions iff
RPη∗ (θ(Pη∗)) = (1− η∗)RP0(θ(Pη∗)) + η∗RQ(θ(Pη∗))
≤ RPη(θ(Pη)) ∀η ∈
[
0,
ǫ
1− ǫ
]
(114)
Using Conditions 1 and 2, we next derive the bias of SRM for mean estimation.
We make a few simple observations.
• Observation 1. For any distribution P , we have,
RP (θ) = trace (Σ(P )) + ‖θ − µ(P )‖22
• Observation 2. Condition 1 reduces to,
µ(Pη) = θη = (1− η)µ(P ) + ηµ(Q),
where µ(·) is the Expectation functional.
Lemma 11. Under the mixture model in Equation (4), for the squared error, we have that,
RPη(θη) = trace (Σ(Pη)) = (1− η)trace (Σ(P ∗)) + ηtrace (Σ(Q)) + η(1− η)‖µ(P ∗)− µ(Q)‖22.
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Now, from Lemma 11, we know that
RPη(θη) = (1− η)trace (Σ(P )) + ηtrace (Σ(Q)) + η(1− η)‖µ(P ) − µ(Q)‖22
As a function of η, RPη(θη) is a concave quadratic function. Hence, it is always minimized at
the end points of the interval [0, ǫ/(1 − ǫ)], which implies that η∗ ∈ {0, ǫ1−ǫ}.
Hence, we have that,
θ̂SRM =
{
θ ǫ
1−ǫ
, if RP ǫ
1−ǫ
(θ ǫ
1−ǫ
) ≤ RP0(θ0).
θ∗, otherwise.
From Lemma 11, RP ǫ
1−ǫ
(θ ǫ
1−ǫ
) ≤ RP0(θ0) iff(
1− ǫ
1− ǫ
)
‖µ(P )− µ(Q)‖22 ≤ trace (Σ(P ))− trace (Σ(Q))
Moreover, from Observation 2, we have that,
‖θ ǫ
1−ǫ
− µ(P )‖2 = ǫ
1− ǫ‖µ(P )− µ(Q)‖2
Combining the above two, we get that,
‖θ̂SRM − µ(P )‖2 =
[
ǫ
1− ǫ‖µ(P )− µ(Q)‖2
]
.1
{‖µ(P ) − µ(Q)‖22 ≤(
1− ǫ
1− 2ǫ
)
(trace (Σ(P ))− trace (Σ(Q)))
}
. (115)
Equation 12 follows from it.
B.3.1 Proof of Lemma 11
Proof. We give two alternate proofs of the Lemma.
• Proof 1: This proceeds by expanding on the definition of risk.
RPη(θη) = Ez∼Pη [‖z − θη‖22]
= (1− η)Ez∼P0 [‖z − θη‖22] + ηEz∼Q[‖z − θη‖22] Expectation by conditioning.
= (1− η) [trace (Σ(P ∗)) + ‖θη − µ(P ∗)‖22]
+ η
[
trace (Σ(Q)) + ‖θη − µ(Q)‖22
]
From Observation 1.
Now, using Observation 2 we get that,
‖θη − µ(Q)‖2 = (1− η)‖µ(P ∗)− µ(Q)‖2
‖θη − µ(P ∗)‖2 = η‖µ(P ∗)− µ(Q)‖2
Plugging this into above, we get,
RPη(θη) = (1− η)trace (Σ(P ∗)) + ηtrace (Σ(Q)) + ‖µ(P ∗)− µ(Q)‖22
(
η2(1− η) + (1− η)2η)
which recovers the statement of the Lemma.
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• Proof 2: This proceeds by Law of Total Variance, or the Law of Total Cummulants.
We know that RPη = trace (Σ(Pη)). Let Z ∼ Pη , and let Y ∼ Bernoulli(1 − η) be
the indicator if the sample is from the true distribution. Then Z|Y = 1 ∼ P ∗, while
Z|Y = 0 ∼ Q.
trace (Σ(Pη)) = (1− η)trace (Σ(P ∗)) + ηtrace (Σ(Q))︸ ︷︷ ︸
Var(E[Z|Y ])
+ η(1− η)‖µ(P ∗)− µ(Q)‖22︸ ︷︷ ︸
E[Var(Z|Y )]
.
43
B.4 Proof of Lemma 3
Proof. Let Pǫ = (1−ǫ)P ∗+ǫQ. Let I∗ be the interval µ± σ
δ
1
2k
1
, where µ = Ex∼P ∗[x]. Moreover
for notational convenience, let fn(u, v) =
√
u(1− u)
√
log(2/v)
n +
2
3
log(2/v)
n . Let Iˆ = [a, b] be the
interval obtained using Z1, i.e. the shortest interval containing n(1− (δ1 + ǫ+ fn(ǫ+ δ1, δ3)))
points of Z1. Note that in the algorithm, we have δ1 = ǫ, and δ3 = δ/4. As a first step, we
bound the length of Iˆ and show that Iˆ and I∗ must necessarily intersect.
Claim 5. Let Iˆ be the shortest interval containing 1 − δ4 fraction of points, where δ4 =
(δ1 + ǫ) + fn(ǫ+ δ1, δ3). Further assume that δ4 <
1
2 . Then with probability at least 1− δ3,
length(Iˆ) ≤ length(I∗) ≤ 2σ
δ
1
2k
1
,
Moreover, if δ4 <
1
2 , then Iˆ ∩ I∗ 6= φ, which implies
|z − µ| ≤ 4σ
δ
1
2k
1
∀z ∈ Iˆ
Proof. We first show that with probability at least 1 − δ3, I∗ contains at least n(1 − δ4)
points(Claim 9). Hence, since our algorithm chooses the shortest interval(Iˆ) containing 1− δ4
fraction of points, length of Iˆ is less than length of I∗. Next, if δ4 is less than 12 , then there
are two intervals Iˆ and I∗ respectively, which contain at least n/2 points. Hence, they must
necessarily intersect.
Next, we control the final error of our estimator. Let |Iˆ | =∑z∈Z2 I{zi ∈ Iˆ} be the number
of points which lie in Iˆ. Similarly, let |IˆQ| and |IˆP ∗ | number of points which lie in Iˆ, which
are distributed according to Q and P ∗ respectively.
∣∣∣∣∣∣ 1|Iˆ|
∑
xi∈Iˆ
xi − µ
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣∣∣
1
|Iˆ|
∑
xi∈Iˆ
xi∼Q
(xi − µ)
∣∣∣∣∣∣∣∣︸ ︷︷ ︸
T1
+
∣∣∣∣∣∣∣∣
1
|Iˆ|
∑
xi∈Iˆ
xi∼P ∗
(xi − µ)
∣∣∣∣∣∣∣∣︸ ︷︷ ︸
T2
(116)
Control of T1. To control T1, we can write it as:
T1 =
∣∣∣∣∣∣∣∣
1
|Iˆ|
∑
xi∈Iˆ
xi∼Q
(xi − µ)
∣∣∣∣∣∣∣∣
≤ |IˆQ||Iˆ|︸︷︷︸
T1a
max
xi∈Iˆ
xi∼Q
|xi − µ|
︸ ︷︷ ︸
T1b
(117)
where IˆQ is the number of points in Iˆ distributed according to Q. To control T1a, we use
Bernsteins inequality. To control T1b, we use Claim 5. The claim below formally controls T1.
44
Claim 6. Let Iˆ be the shortest interval containing n(1 − δ4) of the points, where δ4 = (δ1 +
ǫ) + fn(ǫ+ δ1, δ3). Further assume that δ4 <
1
2 . Then, with probability at least 1− δ3 − δ5, we
have that,
T1 ≤ |IˆQ||Iˆ| maxxi∈Iˆ
xi∼Q
|xi − µ| ≤ ǫ+ fn(ǫ, δ5)
1− δ4
4σ
δ
1/2k
1
(118)
Proof. Using Bernstein’s bound, we know that wp at least 1− δ5,
|IˆQ| ≤ n(ǫ+
√
ǫ(1− ǫ)
√
log(1/δ5)
n
+
2
3
log(1/δ5)
n
),
This follows from the fact that number of points drawn from Q which lie in Iˆ is less than the
total number of points drawn according to Q. In Claim 5, we showed that when δ4 <
1
2 , then,
with probability at least 1 − δ3, we get that Iˆ ∩ I∗ 6= φ, i.e. the intervals intersect, and that
length(Iˆ) < length(I∗). Hence, we get,
max
xi∈Iˆ
xi∼Q
|xi − µ| ≤ 4σ
δ
1/2k
1
Control of T2. To control T2, we write it as
T2 =
∣∣∣∣∣∣∣∣
|IˆP ∗ |
|Iˆ |
 1|IˆP ∗ |
∑
xi∈Iˆ
xi∼P ∗
(xi − µ)

∣∣∣∣∣∣∣∣ (119)
≤ |IˆP ∗ ||Iˆ|
∣∣∣∣∣∣∣∣(
1
|IˆP ∗ |
∑
xi∈Iˆ
xi∼P ∗
xi)− E[x|x ∈ Iˆ , x ∼ P ∗]
∣∣∣∣∣∣∣∣︸ ︷︷ ︸
T2a
+
|IˆP ∗ |
|Iˆ|
∣∣∣E[x|x ∈ Iˆ , x ∼ P ∗]− µ∣∣∣︸ ︷︷ ︸
T2b
(120)
• Control of T2a: To bound the distance between the mean of the points from P ∗ within
Î and E[x|x ∼ P ∗, x ∈ Iˆ], we will use Bernsteins bound(Lemma 12) for bounded random
variables. We know that the random variables are in a bounded interval b = length(Î) ≤
σ
δ
1
2k
, and that conditional variance of the random variables, when conditioned on them
lying in Iˆ is controlled using Lemma 15. In particular, Lemma 15 shows that for any
event E, which occurs with probability P (E) ≥ 12 ,
Ex∼P ∗[(x− E[x|x ∈ E])2|x ∈ E] ≤ σ2/P (E).
Using these arguments, we get that with probability at least 1− δ7,
T2a ≤
√
2σ2(log(3/δ7))
P ∗(Iˆ)|IˆP ∗ |
+
2σ
δ
1/2k
1
log(3/δ7)
|IˆP ∗ |
, (121)
where P ∗(Iˆ) is the probability that a random variable drawn according to P ∗ lies in Iˆ.
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• Control of T2b: To control T2b, we use the general mean shift lemma (Lemma 14),
which controls how far the mean can move when conditioned on an event. We get that,
T2b ≤ 2σ(P ∗(Iˆ)c)1−1/(2k) (122)
Combining the bounds in (121) and (122), we get
T2 ≤ 2σ(P ∗(Iˆ)c)1−1/(2k) +
√
2σ2(log(3/δ7))
P ∗(Iˆ)|IˆP ∗ |
+
2σ
δ
1/2k
1
log(3/δ7)
|IˆP ∗|
(123)
Combining the upper bound on T1 in (118) with (123), we get that with probability at least
1− δ3 − δ5 − δ6 − δ7
T1 + T2 ≤ ǫ+ fn(ǫ, δ5)
1− δ4
4σ
δ
1/2k
1
+ 2σ(P ∗(Iˆ)c)1−1/(2k) +
√
2σ2(log(3/δ7))
P ∗(Iˆ)|IˆP ∗ |
+
2σ
δ
1/2k
1
log(3/δ7)
|IˆP ∗ |
We rearrange terms and use our assumption that ǫ is small enough that IˆP ∗ ≥ n/2. We also
plugin the upper bound on (P ∗(Iˆ)c)1−1/(2k) from Claim 7 and set δ1 = ǫ, and δ5 = δ6 = δ3 =
δ7 = δ/4. Hence, we get that with probability at least 1− δ
T1 + T2 ≤ C1σǫ1−1/2k + C2σ( log n
n
)1−
1
2k + C3σ
√
log(1/δ)
n
+ C4σ
log(1/δ)
nǫ
1
2k
(124)
Since, we ensure that ǫ = max(ǫ, log(1/δn ) hence,
log(1/δ)
nǫ
1
2k
≤ ǫ1− 12k . Note that our assumption of
δ4 <
1
2 boils down to ǫ being small enough such that 2ǫ+
√
ǫ log(4/δ)n +
log(4/δ)
n <
1
2 . Hence, we
recover the final statement of the theorem.
B.4.1 Auxillary Proofs
Claim 7. Let Iˆ be the shorted interval containing n(1− δ4) points from Z1. Let P ∗(Iˆ) is the
probability that a random variable drawn according to P ∗ lies in Iˆ. Then, there exists universal
constants C1, C2 > 0 such that wp at least 1− δ6, we have that
(P ∗(Iˆ)c)1−
1
2k ≤ C1ǫ1−
1
2k + C2δ
1− 1
2k
1 + C3(
log n
n
)1−
1
2k + C4(
log(1/δ6)
n
)1−
1
2k + C5(
log(1/δ3)
n
)1−
1
2k
(125)
Proof. Note that Iˆ is obtained by choosing the shortest interval containing n(1 − δ4) points
from Z1. We first bound P ∗n(Iˆ), i.e. the empirical probability of samples distributed according
to P ∗ which lie in Iˆ. To do this, note that in Z1, number of points drawn from Q which lie
in Iˆ, say nˆQ is less than the total number of points drawn according to Q. Using Bernstein’s
bound, we know that wp at least 1− δ6,
|nˆQ| ≤ n(ǫ+
√
ǫ(1− ǫ)
√
log(1/δ6)
n
+
2
3
log(1/δ6)
n
)
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Let nˆP ∗ be the number of points in Z1, which are drawn from P ∗ and which lie in Iˆ. Since
|nˆQ|+ |nˆP ∗| = |Iˆ| = n(1− δ4), hence the above implies that with probability at least 1− δ6,
|nˆP ∗| ≥ n(1− δ4)− n(ǫ+
√
ǫ(1− ǫ)
√
log(1/δ6)
n
+
2
3
log(1/δ6)
n
),
Note that P ∗n(Iˆ) =
|nˆP∗ |∑
i I{xi∼P ∗} . Hence, we get that,
P ∗n(Iˆ) ≥
|nˆP ∗ |
n
≥ 1− (ǫ+ δ4)− fn(ǫ, δ6) (126)
This implies that,
P ∗n(Iˆ)
c ≤ (ǫ+ δ4) + fn(ǫ, δ6)
≤ 2ǫ+ δ1 + fn(ǫ, δ6) + fn(ǫ+ δ1, δ3)
≤ 4ǫ+ 2δ1 + C1 log(1/δ6)
n
+ C2
log(1/δ3)
n
(127)
To finally bound the probability of a sample drawn from P ∗ to lie in Iˆ, we use the relative
deviations VC bound(Lemma 13), which gives us,
P ∗(Iˆ)c ≤ P ∗n(Iˆ)c︸ ︷︷ ︸
A1
+4
√
(
P ∗n(Iˆ)c log S[2n]
n
) + (
P ∗n(Iˆ)c log(4/δ6)
n
) +
log S[2n]
n
+
log(4/δ6)
n
(128)
where S[2n] = O(n2). Using that √ab ≤ a+ b,∀a, b ≥ 0, we get that,
P ∗(Iˆ)c ≤ C1P ∗n(Iˆ)c + C2(
log S[2n]
n
+
log(4/δ6)
n
) (129)
Hence, we get that,
(P ∗(Iˆ)c)1−
1
2k ≤ C1ǫ1− 12k + C2δ1−
1
2k
1 + C3(
log n
n
)1−
1
2k + C4(
log(1/δ6)
n
)1−
1
2k + C5(
log(1/δ3)
n
)1−
1
2k
(130)
Claim 8. Let P ∗(I∗) be the probability that a sample drawn according from Pǫ is distributed
according to P ∗ and lies in I∗.
P ∗(I∗) ≥ (1− ǫ)(1− δ1) = 1− (ǫ+ δ1 − ǫδ1) ≥ 1− (ǫ+ δ1)︸ ︷︷ ︸
δ2
= 1− δ2
Proof. For any x ∼ Pǫ, define, zi = 1 if x ∼ P ∗. Now, for any x ∼ P ∗, we know that, by
chebyshevs we know that,
P (|x− µ| ≥ t) = P ((x− µ)2k ≥ t2k) ≤ E[(x− µ)2k]/t2k ≤ C2kσ2k/t2k
Hence, we get that wp at least 1− δ1, x ∈ µ± σ/(δ1)1/2k
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The following claim lower bounds the empirical fraction of samples which are distributed
according to P ∗ and lie in I∗, when n samples are drawn from Pǫ.
Claim 9. Let P ∗n(I∗) be the empirical fraction of points which are distributed according to P ∗
and lie in I∗, when n samples are drawn from Pǫ. Then, with probability at least 1− δ3,
P ∗n(I
∗) ≥ 1− (δ2 +
√
(δ2(1− δ2))
√
log(1/δ3)
n
+
2
3
log(1/δ3)
n
)︸ ︷︷ ︸
δ4=(δ1+ǫ)+fn(ǫ+δ1,δ3)
,
Proof. This follows from Bernstein’s inequality(Lemma 12).
Lemma 12. [Bernsteins bound,] Let X ∼ P ∗ be a scalar random variable such that |X −
E[x]| ≤ b with variance σ2. Then, given n samples {x1, x2, . . . , xn} ∼ P ∗, the empirical mean,
x¯n =
1
n
n∑
i=1
xi is such that,
P (|x¯n − E[x]| > t) ≤ 2 exp( −nt
2
2σ2 + 2bt/3
)
which can be equivalently re-written as. With probability at least 1− δ,
|x¯n − E[x]| ≤
√
2σ2 log(1/δ)
n
+
2b log(1/δ)
3n
Lemma 13. [Relative deviations, [40]] Let F be a function class consisting of binary functions
f . Then, with probability at least 1− δ,
sup
f∈F
|P (f)− Pn(f)| ≤ 4
√
Pn(f)
log(SF (2n)) + log(4/δ)
n
+ C1
log(SF (2n)) + log(4/δ)
n
,
where SF (n) = sup
z1,z2,...,zn
|{(f(z1), f(z2), . . . , f(zn)) : f ∈ F}| is the growth function, i.e. the
maximum number of ways into which n-points can be classified the function class.
Lemma 14. [General Mean shift, [36]] Suppose that a distribution P ∗ has mean µ and variance
σ2 with bounded 2kth-moments. Then, for any event A which occurs with probability at least
1− ǫ ≥ 12 ,
|µ − E[x|A]| ≤ 2σǫ1− 12k
In particular, for just bounded second moments, we get that |µ− E[x|A]| ≤ 2σ√ǫ.
Proof. For any event E, Let I {E} denote the indicator variable for E.
|Ex∼P ∗ [x|E]− µ]| = |Ex∼P
∗((x− µ)I {E})|
P (E)
≤ E[|x− µ|
p]
1
p (E[I {E}q]1/q)
P (E)
, (131)
where p, q > 1 are such that 1/p + 1/q = 1. Put p = 2k, we get,
|Ex∼P ∗ [x|E]− µ]| ≤ σ
(P (E))1/2k
Now, we know that, |E[X|A] − µ| = 1−P (A)P (A) |E[X|Ac]− µ|. Putting E = Ac, we get,
|E[X|A] − µ| ≤ 1− P (A)
P (A)
σ
(1− P (A))1/2k ≤ 2σǫ
(1− 1
2k
).
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Lemma 15. [Conditional Variance Bound] Suppose that a distribution P ∗ has mean µ and
variance σ2. Then, for any event A which occurs with probability at least 1 − ǫ, the variance
of the conditional distribution is bounded as:
(E[(x− E[x|A])2|A]) ≤ σ
2
(1− ǫ)
Proof. Let µA = E[y|A], d = µA − µ. From Lemma 14, we know, d ≤ σ2
√
ǫ. Observe the
following,
E[(y − µA)2|A] = E[(y − µ− d)2|A] = E[((y − µ)2 − 2d(y − µ) + d2)|A] (132)
= E[(y − µ)2|A]− d2 (133)
≤ E[(y − µ)2|A] (134)
≤ σ
2
1− ǫ, (135)
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B.5 Proof of Lemma 4
Proof. Let θ̂δ = inf
θ
sup
u∈N 1/2(Sp−1)
|uT θ − INTERVAL1D({uTxi}ni=1, ǫ, δ5p )| and let θ∗ = E[x] be
the true mean. Then, we can write the ℓ2 error in its variational form.
‖θ̂δ − θ∗‖2 = sup
u∈Sp−1
|uT (θ̂δ − θ∗)| (136)
Suppose {yi} is a 12 -cover of the net, so there exist a yj such that u = yj + v, where
‖v‖2 ≤ ǫ.
‖θ̂δ − θ∗‖2 ≤ sup
u∈Sp−1
|yTj (θ̂δ − θ∗)|+ |vT (θ̂δ − θ∗)|
≤ sup
yj∈N
1
2 (Sp−1)
|yTj (θ̂δ − θ∗)|+ ‖v‖2‖θ̂δ − θ∗‖2
≤ 2 sup
yj∈N
1
2 (Sp−1)
|yTj (θ̂δ − θ∗)|
Let f(uTPn, ǫ; δ˜) = INTERVAL1D({uTxi}ni=1, ǫ, δ5p )
‖θ̂δ − θ∗‖2 ≤ 2 sup
u∈N 1/2
|uT (θ̂ − θ∗)| (137)
≤ 2
[
sup
u∈N 1/2
|uT θ̂ − f(uTPn, ǫ; δ˜)|+ sup
u∈N 1/2
|uT θ∗ − f(uTPn, ǫ; δ˜)|
]
(138)
≤ 4 sup
u∈N 1/2
|uT θ∗ − f(uTPn, ǫ; δ˜)| (139)
For a fixed u, the distribution uTP has mean uT θ∗, where θ∗ is the mean of the multivariate
distribution P . Hence, we get that, for a confidence level δ˜, when the interval estimator is
applied to the projection of the data long u, it returns a real number such that, with probability
at least 1− δ˜
|f(uTPn; ǫ; δ˜)− uT θ∗| ≤ C1σumax(2ǫ, log(1/δ˜)
n
)1−1/2k + C2σu(
log n
n
)1−
1
2k + C3σu
√
log(1/δ˜)
n
Note that σu =
√
uTΣu ≤ ‖Σ‖
1
2
2 . Taking a union bound over the elements of the cover, and
using the fact that |N 1/2(Sp−1)| ≤ 5p [41], we substitute δ˜ = δ/(5p) and recover the statement
of the Lemma.
B.6 Proof of Corollary 12
Proof. Let θ̂s = inf
θ∈Θs
sup
u∈N 1/22s (Sp−1)
|uT θ − INTERVAL1D({uTxi}ni=1, ǫ, δ9p )|. Observe that since
θ̂s and the true mean θ
∗ are both s-sparse. Hence, the error vector θ̂− θ∗ is atmost 2s-sparse.
Then, we can write the ℓ2 error in its variational form,
‖θ̂δ − θ∗‖2 = sup
u∈Sp−1∩B2s
|uT (θ̂δ − θ∗)|, (140)
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where Sp−1 ∩ B2s is the set of unit vectors which are 2s-sparse. The remaining of the proof
follows along the lines of proof of Lemma 4, coupled with the fact that the cardinality of the
half-cover of an 2s-sparse ball, i.e.
∣∣∣N 12 (Sp−1)∣∣∣ ≤ (6eps )s [42].
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