Abstract. We show that the resultants with respect to x of certain linear forms in Chebyshev polynomials with argument x are again linear forms in Chebyshev polynomials. Their coefficients and arguments are certain rational functions of the coefficients of the original forms. We apply this to establish several related results involving resultants and discriminants of polynomials, including certain self-reciprocal quadrinomials.
Introduction
The resultant of two polynomials is in general a rather complicated function of their coefficients. However, there is an elegant formula (see Section 2) for the resultant of any two cyclotomic polynomials. The books [14] and [17] establish the well-known formulas for discriminants of Chebyshev polynomials, but do not discuss their resultants. We establish here, in Theorem 2, a formula for the resultants of certain linear forms in Chebyshev polynomials of the second kind. It is perhaps surprising in that it shows such resultants to be themselves simply expressible in terms of Chebyshev polynomials whose coefficients and arguments are rational functions of the coefficients of the forms. Next, there is a compact elegant formula for the discriminant of a general trinomial (e.g., [16] , p. 1105 or [7] , p. 406), but no such formula seems to exist for the general quadrinomial. Our remaining investigations into resultants and discriminants of polynomials related to those considered above include a "Chebyshevian" formula for the discriminants of certain self-reciprocal quadrinomials. It is similar to (but somewhat more intricate than) the result of Theorem 2.
Our approach throughout is to rely upon algebraic properties of the resultant, especially with respect to the division and Euclidean algorithms for polynomials. This is in the spirit of [16] , in which there is a very readable account of the proof of the trinomial discriminant formula. (The alternative derivation of this formula by using properties of determinants is given in [6] .) In Lemma 6.3 we show that the explicit form of the quotients for the relevant Euclidean algorithm involves a remarkable product of fourth powers of linear forms in Chebyshev polynomials.
In Section 2 we introduce the polynomials to be studied and state our main results on resultants. The corresponding results on discriminants are stated in Section 3. We recall the most important properties of resultants and discriminants in Section 4, and then prove our results in Sections 5 and 6. In Section 7 we give some simple consequences of our results that help to put them into perspective.
Motivation and results
The cyclotomic polynomial Φ n (x) is the unique monic polynomial whose roots are the primitive nth roots of unity. Therefore it has degree ϕ(n) and can be written as
x − e 2πik/n .
Also, it has integer coefficients and is irreducible over Q.
Although partial results on the resultant of two cyclotomic polynomials had been known before, the first complete treatment appears in [3] . The main results can be summarized as follows:
Theorem 1 (Apostol). For m > n > 1 we have
n is a power of a prime p, 1 otherwise.
Apostol himself subsequently introduced parameters and extended this result to Res(Φ m (ax), Φ n (bx)); see [4] .
We are now going to introduce parameters in a different way. By the well-known relation (2.1)
and by Theorem 1 we see that the resultant of the polynomials
is always 1. We now change the numerators to a closely related quadrinomial which is of interest also in different connections; we define
and consider the resultant
We know that r n (0, 0) = 1; the question arises as to what r n is as a function of h and k. Experimentation with computer algebra yields
This leads us to conjecture that the resultants are always squares of polynomials d n (h, k) in the two variables h, k and, upon closer inspection, that these polynomials satisfy the recurrence relation
Rewriting this as
we observe that the polynomials x −n d n (x, y) satisfy the same recurrence relation as the Chebyshev polynomial of the second kind U n (z), with z = (1 + xy)/2x. The U n (z) can be defined by (see, e.g., [14] or [1] , Ch. 22)
Setting up x −n d n (x, y) as a linear combination of two successive Chebyshev polynomials of the second kind, we easily find the conjectured form
Another connection with the Chebyshev polynomials becomes apparent when we rewrite the polynomial q n,k as
We set z = e iθ and use the fact that
Then with 2 cos θ = z + 1/z and 2i sin θ = z − 1/z, and upon replacing n by n + 1 and z by x, we obtain
. This particular form of the polynomial q n,k motivates our main result:
where the polynomial d n (h, k) is as defined in (2.8).
We defer the proof of this theorem to Section 6. As a first application we obtain the conjectured evaluation of the resultant r n (h, k) defined in (2.4); the proof will be given in Section 5.
Theorem 3.
For n ≥ 0 we have
where the polynomials q n,k (x) and d n (h, k) are as defined in (2.3), resp. (2.5).
Discriminants
We now turn to the discriminant to obtain further surprising results and interconnections concerning the various polynomials introduced above.
From a detailed analysis, done elsewhere, of the quadrinomial x m +kx m−1 −kx−1 it follows that the value k = m/(m − 2) plays a special role. In fact, for this value of k all the zeros of the quadrinomial lie on the unit circle, and it is easy to verify that it has a simple zero at x = 1 and a triple zero at x = −1. The discriminant of the quadrinomial will therefore vanish for k = m/(m − 2). As we did with the resultant (2.4), we can ask how the discriminant behaves as a function of k. We restrict our attention to the more interesting case of even m = 2n, i.e., we will consider the quadrinomial f n,k (x) defined in (2.2). Computer algebra suggests that the discriminant always has a factor of the form
times the square of a polynomial a n−2 (k), where the first few terms of this polynomial sequence are 
Observe that the constant term of a n−1 (k) coincides with the leading coefficient of a n (k). The above is the content of Theorem 5 and Corollary 3.2.
We begin with a result that is analogous to Theorem 2 in that it implies all further discriminant results in this section. We follow Rivlin in [14] in letting D x (f ) denote the discriminant with respect to x of a polynomial f . For the precise normalization of the discriminant, its relationship to the resultant, and a few of its properties that will be useful here, see Lemma 4.3 and the paragraph preceding it.
Theorem 4.
For all n ≥ 1 we have
where
is an even polynomial in k of degree 2n − 2 with positive integer coefficients.
It will become clear from the next result that this is the polynomial of (3.1).
with the polynomial a n (k) as in (3.3).
Next we will see that this polynomial a n (x) occurs, even twice, in connection with another polynomial of Section 2.
The following lemma, which will be needed in the proof of Theorem 5, is also of interest here.
This implies immediately:
If we compare this corollary with Theorems 3 and 6, we see that, up to certain "easy" factors, the square root of the discriminant of the polynomial q n,k is the same as the discriminant of the square root of the resultant of two "neighboring" such polynomials.
We conclude this section with some further properties of the polynomial a n−1 (k), followed by an application to cyclotomic polynomials.
Corollary 3.2.
Let a n−1 (k) be as defined in (3.3) . Then the leading coefficient of this polynomial is 2 n−1 n n−3 , and furthermore
Proof. The first statement and (3.9) follow from the fact that U n (x) has leading coefficient 2 n , while (3.10) relies on the special values (see, e.g., [1] , p. 777)
We now briefly turn to three special cases of cyclotomic polynomials. Let p be an odd prime; it is easy to see (e.g., with (2.1)) that
where the second equality in each line is obvious with (2.3). Now it follows immediately from Corollaries 3.1 and 3.2 that
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To deal with (3.14), we use the property (4.14) below to get
and thus, again with Corollaries 3.1 and 3.2,
This method could be used to cover more classes of cyclotomic polynomials. However, a general formula has long been known (see [13] ):
The above remarks show that (3.8) can be considered an interpolating formula for discriminants of certain cyclotomic polynomials, in a similar way as Theorem 3 relates to the resultants of cyclotomic polynomials.
Some properties of resultants and discriminants
In this section we quote only those properties that are used in the proofs below. For the basic theory see, e.g., [18] ; a more complete treatment can be found in [7] , Ch. 12. Some relatively recent developments are discussed in [9] , and discriminants of generalized Chebyshev polynomials are studied in [15] ; there appears to be no overlap with our work. For discriminants from a special functions point of view, see [17] , [8] , or [2] , Ch. 8, especially Section 8.5. Let
be two given polynomials. Then the resultant of f and g is usually defined by the Sylvester determinant, the determinant of an (m + n) × (m + n) matrix which has the coefficients of f and g as entries; see, e.g., [3] , [10] , [7] , [12] , or [18] . We denote the resultant of f and g by Res x (f, g), or simply Res(f, g) if there is no ambiguity as to the unknown with respect to which the resultant is taken. Suppose that the zeros of f and g are α 1 , . . . , α n and β 1 , . . . , β m , respectively. Then the most important properties are Most of these properties can be found in the references mentioned above; particular care was taken in [10] in the cases where one or both of the polynomials was a constant or zero. We state two other useful properties as a lemma.
Lemma 4.1. Let the polynomials f and g be as in (4.1).
(a) If we can write
with polynomials q, r, and ν := deg r, then
Res(g, r).
Proof. (a) By (4.3) we have
and similarly,
and this, with (4.11) gives (4.9).
Then by the condition of (b) we have n = ν, and (4.10) follows from (4.9).
We remark that part (a) is stated in [12] , p. 58, for the case ν < m ≤ n; the proof, as indicated there, is identical with ours. A special case is also given in [5] . The identity (4.9) is important for the evaluation of resultants, especially when (4.8) represents the division algorithm (see [12] , p. 58). It should be noted that the convention concerning the sign of the resultant differs between [12] and the other publications cited.
We will also use the resultant of two homogeneous polynomials
The resultant of F and G, denoted by Res x,y (F, G), is defined by the same Sylvester determinant. The basic properties are identical or analogous to those of Res(f, g); for details, see [11] . Also in [11] , the following interesting and useful "chain rule" for resultants of homogeneous polynomials is derived: 
Some additional cases, where some of the polynomials are constant or zero, are also treated in [11] . An analogous result for nonhomogeneous polynomials can be found in [10] .
The discriminant D x (f ) of a polynomial f (as above) can be given in terms of a resultant by (4.13)
where f is the derivative of f . For standard properties of the discriminant see, e.g., any of the references cited above in connection with resultants. It should be noted that occasionally the discriminant is defined without the powers of −1 in (4.13).
The following properties will be needed below in Section 5; we were unable to find them explicitly stated in the literature. 
Both these identities can be easily obtained with (4.9) and (4.5); the chain rule for resultants (in the form of [10] ) is applied in the case of (4.14), and (4.6), (4.7) are used for (4.15).
Proofs of Theorems 3-6
In this section we will prove Theorems 3-6 and Lemma 3.1. Some of these proofs rely on Theorem 2 which will be proved later, in Section 6.
Proof of Theorem 3. For n = 0, 1 this can be verified by direct calculation. For n ≥ 2 we use (2.10), and we deal with the polynomials (2.9) by applying Lemma 4.2. We set
Then we define the homogeneous polynomials F, G in two variables by
The polynomials z 2 + 1 and 2z can also be changed into homogeneous polynomials of equal degrees, namely
We now use (4.12) to obtain
where the first resultant in the third row is just (2.10), and the second resultant is easy to compute directly. Next we use (2.9) and the properties (4.5), (4.6), and (4.7) to find
where we have used the fact that deg q n,h (z) = 2n − 2. This, combined with the previous string of equations, proves the identity (2.11).
Proof of Theorem 4. To simplify notation, we set
To deal with the derivative of V n (x), we use the identity
(see, e.g., [1] , p. 783). With this and the recurrence relation (2.7), used in the form
, we obtain upon simplification,
It is easy to verify that the right-hand side of this last expression is equal to
and s n (x) := (2n + 1)kx + n + 1 + nk
We can now apply Lemma 4.1(a) to (5.4), with the role of n − ν played by (n + 1) − n = 1 and b 0 = 2 n . This gives
First we deal with the left-hand side of (5.5). By (4.4) and (4.3) we have
and using the special values (3.11) we immediately get
To deal with the right-hand side of (5.5), we note that by Theorem 2,
Now it follows from (2.8) that d n (0, k) = 1; this is also clear from (2.5). Hence
Next, we need to consider Res U n (x) + kU n−1 (x), (2n + 1)kx + n + 1 + nk 2 . By (4.4) and (4.3), this expression is equal to
This, combined with (4.13), (5.5), (5.6), and (5.7), finally gives (3.3). Note that the above linear combination of Chebyshev polynomials is indeed a multiple of the denominator polynomial (n + 1) 2 − n 2 k 2 in (3.3) since for k = ±(n + 1)/n we have (n + 1 + nk 2 )/(2n + 1)k = ±1, and with (3.11) it is easy to see that U n (∓1) ± n+1 n U n−1 (∓1) = 0. The fact that a n (k) is an even polynomial follows from U n being even or odd, according to the parity of n.
Proof of Lemma
. By (4.13) we need to evaluate
we have by (4.3),
where the second equality is immediate from (2.3). Next, (5.9) and Lemma 4.1(b) give
Using (4.4) and once again (4.3), we get
as in (5.10). Combining this with (5.8), (5.10) and (5.11), we obtain
and (4.13) gives (3.7), after a straightforward calculation of the powers of −1.
Proof of Theorem 5. By Lemma 3.1 and Theorem 4 it suffices to show that
with V n as defined in (5.2). We begin with the observations that by (4.13) we have
and by (4.5),
With (4.4) and (4.3) we get
By differentiating (2.9) we obtain
and Lemma 4.1(b) gives
. The first term on the right is (5.16) Res q n+1,k ,
this can be obtained by (5.12), with (4.5) and (4.6). To evaluate the second term on the right-hand side of (5.15), we follow the proof of Theorem 3, with f (w) as before, and g(w) := f (w). Then, in the notation of the proof of Theorem 3, we have
while on the other hand (see (5.1)), the left-hand side of this is
. This, combined with (5.14)-(5.17), gives (5.13), and the proof is complete.
Proof of Theorem 6. We begin the first part of the proof by setting, for fixed y, f (w) := U n (w) − yU n−1 (w). Then, by (2.8),
with an analogous homogeneous polynomial G to f . With the "interior" homogeneous polynomials
we can once again continue as in the proof of Theorem 3; we leave the details to the reader. For the second part we set z := (1 + xy)/2x. Then y = 2z − 1 x , and with (2.7) in the form 2zU n−1 (z) = U n (z) + U n−2 (z) we rewrite (2.8) as
Finally, with both parts of Lemma 4.2 applied to this, we get
and Theorem 4 then implies (3.6).
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Proof of the main result
For the proof of Theorem 2 we use an interesting explicit expression due to Cygankova [5] . Let the relatively prime polynomials f (x) = a 0 x n +a 1 x n−1 +· · ·+a n and g(x) = b 0 x n−1 + b 1 x n−2 + · · · + b n−1 be as in (4.1) with m = n − 1, and suppose that the Euclidean algorithm
yields at every stage a quotient H k that is linear in x. Then we may write H j = p j x + q j (j = 0, 1, . . . , n − 1). Also, R j is then a polynomial of degree n − 2 − j (j = 0, 1, . . . , n − 2). Under these conditions we have Lemma 6.1 (Cygankova) . With assumptions and notations as above, we have
A proof of this result can be obtained by iterating Lemma 4.1(a). We now prove two more lemmas. We begin with a property of the polynomials d n (h, k) defined in (2.5); note that (2.8) is an equivalent definition.
Lemma 6.2.
For n ≥ 1 we have
Proof. We use the identities (6.5) valid for n ≥ 1, resp. n ≥ 2. (6.4) is easy to prove by induction, using the recurrence relation (2.7); it can also be found, e.g., in [14] , p. 40. (6.5) now follows immediately from (6.4), again using the recurrence relation.
For n = 1, (6.3) can be verified by direct calculation. For n ≥ 2 we use (2.8); then upon expanding, collecting terms according to powers of y, and using (6.4) and (6.5), the left-hand side of (6.3) becomes
The main ingredient in our proof of Theorem 2 is the following explicit evaluation of some of the terms in the Euclidean algorithm (6.1). For convenience, we define
, and consider the Euclidean algorithm (6.1), with f, g,
for 0 ≤ j ≤ n − 2, and
Proof. We shall verify by induction on n that all the rows of (6.1) are valid when each symbol has a superscript of (n + 1). For n = 2 we have f (2) 
We furthermore note that R (n) n−3 = g in this case, so we see that the two relevant rows in (6.1) are satisfied. When n = 3, we have f
Furthermore, (6.6) and (6.8) are H
, respectively, and with this we easily verify the first row in (6.1). Next, we have H
, and this satisfies the second row of (6.1). Finally, (6.9) is H 3 , and we can check that the last row in (6.1) is satisfied. Now we suppose that the lemma holds for some n − 1 and n, where n ≥ 3. We use the fact that H (n) j does not depend on n as long as j ≤ n − 2, and subtract the lines of (6.1) for n − 1 from 2x times the corresponding lines of (6.1) for n:
n−3 . By definition and (2.7) we have
and we set, for 0 ≤ j ≤ n − 3,
This gives the first n − 2 rows of the Euclidean algorithm for f (n+1) and g (n+1) . For (6.10) to be completely consistent with (6.1) for n + 1, we still have to verify the equations (6.13), (6.14), and (6.15) below, in which H
n−2 , and R (n+1) n−1 are given by (6.7)-(6.9) with n replaced by n + 1. In other words, we have to verify that the penultimate equation of (6.10) has the form
that the final equation of (6.10) has the form (6.14)
n−1 , and finally, for the last row of the f (n+1) , g (n+1) algorithm, i.e., the last row of (6.1), that we have
n−1 . We begin with (6.13); it simplifies to
We use (6.6)-(6.9), and after canceling all the obvious terms we have
The powers of −1 all combine to −1, and by Lemma 6.2 the terms in brackets on the left-hand side equal −d 2 n−2 ; this verifies (6.13). Similarly, (6.14) can be rewritten as
The coefficients of x
2 on both sides are immediately seen to be equal, and the coefficients of x and the constant coefficients are equal by Lemma 6.2. Finally, (6.15) is easily verified with (6.7)-(6.9). This completes the induction, and we have shown that f (n) (x) and g (n) (x) lead to the Euclidean algorithm (6.1).
We are now ready to prove Theorem 2. We use (6.2) with g = g (n) , f = f (n) as defined in Lemma 6.3. Since U n (x) = 2 n x n + . . . , we have a 0 = 2 n . Let (6.16)
We show by induction that, for n ≥ 1,
Indeed, we have P 1 = 1/p 0 = 1/2 = (1/2)d 1 . Next, suppose that (6.17) holds for some n ≥ 1. Then, by (6.16), Finally, (6.17), (6.16), and (6.2) together prove (2.10), and we are done. Note that, by (4.4), interchanging the order of the arguments in the resultants in (2.10) and (6.2) does not change the sign in this case.
Some consequences
We first note that Lemma 6.3 immediately gives a finite continued fraction expansion of f (n) (x)/g (n) (x). Interesting special cases could be derived by particular choices of the parameters h, k and the variable x. There are well-known close connections between orthogonal polynomials and continued fractions (see, e.g., [17] ); we will not pursue this further in this paper.
We now derive some easy special cases of Theorem 2. It is clear from (2.8) that y = 0 leads to a simplification. Next we use the well-known relation connecting the Chebyshev polynomials of both kinds, namely T n (z) = U n (z) − zU n−1 (z) (see, e.g., [1] , p. 777). Considering (2.8), this suggests that the case k = (1+hk)/2h, which is equivalent to hk = 1, plays a special role. Indeed, we easily obtain is an immediate consequence of (3.2) and (3.9). Finally, as a curiosity, both the Fibonacci numbers and the Lucas numbers can be obtained as resultants. Indeed, if we use the well-known relations
(see, e.g., [14] , pp. 61 f.), then Corollaries 7.1 and 7.2 immediately imply the following formulas.
Corollary 7.3. For n ≥ 2 we have
Res U n (x), U n−1 (x) − iU n−2 (x) = (−1)
Res U n (x) + i 2 U n−1 (x), U n−1 (x) − 2iU n−2 (x) = (−1)
