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Abstract. This paper presents a minimally intrusive real-time gaze-tracking pro-
totype to be used in several scenarios, including a laboratory stall and an in-vehicle
system. The system requires specific infrared illumination to allow it to work with
variable light conditions. However, it is minimally intrusive due to the use of a care-
fully configured switched infrared LED array. Although the perceived level of illu-
mination generated by this array is high, it is achieved using low-emision infrared
light beams. Accuracy is achieved through a precise estimate of the center of the
user’s pupil. To overcome inherent time restrictions while using low-cost processors,
its main image-processing algorithm has been distributed over four main computing
tasks. This structure not only enables good performance, but also simplifies the task
of experimenting with alternative computationally-complex algorithms and with al-
ternative tracking models based on locating both user eyes and several cameras to
improve user mobility.
Keywords: Eye-tracking, cluster computing, real time distributed applications,
parallel image processing, MPI, embedded systems
1 INTRODUCTION
Automatic eye gaze direction tracking by means of non-intrusive methods is con-
sidered a major interest research area since it started to become feasible in the
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nineties [1, 2]. Gaze tracking is being proposed as the supporting technology for
real applications in multiple fields, ranging from monitoring systems for analyzing
human behavior [3] to different kinds of human-computer interfaces, both for con-
ventional computers [4], and for helping persons with motor disabilities [5]. With
current commercial of-the-shelf computers, gaze tracking can be implemented in
a cost effective manner.
In the past years and due to real-time constraints and the computational load
inherent to tracking the considerable freedom and speed of movement of the human
eye, the need for developing parallel systems allowing the execution of real-time
image processing algorithms arose [5, 6, 7]. On the other hand, parallel systems
are easier to configure, build and program than ever, and only require very low
power as well as being sufficiently small to be incorporated into a conventional
vehicle dashboard, or just below a TFT monitor in front of a computer user. These
observations led the autors to work on the design and development of a parallel low-
power and minimally invasive real-time eye gaze tracking system, which is the main
objective of the system described in this paper. The system is based on performing
a real-time analysis of images taken by conventional video cameras and real-time
control of a pan-tilt unit to track the user’s head movements.
There are multiple potential uses for the proposed system, the first being a lab-
oratory stall for performing experiments on point of gaze fixations, and including its
use as the basis for an in-vehicle system for analyzing car drivers’ behavior under
different stress conditions. The laboratory stall can be used as an experimental pro-
totype for building gaze-based interfaces or for other similar functions. The authors
are also considering other applications such as those described in [8, 9], e.g. guiding
a TV camera based on the point of gaze of the operator while watching a football
or tennis match.
In this paper we describe a minimally intrusive or remote [6] low cost eye track-
ing system aimed at solving certain problems not often described in the literature,
mainly:
• Ensuring the trial subject is not exposed to unnecesary levels of infrared light.
Potential harm could be caused by infrared eye trackers, due to excesive exposure
to non-visible light. Some proposals use natural light to avoid this problem.
However, their use is restricted to stable light conditions. The proposed eye-
tracker is aimed at working inside a conventional vehicle where highly variable
light conditions are usual.
• Allowing the system to be scalable to be supported by low-cost parallel hardware.
Although one of the components used in the initial version, a highly luminous
pupil camera, cannot strictly be considered a low-cost device, it was used to
allow working with extremely low-power infrared pulses.
The rest of this paper presents a brief overview of other eye tracker proposals,
followed by a section giving a general overview of the proposed system. This is
followed by three sections about the system architecture and design considerations
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for process decomposition and temporal requirements. The next section looks at
implementation characteristics and the integration of the system. Finally there is
a section devoted to explaining results obtained from field trials, including a brief
introduction to the basis of the calibration process.
2 STATE OF THE ART
Eye tracking systems are based on mathematical models that connect eye images
being captured in real time with the gaze direction at which the subject is looking
at the corresponding instant [10, 11]. Eye trackers can be based on natural light
conditions [12] so they are actually non-intrusive systems. However, these systems
do not behave well under variable light conditions. The usual alternative to solve
these problems is the use of infrared illumination. Infrared eye trackers are usually
considered non-intrusive. However, it is more precise to classify them as low or
minimally intrusive systems, because of the direct infrared light projection on the
trial subject’s eyes. In this sense, a measure of the intrusiveness factor is the infrared
light energy reaching the trial subject’s eyes.
Several minimally intrusive eye trackers have been described in the literature,
based on the use of single or dual cameras and developed as academic or commercial
systems. For example, [13] and [14] describe very low-cost systems with the infrared
emitter integrated in the camera or located very close to it. None of these systems
take into account the infrared power emitted to the person’s eyes.
As regards algorithms, some proposals are analyzed in [15] and [16]. A com-
parison of five pupil center detection algorithms, including a preliminary version
of the present proposal [17], is shown in [18]. Challenging lighting conditions are
considered in [13], where a cascaded classifier for dark and bright pupil images is
presented.
Finally, two of the more thorough descriptions of eye gaze tracking experimenta-
tion systems are found in [19] and [20]. In both cases, infrared illuminators are placed
in the four corners of a rectangle facing the user. The paper by Yoo et al. [19] in-
cludes a complete study of the theoretical foundations and describes a system whose
setup is somewhat similar to the prototype shown in the present authors’ previous
work [17]. However, it uses only a single LED for each corner while in the work de-
scribed here it was decided to use a switched LED array in order to take advantage of
the fact that although the perceived intensity generated by this array is higher, it is
in fact achieved using low emission infrared light beams. The other in-depth descrip-
tion by Noureddin et al. [20] includes a simple but interesting observation relating to
the three tasks necessary to support a complete video-oculographic system: camera
orientation control to compensate for natural head movements, detection of the fea-
tures of each image for parameter extraction, and mapping the derived parameters
to a problem space.
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3 GENERAL OVERVIEW
The proposed gaze tracking system is designed for use inside a conventional car to
track the eye gaze of the driver. The system consists of the following main com-
ponents, which are briefly described below: two cameras with their corresponding
frame-grabbers, four infra-red illuminators, a pan-tilt unit, and a four-PC cluster.
The main camera captures an image of the user eye from which the point of gaze
is obtained. In order to improve point of gaze accuracy, a narrow field of view (NFV)
camera pointing directly at one of the user’s eyes is used. This camera has been
mounted on a pan-tilt unit conveniently driven to track the eye for compensating
head movements. When the eye leaves the field of view of the camera due to a sudden
head movement, a tracking error is produced. In order to quickly recover from this
error, a second wide-field-of-view (WFV) camera is used. The WFV camera gathers
images including the face of the user. Using the WFV camera images, the eye is
located and the NFV camera is repositioned to center the eye in its field of view.
Two main approaches are reported to be used in face identification algorithms: local
feature-based methods and global methods [21]. Some authors detail how to locate
precisely both user eyes from a face image using local methods [22, 23] and establish
it as a crucial step for many applications [24, 25]. However, the approach taken while
designing the system described in this paper does not require such a high precission
but instead it requires high speed. The method used in our prototype for locating
the eyes only acts as a helping-aid to the estimation of the eye gaze direction and
is commonly classified as a local feature-based method in face based identification
algorithms.
Figure 1. Prototype installation
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Figure 1 shows a general view of the system prototype including the four illu-
minators, the NFV video camera, and the WFV camera.
The NFV camera is an infrared sensitive 1/2” Sony CCD-IR XC-EI50 with
a 75 mm lens and a 2X focal extender, mounted on a Direct Perception PTU-46-
17.5 pan-tilt unit. Tracking is controlled from one of the PCs via RS-232. To have
sufficient depth of field to maintain focus with small movements of the head the
F-stop has to be set over 5.6. Due to this restriction, together with the long focal
length (150 mm) a very sensitive sensor is needed, so a camera with a CCD sensor
(instead of CMOS) has been chosen.
The WFV camera, used to obtain the image of the face, is a low cost 1/3” board
camera (S130312), also infrared sensitive, with automatic electronic shutter.
A configuration with four L-shaped infrared illuminators has been defined for
the system to obtain an eye image containing at least one valid glint. The specific
shape of the illuminators facilitates glint identification. The iris center and radius
have to be determined in order to reject the glints located near its border due to
distortion. Figure 2 shows two images with glint distortion.
In order to minimize the influence of external illumination variations, which are
unavoidable in a conventional driving session, the NFV camera electronic shutter,
working at the speed of 1/2 000 s, has been synchronized with the illuminators work-
ing in pulsed mode (500 microseconds illumination flashes per frame). The system
is suitable for working outdoors because the pulsed infrared illumination can be
much higher than the ambient light (even with the sun shining above), maintaining
the average illumination power at a level which avoids damaging the eye, following
ophthalmologic recommendations [30, 31] and working well below dangerous levels.
Figure 2. Eye images with glint distortion
4 SYSTEM ARCHITECTURE
From the point of view of system architecture, as the initial main application for
this system was the analysis of driver behavior inside a conventional but sensorized
vehicle, the mini-ITX format was chosen for the processing hardware. However,
as a single processor is incapable of supplying the required processing power, the
system has been based on a small cluster. As an added benefit, this also allows
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to develop an upgradeable system for experimenting with more complex images
(larger, with more bits per pixel) and more complex image processing algorithms.
Therefore, a PC cluster based on four low-power 1 GHZ C7-nanoBGA2 processors,
running Linux Fedora Core was chosen to run the application. The cluster is con-
nected by a Gigabit-Ethernet and MPI is employed as communication development
support [26, 27, 28]. This architecture is flexible, thus allowing to extend the scope
of the research, e.g. tracking the point of gaze using the information from both eyes.
5 PROCESSES
The gaze tracking system developed is based on three conceptually independent
processes, which can be associated to the three specific devices used: the NFV
camera pointing at one of the user’s eyes, the WFV camera taking images of an area
including the face of the user, and the orientating device that allows the NFV camera
to follow the eye (pan-tilt unit). The associated processes are as follows:
Point of gaze detection. This consists of the following conceptually sequential
phases:
• PG 1. Determining the pupil center and the iris radius in the NFV camera
image.
• PG 2. Identifying the representative point of each glint produced on the eye
by the infrared illuminators.
• PG 3. Estimating the point of gaze, based on the pupil glint vector deter-
mined during previous phases.
The last phase, in which the point of gaze is estimated, is based on a set of
parameters previously obtained by means of a calibration process (see Section 9).
It has to be performed at the beginning of the session and every time the system
user changes.
Eye tracking. The eye of the user has to remain centered in the image taken by
the NFV camera. Eye tracking consists of the following phases:
• ET 1. Identification of the pupil center in the NFV camera image. If the
pupil can be located, the system goes directly to phase ET3.
• ET 2. If the pupil could not be located in ET1, this process returns to the
main program and the control signal for the pan-tilt unit is generated from
the information given by the eye position detection process.
• ET 3. Computation of the deviation of the pupil center with respect to the
image center.
• ET 4. Generation of the signal to control the pan-tilt unit as a function of
the deviation computed in ET3. This deviation is used as the error signal
for a PID control system.
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Eye position detection. This process locates the user’s eye previously used for
tracking in the WFV camera image. It consists of the following phases:
• ED 1. Delimitating the user’s face and identification of both user’s eyes in
the WFV camera image.
• ED 2. Calculating the coordinates of both eyes.
• ED 3. Selecting the eye previously tracked.
• ED 4. Determining the coordinates to feed the tracking system, in order to
place the user’s eye in the center of the NFV camera image.
The last phase, in which the coordinates are determined, is based on a set of
parameters previously obtained by means of an additional calibration process
(see Section 9).
6 TEMPORAL REQUIREMENTS
The three above-mentioned processes could be analyzed independently, although
from this brief description it transpires that a very clear connection exists between
them. Moreover, it is convenient to delimit the most computationally demanding as-
pects, in order to properly dimension the system and determine if a parallel solution
is needed [17].
Firstly, it can be observed that both the point of gaze detection and the eye
tracking control processes include the pupil center identification phase (using the
NFV camera image). A priori, sharing this phase between both processes might
seem useful; but taking into account that the eye tracking process chiefly needs to
be as fast as possible without requiring high accuracy for pupil center identification,
the authors opted for separate implementations for the gaze detection and the eye
tracking processes.
Eye tracking uses a downsized image to reduce computing time and speed up
recovery from tracking errors.
Point of gaze detection requires working with high resolution images to obtain
high accuracy, making it an expensive task. However, determining the exact point
of gaze is the final objective of the whole system and in this sense, it is the most
important process.
Focusing the analysis on the point of gaze identification process, two NFV ca-
mera working modes can be established:
Frame mode. In this mode a complete frame (two interlaced fields) is captured
by the NFV camera. Once such frame has been processed, the calculated point
of gaze is considered to be the point of gaze for the instant in which the frame
was captured. As CCIR European standard cameras and acquisition systems
are being used (interlaced images, 2 fields, 25 Hz frames), tasks associated with
processing each frame must be performed in less than 40 ms. Using conventional
CCIR frame grabbers and capturing with 256 gray levels, the information to be
processed every 40 ms corresponds to an image of 768x576 bytes.
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Field mode. In this mode, just a single image field has to be acquired before
performing its processing and obtaining the point of gaze associated to that
field. As a new field is obtained every 20 ms, this is the maximum time available
for performing the whole processing needed to obtain the point of gaze. Using
conventional CCIR frame grabbers and capturing with 256 gray levels, 768×288
byte images are generated.
From the above-mentioned data, it follows that computational requirements are
similar in both cases, because although in field mode there is only half the time
available for processing, this is offset by the fact that only half the amount of pixels
have to be processed. On the other hand, field mode gives a better temporal reso-
lution, because the point of gaze can be determined at twice the frequency of frame
mode. Moreover, focusing the attention on the eye tracking process, this double
frequency in the results considerably enhances control, avoiding a high percentage
of the potential tracking losses when working in frame mode. Despite these consid-
erations, the current system works in frame mode, due to limitations of the frame
grabber driver being used.
7 IMPLEMENTATION
In the next sections the system implementation is described focusing on the three
processes described in Section 5.
7.1 Point of Gaze Detection
The most complex phase in the point of gaze detection process in terms of the
amount of processing power required corresponds to the identification of the pupil
center. That is because different filters have to be applied in order to obtain accept-
able results when locating the pupil and identifying its center. Some of these are
applied over the whole image, while others are only applied to a subset of its pixels.
The objective of applying these filters is to minimize both the FAR (“false accep-
tance rate”, i.e. the percentage of frames in which the pupil has been erroneously
identified) and the FRR (“false rejection rate”, i.e. the percentage of frames in which
the image is discarded because a pupil has not been detected despite being present).
The current system (low power 1GHZ C7-nanoBGA2) requires nearly 85 ms for this
detection phase, including the accurate location of the pupil center once it has been
identified.
In this process, the pupil center is estimated by determining the pupil mass
center (without the glints) and the iris radius is estimated by determining the edge
of the iris. Next, a blob analysis inside the iris is performed, in order to locate all the
visible glints fulfilling certain criteria. The glints are then sifted to identify genuine
glints.
Once the pupil center and the position of the glints have been determined, the
point of gaze is estimated using the pupil-glint vector and the parameters of the














Figure 3. Processing stages associated to point of gaze detection: a) Determining pupil
contour and center, b) Determining the radius of the iris, c) Summary of processing
stages
model, obtained by means of a previous calibration. The pupil-glint vector is de-
fined by the pupil center and the location of a single glint. Using four infrared
illuminators assures to have at least one valid glint even if some glints are dis-
torted (see Figure 2), but only one vector at each time is used to determine the
point of gaze. If the calibration process has been done correctly there should be
very small differences when using different glints. The calibration procedure is ex-
plained in Section 9 although it is explained in more detail in [17]. The time spent
in this phase to determine the point of gaze is almost negligible, a few microsec-
onds.
To determine the point of gaze, its coordinates (XG, YG) and the components
of the pupil-glint vector (dx, dy) have to be correlated. Their relationship depends
on the eye geometry and on the relative position of the eye with respect to the
glint and the point of gaze. This correlation can be determined (if enough pairs
[(dx, dy), (XG, YG)] are available) by means of a polynomial regression, using a func-
tion that generates the regression matrix R and the coefficients. As the eye and
head parameters differ for different users, a set of parameters have to be determined
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in each case. Therefore a calibration procedure has been established to obtain the
necessary pairs (dx, dy), (XG, YG) that allows the determination of the parameters
(Section 9).
Figure 3 shows the different processing phases applied to each image in order
to detect the point of gaze. Note that the required accuracy in the identification



















C) Temporal data partition




































Figure 4. Parallel processing models considered
7.1.1 Parallelization
The process associated to the NFV camera images needs more than the 40 ms avail-
able. Although the required processing power could be obtained by using a con-
ventional high performance computer, the embedded systems usually used on board
of mobile platforms, such as vehicles, have a reduced performance and low power
consumption (see Section 4). Therefore, it was decided to parallelize the processes
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associated to determining the point of gaze. Besides, a parallel system with a higher
processing power than required is useful for experimenting and pursuing more am-
bitious goals.
Considering the characteristics of the processing involved (basically image fil-
tering) and the difference between the time available and the time required by the
process (a factor in the order of 2 to 4), the parallel approach could either in-
volve a pipeline model or spatial data partition (for example, with 4 sub-images) or
even temporal data partition (each processor works with the data corresponding to
a given time, that is, to a full image). Figure 4 shows the models considered. The
temporal data partition model has been chosen for the proposed system because it is
simpler than spatial data partition. Temporal partition avoids splitting images and
joining results. Splitting images creates additional challenges because the pupil and
iris shapes are lost and the glints may not be together. Each slave has to analyze
an unknown part of the eye. Joining the results also adds complexity as several
pupil centers may be identified by the different slaves and the master would have to
discard the wrong ones.
There is a master and three slave processors. The master distributes complete
eye images among the slaves using MPI (actually OpenMPI 1.3). This means that
each slave computer performs the complete algorithm with an independent full-sized
image, which has been captured at a different time (every 120 ms).
The task distribution is as follows [29]:
• Every 40 ms the master performs three tasks: first, it delivers the image through
the gigabit network to a slave PC, which lasts 5 ms, then it processes the eye-
tracking algorithm, which lasts 10 ms, and finally it receives the pupil center
coordinates.
• The three slave PCs carry out the point of gaze task, which lasts 85 ms.
A point of gaze estimate is obtained every 40 ms but with a global delay of
120 ms (three full-size images are processed every 120 ms).
When the eye-tracking process loses the eye, the master starts an additional
task before receiving the pupil center coordinates: the eye detection algorithm.
This process adds 5 ms (Table 1). However, this fact does not produce any delay in
the tasks of the next cycle, and if the eye can be found in the WFV camera image,
the system will recover from that tracking error.
The processing model which the system is based on implying that the master
process has to maintain information about as many images as slave processors that
have been defined plus one (all the images that are being processed by slave nodes
and the one being acquired by the WFV camera). The characteristics of that infor-
mation depend on the final use of the system. For example, if the system is used for
studying the behavior of a vehicle driver in a conventional driving session, it would
be enough to store the timestamp of each image capture. Later, once the point of
gaze coordinates have been obtained, they will be associated to their timestamp. On
the other hand, for a laboratory installation where the tracking results have to be
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Figure 5. Pupil center and glint identification
displayed, storage of the whole image may be needed (this is the worst case scenario
in the current implementation), in which case the image is overlayed with the marks
corresponding to the pupil center and glints obtained (Figure 5). Thus, the results
are displayed with a delay of three frames with respect to the image capture time.
From a practical point of view, for example, in the case of implementing a user in-
terface based on this system, a delay of up to five frames (200 ms) can be considered
valid.
7.2 Eye Tracking
Eye tracking is based on a very simple concept: maintaining the pupil at the center
of the NFV image, i.e. controlling the camera orientation in such a way that its axis
is aligned with the pupil center.
The main objective of this phase is to determine the pupil center (because the
image center is already known), so as to identify the tracking error and use it to feed
the position control system. A critical aspect to obtain an adequate position con-
trol is the sampling frequency, i.e., the frequency of generation of the error signals
feeding the control algorithm (a modified PID). Therefore, the previously described
procedure for computing the point of gaze is inadequate, as this would imply ob-
taining the pupil center with a delay of several frames with respect to the actual
time in which the measure was taken.
Moreover, the eye tracking process does not require high accuracy in determining
the pupil center, and it is preferable to focus efforts on obtaining this value at full
frame rate, albeit with a small margin of error.
The solution adopted saves time by processing the image locally. Eye image reso-
lution has been downsized to 192×144 pixels, a value allowing the whole processing
required to be completed by a single processor in less than the frame capturing
time.
This time limitation is actually harder to tackle, because the same processor
has to execute other functions in the same time interval. Also, the situation could
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become more complex in the future if fields are used instead of frames, because,
although image resolution is halved, the processing time available is also halved (see
Section 6).
Figure 6 shows the processing phases performed with each image to control eye







Figure 6. Processing stages of the eye tracking process
7.3 Eye Position Detection
The process for detecting the eye position in the image provided by the WFV face
camera is initiated whenever a tracking error is produced, i.e. the pupil disappears
from the NFV eye camera image. It must be considered that in the current configu-
ration a cycle corresponds to the time taken to capture an image frame, but if fields
were used, it would correspond to the time taken to capture an image field.
On the other hand, the system should respond properly when an error occurs.
In this system, the response to a tracking error consists in repositioning the pupil in
the center of the NFV camera image. It must be taken into account that tracking
errors can be relatively frequent, due to sudden head and eye movements and to
slow blinking. These errors are inevitable and not indicative of the global system
quality.
Two implementation alternatives were considered for the eye position detection
process: the first one is based on parallelizing the process of detecting the eye in the
face image. The second one consists in executing it on the master processor once
the size of the problem has been reduced. As the tracking process does not require
high accuracy, the second alternative was chosen.
Figure 7 shows the processing phases performed to estimate the position of both
eyes starting from the WFV camera image. An example with results obtained from
this process is also shown in Figure 7.
8 SYSTEM INTEGRATION
The three processes on which the gaze tracking system has been based must cooper-
ate, in the sense that they share input information (eye images are shared between
the point of gaze identification and eye tracking processes) and output information













Figure 7. Face analysis for eye location: a) Eye location processing stages, b) Application
example
(correct detection of the pupil determines if the tracking system is fed with the
information generated by the tracking process or by the eye detection process).
An initial prototype of the system has been implemented and a simple appli-
cation, whose only purpose is the functional validation of the system, has been
employed as a workbench.
Implementation has been based on temporal data partition. Figure 8 shows
a general view of the system with the different processing and communication tasks.
Table 1 shows some of the time measures taken for different phases of the sys-
tem, obtained by instrumenting the program code with system calls to measure the
elapsed time with microsecond resolution.
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Figure 8. Temporal data partition of processing tasks
FUNCTION time (µs)
Available between frames 40 000
Master tasks < 20 000
– Image transmission (1 Gb/s) 5 000
– Eye tracking 10 000
– Eye position detection 5 000
Response reception (1 Gb/s) < 40
Slave tasks < 90 000
– Image reception (1 Gb/s) 5 000
– Point of gaze detection 85 000
Response transmission (1 Gb/s) < 40
Total processing of each image < 120 000
(3 frames)
Table 1. Processing and communication times in the parallel system
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9 CALIBRATION
The application tries to identify the point of gaze over a uniformly colored panel
which is presented to the user carrying out the experiment. First of all, a calibration
process is performed using the interface, and later the accuracy of the system is
evaluated.
The calibration process consists in repeating a process in which the user moves
the pointer to an arbitrary point of the screen which will be considered the calibra-
tion point; next, fixing the gaze on that point, she/he clicks a mouse button. The
system will identify the position of the point on the panel, as well as the pupil center
and the position of the glints in the eye image.
Once this process has been repeated for a predetermined number of uniformly
distributed points a polynomial regression is performed to obtain the parameters of
the model. At least nine points must be used but defining a higher number of points
would provide a more precise calibration. Once the system has been installed in the
car, the callibration points will be located on the windshield and the dashboard,
and a scene camera will be used to establish the correlation between the user gaze
and the position of the callibration points.
10 RESULTS
Once the system has been calibrated, it is ready to be used for trials. In order
to get useful feedback about experimental results, a graphical application has been
developed to show the images and their analysis. Using this application, the user
can place the pointer on any panel position, fix his/her gaze on that point direction,
and finally click a mouse button. The system identifies the estimated point of gaze
based on the model parameters and on the pupil-glint vector. Both the actual and
the estimated point of gaze are represented in the same window, thus allowing the
user to see the estimated error.
Figure 9 shows the application interface and some characteristic results obtained
with the current system. Each line in the result images represents the error, i.e. the
distance between the estimated point of gaze and what the user has determined as
her/his actual point of gaze.
The dispersion observed in the results, specifically near the lower end of the
figure, is due to a calibration problem: this phase is critical for achieving accuracy
in the global process of identification of the point of gaze. If any of the calibration
points is stored with an error (due to a lack of concentration on behalf of the user) it
will affect all of the system estimates, especially those in the vicinity of the erroneous
calibration point.
The results of experiments carried out with this system and with different people
acting as subjects are summarized in Table 2.
The calibration method developed for this system helps the user to discard
those calibration points classified as unacceptable by the system. Once properly
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Figure 9. Interface and results obtained with the test application: a) application interface,
b) results for incorrectly and well calibrated experiments
Calibration quality Abs ERR Rel ERR
Good X-axis Good Y -axis 20 pixels 2.5 %
Good X-axis Bad Y -axis 180 pixels 22 %
Bad X-axis Good Y -axis 220 pixels 27 %
Bad X-axis Bad Y -axis 285 pixels 35 %
Table 2. Experimental results
calibrated, the system can be used as an interface for other applications providing
consistently reliable results.
11 CONCLUSIONS
A complete prototype of a distributed, real-time, and non-intrusive gaze tracking
system has been developed. The chosen hardware, four low-power C7-nanoBGA2
processors, is cheap, standard and can be easily installed inside a vehicle, while the
distributed computing solution provides enough processing power to obtain good
quality results. The system determines the point of gaze from the pupil-glint vector,
using sub-pixel estimates of both the pupil center and the glint position. Four
infrared L-shaped illuminators, synchronized with the NFV camera shutter, allow
the eye gaze to be determined, even at extreme eye or head angles. The prototype
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has been tested for many users, showing that it works properly, and it has a high
potential for use in other applications.
Several aspects of the system are being modified to improve its robustness in
adverse conditions. Among others, the following improvements are being carried
out or are under consideration:
1. The calibration process is being modified to improve the accuracy of the system.
Also the calibration process for both cameras will be unified by making adequate
use of the information obtained with them.
2. As the point of gaze is determined from a single pupil-glint vector, the user’s
head movements towards and away from the camera can introduce some error.
The four infrared illuminators can be used to implement a pupil center-multiple
glints method to eliminate the influence of such head movements.
3. Substitution of the tracking mechanism by a mobile mirror placed on a gimbal
and reprogramming of the control system. The mirror is much lighter than the
camera with its lens, which should lead to a significant improvement in tracking
precision.
4. The proposed system currently works in frame mode due to limitations of the
frame grabber driver being used. The frame grabber driver is going to be re-
placed and the software is going to be adapted to use field mode instead of frame
mode (double tracking frequency).
5. Refinement of the algorithms that determine the pupil center, improving accu-
racy.
6. In the near future more complex processing functions will be incorporated to
make the system more robust. Identifying the point of gaze based on both eyes
is another interesting approach.
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