In this study we have developed a conjunction model, WGP, of discrete wavelet transform (DWT) and genetic programming (GP) for forecasting river floods when the only data available are the historical daily flows. DWT is used for denoising and smoothening the observed flow time series on which GP is implemented to get the next-day flood. The new model is compared with autoregressive (AR) and stand-alone GP models. All models are calibrated and tested on the Kosi River which is one of the most devastating rivers of the world with high and spiky monsoon flows, modeling of which poses a great challenge. With different inputs, 12 models, four in each class of WGP, GP and AR, are devised.
INTRODUCTION
Floods kill more people and destroy more property every year than any other type of natural disaster. According to the estimate by the World Resources Institute, India has a larger percentage of population exposed to flood damage than any other country of the world. Bangladesh, China, Vietnam, Pakistan and Indonesia are other countries with significant percentages of their population at flood risk.
Additionally, it is worrying that climatic change is increasing the frequency and severity of extreme events (Li et al. ) .
However, flood damage can be considerably reduced if their occurrence is predicted reliably in advance. Authorities require a timely and reliable estimate of any impending deluge to devise appropriate action plans. Numerous models developed for flood forecasting in the last decades broadly employ three approaches: conceptual, statistical, or artificial intelligence. Although the conceptual approach has an apparent physical concept and consistent accuracy, its heavy hydrometeorological data requirement is a deterrent to its use. The statistical approach, on the other hand, is simple to formulate and execute, but does not give satisfactory results as it is static and deficient in revealing the nonlinear relationship that may exist between the affecting variables. In comparison, models based on artificial intelligence, such as artificial neural networks (ANN), have the ability to learn the fluctuating relationship between the input and output without knowledge of the physical processes occurring within the system; however, their inability to produce an explicit model for use of other investigators is a clear disadvantage. In addition, their optimal structures are hard to determine and the network solutions are easily trapped in local optima.
Genetic programming (GP), however, is a recently developed evolutionary computing technique which generates a transparent and structured representation of the studied system (Koza ) . It is free from the deficiencies of () implemented WGP for flow forecasting in the small River Filyos in Turkey and showed it to be more efficient than autoregressive moving average and ANN models.
In the present work, a novel model combining DWT and GP is developed for predicting the next-day Kosi flows for the monsoon period at Baltara gauge site (India) where the only records available are the previous day's flow rates. The motivation for using the WGP conjunction model arises from the fact that the wavelet analysis captures the nonstationary and seasonal effects of the flow time series and the input parameters are minimized based on sensitivity analysis through the GP framework (Nourani et al. ). As mentioned above, only limited literature is available in which wavelet transform has been combined with GP for stream flow forecasting in small rivers. However, this should be perhaps the first time that WGP has been evaluated for flood forecasting in a large river like the Kosi, which has a highly undulating monsoon flow that is marked by drifts, trends and abrupt changes.
MODELS Autoregression
The stream flow on any day is correlated with the flows on preceding days. The order of an autoregressive model is the number of immediately preceding values in the time series that are used to predict the current value. An n th order autoregressive model, ARn, is represented by:
where B i are the autoregression coefficients evaluated using the least squares method, y i is the time series under investigation and ε t is the residue term which is assumed to be the Gaussian white noise.
Discrete wavelet transform
The w.r.t. the mother wavelet/basis function φ(t), is given by
The conjugate functions φÃ t À b=a ð Þ are derived by scaling the mother wavelet by 'a' and translating it by 'b'.
However, as flow in a river is measured at intervals and hence discontinuously, a DWT instead of continuous wavelet transform is more suitable. In addition, DWT alleviates the computational burden by adopting the dyadic scheme in which at every step, the scale and step spacing between wavelets is increased by a factor of two, i.e. in the first pass wavelets of unit scale with unit space between them are chosen, while in the second pass wavelets of double scale and double space between them are chosen, and so on. The dyadic scheme of discrete time series decomposition is illustrated in Figure 1 . Thus, for a discrete time series x(t), the dyadic DWT is given by
where T a,b is the coefficient for the DWT and N is the signal length.
In this work, the time series is decomposed using the The original signal can again be regained by adding all the detail subtime series and the approximation subtime series of the last resolution level.
Genetic programming
GP is a comparatively new machine learning method that randomly generates a population of computer programs.
These programs are potential candidates for solution. The fitness, i.e., suitability of each generated candidate for solution, is evaluated. The 'fit' candidates are kept and 'misfit'
candidates are removed from the next generation. In addition, some new candidates are formed randomly by changing (mutation) or swapping parts of the other candidates (crossover). The process is repeated until the generated programs of the newer generation meet the objective of minimizing the root mean square error between the observed and the predicted flows for the derivation dataset.
Although GP and genetic algorithms (GA) have similar working structure, GP has some distinct advantages over GA. While GA has a fixed length, meaning the resulting function has bounded complexity, GP inherently has a variable length making it more flexible with no bounded complexity. Furthermore, GA relies on operator precedence which could be seen as a limitation, whereas GP uses an explicit structure to avoid operator precedence (Kisi & Shiri ) . The books by Koza () and Banzhaf et al.
() have given a good description of GP.
Discrete wavelet transform -genetic programming (WGP)
The WGP is an integration of DWT and GP. DWT is used for denoising the flow time series. This is done by decomposing the series by DWT into approximation and detail subtime series. Generally, the detail subtime series on the first resolution level, i.e., D 1 , is found to be the noisiest and least correlated subtime series with the original series (Kisi & Shiri ) . Therefore, by deleting D 1 and recombining other wavelets, a wavelet-smoothened series is formed. This transformed series is the input for the GP implementation.
The working arrangement for WGP is shown in Figure 3 .
DATA Kosi river
The monsoon floods are a recurring hazard in Eastern India.
The Kosi river, in particular, causes widespread human suf- Table 1 .
As the first step, the observed flow time series (OFTS) of the Kosi is dissociated into wavelets /subtime series at three decomposition levels ( Figure 5 ). Wang & Ding () suggested int[log(n)] decomposition levels sufficient for bringing out the attributes of the signal, where n is the data length. As only 1,137 daily flow data are used for deriving the models, three decomposition levels are considered adequate. Furthermore, a suitable mother wavelet is critical to the efficiency of a wavelet-based model. Some of the popular wavelets used in hydrological studies are haar, coif5, dmey, bior6.5, rbio6.8, sym9 and db5. In the present study, rbio6.8 is found to be the most appropriate wavelet for preprocessing of the Kosi flows at Baltara, as the prediction based on it has the maximum correlation coefficient and the minimum root mean square error, both for the derivation and the verification datasets (Table 2 ). i.e., models WGP1, WGP2, WGP3 and WGP4 in the WGP class, models GP1, GP2, GP3 and GP4 in the GP class, and models AR1, AR2, AR3 and AR4 in the AR class. The model WGP3, for instance, has three inputs, i.e., the current-day, one-day-before and two-days-before flow rates from WFTS, while models GP3 and AR3 have inputs from OFTS (Table 3 ). The desired output for all the proposed models is the next-day flow.
After models are satisfactorily derived, they are evaluated using the following performance indices:
(i) Nash-Sutcliffe coefficient,
(ii) Root mean square error,
where Q p,t and Q o,t are the predicted and observed flow rates on any day 't', Q o,t is the mean of the observed flows, N is the data length and N 0 is the number of forecast flows with maximum deviation up to 5% from the respective observed flows.
RESULTS
The proposed AR, GP and WGP models are derived and verified for forecasting of the next-day Kosi floods for the 
Note: Q o , t-i and q t-i, (i¼0 to 3) are i-day-before flows from OFTS and WFTS, respectively, while Qo,tþ1 is the next-day flow from OFTS. monsoon period (June-October) at the Baltara gauge site.
The performance of the devised models as presented in Table 4 clearly suggests that WGP is superior to GP and AR models. This is because the WGP model captures long, In order to illustrate the comparison better, the models are grouped into four sets. Set 1 consists of three models:
AR1, GP1 and WGP1. They are simple models with just one input, the current-day flow, either from OFTS (for GP1 and AR1) or from WFTS (for WGP1). As can be observed from Table 4 , the WGP1 (Equation (7)) is found to be a reasonably good model with 74.6% prediction accuracy for the verification dataset, while the corresponding accuracies for AR1 (Equation (8)) and GP1 (Equation (9)) are only 70.5% and 69.9% respectively. The model WGP1 also fares better on the other performance indices, i.e., NSC and RMSE. This is true for the derivation dataset as well. It must be mentioned here again that a prediction is considered accurate if it does not deviate from the observed value by more than 5%.
where Q o,t and Q p, tþ1 are the observed and the predicted flows on days 't' and 't þ 1' respectively, and q t is the WFTS flow on day 't'. suggesting that the flood water takes as many days from the farthest place in the basin to reach the gauge site during the monsoon period. Therefore, models WGP4, GP4 and AR4
are developed with four preceding daily flow-rates as the input. After trying several GP runs, the optimal WGP4 model (Equation (10) which is superior to all the developed models. When compared, the models AR4 (Equation (11)) and GP4 (Equation (12) 
where q tÀi and Q o, tÀi , and i ¼ 0 to 3, are (t-i) th day flow-rates on WFTS and OFTS respectively. Figure 6 shows the comparison of the high floods (>6,000 m 3 /s) predicted for the derivation dataset by the best models of their class, i.e., models WGP4, GP4 and AR4. The WGP4 is again seen to be the most reliable for forecasting the high flows, as the predicted series almost resembles the observed high flows of the Kosi, whereas models AR4 and GP4 show greater deviation. Once the models in Set 4 are satisfactorily derived, they are tested for the verification dataset. It can be seen from Table 4 that in this dataset also the WGP4 is clearly the best forecasting model. It predicts the floods with the highest NSC value of 0.99, the least RMSE value of 124 m 3 /s and the maximum accuracy of 87.9%. 
