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Consider a Markov step process whose generator depends on an unknown one-dimensional parameter 8. Under 
a ‘homogeneity’ assumption concerning the family of information processes I,% QE 0, which does not require 
exact knowledge of the asymptotics of I, under P,, there is an increasing sequence of bounded stopping times U,, 
such that, observing X continuously over the random time interval [ [ 0, U,] 1, the sequence of resulting statistical 
models is LAN as n + m, at every point BE 0, with local scale which does not depend on the parameter. 
1. Introduction 
This paper deals with asymptotic inference about an unknown parameter 6 governing the 
generator of a Markov step process X = (X,) ,>,“, based on observation of a trajectory of X 
up to some large (deterministic or random) time. We are interested in the statistical prop- 
erties LAN (local asymptotic normality), LAMN (local asymptotic mixed normality) or 
LAQ (local asymptotic quadraticity) , either at one particular point I? or at all points 19 in 
the parameter space 0. Once these properties (together with the usual statistical side 
conditions) established, one knows how to characterize estimator sequences which are 
regular and efficient at some point 6 in the sense of the convolution theorem (under LAN 
or LAMN at S), how to construct estimator sequences which have these properties at all 
points IYE 0 (under LAN or LAMN at all points II?E @), how to construct estimator 
sequences which work asymptotically, over small neighbourhoods of points 19, as well as 
the maximum likelihood estimator in a corresponding limit model (under LAQ at all points 
$?E 0)) and how to construct asymptotically optimal tests for the hypothesis “the unknown 
parameter governing the given observation equals 6” against local alternatives (under LAN 
at 6). For the corresponding statistical literature, see [ 8,22,28] for LAN, [ 171 for LAMN 
(LAMN as treated by [ 31 involves an additional assumption which is not always satisfied 
in Markov step process models), and [ 4,18,23] for the general LAQ case. For recent work 
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on LAN, LAMN, LAQ or related results on weak convergence of stochastic process models, 
see e.g. [ 6,7,15,24,25] ; for Markov step processes, see [ 9-121. 
If one observes a trajectory of the Markov step process X = (X,) fTO continuously in time, 
the amount of information about a parameter value 6 provided by the observed piece of 
trajectory is represented by the information process I, which is continuous and increasing. 
If one restricts attention to deterministic observation schemes (e.g. X will be observed over 
the time interval [ 0, n] ,II + m), then a key assumption in order to establish LAN, LAMN 
or LAQ at 6 is weak convergence of the information process Z4 under P,, time-scaled and 
normed, to a suitable limit process. As a consequence, working with deterministic sampling 
schemes requires complete knowledge of the asymptotics of I, under Pa which is often 
very difficult to obtain; the model 0 might contain points 8” where correct norming 
constants for I, (n) under P, as n + cc are unknown or at least not accessible to explicit 
calculation. 
To get around this difficulty, one might take one such point #, and decide to observe the 
process X over the random time interval [ [ 0, on] ] where o,, is the first time where an 
amount > n of information about a0 is at hand: 0, = inf{ t > 0: I, ( t) > n} (in general, this 
makes sense only if the underlying parameter is one-dimensional) and try to prove LAN at 
19~ for the associated sequence of statistical models, as n -+ 00; see e.g. [ 71 for this method. 
However, except for simple cases where the information process does not involve the 
parameter, or where dependence of the parameter is just multiplication of a given process 
by a functional of the parameter, nothing will be known on asymptotic behaviour of I,( on) 
under Pa for other values 62 a0 of the parameter, as n + ~0. So in general there will be no 
hope to obtain LAN as II + 00 at points 6# a0 when observing the process X up to the 
random time 0”. 
Below, after some preliminaries and notations in Section 2.1, we consider first properties 
of various deterministic or random observation schemes at various points $?E 0, in Section 
2.2. Then, under a ‘homogeneity’ assumption concerning the family of information proc- 
esses Ifi, IYE 0, which does not require complete knowledge of asymptotics of Z. under Pa, 
we can select (in Section 2.3) an increasing sequence of bounded stopping times U,, such 
that, observing a trajectory of X continuously over the random time interval [ [ 0, U,] 1, the 
sequence of resulting statistical models has the LAN property as IZ + m at all points 8~ 0, 
everywhere with same local scale 1 / & which thus does not depend on the parameter. 
(Under different assumptions, a similar result can be obtained from some continuity prop- 
erties of Fisher information in the parameter, taking U, close to the first time where an 
amount > IZ of ‘information with estimated parameter’ is at hand.) The usual set of statistical 
side conditions associated with LAN (see e.g. [4, Conditions Al-A61 ) is completed in 
Section 2.4. 
We include several examples. In case where the process X is recurrent in the sense of 
Harris under all values IYE 0 of the unknown parameter, positive or null, the approach 
presented here works and improves on [ 121 or [ 111, under two aspects: first, we need 
weaker hypotheses, second, we obtain statistically more tractable results (Examples 2.1 
and 2.5). In Section 3 we treat a birth-and-death process model where for different values 
of the parameter, the process is either recurrent null or transient; moreover, the model 
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contains one point where the asymptotics of the information process are not exactly known. 
The approach of Section 2 works and improves on [9] since we can treat the full model 
associated naturally with the birth-and-death process X, instead of the submodel considered 
earlier, and since the results allow for easier statistical applications. 
2. Notations and main results 
2. I. Notations 
Consider a Markov step process X = (X,) , a o whose paths are piecewise constant, right- 
continuous and without accumulation of jumps over finite time intervals, taking values in 
(E, Z?) (E an arbitrary space endowed with a countably generated a-field 8). Let its 
generator 
Il,(x, dy), x, Y~E, 
depend on an unknown parameter 6 ranging over a given parameter set 0. In view of 
observation schemes like (2.10) or (2.12) below, we consider only one-dimensional IY?, 
i.e. 0 is an open subset of W. So, for all points x E E, the finite measure I&(x, . ) governs 
transitions fromx to subsets A E 8, under 8, its total mass &,(x, E) E (0, a) is the parameter 
of the exponential holding time (i.e. the inverse of the mean) in state x E E, under 6. Note 
that not arbitrary generators can occur since we assume that X has no accumulation of 
jumps. 
Fix some initial point x0 E E. Identify X with the canonical process on the canonical path 
space (0, F”,, (F,),,,) of X (0 is the space of all piecewise constant cadlag functions 
w : W+ + E starting at w( 0) =x0, with at most finitely many jumps over finite time intervals; 
X,(w)=w(t) Vt,w,9,=a(X,:s~O);~,=a(X,:O~s~t) forallt>O).ForallfiE@, 
the law P, of X under 8, uniquely determined by &( . , . ), is a probability measure on 
(0, F=, (9,) r>,O). We assume that the parametrization is smooth in the following sense. 
Assumption Hl. For all 3~ 0, all x E E, the family of finite measures @ &(x, . ) is L2- 
differentiable at {= 1.9, with derivative V,(x, . ), Fisher information Z8(x) : 
I,(x) = V’,<x, Y)&(x, dy) <a 
E 
and error bounds (see below) &(x, E), E> 0. We assume that V,( . , . ) : E X E + W is 
808-measurable, and that for all E> 0 fixed,f,( . , F) : E - W is E-measurable. 
More precisely, if t-+ I&(x, ) is assumed L2-differentiable over the entire set 0, then 
the parametrization is necessarily continuous in the total variation distance; so there is a 
dense subset (c,, c2, . .} c 0 (not depending on x) and a transition probability Q( . , . ) of 
type Q(& dy) =&> I 2-‘&,(x, dy) f&,(x, E) such that &(x, . ) < Q(x, . ) for all ,$E 0, 
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x E E. Let X6(x, . ) denote a version of the density dI& (x, . ) /dQ(x, . ) . Since 8 is separable, 
one can choose these densities x$x, . ) such that 
Vj5E 0, Xf( .V . ) : E X E + W + is 8”08-measurable . (2.1) 
With these notations, functions fJ . , . ) : E X W + + Fit are called error bounds if for all 
x E E, f,( x, . ) is nondecreasing, f+( x, 8) JO as 6 JO, and if the following holds: 
I 
[m-m-f~(HV’,(x, dy)l*Qk dy) 
E 
<1~-S12fe(x, l[-Sl) forallxEE,all[E@. 
This notion of smoothness of parametrization allows to define score function martingale 
M, (a kind of first derivative of log-likelihood ratios in the model (0, Fe, ( Ft,),>“, 
{P,: 8~ 0)) with respect to the parameter) and information process 
[B(t) = Z,(X,) ds, t>O ; 
0 
for any t, Z&t, w) measures the amount of information about 19 provided by the observed 
piece of trajectory X,(w) , 0 < s < t. Let p denote the random measure 
E.L(d-r,dx,dy, .)= C E~T,,X~,_+,)(dS, dx, dv) 
on (0, w) X E X E which keeps track of the transitions observed in the trajectory of X (here 
q is the epoch of the jth jump of X, j 2 1, and T, = 0). Write V+ for the compensator of Al. 
under P, [ 14,16,19], relative to (F,)taD: 
~-9(d~ ck dy, .I = C l,,q-,,~,,(s) d~~xr,_,WllS(X,,_,, dy) ; 
i>l 
then Ma is defined as 
M,(t) = V,(x,y)(pL(ds, dx, dy, .)- v,(ds, dx, dy, .)). 
OEE 
Me is a locally square integrable local martingale under P, relative to (.F,),,,, whose 
predictable quadratic characteristic (M,) is just Zg 
(M,)(t) = 
f 
(II 
OEE 
V’,(x, Y) v,(d.c h, dy, . 1 =Zi?(t), t>o 
(see e.g. [ 111 or [ lo] ) . In addition, we assume (i) that the transition away from the initial 
point x0 carries information about all values of the unknown parameter: Zfi(x,) > 0 for all 
fiE 0, thus Z9( t, o) > 0 for all GE 0, t > 0, w E 0; (ii) that Zit( t) increases to 00 as t + CC 
P,a.s. for all 7YE 0. 
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2.2. Considering various observation schemes at various points T?QE 0
Let ( U,, ( ) ),, denote an increasing sequence of (S,) ,> ,,-time changes ( i.e. for s > 0, IZ E Dv, 
U,(s) is an (St,),,,- stopping time; for n E [N, WE R fixed, U,,( 0, w) = 0, t + Un,( t, o) is 
continuous on [ 0, ~0) and strictly increasing to ~0; for t > 0, w E 0 fixed, U,,( t, w) < U,, + , ( t, 
w) for all 12 E [N) We call ( U,( ) ), an observation scheme: for some t > 0 fixed, a trajectory 
of the Markov step process X will be observed continuously over the stochastic interval 
[ [ 0, U,,(t) I], for large n. Different problems of asymptotic inference about the unknown 
parameter ( in the same stochastic process model) may require different observation schemes 
in order to admit a satisfactory solution; a priori selection of just one (e.g. deterministic) 
scheme might result in statistically intractable results (or no result at all) at certain values 
of the unknown parameter. Thus, given the filtered model (0, Ft,, (F,),,,, {P,: IKE 0))) 
we allow for any observation scheme which might be of interest for some statistical problem 
at some value of the unknown parameter, and consider simultaneously all possible triplets 
(4 (&A,> (U,(.)),) 
(where 6 is a point in 0, (u,) n a sequence of real numbers decreasing to 0, and ( U,, ( . ) ) n 
an observation scheme), the components of such triplets being linked together by the 
following tightness condition: if 8~ 0 is the true value of the underlying parameter, then 
the observation scheme ( U,( ) ), stabilizes the information about fi at rate (u,),, i.e. 
Vt>O, the sequence (ujfZft( U,(t)). is tight (in W) under P, and 
limit laws of weakly convergent subsequences 
are not concentrated at 0 . (2.2) 
We impose two conditions. The first is a Lindeberg condition, simultaneously for the whole 
class of score function martingales 
u,M,(U,( .)), under P, as n+m , 
normed and time-changed according to triplets ( 8, (u,),, ( U,,( . ) ),) satisfying (2.2). The 
second is an asymptotic regularity condition, simultaneously for all sequences of local 
models 
{PiY+u,h IFun( hEWsuchthat6+u,hE@}, n+m, 
where origin 19, local scale u, and observation interval [ [ 0, U,(t) ] ] stem from a triplet 
( a, (u,),, ( U,( . ) ),) satisfying (2.2). Note that by definition of I,, the following exists 
for all c > 0, pathwise in w: 
f 
Z,,. = lim sup 
[(!I 
CA% Y)l{IV.,,.,I >ct ~,(ds, dx, dy, . ) I/ Z*(t) r-m 
OEE 
Assumption H2 (Lindeberg condition). For all GE 0, Z,s,C + 0 in P,-probability as c t 00. 
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Assumption H3 (asymptotic regularity condition). For all 8~ 0, all E > 0 sufficiently 
small, 
&E = lim sup 
D 
’ f8(XS, E) ds I/ Zo(t) I’m 0 
exists P,a.s., and 2 fi,t.E + 0 in P,-probability as 6 J 0. 
Example 2.1. Assume that for all IYE 0, the Markov step process X is recurrent in the sense 
of Harris under a, positive or null, with invariant measure m, (cf. [ I] ). As in [ 12, 
Assumption Hl”], let in addition to Assumption HI above: 
for all 6 E 0, the functions x -+ I,( x) and x -+f8( x, E) 
(for some &=&(a) >O) belong toL’(m,) . 
Then, by the ratio limit theorem (see e.g. [ 301)) both Assumption H2 and H3 hold. 
Under Assumptions HI-H3, Theorem 2.2 below shows that in all local models 
{P 9+u,h 1 gUn(t) : IZEW such that 6+u,h~O), n+m, (2.3) 
corresponding to triplets ( 19, (u,),, ( lJ,,( . ) ),) with (2.2), log-likelihood ratios are asymp- 
totically quadratic in the local parameter h. Let L 5’it denote the likelihood ratio process of 
P, with respect to P,, relative to ( Ff) taO, cf. [ 14; 15; 16,111.3.4; 191. With notations (2.1)) 
pc(x) = IT,(x, E), and with convention al0 = 0 for a > 0, a version of this process is given 
by 
(/L,(X,~) - p&x,)) ds , 
0 
(2.4) 
t>O, cf. e.g. [ 12, (1.20)] or [ 11, (1.7)-( l.lO)]. In particular, for any finite (9,),,,- 
stopping time T, L*“( ) r is a version of the density of the absolutely continuous part of 
P, ( F”, with respect to P, 1 F-,; by convention al0 = 0 for a > 0, the P, 1 FT-singular part of 
P,( FT is supported by a subset of {L5”( r) =O}. The log-likelihood ratio process AC’*, 
AC”( t, w) = ln( Ls’B( t, w) ), takes values in [ -a, + 00). 
Theorem 2.2. Let Assumptions HI-H3 hold. Then, for any triplet (8, (u,),, ( U,( . )),) 
satisfying (2.2), the following holds: for all h E W, t > 0 fixed, 
SuPIn (9+u*rh)‘8( U,(s)) -{hu,M,( U,(s)) - ;h*u;Z,( U,(s))} I 
.T < f 
vanishes in P,-probability as n -a. 
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Proof. Fix ( 0, (u,),,, ( V,( ) ),) with (2.2). First, u,MO( U,,( . ) ) is a locally square inte- 
grable local martingale withrespecttoP,and (Fu,,(r)),so, andthe sequence u,M& U,,( . >>, 
II + x, satisfies the Lindeberg condition [ 16, VIII.3.231, namely 
(2.5) 
in P ,Y-probability as n + ~0, for all t > 0, E> 0 fixed: this is a consequence of (2.2) together 
with Assumption H2 since for c > 0 arbitrarily large, the left-hand side of (2.5) will be 
smaller than 
U,,(I) 
[4Zt7(U,,(t))l M, v~(x,Y)l(,Y,~y(x,.),>~) ViAds, h, dy, .)lZ,(U,,(t)) 1 
0 EE 
for sufficiently large II. Second, the sequence of filtered local models 
(0, ,F,, (.Fu,,(rJ)r>,o, {PBCun,,: h~F2 such that 6+u,,h~ 0)) , n-m, 
satisfies an asymptotic regularity condition similiar to [ 11, Assumption A3( a)], i.e. 
2 
u 11 fS(X,ST %) b-+0 in P,-probability as n + CC (2.6) 
0 
for all t > 0, c > 0 fixed; by the same argument as before, this is a consequence of (2.2) 
together with Assumption H3 and the fact that all functionsf,(x, . ), x E E, are nondecreas- 
ing. Third, given Assumption Hl and (2.2), (2.5) and (2.6), the proof of the theorem 
proceeds exactly as in [ 11, proof of Theorem 2.151: the only change is to replace the 
increasing sequence of deterministic time changes t + K( tn,) used there by the random time 
changes t + lJ,( t) used here. 0 
Remark 2.3. Under the assumptions of Theorem 2.2, assume that for some triplet ( fi, (u,),, 
( U,( . ) ),) the sequence u,,MS( U,,( . ) ) converges weakly (under P,, as IZ + 00, in D( W +, 
W) ) to a continuous limit process which generates a filtered limit experiment as in [ 11, 
Assumption A4( 6) 1. Then we obtain, for all t > 0 fixed, as n - 00, mutual contiguity of 
(P ++u,8h IFun(rl)n and (PBIF~,,(~))., and LAQ at 8 with local scale u, when observing a 
trajectory of X up to time U,,(t). In particular, we have LAN or LAMN at 6 if the limit 
process is Brownian motion or Brownian motion subject to independent time change. The 
arguments are exactly as in [ 11, Section 2.C]. 
Example 2.4. Assume that I,& x) > 0 for all x E E, 5~ 0. Then all information processes are 
strictly increasing, and it is immediate that for a fixed 8~ 0 there is always one triplet 
(6, (~1,),, (V,( .)),,) satisfying (2.2): take 
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l&=1/&l, lJ,(t) =inf{s>O: Ziy(s) >tn> , t>O, nElN ; (2.7) 
then the Lindeberg condition (2.5)) (2.7) and the martingale convergence theorem [ 16, 
VIII.3.221 establish weak convergence in D( W+, W) of u,M,( U,,( . ) ) under P, as n --) 00 
to standard Brownian motion. With choice (2.7)) sequences of local models (2.3) at 8 are 
thus asymptotically normal as n + 30, by Theorem 2.2. This device was used by [ 7, Theorem 
2 and Lemma 21. Note that the observation scheme (U,( . )), given in (2.7) depends 
explicitly on 8. In general, nothing will be known about its properties if the true parameter 
behind the given observation is different from 6: for estimation purposes, the observation 
scheme ( U,( . ) ), of (2.7) will thus be useless. Exceptions are provided by simple cases 
where the information processes do not depend on the parameter (see [ 61 for an example 
in discrete time), or where the dependence is multiplicative: I, =f( S)f, IYE 0, withfsome 
function and fsome process not involving the parameter (e.g. the birth-and-death branching 
process model in [ 2 1 ] ) Moreover, the stopping times U,(t) of (2.7) may have infinite 
mean under P,, in which case they are irrelevant from a practical point of view. 
2.3. Selecting one observation scheme which works well at all points TYE 0 
Given Theorem 2.2, there are various methods to prove LAN, LAMN or LAQ at one point 
6. Often they require complete knowledge of the asymptotics of I, under P, which may be 
difficult to obtain. Here we focus on a particularly simple approach motivated by Example 
2.4: under a ‘homogeneity’ assumption on the family of information processes Z4, 8~ 0, 
which represents some minimal knowledge about the behaviour of Z4 under P,, there is an 
increasing sequence of bounded stopping times ( LI,), such that, observing a trajectory of 
X continuously over the random time interval [ [ 0, U,] 1, the sequence of resulting statistical 
models is LAN as n + a, at every point ~QE 0, everywhere with same local scale 1 / & 
which thus does not depend on 6. In the following condition, fiO plays the role of a most 
difficult point in the parameter space, nearly nothing being assumed about I, under P,; 
note also that (2.9) below can be checked without knowing exact growth rates for I, and 
I, under P,. 
Assumption H4. There is some function L : R’ + + W+ such that t + L( t) is continuous on 
[ 0, ~0) and strictly increasing to 00, with L( 0) = 0, and some point 8” E 0 such that 
Vi%@, Z,(t)lL(t) -02 P,-a.s. as t-w, (2.8) 
vi?+ 40, Zti(t)lZti(t) + l/c(6) P,-a.s. as t+m, (2.9) 
for a suitable family of constants c( 6) E (0, a). We put c( 8”) = 1. 
Example 2.5. We continue Example 2.1. Under all conditions of Example 2.1, assume in 
addition that there is some 8” E 0 such that 
for all S#I%?~, x+Z%(x) belongs to L’(m,) . 
Then, by the ratio limit theorem, (2.9) holds, with 
303 
c(a)= I If,(x>mit( &I l/V ~,,(xML9(dr) 1 9 62 8”. E E 
(In order to determine exact rates of growth for I, under P,, in case where X is recurrent 
null under 8, we would need an additional assumption related to the behaviour at 0 of the 
resolvent of the semigroup of the process [ 301 or - if the process X has a recurrent point 
- on regular variation of the tails of the cycle length distributions under & Concerning 
(2.8), assuming existence of some lower bound L( ) for growth of information processes 
is less restrictive than assuming that at ‘null recurrent’ values of the parameter, correct 
norming functions for I, under Pit be regularly varying with some index S = 6( ti) E (0, 1 ] 
as in [ 12, Assumption K2, 1.19, 3.11; under ( 2.8)) the model might contain points where 
the correct norming function is slowly varying, or where only approximate growth rates are 
available.) 
Theorem 2.6. Under Assumptions Hl-H4, with i$,, L( . ) and c( . ) as in Assumption H4, 
define bounded (9,) ,3,,-stepping times 
r/,(t) =inf{s>O: Z&,(s) +L(s)>tn}, t>O, nE[N. 
Giuen rhis observation scheme, the following holds for all 8~ 0. 
(a) Forall t>Ofi.xed, 
(2.10) 
1Z4(U”(t))+c(A)t Pa-a.s. as n-cc. 
n 
(b) U&WWW)) conuerges weakly in D( W +, W) under Ps as n +CQ to 
mB, where B denotes standard Brownian motion. 
(c) The assertion of Theorem 2.2 holdsfor the triplet ( 8, ( l/h),, , ( U,( ) ),) as n + 00, 
we thus have LAN at 6 with local scale 1 I& when obseruing X up to time U,,(t) for all 
t > Ofixed. 
Proof. Fix J+E 0. For all t > 0, 
tnlZ+(u,(t)) =ZOJu,(t))lZfi(un(t)) +Uu,(t))lZ&U,(t)) 
converges to 1 /c( 6) P,a.s. as n + 00, by Assumption H4. This yields (a) and thus (2.2) 
for the triplet (a, (l/h>,, (U,(.)),,). G’ lven the Lindeberg condition (2.5) for the 
sequence ( 1 l&)M,( U,( . ) ) under P, (b) is a consequence of (a), by the martingale 
convergence theorem [ 16, VIII.3.221, and (c) is immediate from (2.2) together with (a) 
and(b). q 
Concluding this subsection, we look at another observation scheme (again motivated by 
Example 2.4) which yields LAN at all points 0~ 0, under different assumptions. 
Assumption H5. For all 8~ 0, we have functions g a( . , . ) : E X E-2 + - W + (for x E E 
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fixed, g&x, . ) is nondecreasing with g,(x, E) JO as EL 0; for s>O fixed, ga( . , E) is 8- 
measurable) and neighbourhoods U( 8) of 6 such that 
IZC(x) -Z&x) I Ggdx, It- 791) for all x=6 5E U(S) ; 
moreover, for all E> 0 sufficiently small, 
f 
i,, = lim sup 
D 
gs(X.7, E) ds II 19(t) I”_ 0 
exists P,-a.s., and .&+O in P,probability as EL 0. 
Proposition 2.7. Let Assumptions Hl-H3, H5 and (2.8) ofH4 hold. Assume that there is 
some (strongly) consistent ( .F,),aO- adapted estimator process G = (G,),,, for the 
unknown parameter. Then the following holds. 
(a) There is an information process with estimated parameter J= (J(t) ),,0 which is 
increasing, continuous and ( Y”l,),,O-adapted, with J( 0) = 0, meeting 
VIE@, J(t)lZ,(t) + 1 P,-a.s. as t-m. (2.11) 
(b) At all points fin 0, assertions (a)-(c) of Theorem 2.6 hold for the observation 
scheme 
U,(t)=inf{s>O: J(s) +L(s) >tn}, t>O, ne[N, (2.12) 
provided we put c( 19) = 1, 8~ 0. 
Proof. Take any estimator process G = (G,),,, for the unknown parameter which is 
(St*),,,- adapted and (strongly) consistent, i.e. for all fiE 0, we have G,--+ 6 P,-a.s. as 
t + 00. Switch to a discretization of G, 
( Cl [[r,.ri+,[[(t) C f(r,j)ll(r-l)2-,~d<~~~r2-f-d} j>O rrz 1 I>0 
(here d E No is such that 0 contains at least one point m2 pd, m E Z, and f( . , j) is any 
mapping Z + 0 n { m2 -jpd: m E Z} satisfying f( r, j) = r2 -jpd whenever r2 pi-d= 0) 
which is again a consistent ( Ff)faO- adapted estimator sequence, but now takes all its values 
in 0. From now on, write G for this discretization. Then the process 
A?,(-%) = c l,,~,~+,,,(t) c zr2-,-d(XT,)l~GT,=r2-,~d}’ tao> 
ja0 r=Z 
is well-defined, right-continuous and (F,),,,- adapted, and we call the process 
J(t) = j- L-s(X) ds, t>O 
0 
(increasing, continuous and (St,),,,- adapted) information process with estimated param- 
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eter. Consistency of G together with Assumption H5 implies the following, for all 8E @ 
P,-as., for E> 0 arbitrarily small, we have I&(X,) -1,(X,) ] G~~(X.~, E) for all s suffi- 
ciently large, thus establishing 
limsup ]J(t) -Z&t) 1 /Z,(t) =0 P,-a.s. 
f-p 
which is (2.11) . Given (2. I 1)) the proof continues as the proof of Theorem 2.6, with J and 
(2.11) replacing I,, and (2.9) of H4 used there. 0 
2.4. The usual statistical side conditions 
In this subsection, we suppose that Assumptions HI-H3 hold and consider any observation 
scheme ( U,,( . ) ), and any family of positive constants c( 6), QE 0, such that the following 
holds: 
+ c( 6)t P,-a.s. as II --, m . (2.13) 
As shown in the proofs of Theorem 2.6 or Proposition 2.7, assertions (a)-(c) of Theorem 
2.6 are then valid for this observation scheme ( U,( . )), and this set of constants c(S), 
$?E 0: thus, for t > 0 fixed, if one observes a trajectory of the process X up to time U,(t), 
the sequence of associated statistical ex eriments has the LAN property at all points aE 0, 
everywhere with same local scale l/ \F? IZ, as 12 + m. We wish to complete the usual set of 
statistical conditions (see e.g. [ 4, Assumptions AO-A6; 18; 23) ) which allows (i) for 
approximation of local models (2.3) by exponential families and thus for construction of 
asymptotically optimal tests for local alternatives; (ii) for construction of estimator 
sequences which are regular and efficient (in the sense of Hajek’s convolution theorem 
[ 81, as n + m) at all points 8~ 0, by one-step-modification of a given preliminary estimator 
sequence. From this set of conditions, only two [ 4, A4 + A61 remain to be established: this 
will be done in Proposition 2.8 below. 
Assumption H6. For all IYE 0, there is some Z-measurable function h,? : E + W +, some 
E( 6) > 0 and some neighbourhood lJ( 6) of 6 such that 
fs(x, 8) <h,?(x) for allxEE, ~<&(a), [EIJ($?), 
and such that lim sup_ _ [/&h&X,,) ds] /Z,(t) exists and is finite, P,-a.s. 
Proposition 2.8. Let Assumptions Hl-H3 and HS-H6 hold, consider any obseruation 
scheme meeting (2.13). Then the following holds for all 8~ 0. For all conuergent 
sequences h, + h of values of the local parameter and all t > 0 fixed, 
sup IA(;Y+hn’J;;)‘~(Un(S))-A(a+h’~)‘;)lS(Un(S))I 
s ,c f 
vanishes in P,-probability as n + X. For all c > 0, t > Ojixed, 
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vanishes in P8-probability as n *m, 
Proof. By Assumption H5, ( t, 5) -+I,( t, w) = j&Z,(X,( w) > ds is continuous on W + X 0, 
for all w E 0 fixed. So the expression below is a well-defined random variable; by Assump- 
tion H5 together with (2.13)) 
u”(r) 
sup sup i (I 79+h/J;;fUn(J)) -Z,(U,(s))) i 1. 
I I 
L?s(Xs, chh ds 
Ih(=Gc SC1 n n 
0 
vanishes in P,probability as II -+ ~0. In order to prove the first assertion, let K*<(x) denote 
the Hellinger distance between the finite measures I&(x, . ) and I&(x, . ) : with notations 
(2.1), Ksc(x) = IE (da- dB12Q(x, dy). Assumption Hl shows that K*<(x) 
issmallerthan21<- Q*(J&x, 1 C- (1) + +1&x)) forall& 5~ 0. Withge( ., .) ofAssump- 
tion H5 and h,( . ) of Assumption H6, for E( S) sufficiently small, define rB : E + W + by 
r8= $lti+ tg*( . , E( 19) > + 2h+ Then, on a suitable neighbourhood U( 13) of 19 and for all 
t > 0, we have 
K”(x)< Ic-512ra(~) for allxEE, &tEU(i?), 
U”(r) 
1 
the sequence - ra(X,Y) ds under P, is tight in W as n -+ ~0 ,
n I‘ 
0 
(2.14) 
(2.15) 
for all 8~ 0. Now, (2.14) and (2.15) imply the first assertion of the proposition; the proof, 
based on an inequality of [5 ] and on weak convergence of the process A(s+h’\/;2)” 
(U,( .)) under P, in D(W+, W) as n-+m, follows [ 12, 2.18-2.201 and [ 11, proof of 
Theorem 3.41; the only change is to replace the increasing sequence of deterministic time 
changes t + K( tn,) used in [ 111 by the random time changes t --, U,,(t) used here (note 
that we need continuity of t -+ U,(t) in order to have continuous Hellinger processes in the 
time-changedfilteredmodel (L&9,, (9U,(t)),ro, {P,: &‘E O})). q 
3. Example 
Consider a birth-and-death process X with state space E = [No and generator 
1 
k+6 ifj=k+l, 
I-Mk, i_j>) = k if j=k- 1, j, kEINO, (3.1) 
0 else, 
where the parameter 6 ranges over 0 = (0, m) . Fix the starting point X,, = 0. From branching 
process theory [ 13,26,27,32], the process X is recurrent null under PB if 6~ 1 and transient 
if 6> 1. 
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It has been shown in previous work [ 91 that the sequence of statistical models 
(0, FT,, {P,IF-,: IYE@}), n+‘= 
(which corresponds to observation of a trajectory of X continuously over the deterministic 
time interval [ 0, n] , n + 00) has the LAMN property at all points IYE (0, 1) ; at different 
points 19, 6’ E (0, 1) one has different behaviour of sequences of local scale and different 
limits of local models. In particular, if 6 E (0, 1)) there is some positive constant C( 19) such 
that 
(F(@n I-‘) -‘Zo( .n) under P 8 converges weakly in D( W +, W) as n + m 
to W ’ - ‘, the Mittag-Leffler process with index 1 - 6. (3.2) 
This LAMN result is satisfactory for estimation purposes within the submodel (0, 1) c 0. 
However, asymptotically optimal tests for local alternatives seem not available (we do not 
have convergence of ( C( 6)n ’ ~ “) - ‘Z,(n) in P,probability as 12 + ~0, the process X being 
recurrent null for +.E (0, 1 ), but only in law: so conditionality methods as e.g. [ 21 or [ 291, 
based on convergence of information in probability ( [ 31 include this in their definition of 
LAMN) , do not apply here). 
Transposition of arguments of [ 3 1, Theorems 2.16 and 2.221 into the continuous-time 
case yields a proof of the following: as t + m, 
Z$(t)lln( 1 +t) + l/( 6- 1) P,-a.s. in case 6> 1 , (3.3) 
Z,,(t) /ln( 1 + t) -+ m P&)-a.s. in case 8” = 1 . (3.4) 
(3.3) indicates that applying [ 10, Lemma 3.9.i) ] to the sequence of filtered local models 
(Q 5”W (~@‘“--l))r>0, (PB+h,J;;: heW such that ti+hl&~ 0)) at points 6> 1, one 
obtains LAN at 6 when observing a trajectory of X continuously over the deterministic time 
interval [ 0, e” - 11, as 12 + ~0. This allows for asymptotically optimal tests for local alter- 
natives and for asymptotically efficient estimation within the submodel ( 1, =J) c 0. 
Both approaches sketched above, using a fixed-time observation scheme, are based on a 
precise knowledge (3.2) or (3.3) of the asymptotics of I, under P,. For fiO = 1, the correct 
rate of growth of I, under P,, improving upon (3.4), seems still unknown (certainly X is 
recurrent null under P,, with known lifecycle length distribution; but x + I, (x) has infinite 
integral with respect to invariant measure m, of X under P, ) ; so both approaches used above 
do not carry over to the ‘singular point’ fiO = 1. 
In Proposition 3.1 below, we shall verify that the full model (3.1) satisfies all Assump- 
tions HI-H6 made in Section 2, with &, = 1 and L(t) = ln( 1 + ln( 1 + r) ) in Assumption 
H4. So, by Theorem 2.6 and Proposition 2.8, observing a trajectory of X continuously over 
the random time interval [ [ 0, U,,] ] where CJ, is the bounded stopping time 
, n>l, 
the sequence of associated statistical models 
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(0, FL/“, {PsIF”,: l-O)) 1 (3.6) 
has the LAN property at all points 8~ @= (0, m), everywhere with same local scale 
1M n, as n + QJ. This result, allowing for asymptotically optimal tests for local alternatives 
and for efficient estimation of the unknown parameter, in the sense of the convolution 
theorem, over the full model O= (0, co), improves on [ 91. (One may also apply Proposition 
2.7 instead of Theorem 2.6: we mention without proof that 
f f 
G, = 
I 
1 
~ dx, 
x,_ +1 
0 
is a (strongly) consistent (F,)faO- adapted estimator process for the unknown parameter; 
after discretization of G as in the proof of Proposition 2.7, observe a trajectory of X up to 
time 
which is slightly more complicated than (3.5) .) 
Proposition 3.1. The model (3.1) satisfies the Assumptions Hl-H6 of Section 2; in Assump- 
tion H4, take a0 = 1, L(t) = ln( 1 + ln( 1 + t)), and c( 6) as in (3.7)-( 3.9) below. 
Proof. For the model (3.1) , Assumption H 1 holds with 
V,(k,j) = L k+61(i=k+,l, j.k~No> I,(k) = &-g k=No, 
and with error bounds specified by 
f&k, E) =2-4&2Z$_F(k) for kEN, and 0<&<6. 
Assumption H2 is trivially satisfied since the function V,( . , . ) is bounded by 1 / 8. Assump- 
tions H3 and H6 hold since c( & E) = sup,,, [ I’,_ ,( k) /Z8( k) ] < CC and thus 
fr(k, E)<~-~c(& 6/2)s2Z9(k) VkEN,, &<;I??, [,$-??I <as. 
By similar arguments, Assumption H5 holds with functions g,( . , . ) of type g,(k, E) = 
E( 8) eZO( k), for positive constants c”( 8). It remains to verify Assumption H4, with a0 = 1 
and L(t) =ln( 1 +ln( 1 + t)). For 69 1, X is recurrent null; let rnO denote the invariant 
measure of X under P,, defined uniquely up to constant multiples: 
m&O}) = 1 , m&{k}) = ‘iJ2, 
j-0 j+ ’ 
k>l, (3.7) 
Then, if 8< 1, ms( (k}) is proportional to k-“-“’ as k + m; thus, for a0 = 1, both functions 
k+ Z8( k) and k -+ I,( k) are ma-integrable. As in Example 2.5, the ratio limit theorem show 
lim r,aZ&(t)/Zs(t) = l/c(a) P,-a.s. as t--+m, for 6< 1, with 
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1 
- %({k]) 
k+ 1 1 in case 7Y<l. 
(3.8) 
If 6> 1, then X is transient under Pa; since 
lim Za,( k) /Zit( k) = lim 
k+i? 
- =l, 
k+C= k+p k+ 1 
transience of X shows that 
lim Z,(f) /Z4( r) = 1 P,-as. as t+ 00 
f’m 
So we take 
c(g)=1 incase621. (3.9) 
Thus (2.9) is proved; it remains to verify (2.8). By (3.3) and (3.4), (2.8) holds in case 
6> 1. For IYE (0, l), (2.8) follows from 
Z,(t)lln( 1 +t) --+a P,-a.s. in case 6< 1 ; (3.10) 
formula (3.10) can be checked by elementary renewal arguments, even without knowing 
(3.2)) from the fact that P,(R, > t) is proportional to I -(‘-‘) as t + 00, see e.g. [ 201, where 
R, denotes the epoch of the first return of X to its initial state 0. 0 
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