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Abstract: With technological advancements, it has become notably easier to create virtual environments
(VEs) depicting the real world with high fidelity and realism. These VEs offer some attractive use cases
for navigation studies looking into spatial cognition. However, such photorealistic VEs, while attractive,
may complicate the route learning process as they may overwhelm users with the amount of information
they contain. Understanding how much and what kind of photorealistic information is relevant to people
at which point on their route and while they are learning a route can help define how to design virtual
environments that better support spatial learning. Among the users who may be overwhelmed by too
much information, older adults represent a special interest group for two key reasons: 1) The number of
people over 65 years old is expected to increase to 1.5 billion by 2050 (World Health Organization, 2011);
2) cognitive abilities decline as people age (Park et al., 2002). The ability to independently navigate in the
real world is an important aspect of human well-being. This fact has many socio-economic implications,
yet age-related cognitive decline creates difficulties for older people in learning their routes in unfamiliar
environments, limiting their independence. This thesis takes a user-centered approach to the design of
visualizations for assisting all people, and specifically older adults, in learning routes while navigating
in a VE. Specifically, the objectives of this thesis are threefold, addressing the basic dimensions of: ฀
Visualization type as expressed by different levels of realism: Evaluate how much and what kind of
photorealistic information should be depicted and where it should be represented within a VE in a
navigational context. It proposes visualization design guidelines for the design of VEs that assist users in
effectively encoding visuospatial information. ฀ Use context as expressed by route recall in short- and long-
term: Identify the implications that different information types (visual, spatial, and visuospatial) have
over short- and long-term route recall with the use of 3D VE designs varying in levels of realism. ฀ User
characteristics as expressed by group differences related to aging, spatial abilities, and memory capacity:
Better understand how visuospatial information is encoded and decoded by people in different age groups,
and of different spatial and memory abilities, particularly while learning a route in 3D VE designs varying
in levels of realism. In this project, the methodology used for investigating the topics outlined above was a
set of controlled lab experiments nested within one. Within this experiment, participants’ recall accuracy
for various visual, spatial, and visuospatial elements on the route was evaluated using three visualization
types that varied in their amount of photorealism. These included an Abstract, a Realistic, and a Mixed
VE (see Figure 2), for a number of route recall tasks relevant to navigation. The Mixed VE is termed
“mixed” because it includes elements from both the Abstract and the Realistic VEs, balancing the amount
of realism in a deliberate manner (elaborated in Section 3.5.2). This feature is developed within this
thesis. The tested recall tasks were differentiated based on the type of information being assessed: visual,
spatial, and visuospatial (elaborated in Section 3.6.1). These tasks were performed by the participants
both immediately after experiencing a drive-through of a route in the three VEs and a week after that;
thus, addressing short- and long-term memory, respectively. Participants were counterbalanced for their
age, gender, and expertise while their spatial abilities and visuospatial memory capacity were controlled
with standardized psychological tests. The results of the experiments highlight the importance of all three
investigated dimensions for successful route learning with VEs. More specifically, statistically significant
differences in participants’ recall accuracy were observed for: 1) the visualization type, highlighting the
value of balancing the amount of photorealistic information presented in VEs while also demonstrating
the positive and negative effects of abstraction and realism in VEs on route learning; 2) the recall type,
highlighting nuances and peculiarities across the recall of visual, spatial, and visuospatial information
in the short- and long-term; and, 3) the user characteristics, as expressed by age differences, but also
by spatial abilities and visuospatial memory capacity, highlighting the importance of considering the
user type, i.e., for whom the visualization is customized. The original and unique results identified from
this work advance the knowledge in GIScience, particularly in geovisualization, from the perspective of
the “cognitive design” of visualizations in two distinct ways: (i) understanding the effects that visual
realism has—as presented in VEs—on route learning, specifically for people of different age groups and
with different spatial abilities and memory capacity, and (ii) proposing empirically validated visualization
design guidelines for the use of photorealism in VEs for efficient recall of visuospatial information during
route learning, not only for shortterm but also for long-term recall in younger and older adults.
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With technological advancements, it has become notably easier to create virtual 
environments (VEs) depicting the real world with high fidelity and realism. These VEs 
offer some attractive use cases for navigation studies looking into spatial cognition. 
However, such photorealistic VEs, while attractive, may complicate the route learning 
process as they may overwhelm users with the amount of information they contain. 
Understanding how much and what kind of photorealistic information is relevant to 
people at which point on their route and while they are learning a route can help define 
how to design virtual environments that better support spatial learning. Among the 
users who may be overwhelmed by too much information, older adults represent a 
special interest group for two key reasons: 1) The number of people over 65 years old is 
expected to increase to 1.5 billion by 2050 (World Health Organization, 2011); 2) 
cognitive abilities decline as people age (Park et al., 2002). The ability to independently 
navigate in the real world is an important aspect of human well-being. This fact has 
many socio-economic implications, yet age-related cognitive decline creates difficulties 
for older people in learning their routes in unfamiliar environments, limiting their 
independence. This thesis takes a user-centered approach to the design of visualizations 
for assisting all people, and specifically older adults, in learning routes while navigating 
in a VE. Specifically, the objectives of this thesis are threefold, addressing the basic 
dimensions of: 
❖ Visualization type as expressed by different levels of realism: Evaluate how 
much and what kind of photorealistic information should be depicted and where 
it should be represented within a VE in a navigational context. It proposes 
visualization design guidelines for the design of VEs that assist users in 
effectively encoding visuospatial information. 
❖ Use context as expressed by route recall in short- and long-term: Identify 
the implications that different information types (visual, spatial, and 
visuospatial) have over short- and long-term route recall with the use of 3D VE 
designs varying in levels of realism. 
❖  User characteristics as expressed by group differences related to aging, 
spatial abilities, and memory capacity: Better understand how visuospatial 
information is encoded and decoded by people in different age groups, and of 
different spatial and memory abilities, particularly while learning a route in 3D 
VE designs varying in levels of realism. 
In this project, the methodology used for investigating the topics outlined above was a 
set of controlled lab experiments nested within one. Within this experiment, participants’ recall accuracy for various visual, spatial, and visuospatial elements on the 
route was evaluated using three visualization types that varied in their amount of 
photorealism. These included an Abstract, a Realistic, and a Mixed VE (see Figure 2), for a number of route recall tasks relevant to navigation. The Mixed VE is termed “mixed” 
because it includes elements from both the Abstract and the Realistic VEs, balancing the 
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amount of realism in a deliberate manner (elaborated in Section 3.5.2). This feature is 
developed within this thesis. The tested recall tasks were differentiated based on the 
type of information being assessed: visual, spatial, and visuospatial (elaborated in 
Section 3.6.1). These tasks were performed by the participants both immediately after 
experiencing a drive-through of a route in the three VEs and a week after that; thus, 
addressing short- and long-term memory, respectively. Participants were 
counterbalanced for their age, gender, and expertise while their spatial abilities and 
visuospatial memory capacity were controlled with standardized psychological tests.  
The results of the experiments highlight the importance of all three investigated 
dimensions for successful route learning with VEs. More specifically, statistically significant differences in participants’ recall accuracy were observed for: 
1) the visualization type, highlighting the value of balancing the amount of 
photorealistic information presented in VEs while also demonstrating the 
positive and negative effects of abstraction and realism in VEs on route learning; 
2) the recall type, highlighting nuances and peculiarities across the recall of visual, 
spatial, and visuospatial information in the short- and long-term; and, 
3) the user characteristics, as expressed by age differences, but also by spatial 
abilities and visuospatial memory capacity, highlighting the importance of 
considering the user type, i.e., for whom the visualization is customized. 
The original and unique results identified from this work advance the knowledge in 
GIScience, particularly in geovisualization, from the perspective of the “cognitive design” 
of visualizations in two distinct ways: (i) understanding the effects that visual realism 
has—as presented in VEs—on route learning, specifically for people of different age 
groups and with different spatial abilities and memory capacity, and (ii) proposing 
empirically validated visualization design guidelines for the use of photorealism in VEs 
for efficient recall of visuospatial information during route learning, not only for short-
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“Jenny turned 65 last year and retired. She now has more time to take up the painting classes that 
she always wanted. Her first lesson is this afternoon at 5pm. It will be her first time going to the 
painting studio, which is in an unfamiliar area of the city. Because she dislikes interacting with the 
navigation assistant and wants to avoid distraction while driving, Jenny typically looks up the 
information ahead of time and memorizes the route, focusing on specific shops and buildings along 
the route that will help her recall it. Once she feels confident that she has memorized the route, she 
begins her journey to the painting studio. On her way there, she arrives at an intersection where 
she fails to recall which way to continue. She starts to feel uneasy, but then decides to take a left 
turn, in hope that she will soon identify the next point she could recall. As she drives, she realizes 
that nothing reminds her of the rest of the route she had memorized. She is now lost. Trying to stay 
calm, she decides to return to the intersection where the uncertainty began. The time has now 
passed, and she will probably be late for her first class. When at the intersection, Jenny checks the 
other two options, and decides to continue straight from there. Luckily, she’s back on track! She 
now recognizes the next landmark and finally arrives just few minutes after 5pm. She is still quite 
distressed from her unpleasant navigational experience and has a feeling of uncertainty for the 
next time she will have to take the same route.”   Jenny’s story represents an everyday navigational task, citing some of the complexities and 
difficulties of navigation. What this story also highlights is the failure of her navigational assistance 
to provide her with the adequate information to efficiently learn the required route and avoid such 
unpleasant experiences. This experience is especially prevalent in the daily lives of older adults, 
who might be slowly losing their ability to independently navigate. 
There is ample evidence to suggest that spatial confusion and disorientation in unfamiliar 
environments can signal unhealthy aging (Hort et al., 2007; Iachini, Iavarone, Senese, Ruotolo, & 
Ruggiero, 2009) and spatial memory declines before verbal and visual memory (Barbeau et al., 
2004). With weakening spatial memory, older adults may struggle with cognitive load at a lower 
threshold than younger adults when executing spatial tasks (Kessels, Meulenbroek, Fernandez, & 
Olde Rikkert, 2010). Such issues put older adults’ ability to learn new routes, and thus their 
independent everyday mobility and functioning, at great risk. Navigating and route learning 
especially in unfamiliar destinations can be a difficult task at any age (Montello & Sas, 2006), but 
getting older adds a few more levels of complexity to this crucially important task (Moffat, 
Zonderman, & Resnick, 2001). The significance of being able to navigate independently without the 
support of other individuals is very important for older people, as the feeling of insecurity when 
being lost in an unfamiliar environment is unpleasant for the individual and for the people around 
them (McShane et al., 1998), in addition to its being expensive for society (Turcotte, 2013). 
Therefore, being able to provide older people with the right tools for their route learning can be of 
great value to these individuals and to society. To mention a few examples, scholars in psychology 
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study healthy and unhealthy aging in connection with cognition (EUCAS1), focusing on 
understanding the cognitive functions that are affected by aging, while also working on “brain 
training” concepts to improve cognitive aging (Cassarino & Setti, 2015; Millington, 2012; Walton, 
Mowszowski, Lewis, & Naismith, 2014). In architecture and urban planning, scholars incorporate 
concepts such as “age-friendly cities” (Plouffe & Kalache, 2010) and “urban aging” (Eurocities2) into 
their research agendas with the goal of building sustainable environments that consider older 
adults as well (Fozard, Rietsema, Bouma, & Graafmans, 2000). In the sparse existing literature in 
geography that focuses on aging, researchers examine mobility and activity as indicators of healthy 
aging (Fillekes, Giannouli, Kim, Zijlstra, & Weibel, 2019; Fillekes, Kim, et al., 2019; Isaacson, Wahl, 
Shoval, Oswald, & Auslander, 2016) or of broader demographic and economic implications 
(Goodman, Brewster, & Gray, 2004; Hodge, 2008). 
Virtual environments (VEs) are commonly used in navigation studies because they simulate real-
world navigation and enable researchers to create controlled conditions for experimentation at the 
same time (Foreman, 2010; Kinateder et al., 2014). By definition, virtual reality (VR) displays aspire 
to mimic reality through highly photorealistic representations (Bowman & McMahan, 2007). 
However, visual realism needs to be carefully considered from a design perspective. There are many 
grounds on which visual realism is appreciated and desired, but it is also a target of criticism. For 
example, representing objects and phenomena at the highest degree of resemblance to their real-
world counterparts can make it easier for people to relate to it (Finlayson, Zhang, & Golomb, 2017). 
Furthermore, people like realistic displays more when compared to abstract variations (Smallman & 
John, 2005b; Smallman & Cook, 2011). However, individual preferences and performance in spatial 
tasks with visually realistic displays can be misaligned, which is especially pronounced for people 
with lower spatial abilities (Smallman & John, 2005a, 2005b). Due to this conflict, visual realism is 
an important topic to study in the context of navigation. Too much realism might lead to 
information overload, especially for older people who, on average, exhibit a decline in their spatial 
abilities and visuospatial memory capacity. In geovisualization, an increasing effort has been 
evident in recent decades to integrate user studies that examine visualization designs from a 
human-centric perspective (e.g., Çöltekin, Heil, Garlandini, & Fabrikant, 2009; Griffin & Fabrikant, 
2012; Olson, 1997; Roth et al., 2017). In such studies, participant characteristics are especially 
important (Griffin & Fabrikant, 2012), but it appears that the focus is often on evaluating a 
visualization’s design rather than on the characteristics of the user. While there is strong interest in 
usability, in addition to an increasing awareness of the importance of customizing and personalizing 
visualization solutions (Jameson, 2008; Steichen, Ashman, & Wade, 2012; Steichen & Fu, 2019), 
what it means to design explicitly for a target user group is currently under-investigated. 
Specifically, the older age groups are often neglected, most likely due to the convenience of using 
university students as sample participants (“convenience sampling”) in user experiments. When 
examining the relevant literature (elaborated in Chapter 2), it becomes evident that there is minimal 
understanding of how aging may affect a person’s performance with geographic visualizations. 






(Park et al., 2002), but we do not have a precise understanding of the implications of aging in spatial 
knowledge acquisition using various geographic visualization displays.  
It has been clear to cartography scholars and the related communities that to design visualizations 
that work well, one needs to examine the topic “holistically” (Brewer, 2015). Such an examination 
may be based on at least three fundamental dimensions, design, context and users’ goals, and 
audience of the visualization (Brewer, 2015; Çöltekin, 2019). These three dimensions may answer 
the questions of: 1) what is being built and how; 2) why, where, and when a phenomenon takes place, 
i.e., under which conditions, and with what intentions the visualization is created; and 3) for whom 
the visualization is being built, i.e., what are the individual and group differences (Fabrikant & 
Lobben, 2009; Lloyd & Bunch, 2005). Examining these three dimensions together, one can 
investigate the research questions holistically to identify which factors are important in designing 
the geographic visualization display.  
Within this project, the context is navigation, specifically spatial knowledge acquisition in passive 
route learning, the examined design factor is visual realism in 3D VEs, and the audience is older 
adults with younger adults as the control group. From a fundamental science perspective, this Ph.D. 
project explores how 3D visualization design, especially different levels of visual realism in VEs, 
impacts spatial knowledge acquisition in route learning tasks for people of different ages and 
cognitive abilities. From an applied science perspective, the project examines how we can help improve older adults’ route learning to eventually enable them to better navigate, and thus improve 
their overall well-being. To achieve these goals, this thesis employs a set of controlled laboratory 
experiments nested in one, which considers the three dimensions as explained above (Figure 1). 
 
Figure 1: Conceptual design of the project considering design, use context, and audience, framed in this thesis as 
levels of realism, route recall, and age & cognitive abilities respectively (recreated from Lokka & Çöltekin, 2016). 
Given the context above, the overarching question that guides this thesis is:  
How can we design geographic visualization displays that enhance spatial knowledge 
acquisition for healthy aging older people in virtual route learning tasks to eventually assist 
them better in the complex task of navigation? 
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1.2 Research questions  
This dissertation is structured around the following three leading research questions, which 
tackle the three experimental dimensions described in the previous section (Section 1.1): (i) 
visualization type/design, expressed in this thesis as levels of realism, (ii) information/task type (use 
context),  expressed in this thesis as route recall in short- and long-term, and (iii) audience (user 
characteristics) expressed in this thesis as age differences and cognitive abilities. 
1.2.1 Visualization type: levels of realism 
Terminology clarification: In the questions below, three visualization types are featured that 
correspond to the three VEs. Screenshots from these three VEs are shown in Figure 2, and their 
naming is briefly explained below (further elaborated in Section 3.5.2): 
❖ Abstract VE serves as a baseline condition and includes a minimum amount of photographic 
information (Figure 2, left). 
❖ Realistic VE is another baseline that simulates the real world, and the state-of-the-art VR 
representations of cities with a high amount of photorealism (Figure 2, right). 
❖ Mixed VE results from a carefully designed combination of the Realistic and Abstract VEs, 
presenting photo-textures only on structures at critical locations for navigation (“effective 
landmark locations”), while the rest of the VE resembles the Abstract VE (Figure 2, middle). 
 
 
Figure 2: Designs of the three VEs, i.e., visualization types (recreated from Publication III). 
The research questions (RQ) in this thesis in relation to these visualization types are as follows: 
Leading research question (I) How do varying levels of visual realism in 3D VEs affect 
the recall of visual, spatial, and visuospatial information in a virtual route learning task? 
Specific research questions 
RQ1.1. How does Mixed VE affect participants’ recall accuracy of visual, spatial, and 
visuospatial information in route learning tasks when compared to the two baseline 
conditions (Abstract and Realistic VEs)? 
RQ1.2. How do the Abstract and Realistic VEs differently affect participants’ recall 
accuracy of visual, spatial, and visuospatial information in route learning tasks 
compared to each other (Abstract VE vs. Realistic VE)? 
6 
 
RQ1.3. How do different levels of realism affect participants’ visualization type 
preference among the three VEs for route learning before and after the learning tasks 
are performed? 
RQ1.4. How does the Mixed VE differently affect the alignment of participants’ 
response confidence with their recall accuracy when compared to the two baseline 
conditions (Abstract and Realistic VEs)? 
1.2.2 Use context: Route recall in short- and long-term 
Terminology clarification: In the questions below, two recall stages are featured that correspond to 
short- and long-term memory: the immediate (right after the route learning experience) and delayed 
(one week later) recall stages. RQs related to recall stage are as follows: 
Leading research question (II) Do the effects of varying levels of realism in 3D VEs on 
route recall tasks persist over time?  
RQ2.1. How do different levels of visual realism affect participants’ recall accuracy of 
visuospatial route information in the immediate and delayed recall stages? 
RQ2.2. How do different levels of visual realism affect the amount of visuospatial 
information transferred from short- to long-term memory, i.e., what are the ‘forgetting rates’ in visuospatial route recall tasks from the immediate to the delayed recall stages? 
RQ2.3. How does the Mixed VE differently affect the alignment of participants’ 
response confidence with their recall accuracy when compared to the two baseline 
conditions (Abstract and Realistic VEs) in the immediate and delayed recall stages? 
1.2.3 User characteristics: Age differences and cognitive abilities  
RQs related to user characteristics in the scope of this thesis are as follows: 
Leading research questions (III) 
1) How do varying levels of realism in the studied VEs affect the route recall 
performance of healthy aging older adults and younger adults? 
2) How do participants’ spatial abilities and visuospatial memory capacity affect 
route recall with the three VEs? 
Specific research questions 
RQ3.1. How does the route recall accuracy of older adults differ from that of younger 
adults with the three VEs? 
RQ3.2. How do different VEs affect younger and older participants differently in self-
assessing how well they performed in the given tasks? 
RQ3.3. How do participants’ visualization type preference differ based on age for the 
three VEs for route learning tasks before and after the VE experience? 
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RQ3.4. How do participants’ spatial abilities as measured by mental rotation task 
(MRT), and visuospatial memory capacity as measured by the visuospatial memory 
capacity test (VSM) interact with their route recall accuracy with the use of the three 
VEs taking also age into account? 
1.2.4 Structure of the thesis 
Chapter 1 provides the overall motivation for this Ph.D. project, presents the RQs, provides an 
overview of the dissertation’s scope and content, and links the publications—on which this paper-
based thesis is built—to the RQs. Chapter 2 provides the theoretical background of the thesis, 
synthesizing the key literature on core topics from the sub-disciplines of geography (cartography 
and geovisualization, geographic information science and technology) and psychology (perception 
and cognition in relation to attention, memory, and aging). Thesis’ aims, research gap and 
hypotheses are presented at the end of this chapter, linking them to the RQs. Chapter 3 presents the 
methodology applied throughout the Ph.D. project, which has been used in all of the included 
publications. Chapter 4 presents the main findings of the thesis. Chapter 5 revisits the RQs and 
discusses the findings embedded in the relevant literature and states the limitations of the work. 
Chapter 6 brings the findings together and focuses on the larger picture. To conclude the 
manuscript, scientific contributions of the work are revisited, and a list of visualization design 
guidelines are offered. Chapter 6 concludes with an outlook. Publications section includes a reprint 
of the three journal publications on which the thesis is based. Appendix section includes the 
materials used in the experiment, as well as the Ph.D. candidate’s curriculum vitae. 
1.3 Included publications  
Throughout this Ph.D. project, I led three journal and 10 conference papers and contributed to one 
journal and two conference papers led by others (Figures 2, 3, and 4). This thesis is based on the 
three journal papers published in international peer-reviewed journals for which I am the first 
author. The conference papers (abstract-reviewed full papers or abstracts) are not explicitly 
attached to this thesis, but they are cited throughout the manuscript where appropriate. 
Publication I: Lokka, I.E., & Çöltekin, A. (2019). Toward optimizing the design of virtual 
environments for route learning: empirically assessing the effects of changing levels of realism on 
memory. International Journal of Digital Earth, 12(2), 137-155. 
https://doi.org/10.1080/17538947.2017.1349842 
Ph.D. candidate’s contributions: Development of the concept. Implementation and execution of 





Çöltekin, A., Lokka, I.E., & Boér, A. (2015). The utilization of 
publicly available map types by non-experts—A choice 
experiment. In Proceedings of the 27th International Cartographic 
Conference (ICC2015). 
Lokka, I.E., & Çöltekin, A. (2016). Simulating navigation with 
virtual 3D geovisualizations—A focus on memory-related factors. 
In ISPRS - International Archives of the Photogrammetry, Remote 
Sensing and Spatial Information Sciences. Prague. (DOI: 
https://doi.org/10.5194/isprs-archives-XLI-B2-671-2016) 
Çöltekin, A., Lokka, I.E., & Zahner, M. (2016). On the usability and 
usefulness of 3D (geo)visualizations—A focus on virtual reality 
environments. In International Archives of the Photogrammetry, 
Remote Sensing and Spatial Information Sciences. (DOI: 
https://doi.org/10.5194/isprs-archives-XLI-B2-387-2016) 
Lokka, I.E., Çöltekin, A. (2017). Remembering what we 
see: Designing virtual environments to improve visuospatial recall 
for navigation tasks. In Proceedings of the 28th International 
Cartographic Conference (ICC2017). 
Lokka, I. E., & Çöltekin, A. (2018).  A virtual reality experiment 
for improving the navigational recall: What can we learn from eye 
movements of high-and low-performing individuals?. In 
Proceedings of the 3rd International Workshop Eye Tracking for 




Figure 3:  Introductory page of Publication I (left), and the thematically related conference publications (right). 
Publication II: Lokka, I.E., Çöltekin, A., Wiener, J. M., Fabrikant, S. I., & Röcke, C. (2018). Virtual 
environments as memory training devices in navigational tasks for older adults. Scientific Reports, 
8(1). https://doi.org/10.1038/s41598-018-29029-x 
Ph.D. candidate’s contributions: Development of the concept. Implementation and execution of 
the experiment. Data analysis. Writing the draft of the manuscript and incorporating the 
contributions from all co-authors, as well as corrections and revisions. 
 
 Lokka, I.E., Çöltekin, A. (2017). Virtual environments as memory 
training devices for navigational tasks as we age: A design 
perspective. In 2nd International Workshop on Models and 
Representation in Spatial Cognition, April 6-7, Tuebingen, DE.  
Lokka, I.E., & Çöltekin, A. (2017). Designing memorable 3D 
geovisualizations for older adults. Aging & Cognition 2017, EUCAS, 
April 20-22, Zurich, CH. 
Lokka, I.E., & Çöltekin, A. (2017). Navigational learning in virtual 
environments that are designed to improve memory—Individual 
and group differences based on spatial abilities and age. Workshop 
on Urban Wayfinding & the Brain, June 14th, 2017, UCL, London, UK.  
Lokka, I. E., & Çöltekin, A. (2018). Virtual environments designed 
to improve route learning performance: A focus on age and 
visuospatial abilities. ICA Commissions Joint Workshop Altases, 
Cognition, Usability, April 2018. Olomouc, Czech Republic. 
Lokka, I.E., & Çöltekin, A. (2019). Age differences in attention and 
memory in a virtual reality route learning task. In 5th International 
Conference Aging & Cognition EUCAS2019. Apr 24-26. 
 
Figure 4: Introductory page of Publication II (left), and the thematically related conference publications (right). 
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Publication III: Lokka, I.E., & Çöltekin, A., (2020). Perspective switch and spatial knowledge 
acquisition: effects of age, mental rotation ability and visuospatial memory capacity on route 
learning in virtual environments with different levels of realism. Cartography and Geographic 
Information Science, 47(1), 14-27. https://doi.org/10.1080/15230406.2019.1595151 
Ph.D. candidate’s contributions: Development of the concept. Implementation and execution of 
the experiment. Data analysis. Writing the draft of the manuscript and incorporating corrections 
and revisions. 
 
Lokka, I. E., & Çöltekin, A. (2018). Do age differences affect 
performance in 2D sketching based on a first-person perspective ( 
3D) route learning task in differently-designed virtual 
environments? Spatial Cognition 2018. Tuebingen, Germany, 
September 05-08, 2018. 
Lokka, I. E., & Çöltekin, A. (2018).  Evaluating route learning 
performance of older and younger adults in differently-designed 
virtual environments: A task-differential analysis. In: ISPRS - 
International Archives of the Photogrammetry, Remote Sensing and 
Spatial Information Sciences, XLII-4, 383-387. Delft. Netherlands. 
October 1st-5th, 2018. (DOI: https://doi.org/10.5194/isprs-
archives-XLII-4-383-2018) 
 
Figure 5: Introductory page of Publication III, and the thematically related conference publications (right). 
1.4 Linking publications with research questions 
The links between the RQs and the publications are clarified below.  
1.4.1 RQ 1: Visualization type: Visual realism 
The key contributions of this thesis are on the effects of visual realism in VEs on navigational route 
learning, with a specific focus on an older age group. The three papers included in the dissertation 
thus reflect this focus. In Publication I (Lokka & Çöltekin, 2019), the broader focus is on the 
improvement of the visualization design of VEs for navigational tasks. By performing an extensive 
investigation across multiple tasks, three visually distinct VEs varying in levels of visual realism 
were created and evaluated in order to understand how well young adults could recall visuospatial 
information (n = 42). This paper essentially benchmarks the main idea of information overload and 
motivates the next steps. In Publication II (Lokka, Çöltekin, Wiener, Fabrikant, & Röcke, 2018), the 
focus is on age differences in relation to visualization type. The three VEs are comparatively 
assessed to examine how well they can assist younger and older adults in the recall of visuospatial 
information during route learning. In addition to participants’ recall accuracy, their perceived 
accuracy (confidence) and preferences among the VEs are also analyzed (n = 81). In Publication III 
(Lokka & Çöltekin, 2020), a complex task that requires perspective switching between first-person 
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3D and areal 2D views is examined in connection with the visualization type; analyzing the 
interactions between four factors (age, visualization type, abilities, and recall stage) as independent 
variables (n = 81). 
1.4.2 RQ 2: Use context: Recall stage 
Since this project is broadly about spatial knowledge acquisition during route learning, the question 
of how long the acquired knowledge is retained is a key question. In other spatial acquisition 
studies, long-term recall appears to be scarcely evaluated, possibly due to its significant 
implementation complexities. In this project, two recall stages are studied: Immediate recall refers to participants’ recall rates immediately after experiencing the three VEs, while delayed recall refers 
to the same one week later. Publication I presents an extensive evaluation of participants’ visual, 
spatial, and visuospatial information recall accuracy during the immediate and delayed recall stages 
(elaborated in Section 3.6) comparatively for the three VEs. Publication II and Publication III 
similarly evaluate the effect of recall stage with the three VEs in the specific recall tasks they 
examine (turn-by-turn recall and map-sketching, respectively). The key findings are summarized and 
interpreted in Chapters 4 and 5 of this manuscript and elaborated further in each published paper.  
1.4.3 RQ 3: User characteristics: Age and cognitive abilities 
Since any learning and recall task highly depends on memory capacity, which declines over the life 
course, the effects of aging are equally important in this thesis. Specifically, the effects of aging on 
route learning and the related visual, spatial, and visuospatial information recall tasks, as well as 
how these interact with the tested visualizations are treated and investigated as a third objective. 
Publication II and Publication III discuss the importance of age as a factor in route learning tasks. 
These two papers elaborate the specific challenges that especially older people face in route recall 
tasks of visuospatial information, for turn-by-turn recall and map-sketching. Thus, they present the differences in younger and older participants’ recall performance with the different visualization 
types. Age appears as an independent variable in both papers with a detailed discussion on the 
differences between the two age groups that took part in the study.  
Besides the age-related cognitive decline, in navigation-related literature, it is evident that 
participants’ memory capacity and spatial abilities can interfere with route recall measures 
(Wolbers & Hegarty, 2010). In Publication I, the variability in recall performance is better 
explained with the introduction of group differences based on spatial abilities and visuospatial 
memory capacity in all the examined tasks and both the recall stages. Similarly, Publication III 
provides evidence that the variability of recall performance for the map-sketching task that requires 
a change of perspective is explained at least partially by differences in memory capacity and spatial 




2. Theoretical background 
This thesis is embedded in geographic information science (GIScience), bridging interdisciplinary 
knowledge from geography, visualization, and perceptual and cognitive psychology. Hence, this 
chapter first summarizes the overall role of visualizations in science, then narrows it down to 3D 
visualizations used in geography, and further focuses on the role of visual realism in visuospatial 
knowledge acquisition in the context of virtual navigation and route learning. Then the question of “for whom” is examined: The role of memory capacity in visuospatial recall, as well as visual and 
spatial memory types are reviewed as cognitive factors in route learning. Finally, the literature on 
age-related cognitive decline in healthy aging individuals in the context of navigation is covered. All 
these factors are then brought together, establishing the basis of the thesis. After the review of the 
literature, the thesis aims and research gaps are presented. 
2.1 3D and visual realism in visualizations  
This thesis was initially motivated by the fact that the value of 3D and realism as a visualization type 
has been subject to scholarly debate (Boér, Çöltekin, & Clarke, 2013; Çöltekin, Lokka, & Zahner, 
2016; Shepherd, 2008a; Smallman & John, 2005b; Wood, Kirschenbauer, Döllner, Lopes, & Bodum, 
2005). Examining the key literature from this perspective will set the foundation and guide the 
thinking behind how one should design realistic 3D visualization environments that facilitate 
effective route recall in navigational VR experiments. Such an investigation could lead to 
visualization design guidelines, creating “cognitive amplifiers” for younger people and serving as “cognitive prosthetics” for older people (Arias-Hernandez, Green, & Fisher, 2012; Card, Mackinlay, & 
Shneiderman, 1999). 
2.1.1 2D and 3D visualizations in science 
To examine the value of 3D visualizations, first we examine the fundamental concepts in 2D 
visualization literature. Bertin’s seminal “visual variables” are considered the building blocks of a 
(2D) visualization (Bertin, 1983). Modern scholars extend Bertin’s visual variables to interactive 
visualizations (Carpendale, 2003; Dibiase, Maceachren, Krygier, & Reeves, 1992; MacEachren, 
2004), as well as 3D (Slocum, McMaster, Kessler, & Howard, 1999) by adding variables such as 
dimensionality, interaction modality, animation, abstraction, shading, camera angles (perspectives) 
in 3D, etc. Many of these factors have been examined in user experiments, albeit to a limited degree, 
where researchers aim to provide guidelines for their use and design (Boukhelifa, Bezerianos, 
Isenberg, & Fekete, 2012; Brügger, Fabrikant, & Çöltekin, 2017; Brychtova & Çöltekin, 2016; 
Garlandini & Fabrikant, 2009; Maggi, Fabrikant, Imbert, & Hurter, 2016). The use of 2D or 3D 
displays, with the question of “when is one more appropriate than the other?”, appears to have 
attracted some interest throughout the past decades (Cockburn & McKenzie, 2002; Risden, 
Czerwinski, Munzner, & Cook, 2000; Tory, 2003). 2D visualizations are well-established means of 
visualizing geospatial content. The fields of map-making and cartography have a long history of 
examining what constitutes a good map. However, the technological developments since the 1960s 
truly accelerated through the 1980s to today, enabling computer graphics communities to bring the 
third spatial dimension as a possibility for representing information. This “extra dimension” was 
viewed as an opportunity to present more information (Dykes, MacEachren, & Kraak, 2005). While 
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the value of a 2D visualization has been well-established for various use cases (e.g., presentation of 
graphs, cadaster maps, etc.), the use of the third dimension seemed random in general, lacked 
evidence regarding whether it supported user performance with displays, and attracted criticism 
(Shepherd, 2008; Tufte, 2001). Information visualization literature suggests that a justified use of 
the third dimension in visualizations is yet to be established (e.g., Borkin et al., 2011; Çöltekin et al., 
2016), whereas in scientific visualization communities 3D visualizations appear to be more 
accepted (Çöltekin, Bleisch, Andrienko, & Dykes, 2017). 
In the geovisualization community and related areas, those who study visualizations in connection 
to human cognition have been investigating the use of 2D and 3D geovisualizations in comparison to 
one another as well; for example, examining the combinations of the two (Bleisch & Nebiker, 2008; 
Herbert & Chen, 2015; Seipel, 2013), or comparing stereoscopic 3D with monoscopic 3D (Fabrikant, 
Maggi, & Montello, 2014; McIntire, Ellis, Harrington, & Havig, 2014; Shepherd, 2008). As in other 
visualization communities, the value of the additional spatial dimension is debated in 
geovisualization, as studies that investigate how accurately people can understand geospatial 
content and make decisions using 2D and 3D maps demonstrate mixed outcomes (Borkin et al., 
2011; Çöltekin et al., 2016; Huk, 2006; Zanola, Fabrikant, & Çöltekin, 2009). The reason for such 
mixed findings in user studies with 3D in visualizations is likely due to the varying tasks (use cases 
and context) and participant characteristics, though clearly more work is needed to establish the 
exact reasons behind the different findings. In navigation-related research, we see a mixture of 2D 
and 3D geovisualization use (Meijer, Geudeke, & Van Den Broek, 2009). Similarly, navigation 
assistants such as Google Maps typically use abstract 2D representations on their landing page, 
whereas for turn-by-turn directions during navigation, we see a shift to 3D first-person views 
(Google Maps3). This shift can be explained due to the change in task. On the landing page, the 2D 
aerial view ensures that the user sees the route in its entirety and can get an overview of the spatial 
context, as well as their absolute and relative orientation (Thorndyke & Hayes-Roth, 1982). With 
turn-by-turn directions in real-world navigation, a 3D first-person perspective ensures that the 
contents of a user’s viewpoint directly links to their real-world experience; thus, no mental 
rotations are required to bring the scene into the same perspective (Golledge, Dougherty, & Bell, 
1995). Importantly, during  real-world navigation, there is evidence that people appreciate direct 
links between the visualization and the real world (Burigat & Chittaro, 2007; Liao, Dong, Peng, & 
Liu, 2017; Plesa & Cartwright, 2008). On the other hand, it has also been documented that people 
are not always able to judge if what they prefer is what better facilitates their performance 
(Smallman & John, 2005a). In the scope of this thesis, a direct comparison of 2D vs. 3D is not made. 
However, the perspective switch is examined, i.e., if the spatial knowledge acquired in the 3D first-
person view VEs could be successfully translated to 2D sketches by participants (Publications I, 
and III). 
2.1.2 Visual realism  
3D visualizations can simulate the real world with high fidelity. Thus, a common argument for their 





2017). Assuming this is overall a good thing, a decade-old question linked to this argument is “How 
high-fidelity must a representation be for it to look and feel real?” (Luebke et al., 2003). The fidelity 
of the representation can be too low, which would not feel real, or it can induce the “uncanny valley” 
effect wherein a sense of familiarity is achieved but is still unconvincing, or the visualization evokes 
negative emotions (MacDorman, 2006; Mori, MacDorman, & Kageki, 2012). Of course, the level of 
realism in a visualization can also be “just right”. In cartography and geovisualization discourse, this 
set of concepts regarding realism levels in representation is studied as levels of abstraction/realism 
and is a long-standing challenge (Bétrancourt & Tversky, 2000; Çöltekin, Bleisch, Andrienko, & 
Dykes, 2017; Cover et al., 1993; Gonzalez, 1996). This is similar to the debate on whether one should 
or should not use 3D: In visualization-related literature, as well as in perceptual psychology studies, 
the evidence for and against the use of visual realism is mixed (McIntire, Havig, & Geiselman, 2014; 
Smallman & John, 2005b). One can find both support and opposition for the use of visual realism to 
communicate information or to acquire spatial knowledge from visual displays.  
A number of studies support the position that with the removal of irrelevant information from the 
visualization, user performance in various spatial tasks would increase (Çöltekin et al., 2018; Krejtz, 
Çöltekin, Duchowski, & Niedzielska, 2017; Smallman & John, 2005a; Wilkening & Fabrikant, 2013). 
Previous work suggests that when visual clutter on a display decreases (Rosenholtz, Li, & Nakano, 
2007), the cognitive load for processing the information also decreases (Sweller, 1988). Therefore, 
with abstract displays, viewers have a better chance of focusing on task-specific information in 
achieving their goals. One of the general principles of cartography is based on this assumption: 
Depending on the cartographic scale, map purpose, and audience, cartographers apply 
generalization techniques to remove redundant information, highlight relevant objects, and bring a 
semantic focus to the map to help people see important information (McMaster & Shea, 1992). 
In studies that examine whether realism adds value in (geo)visualizations compared to their 
abstract alternatives, it is demonstrated that users’ preference and performance in given tasks (e.g., 
task accuracy, completion time) do not always coincide. Smallman and John (2005a) refer to this 
mismatch as “naïve realism”: People prefer displays with a high degree of visual realism but they 
perform worse with realistic displays compared to abstract alternatives (Smallman & John, 2005b). 
This idea conceptually extends to cartography as naïve cartography (Hegarty, Smallman, Stull, & 
Canham, 2009): In a study featuring meteorological maps, non-expert participants preferred the 3D 
and animated displays but they performed faster with the more abstract looking displays. Later 
studies broadly confirm the presence of the naïve cartography effect (e.g., Brügger et al., 2017). 
While realism may not always support performance in, for example, map reading, there is also 
evidence in favor of using visual realism in some contexts. For example, it has been shown that 
people are good at interpreting pictures and images of the natural world and understanding the gist 
of a scene quickly (Wolfe, 1998). It has also been shown that humans are excellent at recalling 
pictures that they have been exposed to in as little as a few seconds (Potter & Levy, 1969). When it 
comes to the amount of visual information, participants recognized thousands of images (around 
2.5k), depicting even elements from the same themes, with very high accuracy (87–92%) (Brady, 
Konkle, Alvarez, & Oliva, 2008). Importantly, the human recognizable elements in realistic displays 
assist users in achieving higher recall rates (Borkin et al., 2013; Brady et al., 2008; Isola, Xiao, 
Torralba, & Oliva, 2011) as people can easily name them. The “nameability” of features appears to 
be important in recall tasks: It has been shown that not only objects but also colors that people can 
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name are better recalled (Brewer, 1996; Brown, Lindsey, & Guckes, 2011; Lenneberg, 1961; Özgen, 
2004). Possibly motivated by such studies, there have been efforts to increase realism levels in VR in 
navigation-related domains (Betrancourt, 2005; Peters, Jahnke, Murphy, Meng, & Abdul-Rahman, 
2017; Semmo, Trapp, Kyprianidis, & Döllner, 2012) so that people can easily match real-world 
structures and landmarks to the ones on the displays (Partala et al., 2010).  
Based on the above summary of the literature on realism and abstraction, one may also ask “How much (realism) is too much?” A seminal study in psychology suggests that human working memory 
can only store up to seven items, give or take two (Miller, 1956). Cowan’s more recent findings 
suggest that the “magical number” might be four rather than seven (Cowan, 2010). The use of 
photorealism in representing four or seven items (or categories) is not straightforward. However, 
these papers highlight the limits of human working memory and the necessity for the adaptation of 
visualizations to match human limitations in processing information. In this thesis, levels of visual 
realism in designing VEs for navigational route learning is a core interest. Some links between visual 
realism and information recall were introduced above, and the following sections further elaborate 
on the current state of the art on human memory and information processing. 
2.2 The role of memory capacity in navigation 
Because the context in this thesis is navigational route learning, and route learning requires the use 
of various human memory systems, this section summarizes how memory works in a broad sense, 
with a focus on discourse relevant to the thesis.  
What exactly is memory? Memory is a difficult-to-define term with many layers of complexity. It has 
been the subject of debates in the literature. Fundamentally, it is understood that it consists of 
psychophysical structures and processes required to store and retrieve information (McLeod, 
2017). According to a commonly cited cognitive model, the three basic processes for memory are 
the encoding, storage, and retrieval of information (Melton, 1963). In order to create a new memory, 
the information first has to be encoded, creating a path in the brain, storing the information, and 
linking the specific event to the retrieval process for later access. Encoding and storage usually 
happen passively while retrieval is often active (Mastin, 2010). Throughout this manuscript, the 
word recall is used to express the processes involved in information retrieval from memory.  
When considering memory, time is important. The more time that passes, the fewer details we can 
recall. Initially, when there is a stimulus, our senses detect it, and either ignore it, after which the 
stimulus disappears, or perceive it, at which point the stimulus is stored in sensory memory (Dubuc, 
2002). At the sensory processing stage, attention is not required, but once attention is focused on an 
object and it acquires a meaning, this stimulus is then stored in short-term memory (Ware, 2004). 
The capacity of short-term memory is limited, and the duration that a stimulus can be retained in it 
is less than a minute (Terry, 2016). Working memory (WM) is closely related to short-term memory, 
and sometimes the two terms are used interchangeably. WM also has a limited capacity. It can hold 
four-to-nine items simultaneously (depending on the study) (Miller, 1956; Cowan, 2010). With 
active effort such as repetition or combining the stimulus with previous knowledge and providing it 
with meaning, information can be transferred to long-term memory. This is also the final step at 
which point the memory can be stored for an extended amount of time, some even for an entire 
lifetime. The capacity of long-term memory is “unlimited” (McLeod, 2010). 
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2.2.1 Memory and learning for routes 
Visual and spatial memory Apart from the temporal considerations in discriminating between 
memory types (short-term or working memory, long-term memory), most memory models suggest 
that the encoding of stimuli can occur in different forms and in specialized parts of the brain. This 
section includes a concise review of visual and spatial memory types, both of which are required 
during navigation, given that navigation includes a combination of visual and spatial components. 
The distinction between the visual and spatial memory types is somewhat fuzzy, though some tasks 
show clear dissociation between visual and spatial components e.g., as demonstrated in the Visual 
Patterns Test and the Corsi Blocks Test (Della Sala, Gray, Baddeley, Allamano, & Wilson, 1999). 
Distinguishing the terms visual and spatial, Logie (1986) states: “One way in which to think of the term ‘spatial’ is as a reference to the location of items in space and the geometric relationships 
between those items. Visual information might then refer to properties of those items such as their shape, color, and brightness” (pp. 77–78). When a task requires both memory types in tandem, 
which is typical of many of the tasks linked to route learning, the term visuospatial memory is used. 
Although not treated in this project, another interesting memory system worth mentioning is the 
episodic memory (Tulving, 1972) which may be relevant to route learning (Gras, Gyselinck, 
Perrussel, Orriols, & Piolino, 2013). Episodic memory is distinguished from other forms of memory, 
as the experiences are mentally framed in a certain time and location, and can be recalled together 
as a set (Tulving, 1972). Information from multiple channels (visual, spatial, verbal) might be linked 
in episodic memory (Lee & Spelke, 2010). Route recall requires the use of all these memory types, 
and environmental cues play a crucial role in the type of information encoded and recalled.   
 
The importance of landmarks As explained in Section 2.1, there is a link between the amount of 
information presented to people and how much they can remember. Besides the amount or quantity 
of the information, various semantic and perceptual features, i.e., its quality, need to be taken into 
consideration (Lokka & Çöltekin, 2017). In navigation, landmarks have such perceptual and 
semantic qualities that are highly relevant for spatial knowledge acquisition. Overall, landmarks can 
be described as salient objects or features in the environment that attract attention, and thus, help 
people in creating mental anchors, or spatial frames of reference, linked to a specific location which 
is important in the memorization of a route (Richter & Winter, 2014). How well people describe a 
route is shown to be correlated with the number of landmarks they can recall (Heft, 1979).  
 
It is important to note that there are different types of landmarks. The most common categorization 
of landmark types is based on why they may attract attention. Thus, a landmark’s i) visual, ii) 
semantic, and iii) structural salience and a combination of these factors appear to determine their 
level of landmarkness (Aginsky, Harris, Rensink, & Beusmans, 1997; Klippel & Winter, 2005; Raubal 
& Winter, 2002; Sorrows & Hirtle, 1999; Strickrodt, O’Malley, & Wiener, 2015; Waller & Greenauer, 
2007; Wiener, de Condappa, Harris, & Wolbers, 2013). The visual salience of a landmark relates to 
its distinguishable features that make it stand out from the rest of the objects in its surroundings, 
e.g., shape, size, color, texture, etc. Semantic salience relates to the general or personal meaning of 
an object or location e.g., temple, school, hospital, etc., or a location wherein a person may have 
experienced a memorable moment. Structural salience relates to the location of the object in 
relation to its immediate environment e.g., on vs. off a route of interest, at intersecting points of the 
path, etc., and it is essentially tied to the characteristics of the route of interest (Claramunt & Winter, 
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2007; Klippel, Richter, & Hansen, 2005; Klippel & Winter, 2005; Lenneberg, 1961; Röser, 
Hamburger, Krumnack, & Knauff, 2012; Waller & Lippa, 2007). In another theoretical study, 
Stankiewicz & Kalia (2007) approach landmark characterization based on: (i) persistence, i.e., how 
stable a landmark is in position, (ii) perceptual salience (same as above), and (iii) informativeness for 
the navigational task.  
 
Furthermore, Waller & Lippa (2007) distinguish landmarks based on whether they serve as 
associative cues for action, or as beacons. If landmarks serve as associative cues for action, “recognition triggered responses” are introduced, i.e., people are asked to take an action as soon as 
they identify a landmark. The call to action in such cases can be disconnected from the overall 
navigational goal of arriving at the destination, and focused on a specific segment of the route, e.g., taking a left turn at the gas station. The term associative cue is linked to ‘cued recall’, in which 
learning occurs by associating a specific action (turning left), with the specific landmark (gas 
station). In this process, one needs to recall and preserve two types of information: landmark 
identity, and directional information. Therefore, the time required to memorize the route based on 
such landmarks may be longer (Waller & Lippa, 2007). On the other hand, the concept of “landmarks as beacons” is relevant when one is aiming to reach the identified landmark, which may 
be their final goal or allow them to finish a segment of the route. Beacons are linked to recognition 
tasks, where a person recognizes a specific landmark that leads her to the final target. In this case 
directional information is not necessarily present, but the correct identification of the next beacon is 
important, with a route resulting in a combination of many successive landmark beacons (Waller & 
Lippa, 2007). 
 
Among the various landmark features discussed above, the structural salience is perhaps 
specifically interesting from the perspective of spatial sciences. There are numerous navigation 
studies with the goal of identifying optimal locations for structurally salient landmarks (Karimpur, 
Röser, & Hamburger, 2016; Richter & Winter, 2014; Röser, Hamburger, et al., 2012; Röser, 
Krumnack, Hamburger, & Knauff, 2012; Winter, 2003). The outcomes from these studies suggest that landmarks at specific locations on a person’s route in wayfinding tasks signify high structural 
salience. Specifically, intersections (decision points for a turn) and landmarks located in the 
direction of the turn are critically important (Röser, Hamburger, et al., 2012). These are the 
positions on a route where people take “mental notes” of what is around them (named “effective 
landmark locations” in this thesis) to recall their route later. In addition to these landmarks, the 
spatial layout of the street network (structural network) serves as another anchor that people 
utilize to learn their route while navigating in unfamiliar environments (Claramunt & Winter, 2007).  
Viewing perspective and route learning strategies The perspective under which the learning 
occurs can have a profound effect on one’s acquiring spatial knowledge. In the real world or in a VE, 
an observer typically experiences the environment from a first-person perspective, i.e., from an 
egocentric view (Klatzky, 1998). Learning can also occur from a bird’s eye view—for example, using 
a map—where the environment is presented in a reference frame that is external to the observer, 
i.e., from an allocentric view (Klatzky, 1998). Both these perspectives are important in spatial 
knowledge acquisition and allow building route and survey knowledge (Montello et al., 2004).   
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2.3 The role of age and cognitive abilities in route learning 
There are large individual and group differences in people’s navigation abilities, as well as their 
abilities to read, interpret and recall visualizations (Wolbers & Hegarty, 2010), all of which are 
important in the context of this thesis. A considerable variation in navigation and spatial task 
performance has been documented due to individual and group differences, although these 
experiments measure spatial learning in the short term (Brügger, Richter, & Fabrikant, 2019; Credé, 
Thrash, Hölscher, & Fabrikant, 2020; Meneghetti, Borella, Muffato, Pazzaglia, & De Beni, 2014). An individual’s prior experience, cognitive abilities, or age are just a few in a long list of well-known 
factors that may affect performance in spatial tasks. In this Ph.D. thesis, as mentioned in earlier 
sections, age is of particular interest due to its impact on memory, whereas several other factors 
such as gender and expertise have been controlled (see Chapter 3). Below, a concise review of the 
literature is provided to further justify why age is an important and interesting factor to study in 
connection to navigation-related spatial tasks that require remembering. 
2.3.1 Memory throughout the lifespan 
Changes in cognition in healthy aging Cognitive psychology literature clearly demonstrates that 
age is one of the most significant factors affecting cognitive abilities, including memory capacity 
(Anders, Fozard, & Lillyquist, 1972; Foos, 1989; Park et al., 2002). Numerous studies document the 
decline in memory capacity over the life course, e.g., in the recall of faces, text, visuals, and verbal 
input (Park et al., 2002; Rendell, Castel, & Craik, 2005; Salthouse, 2004). A seminal and 
comprehensive study on cognition throughout the lifespan (Park et al., 2002) identified that while “knowledge-based verbal abilities” increase (pp. 305), working memory, short-term memory, long-
term memory, and the speed of processing exhibit a steady decline as people age (Figure 6).   
 
Figure 6: A composite view of lifespan performance measures, including: speed of processing, working memory, 
long-term memory, short-term memory, and knowledge-based verbal abilities (redrawn from Park et al., 2002). 
In addition to the decline in memory with aging (or rather possibly because of it), older people seem 
to make more misattribution errors in the location and time of an experienced event (Dodson, Bawa, 
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& Slotnick, 2007; Dodson, Koutstaal, & Schacter, 2000; Kelley & Sahakyan, 2003; Zelinski & Light, 
1988). The number of misattribution errors correlates with the number of things people have to 
remember (Dodson et al., 2000), confirming the cognitive load theory (Sweller, 1988). Another 
important issue to consider in connection with aging is that older adults tend to overestimate the 
amount of information they can accurately recall and as a result, they are overconfident about their 
memories (Dodson, Bawa, & Slotnick, 2007). Findings that support these various shortcomings have 
been consistently observed in verbal recall tasks e.g., memorizing lists of words (Pardilla-Delgado & 
Payne, 2017), as well as photo/video recall tasks e.g., in crime scene events (Dodson & Krueger, 
2006; Koutstaal & Schacter, 1997). It has also been well-documented that spatial memory declines 
earlier than, e.g., visual or verbal memory systems (Barbeau et al., 2004). 
Navigation in older age Navigation relies on multiple cognitive factors and is a complex task for 
most people. Age-related cognitive decline makes navigation even more complicated in older age 
(Klencklen, Després, & Dufour, 2012; van der Ham & Claessen, 2020), especially in unfamiliar 
settings (Kirasic, 1991; Moffat et al., 2001; Muffato, Della Giustina, Meneghetti, & De Beni, 2015). An 
age-related decline in navigation ability has been observed in both real-world and virtual reality settings, with strong links to cognitive decline which is also reflected in people’s visuospatial 
abilities, mental rotation abilities, and memory capacity (Evans & Pezdek, 1980; Gyselinck et al., 
2013; Hertzog & Rypma, 1991; Moffat & Resnick, 2002; Muffato, Meneghetti, Di Ruocco, & De Beni, 
2017; Nemmi, Boccia, & Guariglia, 2017; O’Malley, Innes, & Wiener, 2018; Park et al., 2002). 
Various studies compare the performance of younger and older adults in navigation related tasks. 
For example, healthy-aging older adults are typically slower in memorizing a novel route than 
young adults (Barrash, 1994; Iaria, Palermo, Committeri, & Barton, 2009; O’Malley et al., 2018). 
Additionally, they have more difficulty in recalling landmarks and recognizing environmental scenes 
(Head & Isom, 2010); locating landmarks (Gyselinck et al., 2013); recalling the route sequence 
(Head & Isom, 2010); and in associative route learning (Head & Isom, 2010; O’Malley et al., 2018). 
The evidence is consistent that aging has an overall negative influence in navigation related tasks, 
and most authors link this performance issue to declining cognitive abilities. Aging appears to also 
have a negative effect especially in allocentric spatial tasks in navigation (Fricke & Bock, 2018), with 
older adults experiencing difficulties in forming and using an allocentric cognitive map (Iaria et al., 
2009; Moffat & Resnick, 2002; Wiener et al., 2013) which is possibly linked to the observation that 
older people commit more errors in mental rotation tasks (Herman & Coyne, 1980; Inagaki et al., 
2002). These issues all affect successful navigation and related tasks, such as route learning. 
2.4 Stating the gaps 
The theoretical background section above highlights the most important factors in examining route 
learning in a VE: How do we design visual displays with a specific focus on levels of visual realism?; 
Why does memory capacity matter in studying route learning?; Why should participant 
characteristics, especially age, not be ignored in scholarly work that examines memory-related 
tasks? In light of the reviewed literature, the gaps in the scientific knowledge are identified, followed 
by the hypotheses tied to each research question presented in Section 1.2. The literature review in 
this chapter clearly demonstrates the progress made in various scientific disciplines on topics 
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related to visualization, aging, and navigation. At the intersection of these domains, new questions 
arise on the interactions between aging, navigation, and visualization.  
An important gap relates to the effects of visual realism levels in (virtual) route learning tasks. 
This is important, because with the right levels of visual realism, VEs can facilitate route learning 
and support people in the complex task of navigation. People seem to prefer visually realistic 
displays, and the VR community aspires to mimic reality in these displays. However, there is not a 
clear understanding of the precise effects that different levels of visual realism in VEs have on individuals’ visuospatial information recall in the context of navigation. It is not yet understood 
what degree of visual realism effectively facilitates route recall, and simultaneously, leads to healthy 
levels of confidence in people regarding their own recall performance. In this thesis, the question 
about whether participants really prefer visually realistic displays is evaluated and the effects of 
varying levels of visual realism on route recall performance and confidence are investigated.  
A second important gap is in the distinction between the short- and long-term route recall. This 
distinction may be the difference between memorization and learning since learning implies that 
phenomena of interest stay in the mind for more than a few minutes. Many spatial knowledge 
acquisition studies may not be measuring learning because they lack longer-term measurements of 
recall performance, likely due to the inherent practical complexities of repeating the experiment 
after some time has elapsed. However, if the tasks involve memory (such as route learning), these 
temporal considerations are important because they affect recall rates. In this thesis, a delayed 
recall experiment is included to better understand the longer-term effects of visual realism on route 
learning. 
Both spatial abilities and memory capacity decline over the life course, and both play an important 
role in navigational recall, leading to the third important gap: The absence of an explicit 
examination of how age-related cognitive decline impacts route learning with varying levels 
of visual realism. Thus, relating people’s age, memory capacity, and spatial abilities can shed more 
light on the overall route learning process. In this thesis, how different age groups perform with 
proposed visualizations is investigated to identify implications that visualization designs can have 
on route learning in relation to aging. Such investigations can further support the creation of “cognitive amplifiers” for younger people, in addition to serving as “cognitive prosthetics” for older 
people (Arias-Hernandez et al., 2012; Card et al., 1999).  A better understanding of how varying the 
visual realism of VE designs might affect the route learning performance of people in different age 
groups and with different characteristics over the course of a shorter and longer time frame will 
contribute to the process of filling the above stated gaps. In broader terms, filling these gaps will 
advance our overall understanding of how spatial knowledge acquisition occurs during route 
learning. 
2.5 Research hypotheses  
Following the identified research gaps, I formulate literature-based hypotheses for each RQ 
presented in Section 1.2. These hypotheses were all tested and treated in all three publications. 
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2.5.1 Levels of realism 
For all RQs that are directly about visualization type, hypotheses were formulated regarding the 
differences between the Mixed VE and the other two VEs. It is important to remind the reader that 
the Mixed VE retains photo-textures only in “effective landmark locations”. These effective 
landmark locations were selected based on previous findings from navigation literature, which 
provides evidence that people pay attention to features and structures at the intersections during 
navigation, especially to those at the direction they are about to turn (Röser, Hamburger, et al., 
2012), and based on the cognitive load theory that posits human information processing capacity is 
limited (Miller, 1956). Placing the photo-textures selectively, and only in navigation-relevant 
location “balances” the cognitive load (Sweller, 1988), and removes visual clutter (Rosenholtz et al., 
2007), resulting in a selective highlighting using photo-textures. Using photorealism for highlighting 
(rather than e.g., color) is due to its “native” to virtual reality representations, and because it 
contains human recognizable and nameable elements which are known to support recall (Borkin et 
al., 2013; Brady et al., 2008; Isola, Xiao, Parikh, Torralba, & Oliva, 2014). The literature cited in this 
paragraph remains relevant to all hypotheses on visualization type, and is not repeated anymore for 
clarity and conciseness. When hypotheses require a citation not mentioned in this paragraph, 
relevant literature is explicitly cited next to the hypotheses. 
H-RQ1.1.  Based on the literature cited above, three hypotheses were developed in 
relation to RQ1.1.: 
A. The Mixed VE will be superior to the other two VEs in facilitating 
participants’ route recall accuracy across visual and visuospatial recall 
tasks that require the recall of some visual cues, whereas for spatial 
tasks, photorealism should not offer an advantage: Thus, irrespective of 
their age, participants’ recall performance across visual and visuospatial recall 
tasks will be best with the Mixed VE. 
B. The Mixed VE will be superior to the other two VEs in facilitating 
participants’ route recall accuracy in perspective-preserving visuospatial 
tasks: As the critical visuospatial information for route recall (Röser, 
Hamburger, et al., 2012) remains present and highlighted in the Mixed VE 
during both the encoding and decoding of information, it will help participants, 
irrespective of their age, to identify the direction of the turn at intersections 
better than the other VEs. 
C. The Mixed VE will be superior to the other two VEs in facilitating 
participants’ route recall accuracy in perspective-switching visuospatial 
tasks: The highlighted elements in the 2D basemap of the Mixed VE will serve 
as anchoring points to assist people, irrespective of age, to perform the 
perspective switch (Thorndyke & Hayes-Roth, 1982). 
H-RQ1.2. Participants’ overall recall performance with the Realistic VE will be 
better than with the Abstract VE: As the Realistic VE provides more visual cues that 
include human recognizable and nameable elements known to support recall (Borkin 
et al., 2013; Brady et al., 2008; Isola et al., 2014). 
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H-RQ1.3. Participants will prefer the Realistic VE before the experiment: All 
(both older and younger) participants will prefer the Realistic VE to the other two VEs 
before the experiment (Smallman & John, 2005b; Smallman & Cook, 2011). 
H-RQ1.4. The Mixed VE will be superior to the other two VEs in facilitating the 
alignment of confidence with recall accuracy. Balanced information and reduced 
visual clutter (Rosenholtz et al., 2007) will assist participants in identifying places they 
can and cannot recall, better aligning their confidence with their performance. 
2.5.2 Short- and long-term route recall 
For each RQ related to short- and long-term recall, hypotheses were developed based on the 
relevant scientific literature and are presented below: 
H-RQ2.1. All participants’ recall performance will be best with the Mixed VE, also 
in the delayed recall stage: Due to the fact that these human recognizable elements 
assist recall also in the long-term (Brady et al., 2008). 
H-RQ2.2. The differences from the immediate to the delayed recall stage will be 
smaller with the Mixed VE: The combination of the balanced cognitive load (Sweller, 
1988) and the presence of nameable and memorable realistic elements (Borkin et al., 
2013; Isola et al., 2014; Brady et al., 2008) will support transferring higher amounts of 
visuospatial information to the long-term recall. 
H-RQ2.3. The Mixed VE will be superior to the other two VEs in facilitating the 
alignment of confidence with recall accuracy in both recall stages: Balanced 
information and reduced visual clutter (Rosenholtz et al., 2007) together with the fact 
that human recognizable elements can persist in long-term recall (Brady et al., 2008) will 
assist people in identifying the places they can and cannot correctly recall, thus better 
aligning their confidence with their performance also in the delayed recall stage. 
2.5.3 Age differences and cognitive abilities in navigation 
Similar to the previous sections, for each RQ, following hypotheses were developed based on the 
relevant scientific literature: 
H-RQ3.1. Age and recall: Younger participants’ route recall accuracy will be higher than older participants’ irrespective of the VE type (Fricke & Bock, 2018; Moffat et al., 
2001; Muffato et al., 2015). 
H-RQ3.2. Age and confidence: Overall, older participants will be overconfident in 
their responses in comparison to younger participants (Dodson, Bawa, & Krueger, 
2007). The Mixed VE should moderate this effect (similar to H-RQ1.4) and the effect 
should be more pronounced for the older group. 
H-RQ3.3. Age and VE preference: Before the experiment, all participants will prefer 
the Realistic VE. After the experiment, more of the younger participants (compared to 
the older) will change their preference for the Mixed VE. Older participants, however, 
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due to an overall decline in their spatial abilities (Moffat & Resnick, 2002), might not 
be able to identify which visualization supports them better and, thus, will still prefer 
the Realistic VE after the experiment (Smallman & John, 2005b; Smallman & Cook, 
2011). 
H-RQ3.4. 
A. Spatial abilities and memory capacity: Participants with higher Mental 
Rotation Test (MRT) or Visuospatial Memory Test (VSM) scores will 
outperform the participants with lower MRT/VSM scores, irrespective of age 
or VE type (Muffato et al., 2017; Wolbers & Hegarty, 2010). 
B. Memory capacity and visual cues: Irrespective of age, participants with a 
higher VSM will outperform the participants with a lower VSM in producing 
accurate sketches, particularly with the Mixed and Realistic VE, as these 
provide potentially helpful photorealistic cues (see H-RQ1.1.C) (Vandenberg & 
Kuse, 1978), whereas MRT will be most relevant to the Abstract VE because 
this visualization type contains no photorealistic cues (Ekstrom, French, 






To test the hypotheses presented in Section 2.5 and answer the RQs presented in Section 1.2, a large 
controlled laboratory experiment with multiple sub-components was conducted (Figure 7). 
 
Figure 7: An overview of the experimental process of the thesis. 
For coherence, all experimental variables were considered together in one single large experiment 
design. Using a mixed factorial design, the experimental sessions were set up to investigate the 
interactions between specific route recall-related tasks and the three visualization types, with 
varying levels of visual realism while testing different groups of people (younger and older 
participants). An overview of the tested variables can be seen in Figure 8.  
 
Figure 8: An overview of the experimental variables of the thesis. 
Section 3.6 provides further elaboration on the experimental procedure. 
3.1  Independent variables 
There are three main independent variables in this thesis: age, visualization type, and recall stage 
(Figure 8). Age is a binary variable that consists of younger and older people and is examined in a 
between-subject design. A detailed description of the two age groups follows in Section 3.4. The 
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visualization type, the second main independent variable in this thesis, is designed to represent 
different levels of visual realism and is tested in a within-subject design. Three different VEs (Figure 
2) were deliberately and carefully varied based on the photorealism they contained. A detailed 
description of these VEs follows in Section 3.5.2. The third and final independent variable is the 
recall stage which has a binary split (immediate and delayed) and was tested in a within-subject 
design. 
3.2 Control variables 
Some of the hypotheses presented in Section 2.5 were based on a few variables that were controlled 
during the experiment design, allowing for post-hoc hypotheses. These variables are 1) group 
differences based on spatial abilities and visuospatial memory capacity and 2) task types. For measuring participants’ spatial abilities and visuospatial memory capacity, standardized 
psychological instruments are available and were utilized in this project, all of which are analyzed in 
Section 3.5.1. When the task types were designed, they were categorized into primarily spatial, 
requiring minimum photographic information, primarily visual, strongly requiring photographic 
information, and visuospatial, where one may have utilized photographic or non-photographic 
information. These three task types were not trivial to precisely separate; however, it was important 
to control for these, as the hypotheses we tested for regarding visualization type and age may have 
been affected by the task type. If an observed effect remains valid for all task types, it confirms that 
the visualization manipulation was important in all, whereas if it seems to facilitate better recall for 
one task type but not for the other, the conclusions require more nuance. Task types are given 
further elaboration in Section 3.6.1. Furthermore, participants’ gender and expertise in domains 
related to geospatial subjects were counterbalanced; while their dominant hand, the number of 
languages they speak, whether they are learning a new language, their hours of sleep, their 
profession, their color efficiencies/deficiencies, and whether they actively train their memory were 
all controlled for. These variables were selected based on a comprehensive literature review and 
were identified as possible moderating factors (elaborated in Section 3.5.1).  
3.3 Dependent variables 
The main performance variable measured in the thesis was participants’ recall accuracy of visual, 
spatial, and visuospatial information in the context of route learning during navigation. Recall that 
in navigational contexts might be based on memories encoded from direct or indirect 
environmental exposure, may entail differences (Montello et al., 2004). Learning an environment by 
physically experiencing it (by being there) is considered direct, while indirect spatial knowledge 
acquisition can be via photographs, maps, visualizations, etc. As this thesis’ key interest is in 
visualizations, the measured recall accuracy is based on indirect information acquisition. Further 
variants of the recall accuracy measurements in connection with different tasks are described in 
Section 3.6.1. Besides recall accuracy, two key subjective variables were obtained in this thesis as dependent variables: participants’ preference among the three VEs and their confidence levels in 




In total, 81 participants took part in all of the experiments. An inclusion/exclusion criterion was that 
the participants were cognitively healthy according to the Mini-Mental State Examination (see 
Section 3.5.1). The younger age group consisted of 42 participants (23 females) ranging from 20–30 
years old, and an average age of 27. They were university students at all levels of education and of 
various disciplines, whereas their expertise was counterbalanced as those with expertise in spatial 
sciences (cartography/geography, architecture, urban planning, civil engineering, computer 
graphics), and those without. They were recruited by word-of-mouth. The older age group consisted 
of 39 participants (17 females) ranging from 65–75 years and an average age of 70. Older 
participants were recruited from the participant pool of the UZH’s Research Priority Program, “Dynamics of Healthy Aging”4. The older participant sample was also counterbalanced for expertise, 
those with spatial sciences expertise and those without. These healthy-aging older adults are in the 
decade after their retirement (in Switzerland, the retirement age is 65), and before the individual 
variability in cognitive health becomes less predictable, which is around 75 years and older (Park et 
al., 2002). The experiment was approved by the Ethical Committee of the Philosophical Faculty, University of Zurich, with the form “Checkliste für die Selbstbeurteilung von Studien auf ethische Unbedenklichkeit”. All participants voluntarily agreed to take part in the experiment and signed a 
written consent form. They could withdraw their consent at any time. 
3.5 Materials 
3.5.1 Psychometric and self-report measures 
Mini-Mental State Examination (MMSE) As unhealthy cognitive aging was beyond the scope of this 
thesis, the MMSE (Tombaugh & McIntyre, 1992) was used to examine if participants should be 
included or excluded in the experiments (Figure 9). 




MMSE measures cognitive impairment and is normally used when screening for dementia, where 
the maximum score is 30. In this study, both older and younger participants who scored 27 or 
higher were accepted as cognitively healthy individuals (Gallagher & Keenan, 2009).  
Mental Rotation Test (MRT) The MRT (Vandenberg & Kuse, 1978) measures mental rotation abilities of participants. These abilities may be important in route learning as participants’ 
orientation and viewing perspective may change. The MRT is a popular test that presents 3D objects 
consisting of individual cubes: The viewer is presented with one 3D object and must identify the 
two that are the same as the original among four options (Figure 10). There is a time limit of six 
minutes for 20 questions, which is administered after a training phase. The participant is not aware 
of the total number of questions and is instructed to answer as fast and as accurately as possible. 
For each correct answer, the participant receives one point, i.e., maximum score is 40. 
 
Figure 10: Capture of the MRT. On the left is the original shape and on the right are the four options. Two 
represent the rotated version of the original, and two are different from the original. 
Visuospatial Memory Test (VSM) The VSM (Ekstrom et al., 1976) measures visuospatial memory 
capacity, which is important in route learning in general, and for tasks included in this study in 
particular. The VSM presents a 2D city plan with a network structure and 12 “nameable” (somewhat 
realistically represented) objects located in various locations all over the map (Figure 11). Viewers 
are given four minutes to study this plan, after which they have four minutes to locate the objects in 
their original position on a new sheet of the city plan without the 12 objects. After a training phase, 
participants do the task twice with two different city plans, each with 12 different objects on it. For 
each correct answer, the participant receives one point, and for each wrong answer one point gets 
subtracted. For each omission, zero points are awarded. The maximum score is 24. 
 
Figure 11: A clip from one of the maps used in the Visuospatial Memory (VSM) test, in which participants had to 
memorize the location of the different buildings. 
Additional measures Since various other factors can impact the performance outcomes of spatial 
tasks using visualizations, for primarily control purposes, the following measures were additionally 




❖ Color blindness: The Realistic VE uses color photo-textures, and nameable colors are more 
memorable for people (Brown et al., 2011; Lenneberg, 1961; Özgen, 2004). 
❖ Handedness: Handedness and spatial abilities may have a complex relationship (Annett, 
1992; Burnett, Lane, & Dratt, 1982; Sanders, Wilson, & Vandenberg, 1982). 
❖ Gender: Depending on the test, spatial abilities may interact with gender (Coluccia & Louse, 
2004; Grön, Wunderlich, Spitzer, Tomczak, & Riepe, 2000; Wolbers & Hegarty, 2010). 
❖ Hours slept: Lack of sleep negatively affects memory (Maquet, 2001). 
❖ Expertise with visualization and spatial sciences (cartography, geography, 3D 
visualizations, 3D city models, graphic design, and photography): Expertise has been 
consistently shown to affect success in spatial tasks (Maguire, Woollett, & Spiers, 2006). 
❖ Educational level: People with a higher education may have more strategies to memorize a 
task that is explicitly about learning (Angel, Fay, Bouazzaoui, Baudouin, & Isingrini, 2010). 
❖ Active memory training: People who actively do memory training exercises may have 
superior strategies to others in memory-related tasks (Gross et al., 2012). 
❖ Number of spoken languages: Speaking several languages may provide cognitive 
advantages (Bak, Nissan, Allerhand, & Deary, 2014). 
❖ Learning of a new language: See above. 
❖ Video gaming: Gamers might develop superior spatial skills (Schofield & Honoré, 2009). 
Note that numerous correlation analyses are possible based on these variables; this is also why they 
are not reported in the scope of this manuscript to keep the text readable. They were analyzed 
where any surprising results were observed to check for biases to support the main analysis only.  
3.5.2 Stimuli 
The VEs were created using the ESRI City Engine5 with procedural programming, featuring a 
fictitious city with buildings of similar shape, style, and color. The structural layout of the city was 
designed based on a mesh-like structure with intersections at 90° angles to ensure visibility from a 
greater distance. The Abstract VE serves as a baseline and the Realistic VE represents the “gold 
standard” in virtual reality (fully photorealistic) and, thus, is essentially another baseline. The Mixed 
VE is deliberately designed and proposed within this thesis as a visualization that would amplify 
cognition and memory for younger participants and would serve as a “prosthetic” for the older age 
group (Arias-Hernandez et al., 2012; Card et al., 1999). In the Abstract VE, some relatively subtle 
visual cues are available to people in greyscale rendering of a fictitious urban environment that 
simulate the shading provided by natural light, helping distinguish the shapes of the structures 
(Figure 2 left). The Realistic VE is the same urban environment designed with color photo-textures 
representing the real world as realistically as possible (Figure 2, right). The Mixed VE is proposed in 




information that the other two VEs “suffer” from (Abstract VE and Realistic VE, respectively). All 
objects (buildings, trees, etc.) in the Mixed VE are depicted in greyscale similar to the ones in the 
Abstract VE, except those located in critical locations (“effective landmark locations”) along the 
relevant route: The most critical objects are “highlighted” using realistic photo-textures (i.e., photo-
textures are added—or were not removed—only in selected locations), using the same photo-
textures that were used in the Realistic VE (Figure 2, middle) (Lokka & Çöltekin, 2017). Additional 
to the structures at the intersection points, the structural network of the city is also highlighted with 
photo-textures to help with the formation of spatial knowledge (Claramunt & Winter, 2007). From 
the created VEs, two routes of equal size and length that contain the same number of intersection 
points were selected for the experiment(s) during the encoding stage. Using two similar but not 
identical routes allowed for repeating the measurements and, thus, increased the internal validity 
(and statistical power) of the experiment(s). Each route consisted of seven intersection points, with 
three right and three left turns and one intersection continuing straight. These routes were 
presented to each participant as a video (thus, passive viewing) of a drive-through to ensure that 
the duration of the presentation and the content of the visual stimuli were consistent for all 
participants. These videos were created using ArcGIS6 software and had the same spatial extent, eye 
level, and playback speed. The two routes were each presented three times in the three VE types 
(Abstract VE, Mixed VE, and Realistic VE) in a randomized order. The VEs were projected on a large 
rear-projection display (2438mm x 1829mm) at a 2.2m distance from the desk the participants 
were seated at.  
3.6 Procedure 
The 3D visualization laboratory of the Department of Geography at the University of Zurich was 
used for the experiments as a controlled environment. After participants arrived at the laboratory, 
they read and signed the consent form, followed by a brief introduction to the experimental setup 
and procedure was provided to them. The whole experimental process was performed either in English, or in German, depending on the participant’s fluency and preference. At this point, the 
MMSE was administered verbally (Figure 9). As mentioned in Section 3.5.1, if a participant did not 
score 27/30, they were to be excluded from the experiment. Since scoring below 27 in the MMSE 
can be sensitive news to deliver, the exclusion news was prepared with care using a protocol based 
on advice obtained from the Dynamics of Healthy Aging team at the Department of Psychology (no 
one scored under 27; thus, this protocol was never used). After discussing any questions that arose, 
the experiment began: Participants were introduced to the scenario and a passive drive-through of a 
route was displayed. Immediately then, participants were presented with a series of questions that 
were designed to require the use of visual, spatial, and visuospatial memory (see Section 3.6.1). 
While the order of the VEs was rotated using a Latin squares design, the order of the tasks was fixed 
to counter the learning effect (since the presentation of one task, if presented in a different order, 
would assist with solving another). Once all the questions for the first VE were answered, 
participants were provided with the second and third VEs. At this point, a small break was offered, 
and then the last three videos were presented. Having seen all six videos (two distinct routes for the 




these were solved, participants were given a 2D paper-map of each of the six VEs from the top-view 
with the start and end points marked (Figure 12, right). The first part of the experiment ended as 
soon as participants sketched the route they followed on these 2D maps using pen and paper for all 
six videos. After one week (6–8 days), participants returned to the lab and repeated the tests 
without seeing the videos again. Once these were solved, participants performed the standardized 
psychological tests along with some demographic questions and all the other additional measures 
(color blindness, expertise levels, sleep, etc. as presented in Section 3.5.1). With this session, the 
whole experiment was completed. On average, the first experiment (immediate recall stage) took 1h 
10min, and the second one after a week (delayed recall stage) took 45 min. 
3.6.1 Experimental tasks 
The first instruction was intended to enable intentional learning: Participants were told to pay 
attention to learn the route they were about to experience as they would have to re-take the route 
later on their own. After they experienced the virtual drive-through, they were presented with a 
series of visual, spatial, and visuospatial tasks. Further details on the sequence and the precise 
wording of these tasks can be found in the Appendix. Below is an overview of the task definitions 
(from Publication I, pp.142–143, lightly edited): 
❖ Visual tasks can be solved based on photographic information, mainly relying on visual 
memory: Based on six scenes—three correct (encountered during drive-through), three foils 
(distractors)—for each VE, participants indicated whether they had seen the image or not 
(Figure 12), using a 6-point Likert scale ranging from “definitely seen” to “definitely not seen”. This task was presented in both the immediate and the delayed recall stages. 
❖ Spatial tasks can be solved without photographic information: Participants were given 
their starting orientation (e.g., “you were facing north when you started”) and asked to 
identify the direction they were facing at the end of the route, and the number of turns they 
took during the virtual drive. These two questions were asked only in the immediate recall 
stage. They were omitted from the delayed recall stage as it would be impossible to link the 
recalled information to the visualization type in the delayed recall stage. 
❖ Visuospatial tasks require using a combination of photographic visual details and spatial 
judgments. This set of tasks consisted of two sub-tasks that differed in the perspective view 
from which participants solved the task: 
o ’Perspective-preserving’ tasks consisted of the identification of turn-by-turn recall 
tasks on screenshots of the intersections on the route (with a total of seven), all from 
a first-person perspective. Participants were asked to identify the direction of the 
turn at these intersection points (Figure 12), as well as to select the start- and end-
points from four options, where only one was correct. These tasks were presented in 
both recall stages. Identifying the direction of turn is an important signifier for route 
recall given that participants learned the route from the first-person perspective, i.e., 
turn-by-turn recall tasks were central for the perspective-preserving task type. 
o ’Perspective-switching’ tasks were those where participants needed to mentally 
switch from the first-person perspective in the encoding phase to an aerial 
perspective in the decoding phase. This task type also consisted of two subtypes: i) 
identification of the route followed from four aerial-view 2D alternatives, and ii) 
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map-sketching tasks with active pen-and-paper drawing of the route on aerial-view 
2D basemaps. These 2D map views were screenshots of the VEs from the aerial 
perspective in both sub-tasks and, thus, contained a similar amount of visual realism 
to the respective VE (Figure 12). Identification of the route was only possible in the 
immediate recall stage, whereas the map-sketching tasks were presented in both 
recall stages, and thus were central to the perspective-switching task type. 
 
 
Figure 12: Example scenes presented to participants depicting (i) a visual task as displayed for the Realistic VE, 
(ii)  a turn-by-turn visuospatial task as displayed for the Abstract VE, and (iii) a map-sketching visuospatial task 
as displayed for the Mixed VE, with the starting and ending points marked on the route. 
Clarification regarding task names in the published papers Note that the naming of tasks may 
appear slightly different in the included publications. This is because each publication focused on 
specific task types; thus, the precision of task naming differed. Specifically, in Publication I, the tasks 
for which the perspective was preserved (turn-by-turn recall and identification of start- and 
endpoints) were classified and named as visuospatial tasks, while the tasks for which the 
perspective was changed were named “map tasks” (identification of the correct route and an active 
reproduction of the sketch). In Publication II, the focus was explicitly on the turn-by-turn recall 
tasks; thus, when Publication II refers to “visuospatial tasks”, it refers to this specific visuospatial 
task. In Publication III, the focus was explicitly on map-sketching tasks and the wording is similar (“map-sketching” or “sketching”) throughout the paper which, in essence, is a unique instance of a 
visuospatial task. This manuscript gives an overview of all three publications, thus featuring all of 





This chapter presents a summary of the key findings included in the publications. In addition, the 
main effects of each independent variable are provided to give the reader a more comprehensive 
view of the thesis. The chapter is structured around the following key dimensions (i) levels of 
realism, (ii) route recall in short- and long-term, and (iii) age differences and cognitive abilities. 
4.1 Visualization type: Effects of visual realism on route recall 
This section presents the effects of varying visual realism (i.e., visualization type) on participants’ 
route recall performance at two levels: First, the results for all tasks are presented at an aggregate 
level for the younger age group to establish a baseline and examine whether the visualization 
manipulation works as intended. After this benchmarking effort (Publication I), deeper analyses for 
two of the task types are presented (Publications II and III). For these two visuospatial task types, 
i.e., perspective-preserving turn-by-turn recall tasks and perspective-switching map-sketching tasks, visualization type had the most consistent effect, driving the rest of the thesis’ focus. These tasks are 
analyzed for both age groups to test the hypotheses related to age. The effects of the visualization 
type for the remaining task types (visual and spatial) are briefly explained, and the reader is 
referred to the relevant publications. This section (4.1.) answers the first leading RQ: 
Leading research question (I) How do varying levels of visual realism in 3D 
VEs affect the recall of visual, spatial, and visuospatial information in a virtual 
route learning task? 
4.1.1 Recall accuracy Reporting on participants’ overall accuracy for the three visualization types over all tasks, 
Publication I provides a starting point for defining which tasks to investigate in-depth. To obtain a 
baseline validation on the effects of visualization type, the recall accuracy of the younger group for 
all visual, spatial, and visuospatial task types was analyzed. In this analysis, irrespective of task types, participants’ recall accuracies differed based on visualization type: Participants had the 
highest overall recall accuracy with the Mixed VE (73.8 %± 11.5) compared to both the Abstract 
(61.6% ± 12.0) and the Realistic (66.1% ± 11.9) VEs. These differences (F(2,84) = 21.1, p < .001***, 𝜂𝑝2= .154) had medium to high effect sizes (Mixed-Abstract p < .001***, d = 1.03, Mixed-Realistic p < 
.001***, d = 0.65). Moreover, the participants’ overall recall accuracy was higher with the Realistic 
VE than with the Abstract VE with a small to medium effect size (Realistic-Abstract p < .05*, d = 
0.37). At the task level, these patterns were not consistent (Figure 13). Figure 13 shows that 
participants’ recall accuracy was close to chance level with visual tasks, especially with the 
Abstract VE. The Mixed VE facilitated the highest recall, though this difference was statistically 
significant only against the Abstract VE with a high effect size. The Realistic VE facilitated a similar 
recall rate to the Mixed VEs, whereas it was superior to the Abstract VE with a medium effect size. 
For the spatial tasks, participants’ recall rates were similar across the three visualization types with 
no statistically significant differences. For the two visuospatial tasks (perspective-preserving and 
perspective-switching), there was a clear statistically significant effect: Mixed VE facilitated higher 
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recall than both the Abstract and the Realistic VEs. Effect sizes were high for the perspective-
preserving visuospatial task and small to medium for the perspective-switching visuospatial task. 
The detailed descriptions of these findings can be found in the Results section of Publication I.  
These findings guided the selections of tasks for the other two objectives of the thesis, i.e., (i) short- 
and long-term recall and (ii) group differences. Thus, below the perspective-preserving and the 
perspective-switching visuospatial recall tasks are presented in more detail (Table 1). Note that in 
Table 1, the results were extended to include the older adults, as this manuscript aims to examine 
whether the main effect for the two selected visuospatial tasks remained stable for all participants. 
 
Figure 13: Participants’ recall accuracy rates with the three VEs (left to right) for: Visual, visuospatial: 
perspective-preserving (turn-by-turn and identification of start- and endpoints), visuospatial: perspective-
switching (identification of the route and map-sketching), and spatial tasks. Error bars: ± SEM. ***p < .001, *p < 
.05. This figure differs from the Figure 4 in Publication I, as it explicitly presents the perspective-switching tasks, 
and labels are updated to match the wording in this manuscript. 
 
Table 1: Participants’ mean recall accuracy with the three VEs in (i) the visuospatial turn-by-turn recall task and 
(ii) the map-sketching task; aggregated for the two age groups in immediate recall stage. ANOVA (F, p, 𝜂𝑝2 ) and 
pairwise comparisons for the statistically significant differences are listed, with the “winning” VE listed first (e.g., 
M-A means the Mixed VE led to a higher recall than the Abstract VE). SD: Standard Deviation. ***: p < .001, **: p < 
.01. Results are extended from Publication I (Lokka & Çöltekin, 2019), now including both age groups. 
 
Task  
Abstract (A)  
Mean ± SD 
(%) 
Mixed (M) 
Mean ± SD 
(%) 
Realistic (R) 











56.3 ± 22.4 71.3 ± 23.2 61.8 ± 18.6 
F(2,160) = 16.5, 
p < .001***,  𝜂𝑝2 = .08 
M-A p < .001***, d = 0.65 
M-R p < .01**, d = 0.45 




55.4 ± 32.2 59.7 ± 31.9 51.1 ± 32.1 
F(2,160) = 8.00, 
p < .01**,  𝜂𝑝2 = .01 
M-R p < .01**, d = 0.14 
M-A p > .05, d = 0.27 
A-R p > .05, d = 0.13 
 
As Table 1 shows, the main effects (repeated measures ANOVA column) were statistically significant in participants’ recall accuracy across visualization types. Pairwise comparisons (last column, Table 
1) revealed that the Mixed VE facilitated the highest recall rate with statistically significant 
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differences between the two tasks with moderate to high effect sizes except in one case. For the 
perspective-preserving (turn-by-turn) task, the Mixed VE facilitated higher recall than both the 
Abstract and the Realistic VEs, whereas for the perspective-switching (map-sketching) task, Mixed VE was superior only to the Realistic VE. Interestingly, participants’ recall accuracy did not differ 
between the Abstract and the Realistic VE in these two tasks (Table 1). 
4.1.2 Visualization type preference Participants’ visualization type preference among the three VEs was obtained twice: (i) before the 
experiment, and (ii) after the experiment, after having solved all the tasks. Participants marked their 
preference for one of the three VEs, and their responses were as follows (Table 2): 
Table 2: Participants’ self-reported preference (%) for the three visualizations before and after the experiment. 
Preference Abstract (A) Mixed (M) Realistic (R) 
Before experiment  0% 7% 93% 
After experiment  4% 54% 42% 
 
Overall, participants strongly prefer the Realistic VE first, but many shift their preference to the 
Mixed VE (χ2(1) = 55.42, p < .001) after having worked with the VEs. The odds ratio of this shift was 
at 16.80 (6.879, 47.536), i.e., the odds of participants changing their preference from the Realistic to 
the Mixed VE were 16.80 times higher than maintaining their Realistic VE preference. None of the 
participants shifted their preference from the Mixed to the Realistic VE. The preference differences 
between the two age groups is presented in Section 4.3. 
4.1.3 Response confidence: Participants’ calibration errors 
As an interesting additional dependent variable, participants’ ability to calibrate their confidence 
with their performance, or their “calibration error” (Dodson, Bawa, & Krueger, 2007), was evaluated 
in Publication II. In this section, the main effects of the visualization type on calibration errors are 
presented. The ways in which calibration errors vary based on the recall stage and age group are 
presented in Sections 4.2.3 and 4.3.1. The calibration error, as proposed by Dodson, Bawa, and 
Krueger (2007), is originally calculated as the division of recall accuracy by participants’ confidence 
ratings. For easier interpretation, the obtained values were scaled to diverge from zero, where 
values diverging from zero in a positive direction (+) shows overconfidence, and negative (-) 
underconfidence. The calibration errors of participants for each visualization type are shown in 
Table 3.  
Table 3: Mean calibration errors for all participants (n = 81) in the perspective-preserving visuospatial task 
(turn-by-turn recall) in relation to the visualization type. SD: Standard Deviation. Positive values (+) indicate 
overconfidence, negative values (-) indicate underconfidence. 
Visualization type Calibration error 
Mean ± SD 
Abstract  0.18 ± 0.41 
Mixed -0.04 ± 0.47 
Real  0.12 ± 0.36 
 
As Table 3 shows, participants were overall overconfident when using the Abstract and Realistic 
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VEs. Interestingly, their calibration errors were near zero with the Mixed VE; thus, confidence levels 
were a near-match with their actual performance (with a slight underconfidence) with the Mixed 
VE. These observed differences in calibration errors among the three VEs were statistically 
significant (F(2,160) = 17.95, p < .01**, 𝜂𝑝2 = .08). From the pairwise comparisons, we see that 
statistically significant differences were driven by the interactions between the Mixed-Abstract (p < 
.001***, d = 0.51) and the Mixed-Realistic (p < .001***, d = 0.40) VEs. The calibration error 
difference between the Abstract and the Realistic VEs did not yield a statistically significant 
difference (p > .05, d = 0.15) where participants were overconfident in both visualization types. The 
calibration errors in relation to the visualization type for the two age groups were based on a 
separate analysis conducted in connection to Publication II, which is summarized in Section 4.3. 
4.2 Use context: short- and long-term route recall with the three 
visualization types  
This section presents the effect of lapsing time on how well participants could recall details from the 
route they learned from the three VEs, addressing the second main variable: short- and long-term 
route recall (i.e., recall stage). This section first provides a summary of participants’ recall accuracy 
for all tasks at an aggregate level in the immediate and delayed recall stages, then it elaborates on 
the two selected visuospatial task types, thus providing answers to the second leading RQ: 
Leading research question (II) Do the effects of varying levels of realism in 3D 
VEs on route recall tasks persist over time? 
 
4.2.1 Effects of recall stage for all tasks  
A decline in recall rates over the course of a week was clearly observed at an aggregate level with all 
visualization types for all participants and all tasks (Table 4, row 1). Table 4 further breaks down this decline in participants’ recall accuracy over time for the three visualization types. Similar to the 
previous section, the results shown in Table 4 include all participants (both younger and older age 
groups aggregated); thus, it extends the findings from Publication I where an overall analysis of the 
effects of the recall stage was performed for the younger participants alone. 
Table 4: All participants’ (n = 81) mean recall accuracy for visual, perspective-preserving visuospatial (turn-by-
turn recall), and perspective-switching visuospatial (map-sketching) tasks summarized in the two recall stages 
irrespective of age. Pairwise comparisons for each visualization type (immediate vs. delayed recall stage) are 




Mean ± SD (%) 
Delayed recall 
Mean ± SD (%) 
Pairwise comparisons 
between immediate & delayed 
recall 
All VEs 62.0 ± 14.3 51.6 ± 20.8 t(80) = 6.39, p < .001***, r = .29 
Abstract VE 58.2 ± 13.6  50.0 ± 19.6 t(80) = 3.09, p < .01**, r = .25 
Mixed VE 66.7 ± 14.8 56.0 ± 21.9 t(80) = 3.65, p < .001***, r = .29 
Realistic VE 61.0 ± 13.3 48.8 ± 20.3 t(80) = 4.50, p < .001***, r = .36 
 
As demonstrated in Table 4, there were statistically significant differences between participants’ 
recall accuracy in the immediate and delayed recall stages, showing a clear decline visible for all 
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three visualization types with strong (Abstract and Realistic VEs) and medium (Mixed VE) effect 
sizes. Visualization type led to statistically significant differences both for the immediate (F(2,160) = 
13.4, p < .001***, 𝜂𝑝2 = .06) and the delayed recall stages F(2,160) = 16.7, p < .001***, 𝜂𝑝2 = .07). For 
the immediate recall stage, pairwise comparisons revealed statistically significant differences 
between the Mixed-Abstract (p < .001***, d = 0.60), and the Mixed-Realistic (p < .01**, d = 0.41) with 
a medium effect size, but not between the Abstract-Realistic (p > .05, d = 0.21) VEs. For the delayed 
recall stage, pairwise comparisons revealed statistically significant differences once again between 
the Mixed-Abstract (p < .001***, d = 0.29), and Mixed-Realistic (p < .001***, d = 0.34), both with a 
small effect size, but not between Abstract-Realistic (p > .05, d = 0.06) VEs. Forgetting rates are 
presented in Publication II. In the following pages, similar to Section 4.1, the visuospatial tasks on 
perspective-preserving (turn-by-turn recall) and perspective-switching (map-sketching) are 
extensively reported. For the visual and spatial tasks, and the interactions of age x visualization type 
x recall stage, the reader is referred to the relevant sections in the attached publications.   
4.2.2 Effects of the recall stage: The visuospatial tasks Participants’ recall accuracy differences in the two recall stages for the two visuospatial tasks are 
presented in Table 5, marking clear differences based on recall stage for each task type. 
Table 5: Mean recall accuracy of all participants (n = 81) for the two visuospatial tasks: (i) 
perspective-preserving turn-by-turn, and (ii) perspective switching map-sketching task in the two 
recall stages, with pairwise comparisons for each visualization type in immediate vs. delayed recall 




Mean ± SD (%) 
Delayed recall 
Mean ± SD (%) 
Pairwise comparisons between 






All VEs 63.1 ± 16.6 49.2 ± 16.0 t(80) = 6.73, p < .001***, r = .60 
Abstract VE 56.3 ± 22.4 38.3 ± 20.9 t(80) = 5.72, p < .001***, r = .23 
Mixed VE 71.3 ± 23.2 63.6 ± 28.2 t(80) = 2.15, p < .05*, r = .23 





All VEs 55.4 ± 30.0 52.4 ± 33.5 t(80) = 1.71 , p > .05, r = .02 
Abstract VE 55.4 ± 32.2 51.8 ± 33.7 t(80) = 1.54 , p > .05, r = .02 
Mixed VE 59.7 ± 31.9 55.5 ± 35.9 t(80) = 1.73 , p > .05, r = .02 
Realistic VE 51.1 ± 32.1 49.8 ± 34.8 t(80) = 0.53 , p > .05, r = .00 
 
For the perspective preserving task, participants’ recall accuracy differences were statistically 
significant in the immediate recall stage based on visualization type F(2,160) = 16.5, p < .001***, 𝜂𝑝2 = 
.08 (see Table 1 in Section 4.1.1). Pairwise, these differences were statistically significant between 
the Mixed-Abstract (p < .001***, d = 0.65), and Mixed-Realistic (p < .01**, d = 0.45) but not between 
the Abstract-Realistic VEs. For the delayed recall stage, there were also statistically significant 
differences across visualization types (F(2,160) = 33.3, p < .001***, 𝜂𝑝2 = .18): Participants 
remembered more with the Mixed VE compared to both the Abstract (p < .001***, d = 1.02) and the 
Realistic VEs (p < .001***, d = 0.74) with high effect sizes; and they remembered more with the 
Realistic VE than with the Abstract (p < .05*, d = 0.38) albeit with a small effect size. For the 
perspective switching task, however, the success rates were generally low in both recall stages 
(Table 5), and there were no statistically significant differences in participants’ recall accuracy 
between the two recall stages irrespective of the visualization type. The differences between the 
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three VEs in the immediate recall stage (F(2,160) = 8.00, p < .01**, 𝜂𝑝2 = .01, see Table 1 in Section 
4.1.1), were explained by the difference between the Mixed-Realistic VEs (p < .01**, d = 0.14), while 
the others were not statistically significant (Mixed-Abstract p > .05, d = 0.27, Abstract-Realistic p > 
.05, d = 0.13). For the delayed recall stage, the differences across the three VEs (F(2,160) = 4.7, p < 
.01**, 𝜂𝑝2 = .00), were also explained by the difference between the Mixed-Realistic VEs (p < .01**, d 
= 0.16), while others were not statistically significant (Mixed-Abstract: p > .05, d = 0.11, Abstract-
Realistic: p > .05, d = 0.06). More detailed analyses of the effects of recall stage are included in all 
three publications, including an analysis of forgetting rates. 
4.2.3 The effects of the recall stage on participants’ response confidence (calibration 
errors) 
The effects of lapsing time (recall stage) on participants’ response confidence were also evaluated 
for each visualization type (Table 6). As Table 6 shows, between the immediate and delayed recall 
stages, the only statistically significant difference in participants’ calibration errors was for the 
Realistic VE at this aggregate level, where participants felt overconfident in the delayed recall stage. 
Table 6: Mean calibration errors (i.e., response confidence) for the perspective-preserving turn-by-turn 
visuospatial task for all participants (n = 81) with pairwise comparisons for each visualization type in 
immediate vs. delayed recall stages. Positive values (+) indicate overconfidence, negative values (-) 




Mean ± SD 
Delayed recall 
Mean ± SD 
Pairwise comparisons between 
immediate & delayed recall 
All VEs +0.05 ± 0.24 +0.12 ± 0.36 t(80) = 1.39 , p > .05, r = .11 
Abstract VE +0.13 ± 0.32 +0.23 ± 0.49 t(80) = 1.42 , p > .05, r = .12 
Mixed VE 0.00 ± 0.31 -0.09 ± 0.60 t(80) = 1.19 , p > .05, r = .11 
Realistic VE +0.04 ± 0.32 +0.21 ± 0.38 t(80) = 3.14 , p < .01**, r = .24 
 In the immediate recall stage, there were statistically significant differences in participants’ recall 
accuracy across the three visualization types (F(2,160) = 6.7, p < .01**, 𝜂𝑝2 = .03). The pairwise 
comparisons revealed a statistically significant difference between the Mixed-Abstract (p < .01**, d 
= 0.44), the Abstract-Realistic (p < .05*, d = 0.31), but not the Mixed-Realistic (p > .05, d = 0.13) VEs. 
Similarly, in the delayed recall stage there were statistically significant differences across the three 
visualization types (F(2,160) = 15.6, p < .001***, 𝜂𝑝2 = .08). The pairwise comparisons revealed a 
statistically significant difference between the Mixed-Abstract (p < .001***, d = 0.58) and the Mixed-
Realistic (p < .001***, d = 0.60), but not between the Abstract-Realistic (p > .05, d = 0.04) VEs. The 
calibration error analysis is further detailed in Publication II.  
 
4.3 Effects of age differences and cognitive abilities on route recall 
This section focuses on the effect of participant characteristics7 on the observed dependent 
variables, specifically age and cognitive abilities. Due to the thesis’ focus on visuospatial tasks, the 
results included in this section also derive from these tasks. Again, for the visual and spatial tasks, a 
 
7 The additional measures described in Section 3.5.1 which were collected for control purposes, did not yield any 
correlations, possibly due to the small sample sizes. Thus, they have not been given further elaboration. 
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brief overview is provided at the end of the section where the reader is referred to the relevant 
publications. The results of this section provide answers to the last two leading research questions: 
Leading research questions (III) 
1) How do varying levels of realism in the studied VEs affect the route recall 
performance of healthy aging older adults and younger adults? 
2) How do participants’ spatial abilities and visuospatial memory capacity 
affect route recall with the three VEs? 
4.3.1 Effects of age differences on route recall  
The effects of aging, or more precisely, the differences between the two tested age groups in the two 
recall stages, are presented below. Initially the perspective-preserving turn-by-turn task is 
presented, followed by the perspective-switching map-sketching task. 
The differences in recall accuracy between the age groups In this Ph.D. project, age differences were examined within the thesis’ framework, i.e., for navigational route recall based on differently 
designed VEs (visualization type) and whether the encoded visuospatial information was retained 
long-term (for a week). Below, a summary of the findings from Publication II is presented, where the 
focus is on the interactions between age x recall stage x visualization type. As described in detail in 
Publication II, a 2 (age) x 2 (recall stage) x 3 (visualization type) mixed-design ANOVA revealed 
statistically significant differences in recall accuracy for all three independent variables. Figure 14 
depicts the main effects for: 2a) age; 2b) recall stage; and 2c) visualization type. The interactions 
between age x recall stage x visualization type are presented extensively in Publication II.  
 
Figure 14: The main effects of (a) age, (b) recall stage, and (c) visualization type on recall accuracy, and (d) 
interactions between recall stage x visualization type (irrespective of age). The chance level is marked with a 
dotted line at 33% for the bar charts. ***p < .001, **p < .01. Error bars: SEM. Reprinted from Publication II. 
Confidence and age: Differences in calibration errors between the age groups The overall 
calibration errors per visualization type were presented in Section 4.1. Here, the analysis is extended 
to the two age groups, as well as the main variable of recall stage, in connection with the 
visualization types. As described in Publication II, a 2 (age) x 2 (recall stage) x 3 (visualization type) 
mixed-design ANOVA revealed significant differences in participants’ calibration errors. The main 
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effects are shown in Figure 15 for 4a) age; 4b) recall stage; (4c) visualization type. Also, the 
interaction between recall stage x visualization type was statistically significant (Figure 15d).  
 
Figure 15: The main effects of (a) age, (b) recall stage, and (c) visualization type on calibration errors, as well as 
the (d) interactions between the recall stage x visualization type (irrespective of age). *** p < .001, **p < .01. 
Error bars: SEM. Reprinted from Publication II. 
Similar to the recall accuracy, the interaction between age x recall stage x visualization type is 
extensively presented in Publication II.  
Visualization preference and age: Differences in visualization type preferences After examining 
the visualization type preferences for all participants in Section 4.1.2, this section briefly presents 
the differences in the preferences of the two age groups (Figure 16).  
 
Figure 16: Visualization type preferences of younger and older participants before and after the experiment. 
Reprinted from Publication II. 
As Figure 16 shows, before the experiment, a clear majority of both the younger and the older 
participants preferred the Realistic, whereas a minority of the participants preferred the Mixed VE, 
and none of the participants preferred the Abstract VE. After the experiment, however, this pattern 
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changes: both age groups shift their preference towards the Mixed VE, with a visible difference 
between the two age groups in the rate of this change. Detailed statistical analyses and 
interpretation of these findings can be found in Publication II. 
4.3.2 Effects of mental rotation abilities and visuospatial memory capacity on route 
recall  People’s visuospatial memory capacity and spatial abilities differ, and such differences can be 
important in explaining the variability in their route recall accuracy. To examine if such participant 
characteristics may explain the variability in addition to age, participants’ MRT and VSM scores in 
connection to the main variables of the thesis were explored.  Publication I offers an overview of 
these differences for younger participants, whereas Publication III examines such differences for the 
perspective-switching map-sketching task. Below, a summary of the results as featured in 
Publication III is provided which includes all the main variables for this specific task type. 
Interactions with mental rotation abilities (MRT) Participants were split into two groups: Those 
with higher or lower spatial abilities based on their MRT scores. A 2 (age) x 2 (recall stage) x 2 (MRT 
score) x 3 (visualization type) mixed-design ANOVA revealed that all observed differences in map-
sketching performance for all four variables were statistically significant (Figure 17). Statistical 
analyses and interpretations of these differences are detailed in Publication III.  
 
Figure 17: The main effects of a) age, b) recall stage, c) MRT score, and d) visualization type on the map-
sketching task and e) significant interactions of MRT ability x age x recall stage. *** p < .001, ** p < .01, * p < .05. 
Error bars: SEM. Reprinted from Publication III. 
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Interactions with visuospatial memory abilities (VSM) For analyzing participants’ recall accuracy 
differences based on their visuospatial memory abilities, participants were again split into two 
groups according to their performance on the Visuospatial Memory test (“high” and “low” VSM). A 2 
(age) x 2 (recall stage) x 2 (VSM score) x 3 (visualization type) mixed-design ANOVA revealed 
significant differences in the map-sketching performance for three out of the four independent 
variables: Participants’ success in map-sketching did not differ based on age, but it did differ based 
on the recall stage, VSM score, and visualization type (Figure 18). All these significant differences are 
extensively reported in Publication III. In Publication I, Figure 6 demonstrates a summary of the 
effects of spatial abilities and memory capacity on visual and spatial tasks.  
 
 
Figure 18: The main effects of a) age, b) recall stage, c) VSM scores, and d) visualization type on the sketching 
task and significant interactions of e) VSM ability x recall stage and f) age x visualization type. *** p < .001, ** p < 





5. Discussion of the main findings 
This thesis investigated the impact of different levels of visual realism in VEs on the route recall 
accuracy and confidence of younger and older people, as well as their preferences among the VE 
options. Three VE designs were varied in their levels of visual realism: one with no photo-textures 
(the Abstract VE) as a perceptual baseline, one with full photo-textures (the Realistic VE) as the 
state of the art, and one with photo-textures on selected objects and locations (the Mixed VE) as the “design solution” proposed in this thesis. In a set of controlled laboratory experiments, these three 
designs were comparatively evaluated in a variety of route recall tasks designed to measure the participants’ recall of several types of visual, spatial, and visuospatial information. The results from 
these experiments allowed for the crafting of answers to the RQs formed under the three dimensions of the thesis’ framework. They were based on three main variables: visualization type, 
route recall stage, and age-based group differences where spatial abilities, and memory capacity 
were also controlled.  
This chapter provides a critical discussion and interpretation of the main outcomes, linking the 
findings to the original hypotheses and revisiting each RQ, embedding the answers in the relevant 
literature. At the end of the chapter, a reflection on the limitations of the research is presented. 
5.1 The implications of visual realism for virtual route learning This section (5.1) revisits the thesis’ findings linked to the following leading RQ, whereas specific 
research questions are discussed within the relevant subsections. 
Leading RQ (I) How do varying levels of visual realism in 3D VEs affect the recall of visual, 
spatial, and visuospatial information in a virtual route learning task?  
5.1.1 Route recall  
Navigational recall is a complex task that requires a combination of cognitive processes, which 
evolve throughout the lifespan (Klencklen et al., 2012). The overall findings on route recall accuracy 
in this thesis (irrespective of the visualization type) confirm this complexity, but they also 
demonstrate the importance of visual realism in the visualization design: the route recall 
performance of an individual is affected by the levels of visual realism as design modifications when 
they learn from VEs.  
RQ1.1. How does Mixed VE affect participants’ recall accuracy of visual, spatial, and 
visuospatial information in route learning tasks when compared to the two baseline conditions 
(Abstract and Realistic VEs)? 
Examining the impact of the visualization type irrespective of the other factors (i.e., age groups, 
ability and task variations, and recall stages) provides support to the central assumption of this thesis: There is a clear improvement in participants’ route recall rates with the Mixed VE. This 
means that if relevant photographic information is shown in the ’right places’ on a route in a VE, it 
improves route recall. Careful consideration of the two design variables, i.e., the use of realistic 
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photo-textures as a highlighting mechanism (Boér et al., 2013; Borkin et al., 2013; Brady et al., 2008; 
Isola et al., 2011), and the deliberate selection of the locations of the highlighted landmarks 
(Claramunt & Winter, 2007; Röser, Hamburger, et al., 2012) are clearly important for successful 
route learning in VEs. This may be because preserving visual realism only in critical locations 
(Claramunt & Winter, 2007; Klippel et al., 2005; Klippel & Winter, 2005; Lenneberg, 1961; Röser, 
Hamburger, et al., 2012; Waller & Lippa, 2007) possibly “balances” viewers’ cognitive load (Sweller, 
1988). This finding is also important as it demonstrates that the infamous “inverted u curve”, i.e., the 
previously documented negative implications of abundancy or lack of visual information for human 
cognition (Smallman & John, 2005a; Yerkes & Dodson, 1908), also applies in a unique new context 
where different age groups were considered in a virtual route learning task. 
Besides the clear overall effects of the Mixed VE, a critical finding in this thesis relates to the task 
characteristics. Overall, participants’ performance differences based on task types suggest that 
higher levels of visual realism facilitate higher recall accuracy than abstract visualizations in tasks 
that require visual information processing, but not in tasks that require predominantly spatial 
information processing. As expected, for visuospatial tasks, participants recalled more visuospatial 
information with the Mixed VE than the other two VEs. For predominantly visual tasks, participants 
could recall more with the Mixed VE than with the Abstract VE, but not with the Realistic VE, 
suggesting that it is important to assess the value of visual realism for different task types. More 
specifically, for tasks that rely on photographic information alone, photorealism indeed does not 
impair performance. This finding challenges the naïve realism proposition (Smallman & John, 
2005b; Smallman & Cook, 2011) if we take it as a “blanket assumption” against visual realism in 
displays in general; however, this interpretation should be further confirmed in future studies that 
specifically control for task-related nuances. For the spatial tasks, there were no differences in participants’ route recall performance based on the visualization type. This outcome confirms that 
for the “predominantly spatial” task participants indeed did not need to make use of photographic 
information, and demonstrates that task type is critical in assessing a particular visualization type 
or design. Thus, the findings partially confirm hypothesis H-RQ1.1.A: 
H-RQ1.1.A. The Mixed VE will be superior to the other two VEs in facilitating 
participants’ route recall accuracy across visual and visuospatial recall tasks 
that require the recall of some visual cues, whereas for spatial tasks, 
photorealism should not offer an advantage: Thus, irrespective of their age, participants’ recall performance across visual and visuospatial recall tasks will be 
best with the Mixed VE.  
Route learning theories suggest that people learn a route by associating directional information 
with the landmarks they pay attention to (Waller & Lippa, 2007; Zhong & Moffat, 2016). This thesis 
shows that taking important properties that define a landmark (persistence, perceptual saliency, 
and informativeness) (Stankiewicz & Kalia, 2007) and transforming those into a visualization type 
(Mixed VE) can have profound effects on route learning performance and a person’s recall of the 
learned route. When these landmarks are placed in the “effective landmark locations” that are 
critical for navigation (Röser, Hamburger, et al., 2012), the resulting highlighted VE unsurprisingly 
facilitates better learning in tasks that require the recall of photographic cues. However, as 
mentioned above, this is clearly expressed in the results linked to the visuospatial tasks, whereas it 
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is not evident in visual or spatial tasks alone. While it is possible that “visual realism is not too bad 
for visual tasks”, as argued above, this may also be due to the fact that, as opposed to the Mixed VE, 
in the Realistic VE the photo-textures were not controlled. Photographic information appeared as it 
would normally appear in a real-world city. Therefore, participants could have paid attention to any 
of the photo-textured structures that had nameable elements and colors more memorable to them 
(Brewer, 1996; Brown et al., 2011; Lenneberg, 1961; Özgen, 2004). The reason for the lack of difference in participants’ performance in the spatial task across visualization types might be that, 
for such tasks, photographic information may be simply irrelevant, therefore the Abstract VE is able to support identifying one’s cardinal orientation or the number of turns one takes.  
Perspective-preserving turn-by-turn visuospatial task: In this task, the viewing perspective was 
held constant during encoding and decoding, and a consistent pattern was observed across the age groups’ route recall performance in favor of the Mixed VE, confirming the hypothesis H-RQ1.1.B.:  
H-RQ1.1.B. The Mixed VE will be superior to the other two VEs in facilitating 
participants’ route recall accuracy in perspective-preserving visuospatial 
tasks: As the critical visuospatial information for route recall (Röser, Hamburger, et 
al., 2012) remains present and highlighted in the Mixed VE during both the encoding 
and decoding of information, it will help participants, irrespective of their age, to 
identify the direction of the turn at intersections better than the other VEs. 
Perspective-switching map-sketching visuospatial task: For the tasks that required switching 
from a first-person view in the encoding phase to an aerial view in the decoding phase, there was 
only partial evidence to support the proposition that the Mixed VE assists spatial knowledge acquisition and retention better than the others. Participants’ aggregate recall accuracy with the 
Mixed VE was better only with the Realistic VE. Descriptive statistics suggested that the Mixed VE 
facilitated a higher recall accuracy than the Abstract VE, but this difference was not statistically 
significant. Thus, these results only partially confirm the hypothesis H-RQ1.1.C: 
H-RQ1.1.C. The Mixed VE will be superior to the other two VEs in facilitating 
participants’ route recall accuracy in perspective-switching visuospatial tasks: 
The highlighted elements in the 2D basemap of the Mixed VE will serve as anchoring 
points to assist people, irrespective of age, to perform the perspective switch 
(Thorndyke & Hayes-Roth, 1982). 
The outcome that the participants’ recall accuracy with the Mixed VE was not higher than with the Abstract VE for this task was surprising. In this task, participants’ aggregate recall accuracy was 
approximately 60%, confirming the known difficulty of tasks that require perspective-switching 
(Golledge et al., 1995; Taylor & Tversky, 1996). This difficulty, up to a point, may have occluded 
some statistical interactions (i.e., cause a Type II error) at the aggregate level. However, evaluating participants’ actively produced sketches based on accuracy and completeness showed that their 
success rates were above the chance level (Montello, 1998). Perhaps the cognitive load (Sweller, 
1988) induced by this difficult task that required a mental rotation was already high, and the 
additional cognitive load induced by the photographic information in the Mixed VE further impaired 
participant success. It is important to remember that people may not necessarily need visual cues to 
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build a 2D map of a followed route if they imagine a 2D route of the path in their minds as they take 
turns.  
RQ1.2. How do the Abstract and Realistic VEs differently affect participants’ recall accuracy of 
visual, spatial, and visuospatial information in route learning tasks compared to each other 
(Abstract VE vs. Realistic VE)? For RQ1.2 results point to a mixed pattern: At the aggregate level for all tasks, participants’ recall 
rates with the Realistic VE were higher than the Abstract VE. For the visual tasks, this outcome was 
the same. For the visuospatial and spatial tasks, however, this pattern was no longer present, i.e., 
there were no differences between the two VEs. In other words, as soon as there was a spatial 
component in the task, the Realistic VE was no different than the Abstract VE. In sum, in this study 
the evidence is mixed in testing the hypothesis H-RQ1.2. for the superiority of the Realistic VE to 
the Abstract VE; meaning that the hypothesis can be retained at the “overall recall performance” but 
at the task level this claim holds only for visual tasks: 
H-RQ1.2. Participants’ overall recall performance with the Realistic VE will be better than 
with the Abstract VE: As the Realistic VE provides more visual cues that include human 
recognizable and nameable elements known to support recall (Borkin et al., 2013; Brady et al., 
2008; Isola et al., 2014). 
This finding is important because it contributes new knowledge to the theories investigating 
abstraction and realism, and it further confirms the arguments presented for H-RQ1.1.A regarding 
task type. The nuanced outcomes regarding task type highlight the importance of reflecting on the 
characteristics of the recall task and clearly defining it in similar experiments. In this thesis, for a 
visual recall task, the added visual cues indeed support recall, improving individual accuracy as seen 
from other research (Brady et al., 2008; Potter & Levy, 1969). In tasks that are fully or partially 
spatial, such as visuospatial and spatial tasks, Realistic VE does not offer any advantages to the 
Abstract VE, which suggests that the design needs are different for different tasks. In the two 
perspective-preserving visuospatial tasks (turn-by-turn and map-sketching), there was a demand 
for recalling not only visual but also spatial information, thus possibly increasing the cognitive load. 
In the perspective-switching map-sketching task, the required mental rotation (as mentioned 
earlier) may have led to additional task complexity (Golledge et al., 1995). The extra cognitive 
demand coming either from the lack or the abundancy of visual information (respectively, as in the 
Abstract and the Realistic VEs) can have detrimental effects on the visuospatial information recall. 
With the Abstract VE, people may have needed to pay extra attention to identify anchoring points in 
an environment with scarce visual information, whereas with the Realistic VE they may have 
needed to extract and isolate the relevant information from an abundantly rich visual 
representation.  
Summary: All findings in response to RQ 1.1. suggest that the Mixed VE has a clear positive effect 
on route recall performance, evidenced by consistent patterns across the evaluated tasks. This 




In addition to performance measures, user preferences are important in visualization research. They might indicate a cognitive bias and affect people’s decisions, even if a visualization assists 
users more effectively. If users do not like it and are unwilling to use it, they might select a “bad tool” 
instead. To examine user preferences in this thesis, the following RQ was developed: 
RQ1.3. How do different levels of realism affect participants’ visualization type preference among 
the three VEs for route learning before and after the learning tasks are performed? Participants’ overwhelming preference for the Realistic VE before the experiment, which was 
subsequently compounded by the clear aversion towards the Abstract VE, confirms the previously 
documented desirability of visual realism in displays (Smallman & John, 2005b; Smallman & Cook, 
2011) in a new context (navigation) and a new display type (virtual reality). The hypothesis H-
RQ1.3., therefore, is confirmed: 
H-RQ1.3. Participants will prefer the Realistic VE before the experiment: All (both older 
and younger) participants will prefer the Realistic VE to the other two VEs before the 
experiment (Smallman & John, 2005b; Smallman & Cook, 2011). 
The VE preference after participants solved the tasks favor the Mixed VE. However, this preference 
shift comes with nuance. It is discussed through the lens of group differences in Section 5.3.1. 
5.1.3 Confidence 
Another important subjective measure in learning tasks is a person’s degree of confidence in how 
well they have learned, especially if they may take action afterwards, such as in route learning. In this thesis, participants’ “calibration errors” were used as a confidence measure documenting the 
differences in achieved vs. perceived accuracy. The RQ on this subject was as follows: 
RQ1.4. How does the Mixed VE differently affect the alignment of participants’ response 
confidence with their recall accuracy when compared to the two baseline conditions (Abstract 
and Realistic VEs)? 
Overall, participants are much more aware of how well they have memorized a route they learned 
with the Mixed VE than with the others. Equally important, they know when they do not remember 
the route, or a given location on that route. With the Mixed VE, participants achieved- and 
perceived-accuracy are an almost perfect match, thus the original hypothesis H-RQ1.4. is retained:  
H-RQ1.4. The Mixed VE will be superior to the other two VEs in facilitating the alignment 
of confidence with recall accuracy. Balanced information and reduced visual clutter 
(Rosenholtz et al., 2007) will assist participants in identifying places they can and cannot recall, 
better aligning their confidence with their performance. 
The healthy confidence levels with the Mixed VE suggest that realistic visual cues are critical for a 
person to identify that they can or cannot recall a scene or a direction they took at an intersection 
point. On the other hand, with both the Abstract and Realistic VEs, participants were overconfident. 
Arguably the Abstract and Realistic VEs contain a certain degree of danger for route learning: If 
users prematurely believe that they have “learned” the route, they may take actions that put them at 
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risk. An overconfident user may experience unpleasant situations such as getting lost or being late, 
which can be particularly stressful for older adults. This new finding shows how visualization design 
can affect individual confidence. Thus, it has potentially important implications for well-being 
during real-world navigation.  
Summary: The better alignment of achieved and perceived recall accuracy with the use of the 
Mixed VE is a promising finding that is crucial for the development of VEs used for route learning 
purposes (Richardson, Montello, & Hegarty, 1999). Being able to evaluate one’s own learning 
accurately is a personal skill that is valuable also in other contexts, and if the design of the 
visualization enhances metacognition, this could lead to better strategies for learning in any 
context where visualizations are used. 
5.2 The implications of visual realism for route learning over time 
This section (5.2.) provides answers to the following leading RQ and related specific RQs: 
Leading research question (II) Do the effects of varying levels of realism in 3D VEs on route 
recall tasks persist over time?  
5.2.1 Route recall 
The first specific RQ investigated the overall effects of visual realism with the lapse of time on 
participants’ route recall accuracy, i.e., immediate and delayed recall stages:  
RQ2.1. How do different levels of visual realism affect participants’ recall accuracy of 
visuospatial route information in the immediate and delayed recall stages? 
When examining the effects of passing time on participants’ route recall accuracy, not surprisingly, a 
decline in performance was evident: Irrespective of the visualization type, participants’ recall 
success decreased from the immediate to the delayed recall stage (a week later). These results 
confirm the well-established theories suggesting that only a subset of the information initially 
stored in short-term memory transfers to long-term memory (Byrne, 2017). What remains of the 
information is permanently lost. When visualization types are examined comparatively, again, Mixed VE is superior to the other two: Participants’ recall accuracy with the Mixed VE is higher than 
both with the Abstract and the Realistic VEs in both recall stages.  These findings confirm the 
hypothesis H-RQ2.1.: 
H-RQ2.1. All participants’ recall performance will be best with the Mixed VE, also in the 
delayed recall stage: Due to the fact that these human recognizable elements assist recall 
also in the long-term (Brady et al., 2008). 
The fact that people could better retain visuospatial information in their memories long-term with 
the use of the Mixed VE when compared to the other two VEs provides additional support for its 
potential use as a training device in the route learning context. Route learning, (extensively 
discussed in RQ2.2.) is heavily dependent on retention over time.  
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The second specific RQ is an extension of RQ2.1., and examines the amount of information that is 
transferred from short- to long-term memory with the use of the three visualization types: 
RQ2.2. How do different levels of visual realism affect the amount of visuospatial information 
transferred from short- to long-term memory, i.e., what are the ‘forgetting rates’ in visuospatial 
route recall tasks from the immediate to the delayed recall stages? 
In answering this question, an interesting and exciting finding was at the task level: For the 
perspective-preserving turn-by-turn visuospatial task, participants’ recall accuracy declined 
from the immediate to the delayed recall stage for the Abstract and the Realistic VEs but not for the 
Mixed VE.  Therefore, the hypothesis H-RQ2.2. is retained: 
H-RQ2.2. The differences from the immediate to the delayed recall stage will be 
smaller with the Mixed VE: The combination of the balanced cognitive load 
(Sweller, 1988) and the presence of nameable and memorable realistic elements 
(Borkin et al., 2013; Isola et al., 2014; Brady et al., 2008) will support transferring 
higher amounts of visuospatial information to the long-term recall. 
This finding is very encouraging for the development of visualizations used for route learning. 
Essentially, this finding provides evidence that a visualization design created for route learning can 
overcome the known barrier of human cognition in transferring information from short- to long-
term recall. Overcoming this known decline in recall over time (Byrne, 2017) might eventually lead 
to more stress-free navigation experiences in unfamiliar environments, which is specifically 
important for older adults. An additional finding regarding the recall stage was that participants 
remembered their route better a week later if they learned it with the Realistic VE than with the Abstract VE. Participants’ performance with the Abstract VE was only slightly higher than the 
chance level. This result highlights a floor effect for the Abstract VE over time, a fact that is not 
evident for the other two VEs (Mixed and Realistic) and is comparatively demonstrated for the first 
time in the scope of this thesis. While experiencing a drive-through in VEs that included partial or 
full visual realism, the fact that (some) visual elements are presented with high realism may assist 
people in creating mental episodes of the event, potentially associating them with their own prior 
experiences. Such experiences can then be linked to time and place, helping with the formation of an 
episodic memory (Gras et al., 2013; Tulving, 1972). The triggering of such episodic events using 
visual cues may make it easier for people to re-trace their memories even after the lapse of time. 
While realism appears to be positive based on this interpretation, it is important to note that the 
Mixed VE facilitated route recall better than the Realistic VE, possibly due to higher cognitive load 
with the Realistic VE also in the long-term recall. In the Mixed VE, only a selection of structures was 
realistically presented, and because these were highlighted and emphasized, it may have been 
easier for people to process this smaller amount of visual information (Cowan, 2010; Miller, 1956) 
located at important positions (Röser, Hamburger, et al., 2012) and, to later decode it. 
For the perspective-switching map-sketching visuospatial task, at the aggregate level, the 
findings differed from the turn-by-turn visuospatial task discussed above (see Table 5): There was 
no effect of elapsed time (recall stage) on participants’ route recall, irrespective of visualization type,  
suggesting that there must be additional factors interfering with recall over time with this task. A 
potential explanation might be related to the nature of the task. Map-sketching required an active 
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effort from the participant beyond just recalling the information. They were required to actively 
reproduce a sketch of the route on a 2D basemap (Mastin, 2010). While the overall performance was 
not high (55.4% in the immediate, 52.4% in the delayed recall stage, see Table 5), using a pen and 
actively drawing the route on paper in the immediate recall stage may have supported retention for 
those who were able to do the task well the first time they tried. In other words, this active effort 
may have ensured that the information was stored in long-term memory (Dubuc, 2002; Modigliani 
& Seamon, 1974). While there may be also other factors involved here, this interpretation suggests that a “recipe” to efficient route learning may at least partially lie in ensuring participants’ active 
involvement in supporting cognitive mechanisms for long-term retention. A more fine-grained 
analysis of this task with the interacting variables based on Publication III is discussed later in this 
chapter (Section 5.3.2). 
For the visual task, a severe decline in participants’ recall accuracy for the Realistic VE was 
observed, and slightly less for the Mixed VE, decreasing to the chance level in the delayed recall 
stage. With the Abstract VE, there was no decline. However, participants’ recall accuracy was 
already close to the chance level in the immediate recall stage. Overall, the Mixed VE facilitated the 
highest recall accuracy in both recall stages, signifying that selective highlighting with visual realism 
compensates, up to a point, for the severe difficulty in identifying scenes one experienced a week 
ago. Even though the findings suggest only a slight advantage when working with the Mixed VE for 
visual tasks for long-term retention, findings still encourage a hypothesis that Mixed VE (or a similar 
solution with some more adjustments), might support long-term retention better than a fully 
Realistic VE. A future study specifically designed to assess this hypothesis could test this position.   
5.2.2 Confidence Participants’ confidence was evaluated also in connection with the two recall stages besides the 
visualization types (reported in Section 5.1.3). The following RQ was developed: 
RQ2.3. How does the Mixed VE differently affect the alignment of participants’ response 
confidence with their recall accuracy when compared to the two baseline conditions (Abstract 
and Realistic VEs) in the immediate and delayed recall stages? 
The results from both the immediate and the delayed recall stages further confirm the Mixed VE as a “safer” visualization type, compared to the Abstract and the Realistic VEs: Participants achieved a 
perfect match between their perceived and achieved recall accuracy during the immediate recall 
stage with the Mixed VE, while they were overconfident in their responses with the other two VEs. 
For the delayed recall stage, the participants were slightly underconfident in their responses with 
the Mixed VE, while for the Abstract and Realistic VEs, they were even more overconfident. The 
superiority of the Mixed VE confirms the hypothesis H-RQ2.3. stating:  
H-RQ2.3. The Mixed VE will be superior to the other two VEs in facilitating the alignment 
of confidence with recall accuracy in both recall stages: Balanced information and reduced 
visual clutter (Rosenholtz et al., 2007) together with the fact that human recognizable elements 
can persist in long-term recall (Brady et al., 2008) will assist people in identifying the places 
they can and cannot correctly recall, thus better aligning their confidence with their 
performance also in the delayed recall stage. 
49 
 
Being able to correctly assess one’s own recall performance after a lapse in time further confirms 
that participants did not only memorize, but indeed possibly learned the route, and were thus able to 
correctly assess their own performance a week later. This metacognitive success is clearly evident 
with the Mixed VE and not with the others, which supports the position that the proposed design 
intervention works well, from multiple perspectives. 
5.3 Implications of visual realism based on age differences and cognitive 
abilities for route recall 
In this section, implications of visual realism for route recall accuracy is discussed from the “group 
differences” perspective, people with different cognitive abilities due to age, spatial abilities, and 
memory capacity. This section (5.3) provides answers to the two leading RQs below, whereas the 
specific RQs are discussed in following sub-sections. 
Leading research questions (III)  
1) How do varying levels of realism in the studied VEs affect the route recall performance 
of healthy aging older adults and younger adults? 
2) How do participants’ spatial abilities and visuospatial memory capacity affect route 
recall with the three VEs? 
5.3.1 Route recall and age differences 
The negative effects of aging on cognitive abilities are well-documented in psychology and the 
related domains (Anders et al., 1972; Foos, 1989; Park et al., 2002). It is also well-understood that 
age-related cognitive decline negatively affects navigation performance (Meneghetti et al., 2014; 
Moffat et al., 2001; Muffato et al., 2015). The results from this thesis confirm that, overall, older participants’ route recall performance is poorer than that of the younger. This finding in turn 
confirms the decline in older people’s associative learning (Head & Isom, 2010; O’Malley et al., 
2018). Specific to this thesis, findings also show how visualization types varying in the amount of 
visual realism differently affect this decline in cognitive performance caused by natural aging. This 
new understanding regarding visualization design can lead to professionals providing better 
support to older adults through custom visualizations. In this context, the following RQ was posed: 
RQ3.1. How does the route recall accuracy of older adults differ from that of younger adults 
with the three VEs? 
As discussed in Section 5.1, the Mixed VE facilitated the highest recall when the two age groups 
were analyzed together. A more in-depth analysis showed that age x visualization type x recall stage 
did not interact. The lack of interaction among these three variables could be interpreted as a 
positive outcome for the Mixed VE. In other words, the Mixed VE facilitated better recall than the 
other VEs irrespective of age groups or recall stage (Figure 3, Publication II). Therefore, the Mixed VE 
appears to be the “best” among the tested VEs for participants in both age groups for the 
perspective-preserving turn-by-turn recall of visuospatial information. Therefore, the hypothesis H-
RQ1.1.B. is also confirmed for age differences. Since the Mixed VE helps both age groups, one can 
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argue that it acts as a cognitive amplifier for the younger, and as a cognitive prosthetic for the older 
(Arias-Hernandez et al., 2012; Card et al., 1999).   
As mentioned earlier, the literature suggests that the perspective-switching visuospatial tasks are 
particularly difficult for older people (Fricke & Bock, 2018). Findings from this thesis further 
confirm that the tasks that require perspective switching are indeed more difficult for older people. 
This is even more evident when the participants are grouped based on their spatial abilities and 
their visuospatial memory capacity. Thus, hypothesis H-RQ3.1. is confirmed: 
H-RQ3.1. Age and recall: Younger participants’ route recall accuracy will be higher than older participants’ irrespective of the VE type (Fricke & Bock, 2018; Moffat et al., 2001; 
Muffato et al., 2015). 
A detailed discussion of the effect of age on participants’ sketching performance is provided in 
Section 5.3.2, where spatial abilities and memory capacity are also included.  
The second age-specific research question was on participants’ confidence: 
RQ3.2. How do different VEs affect younger and older participants differently in self-assessing 
how well they performed in the given tasks? 
One of the most-striking positive effects of the Mixed VE appeared in the examination of “calibration 
errors” (i.e., differences in response confidence) of the different age groups. The calibration error 
patterns change when the two age groups are separately studied: Table 3 shows the aggregate 
analysis, whereas Figure 15 shows them separately. Overall, the younger group was accurate in 
assessing their own performance with a slight underconfidence, whereas the older group was 
clearly overconfident. These results are in line with the previous work in literature. It has been 
shown that older people believe they perform better than they actually do, especially in tasks that 
involve memory (Dodson, Bawa, & Krueger, 2007). However, the Mixed VE supported their metacognition: The older participants’ perceived task accuracy was much closer to their real task 
accuracy, not only in the immediate recall stage but also in the delayed recall stage. The younger 
participants exhibit a curious pattern: They are slightly underconfident in the immediate recall 
stage, and rather strongly underconfident in the delayed recall stage with the Mixed VE. Based on 
these findings the hypothesis H-RQ3.2. is confirmed:  
H-RQ3.2. Age and confidence: Overall, older participants will be overconfident in their 
responses in comparison to younger participants (Dodson, Bawa, & Krueger, 2007). The Mixed 
VE should moderate this effect (similar to H-RQ1.4) and the effect should be more pronounced 
for the older group. 
Once again, these findings are encouraging for the potential future use of the Mixed VE as a training 
device. This visualization type seems to enable people to overcome another known difficulty that 
older people experience, i.e., accurately rating their performance in memory tasks (Dodson, Bawa, & 
Krueger, 2007). The Mixed VE can provide the necessary assistance to better self-assess one’s own 
performance, and, for example, encourage individuals to seek more training trials when needed. The younger group’s confidence levels seem exactly as expected in the immediate recall stage. However, 
interestingly they are underconfident with the Mixed VE in the delayed recall stage. 
Underconfidence can be viewed “harmless” compared to overconfidence: If people are 
51 
 
underconfident, they could repeat the training until they feel comfortable with it. Taken together, as 
mentioned earlier, it is plausible to claim that these findings provide further evidence that the use of 
the Mixed VE can act as a cognitive amplifier for younger people while simultaneously serving as a 
cognitive prosthetic for older people (Arias-Hernandez et al., 2012; Card et al., 1999). 
The third specific RQ investigated the effect of age on participants’ preferences: 
RQ3.3. How do participants’ visualization type preference differ based on age for the three VEs for 
route learning tasks before and after the VE experience? 
As discussed in Section 5.1.2, the vast majority of all participants preferred the Realistic VE prior to 
experiencing the virtual drive-through. Participants’ preferences shift after the experiment 
suggesting that a large proportion of them realize the value of the Mixed VE and adjust their 
preferences after being exposed to all VEs. This shift in preference is more pronounced for younger 
people. This finding is in alignment with what was proposed in hypothesis H-RQ3.3., and thus this 
hypothesis is also confirmed: 
H-RQ3.3. Age and VE preference: Before the experiment, all participants will prefer the 
Realistic VE. After the experiment, more of the younger participants (compared to the older) 
will change their preference for the Mixed VE. Older participants, however, due to an overall 
decline in their spatial abilities (Moffat & Resnick, 2002), might not be able to identify which 
visualization supports them better and, thus, will still prefer the Realistic VE after the 
experiment (Smallman & John, 2005b; Smallman & Cook, 2011). 
The overall finding partly confirms and partly contradicts the naïve realism idea (Smallman & John, 
2005b; Smallman & Cook, 2011). The fact that the majority of the older participants still preferred 
the Realistic VE after the experiment suggests a level of naïve realism in older people not found in 
the younger participants, most of whom switched their preference to the Mixed VE after the 
experiment. In other words, older people are less able to identify their learning “gain” with the use 
of the Mixed VE. This metacognition issue further confirms the observations in the confidence 
analysis presented in this thesis (Dodson, Bawa, & Krueger, 2007). Smallman and colleagues have 
shown that people with lower spatial abilities have difficulty in adjusting their preference when 
comparing realistic and abstract display types (Smallman & John, 2005b; Smallman & Cook, 2011).  
Summary: The majority of older people may still prefer and thus select and use, a Realistic VE 
without realizing the harmful effect it may have on their performance. These issues in confidence 
and preference are important for designers to be aware of and consider when designing VEs. 
5.3.2 Route recall and spatial and memory abilities  
Navigational performance is shown to be related to individual differences (Ishikawa & Montello, 
2006). Furthermore, Smallman and colleagues have shown that naïve realism is stronger in people 
with lower spatial abilities, as they have difficulty adjusting their preference after working with 
different display types (Smallman & John, 2005b; Smallman & Cook, 2011). To better understand 
the interactions between cognitive abilities and age, group differences based on spatial abilities and 
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memory capacity have also been investigated in this thesis. The specific RQ regarding these 
participant characteristics was formulated as follows: 
RQ3.4. How do participants’ spatial abilities as measured by mental rotation task (MRT), and 
visuospatial memory capacity as measured by the visuospatial memory capacity test (VSM) 
interact with their route recall accuracy with the use of the three VEs taking also age into 
account? 
The thesis’ findings demonstrate that spatial abilities and the visuospatial memory capacity of the participants’ affect their route recall accuracy. Participants were split based on their MRT or VSM 
scores, and in both cases the split revealed differences in their overall recall accuracy irrespective of 
visualization type and age. These findings confirm the hypothesis H-RQ3.4.A. stating that:  
H-RQ3.4.A. Spatial abilities and memory capacity: Participants with higher Mental 
Rotation Test (MRT) or Visuospatial Memory Test (VSM) scores will outperform the 
participants with lower MRT/VSM scores, irrespective of age or VE type (Muffato et al., 
2017; Wolbers & Hegarty, 2010). 
The findings first of all confirm the usefulness of these tests for predicting spatial abilities and 
visuospatial memory capacity in a map-sketching visuospatial task that requires (i) a mental 
rotation to translate information acquired from a first-person view to an aerial 2D map view, and  
(ii) the retention of visuospatial cues in memory to accurately identify the structures on the 
basemap for sketching. All participants, irrespective of their spatial abilities and visuospatial 
memory capacity, performed similarly with the three visualization types: For all of them, the Mixed 
VE facilitated the highest route recall rates compared to both the Abstract and the Realistic VEs. 
These findings highlight the consistency across people with different sets of abilities marking the 
fact that a design solution such as the Mixed VE does not only support one type of user (high- or 
low- abilities), but all of them collectively. For the VSM group, there were no differences for VSM 
score x visualization type, which was somewhat surprising. A reasonable expectation would be that 
the people in the higher VSM group better cope with the additional information provided in the 
Mixed and Realistic VEs, as suggested in the first part of the hypothesis below. Thus, the first part of 
the hypothesis H-RQ3.4.B. is rejected. What can be suggested, however, is that the VSM test is a 
good test for predicting map-sketching performance irrespective of the visualization type. On the 
other hand, there were no interactions across MRT score x recall stage x visualization type, which 
indirectly indicates that people with high spatial abilities do perform better than people with lower 
spatial abilities with the use of Abstract VEs. This is possibly linked to the idea that high-spatial 
people may be better at performing mental rotations without the existence of visual cues to assist 
them. This leads to the confirmation of the second part of the hypothesis H-RQ3.4.B.:  
H-RQ3.4.B. Memory capacity and visual cues: Irrespective of age, participants with a 
higher VSM will outperform the participants with a lower VSM in producing accurate 
sketches, particularly with the Mixed and Realistic VE, as these provide potentially helpful 
photorealistic cues (see H-RQ1.1.C) (Vandenberg & Kuse, 1978), whereas MRT will be most 
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relevant to the Abstract VE because this visualization type contains no photorealistic cues 
(Ekstrom et al., 1976). 
In that case, however, people with lower spatial abilities should also have performed better with the 
use of the Mixed and/or Realistic VEs, given that the added visual cues could act as assistants for 
them, a fact that was not observed.  
Summary: When the two age groups were analyzed, there was a difference between the two 
recall stages based on their MRT scores: The higher-MRT younger group did very well after a 
week, in contrast to the higher-MRT older group. This finding suggests a limit in the amount of 
information older people can recall after a lapse in time even with higher MRT abilities, a fact that 
does not exist for the younger group. 
5.4 Limitations 
As in every scientific study, the contributions of this thesis are accompanied by a set of limitations 
regarding its scope, methods, and findings. These limitations are acknowledged and reflected upon 
critically in this section. The limitations are grouped according to the three dimensions as presented 
earlier: (i) visualization type, (ii) use context, and (iii) user characteristics. 
Visualization type/design 
❖ The Mixed VE combined two parameters to achieve its success: (i) the use of realism as a
highlighting mechanism, and (ii) the intentional selection of the locations of the highlighted
features based on navigational theories (at the intersections and direction of turn). These two
parameters were treated in combination. One might argue this as a possible “confound”, because
from our findings, it is impossible to determine how these two factors might have affected the
route recall performance differently if they were treated independently from each other. In
fairness, one simply has to apply the photo-textures somewhere, thus this is not a completely
independent issue. Nonetheless, at this point it is not clear if the photo-textures were to be applied
in “random” locations, how much of a difference they would make.
❖ One can also argue that the contents of the photo-textures should matter, and indeed they
do. This was counterbalanced in this project to some degree, based on qualitative reasoning andrelevant literature, for the “nameability” of objects or colors, and whether they had labels or
distinct shapes (see Lokka & Çöltekin, 2017). More work is needed to better assess the effects of
the texture content.
❖ Linking to the above point, it is not clear if a highlighting method other than photo-textures
would yield the same success rates. Photo-textures were selected due to their resemblance to the
real world and might create navigational anchoring points from VR to the real world since they
represent state-of-the-art VR practices. However, manipulating contrast or outlining the features
may also improve route memorability.
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 Use context 
❖ Current results are based on a laboratory study. At this point in time, it is not clear what the
implications of these findings are in the real world. More research is needed to better understand
the relationship between learning from a VE as a training device and how this corresponds to the
real-world performance.
❖ The represented environment used throughout the project was heavily urban, with building
textures similar in shape and size, with nothing really standing out, e.g., there were no global
landmarks (Credé et al., 2020). While this uniform design was intentional in the presented work to
minimize the possible confounding effects of global landmarks, this may have constrained theparticipants’ overall recall performance, as they were not provided with any extra assistance that
could have proven helpful in other VE or real world settings.
❖ The fact that this thesis focused on visuals alone for route learning (no sounds, no tactile
feedback from movement, no interaction, only passive watching from the passenger seat) could
have limited the amount of information people could recall. As Gale, Golledge, Pellegrino, and
Doherty, (1990) report, the value of proprioceptive and/or efferent information is not to be
neglected. People who experience a route via walking can better re-travel the route compared to
those experiencing it as a video. More specifically, visual information from VR may not be enough
to induce an egocentric update (Klatzky, Loomis, Beall, Chance, & Golledge, 1998).
❖ Participants were not familiar with the content of the VEs (the city was fictitious) and had
only a small amount of time with no repetitions, nor an option to stop and study a feature a little
longer if they desired. These all may have limited the knowledge acquisition compared to what one
would naturally do in the real world. Furthermore, as stated by Montello et al. (2004), the field of
view and the allocation of attention can be confounding to the acquisition of route knowledge.
Future experiments may take these issues into consideration to better establish the ecological
validity of the findings from this research.
User characteristics 
❖ The experiment was a between-subject experiment (older vs. younger adults). This was a
necessary condition, because a longitudinal study is beyond the limits of a Ph.D. project. While the
participants were counterbalanced for expertise and gender, there may be “cohort effect”
differences that affect the outcome. Specifically, it is plausible that experience with technology and
3D content and learning from media was different for 20-30-year group and the 65-75-year-old
group. The fact that younger people may have been more exposed to virtual settings may have
affected their encoding of information differently (Brown, 2000) compared to older people who,
due to their lack of exposure, may have had one more barrier to encoding (Czaja & Lee, 2007). This
is a hard problem to solve, even if one was willing to conduct a longitudinal study, as technology
tends to change quickly over one’s lifetime. The findings should be viewed with some caution from
this perspective.
❖ Spatial abilities and memory capacity were not used as inclusion criteria for participation.
These two factors were included for control purposes, and treated at the analysis stage (thus as
post-hoc experimental hypotheses). Even though the distribution of people with higher and lower
abilities was reasonable for a post-hoc analysis, i.e., there was a “naturally counterbalanced”
distribution; a future approach may be to ensure this at the recruitment stage.
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6. Conclusions and outlook 
6.1 Scientific contributions 
This thesis examined how the three main dimensions of (i) visualization type, (ii) use context, and 
(iii) user characteristics interrelate in the recall of information in a route learning task with the use 
of 3D virtual environments. The findings from the thesis clearly demonstrate that the recall of 
visuospatial information with 3D visualizations is significantly influenced by all of the 
dimensions cited above: Participants’ route recall performance is affected by the levels of realism 
in the VEs, the type of visuospatial information to be recalled in short- and long-term, as well as 
the participants’ age, and cognitive abilities. Thus, this thesis provides further evidence that these 
dimensions are all important to consider when studying route learning. A general conclusion thus is 
that 3D visualizations used for route learning and possibly other learning tasks should be designed 
based on a combination of these primary dimensions. Given the above, this thesis contributes to 
GIScience, geovisualization, and the cognitive design of visualizations in two ways: 
❖ Understanding the effects of visual realism—as presented in VEs used for route learning—
on human memory, and by extension, on human cognition in general, specifically for people 
of different ages and with different spatial abilities and memory capacity. 
❖ Proposing empirically validated visualization design guidelines for younger and older 
people for the efficient encoding and decoding of visuospatial information during route 
learning, not only in the short-term but also in the long-term. 
These visualization design guidelines are summarized in the following section. 
6.2 Key findings and visualization design guidelines 
This section summarizes all of the findings discussed previously and provides two tables that are 
meant as generalized guidelines. The guidelines are also applicable to other VE navigational 
learning scenarios, in connection to the use of visual realism in route learning based on the “lessons 
learned” in this Ph.D. project regarding (i) characteristics of the route recall task and stage and (ii) 




3D visualizations with different levels of realism 
Recall task & 
recall stage 
Design guidelines 
- All tasks 
- Both recall 
   stages 
Use photorealism selectively. Beware of user preferences. 
❖ VEs similar to the Mixed VE can be used overall for route learning training 
successfully. 
❖ VEs similar to the Realistic VE likely will not be overall better for navigational 
learning than those that are similar to the Abstract VE. If the goal is different 
(e.g., scene gist recognition, a virtual reality field visit, exploration of remote 
locations), however, photorealism may be fine. 
❖ Majority of users may prefer fully photorealistic VEs (such as the Realistic VE in 
this thesis) if they have no prior experience of using the VE for the task ahead of 
them. Leaving the choice of VE to the users may be a bad idea in some cases. 
- Turn-by-turn 
   visuospatial 
   task 
- Both recall 
   stages 
Think about the information type: Does solving the task require use of both 
visual and spatial memory? Beware of “confident” users. 
❖ VEs similar to the Mixed VE are likely to be better than the Abstract and Realistic 
VEs for inherently visuospatial tasks where perspective remains the same. 
❖ VEs similar to the Realistic VE rather than the Abstract VE can be ok to use for 
visual tasks in the short-term, while long-term recall should be treated with 
caution. 
❖ Be cautious about confident users. Using VEs similar to the Mixed VE might 
moderate overconfidence. 
- Map-sketching 
   visuospatial 
   task 
- Both recall 
   stages 
Think about the cognitive processes needed for the tasks: Do the users have to 
perform mental rotations? Consider giving people active tasks if the goal is 
learning. 
❖ If the task is predominantly spatial (i.e., visual details do not matter), VEs similar 
to the Mixed and Abstract VEs can be used.  
❖ Actively engaging users (such as making them draw a sketch) might support 
information retention. If the goal is long-term learning, enable users to execute 
and rehearse with active tasks. 
- Visual task 
- Both recall 
   stages 
If the task mostly relies on photographic information, photorealism can be ok 
but the selective use of photorealism is even better.  
❖ VEs in such as the Mixed VE should be used rather than the Abstract and 
Realistic VE types. Realistic VE types are better than the Abstract VEs, the 
complete lack of photorealistic cues is not helpful in visual tasks. 
❖ For long-term recall, VEs such as the Mixed and Realistic VE can be used. 
However, additional measures might be a good idea (e.g., provide more training 
trials).  
- Spatial task 
- Immediate 
   recall stage 
If the task relies mostly on spatial memory, adding photorealistic information 
does not improve or impair performance.  
❖ All VE types from this thesis have the same route recall outcomes for spatial 
tasks. With some caution, you can decide which level of realism to use based on 









Age For an inclusive design, remember the age-related cognitive decline and its 
effects. Balance the amount of information to lighten the cognitive load of older 
adults. Pay attention to potential issues of metacognition (overconfidence). 
❖ In this thesis, on average, effects of cognitive decline were observable in older adults’ performance. Older adults were also overconfident in their response 
accuracy. 
❖ In similar contexts, VEs similar to the Mixed VE can be used as an “exemplary 
design solution” to amplify memory performance for both age groups for short- 
and long-term recall. 
❖ VEs similar to the Mixed VE might moderate overconfidence to healthier levels. 
❖ Older adults may struggle more with some task types than the younger. 
Specifically, if the task involves perspective changing from egocentric to 
allocentric, they might need support. 
❖ Older adults may have metacognition issues somewhat more severe than younger 
adults. This affects not only their confidence, but also their preferences. Since 
they did not change their preference to match their performance in this thesis as 
much as the younger adults, we assume more of the older adults were unable to 
recognize which tool was helping them more. Making tool recommendations to 
older adults may require different strategies. 
Spatial abilities 
 
Take differences in spatial abilities into account. 
❖ Spatial abilities, as measured based on mental rotation abilities, do matter in 
overall route learning performance. 
❖ In this thesis, there was no interaction between visualization type and spatial 
abilities. This suggests that the VEs such as the Mixed VE might be helpful to all 
people, regardless of their mental rotation abilities. 
❖ Older people, even those with higher spatial abilities, may have an upper limit in 
long-term recall. Assume that spatial abilities matter but higher spatial abilities 




Take visuospatial memory abilities into account. 
❖ Visuospatial memory capacity of the individuals can affect their route learning 
performance. 
❖ VEs similar to the Mixed VE can be helpful to all people also irrespective of their 
visuospatial memory capacity. 
❖ The VSM test is a good test for predicting route recall overall. However, it seems like people’s VSM scores do not correlate with their success in tasks that are 
predominantly visual. For this task type, perhaps another test would predict 
performance better. 
6.3 Outlook 
There are many new directions for further exploration and research that can confirm the findings 
and expand the research conducted within the framework of this thesis. Here, these suggestions are 
once again structured around the three dimensions investigated, many of which are linked to the 
limitations listed earlier. 
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Visualization type: The following is an expansion on the design suggestions this thesis 
investigated: 
❖ The Mixed VE resulted from the joint investigation of two parameters: Using realistic 
highlighting at critical-for-navigation locations. In an effort to separate the two parameters, 
future research could attempt to understand the implications that realistic highlighting in 
random locations presents for route learning. 
❖ Extending the above idea from the reverse perspective, as visual realism is only one type of 
highlighting mechanism; The value of introducing visual realism is discussed throughout 
this thesis. However, other mechanisms can prove to be relevant, especially in relation to 
visual variables such as the use of colors and symbols. 
❖ Instead of counterbalancing the textures, a future project could expand their investigation 
and focus on the “memorability” and “visual saliency” of textures as main variables to 
further confirm their full effects.  
❖ Perspective-switching visuospatial task (map-sketching) required a switch in perspective, 
and this proved to be difficult for participants, especially those with lower abilities. This 
issue could be potentially averted with the simultaneous representation of a 2D bird’s eye 
(aerial) view of the visual scene while encoding the route from a first-person perspective. 
The effect of the additional 2D representation may assist people in better understanding 
the spatial configuration of the area they are walking through, providing new opportunities 
for better acquisition of survey knowledge. 
Use context: This thesis has focused on route recall in a VE of a fictitious city. Possible changes in 
the use context are as follows: 
❖ Expanding the use context from an urban to a rural setting (Brosset, Claramunt, & Saux, 
2008) where the density of the environment is different and the navigational landmarks 
are potentially differentiated in shape and size, differently facilitating route recall. 
❖ Introducing active involvement throughout the encoding stage (e.g., participants virtually 
walking or driving a route, interacting with the scene instead of passively observing a 
drive-through) may result in different—and potentially higher—recall outcomes that may 
highlight differences across the visualization types more prominently. 
❖ A real-world evaluation of the value that the Mixed VE design has for route learning. By 
having participants take a route in the actual world, after having learnt it in the Mixed VE, 
we can evaluate the transferability of the learning process. 
❖ Transforming this study into a longitudinal route training study, to evaluate longer-term 
effects on additional cognitive abilities, supporting brain training for healthy aging 
(Cassarino & Setti, 2015; Millington, 2012; Walton et al., 2014).  
User characteristics: An important contribution of this thesis was the investigation of group 
differences, especially based on age, and the nuanced implications tied to it. Further focus on the 
users can be along the following lines: 
❖ By conducting a longitudinal study, the younger participants can be re-tested at several 
points in the future and confounds linked to “cohort effects” may be examined. Additionally, 
potential declines in spatial abilities and memory capacity can be better linked to aging. 
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❖ By pre-screening people for their spatial abilities and memory capacity, especially in studies 
examining aging and spatial cognition, one may clearly separate the two variables. Such a 
screening may result in a more representative sample of people with typically higher and 
lower spatial abilities and memory capacities for each age group. Additionally, measuring 
cognitive load explicitly, and examining individual recall strategies may shed more light on 
the amount of information people are capable of storing (Norman, 1976). 
❖ The fact that naïve realism as a concept seems to be partially confirmed in this thesis 
(especially for the older age group), highlights the need to expand visualization explorations 
to achieve a better alignment between user preference and user recall performance. 
Methodology: The design of an experiment can impact the quality of the results. Ensuring that the 
measured variable is adequately isolated from confounding variables guarantees clarity in the 
findings. Ideas for further improvement include: 
❖ With technological advancements, the use of more immersive VR settings may potentially 
improve encoding and enhance visual quality. Additionally, they could affect route recall 
accuracy for users with different characteristics (e.g., age and abilities). 
❖ Introduction of active involvement of the user in the encoding of information could affect the 
performance differences regarding recall stages and could benefit from further examination. 
❖ Introduction of repeated trials could affect recall accuracy and confidence (calibration 
errors). Recall accuracy may increase with repetition, and metacognition may increase too, 
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ABSTRACT
Broadly, this paper is about designing memorable 3D geovisualizations
for spatial knowledge acquisition during (virtual) navigation.
Navigation is a fundamentally important task, and even though most
people navigate every day, many find it difficult in unfamiliar
environments. When people get lost in an unfamiliar environment, or
are unable to remember a route that they took, they might feel
anxiety, disappointment and frustration; and in real world, such
incidents can be costly, and at times, life-threatening. Therefore, in this
paper, we study the design decisions in terms of visual realism in a city
model, propose a visualization design optimized for route learning,
implement and empirically evaluate this design. The evaluation
features a navigational route learning task, where we measure short-
and long-term recall accuracy of 42 participants with varying spatial
abilities and memory capacity. Our findings provide unique empirical
evidence on how design choices affect memory in route learning with
geovirtual environments, contributing toward empirically verified
design guidelines for digital cities.
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1. Introduction
A virtual reality (VR) idea has fascinated people for decades, and early instances of VR were cre-
ated in 1960s (Sutherland 1965). Because a virtual world can be used as a ‘spatial lab’, VR also
found an audience in geography (e.g. Fisher and Unwin 2001). A peak in the excitement for
potential contributions of an all-encompassing geographical VR to education and exploration
led to the proposition of a Digital Earth (Gore 1998). The term virtual environments (VE)
extends the VR concept into a visualization environment that can also feature simulated or fic-
tional worlds. VEs in geography (geovirtual environments or GeoVEs) were suggested as a
research priority in GIScience nearly two decades ago (MacEachren et al. 1999; MacEachren
and Kraak 2001; Slocum et al. 2001), because they, in Slocum et al.’s (2001, 62) words, ‘funda-
mentally change our traditional way of acquiring spatial knowledge’. In the past two decades,
impressive progress has been made in technology, promising ‘better’ GeoVEs. However, we
still know very little on how the visualization design in a GeoVE affects spatial knowledge acqui-
sition. This paper contributes toward a better understanding of how (and how much) various
elements of design, especially levels of realism, contribute to the recall effectiveness of GeoVEs
as learning environments.
© 2017 Informa UK Limited, trading as Taylor & Francis Group
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2. Related work
Below we provide a review of the related work on: (i) cognitive processes during navigation involving
memory (ii) visualization design considerations and (iii) the individual differences in cognitive abil-
ities relevant to (real or virtual) navigation tasks.
2.1. Cognitive processes related to navigation: the indispensable role of memory
Spatial cognition research on navigation largely reports on attention (i.e. what do people notice), and
information encoding (i.e. what kind of mental notes they take) during navigation. In such studies,
an important factor for route learning appears to be the perspective from which people experience the
route. It has been proposed that an egocentric perspective during learning leads to the so-called route
knowledge, that is, a ‘procedure’ of necessary movements to reach a point (Gillner and Mallot 1998),
whereas an allocentric perspective leads to a ‘global’ understanding of the surroundings, termed sur-
vey knowledge (Lobben 2004). This position is debated, however, irrespective of its validity or
whether it is survey or route knowledge,memory plays key role in all stages of spatial learning related
to navigational tasks.
Memory is a multifaceted cognitive process. First of all, different memory types are involved in
acquiring spatial knowledge. It is not straightforward to assign route- or survey-knowledge acqui-
sition into one of the common memory systems (e.g. implicit/explicit) (Montello et al. 2004). None-
theless, classifications have been proposed depending on the type of information one must recall.
One such classification of memory types, relevant to this paper, refers to visual, spatial and visuos-
patial information. Although the visual and spatial memories are tightly coupled in some tasks
(Klauer and Zhao 2004), we adopt the position that there are distinct memory systems that
encode/store and decode/retrieve visual and spatial information (Della Sala et al. 1999); and the
two often ‘cooperate’ (i.e. visuospatial). Notably, during the decoding, there are subtle differences
in the processes, for example, the terms recall and recognition are distinguished (Freund, Brelsford,
and Atkinson 1969). We use the term ‘recall’ for the memory tasks used in this paper for the sake of
simplicity.
Memory systems are also classified based on duration, most commonly as short- and long-term.
An event is stored in the short-term memory almost instantly, arguably for a few seconds (Peterson
and Peterson 1959). Short-term memory, especially the ‘few-seconds’ definition, is often used inter-
changeably with the term working memory, although there are arguments for distinguishing the two.
The most common argument is that the working memory does not store the information at all, while
short-term memory stores it for a short time (Cowan 2008). The capacity of the working memory is
limited to four to seven objects (Miller 1956; Cowan 2001), and the amount of detail stored regarding
these objects is quite limited (Luck and Hollingworth 2008). Short-term memories are transient,
whereas long-term memories are often reinforced with rehearsal, and once transferred to the
‘long-term storage’, they are assumed to have an infinite duration (Luck and Hollingworth 2008).
We use the term short-term memory for recall rates several minutes after the experience (different
than what is considered working memory), and long-term memory for knowledge decoding roughly
after an hour or longer.
2.2. Visualization design considerations for route learning in VEs
Realistic and abstract geovisualizations are both used as learning aids in various contexts, and are
important in route learning (Çöltekin et al. 2017). Realistic VEs are popular in testing navigational
tasks, as they allow for a safe environment and more experimental control than the real world studies
(Loomis and Blascovich 1999; Dünser et al. 2006; Bülthoff, Campos, and Meilinger 2008). In such
contexts, it has been consistently shown with other types of geovisualizations that the visualization
type and design affect performance with a variety of spatial tasks (Bleisch and Dykes 2014; Roth et al.
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2017). Even subtle differences in visual variables (Garlandini and Fabrikant 2009), such as color
(Brychtová and Çöltekin 2017), shading (Bernabé Poveda, Angel, and Çöltekin 2015; Biland and
Çöltekin 2017), symbology type (Brügger, Fabrikant, and Çöltekin 2016) or levels of realism (Wil-
kening and Fabrikant 2011) can affect how well people execute various spatial tasks. While there
are some considerations in comparing 2D and 3D (Cockburn and McKenzie 2002; Çöltekin,
Lokka, and Zahner 2016), studies on how to design a GeoVE to make route learning more effective
are scarce.
A key decision regarding visualization design appears to be about the amount of information, that
is, too much information can increase cognitive load and impair performance with spatial tasks
(Smallman and John 2005; Plesa and Cartwright 2008; Hegarty, Smallman, and Stull 2012; Dong
and Liao 2016; Liao et al. 2016). VEs are often designed as photorealistically as possible, with the
objective to replicate the real world and increase immersion (even though immersion does not
necessarily require photorealism, see McMahan 2003). In this paper, we ask if ‘too much infor-
mation’ can impair performance in spatial tasks, is photorealism a threat to GeoVEs’ effective use
in certain contexts? At this point, we do not have clear guidelines on how much realism should
be included in GeoVEs.
Abstract visualizations (ideally) remove task-irrelevant information, and guide users’ attention to
the relevant information for a specific task (Scheiter et al. 2009), and have been shown to be more
effective than realistic visualizations in some spatial tasks (Hegarty, Canham, and Fabrikant 2010;
Wilkening and Fabrikant 2011). In support of abstraction, Sanchez and Branaghan (2009) demon-
strated that adding more detail on a display affects map reading negatively, and impairs recall success
in a route learning task. Conversely, a highly realistic visualization might have higher ecological val-
idity than an abstract alternative, given that a VE simulates the real world (Kattenbeck 2015).
Besides, a realistic VE includes readily recognizable elements, which might support memory (Chris-
tou and Bülthoff 1999; Meijer, Geudeke, and van den Broek 2009; Borkin et al. 2013). The realistic
looking visual elements that people can name might be better retained in memory compared to more
abstract shapes and structures, because of the so-called dual channel assumption; that is, people uti-
lize two cognitive channels (e.g. verbal and visual) simultaneously (Mayer and Moreno 2003).
Some efforts to manage the level of detail (LOD) in VEs focus on presenting features with different
LODs; using ‘more detail’ selectively as highlighting mechanisms, for example, in focus + context
visualizations (Betrancourt 2005; Semmo et al. 2012; Peters et al. 2017), and using additional objects
as landmarks (Parush and Berman 2004). Other efforts focus on the technical aspects of defining and
creating LOD (e.g. https://www.citygml.org/), or managing LOD by removing perceptually irrelevant
details (e.g. Bektaş and Çöltekin 2011).
Besides the amount, the semantic quality of the information (what is shown) can influence route
learning performance in a VE. For example, landmarks play a significant role in spatial knowledge
acquisition (Richter and Winter 2014). Landmark is a difficult term to define, however, structural,
visual and semantic saliency are important characteristics for landmarks (Raubal and Winter
2002; Klippel and Winter 2005). For structural salience, the impact of location appears to be impor-
tant (e.g. Röser et al. 2012). Röser et al. (2012) found that the landmarks at the decision points (inter-
sections) are the most important, especially those at the direction of the turn. Visual salience is also
important in the context of navigational learning, as attention is critical in memory and learning (Itti,
Koch, and Niebur 1998). Besides landmarks, Lynch (1960) identifies paths (routes) to be ‘predomi-
nant elements in [the observer’s] image’ (Lynch 1960, 47), and Claramunt and Winter (2007) posit
that street networks are cognitively (semantically) salient. We believe that for a memorable GeoVE,
all three aspects of saliency (visual/structural/semantic) must be considered.
An interesting additional aspect in visual realism studies is that seemingly people’s intuitive pre-
ferences do not always match their performance with realistic visualizations. Two theories have been
proposed in relation to this mismatch between performance and preference: Smallman and John’s
(2005) naive realism theory suggests an unfounded preference toward realism, which was later fol-
lowed by naive cartography in which the effect was reproduced for enhanced displays with
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animations and 3D (Hegarty et al. 2009). These theories provide an interesting insight into how our
visualization-related choices could be misguided, and should be considered in studies such as ours.
2.3. Individual and group differences
People differ in learning with visualizations based on various abilities, age, expertise and other fac-
tors in their background (Slocum et al. 2001). For example, Huk (2006) demonstrates that people
with higher spatial abilities (high-spatial) benefit more from 3D in learning than people with lower
spatial abilities (low-spatial). Spatial abilities that are most relevant in navigational tasks are pro-
posed to be: (mentally) visualizing objects, relating objects, mental rotation, path integration and
spatial updating (Richter and Winter 2014). Standardized psychometric tests (Ekstrom et al. 1976)
can predict people’s effectiveness in using visualizations (Hegarty and Waller 2004). Spatial abil-
ities, as measured by standardized tests, can have a significant influence on people’s performance
also in navigation tasks (Schinazi et al. 2013). It is interesting to note that the spatial abilities might
play a role even in naive realism. In Smallman and Cook’s (2011) study, all participants preferred
the realistic displays before the experiment, but only high-spatial participants adjusted their pre-
ference to abstract displays after; suggesting that low-spatial participants struggle assessing self-
performance.
Various other factors in a user’s background, such as experience, age (Salthouse 2006) or gender
(Parush and Berman 2004) might also affect route learning performance. In the scope of this paper,
we analyze how spatial abilities and memory capacity interact with route learning performance, and
counterbalance for other factors that might affect performance in route learning.
3. Hypotheses
Based on the previous work cited above, we propose a VE that is designed with specific amount and
type of information presented in key locations, that is, we use photo-textures only for selected parts
of the VE. These parts are thus ‘highlighted’ and should act as anchoring points or landmarks. With
our proposed virtual world (MixedVE), route recall should be easier than with a RealisticVE, or an
AbstractVE with no textures. We specifically hypothesize that:
. Participants’ visual, spatial and visuospatial recall performance will be best with the MixedVE,
irrespective of their spatial abilities, both in the short- and long-term
. Participant’s overall recall performance with the RealisticVE will be better than with the
AbstractVE, as the RealisticVE provides more visual cues
. High-spatial participants will overall perform better with the RealisticVE, and specifically with
tasks that are more demanding on the memory than the low-spatial participants.
4. Experimental design
In a mixed factorial design (3 × 2×4), we tested the three levels of realism as our independent vari-
ables: (i) the AbstractVE with no photo-textures (baseline), (ii) the RealisticVE (fully photorealistic)
and (iii) the MixedVE designed based on previous knowledge on levels of realism and landmark the-
ories (Figure 1) (Lokka and Çöltekin 2016, 2017). Throughout the manuscript, we call these VEs
visualization types. Four different task types (Visual, Spatial, Visuospatial and Map/perspective
switch), and individual differences based on two criteria (spatial ability, memory capacity) are con-
sidered as potentially moderating factors. Note that we study the recall rates (i) right after the route
learning task (short-term memory: Stage1), (ii) about an hour later (long-term memory: Stage2) and
(iii) a week later (long-term memory: Stage3). Thus, we examine if (potential) differences in memory
performance with the three VEs would persist.
140 I. E. LOKKA AND A. ÇÖLTEKIN
As dependent variables, we report on recall accuracy for all visualization types and task types, and
participants’ visualization preferences before and after the experiment.
4.1. Participants
Forty-two participants (M = 27 years, 23 women) voluntarily took part in the experiment based on
informed consent. The age range was kept to 20–30, because aging affects memory (Park et al. 2002).
All participants were university students (undergraduate to PhD) in different degree programs and
were recruited through individual contact. We measured their spatial abilities using a Mental
Rotation Task (MRT, Vandenberg and Kuse 1978), and visuospatial memory capacities using a
Visuospatial Memory Test (VSM, Ekstrom et al. 1976).
4.2. Materials
4.2.1. Apparatus
We performed the experiment in controlled lab, where we back-projected the VEs as videos on a
large screen (230 × 140 cm), which was 2.2 m away from the participant (Figure 2). We used an
off-the-shelf experimental software to deliver all visualizations and tasks.
Stimuli. All VEs represented the same fictitious city, which was created using procedural model-
ing. We kept the lighting conditions constant, the buildings similar in size and in architectural style,
trees and intersections with comparable visual and spatial characteristics. From each VE, we created
fly-bys of two pre-selected routes as videos. All videos were shown only once at the same eye-level,
the same scale, extent and speed, simulating a drive (duration: 100 s, speed: 30 km/h). The
AbstractVE was rendered in grayscale without photo-textures (Figure 1, top-left). The MixedVE
had photo-textures on selected buildings at the turn points toward the direction of the turn, and
the road network was photo-textured to highlight the spatial structure (Figure 1, bottom). The con-
tents of the photo-textures were counterbalanced with regards to visual saliency (i.e. using visual-sal-
iency algorithms by Itti et al. 1998) and memorability (e.g. Borkin et al. 2013; Lokka and Çöltekin
2017) in the MixedVE. The RealisticVE was fully photo-textured (Figure 1, top-right).
Figure 1. Screenshots illustrating the three VEs (not to scale).
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We prepared two routes; each consisted of seven intersections (three turns toward the left, three
turns toward the right and one continuing straight, as presented in Figure 2).
4.3. Tasks
The participants were instructed to memorize a route from a starting to an ending point as they
watched the videos in a wayfinding scenario. For each visualization type, they responded to a set
of questions (in Stages 1, 2 and 3) which we categorize into four task types:
Visual memory (VM) tasks: Based on six screenshots from each VE (three correct, three false),
participants’ task was to identify whether they had seen the image or not. They answered using a
6-point Likert scale ranging from ‘definitely-seen’ to ‘definitely-not-seen’. This task type was used
in all experimental stages.
Spatial memory (SM) tasks: In this set, participants were asked to identify the direction they were
facing at the end of the route (starting orientation was given), and the number of turns they took
during the virtual drive. These two questions were asked only in Stage 1. They were left out from
Stages 2 and 3, as it would be impossible to distinguish from which visualization type they recalled
the information after having watched all videos.
Visuospatial memory (VS) tasks: Participants marked which direction they turned at all seven
intersections one-by-one, based on screenshots, which appeared in the same order and perspective
as in the VEs. Additionally, they were asked to identify the start- and end-points of their route from
four options (only one was correct). These questions were asked in Stages 1 and 3. We excluded the
VS tasks in Stage 2 because of time limits.
MapTask (MT)/perspective switch: This task type requires a perspective switch (from egocentric to
allocentric), and can be seen as a special instance of the VS tasks, they are predominantly spatial, but
some visual cues were also provided (‘aerial’ view screenshots from each VE). Participants were to
first identify (Stage 1, MapTaskA), then actively reproduce (Stages 2–3, MapTaskB) the route
Figure 2. Experimental setup (left-top), the two routes (left-bottom) and the procedure (right).
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based on a top-down 2D view. In Stage 1, four options were provided with one correct answer (Map-
TaskA), and in Stages 2–3, participants drew sketches (start- and end-points were marked) on paper
(MapTaskB).
4.4. Procedure
Upon arrival, we welcomed the participants, and they read and signed the consent form. Right after,
participants stated their preference between the three VEs (shown as screenshots) for a hypothetical
route learning task. Then the main experiment began. Participants watched the three VEs for the two
pre-selected routes (thus, six videos) in a randomized order. After each video, they answered a set of
questions with all four task types. After the first three videos and associated questions, participants
took a small break (to counter learning and fatigue). After viewing all six videos and solving associ-
ated tasks, Stage 1 was completed. Stage 2 followed with two task types (Visual & MapTaskB) regard-
ing all six videos shown in Stage 1 and stated their preference again between the three visualizations.
The duration of the experiment was on average 1 h:30 m for Stages 1–2. Participants came back 6–8
days later for Stage 3, responded to a demographic questionnaire, and continued with three task
types (Visual, Visuospatial and MapTaskB), after which we conducted the MRT and VSM tests.
Stage 3 lasted approximately 1 h. An overview of the procedure is shown in Figure 2.
5. Results
Below, we provide participants’ overall recall accuracy with the VEs, followed by how different task
types interact with recall accuracy. Then, we examine how participants’ spatial abilities (based on the
MRT) and memory capacity (based on the VSM) interact with their recall accuracy with each VE and
task type. We then demonstrate the long-term recall rates based on a comparison between the three
stages for comparable tasks. Furthermore, we report on participants’ preferences regarding the tested
visualization types before and after the experiment.
The recall accuracy was calculated as the proportion of correct answers to all answers. For the
MapTaskB, we counted the errors in number of turns, the number of left/right turns, the sequence
and the direction for the start- and end-points. Statistical analyses were conducted using R with α
= .05. We report associated p-values <.05 as statistically significant, and mark the p-values that fall
between [.1–.5] as statistical trends. We include estimations of effect size (h2p), for which .01 is con-
sidered small, .06 medium, and .14 and above, large (Ellis 2010).
5.1. Short-term memory: Stage 1
Figure 3 demonstrates that for the short-term memory tasks, participants’ recall accuracy is highest
with the MixedVE. The MixedVE improves recall accuracy by roughly 12.1% in comparison to the
AbstractVE, and 7.7% in comparison to the RealisticVE. Both differences are statistically significant
with a large effect size (Table 1, ‘overall’). We also see that the participants’ overall recall accuracy is
higher with the RealisticVE than with the AbstractVE.
At the task level (Figure 4), we see that the overall recall improvement provided by the MixedVE
is pertinent for all task types except for the Spatial tasks.
Pairwise comparisons reveal statistically significant differences between the VEs except with the
Spatial tasks (Table 1). We see that with all Visual or Visuospatial task types (including the Map-
Task), participants’ recall accuracy is higher with the MixedVE than with the AbstractVE, and in
most of them, they also perform better with the MixedVE than with the RealisticVE. For predomi-
nantly Visual tasks, participants’ recall accuracy with the RealisticVE and the MixedVE is not stat-
istically significant.
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5.1.1. Individual differences in short-term memory
Based on participants’ scores in the MRT (median = 20) and VSM (median = 22) tests, we created
high-/low-ability groups using a median split (excluding the median). We call the MRT-based
groups low-MRT (n = 19) and high-MRT (n = 18), whereas we call the VSM-based groups low-
VSM (n = 20) and high-VSM (n = 19) from this point forward. Figure 5 shows that there are differ-
ences in the recall accuracy of the participants both based on their MRT scores [in favor of the high-
MRT with the Realistic VE (t(36.97) = –2.51, p < .05*, r = .38)] and based on their VSM scores [in
favor of the high-VSM for the MixedVE (t(32.89) = –2.18, p < .05*, r = .35), and the RealisticVE (t
(34.53) = –2.44, p < .05*, r = .38)].
Figure 3. Overall recall accuracy for each VE. Error bars show ±SEM. ***p < .001, *p < 05.
Table 1. Mean recall accuracies, ANOVA (F, p, ηp
2, and pairwise comparisons (for statistically significant results).
Task
Abstract (A)
Mean ± SD (%)
Mixed (M)
Mean ± SD (%)
Realistic (R)
Mean ± SD (%) Repeated measures ANOVA Pairwise comparisons
Overall 61.6 ± 12.0 73.8 ± 11.5 66.1 ± 11.9 F(2,84) = 21.1,
p < .001***, h2p = .154
M–A (p < .001)***
M–R (p < .001)***
R–A (p < .05)*
Visual 56.3 ± 15.8 68.9 ± 15.6 64.3 ± 18.0 F(2,84) = 9.3,
p < .001***, h2p = .092
M–A (p < .001)***
R–A (p < .05)*
Visuospatial 63.1 ± 17.4 76.9 ± 17.8 63.8 ± 14.3 F(2,84) = 16.3,
p < .001***, h2p = .129
M–A (p < .001)***
M–R (p < .001)***
Map task A (passive) 70.8 ± 23.3 85.1 ± 25.3 72.6 ± 22.0 F(2,84) = 6.7,
p < .01**, h2p = .069
M–A (p < .01)**
M–R (p < .05)*
Spatial 72.6 ± 25.2 76.4 ± 21.8 76.4 ± 17.5 p > .05 –
Note: We always list the ‘winning’ VE first (e.g. M–A means the MixedVE led to a higher recall than the AbstractVE). SD: Standard
Deviation.
***p < .001, **p < .01, *p < .05, p < .10.
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Figure 4. Interactions between visualization types and task types for recall accuracy rates. Error bars show ±SEM. ***p < .001,
**p < .01, *p < 05.
Figure 5. Overall recall accuracy for each visualization type based on MRT- and VSM-split groups. Error bars show ±SEM.
***p < .001, **p < .01, *p < 05.
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At the task level, Figure 6 and Table 2 (below) reveal that, for both the MRT and VSM-based
groups, irrespective of the abilities, the MixedVE leads to higher recall accuracy than the other two
visualization types inmost tasks. Specifically, we see that the MixedVE offers an advantage over the
AbstractVE for both the low and the high-MRT groups for the Visual tasks; but not over the Rea-
listicVE. RealisticVE also allows for higher recall accuracy than the AbstractVE for the high-MRT
group, but not for the low-MRT group. VSM-split largely confirms these findings for the Visual
tasks, except that a high-VSM does not suggest an advantage with the RealisticVE over the
AbstractVE. For Visual tasks, the high-VSM group exhibits a higher recall accuracy than the
low-VSM group only with the MixedVE (t(33.52) = –2.38, p < .05*, r = .38). For the visuospatial
tasks, the low-MRT group benefits from the MixedVE more than the Abstract and the Realis-
ticVEs, but for the high-MRT group, visualization type does not make a difference. We also see
that the high-MRT group has a higher recall accuracy than the low-MRT group with the Abstract
(t(35.48) = –2.99, p < .01**, r = .45) and Realistic (t(34.27) = –2.68, p < .05*, r = .42) VEs, but this
difference disappears for the MixedVE. For the same task category, we see that both high- and
low-VSM groups benefit from the MixedVE, more than both the Abstract and RealisticVEs. For
Visuospatial tasks, we see no differences between the Abstract and RealisticVEs, although the
high-VSM group appears to have an advantage with the RealisticVE (t(34.96) = –2.53, p < .05*,
r = .39), but not for the Abstract or MixedVEs. For the MapTask, MixedVE helps the low-MRT
group, and in contrast, the high-VSM group in comparison to the AbstractVE, but we see no
differences between the MixedVE and the RealisticVE. However, high-VSM group has a higher
recall accuracy than the low-VSM group with the RealisticVE (t(33.90) = –2.29, p < .05*, r = .37).
For the Spatial tasks, we observe no difference between visualization types in any of the tested
conditions.
Figure 6. Interactions between the visualization types and task types for the low/high-MRT and low/high-VSM groups’ recall accu-
racy rates. Error bars ±SEM. ***p < .001, **p < .01, *p < .05.
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5.2. Long-term memory: comparing recall accuracy in all three stages
Below, we present mean recall accuracies for comparable visualization and task types in all stages
(Table 3). We see that the MixedVE continues to facilitate higher recall accuracies than other two
VEs in most comparisons also in the long-term. The observed differences (MixedVE vs. others)
are statistically significant with moderate or large effect sizes. Between the AbstractVE and Realis-
ticVE, we see only one difference at Stage 2, but the p-value only indicates a trend (p = .0511),
and the effect size is small (h2p = .037).
In Table 4, we demonstrate the interactions between the task and visualization types over the
three stages in terms of decline in the recall accuracy. We see an overall decline for all task/visual-
ization types, except that for Visual and MapTasks, AbstractVE does not exhibit a decline in recall
performance.
5.2.1. Individual differences
We identified no statistically significant differences (p > .05) amongst the three visualization con-
ditions for Stages 2–3, when we group our participants based on their MRT–VSM abilities.
5.3. Visualization preferences
Visualization preferences of the participants before and after they worked with the VEs are shown in
Table 5. We see that before the experiment, majority of the participants preferred the RealisticVE
(88%), 12% the MixedVE, whereas none preferred the AbstractVE. After the experiment, majority
changed their preference to the MixedVE (69%), 31% remained with the RealisticVE, and still
none preferred the AbstractVE. Those who changed their preferences all did so from the RealisticVE
to MixedVE (there were no instances of the opposite).
To identify whether individual differences changed the preference behavior similarly as in Small-
man and Cook’s (2011) naive realism studies, we checked the preferences of high/low-MRT and
high/low-VSM groups before and after the experiment (Table 6). Unlike in the original naive realism
studies, our analyses revealed the same pattern for all groups, irrespective of their spatial abilities or
memory capacity.
6. Discussion
Based on previous empirical evidence found in relevant literature, we designed the MixedVE with a
texture-highlighting approach, and evaluated it in a three-stage user study. In designing the Mix-
edVE, we made significant adjustments to visual realism levels to lighten cognitive load (Smallman
and John 2005; Smallman and Cook 2011), carefully selected the location of the textured buildings to
boost memory by placing them at intersections (Röser et al. 2012), and counterbalanced the contents
of the textures for saliency (Itti et al. 1998) and memorability (Borkin et al. 2013). In addition to
design, individual differences can have an impact in learning performance from visualizations as
well as in navigational tasks (e.g. Montello et al. 2004; Huk 2006; Schinazi et al. 2013). Thus, we con-
ducted an analysis of the individual differences in route-recall accuracy based on two measurements:
spatial ability (MRT) and visuospatial memory capacity (VSM). Our results provide unique and new
insights, and we discuss their implications below.
Our findings overall confirm our main hypothesis that the MixedVE facilitates better route recall
than the AbstractVE and RealisticVEs (Figure 3). At the task level (Figure 4), we see that the effec-
tiveness of the MixedVE in route recall is pertinent to all task types except the Spatial tasks. The two
tasks we classified ‘Spatial’ were about orientation (which cardinal direction were you facing at the
end of the route), and the number of turns participants’ took in the virtual drive. The mean recall
accuracy in Spatial tasks is identical for the MixedVE and RealisticVE (76.4%), while it is slightly
lower with the AbstractVE (72.6%). These numbers are relatively high in the context of the
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Table 2. ANOVAs (F, p, ηp
2 and pairwise comparisons of mean recall accuracies for high/low-MRT and high/low-VSM groups per visualization and task types.
Tasks
Repeated measures ANOVA Pairwise comparison Repeated measures ANOVA Pairwise comparison
High-MRT Low-MRT
MRT Overall F(2,38) = 10.2, p < .001***, h2p = .101 M–A (p < .001***), M–R (p < .05*) F(2,40) = 12.0, p < .001***, h
2
p = .172 M–A (p < .01**) M–R (p < .01**)
Visual F(2,38) = 7.0, p < .01**, h2p = .134 M–A (p < .01**), A–R (p < .05*) F(2,40) = 3.7, p < .05*, h
2
p = .094 M–A (p = .053·)
Visuospatial F(2,38) = 4.2, p < .05*, h2p = .096 A–M (p = .076·) F(2,40) = 10.6, p < .001***, h
2
p = .172 M–A (p < .01**) M–R (p < .01**)
Map task A p > .05 – F(2,40) = 4.1, p < .05*, h2p = .064 M–A (p < .01**)
Spatial p > .05 – p > .05 –
High-VSM Low-VSM
VSM Overall F(2,36) = 13.7, p < .001***, h2p = .181 M–A (p < .01**), M–R (p < .001***) F(2,38) = 11.5, p < .001***, h
2
p = .147 M–A (p < .001***) M–R (p < .05*)
Visual F(2,36) = 5.5, p < .01**, h2p = .163 M–A (p < .05*) F(2,38) = 3.6, p < .05*, h
2
p = .091 M–A (p < .01**)
Visuospatial F(2,36) = 9.2, p < .001***, h2p = .174 M–A (p < .01**), M–R (p < .01**) F(2,38) = 8.8, p < .001***, h
2
p = .163 M–A (p < .01**) M–R (p < .05*)
Map task A F(2,36) = 3.4, p < .01**, h2p = .090 M–A (p < .05*) p > .05 –
Spatial p > .05 – p > .05 –
Note: We list the ‘winning’ VE first (e.g. M–A means the MixedVE led to a higher recall than the AbstractVE).
***p < .001, **p < .01, *p < .05, p < .10.
Table 3. Mean recall accuracies in all stages, ANOVA (F, p, ηp
2, and pairwise comparisons for statistically significant results.
Task
Abstract (A)
Mean ± SD (%)
Mixed (M)
Mean ± SD (%)
Realistic (R)
Mean ± SD (%)
Repeated
measures ANOVA Pairwise comparisons
Stage 1 (short-term) Overall 61.6 ± 12.0 73.8 ± 11.5 66.1 ± 11.9 F(2,84) = 21.1, p < .001***, h2p = .154 M–A (p < .001)*** M–R (p < .01)***
R–A (p < .05)*
Visual 56.3 ± 15.8 68.9 ± 15.6 64.3 ± 18.0 F(2,84) = 9.3, p < .001***, h2p = .092 M–A (p < .001)*** R–A (p < .05)*
Visuospatial 63.1 ± 17.4 76.9 ± 17.8 63.8 ± 14.3 F(2,84) = 16.3, p < .001***, h2p = .129 M–A (p < .001)*** M–R (p < .001)***
Map task A (passive) 70.8 ± 23.3 85.1 ± 25.3 72.6 ± 22.0 F(2,84) = 6.7, p < .01**, h2p = .069 M–A (p < .01)** M–R (p < .05)*
Stage 2 (long-term 1,
1 h later)
Overall 61.5 ± 21.8 68.8 ± 18.4 57.3 ± 22.6 F(2,84) = 10.3, p < .001***, h2p = .050 M–A (p < .05*) M–R (p < .001***)
Visual 49.1 ± 24.9 59.5 ± 22.2 52.7 ± 22.5 p > .05 –
Visuospatial NA NA NA NA NA
Map task B (sketching) 67.6 ± 28.6 73.4 ± 27.1 59.7 ± 31.3 F(2,84) = 8.8, p < .001***, h2p = .037 M–R (p < .01*) A–R (p = .0511·)
Stage 3 (long-term 2,
one week later)
Overall 54.6 ± 17.0 64.6 ± 18.6 54.5 ± 18.7 F(2,84) = 21.0, p < .001***, h2p = .064 M–A (p < .001***) M–R (p < .001***)
Visual 56.0 ± 24.4 50.6 ± 18.5 49.1 ± 16.2 p > .05 –
Visuospatial 41.2 ± 15.8 65.8 ± 19.7 47.5 ± 13.7 F(2,84) = 31.6, p < .001***, h2p = .289 M–A (p < .001)*** M–R (p < .001)***
Map task B (sketching) 64.1 ± 33.0 70.6 ± 33.7 62.4 ± 35.4 p > .05 –
Note: Pairwise comparison columns always lists the ‘winning’ VE first (e.g. M–A means the MixedVE led to a higher recall than the AbstractVE). SD: Standard Deviation. NA: Not available.
















Table 4. Mean recall accuracies in all stages for comparable tasks in each VE. ANOVA (F, p, ηp
2, and pairwise comparisons.
Visualization type Stage 1 Mean ± SD (%) Stage 2 Mean ± SD (%) Stage 3 Mean ± SD (%) Repeated measures ANOVA Pairwise comparison
Visual Abstract 56.3 ± 15.8 49.1 ± 24.9 56.0 ± 24.4 p > .05 –
Mixed 68.9 ± 15.6 59.5 ± 22.2 50.6 ± 18.5 F(2,84) = 13.3, p < .001***, h2p = .138 Stage1–3 (p < .001***) Stage1–2 (p < .05*)
Stage2–3 (p = .054·)
Real 64.3 ± 18.0 52.7 ± 22.5 49.1 ± 16.2 F(2,84) = 8.9, p < .001***, h2p = .105 Stage1–2 (p < .05*) Stage1–3 (p < .001***)
Visuospatial Abstract 63.2 ± 17.4 NA 41.2 ± 15.8 – t(41) = 6.90, p < .001***, r = .73
Mixed 76.9 ± 17.8 NA 65.7 ± 19.7 – t(41) = 2.68, p < .05*, r = .38
Real 63.8 ± 14.3 NA 47.5 ± 13.7 – t(41) = 6.36, p < .001***, r = .70
Map task Abstract 70.8 ± 23.4 67.6 ± 28.6 64.1 ± 33.0 p > .05 –
Mixed 85.1 ± 25.3 73.4 ± 27.1 70.6 ± 33.7 F(2,84) = 4.9, p < .01**, h2p = .046 Stage1–3 (p < .05*)
Real 72.6 ± 22.0 59.7 ± 31.3 62.4 ± 35.4 F(2,84) = 3.8, p < .05*, h2p = .034 Stage1–2 (p = .053·)
Note: Pairwise comparison column lists significant differences between the three stages. ‘Winning’ stage is listed first. SD: Standard Deviation. NA: Not available.



























experiment, but not particularly higher or lower than in the other tasks, thus an experimental artifact
(such as ceiling or floor effect) does not explain why visualization type did not matter for this task. It
might be best explained by the fact that this task essentially requires no visual cues. For the tasks that
require the use of visuospatial memory (Visuospatial, MapTask), selectively provided visual cues in
the MixedVE improve recall accuracy (by ∼10%) compared to both the AbstractVE and Realis-
ticVEs. This pattern is somewhat different for Visual tasks, where we see that the recall accuracy
with the RealisticVE competes with the MixedVE, while both VEs with visual cues (Mixed/Realistic)
lead to better recall accuracy than the AbstractVE. The fact that the RealisticVE overall facilitates
visual memory better than the AbstractVE is not surprising, but it is noteworthy that it does not
impair the performance in this task type, suggesting that the cognitive load is not ‘categorically’
too high with fully realistic displays, but it is rather task-specific.
After studying whether our proposed MixedVE is effective for route learning (overall recall accu-
racy shows that it is), and for what (analyses at the task level shows it offers benefits mostly in Visuos-
patial and Visual tasks), we ask whom it might benefit most. We expected that participants with high
memory capacity (high-VSM) would not be affected as badly from the cognitive load induced by the
RealisticVE, especially for the Visual tasks; whereas participants with higher spatial abilities (high-
MRT) would do well with tasks with spatial components in them (Spatial, Visuospatial, Map) irre-
spective of the visualization type. In turn, low-MRT/VSM participants would potentially benefit
more from the modifications offered by the MixedVE in all conditions. Overall, our findings
show that the MixedVE helps all participants (Figure 5), irrespective of their spatial abilities or mem-
ory capacities (the RealisticVE and AbstractVEs lead to no differences in performance across MRT/
VSM groups). The high-MRT participants overall had a higher recall accuracy than the low-MRT
participants with the RealisticVE (9.3% difference). This might mean that high-MRT participants
are able to bypass the cognitive overload introduced by the RealisticVE better than the low-MRT,
but AbstractVE is also hard for the high-MRT. Memory capacity (VSM-split) did not matter for
the recall accuracy with the AbstractVE either, but we see that the high-VSM benefit more than
the low-VSM from the MixedVE (by 7.8%) and the RealisticVE (by 9%). The VSM (memory
capacity) matters clearly for tasks that are of visual/visuospatial nature. Overall, these findings con-
firm that having a larger capacity for spatial abilities or memory gives participants advantages in
some conditions (Wolbers and Hegarty 2010), but the MixedVE improves everyone’s route learning
performance.
An in-depth analysis of the interactions between individual differences, visualization and task
types reveal that, except in Spatial tasks, MixedVE offers benefits in most tested conditions against
the AbstractVE, and in some against the RealisticVE, irrespective of spatial abilities or memory
Table 5. Participants’ preferences for the visualization types before and after the experiment.
Preference before Preference after % switched
Abstract 0 (0%) 0 (0%) –
Mixed 5 (12%) 29 (69%) 0 (0%)
Real 37 (88%) 13 (31%) 24 (65%)
Table 6. High/low-MRT and high/low-VSM groups’ preferences for the visualization types before and after the experiment.
Preference before Preference after
High-VSM Low-VSM High-VSM Low-VSM
Abstract 0 (0%) 0 (0%) 0 (0%) 0 (0%)
Mixed 1 (5%) 4 (21%) 13 (72%) 14 (74%)
Real 17 (95%) 15 (79%) 5 (28%) 5 (26%)
High-MRT Low-MRT High-MRT Low-MRT
Abstract 0 (0%) 0 (0%) 0 (0%) 0 (0%)
Mixed 2 (10%) 3 (15%) 13 (68%) 14 (70%)
Real 17 (90%) 17 (85%) 6 (32%) 6 (30%)
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capacity (Figure 6). For the Spatial tasks, varying visual realism seems to be irrelevant also irrespec-
tive of spatial abilities or memory capacity. For the other tasks (Visual/Visuospatial/Map), most
notably, descriptive statistics suggest in all cases MixedVE improves performance. Some of the
differences are not statistically significant, however, note that we split the participants into groups
of n≅ 20 based on their MRT/VSM scores (thus the sample size might hinder identifying some
differences that are there). Statistically significant differences suggest that MixedVE improves
route learning performance for the low-MRT participants in majority of the cases, whereas it
helps the high-MRT participants only with the Visual tasks. Reviewing the VSM-based results, we
see that MixedVE improves route learning performance more often for the high-VSM participants,
but also for the low-VSM participants in two task types. Also interestingly, RealisticVE does not
appear to impair performance severely (i.e. not statistically significantly) in many cases when com-
pared to other visualization types, but when we compare the groups of high- vs. low-MRT/VSM, we
see that in three cases, the high-ability group outperforms the low-ability group with the RealisticVE
(high-MRT in Visuospatial, high-VSM in Visuospatial and MapTasks). In these cases, there are no
group differences for the MixedVE, which suggests that the MixedVE brings the performance of the
lower-ability participants on par with the higher-ability participants. These findings are consistent
with our expectations based on previous work and the results are desirable, given that we often
want to create designs that work for all.
Since we were set out to test learning, we examined if the MixedVE’s benefits would persist over
time. It is clear that we gradually forget what we learn (Luck and Hollingworth 2008). Our findings
also indicate a steady decline in recall accuracy in Stages 2–3 for the MixedVE and the RealisticVE.
The AbstractVE appears to have constant recall levels across all stages for the Visual and Map tasks:
for the Visual tasks this is not a surprise, given that the visual cues are important for this task type,
and without the visual cues the task is too hard from the beginning (∼50% recall accuracy is close to
‘chance’). For the Map tasks, the reasons might be more complex: the decline for the AbstractVE is
not statistically significant for the Map task (Table 4), possibly because participants predominantly
need to perform a perspective switch and the visual cues may not be as critical. However, the Mix-
edVE continues to facilitate better recall accuracies than the other VEs also in the long-term (Table
3). Interestingly, the differences between spatial abilities and memory capacity in Stage1 disappear
over time; suggesting that higher cognitive abilities help in short-term tasks, but do not necessarily
assist in long-term recall of learned routes.
Our analysis of participants’ visualization preferences (Tables 5–6) shows that the RealisticVE is
popular at first, but after working with the VEs, majority prefers the MixedVE. This finding contra-
dicts Smallman and Cook’s (2011) observation that (especially the low-spatial) participants do not
seem to realize which visualization assists them. Our participant’s ‘zero interest’ in the AbstractVE
and initially strong preference toward the RealisticVE supports that realism is generally more attrac-
tive, but similarly to some previous work (e.g. Brügger et al. 2016), they are able to detect what assists
them once they worked with the visualizations, irrespective of their cognitive abilities.
7. Conclusions
For our proposed ‘MixedVE’, we adjusted the levels of visual realism, and deliberately selected the
location of photo-textures to serve as memorable landmarks. Our rigorous evaluation demonstrates
that the design principles we adopted in creating the MixedVE indeed facilitate route learning better
than an AbstractVE and a RealisticVE. This observation remained overall true when we scrutinized
the possible moderating factors (task types and cognitive abilities). MixedVE consistently led to com-
paratively higher recall accuracies (and never impaired performance); benefiting all participants irre-
spective of their cognitive abilities, both in short- and long-term.
Our overall aim is contributing toward empirically verified design guidelines for creating memor-
able GeoVEs, specifically to assist people to better memorize routes. We believe our findings will be
relevant to VR content creators, GIScience and spatial cognition researchers, and has the potential to
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improve the navigation experience in real world if used as a training device. While in this paper our
main interest was in the design and use of the VEs; in future experiments, further group differences
(e.g. effects of age) can be examined, and real world navigation performance of individuals can be
studied after training them with the MixedVE in comparison to a group trained with the RealisticVE,
to confirm MixedVE’s utility and usefulness as a ‘memory training device’.
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Virtual environments as memory 
training devices in navigational 
tasks for older adults
Ismini E. Lokka  1, Arzu Çöltekin  1, Jan Wiener2, Sara I. Fabrikant  1 & Christina Röcke3
Cognitive training approaches using virtual environments (VEs) might counter age-related visuospatial 
memory decline and associated difficulties in wayfinding. However, the effects of the visual design of a 
VE in route learning are not fully understood. Therefore, we created a custom-designed VE optimized 
for route learning, with adjusted levels of realism and highlighted landmark locations (MixedVE). Herein 
we tested participants’ route recall performance in identifying direction of turn at the intersection with 
this MixedVE against two baseline alternatives (AbstractVE, RealisticVE). An older vs. a younger group 
solved the tasks in two stages (immediate vs. delayed recall by one week). Our results demonstrate that 
the MixedVE facilitates better recall accuracy than the other two VEs for both age groups. Importantly, 
this pattern persists a week later. Additionally, our older participants were mostly overconfident in their 
route recall performance, but the MixedVE moderated this potentially detrimental overconfidence. 
Before the experiment, participants clearly preferred the RealisticVE, whereas after the experiment, 
most of the younger, and many of the older participants, preferred the MixedVE. Taken together, our 
findings provide insights into the importance of tailoring visualization design in route learning with VEs. 
Furthermore, we demonstrate the great potential of the MixedVE and by extension, of similar VEs as 
memory training devices for route learning, especially for older participants.
Navigation is a key component of human daily life, both when moving between locations in familiar environ-
ments, and when reaching new destinations in unfamiliar environments. Especially in unfamiliar environments, 
navigation can be a difficult task. Because of the age-related decline of some of the perceptual and cognitive 
abilities that support navigation, this difficulty increases as people age1,2. In this paper, we seek to develop a better 
understanding of difficulties and facilitators in route learning for older adults. Specifically, we examine the poten-
tial of virtual environments (VEs) that are custom-designed for route learning in compensating for age-related 
decline in navigational skills.
There are numerous technology-driven approaches to assist with wayfinding, and many dedicated devices 
provide real-time navigation instructions such as mobile phone apps or in-car navigation devices3. These devices 
assist people in navigating in the real world, but they are not necessarily optimized for learning novel routes 
or entire environments4. In fact, the real-time assistance might contribute to the decline in the ability to inde-
pendently navigate, as a large portion of the mental effort is externalized to the device and no active engagement 
from the user is necessary5. This argument would be in line with cognitive aging propositions of “use it or lose it”6. 
In this context, we view VEs as candidate visuospatial memory training devices. Such a memory training device 
might benefit everyone, but might be especially meaningful for those who struggle to remember routes when 
walking in unfamiliar environments, such as is often the case for older adults7,8. Training can lead to improve-
ments in the trained domain, such as spatial abilities9, route learning performance10–12, as well as other cognitive 
skills13–16. VEs are widely used for navigation-related cognitive training17, as they provide a safe, controlled sub-
stitute for the real world. As such, user errors pose no harm to people while navigating, display design can be 
personalized, and one can navigate the virtual route as many times as needed without too much physical effort. 
VEs, however, also possess various limitations. Importantly, most VEs only provide visual stimulation. Other 
sensory information typically involved in locomotion in the real world, such as vestibular-, proprioceptive-, and 
efferent-information, are reduced or non-existent in most VEs18. The VE setups that stimulate senses other than 
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vision remain complex to set up, and can be prohibitively expensive19. Additionally, linked to the decades-old 
“experimental control vs. ecological validity” debate20, one might question whether the learning that occurs in 
a VE is applicable in the real world, even though a VE has the advantage to simulate the real world to a larger 
degree than other laboratory-based cognitive training experiments with very abstract stimuli. We believe VEs are 
promising memory training devices, because the benefits we listed earlier and the advantages it offers over other 
training methods outweigh their limitations. Besides, previous research presents evidence that learning with tools 
(maps, VEs) might be applicable in the real world17. Importantly, and in contrast to the real world, VEs can be 
easily and systematically manipulated, which allows addressing research questions that cannot be addressed in 
real world settings21. For example, by highlighting or suppressing certain visual features in a VE, we can investi-
gate which visual information is most relevant for the memorability of a route, thus informing the development 
of navigational training tools in the future.
A common proposition found in visualization literature is that the more closely the representation of an object 
resembles its real-world counterpart, the easier it is to relate to it, and people are therefore more likely to remem-
ber it22–24. In contrast, realism in visuospatial displays impairs performance in certain spatial tasks, including the 
memorization of a route from 2D maps due to factors such as cognitive load25–27. It is also important to note that, 
unaware of their impaired performance in perceptual tasks, people consider realistic visualizations attractive, 
and thus might be misguided in their visualization preferences28. This concept is coined as ‘naïve realism’, and it 
appears to be particularly relevant for people with lower spatial abilities who do not calibrate their preferences 
even after working with the visualizations that are better for them (people with higher spatial abilities do)28. As 
spatial abilities decline in older age29, naïve realism might be an important concept to consider when studying 
how older adults interact with visualizations.
The potential of VEs as memory training devices for older adults in the context of route learning, and the 
effects of varying the design of VEs (specifically, optimizing the realism levels and landmark locations) on the 
memorability of the routes, are poorly understood7. Here we address this gap as it has important consequences 
for the development and design of novel interventions to target the highly relevant ability of successful navigation, 
and thus independent living. In the following sections, we review the key literature regarding memory decline in 
older adults, particularly in a navigation context; and investigate the potential of VEs as memory training devices 
from a visualization design perspective.
Navigation in Older Adults: Remembering, Forgetting, and Training
As mentioned previously, it has been well-documented that aging has a negative effect on navigation perfor-
mance7. Especially in unfamiliar environments, older adults experience greater navigational difficulties than 
younger adults7,8,30. Such difficulties can discourage older adults from exploring new environments, and nega-
tively affect their independence and overall quality of life31. These age-related navigation difficulties derive from 
a decline in the relevant visuospatial abilities and memory capacity, both of which vary widely across individu-
als32. Most memory systems, including visuospatial memory that is necessary for navigation, seem to weaken 
across the lifespan33; and this has been documented both in virtual and real world experiments34–38. As memory 
declines, people make more misattribution errors39,40, that is, an actual experience of an event may be misplaced 
in time, place or source when retrieved from memory41,42. Misattribution errors are common amongst older 
adults, especially when there are many things to remember41. Additionally, it has been shown that older adults 
overestimate the accuracy of their memories and they are too confident on specific details of their recent expe-
riences43. However, the findings on misattribution errors and memory-related overconfidence in older adults 
might be context dependent. Existing studies are often limited to memorizing lists of words44, and in certain 
cases, to presenting pictures and videos, such as videos of crime-scenes45,46. When it comes to route learning in 
unfamiliar environments, it has been shown that older adults tend to confuse the location of landmarks at critical 
decision points47. At this point, however, we know little about the effects of visual design on misattribution errors 
and memory-related overconfidence. Thus, identifying the optimal design choices for the features of visuospatial 
training material that facilitates navigational performance in later life seems warranted.
Visuospatial Displays as Training Devices for Route Learning
Learning is the consequence of a complex interplay between sensation, perception, cognition, and experience48. 
In many learning tasks, visuospatial information processing plays a key role. A number of design decisions on 
how the visuospatial information is represented might affect memory, and consequently, impair or improve route 
learning49–51. We find that a VE optimized for route learning should be balanced for the amount, the quality and 
the position of the presented information52. Quality related considerations are beyond the scope of this paper52,53. 
In this paper, we focus on the amount and the position of the presented information, and we examine their impact 
on route recall in combination (i.e., not independently).
Cognitive load is one of the strongest arguments against visual realism as a display principle28. Controlling for 
the amount of information by varying the levels of realism is one way to address cognitive load in route learning in 
a VE. Depending on the context, one can also highlight landmarks by using symbols (e.g., arrows, letters, colors, 
outlining the object) or by placing discrete objects at critical locations serving as landmarks, and it has been 
shown that such approaches increase their memorability54. On the other hand, as mentioned earlier, an impor-
tant argument in favor of realism is that a high degree of realism might make it easier for people to recognize, 
name and thus relate to the elements (e.g., trees, benches, windows) on a display22 as they acquire a meaning24. 
‘Nameability’ of items might be helpful in memorizing them, for example, people remember nameable colors bet-
ter than others55. It has been proposed that the verbal memory systems help in such cases, because people do not 
rely only on visuospatial memory systems for key executive functions such as the encoding, storage and recall of 
information (i.e., the dual channel theory)56. However, in learning from visualizations, the question of ‘how much 
information is too much/too little?’ remains persistent57,58. In the case of a VE, one might use photo-textures 
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selectively to maintain a sense of realism, and to enable recognition of features, while reducing cognitive load at 
the same time. On the other hand, a certain level of abstraction guides the attention to task-relevant features27, 
which might facilitate remembering and learning.
Besides the amount of information, the position of a feature within the scene imposes an important consider-
ation for route learning. Navigation studies and landmark theories mention some unambiguously relevant visu-
ospatial elements that are positioned in specific places in the visual scene for route learning59–63: Structural, visual, 
and/or semantic features determine the importance of landmarks64–69. Specifically, decision points are critical as in 
these points people ‘take mental notes’ of a feature and retain that as a landmark; and reportedly, these features are 
consistently located in the direction of turn60. Related to the position of features, or classes of features, it appears 
that the structural network (i.e., street network and its spatial layout) provides another important visual anchor 
in route learning, and might contribute to the memorability of a scene70.
Our Study
Synthesizing previous work summarized above, we designed an ‘optimized VE’ for route learning, which we call 
the MixedVE. The VEs in this study were named based on their relation to abstraction-and-realism; however, 
note that the optimization is based on two important considerations; (a) reducing the level of realism by removing 
photo-textures from task-irrelevant parts of the VE (i.e., manipulating the quantity of visual information), and (b) 
deliberately choosing the locations of the photo-textured elements (i.e., manipulating the position of visual infor-
mation). Because we are interested in optimizing the MixedVE as a memory training device, we combined these 
considerations when designing the MixedVE. Also note that, while we do not investigate aspects of quality in this 
paper, we counterbalance the content of the textures for their semantic qualities based on a previous qualitative 
assessment for their levels of memorability52,53.
In sum, in the MixedVE, we highlight selected elements in the scene (i.e., buildings at decision points posi-
tioned in the direction of the turn along the route of interest, and the street network) with realistic photo-textures, 
and suppress the rest by removing photo-textures. Figure 1 shows an illustration of the MixedVE and the other 
two VEs we used for comparison (AbstractVE and RealisticVE). We chose to compare the MixedVE with a 
RealisticVE as a high-fidelity representation of the real world. The RealisticVE contains all the visual information 
including the photo-textures at the navigation-relevant scene elements, however, it does not highlight the naviga-
tionally relevant environmental features. The AbstractVE, on the other hand, serves as a baseline condition with 
no photographic information, and again, no highlighting effect. The fact that the AbstractVE contains consider-
ably less information should significantly reduce the cognitive load induced by photo-textures, although it might 
increase task difficulty otherwise, because of the lack of anchor points.
We previously demonstrated that younger adults overall benefit from the MixedVE compared to the 
AbstractVE and RealisticVEs in visual, spatial, and visuospatial memory tasks in a route learning context53. In 
this paper, we examine the potential of the MixedVE as a memory training device in route learning, particularly 
for older people. Our leading hypothesis is that the MixedVE will successfully serve older people as a memory 
Figure 1. Screenshots from the three VEs to illustrate their visual designs (not to scale). The AbstractVE is 
rendered in grayscale without photo-textures, whereas the RealisticVE is fully photo-textured. The MixedVE 
is a combination of the two in which most elements are rendered in grayscale but buildings at critical positions 
and the road network are photo-textured.
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training device in the context of route learning, specifically, in memorizing and identifying the direction of turns 
at the intersections, because of the following sub-hypotheses:
•	 Due to the balanced cognitive load and the selective highlighting as a consequence of retaining photo-textures 
only in navigation-relevant scene elements, irrespective of their age, participants should identify the direction 
of turn at intersections better (thus, recall the route better) with the MixedVE than with the other VEs, both 
immediately after the experiment, and a week later.
•	 Irrespective of age, participants’ overall confidence in their responses should better align with their recall 
accuracy with the MixedVE than other VEs. In addition, overall, older participants should be overconfident in 
their responses in comparison to younger participants. Thus, the moderating effect of the MixedVE should be 
more pronounced for the older participant group.
•	 Before the experiment, both older and younger participants should prefer the RealisticVE25,28. After the exper-
iment, younger participants should change their preferences to the MixedVE. Older participants, however, 
due to the decline in some of the relevant spatial abilities, might not be able to identify which visualization 
supports them better, and thus should still prefer the RealisticVE after the experiment.
We tested our hypotheses in a between-subject experiment with an older group (65–75 yrs.) and a younger 
group (20–30 yrs.) as a comparison group. In the experiment, participants watched a driving simulation video, in 
which they viewed the route from the ‘passenger seat’ and were asked to memorize the route. After they watched 
the videos, participants were given various visuospatial recall tasks in two ‘recall stages’ (immediate vs. delayed 
by a week) to measure learning. In this paper, we focus on one of the task types; that is, identification of heading 
direction at intersection points. This is a typical task in route learning studies and previous findings allow us to 
build our age-related hypotheses for this task type67,71–74. In the Procedure section, we describe all of the tasks for 
full disclosure, and elaborate further on our choice on focusing on this task type. We report the main findings for 
the two other tasks in the Appendix: Additional Analysis. Our three independent variables are visualization type 
(the three VEs), age (older vs. younger), and recall stage (right after the experiment vs. one week later), whereas 
we measured three dependent variables: participants’ route recall accuracy, their confidence in their recall perfor-
mance, and their visualization preference before and after the experiment.
Results
We first report the overall route recall accuracies of the younger and older participants (age), for the immediate 
and delayed recall stages (recall stage) with all three VEs (visualization type). Furthermore, we report the for-
getting rates, (the difference in recall accuracies between the two recall stages) for both groups. We then analyze 
participants’ confidence in their responses. Since confidence in one’s success in solving a task can be viewed as 
one’s “perceived accuracy” on that task; we compare the perceived and the actual accuracies of participants to 
examine underconfidence or overconfidence (known as calibration error43). Last but not least, we present par-
ticipants’ visualization preferences, and how these preferences shifted among the three VEs before and after the 
experiment.
Sample size has been estimated via a power analysis using the G-power software. In all tests in which signifi-
cant results were obtained, the F test was followed by Bonferroni’s post-hoc test for multiple comparisons. 
Associated p-values < 0.05 are reported as statistically significant, along with the effect sizes (η
p
2, r, and Cohen’s d). 
Following the convention, we interpret η
p
2 values 0.01, 0.06, 0.14; and Cohen’s d values 0.2, 0.5, 0.8; and r values 
0.1, 0.3, 0.5 as small, medium and large respectively.
Recall performance based on age, recall stage, and visualization type. A 2 (age) × 2 (recall stage) × 
3 (visualization type) mixed-design ANOVA revealed significant differences in recall accuracies for all three 
independent variables. Figures 2a–c depict the main effects for: (2a) age, F(1, 79) = 29.96, p < 0.001, η
p
2 = 0.10 
Figure 2. Main effects of (a) age, (b) recall stage, and (c) visualization type on recall accuracy, and (d) 
interactions between recall stage × visualization type (irrespective of age). The chance level is marked with a 
light line in 33% recall accuracy. ***p < 0.001, **p < 0.01. Error bars: SEM.
www.nature.com/scientificreports/
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(young: 65.2% ± 11.5%, older: 50.5% ± 11.7%); (2b) recall stage, F(1, 79) = 46.17, p < 0.001, η
p
2 = 0.10 (immediate: 
63.1% ± 16.6%, delayed: 49.2% ± 16.0%); and (2c) visualization type, F(2, 158) = 45.78, p < 0.001, η
p
2 = 0.14 
(AbstractVE: 49.8% ± 17.4%, MixedVE: 68.5% ± 19.3%, RealisticVE: 56.0% ± 16.0%). Pairwise comparisons 
revealed significant differences in participants’ recall accuracies between the three VEs. Specifically, recall accu-
racy was higher with the MixedVE than with the Abstract (p < 0.001, d = 1.02) and the Realistic VEs (p < 0.001, 
d = 0.7), and higher with the RealisticVE than the AbstractVE (p < 0.01, d = 0.37). Furthermore, the recall stage 
× visualization type interaction was significant F(2, 158) = 3.73, p = 0.03, η
p
2 = 0.01 (see Fig. 2d). This interaction 
was driven by greater and statistically significant performance declines between the immediate and delayed recall 
with the Abstract (18.0%; t(159.32) = 5.31, p < 0.001, r = 0.38) and the Realistic VEs (16.0%, t(159.93) = 5.42, 
p < 0.001, r = 0.39), while performance decline in the Mixed VE was smaller and non-significant (7.7%; 
t(154.26) = 1.89, p > 0.05, r = 0.15). None of the other interactions rendered significant results.
Even though we did not observe interactions between age × recall stage × visualization type F(1, 79) = 0.58, 
p > 0.05, η
p
2 = 0.00, we present an overview of the relative recall accuracies of the two age groups in the two stages 
in Fig. 3. This is accompanied with the inferential statistics in Table 1, to demonstrate how the MixedVE facilitates 
recall performance better than other VEs in all conditions.
Participants’ confidence in their recall performance. The calibration error was obtained by dividing 
the recall accuracies by confidence ratings (“perceived accuracies”). For better readability, we scaled the obtained 
values to diverge from zero, with zero being the perfect match between perceived and actual recall accuracy, and 
values diverging in opposite directions from zero signifying overconfidence(o) and underconfidence(u).
A 2 (age) × 2 (recall stage) × 3 (visualization type) mixed-design ANOVA revealed significant differences in 
participants’ calibration errors. The main effects are shown in Fig. 4a–c for (4a) age F(1, 79) = 23.46, p < 0.001, 
η
p
2 = 0.08 (younger: 0.03/u ± 0.43, older: 0.21/o ± 0.39), (4b) recall stage where there is no significant effect F(1, 
79) = 1.98, p > 0.05, η
p
2 = 0.01 (immediate: 0.06/o ± 0.32, delayed: 0.11/o ± 0.51), and (4c) visualization type F(2, 
158) = 18.17, p < 0.001, η
p
2 = 0.06 (Abstract: 0.18/o ± 0.41, Mixed: 0.05/u ± 0.48, Realistic: 0.12/o ± 0.36). At the 
visualization level, pairwise comparisons showed that the calibration errors differed between the MixedVE and 
the AbstractVE (p < 0.001, d = 0.51), as well as between the MixedVE and the RealisticVE (p < 0.001, d = 0.4). 
Participants are only slightly underconfident with the MixedVE, whereas they are clearly overconfident with the 
other two VEs. As in recall performance analysis, recall stage × visualization type interacted: F(2, 158) = 7.13, 
p < 0.01, η
p
2 = 0.02 (Fig. 4d); calibration errors with the MixedVE were close to zero in both stages (immediate: 
0 ± 0.31, delayed: 0.09/u ± 0.60), whereas participants exhibited overconfidence both with the AbstractVE 
(immediate: 0.13/o ± 0.32, delayed: 0.22/o ± 0.49) and the RealisticVE (immediate: 0.04/o ± 0.32, delayed: 
0.21/o ± 0.38). Pairwise comparisons show that participants were even more overconfident with the RealisticVE 
in the delayed recall stage (t(155.32) = 3.14, p < 0.01, r = 0.24) than in the immediate recall stage. None of the 
other interactions rendered significant results.
Similarly as in the recall accuracy analyses, even though the age × recall stage × visualization type 3-way inter-
action for the calibration error was not statistically significant F(1, 79) = 1.95, p > 0.05, η
p
2 = 0.00, we present an 
exploratory overview of the calibration errors of the two age groups in the two stages in Fig. 5, along with the 
inferential statistics in Table 2. These results demonstrate that the two age groups may have different calibration 
Figure 3. An overview of participants’ recall accuracies in the experimental tasks organized by age, and 
recall stage for the three visualizations. Left: Younger participants, Right: Older participants. Top: Immediate 
recall stage, Bottom: Delayed recall stage. The chance level is marked with a light line in 33% recall accuracy. 
***p < 0.001, **p < 0.01, *p < 0.05. Error bars: SEM.
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error patterns. The younger participants rated themselves relatively accurately (they were slightly underconfident) 
in the immediate stage with all three VEs. In the delayed stage, the younger participants grew overconfident with 
the Abstract and Realistic VEs, whereas underconfidence persisted with the MixedVE. The older participants 
were consistently overconfident in all tested conditions, but clearly with the least calibration errors with the 
MixedVE (close to zero) in both stages. With the lapse of time, both age groups became significantly overconfi-
dent with the RealisticVE.
Preference for specific visualization types. Participants’ preferences for the three VEs before and after 
the experiment are presented in Fig. 6.
As Fig. 6 shows, before the experiment, the younger participants mostly preferred the RealisticVE (88%), while 
only 12% preferred the MixedVE (none prefers the AbstractVE). For the older participants, this is even more pro-
nounced: 97% preferred the RealisticVE and the remaining 3% preferred the MixedVE (again none preferred the 
AbstractVE). After the experiment, however, 69% of the younger participants favored the MixedVE, while 31% 
kept their initial preference for the RealisticVE (the AbstractVE remains unpopular). Older participants display a 
different pattern: 54% of them still preferred the RealisticVE, a considerable 38% switched to the MixedVE, and 
8% preferred the AbstractVE.
The shift in visualization preference from RealisticVE to MixedVE was statistically significant both for the 
younger (χ2(1) = 67.41, p < 0.001), as well as for the older (χ2(1) = 41.86, p < 0.001) participants. No shift from 
MixedVE to RealisticVE occurred. The odds ratio (i.e., the effect size) of the younger participants changing their 
preference from RealisticVE to MixedVE were 16.03 (7.440, 37.090), whereas for the older, this was 22.41 (6.635, 
119.180). Due to the unpopularity of the AbstractVE (zero values), we did not include it in the chi-square analysis.
Age Recall stage Repeated measures ANOVA Pairwise comparison
Younger
Immediate F(2,84) = 7.80, p < 0.001, η
p
2 = 0.07
M-A p < 0.01**, d = 0.60
M-R p = 0.02*, d = 0.51
R-A p > 0.05, d = 0.15
Delayed F(2,84) = 20.3, p < 0.001, η
p
2 = 0.22
M-A p = 0.001***, d = 1.11
M-R p < 0.001***, d = 0.95




AllVE: t(41) = 5.36, p < 0.001***, r = 0.64
A: t(41) = 5.49, p < 0.001***, r = 0.65
M: t(41) = 1.33, p > 0.05, r = 0.20
R: t(41) = 5.77, p < 0.001***, r = 0.67
Older
Immediate F(2,78) = 9.00, p < 0.001, η
p
2 = 0.11
M-A p < 0.01**, d = 0.82
M-R p > 0.05, d = 0.44
R-A p > 0.05, d = 0.45
Delayed F(2,78) = 13.9, p < 0.001, η
p
2 = 0.16
M-A p < 0.001***, d = 1.00
M-R p = 0.02*, d = 0.56




AllVE: t(38) = 4.10, p < 0.001***, r = 0.55
A: t(38) = 2.89, p < 0.01**, r = 0.42
M t(38) = 1.83, p > 0.05, r = 0.28
R: t(38) = 3.85, p < 0.001***, r = 0.53
Table 1. Differences in participants’ recall accuracies. In the pairwise comparison column, the VE that 
facilitates the higher recall accuracy is listed first. M:MixedVE, A:AbstractVE, R:RealisticVE. ***p < 0.001, 
**p < 0.01, *p < 0.05.
Figure 4. Main effects of (a) age, (b) recall stage, and (c) visualization type on the calibration error, as well as (d) 
interactions between recall stage × visualization type (irrespective of age). ***p < 0.001, **p < 0.01. Error bars: 
SEM.
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Discussion
Despite the popularity and promise of VEs17, little is known about how older adults are affected by 
differently-designed VEs in route learning tasks in comparison to younger adults. This is surprising given the 
importance of maintaining spatial functioning and navigational skills to independently conduct daily life activ-
ities across the lifespan. Synthesizing knowledge from several disciplines, we designed an experiment to inves-
tigate the potential of a custom-designed MixedVE as a memory training device in route learning. We expected 
that the MixedVE would help all users; however, because of the age-related decline in visuospatial memory 
capacity, we were particularly interested in the performance of the older participant group. We included a fully 
photo-textured RealisticVE as the ‘gold standard’ because this is a high-fidelity representation of the real world, 
and an AbstractVE with no photo-textures as a baseline, to examine if, and how much, our customized MixedVE 
improves the memorability of the given route in comparison to these two VEs.
Route recall accuracy improves with the MixedVE irrespective of age. Our findings clearly con-
firm that the MixedVE improves recall accuracy of all participants in intersection-by-intersection visuospatial 
route learning tasks (i.e., in identifying direction of turn) considerably and consistently with large effect sizes; 
both immediately after the experiment, as well as one week later (Fig. 3). Note that these results are consistent 
across the ‘spatial tasks’ as well, whereas we do not observe a clear pattern for the ‘visual tasks’, possibly because 
recall accuracies are close to chance level with the visual tasks (see Appendix: Additional analysis for overall recall 
accuracy results based on visual and spatial tasks). Overall, our findings provide clear support for the notion that 
design decisions are important for successful utilization of VEs for route learning. Note that since we manipulated 
two design elements in the MixedVE — adjusting the level of realism, and deliberately selecting the landmark 
locations60 — we cannot distinguish whether and how much each of the two manipulations influence route recall 
performance. However, the purpose of the study was not to disentangle the contribution of these two design deci-
sions, but to evaluate an “optimized” design. This required us to consider previous knowledge about what design 
decisions might improve route learning and recall performance. Our findings suggest that reducing the amount 
of realism while keeping crucial (i.e., navigationally-relevant) information, indeed assists participants in both age 
groups in identification of the turn directions, and by extrapolation, route recall in general. In other words, since 
we were set to measure an optimized design against baseline alternatives, we will not discuss the separate effects 
of realism levels and landmark locations; these were shown by others in dedicated experiments.
Previous work suggests that visualizations that contain too much or too little information can have negative 
effects on memory performance28,58. Our results regarding Abstract and RealisticVEs confirm that both too much 
and too little information indeed impair performance in a VE-based route learning task, and also importantly, 
this is true also for older adults (65–75 yrs). As mentioned earlier, another key design decision was the position 
of the highlighted landmarks in a virtual scene. It is known that people rely on landmarks at specific locations 
in wayfinding tasks60,70,75. Our results with the MixedVE suggest that ‘highlighting’ landmarks at task-relevant 
Figure 5. Participants’ calibration errors organized by visualization type, age, and recall stage. Left: Younger 
participants, Right: Older participants. Top: Calibration errors in the immediate recall stage, Bottom: Calibration 
errors in the delayed recall stage. ***p < 0.001, **p < 0.01, *p < 0.05. Error bars: SEM. u: underconfidence,  
o: overconfidence.
www.nature.com/scientificreports/
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locations (i.e., in our case, retaining the photo-textures only in navigation-relevant locations) contributes to 
intersection-by-intersection route memorization and learning in a VE setup where participants learn passively 
from a video.
It must be noted that, given that we use VEs as a proxy to real world, using photo-textures for highlighting 
the features of importance is an appropriate choice, and might transfer well to the real world through the resem-
blance of detail found in photography. However, the use of photo-textures to highlight the selected features (in 
this case, buildings and the structural network) is one of the many ways one might design a VE as a memory 
training device. Other means of highlighting, such as using color or outlining the features of interest, may also 
prove useful. Therefore, it would be useful to examine other means of highlighting in future experiments for a 
holistic understanding of highlighting techniques for memory training devices. Also note that the decision to 
remove realistic detail from a virtual scene immediately triggers the question of where such removal would be 
most appropriate. Removing realistic textures randomly (or based on other criteria) might lead to different out-
comes than what we observed in our study. Because we aimed to optimize the MixedVE for route learning, we 
retained the realistic detail at locations that are relevant to route learning, and for the task examined in this paper, 
our design decisions provided benefits to the participants.
Our main findings in the recall accuracy analyses confirm an age-related difference disfavoring older adults 
in route learning performance with medium to large effect sizes7,8,29,30. Overall, younger participants recalled 
routes more accurately than the older participants; irrespective of the visualization type and recall stage (Fig. 3). 
A closer inspection reveals that age and visualization type do not interact: Recall performance for both older and 
younger participants were best with the MixedVE, and the two age groups’ recall performance were similar in the 
two stages. While the age-related memory decline and its various effects on cognitive functions are well docu-
mented47, studies that examine age differences in connection to levels of realism in visuospatial displays are rare. 
In this study, we observe that the abundance or lack of visual information do not seem to affect the older group 
differently than the younger. Our findings suggest that the complications linked to “too little” and “too much” 
visual information are fundamental problems that transcend age-related differences.
In contrast to the other two VEs, recall performance did not significantly decline after a week with the 
MixedVE for either age group (Fig. 3a). This finding is important, because it suggests that removing unneces-
sary information from a realistic VE and leaving it only in navigation-related locations (compare MixedVE vs. 
RealisticVE); while highlighting relevant information in navigation related locations — in this case, with realistic 
photo-textures — (compare MixedVE vs. AbstractVE), support learning beyond short-term route memorization.
A surprising finding regarding the two recall stages was that the forgetting rates of the older participants were 
not stronger than those of the younger ones after one week. Thus, our findings in the context of route learning 
in VEs support the notion that age differences in memory are stronger in encoding than in retrieval, as our older 
participants did not necessarily experience problems in retrieving the information (stored in their memory) one 
week later. Evidence regarding age differences in encoding versus retrieval is mixed, however, current under-
standing is that both are affected by age. An earlier study that tested memory for positions of the pawns in a 
chess game76 (a visuospatial task at a different scale) also suggested that it is more the encoding than the retrieval 
process that is affected by aging. Some other studies, carefully designed to tease apart encoding and retrieval pro-
cesses experimentally, in contrast, have shown that encoding, retrieval, as well as forgetting rates are negatively 
affected by aging77–79. These differences may depend on a multitude of factors, such as the context in which the 
studies are conducted or the individual differences among the participants. Further research may help under-
standing such contradicting observations better.
Overall, as both age groups seem to benefit from the MixedVE, we believe that the basic design assumptions 
of the MixedVE are fitting choices for route learning in VEs, and that MixedVE, and by extension, similarly 
designed VEs, have clear potential as memory training devices irrespective of age.
Age Recall stage Repeated measures ANOVA Pairwise comparison
Younger
Immediate F(2,84) = 1.98, p > 0.05, η
p
2 = 0.02
M-A p > 0.05, d = 0.23
M-R p > 0.05, d = 0.13
R-A p > 0.05, d = 0.35
Delayed F(2,84) = 8.01, p < 0.01, η
p
2 = 0.08
A-M p = 0.04*, d = 0.51
R-M p < 0.01**, d = 0.65
A-R p > 0.05, d = 0.14
Immediate-Delayed (only pairwise)
A: t(41) = 0.76, p > 0.05, r = 0.12
M: t(41) = 1.54, p > 0.05, r = 0.23
R: t(41) = 3.33, p < 0.01**, r = 0.46
Older
Immediate F(2,78) = 6.94, p < 0.01, η
p
2 = 0.07
M-A p < 0.01**, d = 0.65
M-R p > 0.05, d = 0.37
R-A p > 0.05, d = 0.32
Delayed F(2,78) = 8.63, p < 0.001, η
p
2 = 0.10
M-A p < 0.01**, d = 0.73
M-R p = 0.01**, d = 0.59
R-A p > 0.05, d = 0.25
Immediate-Delayed (only pairwise)
A: t(38) = 1.44, p > 0.05, r = 0.23
M: t(38) = 0.07, p > 0.05, r = 0.01
R: t(38) = 3.00, p < 0.01**, r = 0.44
Table 2. Differences in participants’ calibration errors. In the pairwise comparison column, the VE that leads 
to the least calibration error is listed first. M:MixedVE, A:AbstractVE, R:RealisticVE. ***p < 0.001, **p < 0.01, 
*p < 0.05.
www.nature.com/scientificreports/
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Older participants benefit from the MixedVE in calibrating their confidence. It has been previ-
ously shown that older people are overconfident in cued recall tasks unrelated to navigation43. Thus, we hypoth-
esized that older participants might also be overconfident in route recall tasks. Our calibration error analysis 
confirms that older participants indeed overestimate their route recall performance in general, in both the imme-
diate and delayed stages with medium effect sizes. This is somewhat alarming, because in a route learning sce-
nario, arguably, overconfidence can be more of a threat than underconfidence. That is, a false belief that one has 
‘learned the route’ might lead to premature action and complications in wayfinding. From this perspective, the 
fact that the calibration errors with the MixedVE in the delayed recall stage are near-zero for the older group is a 
very promising result. In other words, with the MixedVE, older people might be less prone to overestimate their 
performance, and take fewer risks. The younger group is somewhat underconfident with the MixedVE, however, 
we believe this is less of a threat; as a consequence, they might behave more carefully while navigating after learn-
ing with the MixedVE, or practice more.
Both age groups, but particularly the older group seems to be overconfident with the AbstractVE and the 
RealisticVE in the delayed recall stage with medium effect sizes. With the AbstractVE, the overconfidence may at 
first appear surprising, as with such low accuracy, one would expect the confidence ratings to be low. Perhaps the 
visual similarity of the objects to one another, such as it is the case with buildings in the AbstractVE, led to misat-
tribution errors, resulting in a false sense of familiarity a week later when recalling is harder than immediately 
after the experiment. Similarly, we observe that both age groups had a false belief that they are doing better with 
the RealisticVE in the delayed recall. This might be explained by the previously documented mismatch in people’s 
accuracy and confidence in other contexts80. In this case, because people could identify particular elements in 
the visual scene after a week passed, they falsely believed that these assisted them to recall a route. Note that the 
results regarding the calibration error analysis should be viewed as an exploratory analysis, as the overall inter-
action of age × visualization × recall stage did not reach significance; while these results allow us to hypothesize, 
more testing is needed to confirm them.
Overall, the MixedVE afforded a better self-assessment than the other two VEs with medium effect sizes for 
both age groups, possibly because participants could more precisely recall what they have seen. Importantly, the 
MixedVE offered a clear advantage for the older group, enabling them to calibrate their confidence that matches 
their performance much better; thus lending itself as a promising candidate for the development of novel training 
paradigms for all, but especially for older adults.
Participants prefer the RealisticVE before the experiment, but many switch to MixedVE 
after. We find clear signs of naïve realism28,81 when participants stated their preferences for the visualization 
types before the experiment. Both age groups overwhelmingly preferred the RealisticVE before the experiment 
(younger: 88%, older: 97%). These results provide unambiguous evidence of how strongly people are attracted to 
realistic displays81.
After participants experienced the VEs and solved the route recall tasks, however, we saw dramatic changes 
in participants’ preferences. As predicted, most of the younger participants shifted their preference from the 
RealisticVE to the MixedVE after the experiment. This suggests that the younger participants successfully identi-
fied the assistance they received from the MixedVE, and valued their performance with it (i.e., sometimes people 
prefer the inferior product knowingly, simply because they like it). Nonetheless, a notable sub-group of younger 
Figure 6. Visualization preferences of younger and older participants before and after the experiment.
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participants (31%) stayed with their original preference for the RealisticVE. The older participants’ preferences 
after their experience with the VEs show a different pattern than the younger participants’: Even though a large 
number of older participants also switched to MixedVE (38%), the RealisticVE remained their favorite choice 
also after the experiment (54%). This may be linked to the overall lower exposure and experience with VE tech-
nologies. Furthermore, in Smallman and John’s 201181 naïve realism study, participants with lower spatial abilities 
did not necessarily change their preference towards less realistic displays after the experiment, even though those 
with higher spatial abilities did. Perhaps our findings and theirs are linked; one can speculate that people who do 
not perform too well for various reasons (age or lower spatial abilities) might be less deliberate about the tools 
they choose. Thus, when designing future visuospatial memory training devices intended for people with limited 
experience and abilities, it is important to remember that the acceptance of the proposed device might be a barrier 
to achieving the memory improvement goals, and additional considerations might be necessary.
Conclusions
Motivated by earlier work on cognitive training, and informed by the principles of visualization design, we 
tested if one can customize a VE, which could eventually be used as a memory training device in a route learn-
ing context. Importantly, because visuospatial memory is negatively affected by age, we focused our efforts on 
understanding how well our candidate memory training device (the MixedVE) would work for older adults. 
Specifically, we focused on the visual design of the VE, because design choices can have a strong impact on how 
well a visualization functions, including its memorability. Thus, we examined aspects of design that should be 
considered for creating memorable VEs, especially for route learning. Our intuition, as well as the previous work 
suggested that we represent the world with high fidelity, and replicate the reality in a simulated environment. 
However, previous empirical evidence in various other contexts led us to believe that we can improve the design 
of the VE to better function as a memory training device for route learning if we control the amount of visual real-
ism instead. However, we did not ‘randomly’ remove redundant information. Instead, we designed the MixedVE, 
in which we used photo-textures only at the navigation-relevant locations, that is, where we knew people would 
look for landmarks. By ‘translating’ the previous empirical evidence into design from two perspectives (realism 
and landmark use), we essentially highlighted navigation-relevant information in the locations that matter to 
the viewer to increase their saliency and memorability, and we suppressed less relevant information to reduce 
cognitive load.
Our results provide new insights for the design of VEs and their possible use as visuospatial cognitive train-
ing devices for route learning, especially in older adults. Overall, the MixedVE was more memorable than the 
others, and it facilitated high recall accuracy in identification of turn-of-direction tasks at the intersections (and 
by extension, in route learning), irrespective of age, both in short and long term. The fact that the MixedVE facil-
itated both immediate and delayed recall and in both age groups shows how effectively the design choices can 
improve performance whether one is old or young. Furthermore, the stable recall performance with the MixedVE 
even a week after the participants watched the simulated video (only once), clearly demonstrated its promise as a 
potential training device. Participants’ confidence in their performance matched their actual performance better 
with the MixedVE compared to the other VEs, and this is especially evident for older participants. The fact that 
the MixedVE helps with adjusting for overconfidence in older adults has important positive implications on their 
potential navigational behavior. Furthermore, a large number of participants preferred the MixedVE to others 
after working with it, even though some more design adjustments might be necessary for an older audience.
Taken together, our findings demonstrate the potential of the MixedVE as a memory training device, for 
all ages but especially for the older adults, which encourages us to continue this line of research. Aside from 
these applied implications, we developed a better understanding of the age differences in learning from a VE. 
Specifically, we know more about the effects of combined visualization design choices (realism levels with land-
mark locations) on the recall accuracy, confidence and visualization preferences of people from two distinctly 
different age groups in route recall tasks.
Methods
We conducted a controlled experiment with a mixed factorial (2 × 2 × 3) design. Age was a between-subject factor 
(younger vs. older), visualization type (i.e., Abstract, Mixed, Realistic VEs), and recall stage (i.e., immediate vs. 
delayed) were within-subject factors. All participants performed route learning tasks in all three VEs and at two 
stages one week apart. As dependent variables, we measured the recall accuracy in all the tasks, with a focus on 
the direction of turns at intersection points, where we also measured participants’ confidence in their responses, 
and their visualization preferences.
Participants. In total, 81 participants took part in the study: 42 in the younger group (27 ± 2 yrs., 23 female), 
and 39 in the older group (70 ± 4 yrs., 17 female). The younger participants were between 20–30 years of age and 
were recruited by word of mouth. The older participants were between 65–75 years of age and were recruited 
using the participant pool of UZH’s University Research Priority Program “Dynamics of Healthy Aging” (http://
www.dynage.uzh.ch/en.html). This experiment was approved by the Ethical Committee of the Philosophical 
Faculty - University of Zurich with the form “Checkliste für die Selbstbeurteilung von Studien auf ethische 
Unbedenklichkeit”. All methods were performed in accordance with the relevant guidelines and regulations and 
all participants received informed consent, which after agreement they signed. All participants volunteered to 
participate, signed a written consent form and could withdraw their participation at any time. All participants 
performed the Mini-Mental State Examination to measure their cognitive status (MMSE). They were included in 
the study only if they scored a minimum of 27 out of 3082.
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Materials
Apparatus. The experiment was performed in the 3D visualization/virtual reality lab of the GIVA unit of the 
Department of Geography, of the University of Zurich. Passive drive-throughs of the routes were presented as 
videos to participants on a large projection screen (230 × 140 cm). The participants were seated at a distance of 
2.2 m from the screen to ensure that they could see the whole scene.
Stimuli. Participants were shown videos of drive-throughs in a virtual fictitious city. Using procedural mod-
eling, we designed the city to look as homogenous as possible to control for salient elements which might poten-
tially interfere with route learning. Thus, the city contained buildings and other structures similar in size and 
architectural style, similar street network (intersection points with ~90 degree angles) over the whole city, and 
other visual elements (e.g., trees) were also kept similar to each other in size and other visual characteristics. We 
manipulated the design to obtain three different virtual environments (VEs, visualizations), as illustrated in Fig. 1. 
These three VEs differed in their degree of realism, and they represent the three main experimental conditions:
•	 a plain grayscale VE without any photo-textures (AbstractVE)
•	 a color photo-textured VE (RealisticVE)
•	 a mix of the two above, in which the buildings at all decision points towards the direction of the turn, and the 
structural network (street floors) are textured using color photography (MixedVE). Thus, we used photo-tex-
tures as a particular type of highlighting choice, because we work with realism as an important concept in 
route learning for transferability of acquired knowledge to the real world; and the position of the highlighted 
landmarks were selected based on landmark theories (we selected the positions that were previously shown 
as important positions where people took mental notes).
We created two routes in each of these three VEs. Each route consisted of seven intersections (three left, three 
right turns and one straight). The videos of the drive-through of these two routes were recorded at the same 
eye-level (1.50 m), had the same duration (100 sec) and were played back at the same speed (30 km/h). Each par-
ticipant experienced two videos in all three VEs, adding up to a total of six different videos. Videos of the routes 
were shown only once. Using a Latin squares approach; we systematically rotated the order of the videos.
Task. Participants were instructed to memorize the routes to the best of their ability. Once they watched the 
video, participants performed a series of different tasks as follows:
 (1) Identifying if a scene (screenshot) was on their route (“yes” or “no” answer), based on six screenshots from 
each path in each VE type (three were correct and three false). We call this set “visual tasks” as the partici-
pants would predominantly rely on visual information, while the location of the information was not relevant.
 (2) Drawing a sketch of the route using top-down screenshots of each VE. We called this set of tasks “spatial 
tasks”, because location and orientation are the key to solving the task, while the visual information is not 
as important.
 (3) Identifying the direction of turn at each of the seven intersection points based on a screenshot of the inter-
section point. We called this set of tasks “visuospatial tasks” one has to make use of visual cues, as well as 
location and orientation to solve the task. In other words, based on previous work67,72–74,83, we believed that 
participants would have to rely on both visual and spatial memory to solve this task. We thus considered 
this predominantly a visuospatial memory task.
More specifically, because participants responded to questions based on three VEs, for two routes in each 
VE, with a total of seven intersections at each video, they provided a total of 42 individual responses (3 × 2 × 7) 
in this task set. As mentioned earlier, the intersection points were presented as screenshots from the videos in a 
randomized order in the recall phase. Participants were asked to choose the direction in which they continued 
their route among the given options. Approximately one week after the first session (immediate recall stage), par-
ticipants repeated the tasks without watching the videos again (delayed recall stage). Besides the “I don’t know” 
option, participants could mark left, straight, and right; giving them a 33% chance to guess the correct answer.
Procedure
Upon arrival at the lab, participants signed an informed consent form. We briefed them about the procedure, 
introduced them to the hardware setup, and answered their questions, if they had any. We then assigned each 
participant to one of six videos (3 visualization types, 2 routes each). Before starting the actual route learning 
experiment, we showed participants a representative screenshot from each of the three VEs, and asked them to 
rate their preferences for a hypothetical route learning task. Immediately after this, the main experiment begun. 
Participants were given a scenario in which someone took them to a market in an unfamiliar neighborhood, and 
they were told to memorize the route as they would have to navigate the same route later by themselves. After 
watching each video only once, they answered a set of recall questions based on this specific video, and rated 
their confidence for each of their responses using a 5-point Likert scale that varied from “Not at all confident 
(1)” to “Very confident (5)”. After solving the tasks with three of the videos, participants could take a short break 
for approximately three minutes to counter potential fatigue. The last three videos followed in the same fashion. 
We then asked the participants which of the three VEs they preferred. There were no time limits in the experi-
ment, thus the experimental duration of the first session (immediate recall stage) varied from 1 h to 1h40min. 
Participants came back six to eight days after the first session for the second session (delayed recall stage). In this 
stage, participants were not shown the videos again, thus they responded to the questions based on what they 
could recall from the first session. The duration of the second session varied from 40min to 1 h.
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Appendix: Additional analysis
Spatial task. A 2 (age) × 2 (recall stage) × 3 (visualization) mixed-design ANOVA revealed significant dif-
ferences in the sketching task for two out of the three independent variables (no difference for recall stage). 
Figure 7 depicts the descriptive and inferential statistics; statistically significant differences were observed for (a) 
Figure 7. Spatial tasks. Main effects of (a) age, (b) recall stage, (c) visualization type on sketch task, and (d) 
interactions between age × visualization type (irrespective of recall stage). ***p < 0.001, *p < 0.05. Error bars: 
SEM.
Figure 8. Visual tasks. Main effects of (a) age, (b) recall stage, (c) visualization type on visual task, and 
interactions between (d) age × visualization type (irrespective of recall stage), and (e) recall stage × 
visualization type (irrespective of age). ***p < 0.001. Error bars: SEM.
www.nature.com/scientificreports/
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age F(1, 79) = 17.04, p < 0.001, η
p
2 = 0.15 (young: 66.3% ± 31.7%, older: 40.5% ± 30.0%), (b) visualization F(2, 
158) = 11.69, p < 0.001, η
p
2 = 0.01 (Abstract: 53.6% ± 32.9%, Mixed: 57.6% ± 33.9%, Realistic: 50.5% ± 33.4%) and 
(c) age × visualization F(2, 158) = 3.80, p < 0.05, η
p
2 = 0.01. This interaction was driven by the significantly larger 
difference in the sketching performance between the Mixed and the Realistic visualizations for the younger par-
ticipants compared to that of the older (young: 11.0% ± 21.3%, older: 3.0% ± 15.0%, t(149.35) = 2.77, p < 0.01, 
r = 0.22). Interestingly, the recall stage did not reveal statistically significant differences (immediate: 
55.4% ± 32.1%, delayed: 52.4% ± 34.7%), neither did any other of the interactions.
Overall, the results from this task are in line with the visuospatial task. Age and visualization seem to matter 
for the performance, with the MixedVE resulting in best performance compared to both the Abstract and the 
Realistic VEs. Participants’ performance in the different recall stages was not significantly different in the spatial 
task. This might be explained by the active involvement required to fulfill the task. That is, the fact that partici-
pants actively drew the path immediately after the experiment, may have resulted in them learning to solve this 
task better than the other tasks in which they only passively watched the stimuli.
Visual task. A 2 (age) × 2 (recall stage) × 3 (visualization) mixed-design ANOVA revealed significant differ-
ences in the visual task for only one of the three independent variables (no differences in age and visualization 
type, Fig. 8). Statistically significant differences were observed for recall stage, F(1, 79) = 39.71, p < 0.001, η
p
2 = 0.06 
(immediate: 61.7% ± 17.0%, delayed: 52.5% ± 19.1%). Of the interactions, age × visualization, (F(2, 158) = 3.80, 
p < 0.05, η
p
2 = 0.01) and recall stage × visualization interaction, (F(2, 158) = 10.05, p < 0.001, η
p
2 = 0.03) rendered 
significant results. The age × visualization interaction was driven by the significantly larger difference in visual 
recall performance between the Mixed with the Abstract visualization for the younger participants compared to 
that of the older (young: 3.6% ± 26.8%, older: −6.7% ± 23.7%, t(159.65) = 2.59, p < 0.05, r = 0.20 [note the (−) in 
the older recall performance signifies higher recall for the Abstract compared to the MixedVE]). The recall × 
visualization interaction was driven by the significantly larger differences in the visual task performance between 
the Mixed and the Abstract visualization in the immediate compared to that of the delayed recall (immediate: 
5.8% ± 20.7%, delayed: −8.5% ± 28.4%, t(146.32) = 3.66 , p < 0.001, r = 0.29), and the Abstract with the Realistic 
visualization (immediate: −3.2% ± 19.7%, delayed: 8.2% ± 26.2%, t(148.57) = 3.13 , p < 0.01, r = 0.25). 
Interestingly, age (young: 57.5% ± 19.5%, older: 56.6% ± 17.7%) and visualization (Abstract: 58.3% ± 20.8%, 
Mixed: 57.0% ± 18.0%, Realistic: 55.9% ± 16.9%) did not reveal statistically significant differences.
Note that regarding the age differences, the literature suggests that spatial memory functioning tends to 
decline with age, but visual memory might be ‘spared’84. Therefore, we have speculated from the start that the 
results for the visual task would be different than other memory tasks, which load on spatial memory more heav-
ily. Initially, the results from the visual task do not seem to agree with the results from the visuospatial and the 
spatial tasks. Especially the interaction between age × visualization shows a conflicting pattern for the two age 
groups, with the MixedVE being more supportive for the young but not for the older, who seem to achieve higher 
recall with the AbstractVE. When examining the exact performance values from the visual task, however, we see 
that the performance is close to the chance level (50%) for the older participants. Thus, lack of interactions in this 
case may be due to task difficulty, which likely caused a “floor effect” for the older group and for both age groups 
in the delayed recall stage. In other words, overall task difficulty could have overshadowed these interactions.
Data availability. The datasets generated during and/or analysed during the current study are available from 
the corresponding author on reasonable request.
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Perspective switch and spatial knowledge acquisition: effects of age, mental
rotation ability and visuospatial memory capacity on route learning in virtual
environments with different levels of realism
Ismini E. Lokka a and Arzu Çöltekin a,b
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ABSTRACT
We report on a study in which we examine if the visual design of virtual environments (VEs) affects
visuospatial knowledge acquisition in younger and older adults with varying cognitive abilities in the
context of navigational learning, specificallywhen a perspective switch is involved. Perspective switch
between first-person and aerial-views is an important and commonly executed task in navigation;
and it is a special case in studying the effects of aging on navigational performance as well, because,
reportedly, it is particularly harder for older people. In a controlled experiment, our participants
learned a route in first-person view VE, and reproduced what they learned in an aerial-perspective
view in immediate and delayed recall stages. To examine the effects of (and interactions between)
multiple factors involved in the experiment in relation to the given task, we provide an in-depth
investigation of group differences in spatial knowledge acquisition when a perspective switch is
required based on age, mental rotation abilities, and visuospatial memory capacity with three VE
designs that differ in levels of realism. Our findings based on the recall accuracy of 81 (42 younger, 39
older) participants in sketching tasks demonstrate significant differences across VE types, overall, in
favor of our custom-designed VE in this demanding task. Furthermore, we demonstrate that age and
visuospatial memory abilities are strong moderating factors, explicitly in this sketching task that
requires a perspective switch, irrespective of VE types.
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When people follow a route, it is commonly assumed that
the spatial structure of the environment is encoded in the
human mind, and translated into spatial knowledge
(Golledge, Dougherty, & Scott, 1995). This spatial knowl-
edge acquisition can be affected by the visuospatial infor-
mation that a person experiences (e.g. what is in the
scene, and what is where in the scene), as well as the
individual differences such as prior experience levels,
memory capacity, and spatial abilities. While the effect
of some of these factors are well-documented in other
contexts, their combined effects and interactions with age
and long-term information retention in the context of
route learning with custom-designed VEs are not well
understood. More specifically, we do not know how
aging, tasks that require perspective switching in spatial
knowledge acquisition, and abilities (such as mental rota-
tion ability and visuospatial memory capacity) interact
with differently designed virtual environments designed
for route learning. Perspective switching in navigational
tasks is known to be especially difficult for older adults
(Herman & Coyne, 1980; Inagaki et al., 2002), but would
this be different if a route learning environment is delib-
erately modified in terms of visual content?
To address the gap stated above, in this paper we
examine: 1) whether we can improve spatial knowledge
acquisition linked to perspective switching tasks in the
context of route learning by optimizing a VE’s visual
design, 2) how age, mental rotation abilities, and visuos-
patial memory capacity interact with different VE designs
in spatial knowledge acquisition in perspective switching
tasks during (virtual) route learning. We hypothesize that
with a deliberate visualization design (i.e. manipulating
the visual scene content with the intention to assist spatial
knowledge acquisition in general), we can improve the
rate of acquired spatial knowledge. In previous analyses,
we have shown that such deliberate designs do assist
people of different age groups in tasks that require visuos-
patial information recall (Lokka & Çöltekin, 2017b;
Lokka, Çöltekin, Wiener, Fabrikant, & Röcke, 2018).
Differently to our previous work, in this paper we exam-
ine if the observed effects persist in tasks that require
perspective switching across different age ranges and also
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ability groups, and we believe age and ability will act as
moderating factors irrespective of visualization design.
Below we provide a concise literature review that our
hypotheses are built upon.
Understanding and measuring spatial knowledge
acquisition
In general, acquiring spatial knowledge from a first-
person view navigational experience is a non-trivial
task, as it requires constantly filtering the relevant infor-
mation from a plethora of visuospatial input. Spatial
knowledge acquisition becomes even more complex if
the experienced first-person view must be translated to
a top-down aerial view. If a person is asked to produce
a 2D sketch of the route they just walked, they must
perform a mental rotation from the first-person perspec-
tive (a “street view”) to an aerial perspective (a top-down
view), creating a structural layout of the navigated space
in their mind (Thorndyke & Hayes-Roth, 1982). The
complexity of mentally transforming the first-person 3D
experiences (i.e. the route knowledge) to metric and
survey knowledge has been demonstrated in previous
studies (Golledge et al., 1995). The reverse, i.e. transfor-
mations from a 2D map view to the “real” 3D world has
been shown to be non-trivial too (Kiefer, Giannopoulos,
& Raubal, 2014). Importantly, it has also been shown that
the complexity of the mental transformation during per-
spective switch in the context of route learning differs
widely among individuals (Ishikawa & Montello, 2006).
Besides the perspective shift in the visual experience and
individual differences, the nature of the task is also
important. For tasks requiring verbal descriptions of
a learned layout, people who acquired spatial knowledge
through direct exposure (from a first-person view) could
provide descriptions only based on route knowledge,
while people who learned from a map (from a top-
down view) could provide descriptions both based on
route and survey knowledge (Taylor & Tversky, 1996).
These findings support the position that the experiences
based on direct exposure to the environment provides
limited assistance in acquiring survey knowledge. Shelton
and McNamara (2004) provided further evidence that
perspective switching (or shifting) introduces complica-
tions. In their experiment, keeping the “test view” (i.e.
when the participant needs to recognize the layout) simi-
lar to the view during encoding was beneficial in recogni-
tion speed (Shelton & McNamara, 2004). Another group
of researchers compared two study groups in tasks
regarding survey knowledge acquisition, and also con-
cluded that acquiring survey knowledge requires more
cognitive effort than acquiring route knowledge (Van
Asselen, Fritschy, & Postma, 2006). In summary,
performing additional mental rotations (either because
of changes in orientation or perspective) appears to have
cognitive costs.
Spatial knowledge acquisition is often evaluated by
measuring the success rates in various tasks, such as
pointing tasks (i.e. judgement of relative direction), dis-
tance estimations, identification of the shortest route to
a target, and producing sketch maps of the learned route
among others (Wang, 2017). Use of sketch maps have
received criticism due to (i) the variability of the tested
environments, (ii) the subjectivity of the evaluation of
accuracy, and (iii) the inability to control the participant’s
experience (Ishikawa & Montello, 2006). Nevertheless,
sketch maps remain as a common metric in spatial
knowledge acquisition studies (Appleyard, 1970;
Billinghurst & Weghorst, 1995; Blades, 1990; Curtis,
2016; Lynch, 1960; Witmer, Sadowski, & Finkelstein,
2002), possibly because they are a common, and fairly
intuitive, way to describe a route. Proposing an objective
evaluation scheme for sketch maps is a non-trivial task,
and there is a lack of a clearly defined methodology
(Billinghurst & Weghorst, 1995). However, various
“rules of thumb” can be obtained from the related work.
Some important factors to consider in evaluating a sketch
map are (Ladd, 1970; Moore, 1976): number of land-
marks, number of streets (Anacta, Wang, & Schwering,
2014), object classes (Billinghurst &Weghorst, 1995), and
relative object positioning (Billinghurst & Weghorst,
1995). Ideally these factors are presented on a sketch
map to “sufficiently” represent the experienced route,
and from there one can infer that the individual was
successful in selecting relevant information, and in men-
tally processing the perspective switch.
The examples reviewed so far stress the difficulty of
the acquisition of metric or survey knowledge from
a top-down perspective, especially when the encoding
occurs from a first-person perspective view. Aside from
the factors related to the viewing perspective, a number
of other factors affect spatial knowledge acquisition
too. For example, it has been shown that if the learning
is intentional or incidental, it affects spatial knowledge
acquisition (Van Asselen et al., 2006). Importantly, it is
well-understood that participant characteristics (i.e.
individual and group differences, such as expertise,
spatial abilities, and age) play a significant role in
spatial knowledge acquisition.
Effects of aging on spatial knowledge acquisition
In general, a wide range of abilities, skills, and attitudes play
a role in successful spatial learning (Weisberg &
Newcombe, 2016; Wolbers & Hegarty, 2010); and some
of these skills can be assessed using standardized tests
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(Ekstrom, French, Harman, & Dermen, 1976; Vandenberg
&Kuse, 1978). In spatial knowledge acquisition, differences
in individuals’ spatial abilities and memory capacity are
considered especially relevant (Çöltekin, Francelet,
Richter, Thoresen, & Fabrikant, 2018; Hegarty, Montello,
Richardson, Ishikawa, & Lovelace, 2006; Hurlebaus,
Basten, Mallot, & Wiener, 2008; Ishikawa & Montello,
2006; Montello, 1998; Muffato, Meneghetti, & De Beni,
2016; Muffato, Meneghetti, Di Ruocco, & De Beni, 2017;
Wolbers & Hegarty, 2010). Importantly, these abilities are
affected by age-related cognitive decline. Specifically, it is
well-known that aging negatively correlates with naviga-
tional learning (Moffat, 2001; Wiener, Kmecova, & de
Condappa, 2012; Wolbers, Dudchenko, & Wood, 2014)
and performance in spatial memory (Richmond, Sargent,
Flores, & Zacks, 2018). This appears to be true especially in
allocentric tasks (Fricke & Bock, 2018). Thus, aging is
necessary to consider as a factor in spatial knowledge
acquisition studies.
It appears that switching from an egocentric (e.g.
first-person view) perspective to an allocentric (e.g.
top-down view) one is a “weak spot” particularly for
older people. Several studies featuring tasks that
require a perspective switch demonstrated that older
people commit more mental rotation errors than
younger people (e.g. Herman & Coyne, 1980; Inagaki
et al., 2002). Furthermore, when there are many orien-
tation changes throughout the learned route, older
adults are less effective in environmental learning, irre-
spective of the perspective in which the environment is
experienced (Yamamoto, Fox, Boys, & Ord, 2018). In
Yamamoto et al.’s (2018) study, learning a route from
an egocentric representation impaired survey knowl-
edge acquisition in older people, whereas learning from
an allocentric representation did not, that is, results
were comparable to that of younger people
(Yamamoto & DeGirolamo, 2012). A recent study
examining sketch map accuracy added further nuance
to this finding: After learning from an allocentric
representation, older adults’ sketches were less accurate
than those of younger adults, if missed locations of
landmarks were used as a measure of accuracy
(Muffato et al., 2017). However, authors demonstrated
that when only number of landmarks is used as
a measure of accuracy, age differences disappeared. In
Muffato et al.’s (2017) study, visuospatial working
memory capacity correlated with success irrespective
of age (Muffato et al., 2017).
The examples reviewed above are only a small portion
of the vast literature that demonstrates how individual
and group differences can affect spatial knowledge acqui-
sition, especially when there are orientation or perspec-
tive shifts during learning. The fact that spatial (and
especially survey) knowledge acquisition is more difficult
for some people than others highlights the necessity to
address individual and group differences while designing
visualizations (including VEs), so that visual displays,
such as VEs, facilitate better spatial learning for all. The
concept of designing for all in the geovisualization litera-
ture is well investigated, especially for maps
(Reichenbacher, 2001). Maps that are “designed for all”
respond to any accessibility issues, and accordingly adapt
to user needs. Such maps (and visualizations) can be
personalized, and/or optimized for group differences
based on age and expertise (Nivala & Sarjakoski, 2005).
By ensuring that designs are accessible to all, is reasonable
to assume that they are improved for everyone, irrespec-
tive of abilities.
Virtual environments for route learning in
navigational tasks
VEs have long been used for studying navigation and
spatial cognition. As opposed to the real world, VEs
provide safe and controlled environments, thus, we can
examine navigational behavior (and associated spatial
learning) in response to a specific variable of interest,
without other variables confounding. However, it is
important to remember that the way these VEs are
visually designed—for example, the amount, the quality,
and the location of provided information within a VE
(Lokka & Çöltekin, 2017a)—can have a strong impact on
the spatial learning performance. Through a well-
informed visualization design, one might be able to
improve knowledge acquisition from VEs for everyone.
Such an improvement might be especially relevant for
those with lower abilities (e.g. people with lower visuos-
patial abilities, memory capacity, or older adults). It has
been previously demonstrated that differently designed
VEs facilitate spatial learning differently. More specifi-
cally, custom-designed VEs can improve short- and long-
term recall performance in visuospatial tasks (Lokka &
Çöltekin, 2017b). This effect is also relevant for older
adults. With such custom designed VEs, older people
improve their accuracy in visuospatial knowledge acqui-
sition, and calibrate their confidence in tasks that retain
the viewing perspective (Lokka et al., 2018). A well-
considered adjustment of the visualization design is
known to reduce cognitive load (Sweller, 1988), and we
believe such an adjustment will also have direct effects on
tasks that require perspective switching. A well-considered
adjustment, for example, could include levels of realism
in the context of working with VEs. High levels of visual
realism have been shown to negatively correlate with
cognitive load, and it can impair the rates of spatial
knowledge acquisition, especially for people with lower
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spatial abilities (Lokka & Çöltekin, 2017b; Lokka et al.,
2018). Despite the cognitive load it seems to introduce,
people overwhelmingly prefer visually realistic displays to
more abstract ones, possibly because of their resemblance
to the real world and the associated feeling of familiarity
(Çöltekin et al., 2017; Lokka et al., 2018; Smallman &
John, 2005).
Because photo-realistic representations are popular, yet
they might impair performance in tasks that are demand-
ing on working memory; we believe a visualization solu-
tion that balances between preference and performance is
using realistic photo-textures selectively in spatial learning
tasks. Doing so highlights the important information that
aids encoding relevant visuospatial features in the scene,
yet keeps “enough” realism to simulate the sense of place,
and to provide a reference (or an anchor) to the real world.
When selectively showing the photo-textured features, an
important design consideration is where these photo-
textured features should be located. Besides their location,
saliency of landmarks can be defined by semantic, visual,
and structural elements, and each of these are important
for the attractiveness of landmarks (Raubal & Winter,
2002). In this paper we focus on the locations of the high-
lighted features, because as soon as we highlight selected
features, they serve as landmarks, and landmarks are
important facilitators of spatial learning (Richter &
Winter, 2014; Röser, Hamburger, Krumnack, & Knauff,
2012; Winter, Raubal, & Nothegger, 2005). Thus, in addi-
tion to adjusting levels of realism against cognitive load; we
believe the photo-textured features (i.e. “landmarks”)
should be positioned in locations where people would
(and would need to) pay attention, based on previous
findings (Röser et al., 2012).
Hypotheses
We implemented a visualization design solution that we
believe would balance levels of realism for optimum route
learning performance while remaining attractive to the
users and called this solution “MixedVE”. Previously, we
tested the MixedVE against the two baseline VEs with
younger participants in a variety of tasks that involve
visual, spatial, and visuospatial recall of information and
confirmed its value to our younger age group (Lokka &
Çöltekin, 2017b). Furthermore, we already investigated
how the MixedVE facilitates the recall of visuospatial
information for older adults for visuospatial tasks, i.e.
we examined the recall rates of both age groups in
a task that did not involve perspective switching (Lokka
et al., 2018). To acquire a holistic understanding of the
effect of the MixedVE for navigational tasks, we now
further investigate the MixedVE’s performance in
a perspective switching task; we compare participants’
spatial knowledge acquisition in a route learning task
where participants need to sketch a 2D top-down repre-
sentation of a route they learned in a first-person per-
spective VE. We conducted the tests with the MixedVE
against two other VEs: An abstract one with no visual
cues (AbstractVE), and a fully photo-textured one that
resembles a realistic environment (RealisticVE). We
examine if the benefits offered by the MixedVE, specifi-
cally for this task type, transcends individual differences
based on age, mental rotation ability, and visuospatial
memory capacity. We believe that the MixedVE will
provide benefits over the two alternatives we tested.
Comparing the MixedVE to the Abstract and
Realistic VEs as described above (and illustrated in
Figure 1), we specifically investigate: 1) whether the
MixedVE assists in spatial knowledge acquisition in
tasks that involve perspective switching more than the
Abstract and Realistic VEs (measured in active sketch-
ing tasks); 2) whether the observed differences in the
accuracy of acquired spatial knowledge in tasks that
involve perspective switching (if any) are explained by
differences in age, mental rotation (MRT) abilities, or
visuospatial memory (VSM) capacity and how these
interact with visualization types (the three VEs); and,
3) whether MRT and VSM tests predict the successful
acquisition of the spatial knowledge in tasks that involve
switching perspectives, especially in relation to different
visualization types. Based on the literature, for each
question framed above, we hypothesize the following:
(1) The MixedVE will facilitate better spatial knowl-
edge acquisition in tasks that involve perspective
switching (i.e. accuracy in sketching) than the
other two VEs.
(2) Younger participants will produce more accurate
sketches than older participants, irrespective of VE
type; and, participants with higher MRT/VSM
scores will outperform the participants with lower
MRT/VSM scores irrespective of age or VE type.
(3) Irrespective of age, participants with higher
VSM will outperform the participants with
lower VSM in producing accurate sketches, par-
ticularly with the MixedVE and RealisticVE, as
these provide potentially helpful photographic
visual cues; whereas MRT will be most relevant
to Abstract VE because this visualization type
contains no (photographic) visual cues.
Methods
To test our hypotheses, we conducted a controlled
laboratory experiment. In our mixed-factorial design,
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independent variables were: age as a between-subject
factor (younger and older) and visualization type
(Abstract, Mixed, Realistic VEs) as a within-subject
factor. Participants were explicitly asked to learn
a given route presented to them as a video. We have
previously published two papers that are based on
different data that are collected from the same partici-
pants, based on different experimental tasks, answering
different research questions (Lokka & Çöltekin, 2017b;
Lokka et al., 2018). In the experiment, participants
performed a set of visuospatial recall tasks analyzed in
Lokka and Çöltekin (2017b), along with an active
sketching task. In this paper, we only focus on the latter
task, which has not been analyzed before. During this
active sketching task, the participants drew the route
they experienced in the VEs on printed top-down
screen shots of each VE (thus the visual cues in the
baseline map differed according to the VE type, see
Figure 1). We selected such a task for experimental
control: The visual stimuli the participants experienced
during the encoding were kept identical (i.e. everyone
experienced the same visual scenes, thus did not have
different landmarks), and the same was true for the
visual stimuli at the decoding stage (i.e. 2D map views
provided for the active sketching were identical). By
keeping the visual variability in check, we ensure the
comparability of the success rates we measure per task.
Participants drew the sketches twice from the memory;
thus, we measured immediate recall success right after
they experienced the VEs, and delayed recall success
a week later. The sketches were evaluated for their
accuracy and completeness based on a scoring scheme,
and this was our main dependent variable.
Participants
A total of 81 volunteers took part in the experiment; 42
of them were younger (23 female, 20–30 yrs.) and 39
older (17 female, 65–75 yrs.). Younger participants
were recruited by word of mouth, while the older
participants were recruited via the participant pool of
the University Research Priority Program “Dynamics
of Healthy Aging” of the University of Zurich. We
screened all participants for mild cognitive impair-
ments as an inclusion/exclusion criteria; that is, they
were included in the experiment if they achieved
a score of 27 and above on the Mini Mental State
Examination (MMSE) (O’Bryant et al., 2008).
Materials
Stimuli
We conducted the experiment in a 3D visualization lab
(Department of Geography, University of Zurich). VEs
were shown on a large rear-projection display
(2438mm x 1829mm), at 2.2m distance from the
Figure 1. Top: The three experimental conditions in which all participants experienced a video drive-through: the abstract, mixed,
and realistic VEs (left to right). Down: The 2D map views of each VE, on which participants sketched the respective routes they
experienced in each VE from the memory. Start and end points were marked on the screenshots.
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participants. The VEs featured a fictitious 3D city with
buildings similar in style, shape and color to control for
their possible effects on the memory because of their
distinctiveness. We designed the angles at the intersec-
tion and turn points to control for visibility of features.
We then selected two routes of equal length, with
comparable visual information, and equal amount of
“turns” (3 left, 3 right, 1 intersection continuing
straight). VEs were shown as passive videos, deliber-
ately avoiding any interaction from the participants, to
make sure that participants were all exposed to the
same information, for equal durations at equal speed.
Routes were shown in a “driving simulation” at
a constant eye level, with a fixed speed (30 km/h).
We presented our fictitious city in three different
visualization designs (Figure 1): the AbstractVE with
no colors and no photo-textures, the RealisticVE with
full visual realism with color photo-textures, and the
MixedVE with a “combination” of the two in terms of
realism. In the MixedVE, only the buildings at the
intersection points (at critical locations) and toward
the direction of turn were highlighted using color
photo-textures. We also counterbalanced the content
of the photo-textures for distinctness and memorability
(Lokka & Çöltekin, 2017a). Furthermore, we high-
lighted the structural network (i.e. the road with the
pavement) in the MixedVE, as this might be helpful in
forming spatial knowledge.
Assessment of individual differences
We used two standardized tests to assess participants’
spatial abilities and visuospatial memory capacity: 1)
Mental Rotation Test (MRT). This test requires correctly
discriminating rotated 3D objects from foils based on
a reference shape (Vandenberg & Kuse, 1978). The MRT
has been used as a measure for identifying differences in
spatial abilities (Meneghetti, Borella, Pastore, & De Beni,
2014; Meneghetti, Muffato, Varotto, & De Beni, 2017;
Muffato, Della Giustina, Meneghetti, & De Beni, 2015;
Muffato et al., 2017), even though there are arguments
for the dissociation between object-based and egocentric
spatial transformations (Hegarty & Waller, 2004, p. 2)
Visuospatial Memory Test (VSM). This test measures
visuospatial memory capacity based on a 2D city plan.
Participants study a city plan that contains 12 visually
different buildings, and later need to place these buildings
in their correct location on a layout that does not contain
buildings (Ekstrom et al., 1976).
Experimental task
Participants were told that someone was driving them to
their destination, but they would have to re-take this route
again on their own later, thus should memorize the route
to the best of their ability. Thus, the learning was inten-
tional in the learning phase. At the response phase, similar
to Krüger, Aslan, and Zimmer (2004) study, participants
were provided with a printed 2D map of the area (top-
down screenshots from each VE, on an A4 sheet, which
were clear and legible), on which the position of the start
and end points were marked (Figure 1). Participants were
given the map with the north orientation (the initial orien-
tation direction), and marked the route from memory
(which they experienced in each VE during the experi-
ment) on the given maps using a pen. This task, thus,
measured spatial knowledge that requires a mental trans-
formation from the first-person perspective to an aerial
(top-down) perspective for the 2D sketch. Participants’
initial orientation (heading direction) in the sketching
task was the same as in the VEs (Shelton & McNamara,
2001).
Procedure
Upon arrival at the visualization lab, participants read
and signed a written consent form. We then introduced
the setup and the experimental process, and immedi-
ately after, we began with the main experiment.
We displayed the scenario on the screen and
instructed the participants to memorize the route(s)
just before they experienced the virtual routes. Then
they (passively) watched the videos of the two routes in
all three environments (total six videos). Each video
was shown only once. We controlled for the order of
presentation of the environments with a Latin Square
design. After experiencing all six videos, participants
were asked to solve visuospatial tasks (Lokka &
Çöltekin, 2017b; Lokka et al., 2018) and then sketch
the followed route of the six walkthroughs in the order
they experienced them. After a week, they returned to
the lab and performed the standardized tests, along
with the same sketching task of all six walkthroughs
from the memory, without watching the videos again.
Results
Participants’ spatial knowledge acquisition was evalu-
ated based on the accuracy and completeness of the
sketches they drew (Figure 2 illustrates some exam-
ples). Specifically, sketches were evaluated for accuracy
and completeness based on the following criteria: 1)
number of turns (total, right and left), 2) correct direc-
tion of heading at the starting point, 3) correct direc-
tion of arriving at the end point, 4) correct direction of
turn at each intersection point, 5) sequential order of
turns (route patterns).
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Below we begin by presenting correlations between
our main variables (MRT, VSM, age, visualizations,
recall stage) to provide the overall findings; and then
extend the analysis to each ability test (MRT and VSM)
to identify main effects and interactions in depth.
After obtaining the scores for each participant’s
sketches in immediate and delayed recall stages; to get
an overview of how all factors in the experiment inter-
acted, we analyzed correlations between MRT, VSM,
and age groups; both with each other and with the
sketching success based on all VEs (Table 1).
The effect of spatial abilities on the sketching
success
To get a deeper understanding of the relationship
between MRT and VSM scores and task success, we
conducted two separate analyses of variance. Similar to
Meneghetti, Gyselinck, Pazzaglia, and De Beni (2009)
and Pazzaglia and De Beni (2006) who split their
sample into high and low abilities, we grouped the
participants based on a median split (Iacobucci,
Posavac, Kardes, Schneider, & Popovich, 2015)
(excluding the median values) into two groups for
each test. The High MRT (n = 36) vs. Low MRT
(n = 36), High VSM (n = 39) vs. Low VSM (n = 38)
groups were treated separately in a mixed-design
ANOVA, where we kept age, recall stage, and visuali-
zation type also as independent variables in both
analyses.
MRT
Figure 3 shows the overall differences based on age,
recall stage, MRT abilities, visualization type, and the
significant interactions based on the differences in par-
ticipants’ MRT scores.
We see that, irrespective of their MRT scores,
younger participants outperform the older (Figure 3
(a)); participants are overall more successful at the
sketching task in the immediate recall stage than in
the delayed (Figure 3(b)); and they are more successful
in sketching task based on what they recalled from the
MixedVE than the other two VEs (Figure 3(d)). We
also see a clear pattern that the High MRT group out-
performs the Low MRT group, irrespective of other
factors (Figure 3(c)). A 2 (age) x 2 (recall stage) x 2
(MRT score) x 3 (visualization type) mixed-design
ANOVA revealed that all observed differences in the
sketching performance for all four independent
Figure 2. Example results from the sketching task. Left: A fully correct solution for one of the routes achieving a 100% score. Right:
Three examples of participants’ sketches of the same route with errors in terms of: number of turns, direction of turns, and
sequential order of turns.
Table 1. Correlation matrix for the examined factors based on
participant performance in the sketching task in both stages in
all visualization conditions.
MRT VSM Age
Individual and group differences
VSM .38*** -
Age −.45*** −.62*** -
Visualization conditions at the immediate (i) recall stage
Abstract VE (i) .26* .33** −.40***
Mixed VE (i) .27* .30** −.45***
Realistic VE (i) .20 .24* −.29**
Visualization conditions at the delayed (d) recall stage
Abstract VE (d) .25* .32** −.39***
Mixed VE (d) .22 .39*** −.44***
Realistic VE (d) .24* .34** −.39***
*** p < .001, ** p < .01, * p < .05.
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variables are statistically significant; Figure 3(a)) age F
(1, 68) = 7.81, p < .01, η2p= .08, Figure 3(b)) recall stage
F(1, 68) = 5.97, p < .05, η2p= .01, Figure 3(c)) MRT score
F(1, 68) = 5.79, p < .05, η2p= .06, Figure 3(d)) visualiza-
tion type F(2, 136) = 12.16, p < .001, η2p= .01. Because
there are three visualization conditions, we conducted
pairwise comparisons, which revealed significant dif-
ferences in participants’ sketching performance (thus,
“recall accuracy”, as the sketches were drawn from the
memory) between the three VEs: participants’ overall
average sketching performance was higher with the
MixedVE than with the Abstract (p < .05, d = 0.12)
and the Realistic VEs (p < .001, d = 0.22). Importantly,
among the interactions between the four independent
variables, only age x MRT x recall stage F(1, 68) = 4.31,
p < .05, η2p= .01 was significant (Figure 3(e)).
Because of this interaction effect, we examined the
forgetting rates (differences in sketching performance
between immediate and delayed recall stages) for older
and younger participants. The analyses revealed no
significant differences for the low MRT participants
between the two age groups (i.e. they forget, or retain,
a similar amount of information), whereas for the high
MRT groups, the forgetting rate of the older partici-
pants is significantly higher than that of the younger
participants (t(46.71) = −2.61, p < .05, r = .36).
VSM
Figure 4 shows the results of the analyses based on the
VSM sample. Note that the sample size for the VSM
analyses is slightly different from sample size in the
MRT analyses, because we removed the median scores
from the pool, and the number of people who achieved
the median score was different for the two tests (parti-
cipants achieving median in: MRT: n = 9, VSM: n = 4).
Despite this slight difference, we see that the results
overall display a similar pattern (Figure 4).
First, descriptive statistics suggest that the younger par-
ticipants outperform the older (Figure 4(a)); sketching task
seems to be overall easier in the immediate recall stage than
Figure 3. Main effects of (a) age, (b) recall stage, (c) MRT score, and (d) visualization type on sketching task and (e) significant
interactions of MRT ability x age x recall stage.
*** p < .001, ** p < .01, * p < .05. Error bars: SEM.
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in the delayed recall stage irrespective of other factors
(Figure 4(b)), and again, MixedVE facilitates a higher suc-
cess in sketching than the other two VEs (Figure 4(d)).
High VSM group too, outperforms the low VSM irrespec-
tive of other factors (Figure 4(c)).
A 2 (age) x 2 (recall stage) x 2 (VSM score) x 3
(visualization type) mixed-design ANOVA revealed sig-
nificant differences in the sketching performance for
three out of four independent variables. Differences in
sketching success based on age was not significant (F(1,
73) = 3.10, p > .05, η2p= .03) (Figure 4(a)); whereas recall
stage F(1, 73) = 8.17, p < .01, η2p= .01 (Figure 4(b)); VSM
score F(1, 73) = 10.79, p < .01, η2p= .11 (Figure 4(c)); and
visualization type F(2, 146) = 9.05, p < .001, η2p= .01
(Figure 4(d)) led to statistically significant differences.
For the visualization type, we again conducted pairwise
comparisons, and observed significant differences in par-
ticipants’ sketching scores based on the three VEs.
Specifically, again, sketching score was higher with the
MixedVE than with the Abstract (p < .05, d = 0.13) and
the Realistic VEs (p < .001, d = 0.22). Among the inter-
actions between the four independent variables, VSM
score x recall stage F(1, 73) = 7.00, p < .01, η2p= .01 and
age x visualization F(2, 146) = 3.32, p < .05, η2p= .00 were
significant (Figure 4(e)). In age x visualization interac-
tion; pairwise comparisons for each age group revealed
that; younger participants’ sketching scores were on aver-
age higher with the MixedVE than with the Abstract
(p < .01, d = 0.21) and the Realistic VEs (p < .001,
d = 0.34); whereas for the older participants, there were
no significant differences in the sketching scores across
the three visualization conditions. This finding demon-
strates that the variability was too high among the older
adults’ performances in the VSM sample. Below we ela-
borate on this, and provide further interpretations of the
observed results.
Figure 4. Main effects of (a) age, (b) recall stage, (c) VSM scores, and (d) visualization type on sketching task and significant
interactions of (e) VSM ability x recall stage and (f) age x visualization.
*** p < .001, ** p < .01, * p < .05. Error bars: SEM.
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Discussion
In this study, we hypothesized that with a custom-
designed VE (MixedVE), we can improve spatial knowl-
edge acquisition in tasks that involve perspective switch-
ing for users with differing abilities and age groups.
Specifically, we evaluated the MixedVE against two base-
line alternatives (AbstractVE, RealisticVE), and examined
individual and group differences on spatial knowledge
acquisition as acquired from a task requiring
a perspective switch with these three VEs based on age,
mental rotation abilities and visuospatial memory
capacity.
As hypothesized, overall, our participants were able
to produce more accurate and complete sketches after
having worked with the MixedVE than with the other
two VEs. These results support the potential use of the
MixedVE as a memory training device in navigational
tasks, for spatial knowledge acquisition that involves
perspective switching.
While the MixedVE improves recall accuracy, the
overall task success is somewhat low, reaching around
60%. This is possibly because of the difficulty of the task
to mentally switch perspectives (Taylor & Tversky, 1996),
despite the help the MixedVE provides. Alternatively,
given how conspicuously well-documented the difficulty
of this task is, one can interpret the success levels as
somewhat high: Our participants watched the videos of
the routes only once, and still were able to draw sketches
at nearly 60% accuracy and completeness on average
(including their performance a week later, which brings
this number down as well). Although it is not straightfor-
ward to measure how much participants might have
“guessed” in a task like drawing a sketch, we interpret
these results as “above chance level” (as it was theoreti-
cally proposed earlier (e.g. Montello, 1998)).
If we interpret these results as success, the fact that
the learning was intentional may have played a role in
this success (Van Asselen et al., 2006). In a real-life
memory training exercise, learning would be inten-
tional too, and repetitions would be allowed; thus the
accuracy would possibly improve further.
Visuospatial memory training is relevant in all ages,
but clearly more relevant as people age. It is well-
understood that aging negatively correlates with success
in navigational learning (e.g. Muffato et al., 2016, 2017),
especially as expressed in allocentric skills (Fricke & Bock,
2018). Our findings clearly confirm the relevance of aging
as a factor in spatial knowledge acquisition with perspec-
tive switching tasks: Older participants had considerably
less success in accurately sketching the route they fol-
lowed in any of the VEs, and this was true in both the
immediate and the delayed recall stages. While aging has
well-documented detrimental effects on spatial memory,
one must consider that there may also be “cohort effects”:
that is, the younger generations are exposed to an
immense technological development, and their constant
use of new technology may be altering younger people’s
cognition in comparison to older generations (Brown,
2000). As a consequence, the so-called “Y generation”
may be more prone to learning via visual, linear, and
even virtual means (Schofield & Honore, 2009). Such
cohort differences may have contributed to the differ-
ences in our older and younger participants’ route recall
scores (obtained in a technology based virtual environ-
ment). Cohort differences, however, are difficult to con-
trol. A longitudinal study might offer interesting insights,
but with the fast- and constantly-changing technology, it
would present other problems; comparing their learning
skills with the technology relevant for example 40 years
ago may not provide the pure aging effect either, because
they probably would have moved on too.
Furthermore, while aging is very relevant in exam-
ining navigational memory tasks, age-related decline in
visuospatial abilities and/or memory capacity can vary
based on individual and group differences. On this
topic, our correlation analyses (among all examined
factors) with a focus on participants’ scores on the
MRT and VSM tests revealed interesting patterns.
The analyses based on the MRT sample indirectly
suggests that the high MRT group did better than the
low MRT group with the AbstractVE both in immedi-
ate and delayed recall stages (i.e. there was no signifi-
cant interactions between MRT score x recall stage
x visualization). On the one hand, it is plausible that
high-MRT group would do better with AbstractVE
because the MRT measures mental rotation ability in
the absence of meaningful visual cues (the MRT fea-
tures abstract cube drawings), and among our visuali-
zations, the AbstractVE is the most similar to that. On
the other hand, one can also take the opposite view,
considering that the task heavily relied on mental rota-
tion (perspective switch) and the MRT is designed to
measure mental rotation. From this point of view, we
expected to see that the high MRT group would do well
with the sketching task irrespective of the visualization
type. It is possible that the added (photographic) visual
cues would assist the low MRT participants (thus, they
“catch up” with the others), when the visual cues were
present: as in a “less fit” person might do similarly well
on an e-bike as fitter cyclists, because the “aid” would
remove the differences). Such speculations would lend
themselves well for further testing in the future.
Furthermore, the MRT analysis revealed an interac-
tion between age x recall stage x MRT score. This
interaction effect points to a difference in the forgetting
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rates: high-MRT younger participants did really well
a week later (they did not seem to forget much at all),
while the high-MRT older participants did not do very
well after a week has passed (though note that forget-
ting rates did not differ for the two age groups for low-
MRT participants) (Figure3(e)). Seemingly, having
a high MRT relative to other older participants does
not mean much for the ability to retain the acquired
spatial knowledge for the older participants. However,
the high-MRT older group has scores in a similar range
as the younger low MRT group; for which we see
a similar decline in recall in the delayed stage. This
suggests that there may be an upper limit in the
amount of information older people can retain based
on their spatial abilities, above which they may be out
of capacity. In the MRT analyses, visualization type
does not interact with the other variables; that is, the
relative task success with the MixedVE is constant,
irrespective of age, MRT scores or recall stage.
Another interesting observation in this study is that
participants’ MRT and VSM scores correlate, however,
the outcomes of mixed-design ANOVAs are different
when we examine the MRT and VSM samples sepa-
rately. We believe this difference is (at least partly) due
to changes in the sample after removing the median
scores in each group.
HighVSMparticipants performed consistently better in
the sketching task across all visualization types, suggesting
the VSM test might be able to predict sketching perfor-
mance regardless ofwhether photographic/visual cues exist
or not on the “base maps”.
Interestingly, in the VSM sample, the main effect of age
was non-significant, implying that age-related decline in the
VSM abilities is different to the age-related decline in the
MRT abilities. Indeed, the VSM test measures at least
partially the visual memory, and it is previously documen-
ted that visual memory might be “spared” during healthy
aging (Sekuler, Kahana,McLaughlin, Golomb,&Wingfield,
2005). Furthermore, in this analysis, recall stage x VSM score
and visualization type x age interacted. Recall stage x VSM
score interaction suggests that the visuospatial memory
capacity plays an important role in the formation of a long-
term memory of the spatial configuration irrespective of
visualization type. This observation contributes to our
understanding of the long-term retention of spatial knowl-
edge where perspective switching is involved. An earlier
study demonstrated a gender effect (in favor of female
participants) for delayed retention of survey knowledge
(Witmer et al., 2002), now we see that VSM abilities of the
participants may have played a role too.
The visualization x age interaction points to MixedVE’s
stronger beneficial effects for the younger participants than
the older. In the case of the older participants, perhaps
a “floor effect” is present, that is, overall the sketching
task, especially of a route requiring multiple orientation
changes (Yamamoto et al., 2018), is too difficult for them,
andMixedVE’s slight assistance does not suffice in this case
(Moffat, 2001; Wolbers et al., 2014). This interpretation is
also in line with our qualitative observations. Especially in
the “delayed recall” session (~one week later), many of our
older participants expressed great difficulty, and some gave
up on the task.
In summary, our findings clearly confirm that spatial
knowledge acquisition that involves perspective switch-
ing is a cognitively challenging task, and overall, the
MixedVE makes it somewhat easier. We also have
learned that as important as the visualization design is,
individual and group differences must be considered.
Based on our findings, age and visuospatial memory
capacity are clearly important factors in this context. In
the mid- to long-term, these observations might be use-
ful to personalize visualizations to better fit to an indivi-
dual’s abilities (i.e. to create personalized (Nivala &
Sarjakoski, 2005; Zipf, 2002) “memory training devices”).
Conclusions and future work
In this paper,weprovidednew insights into the importance
of addressing first of all the effect of aging, but also the
individual differences in cognitive abilities (not only in
terms of spatial abilities as measured by the MRT, but
also of memory capacity as measured by the VSM test) in
spatial knowledge acquisition in tasks that involve perspec-
tive switching when using different VEs.We gained deeper
insights into the importance of visualization designs for
navigational recall in general, and spatial knowledge acqui-
sition where perspective switching is present in particular.
We believe this study contributes to a better understanding
of visualization design on spatial learning. Our results
further help pave the way toward guidelines for designing
(eventually personalized) VEs, also optimized for tasks that
involve perspective switching. Such VEs can assist their
users in learning a route, navigating more effectively and
training their visuospatial memory both for short-term
performance in spatial learning, and for long-term reten-
tion of the acquired knowledge. After these observations,
our thoughts for future experimentation evolve around:
● Considering the implications of acquiring the spa-
tial knowledge from the “reverse” perspective
switch, that is encoding from a 2D view point
(map reading) and decoding in a VE from a first-
person perspective (i.e. wayfinding) under similar
conditions as in our experiment.
● Understanding how locomotion affects learning
for the different groups. Active vs. passive
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involvement is known to have an effect on people
(Appleyard, 1970; Chrastil & Warren, 2012).
Understanding how active involvement might
affect different age and ability groups can provide
a more detailed reasoning as to how we should
train people to achieve their best.
● How taking the route of interest more than once
could affect spatial knowledge acquisition that
involves perspective switching with the MixedVE
as opposed to other VEs. We could then provide
a benchmark as to which number of trials is the
optimum for acquiring spatial knowledge.
● Decoupling age and MRT/VSM abilities. By pre-
screening participants for their MRT/VSM scores,
one can recruit similar numbers of people with
higher and lower spatial abilities in each age
group, and acquire a deeper understanding of
the link between them.
Overall, based on observations we shared in this paper,
we believe that individual and group differences such
as age and abilities are very important to examine
along with visualization design; and studies such as
ours offer insights toward customized, and eventually
personalized, visuospatial information displays which
would facilitate route learning (as well as other learn-
ing) and potentially used for improving everyone’s
spatial memory.
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* Take a look at the images below. Which of them was your starting point? 








* How confident are you about your answer? 
o 1. Not at all confident  
o 2. 
o 3. Neutral 
o 4. 
o 5. Very confident  
* Take a look at the images below. Which of them was your finishing point? 









* How confident are you about your answer? 
o 1. Not at all confident  
o 2. 
o 3. Neutral 
o 4. 




* How many times did you turn (how many turns you took) during your walk? If you don’t 
know, please mark 0. 
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* How confident are you about your answer? 
o 1. Not at all confident  
o 2. 
o 3. Neutral 
o 4. 




* You began your walk facing North. In the end, where were you facing? 
o a. North  
o b. South 
o c. West 
o d. East 
o e. I don’t know 
 
* How confident are you about your answer? 
o 1. Not at all confident  
o 2. 
o 3. Neutral 
o 4. 





Please indicate the direction you followed during your walk at this intersection presented in the 





a. left b. straight c. right d. I don’t know 
    
 
* How confident are you about your answer? 
o 1. Not at all confident  
o 2. 
o 3. Neutral 
o 4. 






a. left b. straight c. right d. I don’t know 
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o 4. 






a. left b. straight c. right d. I don’t know 
    
 
* How confident are you about your answer? 
o 1. Not at all confident  
o 2. 
o 3. Neutral 
o 4. 






a. left b. straight c. right d. I don’t know 
    
 
* How confident are you about your answer? 
o 1. Not at all confident  
o 2. 
o 3. Neutral 
o 4. 








* Which route did you follow? Please choose one from the following four 2D views. 




o I don’t know 
 
 
* How confident are you about your answer? 
o 1. Not at all confident  
o 2. 
o 3. Neutral 
o 4. 







* After watching this 3D virtual environment, overall, how confident do you feel about your 
answers to the questions about this environment? 
o 1. Not at all confident  
o 2. 
o 3. Neutral 
o 4. 
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