This paper describes a generalized sequential diagnosis algorithm whose analysis leads to strong diagnosability results for a variety of multiprocessor interconnection topologies. The overall complexity of this algorithm in terms of total testing and syndrome decoding time is linear in the number of edges in the interconnection graph and the total number of iterations of diagnosis and repair needed by the algorithm is bounded by the diameter of the interconnection graph. The degree of diagnosability of this algorithm for a given interconnection graph is shown to be directly related to a graph parameter which we refer to as the partition number. We approximate this graph parameter for several interconnection topologies and thereby obtain lower bounds on degree of diagnosability achieved by our algorithm on these topologies. If we let N denote total number of vertices in the interconnection graph and denote the maximum degree of any vertex in it, then our results may be summarized as follows. We show that a symmetric d-dimensional grid graph is sequentially (N 
for any xed d. For hypercubes, symmeteric log N-dimensional grid graphs, it is shown that our algorithm leads to a surprising ( N log logN log N ) degree of diagnosability. Next we show that the degree of diagnosability of an arbitrary interconnection graph by our algorithm is ( . This model, known as the PMC model, has been widely studied 1, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15] . It assumes a system to be composed of units or processors capable of testing each other along the available communication channels. Once a unit u 1 has tested another unit u 2 , it declares u 2 as fault-free or faulty. The outcome of the test is considered reliable i unit u 1 is fault-free. Only permanent faults are considered in this model. In recent years, probabilistic fault models which allow intermittent faults have also been actively studied 16, 17, 18] .
The process of interpreting the test results so as to correctly determine the status of various processors is known as syndrome-decoding. This can be done either by a central observer 1, 6, 8, 4, 7, 9] or it can be done in a distributed manner 11, 12, 13, 14, 15] . While the main criticism of the former approach is the bottleneck created by the central observer, the weakness of the distributed approach lies in the amount of message tra c generated and the global storage requirements for the diagnostic software and information. Motivated by these observations, the notion of semi-distributed diagnosis was introduced 19] , where a group of processors is used to coordinate the diagnosis process. In this paper, we use the PMC model and assume existence of a central observer to coordinate the diagnosis and to process the outcomes of various tests. Furthermore, we assume that the set of faulty processors does not change during the execution of the algorithm.
Preparata et al. also introduced the notions of one-step and sequential diagnosis 1].
In the rst approach, called one-step diagnosis or diagnosis without repair, the objective is to identify all the faulty units before any faulty unit is replaced or repaired. The latter approach, known as sequential diagnosis or diagnosis with repair, on the other hand, aims at iteratively identifying subsets of faulty units. At the end of each iteration, the identi ed subset of faulty units is repaired or replaced before the next iteration is initiated. This process is repeated until the system has been completely diagnosed and repaired. Given a diagnosis algorithm A for a system S, one-step or sequential, the largest integer t such that for any set of faults F with jFj t, the system can be correctly diagnosed, is referred to as the degree of diagnosability of A for S. A system is called one-step A multiprocessor system S can be modeled as a graph G which we refer to as the interconnection graph. The vertices of G correspond to the processors and the edges correspond to direct communication channels available between pairs of processors. The graph G will be undirected as we assume the communication channels to be bi-directional. In our discussion, we use the terms processor and vertex interchangeably.
A well-known result implies that the maximum diagnosability of a one-step diagnosis 3 algorithm for any system S, is bounded from above by the minimum vertex degree in its interconnection graph 1]. This result has pessimistic implications for systems whose interconnection graphs have one or more vertices of small degree. However, a variety of commercial multiprocessor systems are based on topologies which result in interconnection graphs containing many vertices of small degree. Some examples of such topologies include multidimensional grids (a special case is the hypercube 1 ), cube-connected cycles and trees. Thus for example, in any tree interconnection graph, since there must exist a leaf vertex, there does not exist a one-step diagnosis algorithm which can always correctly diagnose in the presence of more than a single fault. This bound is independent of the total number of processors in the system.
For such topologies, as we explore in this paper, sequential diagnosis appears to be a signi cantly more powerful alternative. So far little previous work has been done in the area of sequential diagnosis algorithms. Kavianpour and Kim have argued that a hypercube is In this paper, we develop a generalized sequential diagnosis algorithm. The degree of 1 Throughout this paper, the word hypercube refers to a binary hypercube. 2 All logarithms used in this paper have base 2. 4 diagnosability of this algorithm for any given interconnection topology, is directly related to a graph parameter which we refer to as the partition number. Our approach yields surprisingly high degree of diagnosability for several interconnection topologies. Speci The time complexity of the augmented version remains the same. The total time taken by our algorithm in testing and syndrome decoding for any interconnection graph is linear in the total number of edges in the graph. Lastly, the maximum number of iterations of diagnosis and repair needed by the algorithm are shown to be bounded by the diameter of the interconnection graph and one more than the diameter for the augmented version.
The remainder of this paper is organized as follows. Section II develops the essential relationship between the partition numbers and degree of diagnosability of a graph. We also design and analyze the complexity of the generalized sequential diagnosis algorithm.
This section is concluded with a sketch of the basic approach to derive lower bounds on the degree of diagnosability achieved by our algorithm for various interconnection graphs. In Sections III through VI, we estimate the partition numbers and derive diagnosability results for the symmetric grid graphs in a xed dimension, hypercubes, cube-connected cycles, k-ary trees and arbitrary topologies, respectively. Section VII describes an approach to improve the time complexity for dense interconnection graphs.
II. Graph Partitioning and Sequential Diagnosis
A. Notation For a given undirected graph G, we use V (G) and E(G) to denote its set of vertices and edges, respectively. D(G) denotes the diameter of the graph G and (G) denotes the maximum degree of any vertex in G.
In order to concisely represent the performance characteristics of our algorithm for a given interconnection graph, a 3-tuple notation of the form ht F ; t T ; t I i is used where t F is a lower bound on the degree of diagnosability, t T is an upper bound on the total testing and syndrome decoding time needed and t I denotes an upper bound on the number of iterations of diagnosis and repair needed by the algorithm.
B. Partition Numbers and Sequential Diagnosability
Let G be a given interconnection graph. We will assume G to be a connected graph.
For each edge (x; y) 2 E(G), let processor x test y and vice versa. The outcomes of the 2jE(G)j tests thus conducted can be abstracted into a labeled undirected graph called the syndrome graph. If we let G S denote the syndrome graph, then V(G S ) = V(G) and E(G S ) simply consists of the edges in E(G) with labels. An edge (x; y) is given label \pass" if x 6 declared y to be fault-free and vice versa. Similarly, we label an edge (x; y) as \fail" if x and y declare each other to be faulty. Any other edges are labeled as \con ict". The following simple lemma characterizes a useful property of this graph.
Lemma 1 Let G P be the subgraph of the syndrome graph G S induced by the edges labeled as \pass". Then in each connected component of G P , either all vertices are fault-free or all of them are faulty.
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An immediate corollary is as follows :
Corollary 1 Let t be an upper bound on the total number of faulty processors in the system.
If the graph G P contains a connected component of size t + 1 or larger, then it must be the case that all these vertices correspond to fault-free processors.
Corollary 1 forms the basis of our generalized sequential diagnosis algorithm. Our approach is based on considering a certain parameter for the interconnection graph G which we refer to as the partition number.
De nition 1 Given a connected graph G, we de ne the k-partition number of G as the largest integer p such that for all p-element subsets S V (G), the subgraph of G induced by the vertices in V (G) ? S has a connected component of size k or larger.
The k-partition number of G is denoted by G (k) and in general for a given G, it will be a function of k and jV(G)j. This function is unde ned for k > jV (G)j.
Suppose we allow a maximum of t faulty processors in our system. Let U be the set of vertices in G corresponding to the fault-free processors and let E U be de ned as below :
Observe that E(G P ) must contain all the edges in E U . Therefore, if the value t was chosen such that G (t + 1) t, then the graph G P must have a component of size t + 1 or larger.
Moreover, by Corollary 1, any such component must consist solely of vertices corresponding to fault-free processors.
C. The Generalized Sequential Diagnosis Algorithm
We now use the above observations to design a generalized sequential diagnosis algorithm, referred to as the PARTITION algorithm. Let G be the interconnection graph for a given system S and let t be a non-negative integer such that G (t + 1) t. Then we can use the following algorithm to correctly diagnose all the faults in S provided there are no more than t faulty processors in S. For a clear exposition, we describe the algorithm as composed of two phases :
The objective of this phase is to identify a subset of fault-free processors. Each processor is asked to test each one of its neighbors. The outcomes of these tests are used to construct the syndrome graph G S . Let G P be the subgraph of G S induced by the edges labeled \pass". We do a depth-rst search to locate a connected component of size at least t + 1 in G P . By our choice of t, we are guaranteed to nd such a component and by Corollary 1, all the processors in this component must be fault-free. Therefore, the overall complexity of this algorithm is O(jE(G)j). Finally, since the height of the breadth-rst search tree constructed in phase 2 above can be no more than D(G), the algorithm needs at most so many iterations of diagnosis and repair.
For a given graph G, G (t) must be a monotonically non-increasing function of t. Therefore, the optimal value of t for the PARTITION algorithm is the largest integer satisfying the inequality G (t + 1) t. The following theorem summarizes the performance characteristics of the PARTITION algorithm.
Theorem 1 For a given interconnection graph G, let t denote the largest integer such that
The PARTITION algorithm as described above, can be suitably modi ed to improve the performance in practice. For instance, in phase 2 of the algorithm, one may use a collection of breadth-rst search trees which is constructed by doing a simultaneous breadth-rst search from all the fault-free processors identi ed in phase 1. However, such modi cations leave the asymptotic worst case performance of the algorithm unchanged.
D. Estimating the Degree of Diagnosability
We have not yet considered the issue of determining the function G (:) for a given graph G. In general, it might be very hard to determine this function exactly. However, for our application, it will be su cient to closely approximate this function by another function G (k) such that for a given G and any non-negative integer k jV (G)j, G (k) G (k). A two-step approach is used to approximate the function G (k). 
2
As we will see, it is more convenient to estimate the function G (k). We rst approximate
, and then use Lemma 2 to obtain a candidate solution for G (k). It is easily seen that the largest integer t satisfying G (t + 1) t is always less than or equal to the largest integer t satisfying G (t + 1) t.
III. Symmetric Grid Graphs
A d-dimensional grid graph is de ned as the graph obtained by P n 1 P n 2 ::: P n d where is the graph cartesian product operation, P n i denotes a path on n vertices and n i , 
A two-step approach is used to solve this minimization problem. Let x = max 1 i n x i .
For a given value of x, we rst determine the minimum value for the objective function in 
The term 4djX t j gives an upper bound on the possible degree loss due to deletion of jX t j vertices from G d (n).
Rearranging the terms, we get the following lower bound on jX t j :
The lemma follows. Finally, it is trivial to verify that the bound is exact when H is isomorphic H p for some non-negative integer p. We rst derive a general lower bound on the partition numbers of a graph G with a given maximum vertex degree. For sake of clarity, we slightly abuse our notation in the present and the next section; we use V and to denote V (G) and (G) respectively.
Lemma 7 For every non-negative integer t jV j,
jV j ? t ( ? 1)t + 1
Proof : As before, we let X t denote a set of vertices such that the graph induced by V ? X t contains no connected component with more than t vertices. Since no vertex in G has degree more than , we observe that deletion of a vertex from any subgraph of G cannot create more than ?1 new components. Thus after we delete the vertices in set X t , the total number of connected components in the remaining subgraph can be no more than ?x then v is determined to be fault-free else v is determined to be faulty.
Phase 2 : Iterative Diagnosis and Repair
If vertex v is identi ed to be faulty in phase 1 then it is repaired or replaced. Now we proceed in a manner identical to phase 2 of the PARTITION algorithm and hence we omit details. However, we do notice that the total number of iterations of diagnosis and repair are now bounded by D(G) + 1.
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The issue now is to determine how many faulty processors can we allow such that any vertex of maximum degree in G is correctly diagnosed in the phase 1 of the MAX algorithm. Alternatively, the embedding may be simply regarded as a one time pre-processing step after which the diagnosis will be performed several times. However, it is worthwhile to note that it is not very likely that the embedded subgraph will have the same diagnosability and diameter as the original graph. This process, therefore, highlights a potential trade-o between the time complexity and the diagnosability and number of iterations of diagnosis and repair needed by the algorithm. We illustrate our point for the hypercube topology.
It is well-known that multi-dimensional grids can be embedded in In the above illustration, we embedded a two-dimensional grid graph to show that (N 
VIII. Conclusions
We presented a generalized sequential diagnosis algorithm and analyzed its degree of diagnosability for several di erent topologies which included symmetric grid graphs, cube-connected cycles and k-ary trees. Our results show that sequential diagnosis can be used to achieve very high degree of diagnosability even when the vertex degrees are small in the interconnection graph. It was also shown that an augmented version of this algorithm ensures (N 
