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Abstract
We present a probabilistic proof of the mean field limit and propa-
gation of chaos N -particle systems in three dimensions with positive
(Coulomb) or negative (Newton) 1/r potentials scaling like 1/N and an
N -dependent cut-off which scales like N−1/3+ǫ. In particular, for typ-
ical initial data, we show convergence of the empirical distributions to
solutions of the Vlasov-Poisson system with either repulsive electrical
or attractive gravitational interactions.
1 Introduction
We are interested in a microscopic derivation of the nonrelativistic
Vlasov-Poisson system. This equation describes a plasma of identical
charged particles with electrostatic or gravitational interactions
∂tf + p · ∇qf + (k ∗ ρt) · ∇pf = 0, (1)
where k is the (Coulomb) kernel
k(q) := σ
q
|q|3 , σ = {±1}, (2)
and
ρt(q) = ρ[ft](q) =
∫
f(t, q, p) d3p (3)
is the charge density induced by the distribution f(t, p, q) ≥ 0.
Units are chosen such that all constants, in particular the mass and
charge of the particles, are equal to 1. The case σ = +1 corresponds to
electrostatic (repulsive) interactions, while σ = −1 describes gravita-
tional (attractive) interactions. In the gravitational case, (1-3) is also
known as the Vlasov-Newton equation. For simplicity, we focus on
the 3-dimensional case, generalization to arbitrary dimensions d ≥ 2 is
straightforward.
∗dustin.lazarovici@live.com
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1.1 Previous results
While the existence theory of the Vlasov-Poisson dynamics is well un-
derstood – we will cite the pertinent results below – its microscopic
derivation is still an open problem. To our knowledge, the first paper
to discuss a mathematically rigorous derivation of Vlasov equations is
Neunzert and Wick, 1974 [15]. Better known are the publications of
Braun and Hepp, 1977 [2] and Dobrushin, 1979 [3], as well as the later
exposition of Neunzert, 1984 [14]. For a general overview of the topic,
we refer the reader to the book of Spohn [18].
Rather than the Vlasov-Poisson equation, the papers of Neunzert,
Braun and Hepp and Dobrushin treat simplified models with Lipschitz
continuous forces k ∈ W 1,∞ = {k ∈ C1(Rd) : ‖k‖∞ + ‖∇k‖∞ < ∞}.
The last few years have seen great progress in treating mean field
limits for singular forces up to but not including the Coulomb case. In
particular, Hauray and Jabin, 2013, discuss force kernels bounded as
|k(q)| ≤ C|q|α with α < d−1 in d ≥ 3 dimensions [6]. For 1 < α < d−1,
they perform the mean field limit for typical initial data and an N -
dependent cut-off that can be chosen as small as N−
1
2d for αր d− 1.
For α < 1, they are even able to prove molecular chaos with no cut-
off at all. Unfortunately, their method fails precisely at the Coulomb
threshold α = d− 1.
In contrast, Kiessling, 2014 proves a non-quantitative approxima-
tion result including the Coulomb singularity under the assumption of
an (uniform in N) a priori bound on the microscopic forces. The status
of this assumption, however, whether it is satisfied for generic initial
data or not, remains open [10].
Recently, Boers and Pickl proposed a novel method for deriving
mean field equations which is designed for stochastic initial conditions,
thus aiming directly at a typicality result. With this method, they
were able to improve the cut-off near the Coulomb case to ∼ N− 1d [1].
The aim of this paper is to extend the method of Boers and Pickl to
include the Coulomb singularity in the large N limit, thus aiming at a
microscopic derivation of the Vlasov-Poisson dynamics. The Coulomb
case is qualitatively different from the previously treated interactions
since the mean field force k∗ρ is no longer Lipschitz, in general, even for
bounded ρ. However, we will show how this critical case can be treated
by exploiting the second order nature of the dynamics and introducing
an anisotropic scaling of the relevant metric. Moreover, we optimize
the method in such a way as to achieve a rate of convergence that can
be faster than any inverse power of N , depending on decay properties
of the initial distribution f0.
An alternative proof, based on similar modifications of the Wasser-
stein distance, is simultaneously proposed in [11]. The result presented
here, however, allows for a significantly smaller cutoff N−
1
d+ǫ to be
compared with N−
1
d(d+2)+ǫ.
2
2 The microscopic model
Since the Coulomb kernel is strongly singular at the origin, we will
require a regularization on the microscopic level. For N ∈ N and
δ ≥ 0, we consider
kNδ (q) := σ

q
|q|3 , if |q| ≥ N−δ
qN3δ , else.
(4)
On R3 \ {0} this converges to the Coulomb kernel (2) as N → ∞.
Of course, the N -dependence of the force thus introduced is a tech-
nical necessity rather than a realistic physical model, though similar
regularizations are commonly used in numerical computations.
In the mean field scaling, the equations of motion for the regularized
N -particle system are given by
q˙i(t) = pi(t)
p˙i(t) =
1
N
N∑
j=1
kNδ (qi − qj),
(5)
for i ∈ 1, ..., N . Since the vector field is Lipschitz for fixed δ,N , we have
global existence and uniqueness of solutions and hence an N -particle
Hamiltonian flow which we denote by NΨt,s(Z) =
(
NΨ1t,s(Z),
NΨ2t,s(Z)
) ∈
R
3N × R3N . Introducing the N -particle force KNδ : R3N → R3N given
by
(KNδ (q1, .., qN ))i :=
1
N
N∑
j=1
kNδ (qi − qj), i = 1, .., N, (6)
we can also characterize NΨt,s as the solution of
d
dt
(
Ψ1t,s(Z),Ψ
2
t,s(Z)
)
=
(
Ψ2t,s(Z),K
N
δ (Ψ
1
t,s(Z))
)
, Ψs,s(Z) = Z. (7)
Finally, if NΨt,0(Z) = (qi(t), pi(t))i=1,..,N , we define the corresponding
microscopic or empirical density by
µNt [Z] = µ
N
0 [Ψt,0(Z)] :=
1
N
N∑
i=1
δ(· − qi(t))δ(· − pi(t)). (8)
Our aim is to show that for typical Z, the empirical density µNt [Z]
converges to a solution ft of the Vlasov-Poisson equation as N →∞.
Of course, more general cut-offs can be considered. In the literature,
the following nomenclature has been established (see e.g. [6]):
Definition 2.1. A pair-interaction defined by a kernel k : Rd → Rd
satisfies a Sα-condition, if
(Sα) ∃c > 0, ∀q ∈ Rd \ {0} |k(q)| ≤ c|q|α , |∇k| ≤ c|q|α+1 .
3
Introducing a cut-off of orderN−δ near the origin, the regularized force
kernel kNδ satisfies a (S
α
δ )-condition if
i) k satisfies a (Sα) condition,
(Sαδ ) ii) k
N
δ (q) = k(q) for |q| ≥ N−δ,
iii) |kNδ (q)| ≤ N δα for all |q| < N−δ.
In addition, we shall require that
iv) |∇kNδ (q)| ≤ N δ(α+1) for all |q| < N−δ, (9)
which assures that the regularization around the origin is not too er-
ratic.
Within this setting, we thus consider 3-dimensional force kernels sat-
isfying a (Sαδ ) condition with α = 2 and the additional assumption
iv). The lower bound on the cut-off will later be determined as δ < 13 .
Moreover, we shall adopt the convention kNδ (0) = 0, meaning that the
microscopic dynamics do not contain self-interactions. The reader is
free to think of (4) as defining the microscopic model or consider an-
other regularization of his liking that satisfies the above assumptions.
2.1 The regularized Vlasov-Poisson equation
For any δ > 0 and N ∈ N ∪ {∞}, we also consider the corresponding
mean field equation
∂tf + p · ∇qf +
(
kNδ ∗ ρt
)
· ∇pf = 0. (10)
For (formally) N = ∞, this reduces to the Vlasov-Poisson equation
(1). For a fixed initial distribution f0 ∈ L∞(R3 × R3) with f0 ≥ 0
and
∫
f = 1 we denote by fNt the unique solution of (10) with initial
datum fNt (0, ·, ·) = f0.
2.2 Method of characteristics
It is convenient to consider the characteristic flow of the mean field
system. For N ∈ N, δ > 0 and ρ ∈ L1(R3), we define K̂Nδ (·; ρ) :
R
3 × R3 → R3 × R3 by
K̂Nδ (q, p; ρ) :=
(
p, kNδ ∗ ρ (q)
)
. (11)
Then, the (regularized) Vlasov-Poisson equation (10) with initial f0 is
equivalent to the following system of integro-differential equations:
d
dtϕ
N
t,s(z; f0) = K̂
N
δ
(
ϕNt,s(z; f0); ρ
N
t
)
ρNt (q) =
∫
fN (t, q, p) d3p
fN (t, ·) = ϕNt,s(· ; f0)#fNs
ϕNs,s(z; f0) = z.
(12)
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Here, ϕ(·)#f denotes the image-measure of f under ϕ, defined by
ϕ#f(A) = f(ϕ−1(A)) for any Borel set A ⊆ R6.
In other words, we have non-linear time-evolution in which ϕNt,s(· ; f0)
is the one-particle flow induced by the mean field dynamics with ini-
tial distribution f0, while, in turn, f0 is transported with the flow ϕ
N
t,s.
Due to the semi-group property ϕNt,s′ ◦ ϕNs′,s = ϕNt,s it generally suffices
to consider the initial time s = 0.
The method of characteristics can also be though of as establishing a
kind of duality between the (rescaled) Newtonian dynamics (5) and
the Vlasov equation (10). Indeed, observing that the microscopic force
can be written as
1
N
N∑
j=1
kNδ (qi − qj) = kNδ ∗ µNt [Z](qi), (13)
one easily checks that Ψt,0(Z) solves (5) with Ψ0(Z) = 0 if and only if
gt = µ
N
0 [Ψt,0(Z)] is a weak solution of (10) with g0 = µ
N
0 [Z].
This relation is often used to translate the microscopic dynamics
into a Vlasov equation, allowing to treat µNt [Z] and ft on the same foot-
ing. Here, we will go the opposite way, so to speak, and transform the
mean field dynamics into corresponding N particle dynamics. To this
end, we consider the lift of ϕNt,s(·) to the N -particle phase-space, which
we denote by NΦt,s. That is, for f0 ∈ L1(R6) and Z = (qi, pi)1≤i≤N ,
we define
NΦt,s(Z; f0) :=
(
ϕNt,s(q1, p1; f0), ..., ϕ
N
t,s(qN , pN ; f0)
)
. (14)
Denoting by K : R3N → R3N the lift of the mean field force to the
N -particle phase-space, i.e.
(Kt(Z))i := k
N
δ ∗ ρ[fNt ](zi), Z = (z1, ..., zN ), (15)
the flow NΦt,s(Z) =
(
NΦ1t,s(X),
NΦ2t,s(X)
)
can also be characterized
as the solution of the non-autonomous differential equation
d
dt
(
Φ1t,s(Z),Φ
2
t,s(Z)
)
=
(
Φ2t,s(Z),Kt(Φ
1
t,s(Z))
)
, Φs,s(Z) = Z (16)
to be compared with (7). Finally, we introduce the corresponding
empirical density
µN0 [Φt,0(Z)] = ϕ
N
t,0#µ
N
0 [Z], (17)
pertaining to the mean field dynamics with (random) initial conditions
Z ∈ R6N .
In summary, for fixed f0 and N ∈ N, we consider for any initial config-
uration Z ∈ R6N two different time-evolutions: NΨt,0(Z), given by the
microscopic equations (5) and NΦt,0(Z), given by the time-dependent
mean field force generated by fNt . We are going to show that for typical
Z, the two time-evolutions or close in an appropriate sense.
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3 Existence of solutions
For the well-posedness of the Vlasov-Poisson system, we can rely on
various results establishing global existence and uniqueness of (weak
and strong) solutions under fairly mild conditions on the initial con-
figuration f0 (Pfaffelmoser, 1990 [16], Schaeffer, 1991 [17], Lions and
Perthame, 1991 [12], Horst, 1993 [8]). For our purposes, the following
existence result due to Lions and Perthame is particularly useful:
Theorem 3.1 (Lions and Perthame).
Let f0 ≥ 0, f0 ∈ L1(R3 × R3) ∩ L∞(R3 × R3) satisfy∫
|p|mf0(q, p) dq dp < +∞, (18)
for all m < m0 and some m0 > 3.
a) Then, the Vlasov-Poisson system defined by equations (1–3) has
a continuous, bounded solution f(t, ·, ·) ∈ C(R+;Lp(R3 × R3)) ∩
L∞(R+;L∞(R3 × R3)) for 1 ≤ p <∞ satisfying
sup
t∈[0,T ]
∫
|p|mf(t, q, p) dp dp < +∞, (19)
for all T <∞,m < m0.
b) If, in fact, m0 > 6 and we assume that f0 satisfies
esssup{f0(q′ + pt, p′) : |q − q′| ≤ Rt2, |p− p′| < Rt}
∈ L∞((0, T )× R3q;L1(R3p)) (20)
for all R > 0 and T > 0, then
sup
t∈[0,T ]
‖ρt(q)‖∞ < +∞, ∀T ∈ (0,+∞). (21)
Under the assumption of part b) of the theorem, the uniqueness result
of Loeper, 2006 [13] then shows that for any T > 0, said f is the unique
solution in the set of bounded, positive measures on [0, T ) × R6 sat-
isfying f
∣∣
t=0
= f0 in the sense of distributions. Moreover, it is known
that as long as the charge density is bounded, solutions with smooth
initial data remain smooth (see e.g. in [7]).
As Lions and Perthame remark – and as one can verify by following
their proof – part b) of the theorem actually yields a bound on the
charge density that is uniform in N if one considers a sequence of
regularized time-evolutions as (for instance) in (10). We will note this
important fact in the following lemma.
Lemma 3.2. Let f0 ∈ L1(R3 × R3) ∩ L∞(R3 × R3) and fNt be the
solution of the regularized Vlasov-Poisson equation (10) (with corre-
sponding cut-off) and initial datum fN (0, ·, ·) = f0. If f0 satisfies
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assumption (20) of the above theorem, there exists a constant Cρ > 0
such that
‖ρNt ‖∞ + ‖ρNt ‖1 ≤ Cρ, ∀N ∈ N ∪ {∞}, ∀t > 0, (22)
where ρNt = ρ[f
N
t ] and, with a little abuse of notaiton, ρ
∞
t = ρ[ft].
Since condition (20) is rather abstract, we want to state a more intu-
itive sufficient criterion.
Lemma 3.3. Let f0 ∈ L1(R3 × R3) ∩ L∞(R3 × R3), f ≥ 0. Sup-
pose there exist functions ρ ∈ L∞(R3) and ϑ(|p|) ∈ L1(R3) with ϑ
monotonously decreasing and an S > 0 such that for all |p| > S
f0(q, p) ≤ ρ(q)ϑ(|p|).
Then f0 satisfies assumption (20). Special cases:
• f0 has compact support in the p-variables.
• f0 is a thermal state of the form ρ(q) e−βp2 with ‖ρ‖∞<∞, β > 0.
Proof. For given R, t > 0 we have to consider the function
f˜(t, q, p) := esssup{f0(q′ + pt, p′) : |q − q′| ≤ Rt2, |p− p′| < Rt}.
Choosing R′ > S +RT , we have∫
R3
f˜(t, q, p) d3p =
∫
|p|≤R′
+
∫
|p|>R′
f˜(t, q, p) d3p
≤4
3
πR′3‖f˜(t, ·, ·)‖∞ + ‖ρ‖∞
∫
sup
|p−p′|<Rt
ϑ(|p′|) d3p
≤4
3
πR′3‖f0‖∞ + ‖ρ‖∞
∫
ϑ(|p| −Rt) d3p
≤C‖f0‖∞ + ‖ρ‖∞‖ϑ‖1 <∞,
where in the second to last line we used the monotonicity of ϑ(|p|) and
the fact that ‖f˜‖∞ = ‖f0‖∞.
One crucial consequence of the bounded density is that the mean field
force remains bounded, as well.
Lemma 3.4. Let k be the Coulomb kernel, and ρ ∈ L1 ∩L∞(R3;R+).
Then there exists C > 0 such that
‖k ∗ ρ‖∞ ≤ C‖ρ‖1/31 ‖ρ‖2/3∞ . (23)
Proof. For R > 0, we compute:
‖k ∗ ρ‖∞ ≤
∥∥∥ ∫
|y|<R
k(y)ρ(x − y) d3y
∥∥∥
∞
+
∥∥∥ ∫
|y|≥R
k(y)ρ(x− y) d3y
∥∥∥
∞
≤ ‖ρ‖∞
∫
|y|<R
1
|y|2 d
3y +R−2‖ρ‖1 = 4πR‖ρ‖∞ +R−2‖ρ‖1.
This last expression is optimized by settingR = (4π)−1/3‖ρ‖−1/3∞ ‖ρ‖1/21 ,
which yields ‖k ∗ ρ‖∞ ≤ 2(4π)2/3‖ρ‖1/31 ‖ρ‖2/3∞ .
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4 Statement of the results
In the following, all probabilities and expectation values are meant
with respect to the product measure given at a certain time by fNt .
That is, for any random variable H : R6N → R and any element A of
the Borel algebra
P
N
t (H ∈ A) =
∫
H−1(A)
N∏
j=1
fNt (zj)dZ (24)
E
N
t (H) =
∫
R6N
H(Z)
N∏
j=1
fNt (zj)dZ . (25)
Note that since NΦt,s leaves the measure invariant,
E
N
s (H ◦ NΦt,s) =
∫
R6N
H(NΦt,s(Z))
N∏
j=1
fNs (zj)dZ
=
∫
R6N
H(Z)
N∏
j=1
fNs (ϕ
N
s,t(zj))dZ
=
∫
R6N
H(Z)
N∏
j=1
fNt (zj)dZ = E
N
t (H).
In particular:
P
N
t (Z ∈ A) = PN0 (NΦt,0(Z) ∈ A). (26)
We will often omit the index N for P0 and E0 defined with respect to
the product measure ⊗Nf0.
To quantify the convergence of probability measures, we will use the
Wasserstein distances (also known as Monge-Kantorivich-Rubinstein
distances). In the context of kinetic equations, they were first intro-
duced by Dobrushin in [3]. We shall briefly recall the definition and
some basic properties. For further details, we refer the reader to the
book of Villani [20, Ch. 6].
Definition 4.1. Let P(Rn) be the set of probability measures on
R
n. For given µ, ν ∈ P(Rn), let Π(µ, ν) be the set of all probabil-
ity measures Rn × Rn with marginal µ and ν, respectively. Then, for
p ∈ [1,+∞), the p’th Wasserstein distance on P(Rn) is defined by
Wp(µ, ν) := inf
π∈Π(µ,ν)
( ∫
Rn×Rn
|x− y|p dπ(x, y)
)1/p
. (27)
Convergence in Wasserstein distance implies, in particular, weak con-
vergence in P(Rn), i.e.∫
Φ(x) dµk(x)→
∫
Φ(x) dµ(x), k →∞,
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for all bonded, continuous functions Φ. Moreover, convergence in Wp
implies convergence of the first p moments. Wp satisfies all properties
of a metric on P(Rn), except that it may take the value +∞.
The most common version is the first Wasserstein distance, for
which we have the Kantorovich-Rubinstein duality:
W1(µ, ν) = sup
‖g‖Lip≤1
{∫
g(x) dµ(x) −
∫
g(x) dν(x)
}
, (28)
where ‖g‖Lip := sup
x,y
g(x)−g(y)
|x−y| , for g : R
n → R. We will also consider
the infinite Wasserstein distance defined by
W∞(µ, ν) = inf{π − esssup |x− y| : π ∈ Π(µ, ν)}. (29)
We can now state our precise results in the following theorem.
Theorem 4.2 (Molecular chaos). Let f0 ∈ L∞(R3 × R3) a probabil-
ity measure satisfying the assumptions of Theorem 3.1 a) and b) and
fN the unique solution of the regularized Vlasov-Poisson equation (10)
with initial datum f0. For 0 < δ < 13 let
NΨt,s be the N -particle flow
solving (5) with cut-off width N−δ and let NΦt,s be the N -particle
mean field flow induced by fN as defined in (14). Then, for any
T > 0, there exists a constant C0 depending on sup
N∈N
‖ρ[fN ]‖L∞([0,T ]×R3)
such that for any β > 0 there exists a constant Cβ such that for all
N ≥ N0 := e(
C0T+1
1−3δ )
2
P0
[
∃t ∈ [0, T ] : |NΨt,0(Z)− NΦt,0(Z)|∞ ≥ N−δ
]
≤ TCβ
Nβ
, (30)
where |·|∞ denotes the maximum-norm on R6N .
This result implies molecular chaos in the following sense:
Corollary 4.3. Let FN0 := ⊗Nf0 and FNt := NΨt,0#F0 the N -particle
distribution evolving with the microscopic flow (7). Then the k-particle
marginal
(k)FNt (z1, ..., zk) :=
∫
FNt (Z) d
6zk+1...d
6zN (31)
converges weakly to ⊗kft as N → ∞ for all k ∈ N, where ft is the
unique solution of the Vlasov-Poisson equation (1) with fN |t=0= f0.
More precisely, under the assumptions of the previous theorem, we get
a constant C > 0 such that for all N ≥ N0
W1(
(k)FNt ,⊗kft) ≤ k eTC
√
log(N)N−δ, ∀0 ≤ t ≤ T. (32)
Proof. For fixed 0 ≤ t ≤ T , let A ⊂ R6N be the set defined by Z ∈
A ⇐⇒ ∣∣NΨt,0(Z) − NΦt,0(Z)∣∣∞ < N−δ. Hence, according to the
previous theorem, P0(Ac) ≤ TCβNβ for sufficiently large N . In view of
9
the Kantorovich-Rubinstein duality (28), we have:
W1(
(k)FNt ,⊗k ft)
= sup
‖g‖Lip=1
∣∣∣∫ ((k)FNt −⊗kft)g(z1, ..., zk)d6z1...d6zk∣∣∣
= sup
‖g‖Lip=1
∣∣∣∫ (FNt (Z)−⊗Nft(Z))g(z1, ..., zk)d6z1...d6zk...d6zN ∣∣∣
= sup
‖g‖Lip=1
∣∣∣∫ (Ψt,0#FN0 (Z)− Φt,0#FN0 (Z))g(z1, ..., zk) d6NZ∣∣∣
Introducing the projection Pk : R
N → Rk, (z1, ..., zN ) 7→ (z1, ..., zk),
this can be further rewritten as
W1(
(k)FNt ,⊗kft)
= sup
‖g‖Lip=1
∣∣∣∫ FN0 (Z)(g(PkΨt,0(Z))− g(PkΦt,0(Z))) d6NZ∣∣∣
= sup
‖g‖Lip=1
∣∣∣∫
Ac
FN0 (Z)
(
g(PkΨt,0(Z))− g(PkΦt,0(Z))
)
d6NZ
∣∣∣ (33)
+ sup
‖g‖Lip=1
∣∣∣∫
A
FN0 (Z)
(
g(PkΨt,0(Z))− g(PkΦt,0(Z))
)
d6NZ
∣∣∣. (34)
Using that all test-functions are Lipschitz with ‖g‖Lip = 1, we have
(33) ≤ P0(Ac)‖FN0 ‖∞|NΨt,0(Z)−NΦt,0(Z)|, with ‖FN0 ‖∞ = (‖f0‖∞)N .
Recalling that |NΨ0,0(Z)− NΦ0,0(Z)|∞ = 0, we have
|NΨ2t,0(Z)− NΦ2t,0(Z)|∞ ≤
t∫
0
|KNδ (Ψ1s,0(Z))−K(Φ1s,0(Z))|∞ds,
|NΨ1t,0(Z)− NΦ1t,0(Z)|∞ ≤
t∫
0
|NΨ2s,0(Z)− NΦ2s,0(Z)|∞ds.
The mean field force K is of order 1 (Lemma 3.4), while the micro-
scopic force KNδ is bounded by N
2δ. Hence, there exists a constant
C′ > 0 such that |NΨ2t,0(Z)−NΦ2t,0(Z)|∞ ≤ TC′N2δ and consequently
|NΨ1t,0(Z) − NΦ1t,0(Z)|∞ ≤ T 2C′N2δ for all t ≤ T . Choosing β := 3δ
in (30) we thus get another constant C′′ such that
(33) ≤ C′′max{T 2, T 3}N−δ, ∀0 ≤ t ≤ T. (35)
On the other hand, for Z ∈ A, we have for any g with ‖g‖Lip = 1,
|g(PkNΨt,0(Z))− g(PkNΦt,0(Z))| ≤ |NΨt,0(Z)− NΦt,0(Z)|∞ ≤ N−δ
for all t ≤ T and thus (34) ≤ N−δ. Together with (35), we get a
constant C′′′ such that
W1(
(k)FNt ,⊗kfNt ) ≤ C′′′(1 + T 3)N−δ, ∀0 ≤ t ≤ T. (36)
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Finally, we will prove in Proposition 9.1 that
W1(f
N
t , ft) ≤ N−δ et2C0
√
logN , ∀t ≤ T (37)
where C0 depends only on f0 and T . Putting everything together and
using W1(
(k)FNt ,⊗kft) ≤ W1((k)FNt ,⊗kfNt ) + W1(⊗kfNt ,⊗kft) the
statement follows.
It is a classical result in probability theory (see e.g. [9], [5], [19, Prop.2.2])
that molecular chaos in the sense of the previous corollary implies con-
vergence in law of the empirical distribution µNt [Z] := µ
N
0 [Ψt,0(Z)] to
the constant variable ft. However, under additional assumptions on
the decay of f0, we can obtain the following quantitative result:
Theorem 4.4 (Particle approximation of the Vlasov-Poisson system).
Let f0 ∈ L∞(R3×R3) a probability measure satisfying the assumptions
of Theorem 3.1 a) and b). For 0 < δ < 13 , let
NΨt,s be the N -particle
flow solving (5) with cut-off width N−δ. Let p ∈ [1,∞) and assume
that, in addition, there exists k > 2p such that
∫
R6
|z|kdf0(z) < +∞.
Then, the empirical density µNt [Z] := µ
N
0 [Ψt,0(Z)] converges to the so-
lution of the Vlasov-Poisson equation in the following sense:
For any T > 0 and γ < min
{
1
6 ,
1
2p , δ
}
, there exists a constant C0
depending on f0 and T and constants c, C1, C2 depending on k, p, γ
such that for all N ≥ N1 := e
(
2(C0T+1)
1−3δ
)2
P0
[
∃t ∈ [0, T ] : Wp(µNt [Z], ft) > N−γ+1−3δ
]
≤ C1e−cN
1−(6∨2p)γ
+ TC2N
1− k2p ,
(38)
where f is the unique solution of the Vlasov-Poisson system on [0, T ]
with f |t=0= f0 and 6 ∨ 2p := max{6, 2p}.
The proofs of the theorems will be given in Sections 8 and 9.
Remarks 4.5.
1) Our results allow to choose the width of the cut-off arbitrary close
to N−1/3 which corresponds to the scale of the typical distance
between a particle and its nearest neighbor.
2) The results can be straightforwardly generalized to include ex-
ternal forces or noise, provided that the regularity of solutions to
the corresponding mean field equation remains as assumed.
3) All dynamical estimates required for Theorem 4.4 would hold
directly for the infinite Wasserstein distance. However, there are
no concentration estimates available in terms ofW∞ to establish a
good approximation of the initial f0 by the empirical measure µ
N
0 .
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5 A new measure of chaos
The strategy of proof is to control the deviation of the microscopic time
evolution from the mean field time evolution in terms of the following
N -dependent quantity:
Definition 5.1. Let NΦt,0 the mean field flow defined in (14) and
NΨt,0 the microscopic flow defined in (6). We denote by
NΦ1t,0 =
(qi(t))1≤i≤N and NΦ2t,0 = (pi(t))1≤i≤N the projection onto the spatial,
respectively the momentum coordinates.
Consider the quantity ∆NZ,t defined as
∆NZ,t =
√
log(N)|NΨ1t,0(Z)− NΦ1t,0(Z)|∞
+|NΨ2t,0(Z)− NΦ2t,0(Z)|∞,
where |Z|∞ = max{|zi| : 1 ≤ i ≤ 3N} is the maximum-norm on R3N .
In view of Theorem 4.2, our aim is to show that for any ǫ > 0:
P0
[
sup
0≤s≤T
{
∆NZ,s
} ≥ N−δ]→ 0, (39)
faster than any inverse power of N . This will be done by introducing
for λ > 0 and N ∈ N the stochastic process JN,λt (Z) given by
JN,λt (Z) := min
{
1, sup
0≤s≤t
{
eλ
√
log(N)(T−s) (N δ∆NZ,s +N3δ−1)}}
(40)
and controlling the evolution of EN0 (J
N,λ
t ).
The crucial innovation with respect to [1] is that distances in spatial
and momentum coordinates are weighted differently by a N -dependent
factor (here:
√
log(N)), exploiting the second-order nature of the dy-
namics. Moreover, the quantity JN,λt has been redefined in order to
optimize the rate of convergence.
The relevance of (39) for the proof of Theorem 4.4 is grounded in the
following observation:
Lemma 5.2. For X = (x1, ..., xN ) ∈ R6N let µN0 [X ] := 1N
N∑
i=1
δxi ∈
P(R6N ). Then we have for all p ∈ [1,∞]:
Wp(µ
N
0 [X ], µ
N
0 [Y ]) ≤
∣∣X − Y ∣∣∞. (41)
This implies, in particular, for any ξ > 0
P0
[
sup
0≤s≤t
Wp(µ
N
0 [Ψs,0(Z)], µ
N
0 [Φs,0(Z)]) ≥ ξ
]
≤ P0
[
sup
0≤s≤T
{
∆NZ,s
} ≥ ξ].
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Proof of the Lemma. Since Wp ≤ Wq for p ≤ q, it suffices to consider
the infinite Wasserstein distance defined in (29).
We then observe that π0 =
N∑
i=1
δxiδyi ∈ Π(µN0 [Z], µN0 [Y ]) with π0 −
esssup |x− y| = max
1≤i≤N
|xi − yi| = |X − Y |∞.
In total, we will split our approximation result for the Vlasov-Poisson
equation into
Wp(µ
N
t [Z], ft) ≤Wp(µN0 [Ψt,0(Z)], µN0 [Φt,0(Z)]) (42)
+Wp(µ
N
0 [Φt,0(Z)], f
N
t ) (43)
+Wp(f
N
t , ft). (44)
The first term (42) is the interesting one, concerning the difference
between microscopic time-evolution and mean field time-evolution. It
will be controlled in terms of E0(J
N,λ
t ) and shown to converge in prob-
ability faster than any inverse power of N .
The second termWp(µ
N
0 [Φt,0(Z)], ft) = Wp(ϕ
N
t,0#µ
N
0 [Z], ϕ
N
t,0#f0) con-
cerns the sampling of the mean field dynamics by discrete particle tra-
jectories. We will use a recent large deviation estimate of Fournier
and Guillin [4] to determine the typical rates of convergence for the
initial distribution and then control the growth of (43) by a Gronwall
estimate.
Convergence of (44) is a purely deterministic result: solutions of the
regularized Vlasov-Poisson equation (10) approximate solutions of the
proper Vlasov-Poisson equation (1) as the width of the cut-off goes to
zero.
The central idea of our strategy is thus to first sample the (regularized)
mean field dynamics along trajectories with random initial conditions,
i.e. approximate fNt by µ
N
0 [Φt,0(Z)], and then control the difference
between mean field trajectories and the “true” microscopic trajecto-
ries in terms of the expectation EN0 (J
N,λ
t ). This approach has several
important virtues:
1. The method is designed for stochastic initial conditions, thus al-
lowing for law-of-large number estimates that turn out to be very
powerful. (Note that the particles evolving with the mean field
flow remain statistically independent at all times.)
2. The metric |NΨt,0(Z)−NΦt,0(Z)|∞ is much stronger than usual
weak distances between probability measures, thus allowing for
better stability estimates.
3. Since ddtJ
N,λ
t (Z) ≤ 0 if sup
0≤s≤t
|NΨs,0(Z)− NΦs,0(Z)|∞ ≥ N−δ we
only have to consider situations in which mean field trajectories
and microscopic trajectories are still close together.
4. Exploiting the second-order nature of the dynamics, we weigh
distances in x-space and momentum space differently, with an
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N -dependent factor
√
log(N). As we compare microscopic tra-
jectories to characteristic curves of the mean field equation, the
growth the spatial distance is trivially bounded by the difference
of the respective momenta. The idea is thus to be a little more
strict on deviations in space, so to speak, and use this to obtain
better control on fluctuations of the force.
6 Local Lipschitz bound
If all forces were Lipschitz continuous with a Lipschitz constant L inde-
pendent ofN , we could easily conclude that ddt |NΨt,0(Z)−NΦt,0(Z)|∞ ≤
(1 + L)|NΨt,0(Z) − NΦt,0(Z)|∞, from which the desired convergence
readily follows. However, the forces considered here become singular in
the limit N →∞ and hence do not satisfy a uniform Lipschitz bound.
Nevertheless, we observe that, for the mean field force kNδ ∗ ρNt , the
global Lipschitz constant ‖kN ∗ρNt ‖Lip diverges only logarithmically as
the cut-off is lifted with increasing N . Due to the pre-factor
√
log (N)
in Definition 5.1, the particular anisotropic scaling of our metric will
allow us to “trade” part of this divergence for a tighter control on spa-
tial fluctuations. This will suffice to establish the desired convergence,
using the fact that e
√
log(N) = N
1√
log(N) grows slower than N ǫ for any
ǫ > 0. (C.f. also [11] where we have implemented the same idea).
We summarize our first observation in the following Lemma.
Lemma 6.1. Let 0 < γ < 1 and assume that l : R3 → Rk satisfies
|l(q)| ≤ c ·min{N3γ , |q|−3} (45)
for some c > 0. Then there exists a constant Cl > 0 such that
‖l ∗ ρt(x)‖∞ ≤ Clmax{1,
√
log(N)} (‖ρt‖1 + ‖ρt‖∞). (46)
Proof. We estimate
‖l ∗ ρt(x)‖∞ =
∥∥∥∫ l(x− y)ρt(y) d3y∥∥∥∞
≤
∥∥∥ ∫
|x−y|<N−γ
l(x− y)ρt(y) d3y
∥∥∥
∞
+
∥∥∥ ∫
N−γ<|x−y|<1
l(x− y)ρt(y) d3y
∥∥∥
∞
+
∥∥∥ ∫
|x−y|>1
l(x− y)ρt(y) d3y
∥∥∥
∞
.
The first term is bounded by∥∥∥ ∫
|x−y|<N−γ
l(x− y)ρt(y) d3y
∥∥∥
∞
≤ ‖ρt‖∞N3γ |B(N−γ)| ≤ 4
3
π ‖ρt‖∞,
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where B(r) denotes the ball with radius r. The last term is bounded
by ∥∥∥ ∫
|x−y|>1
l(x− y)ρt(y) d3y
∥∥∥
∞
≤ c ‖ρt‖1.
Finally, the second term yields
∥∥∥ ∫
N−γ<|x−y|<1
g(x− y)ρt(y) d3y
∥∥∥
∞
≤ ‖ρt‖∞
∫
N−γ<|y|<1
c
|y|3 d
3y
≤ 4πcγ ‖ρt‖∞ log(N).
One immediate application of the Lemma is to l(q) = ∇kNδ (q), showing
that a regularized mean field force is Lipschitz continuous with a con-
stant proportional to log(N). Our aim is now to prove that for typical
initial conditions, fluctuations in the microscopic forces can be bound
in a similar fashion, as long as NΨt,0(Z) and
NΦt,0(Z) are close.
Definition 6.2. Let
lNδ (q) :=
{
54
|q|3 , if |q| ≥ 3N−δ
N3δ , else
(47)
and L : R6N → RN be defined by (L(Z))i := 1N
∑
j 6=i
lNδ (qi − qj).
Furthermore, we define Lt(Z) by (Lt(Z))i := l
N
δ ∗ ρNt (qi) =
∫
lNδ ∗q
f(t, qi, p) d
3p.
Lemma 6.3. For any ξ ∈ R3 with |ξ|∞ < 2N−δ, it holds that
|kNδ (q)− kNδ (q + ξ)|∞ ≤ lNδ (q)|ξ|∞. (48)
Proof. First note that by assumption the derivative of kN is bounded
by N3δ, so that (48) holds for |q| < 3N−δ. For |q| ≥ 3N−δ, there exists
s ∈ [0, 1] such that |kNδ (q)− kNδ (q + ξ)| ≤ |∇kNδ (q + sξ)|∞|ξ|∞, where
|∇kNδ (q + sξ)|∞ ≤ 2|q + sξ|−3. (49)
The expression on the right-hand-side takes its greatest value if ξ is
antiparallel to q and s = 1. Hence, we have
|kNδ (q)− kNδ (q + ξ)|∞ ≤ 2
∣∣q(1 − |ξ||q| )∣∣−3 |ξ|∞. (50)
Since |q| ≥ 3N−δ and |ξ| < 2N−δ, it follows that |ξ||q| < 23 . Thus, we
get |kNδ (q)− kNδ (q + ξ)|∞ ≤ 2
(
3
|q|
)3
|ξ|∞ ≤ 54|q|3 |ξ|∞.
15
7 Law of large numbers
In order to control the evolution of E0(J
N
t ), we will require as an
intermediate step that the mean field force (and its derivative) can be
approximated by the analogous expressions for the discrete measure
µN0 [Φt,0(Z)] with random Z. The key observation here is that if the
N -particle configuration evolves with the mean field flow NΦt,0, the
particles remain statistically independent for all t, thus giving rise to
a law-of-large-numbers estimate.
Definition 7.1. For any t > 0 and fixed δ < 13 , we consider the (N
and t dependent) sets At,Bt, Ct defined by
Z ∈ At ⇐⇒ |JN,λt (Z)| < 1
Z ∈ Bt ⇐⇒
∣∣KNδ (Φt,0(Z))−K(Φt,0(Z))∣∣∞ < N−1+2δ
Z ∈ Ct ⇐⇒
∣∣LNδ (Φt,0(Z))− L(Φt,0(Z))∣∣∞ < 1
where K is the mean field force (15) and L as in Definition 6.2.
We now want to show that for any t, initial conditions in Bt ∩ Ct are
typical with respect to the product measure F0 := ⊗Nf0 on R6N .
Proposition 7.2. Let ρt ∈ L1(R3) ∩ L∞(R3) with ‖ρt‖1 = 1 as
before. Let h : R3 → R and suppose that for given δ > 0 and
N ∈ N there exists c > 0 and an exponent 2 ≤ α ≤ 3 such that
|h(x)| ≤ c ·min{Nαδ, |q|−α}, ∀q ∈ R3. Assume furthermore that
δ < min
{1− 2β
2α− 3 ,
1− β
α
}
. (51)
Then there exists for all γ > 0 a constant Cκ > 0 such that
Pt
[
sup
1≤i≤N
∣∣∣ 1
N
N∑
j 6=i
h(qi − qj)− h ∗ ρt(qi)
∣∣∣ ≥ N−β] ≤ Cκ
Nκ
. (52)
Proof. Let
Di :=
{
Z ∈ R6 :
∣∣∣ 1
N
N∑
j 6=i
h(qi − qj)− h ∗ ρt(qi)
∣∣∣ ≥ N−β} (53)
and D :=
N⋃
i=1
Di. Then P(D) ≤
N∑
i=1
P(Di) = NP(D1).
By Markov’s inequality, we have for every M ∈ N:
Pt(D1) ≤Et
[
N2Mβ
∣∣∣ 1
N
N∑
j=1
h(q1 − qj)− h ∗ ρt(q1)
∣∣∣2M]
=
1
N2M(1−β)
E
[( N∑
j=1
(
h(q1 − qj)− h ∗ ρt(qi)
))2M]
.
(54)
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LetM := {k ∈ NN0 | |k| = 2M} the set of multiindices k = (k1, ..., kN )
with
N∑
j=1
kj = 2M . Let
Gk :=
N∏
j=1
(
h(qj − q1)− h ∗ ρt(q1)
)kj
. (55)
Then:
Et
[( N∑
j=1
(
h(q1 − qj)− h ∗ ρt(q1)
))2M]
=
∑
k∈M
(
2M
k
)
Et(G
k). (56)
Now we note that Et(G
k) = 0 whenever there exists a 1 ≤ j ≤ N such
that kj = 1. This can be seen by integrating the j’th variable first.
For the remaining terms, we have for any 1 ≤ m ≤M :∫
|h(q1 − qj)|mft(qj , pj) d3pj d3pj =
∫
|h|m(q1 − qj)ρt(qj) d3qj .
Now for 2 ≤ α < 3 and m = 1 we estimate
|h ∗ ρt(q1)| ≤
∫
|h|(q1 − y)ρt(y) d3y
≤ c
∫
|y|<1
|y|−α ρt(q1 − y) d3y + c
∫
|y|≥1
|qj |−αρt(q1 − y) d3y
≤ c (4π‖ρt‖∞ + ‖ρt‖1),
while for α = 3, we find:
|h ∗ ρt(q1)| ≤
∫
|h|(q1 − y)ρt(y) d3y
≤ c
( ∫
|y|≤N−δ
+
∫
N−δ<|y|<1
+
∫
|y|≥1
)
|h(y)| ρt(q1 − y) d3y
≤ c‖ρt‖∞
∫
|y|≤N−δ
N3δ d3y + c‖ρt‖∞
∫
N−δ<|y|<1
1
|y|3 d
3y + c
∫
|y|≥1
ρt(q1 − y) d3y
≤ c
(
4π‖ρt‖∞(1
3
+ log(N δ)) + ‖ρt‖1
)
.
For m ≥ 2, we find in any case∫
|h|m(q1 − y)ρt(y) d3y =
∫
|h|m(y)ρt(q1 − y) d3y
≤
∫
|y|<N−δ
|h|m(y)ρt(q1 − y) d3y +
∫
|y|≥N−δ
|h|m(y)ρt(q1 − y) d3y
≤c‖ρt‖∞
(
4πN−3δNαδm +
∫
|y|≥N−δ
1
|y|αm d
3y
)
≤ 8πc‖ρt‖∞ N (αm−3)δ.
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Hence, setting Cα := 16πc‖ρt‖∞
(
1 + 1{α=3} log(N)
)
we can conclude
that for all m ≥ 2:∣∣h(qj − qi)− h(qi)∣∣m ≤ Cmα N (αm−3)δ. (57)
Now, for k = (k1, k2, ..., kN ) ∈ M, let #k denote the number of kj
with αkj 6= 0. Note that if #k > M , we must have kj = 1 for at least
one 1 ≤ j ≤ N , so that Et(Gk) = 0. For the other multiindices, we get
(using that the particles are statistically independent):
Et(G
k) = Et
[ N∏
j=1
(
kδ(qj − qi)− k ∗ ρt(qi)
)kj]
≤
N∏
j=1
Et
[(|h(qj − qi)|+ |h ∗ ρt(qi)|)kj]
≤
N∏
j=1
Ckjα N
(αkj−3)δ
≤C2Mα N2MαδN−3δ#k.
(58)
Finally, we observe that for any l ≥ 1, the number of multiindices
k ∈M with #k = l is bounded by∑
#k=l
1 ≤
(
N
l
)
(2M)l ≤ (2M)2MN l.
Thus:
Pt(D1) ≤ 1
N2M(1−β)
∑
k∈M
(
2M
k
)
Et(G
k)
≤ C2Mα CM
N2Mαδ
N2M(1−β)
M∑
l=1
N (1−3δ)l
≤ C2Mα MCMN2M(αδ+β−1) max{NM(1−3δ), 1}
≤ C2Mα MCMN−ǫM ,
where CM is some constant depending on M and
ǫ :=
{
1− 2β + δ(3− 2α) if 3δ < 1
2(1− β − αδ) if 3δ ≥ 1. (59)
ǫ ≥ 0 according to (51). For 2 ≤ α < 3 we conclude the proof by
noting that
Pt(D) ≤ N Pt(D1) ≤ C2Mα MCM N−(ǫM+1), (60)
and choosing M so large that (ǫM − 1) = γ. For α = 3, however,
equation (60) becomes
Pt(D) ≤ C′(M)(1 + log(N))2MN−(ǫM−1), (61)
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where C′(M) is some constant depending on M and ‖ρt‖∞. This can
be rewritten as
(1 + log(N))2MN−ǫM+1 =
(1 + log(N)
N ǫ/4
)2M
N−
ǫ
2M+1. (62)
The function g(x) = 1+log(x)
xǫ/4
, x ∈ [1,∞) is continuous with lim
x→∞
g(x) =
0. Hence, it has a maximum C < +∞. In particular, 1+log(N)
Nǫ/4
≤ C in-
dependent of N and the announced result holds for α = 3, as well.
Corollary 7.3. Let Bt, Ct as in Definition 7.1. Then we find for any
γ > 0 a constant Cκ such that
P
N
0 (Bt) ≥ 1−
Cκ
Nκ
,
P
N
0 (Ct) ≥ 1−
Cκ
Nκ
.
In other words, for any fixed t, initial conditions in Bt ∩ Ct are typical
with the measure of “bad” initial conditions decreasing faster than any
inverse power of N .
Proof. Note that
Z ∈ NΦt,0(Bt) ⇐⇒
∣∣KNδ (Z)−K(Z)∣∣∞ < N−1+2δ
⇐⇒ max
1≤i≤N
∣∣∣ 1
N
N∑
j 6=i
kNδ (qi − qj)− kNδ ∗ ρNt (qi)
∣∣∣ < N−1+2δ
and similarly
Z ∈ NΦt,0(Ct) ⇐⇒
∣∣LNδ (Z)− L(Z)∣∣∞ < 1
⇐⇒ max
1≤i≤N
∣∣∣ 1
N
N∑
j 6=i
lNδ (qi − qj)− lNδ ∗ ρNt (qi)
∣∣∣ < 1.
Applying the previous result once for kNδ with α = 2 and β = 1 − 2δ
and once for lNδ with α = 3 and β = 0, we get
P
N
t
[
max
1≤i≤N
∣∣∣ 1
N
N∑
j 6=i
kNδ (qi − qj)− kNδ ∗ ρNt (qi)
∣∣∣ ≥ N−1+2δ] ≤ Cγ
Nγ
,
(63)
P
N
t
[
max
1≤i≤N
∣∣∣ 1
N
N∑
j 6=i
lNδ (qi − qj)− lNδ ∗ ρNt (qi)
∣∣∣ ≥ 1] ≤ Cγ
Nγ
. (64)
Observing that PN0 (Bt) = PNt (Φt,0(Bt)) and PN0 (Ct) = PNt (Φt,0(Ct)),
the statement follows.
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8 Proof of Theorem 4.2
We now have everything in place to prove our first Theorem 4.2. That
is, we will prove the following statement:
Under the assumptions of Theorem 4.2, we find for all δ < 13 and T > 0
a constant C0 > 0 such that for any β > 0 there exists a constant C > 0
such that for N ≥ e(C0T+11−3δ )2
P0
[
sup
0≤s≤T
{
∆NZ,s
} ≥ N−δ] ≤ T C
Nβ
. (65)
In order to control the evolution of sup
0≤s≤t
{
∆NZ,s
}
, respectively JN,λt (Z)
defined in (40), we will need the following Lemma.
Lemma 8.1. For a function g : R→ R, we denote by
∂+t g(t) := lim
∆N tց0
g(t+∆N t)− g(t)
∆N t
(66)
the right-derivative of f with respect to t. Let g ∈ C1(R) and h(t) :=
sup
0≤s≤t
g(s). Then ∂+t h(t) exists and ∂
+
t h(t) ≤ max{0, g′(t)} for all t.
Proof. We have to distinguish 3 cases.
1) If g′(t) ≤ 0, there exists ∆N t > 0 such that g(s) ≤ g(t), ∀s ∈
[t, t+∆N t). Thus for all t′ ∈ [t, t+∆N t) we have h(t′) := sup
0≤s≤t′
g(s) =
sup
0≤s≤t
g(s) = h(t) and ∂+t h(t) = 0.
2) If g(t) < h(t), there exists ∆N t > 0 such that g(s) ≤ h(t)∀s ∈
(t−∆N t, t+∆N t). This means that h is constant on (t−∆N t, t+∆N t)
so that, in particular, ∂+t h(t) = 0.
3) If g(t) = h(t) and g′(t) > 0, there exists ∆N t > 0 such that g is
monotonously increasing on (t−∆N t, t+∆N t). Hence, we have h(t′) =
sup
0≤s≤t′
g(s) = g(t′) for all t′ ∈ [t+∆N t) and thus ∂+t h(t) = g′(t).
Proof of Theorem 4.2. Recall from Definition 5.1
∆NZ,t =
√
log(N)|NΨ1t,0(Z)− NΦ1t,0(Z)|∞
+|NΨ2t,0(Z)− NΦ2t,0(Z)|∞.
As announced, we introduce for any λ > 0 and N ∈ N the process
JN,λt (Z) := min
{
1, sup
0≤s≤t
{
eλ
√
log(N)(T−s) (N δ∆NZ,s +N3δ−1)}} .
We consider the expectation E0(J
N,λ
t ) which we split as follows:
E0(J
N,λ
t ) = E0(J
N,λ
t | Act)+E0(JN,λt | At\Bt∩Ct)+E0(JN,λt | At∩Bt∩Ct).
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Here, At,Bt, Ct are the sets defined in Definition 7.1 and JN,λt | At
denotes the restriction of JN,λt to the set At ⊂ R6N etc.
1) On Act , we have ddtJN,λt (Z) = 0, since JN,λt (Z) is already maximal
and thus also
d
dt
Et(J
N,λ
t | Act) = 0. (67)
2) For Z ∈ At, we have to consider ∂+t JN,λt (Z) ≤ max
{
0, IN,λt (Z)
}
with
IN,λt (Z) :=
d
dt
(
eλ
√
log(N)(T−t) (N δ∆NZ,t +N3δ−1))
=− λ
√
log(N)eλ
√
log(N)(T−t) (N δ∆NZ,t +N3δ−1)
+ eλ
√
log(N)(T−t)N δ∂t∆NZ,t.
(68)
We split ∂t∆
N
Z,t into
∂t|NΨ1t,0(Z)− NΦ1t,0(Z)|∞ ≤ |∂t(NΨ1t,0(Z)− NΦ1t,0(Z))|∞
≤ |NΨ2t,0(Z)− NΦ2t,0(Z)|∞ ≤ sup
0≤s≤t
|NΨ2s,0(Z)− NΦ2s,0(Z)|∞ (69)
and
∂t|NΨ2t,0(Z)− NΦ2t,0(Z)|∞ ≤ |∂t(NΨ2t,0(Z)− NΦ2t,0(Z))|∞
≤ |KNδ (Ψ1t,0(Z))−Kt(Φ1t,0(Z))|∞.
(70)
We begin by controlling the contribution of “bad” initial conditions not
contained in Bt and Ct. Since |kNδ | ≤ N2δ, the total force acting on
each particle (with the 1/N -scaling) is also bounded as |KNδ (Z)|∞ ≤
N2δ. The mean field force K is of order 1, according to Lemma 3.4
and N δ|NΨ2t,0(Z) − NΦ2t,0(Z)|∞ ≤ 1 since Z ∈ At. In total, we thus
have sup{|∂+t JN,λt (Z)| : Z ∈ At} ≤ Ceλ
√
log(N)TN3δ for some C > 0.
According to Prop. 7.2, the probability for Z /∈ Bt∩Ct decreases faster
than any power of N . Hence, we can find for any κ > 0 a constant Cκ
(which may differ from the Cκ in Proposition 7.2), such that
∂+t E0(J
N,λ
t | At \ (Bt ∩ Ct))
≤ sup{|∂+t JN,λt (Z)| : Z ∈ At}P0
[
(At ∩ Bt)c
]
≤ eλ
√
log(N)T Cκ
Nκ
.
(71)
3) It remains to control the change of JN,λt for the typical initial con-
ditions Z ∈ At ∩ Bt ∩ Ct. To this end, we consider:
|KNδ (Ψ1t,0(Z))−Kt(Φ1t,0(Z))|∞
≤ |KNδ (Ψ1t,0(Z))−KNδ (Φ1t,0(Z))|∞ (72)
+ |KNδ (Φ1t,0(Z))−Kt(Φ1t,0(Z))|∞. (73)
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Since Z ∈ Bt, it follows that
|KNδ (Φ1t,0(Z))−Kt(Φ1t,0(Z))|∞ < N2δ−1. (74)
For (72), we use the triangle to get for any 1 ≤ i ≤ N :∣∣∣(KNδ (Ψ1t,0(Z))−K(Φ1t,0(Z)))i∣∣∣∞ ≤ ∣∣∣
N∑
j=1
kNδ (Ψ
1
i −Ψ1j)− kNδ (Φ1i − Φ1j)
∣∣∣
∞
≤
N∑
j=1
∣∣kNδ (Ψ1i −Ψ1j)− kNδ (Φ1i − Φ1j)∣∣∞.
Since Z ∈ At, i.e. JN,λt (Z) < 1, we have in particular for N > 3 i.e.
log(N) > 1, sup
0≤s≤t
|NΨ1s,0(Z) − NΦ1s,0(Z)|∞ < N−δ. Therefore we can
use Lemma 6.3 to get the bound∣∣kNδ (Ψ1i −Ψ1j)− kNδ (Φ1i − Φ1j)∣∣∞ ≤ lNδ (Φ1i − Φ1j)|(Ψ1i −Ψ1j)− (Φ1i − Φ1j)|∞
≤ 2 lNδ (Φ1i − Φ1j )|Ψ1t,0 − Φ1t,0|∞.
Since Z ∈ Ct, it follows with Lemma 6.1 that
N∑
j=1
lNδ (Φ
1
i − Φ1j) =
(
LNδ (Φt,0(Z)
)
i
≤ ‖lNδ ∗ ρNt (q)‖∞ + 1 ≤ 2Cl log(N)(1 + ‖ρNt ‖∞).
Hence, setting C0 := 2ClCρ, where Cρ is the uniform bound on the
charge densities from (22), we have
d
dt
|Ψ2t (Z)− Φ2t,0(Z)|∞ ≤ C0 log(N)
∣∣Ψ1t,0(Z)− Φ1t,0(Z)∣∣∞ +N2δ−1
(75)
for Z ∈ At ∩ Bt ∩ Ct. Together with (69), this yields:
∂+t ∆
N
Z,t
∣∣∣
At∩Bt∩Ct
≤
√
log(N)
d
dt
|Ψ1t,0(Z)− Φ1t,0(Z)|∞ +
d
dt
|Ψ2t,0(Z)− Φ2t,0(Z)|∞
≤
√
log(N)|Ψ2t,0(Z)− Φ2t,0(Z)|∞
+
[
C0 log(N)|Ψ1t,0(Z)− Φ1t,0(Z)|∞ +N2δ−1
]
≤ C0
√
logN∆NZ,t +N
2δ−1.
Plugging this into equation (68) and using that Cl > 4π we have found
∂+t J
N,λ
t (Z) ≤ max{0, IN,λt (Z)} with
IN,λt (Z) ≤ −λ
√
log(N)eλ
√
log(N)(T−t) (N δ∆NZ,t +N3δ−1)
+ eλ
√
log(N)(T−t)N δ
(
C0
√
logN∆NZ,t +N
2δ−1
)
=
√
log(N)N δeλ
√
log(N)(T−t)[
(C0 − λ)∆NZ,t +
(
1√
log(N)
− λ
)
N2δ−1
]
.
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Choosing λ = C0 gives that this is negative. Hence, we have
∂+t E0(J
N,λ
t | At ∩ Bt ∩ Ct) = 0. (76)
Together with (67) and (71) we have found:
∂+t E0(J
N,λ
t ) ≤ eλ
√
log(N)T Cκ
Nκ
and thus
E0(J
N,λ
t )− E0(JN,λ0 ) = E0
(
JN,λt − JN,λ0
) ≤ Teλ√log(N)T Cκ
Nκ
, (77)
uniform in t ∈ [0, T ]. Observing that ∆NZ,0 = 0, we have JN,λ0 (Z) ≡
eλ
√
log(N)TN3δ−1. Now we shall demand
N ≥ N0 := e(
λT+1
1−3δ )
2 ⇒ eλ
√
log(N)TN3δ−1 ≤ 1
2
. (78)
(Here we exploited the fact that e
√
log(N) grows slower than any power
of N). The random variable JN,λt − JN,λ0 = JN,λt − eλ
√
log(N)TN3δ−1
is then certainly non-negative and it follows from (77) that:
P0
[
JN,λT (Z)− JN,λ0 (Z) ≥
1
2
]
≤ 2Teλ
√
log(N)T Cκ
Nγ
.
However, if JN,λT (Z) − JN,λ0 (Z) < 12 , we have together with (78) that
JN,λT (Z) < 1. And in this case, we can conclude from
JN,λT (Z)− JN,λ0 (Z)
= sup
0≤s≤T
{
eλ
√
log(N)(T−s) (N δ∆NZ,s +N3δ−1)}− eλ√log(N)TN3δ−1
≥ N δ sup
0≤s≤T
∆NZ,s −
1
2
the bound
P0
[
sup
0≤s≤T
{
∆NZ,s
} ≥ N−δ] ≤ P0[JN,λT (Z)− JN,λ0 (Z) ≥ 12]
≤ 2Teλ
√
log(N)T Cκ
Nκ
≤ 2TCκ
Nκ−1+3δ
.
For any given β > 0, we can choose κ := β + 1− 3δ so that the result
takes the form
P0
[
sup
0≤s≤T
{
∆NZ,s
} ≥ N−δ] ≤ TC
Nβ
, (79)
with C = 2Cκ, as announced.
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9 Controlling the mean field dynamics
The previous theorem contains our main approximation result for the
mean field dynamics. As explained in Section 5, two more steps remain
in order to complete the proof of Theorem 4.4. First, we have to show
that the solutions fNt of the regularized Vlasov-Poisson equation (10)
converge to a solution of the proper Vlasov-Poisson equation as the cut-
off is lifted withN →∞. Second we have to prove the approximation of
the continuous Vlasov-density by the discretized version µN0 [Φt,0(Z)].
The proof of fNt ⇀ ft follows the method of Loeper [13].
Proposition 9.1. Let f0 satisfy the assumptions of Theorem 4.4. Let
fNt and ft be the solution of the regularized, respectively the unregular-
ized Vlasov-Poisson equation with initial datum f0. Then we have for
p ∈ [1,∞] and N > 3:
Wp(f
N
t , ft) ≤ N−δ et2C0
√
logN , (80)
where C0 depends on supt,N{‖ρNt ‖∞, ‖ρft ‖∞}.
Proof. Let ρNt := ρ[f
N
t ] and ρ
f
t := ρ[ft] denote the charge density
induced by fNt and ft, respectively. Let ϕ
N
t = (Q
N
t , P
N
t ) be the char-
acteristic flow of fNt . For the (unregularized) Vlasov-Poisson equation,
the corresponding vector-field is not Lipschitz. However, as we assume
the existence of a solution ft with bounded density ρt, the mean field
force k ∗ ρt does satisfy a Log-Lip bound of the form |k ∗ ρt(x) − k ∗
ρt(y)| ≤ C|x−y|(1+log−(|x−y|)), where log−(x) = max{0,− log(x)}.
This is sufficient to ensure the existence of a characteristic flow ψft,s =
(Qft,s, P
f
t,s) such that ft = ψ
f
t,s#fs.
Since Wp ≤ Wq for p ≤ q, it suffices to prove the statement for the
infinite Wasserstein distance W∞. We consider π0(x, y) := f0(x)δ(x −
y) ∈ Π(f0, f0), which is the optimal coupling yieldingW∞(fNt , ft)|t=0=
W∞(f0, f0) = 0. Let πt = (ϕNt,0, ψ
f
t,0)#π0. Then πt ∈ Π(fNt , ft)∀t ∈
[0, T ) and we can consider
D(t) : = πt−esssup
{√
log(N)|x1 − y1|+ |x2 − y2|}
= π0−esssup
{√
log(N)|QNt,0(x)−Qft,0(y)|+ |PNt,0(x) − P ft,0(y)|
}
= f0−esssup
{√
log(N)|QNt,0(x) −Qft,0(x)| + |PNt,0(x) − P ft,0(x)|
}
,
which is an upper bound on W∞(fNt , ft) for N > 3. We compute:
∂+t D(t) ≤ f0−esssup
{√
logN |PNt (x) − P ft (x)|
+
∣∣kNδ ∗ ρNt (QNt (x))− k ∗ ρft (Qft (x))∣∣}
≤
√
log(N)D(t)
+f0−esssup
∣∣kNδ ∗ ρNt (QNt (x)) − k ∗ ρft (Qft (x))∣∣.
(81)
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Now note that
k ∗ ρft (Qft (x)) =
∫
R3
k(Qft (x)− q) dρft (q) =
∫
R3×R3
k(Qft (x) − q) dft(q, p)
=
∫
R3×R3
k(Qft (x)−Qft (z))df0(z)
and analogously for kNδ ∗ ρNt (QNt (x)). Hence, we can write the inter-
action term as∣∣kNδ ∗ ρNt (QNt (x)) − k ∗ ρft (Qft (x))∣∣
=
∣∣∣∫
R3×R3
[
kNδ (Q
N
t (x)−QNt (z))− k(Qft (x) −Qft (z))
]
df0(z)
∣∣∣
≤
∫
R3×R3
∣∣kNδ (QNt (x)−QNt (z))− kNδ (Qft (x) −Qft (z))∣∣df0(z) (82)
+
∫
R3×R3
∣∣kNδ (Qft (x)−Qft (z))− k(Qft (y)−Qft (z))∣∣df0(z) (83)
The second term (83) can be bounded as∫ ∣∣kNδ (Qft (y)−Qft (z))− k(Qft (y)−Qft (z))∣∣df0(z)
=
∫ ∣∣kNδ (Qft (y)− q)− k(Qft (y)− q)∣∣ρft (q)dq
≤ ‖kNδ − k‖1‖ρft ‖∞ ≤ 4πN−δ‖ρft ‖∞, (84)
where we used the fact that k and kNδ differ only on a set of radius
N−δ, so that ‖kNδ − k‖1 ≤ ‖k
∣∣
|q|≤N−δ‖1 = 4πN−δ. The term (82) can
be bounded by first using the mean-value theorem as∣∣kNδ (QNt (x) −QNt (z))− kNδ (Qft (y)−Qft (z))∣∣
≤
(
|∇kNδ (QNt (x)−QNt (z))|+
∣∣∇kNδ (Qft (x) −Qft (z))∣∣)
·
(∣∣QNt (x) −Qft (x)∣∣ + ∣∣QNt (z)−Qft (z)∣∣).
Taking the integral with respect to df0(z), we estimate
∣∣QNt (z)−Qft (z)∣∣
by the esssup and ‖∇kNδ ‖1 with Lemma 6.1. This yields:
(82) ≤ C0 log(N)
(∣∣QNt (x)−Qft (x)∣∣ + f0−esssup ∣∣QNt (z)−Qft (z)∣∣).
with C0 := 2ClCρ as before and Cρ the uniform bound on the charge
density from (22). Taking also the f0−esssup over the x-variable, we
get the bound
2C0 log(N) f0−esssup
∣∣QNt (z)−Qft (z)∣∣
≤ 2C0
√
log(N)D(t).
Putting everything together, we have found
∂+t D(t) ≤ 2C0
√
log(N)D(t) + 4π‖ρt‖∞N−δ.
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Using Gronwall’s lemma and the fact that D(0) = 0, we get
W∞(fNt , ft) ≤ D(t) ≤ et2C0
√
log(N)N−δ,
from which the desired proposition follows.
A standard Gronwall argument yields the following result.
Proposition 9.2. Let ϕNt = (Q(t, ·), P (t, ·)) the characteristic flow
of fNt defined by (12) and
NΦt,s the lift to the N -particle phase-space
defined in (14). Then we have for all p ∈ [1,∞) and N > 3:
Wp(µ
N
0 [Φt,0(Z)], f
N
t ) ≤
√
logN Wp(µ
N
0 [Z], f0) e
tC0
√
logN . (85)
Proof. For Z ∈ R6N let π0(x, y) ∈ Π(µN0 , f0) and define πt = (ϕNt , ϕNt )#π0 ∈
Π(µN0 [Φt,0(Z)], f
N
t ). Note that both measures are now transported
with the same flow. Set
Dp(t) :=
[ ∫
R6×R6
(√
logN |x1 − y1|+ |x2 − y2|
)p
dπt(x, y)
]1/p
=
[ ∫
R6×R6
(√
logN |Qt(x)−Qt(y)|+ |Pt(x) − Pt(y)|
)p
dπ0(x, y)
]1/p
.
We compute:
d
dt
Dpp(t) = p
∫
dπ0(x, y)
(√
logN |Qt(x)−Qt(y)|+ |Pt(x) − Pt(y)|
)p−1
(√
logN |Pt(x) − Pt(y)|+
∣∣kNδ ∗ ρNt (Qt(x)) − kNδ ∗ ρNt (Qt(y))∣∣)
Using again the Lipschitz bound∣∣kNδ ∗ ρNt (Qt(x)) − kNδ ∗ ρNt (Qt(y))∣∣ ≤ C0 log(N)∣∣Qt(x)−Qt(y)∣∣
for N > 3, i.e. log(N) > 1, we arrive at the estimate
D(t) ≤ D(0) + C0
√
logN
∫
D(s) ds (86)
Hence by Gronwall’s inequality:
Wp(µ
N
0 [Φt,0(Z)], f
N
t ) = Wp(ϕ
N
t #µ
N
0 , ϕ
N
t #ft) ≤ D(t) ≤ D(0)etC0
√
logN .
Taking on the right-hand side the infimum over all π0(x, y) ∈ Π(µN0 , f0),
Wp(µ
N
0 [Φt,0(Z)], f
N
t ) ≤
√
logN Wp(µ
N
0 , f0) e
tC0
√
logN .
In view of (85), it remains to establish an upper bound on the typ-
ical rate of convergence for Wp(µ
N
0 [Z], f0) → 0. (Note that, other
than that, the result of Proposition 9.2 is actually deterministic.) For-
tunately, we can rely for this purpose on recent, partcularly strong
concentration estimates obtained by Fournier and Guillin, 2014 [4].
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Theorem 9.3 (Fournier and Guillin). Let f be a probability measure
on Rn such that ∃k > 2p:
Mk(f) :=
∫
Rn
|z|kdf(z) < +∞.
Let (Zi)i=1,...,N be a sample of independent variables, distributed ac-
cording to the law f and consider µN0 [Z] :=
N∑
i=1
δZi . Then, for any
ǫ > 0 there exist constants c, C depending only on k,Mk(f) and ǫ such
that for all N ≥ 1 and ξ > 0:
P0
[
W pp (µ
N , f) > ξ
]
≤ CN(Nξ)− k−ǫp + C1ξ≤1 a(N, ξ),
with
a(N, ξ) :=

exp(−cNξ2) if p > n/2
exp(−cN( ξln(2+1/ξ) )2) if p = n/2
exp(−cNξn/p) if p ∈ [1, n/2).
(87)
With these large deviation estimates, we get the following.
Corollary 9.4. Let p ∈ [1,∞), γ < min{δ, 16 , 12p} and N > 3. Then
there exists constants c, C > 0 such that
P0
[
∃t ∈ [0, T ] : Wp(µN0 [Φt,0(Z)], ft) > (1 +
√
log(N))N−γet2C0
√
logN
]
≤ C(e−cN1−(6∨2p)γ +N1− k2p )
(88)
where we use the notation 6 ∨ 2p := max{6, 2p}.
Proof. By assumption in Theorem 4.4, there exists k > 2p such that
Mk(f0) < +∞. Applying Theorem 9.3 with ξ = N−pγ , ǫ = k(1−2pγ)2(1−pγ)
and the finite-moment condition (1), we get constants C, c > 0 such
that
P0
[
Wp(µ
N
0 [Z], f0) > N
−γ
]
≤ C(e−cN1−(6∨2p)γ +N1− k2p ).
Thus, with Proposition 9.2, we conclude
P0
[
∃t ∈ [0, T ] : Wp(µN0 [Φt,0(Z)], fNt ) >
√
log(N)N−γetC0
√
logN
]
≤ C(e−cN1−(6∨2p)γ +N1− k2p ).
Adding the bound Wp(f
N
t , ft) ≤ N−δet2C0
√
logN from Proposition 9.1,
the statement follows.
Now we have everything in place to complete the proof of Theorem 4.4.
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Proof of Theorem 4.4. Let p ∈ [1,∞), γ < 16 and N > 3. We split
the approximation into
Wp(µ
N
t [Z], ft) ≤Wp(µN0 [Ψt,0(Z)], µN0 [Φt,0(Z)])
+Wp(µ
N
0 [Φt,0(Z)], ft).
From Corollary 9.4 we get constants c, C1 > 0 such that
P0
[
∃t ∈ [0, T ] : Wp(µN0 [Φt,0(Z)], ft) > (1 +
√
logN)N−γ et2C0
√
log(N)
]
≤ C1
(
e−cN
1−(6∨2p)γ
+N1−
k
2p
)
.
In Theorem 4.2, we choose β = k2p − 1 and get a constant C′ so that,
together with Lemma 5.2,
P0
[
∃t ∈ [0, T ] : Wp(µN0 [Ψt,0(Z)], µN0 [Φt,0(Z)]) ≥ N−δ
]
≤ TC′N1− k2p
(89)
for any N ≥ e(C0T+11−3δ )2 . Putting both estimates together and choosing
γ < min{ 16 , δ}, we have found that
P0
[
∃t ∈ [0, T ] : Wp(µNt [Z], ft) >
N−δ + (1 +
√
logN)N−γ et2C0
√
log(N)
]
≤C1e−cN
1−(6∨2p)γ
+ C2TN
1− k2p ,
(90)
with C2 := C1 + C
′. We can simplify this result by noting that
eλ
√
log(N) ≤ N1−3δ for N ≥ e( λ1−3δ )2 . We shall thus demand N ≥
N1 := e
(
2(C0T+1)
1−3δ )
2
which yieldsN1−3δ ≥ max{e, 2(1+√logN) e2C0T
√
log(N)}
and conclude that
P0
[
∃t ∈ [0, T ] : Wp(µNt [Z], ft) > N−γ+1−3δ
]
≤ C1e−cN
1−(6∨2p)γ
+ C2T N
1− k2p .
(91)
10 Weaker singularities, open questions
While the present paper focuses on the Vlasov-Poisson equation, the
method presented here can also be applied to interactions with milder
singularities, see [1]. For better comparison with other approaches, in
particular the reference paper of Hauray and Jabin, 2013, [6], we shall
state here the corresponding results without further proof. General-
ization to higher dimensions would be straight-forward, as well.
We use the characterization of force kernels introduced in Def. 2.1.
Theorem 10.1. Let α < 2. Let k satisfy a Sα condition and kNδ
satisfy a Sαδ condition with the additional assumption (9) and
δ <
1
1 + α
. (92)
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Assume (for simplicity) that f0 ∈ L1 ∩ L∞(R3 × R3,R+), normalized
to
∫
f0 = 1, has compact support and let f be the unique solution of
the Vlasov equation with force kernel k. For Z ∈ R6N , let µNt [Z] the
unique weak solution of the (regularized) Vlasov equation with force kNδ
and initial data µN0 [Z]. Then we have molecular chaos in the following
sense: For any β > 0, γ ≤ min{ 16 , δ} and T > 0 there exists constant
C1, C2 such that
P0
[∃t ∈ [0, T ] : W1(µNt [Z], ft) > N−γ] ≤ C1e−cN1−6γ + TC2N−β.
(93)
This can be compared to the results in [6], where a statement similar
to (93) is derived for the case 1 ≤ α < 2 with a cut-off of order
δ <
1
6
min
{ 1
α− 1 ,
5
α
}
. (94)
For α ∈ [1, 2), the upper bound on δ given by (94) ranges between 56
and 16 , while our upper bound from (92) ranges between
1
2 and
1
3 . In
particular, it is interesting to note that the cut-off required in [6] is
smaller than ours for α < 75 but larger for
7
5 < α < 2. This suggests
that the probabilistic estimates presented here fare better for strong
singularities – in the sense of admitting a significantly smaller cut-off
– while the method proposed in [6] provides better controls for mild
singularities.
Most notably, Hauray and Jabin are able to treat the case 0 < α < 1
with no cut-off at all by providing an explicit control on the minimal
particle distance (in (p, q)-space, strictly speaking, while integrating
the forces over small time-intervals). As it stands, our method re-
quires in any case a regularization of the microscopic dynamics. Since
it proves very effective in this setting, it would be interesting to inves-
tigate if it can be extended – or possibly combined with the approach
of [6] – to further reduce the cut-off or, ideally, dispense with it alto-
gether for sufficiently mild singularities.
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