We investigate the long-time behavior of solutions to the classical mean-field model for coarsening by Lifshitz-Slyozov and Wagner (LSW). In the original work [8, 14] convergence of solutions to a uniquely determined self-similar solution was predicted. However, it is by now well known [5, 9, 11] that the long-time behavior of solutions depends sensitively on the initial data. In [9, 11] a necessary criterion for convergence to any self-similar solution which behaves like a finite power at the end of its (compact) support is given. It says that the data have to be regularly varying at the end of their support with the same power. This criterion is also shown to be sufficient if the power is sufficiently small and for data which are close to self-similar.
Introduction
The classical mean-field model by Lifshitz, Slyozov and Wagner (LSW) describes coarsening of a dilute dispersion of droplets in a conservative first order phase transition [8, 14] . The model is based on the assumption that particles interact by diffusional mass exchange with a common mean-field θ(t). This ansatz leads to the evolution law
for the volume v = v(t) for a particle. Since nucleation of particles is negligible in the late stage of a phase transformation and collisions of particles can be neglected in the dilute regime, equation (1.1) implies that the particle size distribution f = f (v, t) satisfies
where the mean-field θ is determined by the constraint that the volume fraction of particles is conserved. Together with (1.2) this is equivalent to In their classical theory LSW argued that for large times the size distribution behaves self-similar and that the self-similar limit is unique, smooth and has compact support. However, equations (1.2), (1.3) have in addition a whole one-parameter family of self-similar solutions, all with compact support. Those are not smooth at the end of their support but behave like a polynomial with finite power and the arguments of LSW suggest that they are unstable. Numerical simulations [5] and a rigorous mathematical analysis [9] however reveal that on the contrary the long-time behavior of solutions to (1.2), (1.3) in self-similar variables depends very sensitively on the initial data (see also [11, 2] for a related equation and [1] for a simplified LSW model). The main result in [9] gives a necessary criterion for convergence towards any of the non-smooth self-similar solutions. The condition states that the data must be regularly varying at the end of their support with the corresponding power. The conjecture in [9] is that this condition is also sufficient for convergence to any non-smooth self-similar solution. A proof is given for sufficiently small powers and data which are close in a suitable sense to the self-similar solution.
In the present paper we improve the results of [9] in several directions. First we establish in Section 3 the local stability result for all self-similar solutions with finite power. A major new contribution, however, is a global stability result for self-similar solutions with not too large power. We show in Section 4 that any solution converges to the self-similar solution if the data are regularly varying with the same power at the end of their support. No further assumption on the data are needed for this result.
In Section 5 we also derive upper and lower bounds for the coarsening rates of a solution, even if the data are not regularly varying at the end of their support. Only recently, mathematically rigorous results on the growth rates within several coarsening systems have become available starting with the work [6] where time averaged upper bounds for coarsening within the Cahn-Hilliard theory have been derived from an energy-dissipation relation. Following the ideas of [6] similar results have been obtained for other coarsening systems [7, 3, 4] , however all of them give only time-averaged upper bounds. In general, lower bounds for coarsening rates can also not be expected, since there are initial data for which coarsening is much slower than the expected power law. To our knowledge, there is presently no work which quantitatively characterizes for some coarsening system initial data for which the upper bound is sharp.
Our approach in this paper is different from the one in [6] . We consider one of the simplest coarsening model, the mean-field theory, and derive pointwise upper and lower bounds for the coarsening rates. This naturally requires to make some assumptions on the initial data, since in general the result cannot be expected, e.g. if the initial data consist of a finite set of of Dirac measures for which coarsening stops after a finite time. Our result presents only a first step in the derivation of bounds for coarsening rates. We still need to require that the variation of the initial data at the end of the support is bounded and that this bound is sufficiently small. Besides being able to relax the latter condition it would finally be desirable to use these bounds to obtain results for the transient dynamics of a large but discrete system.
Finally we remark that in [9] no necessary (and possibly sufficient) criterion for convergence towards the smooth self-similar solution is given. In a second paper [13] we establish such a criterion with methods similar to those developed in the present paper and show local stability. It turns out that the criterion is much less stringent than the condition of regular variation.
Self-similar solutions
We denote in the following by ϕ = ϕ(v, t) the fraction of existing particle with volume larger than v, i.e. ϕ(v, t) = ∞ v + f (y, t) dy. Notice that with this definition ϕ(·, t) is right-continuous for all t. Then, equations (1.2), (1.3) read
2) whereφ(t) is the fraction of existing particles at time t, that is
In equation (2.2) and in the following we use the abbreviation dv to denote the integral ∞ 0 + dv, that is we do not include the 'dead' particles at v = 0. As pointed out before, the mean-field θ(t) is just such that the volume fraction of particles is preserved by the evolution (2.1)-(2.2), that is
where the initial data are given correspondingly by
Here, f 0 is a measure with compact support [0,v(0)], such that ϕ 0 is a left-continuous decreasing function with the same support. It has been established in [10] that for given ϕ 0 there exists a unique solution of (2.1), (2.2) (in the sense of distributions) which is continuous in time with values in the set of decreasing positive functions. The corresponding mean field θ is locally bounded. We also refer to [12] for a corresponding well-posedness theory for data with finite first moment.
Notice that when the data have compact support, then ϕ(·, t) has also compact support for all t > 0 and we denote bȳ
the end of the support at time t. Sincev(t) 1/3 θ(t) ≥ 1, we find ∂ tv (t) ≥ 0 for all t and equality only holds if there are only particles of one size present, i.e. if ϕ(v, t) is the multiple of the characteristic function of (0,v(t)).
The long-time behavior (not yet in a self-similar time scale) of solutions to (2.1), (2.2) has been characterized in [9] . Here one has to distinguish two cases. The first is that there is a positive fraction of particles which have volumev(0). In other words, f 0 carries a Dirac mass at the end of the support, or, equivalently ϕ 0 is discontinuous at the end of the support. In this case the solution converges to a Dirac mass and no self-similar behavior occurs.
Since we are interested in self-similar long-time behavior we assume from now on that lim v→v 0 ,v<v 0 ϕ 0 (v) = 0. Then the result in [9] gives thatv(t) → ∞ as t → ∞ and lim t→∞φ (t) = 0. Now we can introduce the following self-similar variables. We define
and introduce κ(τ ) via
Notice, that κ(τ ) > 0 for all τ , since ∂ tv (t) > 0 for all t. Furthermore, since φ 0 is continuous at the end of its support, it also follows lim u→1 F (u, 0) = 0 and, since the evolution preserves this property, we have
for all τ > 0. With this change of variables we find 10) where κ(τ ) is such that
Self-similar solutions of the original problem are given by stationary solutions of (2.10) and those are
. , (2.12) where κ * is constant and C is a normalization constant. Taylor's expansion yields for y → 1, y < 1 that
and we see that F κ * is positive and vanishes at u = 1 only if κ * ≥ 2. Furthermore, we obtain for u → 1 that
whereas
In order to study the large-time behavior of solutions to (2.10) it will be convenient to introduce for fixed κ * ≥ 2 a new variable z via
Using (2.13) we find for u → 1 that
(2.17)
Furthermore we introduce
and G(z, τ ) := F (u, τ ) such that
where
In view of (2.9) it also follows that
We include a brief discussion of the function H. We find
and since
With (2.13) and (2.17) we find for u → 1 (resp. z → ∞) that
and
whereas for u → 0 we have
The advantage of the new variable z given by (2.16) is that now selfsimilar solutions can be written in a particularly simple way, namely as G κ * (z) = Ce −z . In the following we normalize the volume fraction of particles (cf. (2.20)) such that
Then the corresponding self-similar solution for given κ * ≥ 2 is
Notice that C * is decreasing as κ * in increasing due to (2.16). The major difference between the cases κ * > 2 and κ * = 2 is the behavior of the function H(z) as z → ∞. If κ * > 2, then H is bounded, whereas if κ * = 2 it grows linearly.
Local stability
In this section we establish for initial data which are close to a self-similar solution and which are regularly varying at the end of their support that the corresponding solution converges toward the self-similar profile.
Asymptotically slowly varying functions
We say that a function S ∈ L ∞ (I) is asymptotically slowly varying at infinity, if
In order to define perturbations of stationary solutions which are small in an appropriate sense we introduce the following measure of the degree of oscillations of a function S ∈ L ∞ (I), where I is any interval in R + . We define the flatness modulus of S as
It is easily established that S is asymptotically slowly varying at infinity if and only if lim
Notice that our definitions coincide with the ones used in [9] . The notation is slightly different since in [9] instead of S an equivalent of ln S is considered.
A necessary condition for convergence
The following result has already been proved in [9] . For the sake of completeness we present the proof, in which we will also introduce notation and estimates needed in subsequent proofs.
Theorem 3.1. We consider a fixed but arbitrary κ * > 2. Let G(z, τ ) the solution of (2.19) with data G 0 (z).
locally uniformly on R + . Then the function S 0 (z) := G 0 (z)e z is asymptotically slowly varying as z → ∞.
Proof. We first notice that (2.2), (2.7), (2.8) and (2.29) imply
We are going to show the following formula for β(τ ):
As a consequence of (3.4) and (3.5) we find
We denote byz(τ, z 0 ) the characteristic curve corresponding to (2.19). More precisely, we define
such that
By integrating (2.19) along characteristics we find that
Let us denote byz 0 =z 0 (τ ) the initial value of the characteristic which reaches z = 0 at time τ , i.e.z(τ,z 0 (τ )) = 0. From the assumption that G(z, τ ) → G κ * (z) and (3.6), (3.7) and (3.9) it follows that lim τ →∞z0 (τ ) = ∞ and lim
Together with the assumption of convergence (3.4) this implies
uniformly in compact sets for z 0 ≥z 0 . If we fix z and show that
which just means that S is asymptotically slowly varying. Thus, we are now going to show (3.12). Fix z =z(τ, z 0 ). For given ε > 0 there exists due to (3.6) a τ ε such that
Since β and H are bounded, we also findz
On the other hand, due to the exponential decay of H (cf. (2.26)), we find a valueẑ ≥ z such that H (z) ≤ e −δz forz ≥ẑ and some δ > 0. From (3.13) we know thatz(s, z 0 ) ≥ẑ for all τ ε ≤ s ≤ τ − 2(ẑ − z). Hence we can conclude, recalling (3.14), that
whence lim sup τ →∞ τ 0 β(s)H (z(s, z 0 )) ds = 0 and as a consequence
Identity (3.12) follows now from (3.8) and (3.15).
To finish the proof of the theorem it remains to derive (3.5). We conclude from (2.2) and the definitions (2.7), (2.8) and (2.29) that
.
This implies
On the other hand we have
which gives with (3.16) that
Solving the last identity for β finally yields (3.5).
A locally sufficient condition for convergence
We are now going to establish that self-similar solutions are asymptotically stable with respect to small perturbations (defined in an appropriate sense). This has been shown for sufficiently large κ * in [9] . Here we show the corresponding result for all κ * > 2.
Theorem 3.2. Suppose that κ * > 2 and let C * e −z be the corresponding selfsimilar solution. Let us further suppose that S 0 (z 0 ) = G 0 (z 0 )e z 0 satisfies for sufficiently small ε 0 = ε 0 (κ * ) that
and lim
locally uniformly on R + .
Proof. With S(z, τ ) := G(z, τ )e z we find, using (2.19), that
We also rewrite (3.5) in terms of S which yields
Integrating (3.20) along characteristics we obtain
We are going to show that I 1 is small due to the assumption (3.17). The second term I 2 we will linearize to obtain an approximate integral equation for β(τ ). Define δ(τ ) := sup 0<s<τ |β(s)| and suppose that
for some sufficiently small δ 0 > 0. In view of (2.24) we have for those τ that
, and thusz(τ, z 0 ) decreases linearly for τ ∈ [0, τ 0 ]. We are going to argue that
uniformly in τ 0 and z 0 . Recall that H (z) ≤ e −δz for z ≥ẑ. Furthermore we havez(s,
. Now (3.25) follows from (3.8) analogously to the proof of (3.15).
To find a bound in (3.23) we first need to show that the exponential term in I 1 is uniformly bounded in τ 0 . However, if τ 0 → ∞ we can argue again as in (3.15), using the exponential decay of |H(z(s,
and thus
With the definition ofω(·, z 0 ) we find
On the other hand, estimate (3.25) implies that |z 0 −z 0 | ≤ C(κ * )z and hence
Next, we have to find a suitable approximation for I 2 . Once more we can use the exponential decay of H (z) as z → ∞ to conclude that
uniformly in τ 0 → ∞. Hence, if δ 0 (κ * ) in (3.24) is sufficiently small, we can use Taylor's expansion to obtain
We write
Using equation (3.7) for the characteristics it follows that
Again, the exponential decay of H (z) as z → ∞ and the Hölder regularity at z = 0 (cf. (2.27)), imply that
for some γ > 0. Hence
Similarly we find
Thus 
The derivation of formula (3.29) is the key step of the proof. It reduces the problem of stability within the LSW model to the proof of stability of an integral equation.
Lemma 3.3. Suppose that G : R + → R is a nonnegative decreasing function which satisfies for some θ > 0 that
Suppose further that f : R + → R is a continuous function which satisfies
for some γ > 0.
The proof of Lemma 3.3 is given in the Appendix. We now show how to use it in Theorem 3.2. First we notice that the kernel K satisfies the assumptions of the Lemma. Indeed, K is positive, since H is monotonically increasing (cf. (2.23)). Furthermore we compute
and one easily checks that H (z) < 0 for all z ∈ (0, ∞) and κ * ≥ 2. This implies that K (τ ) ≤ 0. To establish (3.30) we notice that both, H and H , are proportional to e 
which is satisfied as long as (3.24) is valid. This inequality yields
Hence, ifω(S 0 , 0) is sufficiently small, (3.24) will hold for any τ > 0.
Finally, we need to show that lim τ →∞ β(τ ) = 0. We notice that the arguments leading to (3.29) also give
Using again Lemma 3.3 it follows that
from which we conclude, using (3.18), that lim sup
for any n > 0, which implies that lim τ →∞ β(τ ) = 0. We can now deduce from (3.22) that
for all z. On the other hand, (3.18) and (3.12) (which follows from β(τ ) → 0) imply that lim τ →∞ S 0 (z 0 ) S 0 (z 0 (τ )) = 1. Hence, we can deduce the desired convergence (3.19) from (3.33), which completes the proof of the theorem.
Global stability
In this section we show that assumption (3.17) in Theorem 3.2 can be dropped if κ * is sufficiently large. Therefore, in this case every solution of the LSW system which behaves locally as a self-similar solution near the maximum radius converges to the self-similar solution. 
locally uniformly on IR + .
We decompose the proof of Theorem 4.1 into a sequence of Lemmas.
Lemma 4.2. We have lim
Proof. We first claim that
To that aim we differentiate (3.7) which yields ∂ ∂τ
Eliminating β(τ ) in (3.7) by using (4.5) gives
which we integrate to obtain
Since H(z) is increasing for z > 0 it follows
From (4.4) we deduce that
Sincez 0 (τ ) is increasing, we know that lim τ →∞z0 (τ ) ≤ ∞ exists. Let us assume that l := lim τ →∞z0 (τ ) < ∞. Then, due to (4.7) we also havē l := lim sup τ →∞z0 (1, τ ) < ∞ and it follows for z ∈ (0, 1) that
which contradicts volume conservation (2.20).
Next we show that, in some suitable average sense, ln G 0 (z) ∼ −1 as z → ∞. 
Proof. Notice that
On the other hand (4.1) implies
as z 0 → ∞, whence the result follows.
We will use the following two auxiliary results Lemma 4.4. Suppose that κ * > 4. Then
where H is as in (2.21).
Proof. It follows from (2.24) that for κ * > 4 Then, the following identity is satisfied
Proof. Notice that (3.5) implies
The self-similar solutions of the LSW are in the set of variables (2.16) given by the steady states of (2.19). These solutions are given by
In particular, the self-similar solution with maximal support is the one for which the velocity of the characteristics vanishes at z = ∞, whence β * = − (κ * − 2) . It then follows from (4.11) that
whence, using (4.12) and (4.10), the Lemma follows.
The following result shows that all the characteristic curves associated to (2.19) are strictly decreasing for sufficiently large τ . Lemma 4.6. Suppose that κ * > 4 and that (4.1) is satisfied. Then there exists τ 0 = τ 0 (κ * ) > 0 and ε 0 = ε 0 (κ * ) > 0 such that
for τ ≥ τ 0 .
Proof. Using (2.19), it follows that Q = ∂ z (log (G (z, τ ))) satisfies in the distribution sense
The solutions of (4.15), (4.16) satisfy along characteristics
Eliminating β (τ ) in these equations we obtain
and integrating (4.19) along characteristics gives
Recalling that Q = ∂ z log G(z, τ ) and integrating (4.20) over z yields
Due to Lemma 4.2 we have lim τ →∞z0 (ξ, τ ) = ∞. Therefore, since
H(z(s,z 0 (ξ,τ ))) ds < 1 we obtain, using Lemma 4.3, (2.24), as well as the fact that H is increasing, that lim inf
Plugging (4.22) into (4.11) and using H ≥ 1 κ * we obtain
Combining this inequality with (4.8) and (4.10), the desired estimate (4.14) follows.
Our next goal is to derive an estimate for ε 0 in (4.14) for large κ * . To this end we compute the asymptotics of the function on the right hand side of (4.23). Moreover, for further reference we compute the asymptotics of a function more general than the one in (4.23).
Lemma 4.7. The following asymptotic formula is satisfied:
(4.24) as κ * → ∞, uniformly on sets of the form 0 < δ ≤ γ ≤ ∞.
Remark 4.8. Notice that γ might take the value γ = ∞, that corresponds to the function in (4.23).
Proof. Using (2.24) and (2.21) we obtain
uniformly on compact sets of the form 0 < δ ≤ γ ≤ ∞ as κ * → ∞. Hence
Taylor's expansion combined with Taylor's expansion for f ( see (2.13))
as κ * → ∞. Using (2.17) we find for fixed u ∈ (0, 1) that e −z → 1 as κ * → ∞. Hence
whence, using the definition (4.9) of Φ, (4.24) follows.
We can now derive a uniform lower bound for ε 0 in Lemma 4.6. Proof. This Lemma follows by combining the asymptotics (4.24) with (4.23).
The following Lemma plays a crucial role in the proof of Theorem 4.1.
Lemma 4.10. Let us define the function. 
Then F (γ) ≤ 1 and
On the other hand the exponential decay of H at infinity implies
We now use (4.1), (4.32) and Lemma 4.3 in formula (4.21) to find lim sup
and since δ might be chosen arbitrarily small lim sup
We use this last formula in (4.11), recall that H ≤ Remark 4.11. We can prove the global stability result as long as (4.8) and |F | < 1 are satisfied. We have carried out numerical simulations which indicate that these conditions are satisfied as long as κ * > 3, 3. Since this result is not close to the optimal result κ * > 2 we omit the details of these computations.
Estimates on the coarsening rate
In this last chapter we will derive coarsening estimates for the solution even if the data are not regularly varying at the end of their support. We will need for the proof the condition (see (5.2) below) that the variation of the data at the end of their support is bounded by a sufficiently small constant.
In view of (2.17) condition (5.2) means that there needs to exist u * ∈ (0, 1) such that for all u,û ≥ u * |u −û| ≤
where α = 3 κ * −2 . Thus, F 0 can be oscillating at the end of its support, but the amplitude cannot be too large.
Theorem 5.1. Fix κ * > 0 and suppose that G(z, τ ) is a solution of (2.19) with initial data G(z, 0) = G 0 (z) = S 0 (z)e −z and that S 0 (z) satisfies the following: There exists z * > 0 such that For any z,ẑ ≥ z * with |z −ẑ| ≤ 1
for a sufficiently small ν * > 0. Furthermore assume that there is S * > 0 such that
Then there exists M = M (κ * , z * , S * , ν * ) such that
Moreover, if we denote as τ (z 0 ) the value such thatz(τ (z 0 ), z 0 ) = 0 then
Proof. We decompose the proof into several steps.
Step 1: As in Lemma 4.2 we derive the lower bound (4.4) , that is
Step 2: Next we are going to show that there exists c 0 = c 0 (ks, z * ) > 0 such that
for all τ > 0 if ν * = ν * (κ * , z * ) is sufficiently small. To prove (5.7) we notice that (4.4) yields z 0 ≤z 0 + κ * κ * −2 z. This implies, since G 0 is decreasing, that
Plugging the last inequality into (2.8) we find
Let u * be the value of u corresponding to z * from assumption (5.2). Then
where we used in the last step that
which follows from iterating (5.2). For sufficiently small ν * = ν * (κ * , z * ) the desired lower bound (5.7) follows. We also notice that ν * → 0 as κ * → ∞ or z * → ∞.
Step 3: The next key step in the proof of the theorem will be to derive an upper bound for
with z =z(τ, z 0 ), which appears in the spreading of the characteristics in (4.6). We first collect some basic properties of Φ. We find
We notice that (5.11) is just a consequence of the fact that H (z) decays exponentially as z → ∞. In order to show (5.12) it is convenient to compute
(5.13) 14) and (5.12) follows. It turns out that Φ(·, τ ) does not decrease too fast. Indeed, differentiating (5.9) it follows that
wherez(τ,z 0 (z, τ )) = z. Using (4.6) we obtain
Due to F > 0 and F < 0 (cf. (5.14)) we have
Step 4: As a first intermediate step we show that there exists a time τ * = τ * (κ * , z * , S * , ν * ) such that all characteristics with initial value z 0 ≤ z * reach zero at a time τ ≤ τ * . We first notice that (5.7) and the continuity of H imply that there exists z > 0 such that ∂z ∂τ ≤ − c 0 2κ * < 0 for all z ≤z. In particular, any characteristic which reaches z =z vanishes within a time interval of length 2κ * z c 0 =:C. Now letū be the value of u corresponding toz via (2.16). From the volume conservation (2.28) and (3.9), i.e. G(z, τ ) = G 0 (z 0 )e τ , we deduce
Furthermore assumption (5.3) implies
Thus, characteristics with z 0 ≤ z * reach the line z =z at a time τ ≤ z * − ln ū S * and disappear for τ ≤ τ * := z * − ln ū S * +C.
Step 5: We are now considering times τ such that τ ≥ τ * and show that there existsν * > 0 and M 0 > 0 such that if ν * ≤ν * and Φ(0, τ ) ≥ M 0 then it follows that β(τ ) > 0.
From (3.7) it follows for z = 0, since
The continuity of H(z) implies that there exists z 1 ≥ 0 such that ∂ τz ≤ −b < 0 for 0 ≤z ≤ z 1 . Using (2.16) and (2.21) we find that F ∼ −z −5/3 as z → 0 + . Furthermore, due to (5.14), (2.13) and (2.17), the function F decreases exponentially for z ≥ z 1 . Combining these estimates with (5.15) and (5.7) we arrive at
Integrating (5.16) we obtain that if Φ(0, τ ) is sufficiently large then
We can now use (5.17) to derive an estimate for Φ(0, τ ). Suppose that Φ (0, τ ) is larger than M 0 > 0, which will be made precise later. It follows from (5.17) that Φ (z, τ ) ≥ c Z M 0 for 0 ≤ z ≤ Z for large Z. With (4.6) it follows that
We can then estimate β (τ ) given by
(5.20) Let us integrate the first integral term:
We can estimate the last term in this formula by Cν * . This follows from
Step 4 which implies thatz 0 ,z 0 ≥ z * and from (5.8).
On the other hand
and using (5.19) it follows that {0≤z≤Z} u −2/3 e −(z 0
Finally, the integral {z>Z} u −2/3 e −(z 0 −z 0 ) − 1 du is small if Z is sufficiently large. Then
du is arbitrarily close to 3 if ν * is sufficiently small and M 0 is sufficiently large. In particular, it follows that under these assumptions β (τ ) > 0 (cf. (5.20)).
Step 6: There exists M > 0 such that Φ(0, τ ) ≤ M for all τ > 0.
Let us suppose that Φ (0, τ ) < M 0 for 0 ≤ τ ≤τ , and that Φ (0,τ ) = M 0 . From Step 4 we know that by taking M 0 sufficiently large we can assume thatτ ≥ τ * .
Suppose that Φ (0, τ ) becomes larger than M 0 for some τ >τ . The definition of Φ (z, τ ) implies that along characteristics (i.e. for z 0 fixed):
Step 7: In order to show (5.5) we recall that a lower bound for β(τ ) follows from (5.7). Furthermore, Step 4 implies thatz 0 ,z 0 ≥ z * for τ ≥ τ * . Using (5.8) we find 1 0 u −2/3 e −(z 0 −z 0 ) S 0 (z 0 ) S 0 (z 0 ) du ≤ 3 − δ for some δ > 0 uniformly in τ ≥ τ * . Hence (5.20) implies the upper estimate for β.
Step 8: It remains to prove (5.6). The first inequality in (5.6) follows from the boundedness of the speed of the characteristics. The second is a consequence of the fact that the characteristics move at a minimum speed in the region 0 ≤ z ≤ z 1 , combined with (5.4) which implies that characteristics which start in points z 0,1 , z 0,2 remain at a distance of order |z 0,1 −z 0,2 | during the whole evolution.
As a consequence of Theorem 5.1 we immediately obtain corresponding coarsening rates for the equation in the original variables. In particular it follows that the largest particle size as well as the mean particle size increase proportional to t. Summarizing these estimates we finally find
and combining this estimate with the representation formula (6.3) the desired inequality (3.32) follows.
