The quantum information and the Bures metric are equivalent to each other, except at points where the rank of the density matrix changes. Here we show that by slightly modifying the definition of the Bures metric, the quantum information will be fully equivalent to the Bures metric without exception.
I. INTRODUCTION
Quantum Fisher information (QFI) is an important concept in quantum metrology, working as a good measure of the estimation precision of an unknown parameter x in an density matrix ρ x . QFI appears in the famous quantum Cramér-Rao bound [1] [2] [3] ,
where
is the variance of the estimatorx of an unknown parameter x, N expr is the number of experiments (the number of ρ x used) and F (ρ x ) is the QFI. For multi-parameter estimation, consider x = (x 1 · · · x P ) T where P is the number of parameters. , we also have
is the covariance matrix and F (ρ x ) is the QFI matrix. "A B" here means A − B is a positive semidefinite matrix. The quantum Cramér-Rao bound is asyptotically saturable (N → ∞) in the single-parameter case and not always saturable in the multi-parameter case, while the QFI matrix still provides an efficient lower bound of the estimation error.
In this paper, we consider only ρ x living in finite dimentional Hilbert spaces. Using the diagonal form of the density matrix ρ x = d i=1 λ i |k k| where d is the dimension of the Hilbert space, the QFI matrix is defined by
where i, j = 1, . . . , P . The connection between the QFI and the Bures metric [4] [5] [6] was well recognized and widely applied (see e.g. [7] [8] [9] ). It was believed that
where d 2 B (ρ 1 , ρ 2 ) is the Bures distance between ρ 1 and ρ 2 , defined by d 2
However, it was shown that [6] for any second order smooth (the first and second derivatives both exist and are continuous) function ρ x ,
and F (ρ x ) = 4g(ρ x ) if and only if for all k and x such that λ k = 0, the Hessian matrices of λ k is zero. Consider ρ x = x 2 |0 0| + (1 − x 2 ) |1 1|, we can calculate the Bures metric and the QFI at x = 0, which gives F (ρ x ) = 0 and g(ρ x ) = 1. It provides a simple example showing the discrepancy between the QFI and the Bures metric.
To circumvent this discrepancy, we propose a modified definition of the Bures metric h ij (ρ x ),
and will show that F (ρ x ) = 4h(ρ x ) for any second order differentiable ρ x . Consider again the example where ρ x = x 2 |0 0| + (1 − x 2 ) |1 1|, we can easily verify that h(ρ x ) = 0 and F (ρ x ) = 4h(ρ x ). We will prove that such a correspondence between F (ρ x ) and h(ρ x ) is general. Note that here our discussion is based on the assumption that ρ x is well defined in the neighborhood of x. However, one should be careful with situations where x is in the boundary of a closed set in R N , for example, 1] . In this case, Eq. (3) is ill-defined at x = 0 and F (ρ 0 ) = 0 does not capture the estimation precision of x.
II. RESULTS
In this section, we will provide a proof of the following theorem:
Before going into the details of the proof, we first state three useful lemmas and provide a proof of Lemma 3.
Lemma 1 (Distance between two matrices [10] ). Let α 1 ≥ α 2 ≥ · · · ≥ α n and β 1 ≥ β 2 ≥ · · · ≥ β n be the singular values of the complex matrices M 1 and M 2 respectively. Then
for any unitarily invariant norm · .
Lemma 2 (Taylor expansion of the matrix square root function [11] ). If
is a positive matrix), then we have the Taylor expansion of √ A + H up to the n-th order,
where · 2 is the L 2 norm, ∇ n ( √ A) is the n-th order derivative operator at A defined by
when n = 1 and for n ≥ 2,
Lemma 3. Consider a positive semidefinite matrix
as a function defined over δ ∈ [0, a) for some a > 0. A, B, C = O(1) are matrices satisfying
Then
Proof. Let G be a Hermitian matrix
Using the same technique, it is easy to show that there exists a Hermitian matrix G ′ = o(δ) such that
Therefore we have
where in the last step, we used Lemma 1.
To prove Theorem 1, we consider the derivative along a direction y. For any second order differentiable function ρ x , we have the Taylor expansion of ρ x+εy equal to
in a neighbourhood of ε = 0. Using the simplified notation ρ(ε) := ρ x+εy , ρ x = Λ, R := P i=1 (∂ i ρ x )y i and S :=
Our goal is to prove
If Eq. (22) holds, we will have
which implies Theorem 1. Therefore, in order to prove Theorem 1, it will be sufficient to prove the following slightly more general theorem:
Theorem 2. Let ρ(ε) be a positive semidefinite matrix equal to
in a neighbourhood of ε = 0, where Λ is a diagonal matrix with diagonal elements {λ k } d k=1 . Then Eq. (22) holds true.
Proof. Choose a proper order of basis such that Λ = Λ + 0 0 0 where Λ + is a positive diagonal matrix. Let R = R 11 R 12 R 21 R 22 and S = S 11 S 12 S 21 S 22 . Due to the positivity of ρ(ε) around ε = 0, we must have R 22 = 0 and S 22 − R 21 Λ −1 + R 12 0.
Now we choose a Hermitian matrix G = 0 G 12 G 21 0 such that
A simple calculation shows that G 12 = −iΛ −1 + R 12 , G 21 = iR 21 Λ −1 + is a proper choice, leading to
The values of T 12 and T 21 will not affect the results. It is easy to verify that
then
Let ε ≥ 0, we calculate each term in detail (the
term is omitted in Term (1) (2) and (3) for simplicity):
Term (1):
Term (2):
Term (3):
Then using Lemma 3 (taking δ = ε 2 ) and Lemma 2, we have (33)
III. CONCLUSIONS
We put forward a new definition of the Bures metric which is fully compatible with the QFI, as opposed to the previous one where discrepancy exists in some singular points. It also provides a more reliable approach to calculate the QFI numerically using the Bures metric.
