1 Introduction {#Sec1}
==============

The Electroencephalogram (EEG) results as a mapping of brain signals into several channels. These channels are recorded by electrodes located on the scalp (*extracranial* EEG) or inside the brain (*intracranial* EEG). The EEG is widely used for brain monitoring. To date, EEG analysis is mainly based on visual inspection by human experts, since available signal-processing methods (SPM) are not completely satisfactory for automated detection and diagnostics. Nevertheless, SPM can substantially complement visual inspection and help to make EEG analysis objective (Lopes da Silva 2004).

Most SPM involve computation of signal features in the time and frequency domains. These features are typically computed for each of the EEG channels and then combined into a single statistic associated with the EEG epoch ([@CR7]). Other SPM are inspired by a growing evidence of the brain as a complex network which may be in one of several states ([@CR15]; [@CR3]). These states may be better described in terms of interactions between different parts of the network, than in terms of individual characteristics of these parts. Hence, interdependencies of EEG channels might better describe the state of the brain than the features computed for each of the channels ([@CR3]).

In this article, we restrict ourselves to the simplest possible case, viz. to interdependencies between only two signals. Corresponding SPM are referred to as bivariate SPM (bSPM). Two families of bSPM are typically distinguished that account for linear and nonlinear interdependencies: Linear bSPM are based on the cross-correlation function or on the coherence function. These functions are defined for pairs of signals in time (cross-correlation) or in frequency domains ([@CR18]; [@CR17]).Nonlinear bSPM involve mutual information ([@CR22]), nonlinear regression ([@CR20]; [@CR32]), methods based on mutual phase locking and synchronization ([@CR31]; [@CR4]; [@CR28]), polyspectra methods, and a family of methods based on nonlinear dynamics ([@CR10]; [@CR27]). It should also be noted that there is a hierarchy of (nonlinear) types of synchronization (from complete to lag to phase to generalized synchronization) whichmakes the relations between the various nonlinear synchronization measures not quite arbitrary. Each of the nonlinear bSPM accounts for a particular nonlinear interdependency but can assess the linear interdependency as well.

The usefulness of bSPM for EEG analysis was proved experimentally for different cognitive tasks as well as for pathological epileptic states. It was shown that bSPM can extract information which is not accessible by visual inspection ([@CR18]; [@CR22]; [@CR27]; [@CR19]). Most comparative studies agree that the performance difference of linear and nonlinearbSPMis moderate ([@CR2]; [@CR12]) with a slight improvement for nonlinear ones ([@CR20]; [@CR32]).

In this article, we investigate a measure called the phase locking index (PLI), which is associated with the nonlinear bSPM. The PLI emerged from theoretical studies of oscillating (chaotic) systems with couplings. The PLI is based on the notion of phase synchronization. It was developed to quantify in a statistical sense the phase synchronization of such systems from experimental data and, thereby, to characterize their coupling ([@CR23], [@CR24]). Phase synchronization implies the existence of a relationship between phases of twoweakly interacting (coupled) systems, whereas the amplitudes may remain uncorrelated. Irregularity of amplitudes can mask the phase relationship so that traditional techniques treating not the phases but the signals themselves may be less sensitive in the detection of the systems' interaction, see examples in ([@CR23], [@CR24]).

It should be noted that the measure does not have a conventional name and is also referred to as "mean phase coherence" ([@CR28]; [@CR16]; [@CR2]), "phase locking value", "intensity of the first Fourier mode of the phase distribution" ([@CR24]) or "phase synchronization index" ([@CR31]).We adapt the name "phase locking index" (PLI) from ([@CR4]) since, to our opinion, this name reflects most precisely the nature of the measure.

The PLI has a short history in biosignal analysis compared to e.g., the coherence function. Nevertheless, the PLI was already used for many types of biosignals such as:MEG and EMG ([@CR31]), ECG ([@CR24]), fMRI ([@CR13]) and EEG. For the EEG, it was mainly used in relation to epilepsy ([@CR4]; [@CR16]). Furthermore, the PLI was used to obtain insights about anesthesia ([@CR11]) and migraine. The following evidence can be viewed as a rationale for its use in EEG analysis.

A number of papers agree that a dynamical linkage of brain structures occurs via oscillatory couplings, suggesting that the brain is a complex oscillatory network, see ([@CR15]) and references therein. The cerebral cortex, for instance, was shown to form an oscillatory loop with the thalamus. Under some pathological conditions, this loop may manifest cortico-thalamic resonance and lead to an epileptic seizure that can be observed as a repetitive spike-and-wave pattern in the EEG ([@CR29]). Alpha waves, sleep spindles and many other EEG patterns, including most of the epileptic ones, are quasi-periodic and occur in several EEG channels, possibly with a mutual delay. Furthermore, a number of modeling studies explained some patterns in the brain signals bymeans of mathematical nonlinear oscillators: see a review in ([@CR33]) and more recent publications ([@CR32]; [@CR30]; [@CR5]). Taken together, these experimental and modeling results suggest that the brain network is partly *oscillatory*. The PLI perfectly fits to this "oscillatory" view of the brain, since it is designed for such systems.

Although the PLI is widely used in EEG analysis, it has to our knowledge not been investigated thoroughly: Practical use of the PLI typically involves filtering and windowing of sampled signals. These operations may significantly affect the PLI and lead to misinterpretations of the EEG. The dependence of the PLI on the filter and window properties has not been analyzed.The sensitivity of the PLI to noise and artifacts has not been evaluated analytically, but only assessed using simulations ([@CR2]; [@CR21]; [@CR12]).The influence of crosstalk between the sources through biological tissues of the head, known as the volume conduction effect, has not been evaluated. (Although the impact of the sources located distant from the electrodes can be reduced, e.g., by a proper choice of the EEG reference, some residual amount of crosstalk is always present that may significantly affect measurements ([@CR18]; [@CR25]; [@CR8]).No rigorous comparison of the PLI with other (classical) measures of the interdependency such as those based on the correlation function or on the coherence function has yet been reported. Therefore, the choice of a particular method is often subjective.

In this article, we address the aforementioned issues in order to investigate the PLI as a measure of interdependency of cortical source signals (CSSs) via the EEG. We determine guidelines and constraints for practical use of the PLI. Furthermore, the PLI is compared with the coherence measure (CM) which is based on the coherence function associated with the linear bSPM. The CM is a relevant reference for the comparison since it is widely used for EEG analysis and, just as the PLI, is independent of phase shifts in the signals.

In order to assess relationships between the PLI computed for the scalp EEG and the underlying CSSs, we need to know the CSSs. In practice, it is difficult, or even impossible, to measure individual CSSs. Thus, there is no reliable experimental reference to compare results against. This motivates us to use analytical models and simulations instead. To this end, we define and use two models for CSS mixtures in the EEG: ([1](#Equ1){ref-type=""}) a simplemodel M1 having two sources with mutual crosstalk controlled by a parameter and ([2](#Equ2){ref-type=""}) a more realistic model M2 having multiple sources with crosstalk determined by properties of a spherical volume conductor and by a recording procedure. In both models, the source signals are mapped into EEG channels which are used to compute the PLI and CM.

The sensitivity of the PLI to noise, to the number of samples in the signals, to the bandwidth of the signals and to the amount of crosstalk between them can be described by the probability density function (PDF) of the measured PLI. The mean and variance, as well as all other statistics of the PLI, can be computed using this PDF. This function is, however, mathematically intractable. For this reason, we use instead the approximate probability distribution function (APDF) of the PLI that is derived for the simplest mixture model M1 and for different level of noise in the signals ([@CR26]). We evaluate the accuracy of the APDF through a comparison of the analytically obtained *mean* and *variance* of the PLI with its mean and variance computed numerically usingMonte Carlo simulations. The mean is associated with the interdependency of the source signals and the variance characterizes statistical uncertainty of each single measurement. The simulations show that the APDF a good approximation of the true PDF for different source signals and thus can be used for practical intents and purposes.

We investigate through the simulations and compare qualitatively, how crosstalk of the sources affects the PLI and CM. It is found that bothmeasures are sensitive to the amount of crosstalk, which is in line with other studies ([@CR18]; [@CR28]; [@CR8]). However, we conclude that the PLI (as well as the CM) can be used as an interdependency measure for CSSs in most practical situations, for EEGs recorded with a proper reference.

Furthermore, a comparison of the PLI and CM is made that is based on two statistical performance measures termed normalized variance (NV) and *contrast*. The NV assesses the performance of each measure for estimation purposes and the contrast assesses the performances for detection purposes, see Sect. [4](#Sec12){ref-type="sec"} for details. The NV and contrast are computed using both CSS-mixture models for different source signals. It is found that the PLI is better compared to CM in terms of these measures in most simulations. Thus, we conclude that the PLI is an appropriate measure for estimation as well as detection purposes in assessing interdependencies of CSSs.

Finally, we assess the relevance of the PLI and CM for the detection problem using physiological EEGs recorded from epileptic patients. Qualitative as well as quantitative results are presented for these EEGs. It is shown that the PLI has slightly better performance than the CM for detection of epileptic seizures, which is in agreement with theoretical predictions.

The remainder of this paper is organized as follows. In Sect. [2](#Sec2){ref-type="sec"} the analytical models and underlying assumptions are explained in detail. Section [3](#Sec8){ref-type="sec"} describes the PLI and CM. Next, Sect. [4](#Sec12){ref-type="sec"} describes intuitive requirements for an interdependency measure. The same section describes the NV and contrast. In Sect. [5](#Sec15){ref-type="sec"}, the PLI and CM are investigated in terms of the mean and variance. Then in Sect. [6](#Sec25){ref-type="sec"}, the PLI and CM are compared in terms of the NV and contrast. In Sect. {xSec\|7}, the PLI and CM are compared using epileptic EEGs. Finally, the discussion and conclusions are provided in Sect. [8](#Sec33){ref-type="sec"}.

2 Models {#Sec2}
========

2.1 Physiological considerations {#Sec3}
--------------------------------

We investigate the PLI using models for the CSS mixture in the EEG. To build thesemodels, we use the following physiological considerations.We assume that cortical areas located below the recording electrodes are the main sources for the EEG.Within each cortical area *q*, neurons can be partitioned into two subsets: *P*~*q*~*P*~*q*~ = *P*~*q*1~ ⊂ *P*~*q*2~. Neurons *P*~*q*1~ function independently and generate spontaneous background signals that are different for different areas.We assume that the background signals for different areas are mutually independent and have the same power.

Neurons *P*~*q*2~ are involved in oscillatory coupling, e.g., through reciprocal connections with the thalamus, under control of the brain stem and forebrain modulatory systems ([@CR29]). The amount of neurons *P*~*q*2~ for an area *q* depends on the coupling and is zero for uncoupled areas. Coupled neurons *P*~*q*2~ are synchronized in their discharging time instants. Since the coupling is oscillatory, the joint neuronal signal is oscillatory as well and has a prominent spectral peak corresponding to fundamental frequency *f*~0~. As with all characteristics of biological systems, *f*~0~ may fluctuate in time. However, we assume that it remains within a subband of width Ω for a given time period. Furthermore, we assume that the power spectrum of the background signal of *P*~*q*1~ can be treated as approximately flat in this subband.

In order to extract signals corresponding to *P*~*q*2~ and to analyze the interdependencies between areas *q*, the EEG is typically bandpass filtered ([@CR4]; [@CR2]). Since the exact value of *f*~0~ depends on the state of the brain and is a priori unknown, the EEG is typically decomposed into multiple overlapping subbands, e.g., each having bandwidth Ω. Signals in these subbands can be analyzed separately and then the results can be combined. For instance, interdependency between two areas can be associated with the largest PLI computed for each of the subbands.

Although each electrode reflects primarily a signal of a source located exactly below the electrode (we assume that most of the neurons in the excited cortical area are oriented towards the surface, which is a reasonable assumption ([@CR18]), crosstalk from other sources exists that is caused by propagation of their signals through biological tissues of the head in the form of electrical fields. The amount of crosstalk can be substantially reduced by a proper choice of the EEG reference, but it can remain sufficiently large to obscure measurements ([@CR18]; [@CR25]).

2.2 Analytical models {#Sec4}
---------------------

### 2.2.1 CSS model {#Sec5}

The physiological considerations described above, motivate us to use the following analytical models.We model the CSS for each source *q* by a signal *x*~*q*~ \[*k*\] in a single subband of width Ω, where *k* = 1, ..., *K* is a discrete time index, *K* is a number of samples. This subband corresponds to a bandpass filtered EEG. Each *x*~*q*~ \[*k*\] contains a passband Gaussian noise signal *n*~*q*~ \[*k*\], which mimics the background signal of *P*~*q*1~, and may also contain a sinusoidal signal *s*~*q*~ \[*k*\] of frequency *f*~0~, which mimics the oscillatory signal of *P*~*q*2~. We use the sine wave since it is a good first approximation of any oscillatory signal and thus can naturally be used to model it when no or little information is available. We denote the sampling frequency of the CSSs as *f*~*s*~ and the center frequency of the subband as *f*~*c*~. We assume that *f*~*s*~ is sufficiently high to avoid aliasing.

The model for the CSS is described by the following formula: $$\documentclass[12pt]{minimal}
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\end{document}$$, where *n*~*q*~ \[*k*\] is a passband Gaussian noise signal with mean 0, variance *σ*^2^ and bandwidth Ω, and $$\documentclass[12pt]{minimal}
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\end{document}$$, where *A*~*q*~ \> 0 is an amplitude, *θ*~*q*~ is a phase shift and *q* = 1, ..., *Q* is a source index. We assume that signals *n*~*q*~ are mutually independent and have equal variance for all sources *q*. For a source *q*, we define the signal-to-noise ratio (SNR) in *x*~*q*~ as $$\documentclass[12pt]{minimal}
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\end{document}$$, where 〈·〉~*k*~ indicates time-average.Without loss of generality, we set $\documentclass[12pt]{minimal}
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\end{document}$ for all *q*. In this case, SNR*q* can be changed by varying *A*~*q*~ in *s*~*q*~ and simplifies to: $$\documentclass[12pt]{minimal}
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Here we recall that signal *s*~*q*~} is present in *x*~*q*~ if and only if the source *q* is coupled with one or more other sources, see ([1](#Equ1){ref-type=""}).

### 2.2.2 Mixing model M1 {#Sec6}

Signals *x*~*q*~ are used in two models for the CSS mixture in the EEG. The simplest model M1 includes only two sources *q* = 1, 2 with mutual crosstalk, and is defined by the following formula: $$\documentclass[12pt]{minimal}
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$$\left\{ {\matrix{ {{c_1}[k] \buildrel \Delta \over = {x_1}[k] + \alpha {x_2}[k];} \cr {{c_2}[k] \buildrel \Delta \over = \alpha {x_1}[k] + {x_2}[k]} \cr } } \right.$$
\end{document}$$, where *c*~*q*~, *q* = 1, 2 are signals of the EEG channels, and constant *α* determines the amount of crosstalk. A block diagram for M1 is shown in Fig. [1a](#Fig1){ref-type="fig"}. For the model M1, the PLI and CM can be computed analytically as well as numerically. Fig. 1A block diagram for the CSS mixture models M1 and M2. The *arrows* show directions of signal propagations. Different parts of the model are explained on the *right*. See the text for further details

### 2.2.3 Mixing model M2 {#Sec7}

A more realistic model M2 is used to mimic crosstalk of multiple sources, see Fig. [1b](#Fig1){ref-type="fig"}. This model is not tractable mathematically and therefore it is used only for numerical simulations. In this model, 19 sources *q* = 1, ..., 19 are located in a spherical volume conductor (VC). The VC has four layers with different conductivities which mimic the brain, dura, skull, and skin. The VC is described in detail in ([@CR25]). The sources are located at 17mm depth from the surface of the VC, exactly below the positions corresponding to the basic 19 electrodes of the standard 10--20 system. EEG signals *c*~*q*~, *q* = 1, 2 are obtained by solving the forward problem and using the Hjorth Laplacian reference so as to mimic the EEG recording procedure. The Hjorth Laplacian reference ([@CR9]) effectively reduces the impact of the sources located distant to the recording electrodes, is easy to implement, and is widely used ([@CR18]; [@CR25]).

We note that although the model contains 19 sources, it generates only two signals *c*~*q*~, *q* = 1, 2, just as M1 (i.e., only two EEG channels are "recorded"). These two signals are associated with two sources located below the corresponding electrodes.

We model two situations separately. First, the signals *c*~*q*~, *q* = 1, 2 are recorded at neighboring electrodes, and second, they are recorded at distantly spaced electrodes. In both situations, the electrodes are chosen to correspond to the largest amount of crosstalk between the recorded sources. Additionally *L* other sources are involved in the coupling, i.e., in total *L* + 2 sources generate signals *s*~*q*~. We consider values *L* = {0, ..., 5}. These additional *L* sources are located so as to have the largest crosstalk with the recorded sources, which corresponds to the worst-case scenario. Other parameters used in the simulations are described in Sect. [5.2](#Sec22){ref-type="sec"} (for M1) and Sect. [6](#Sec25){ref-type="sec"} (for M2).

3 Measures of interdependency {#Sec8}
=============================

3.1 Phase synchronization and the phase locking index {#Sec9}
-----------------------------------------------------

The PLI was developed to quantify phase synchronization of oscillatory systems from experimental data. For signals, phase synchronization is typically measured in two steps: (a) estimation of instantaneous phases of the signals, and (b) statistical quantification of a phase relationship ([@CR24]).

For the first step, two common methods can be distinguished in the literature. These methods are the convolution of the signals with a complex wavelet, and the Hilbert transform. Both methods provide unambiguous complexvalued representations of the real-valued signals that can be used to obtain the phase. The previously reported differences between these two methods are minor, and the methods were concluded to be equivalent for neuro-signals ([@CR22]).

For a complex-valued signal *c*, the instantaneous phase *φ* can be obtained analytically: $\documentclass[12pt]{minimal}
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\end{document}$. For two periodic signals *c*~1~ and *c*~2~ with fundamental frequencies *f*~1~ and *f*~2~ that are related as *f*~1~ ≈ *f*~2~, phase synchronization can be described as a phase locking condition $\documentclass[12pt]{minimal}
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$$\left| {{\varphi _1} - {\varphi _2}} \right| < C$$
\end{document}$, where *C* is some constant (see [@CR24]) for analytical justification and generalization for the case *n f*~1~ ≈ *mf*~2~, where *n* and*m* are some integers). Such synchronizationmay exist when the noise is negligible. If the noise is strong or if the signals are chaotic, large phase fluctuations and rapid 2*π* phase jumps (phase slips) may be observed and the phase locking condition may not be fulfilled. In this case, phase synchronization should be treated in a statistical sense. Itwas shown that the presence of a dominant peak in the distribution of the cyclic relative phase $\documentclass[12pt]{minimal}
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$$\psi \buildrel \Delta \over = (n{\varphi _1} - m{\varphi _2})$$
\end{document}$ mod 2*π* can be understood as a phase synchronization in a statistical sense ([@CR31]; [@CR24]). Several methods were proposed to quantify the distribution of Ψ.We use the PLI described in ([@CR4]) since it is most widely used. The PLI is defined as: $$\documentclass[12pt]{minimal}
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$$\gamma \buildrel \Delta \over = \left| {{{\left\langle {{e^{j\psi [k]}}} \right\rangle }_k}} \right|$$
\end{document}$$, where 〈·〉~*k*~ means time average.

In case of strong synchronization between the signals, *γ* is close to one. If synchronization is weak, then *γ* has a small value. It should be noted that *γ* is sensitive only to the phases of the signals.

3.2 Linear interdependency measures {#Sec10}
-----------------------------------

Let us consider finite length digital (complex- or real-valued) signals *c*~1~ \[*k*\] and *c*~2~ \[*k*\], where *k* = 1, ..., *K* is a discrete time index. Let *C*~1~ \[*l*\] and *C*~2~ \[*l*\] be the results of the discrete Fourier transformation (DFT) for these signals, where *l* = 1, ..., *K* is an index for the frequency bins in the Fourier domain.

One of the most widely used linear interdependency measures is the correlation coefficient defined as: $$\documentclass[12pt]{minimal}
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$$r \buildrel \Delta \over = \left| {{{{S_{12}}} \over {\sqrt {{S_{11}}{S_{22}}} }}} \right|$$
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$${S_{pq}} \buildrel \Delta \over = {\left\langle {({c_p}[k] - \mu ({c_p}))(c_q^*[k] - \mu (c_q^*))} \right\rangle _k}$$
\end{document}$ is the sample covariance for *c*~*p*~ and *c*~*q*~, *p*, *q* ∈ {1, 2} if *p* ≠ *q*, or the variance if *p* = *q*, $\documentclass[12pt]{minimal}
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$$\mu ({c_p}) \buildrel \Delta \over = {\left\langle {{c_p}[k]} \right\rangle _{\scriptstyle k \hfill \atop \scriptstyle \hfill} }$$
\end{document}$ is the mean and (·)\* is the complex conjugate.

The correlation coefficient is strongly related to another widely used linear interdependency measure called coherence ([@CR18]; [@CR1]). The CM is based on the coherence function defined as: $$\documentclass[12pt]{minimal}
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$${G_{12}}[l] \buildrel \Delta \over = {{\left| {{p_{12}}[l]} \right|} \over {\sqrt {\left| {{P_{11}}[l]} \right|\left| {{P_{22}}[l]} \right|} }}$$
\end{document}$$, where *P*~*pq*~ \[*l*\] is the cross power spectral density for *c*~*p*~ and *c*~*q*~, *p*, *q* ∈ {1, 2} if *p* ≠ *q*, or the power spectral density if *p* = *q, l* = 1, ..., *K* is a frequency bin index. The spectral densities are defined as $\documentclass[12pt]{minimal}
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$${P_{pq}}[l] \buildrel \Delta \over = {\rm{E}}\left( {c_p^{(n)}[l]C_q^{{{(n)}^*}}[l]} \right)$$
\end{document}$, where E denotes the expectation for different realizations of the signals denoted by the superscript *(n)*.

For many practical applications, only a single realization of *c*~*p*~ and *c*~*q*~ is available. In this case, *P*~*pq*~ is typically estimated using, e.g., the periodogram method (or Welch's method). To this end, each signal *c*~*q*~ \[*k*\], *q* = 1, 2, *k* = 1, ..., *K* is divided into *N* successive possibly overlapping mini-epochs $\documentclass[12pt]{minimal}
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$$\end{document}$, *k* = 1, ..., *K*′, *K*′ \< *K*, *n* = 1, ..., *N* with *N* denoting the total number of the mini-epochs. We denote the result of the DFT for *c*~*q*~^(*n*)^ \[*k*\] as $\documentclass[12pt]{minimal}
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$$\hat C_q^{(n)}[l]$$
\end{document}$, *l* = 1, ..., *K*′. Then the Welch estimate of *P*~*pq*~ \[*l*\], *l* = 1, ..., *K* is given by $\documentclass[12pt]{minimal}
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$${{\hat P}_{pq}}[l] \buildrel \Delta \over = {1 \over N}\Sigma _{n = 1}^N\left( {\hat C_q^{(n)}[l]\hat C_q^{{{(n)}^*}}[l]} \right)$$
\end{document}$, *l* = 1, ..., *K*′.

For *G* \[*l*\], *l* = 1, ..., *K* defined by ([7](#Equ7){ref-type=""}), an estimate *\^G* \[*l*\], *l* = 1, ..., *K*′ can be obtained by replacing *P*~*ij*~ \[*l*\], *l* = 1, ..., *K* with *\^P*~*ij*~ \[*l*\], *l* = 1, ..., *K* in ([7](#Equ7){ref-type=""}). The value of *\^G* \[*l*\] computed for a fixed frequency bin or integrated (averaged) across several neighboring bins is typically used as a measure of interdependency associated with the corresponding frequency band ([@CR18]; [@CR2]). Thus, the CM is defined as: $$\documentclass[12pt]{minimal}
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$$g \buildrel \Delta \over = {1 \over {{l_1} - {l_0}}}\sum\limits_{l = {l_0}}^{{l_1}} {\hat G[l]} $$
\end{document}$$. Both measures *r* and *g* have range \[0 ... 1\], just as the PLI, and can be naturally associated with linear interdependency. For narrow band signals that are in phase, it was shown that *r* and *g* are very similar ([@CR1]). The major difference between themeasures is that *g* is completely insensitive to constant phase differences between the signals. Indeed, in ([7](#Equ7){ref-type=""}) the phases are removed by the modulus operators before the cross-product is taken, but in ([6](#Equ6){ref-type=""}) the modulus is taken after calculating of the cross-product. Thismotivates us to use *g* as a basis for comparisons with the PLI, which is also insensitive to the constant phase differences.

3.3 Procedures {#Sec11}
--------------

In practice, EEGs are typically analyzed in short epochs and in narrow bands. We mimic this common approach in this paper: the PLI and CM are computed for epochs of length *T* = 10 s and bandwidth Ω = 2Hz. The motivation for these choices is as follows. Long epochs may contain signals recorded for the brain being in more than one state. On the other hand, short epochs contain small amounts of data for analysis. We choose a typical epoch length *T* = 10 s that is widely used for visual inspection as well as for automated analysis of epileptic EEGs. This length corresponds to the minimal duration of an epileptic seizure, at least for the majority of epileptic patients. Moreover, this length is sufficiently small so that different phases of a typical seizure, which lasts about 30--60 s, can be captured. Thus, the onset, middle, and ending phases of such a seizure can be analyzed separately (Lopes da Silva 2004). We fix Ω to 2Hz, which is a commonly used bandwidth for analysis of interdependencies in the EEG ([@CR4]; [@CR1]). It appears that this bandwidth is sufficiently large to capture natural fluctuations of the dominant frequency *f*~0~ and yet sufficiently narrow to approximate the spectrum of the background signal as flat.

Prior to computation of the PLI, a filter is applied in the frequency domain that attenuates all frequencies outside the passband and performs the Hilbert transform. In this way, the filter converts the epoch signal into a narrow band analytical signal. The latter can be directly used to compute the PLI using ([5](#Equ5){ref-type=""}). Prior to computation of the CM, the epoch is divided into mini-epochs of 1 s length using a Hamming window. These mini-epochs are used to compute estimate *\^G* \[*l*\] of the coherence function *G* \[*l*\]. The CM can be computed using ([8](#Equ8){ref-type=""}), for given *\^G* \[*l*\]. The length of the mini-epoch is chosen so that each frequency bin *l* has width equal to ΔΩ = 1Hz and frequencies up to 1Hz can be resolved. The smallest epoch size guaranties that the largest number of mini-epochs is used to compute *\^G* \[*l*\] and thus *\^G* \[*l*\] is the most accurate estimate of *G* \[*l*\] for the given frequency resolution. The overlap of two successive mini-epochs is fixed at 50% which is found to be a good choice ([@CR1]). The mini-epochs are selected using a Hamming window in order to reduce spectral leakage.We note that the frequency response of the Hamming window has a broader main lobe than that of the rectangular window, which results in a net reduction of the frequency resolution. We also note that the PLI is less sensitive to this effect since the epoch used to compute the PLI yields higher frequency resolution compared to the mini-epoch used to compute the CM.

4 Performance measures {#Sec12}
======================

Since the statistical properties of the PLI are different from those of theCM, thesemeasures cannot be compared directly. To facilitate their comparison, we introduce two statistical performance measures called normalized variance (NV) and *contrast*. Let us denote an interdependency measure (such as the PLI or the CM) as *λ*.We assume that *λ* has a normalized range \[0 ... 1\], which is indeed the case for the PLI as well as CM. Furthermore, we associate the mean *μ*(*λ*) with the amount of interdependency and the variance *σ*^2^ (*λ*) with the amount of uncertainty of a single measurement.

4.1 Normalized variance {#Sec13}
-----------------------

Let us first consider an estimation problem of *µ*(*γ*) for the case of two source signalswith SNR~*q*~ \> 0, *q* = 1, 2, defined by ([3](#Equ3){ref-type=""}). A measure having the largest *μ* and the smallest *σ*^2^ is the most appropriate for the estimation since the estimated quantity *μ* is the largest compared to the amount of uncertainty *σ*^2^. However, a comparison may be difficult for arbitrary *µ* and *σ*^2^.

To facilitate the comparison, we normalize each *λ* so that *μ*(*λ*) becomes equal to 1. Then, different measures can be compared based on their normalized variances. (An equivalent approach is to make variances equal to 1 and to compare mean values.We do not use higher order statistics, e.g., skewness, for simplicity of the comparison.) The PDFs are compared based on their 'width' that is characterized by the NV. The NV for *λ* can be computed as: $$\documentclass[12pt]{minimal}
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$${\hat \sigma ^2}({\rm{\lambda )}}\left| {_{{\rm{SN}}{{\rm{R}}_{\rm{1}}}{\rm{,SN}}{{\rm{R}}_{\rm{2}}}} \buildrel \Delta \over = {{{\sigma ^2}({\rm{\lambda }})} \over {{\mu ^2}({\rm{\lambda }})}}} \right|{\rm{SN}}{{\rm{R}}_1},{\rm{SN}}{{\rm{R}}_2}$$
\end{document}$$, where SNR~1~ and SNR~2~ are a priori given \[corresponding to the assumption that *A*~*q*~ and *σ*^2^ are a priori known in signals *x*~*q*~, see ([1](#Equ1){ref-type=""})\]. An interdependencymeasure *λ* with the smallest *\^σ* (*λ*) is most appropriate for estimation purposes, for given SNRs. The NV does not expose, however, performance of *λ* for detection purposes, e.g., when two different situations should be discriminated. This motivates us to define another performance measure called contrast.

4.2 Contrast {#Sec14}
------------

In practice, measured interdependencies are often used for detection of couplings between different brain sources.These couplings can be associated with functional integration of the corresponding brain structures and used to determine the state of the brain ([@CR15]). Two situations are especially important for this detection problem: ([1](#Equ1){ref-type=""}) CSSs are completely independent of each other, and ([2](#Equ2){ref-type=""}) CSSs are mutually interdependent. A fair interdependency measure should reliably discriminate these two situations in a practical range of SNR. In practice, a significance level is usually estimated and used to discriminate the situations. This significance level accounts for, e.g., crosstalk of the sources.

Let us consider a scenario when only four situations are possible, namely (a) SNR~1~ = SNR~2~ = 0, (b) SNR~1~ = 0, SNR~2~ \> 0, (c) SNR~1~ \> 0, SNR~2~ = 0, and (d) SNR~1~ \> 0, SNR~2~ \> 0, where SNR~*q*~, *q* = 1, 2 is defined by ([3](#Equ3){ref-type=""}). We are interested in discriminating cases (a), (b), (c) from (d). For this purpose, we define the two hypotheses as: $$\documentclass[12pt]{minimal}
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$$\eqalign{ & {\rm{H}}0:\left\{ {\matrix{ {{\rm{a}}){\rm{SN}}{{\rm{R}}_1} = {\rm{SN}}{{\rm{R}}_2} = 0{\rm{ or}}} \hfill \cr {{\rm{b}}){\rm{SN}}{{\rm{R}}_1} = 0,{\rm{ SN}}{{\rm{R}}_{\rm{2}}}{\rm{ > 0 or}}} \hfill \cr {{\rm{c}}){\rm{SN}}{{\rm{R}}_1} > 0,{\rm{ SN}}{{\rm{R}}_2} = 0;} \hfill \cr } } \right. \cr & {\rm{H}}1:{\rm{d}}){\rm{ SN}}{{\rm{R}}_{\rm{1}}}{\rm{ > 0, SN}}{{\rm{R}}_{\rm{2}}}{\rm{ > 0}} \cr} $$
\end{document}$$.

Since (b) is the most difficult case to discriminate from (d), and (c) is simply a symmetric case of (b), we will use it in H0 as a part of the worst case scenario. We note that H0 and H1 defined by ([10](#Equ10){ref-type=""}) are not practical since a very low SNR is impossible to distinguish from SNR = 0. However, the hypotheses are useful for theoretical analyses.

For an interdependency measure generally denoted by *λ*, we denote as *λ*~*i*~ the samemeasure when a hypothesis H*i*, *i* = 0, 1, is true. It is desirable that *λ* satisfies the following intuitive requirements: *λ*~0~ is equal or close to zero (and asymptotically approaches zero in the absence of crosstalk and for a large number of samples *K* in *x*~*q*~);*λ*~1~ \> 0, is a smooth and monotonically increasing function of max {SNR~1~, SNR~2~}.

Furthermore, an interdependency measure that fulfills these requirements, and that can better discriminate H0 and H1 (with some statistical confidence) can be considered as the most appropriate for the detection problem. Hence, the measures can be compared in terms of their discriminating power.

To this end, we define a statistical measure called *contrast*. The contrast characterizes how discernible H0 and H1 are when assessed by *λ*. For given SNR, the contrast *η* is defined as: $$\documentclass[12pt]{minimal}
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$$\eta {\rm{(\lambda )}}{\left| {{\rm{SN}}{{\rm{R}}_{\rm{1}}}{\rm{, SN}}{{\rm{R}}_{\rm{2}}} \buildrel \Delta \over = {{\mu ({{\rm{\lambda }}_{\rm{1}}}) - 2\sigma ({{\rm{\lambda }}_{\rm{1}}})} \over {\mu ({{\rm{\lambda }}_0}) + 2\sigma ({{\rm{\lambda }}_0})}}} \right|_{{\rm{SN}}{{\rm{R}}_1},{\rm{SN}}{{\rm{R}}_2}}}$$
\end{document}$$, If *η* (*λ*) ≤ 1 then H0 cannot be distinguished reliably from H1 when assessed by *λ*. The use of a 2*σ* margin in ([11](#Equ11){ref-type=""}) gives us the statistical confidence that when *η* is large, the discriminating ability of H0 and H1 is high. The 2*σ* margin is used since it corresponds to the conventional 95% confidence bound for the Gaussian distribution{fn1\|1}, i.e., *η* = 1 corresponds to adetection error of 5%. Two situations for*η* \> 1 and*η* \< 1 are illustrated in Fig. [2](#Fig2){ref-type="fig"} for given SNR. Fig. 2Examples of two situations for *η*: **a***η* \> 1, hypotheses H0 and H1 can be reliably distinguished when assessed by *λ*; **b***η* \< 1, H0 and H1 cannot be reliably distinguished

The contrast as well as the NV are computed for a priori known SNR. Since in most practical situations SNR is a priori unknown, these performance measures can only be computed usingmodels and simulations.However, aworking range of SNR can be estimated for many practical situations. If the range is given, then an interdependency measure with a better performance for this range can be selected based on results of the simulations. Furthermore, the contrast shows how reliable the hypotheses can be discriminated for different configurations of the models (e.g., for different sources configurations). This knowledge can be useful in practical situations e.g., to determine reliability of detection methods.

5 Investigation of the PLI {#Sec15}
==========================

5.1 Model M1: analytical results {#Sec16}
--------------------------------

We analyze the PDF of the PLI for the model M1. Since the exact analysis is mathematically intractable, we use approximations. For the analysis we use the equivalent base band signals (BESs) as explained in this section below.

### 5.1.1 Equivalent baseband signals {#Sec17}

In order to make the model for the CSS mathematically tractable, we transform the signals into BESs (without any loss of generality). Let us denote the BESs by the same letters but with tilde. For simplicity of notation, we omit the time index *k* when it is possible. The transformation of a real-valued passband signal into the BES is described in detail in ([@CR26]). Here we summarize it as follows. First, we remove all negative frequencies and double amplitudes of the positive ones in the frequency domain. The result is called the analytical signal and is typically obtained using theHilbert transform. Second, we shift all frequencies downwards so that center frequency *f*~*c*~ of the shifted subband becomes zero. This shift can be accomplished by multiplication of the signal with a complex exponential. Third, we perform downsampling by a factor of *G* = *f*~*s*~/Ω which is equivalent to changing the periodicity of the spectrum to a fundamental interval of width *˜f*~*s*~ = *f*~*s*~/G = Ω.

As the result of this transformation, passband Gaussian noise *n*~*q*~ becomes a complex-valued white Gaussian noise *˜n*~*q*~, and the sinusoid *s*~*q*~ becomes complex exponential *˜s*~*q*~ with different (shifted) fundamental frequency *˜f*~0~ = *f*~0~ − *f*~*c*~. The sampling frequency of the BESs is *˜f*~*s*~ = Ω. We note that the power and the amount of information in *x*~*q*~ are fully preserved after its transformation into the baseband signal *˜x*~*q*~. Simulations indeed show qualitatively the same results for the PLI computed using either *˜x*~*q*~ or *x*~*q*~. Furthermore, formulas ([1](#Equ1){ref-type=""}), ([3](#Equ3){ref-type=""}) and ([4](#Equ4){ref-type=""}) can be extended to the BESs through replacement of the passband signals by their baseband equivalents.

### 5.1.2 Bandwidth and effective number of samples {#Sec18}

The bandwidthΩis an important parameter for EEG analysis and, in this case, it determines the sampling frequency for the BESs *f*~*s*~ = Ω. Another relevant parameter is the duration of theEEGepoch, denoted by *T*. Parameters *T* and Ω are invariant with respect to the signal transformation into the BES. In the BESs, these parameters together determine number of data samples *˜K* : *˜K* = *T ˜f*~*s*~ = *T*Ω. For instance, a single channel of a typical EEG epoch with *T* = 10 s and Ω = 2Hz and *f*~*s*~ = 200 Hz contains *K* = *T f*~*s*~ = 2000 samples, while an equivalent baseband signal contains only *˜K* = *T*Ω = 20 samples and *˜K* is independent of *f*~*s*~. The larger number of samples in real-valued passband signal *˜x*~*q*~ carries no extra information, i.e., many samples in *˜x*~*q*~ are redundant. This property plays an important role in practical applications. Since the instantaneous phase has physical meaning for narrow band signals only, Ω is typically chosen small. If *T* is not sufficiently large, then *˜K* = *T*Ω is also small. In this case, a large interdependency computed between signals is rather an artifact caused by the wrong choice of gW and *T* than a reflection of an underlying brain. This artifact can lead to the so-called "spurious detection" of phase synchronization ([@CR34]).

### 5.1.3 PDF in the absence of crosstalk {#Sec19}

For the sake of simplicity we omit tildes in notations for the BESs in the remainder of this section. The analysis is performed for BESs *c*~*q*~, *q* = 1, 2 of model M1 defined by ([4](#Equ4){ref-type=""}) in the absence of crosstalk (i.e., *α* = 0, *c*~*q*~ = *x*~*q*~) and for a suf- ficiently large number of samples *K* = *T*Ω. Mathematical derivations are provided in Appendix [A](#Appa){ref-type="app"} and in our conference paper ([@CR26]). An APDF of *γ* defined by ([5](#Equ5){ref-type=""}), *D*~1~ (*γ*) is derived for high SNR in *x*~*q*~, *A*~*q*~ ≫ *σ*^2^ (*n*~*q*~), *q* = 1, 2, and a sufficiently large number of samples *K*: $$\documentclass[12pt]{minimal}
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$$\sigma _R^2 = {1 \over 2}{(1 - {e^{ - {\sigma ^2}(\nu )}})^2}$$
\end{document}$, see Appendix [A](#Appa){ref-type="app"} for details. Furthermore, *σ*~*R*~^2^ and *μ* are mutually related as: $\documentclass[12pt]{minimal}
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$$\sigma _R^2 = {1 \over 2}{(1 - {\mu ^2})^2}$$
\end{document}$.

For the case SNR = 0, i.e., the exponential signals are absent, *A*~*q*~ = 0, the PDF *D*~2~ is given by a Rayleigh distribution (no approximations are used, see ([@CR26])): $$\documentclass[12pt]{minimal}
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$${D_2} = 2K\gamma {e^{ - {\gamma ^2}K}},\gamma \ge 0$$
\end{document}$$. The (A)PDFs *D*~1~ and *D*~2~ are derived for two opposite cases, respectively *A*~*q*~ ≫ *σ*^2^(*n*~*q*~) and *A*~*q*~ = 0. We will evaluate the accuracies of the (A)PDFs in awide SNR range by means of Monte Carlo simulations in order to show that *D*1 is also a fair approximation for the case *A*~*q*~ ∼ *σ*^2^ (*n*~*q*~).

### 5.1.4 PDF in the presence of crosstalk {#Sec20}

Let us now investigate how crosstalk between the sources affects APDF *D*~1~. For *α* \> 0, each signal *c*~*q*~ of the model can be rewritten in the following way: $$\documentclass[12pt]{minimal}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{mathrsfs}
\usepackage{upgreek}
\setlength{\oddsidemargin}{-69pt}
\begin{document}
$${c_q} = {s_q} + {n_q} + \alpha ({s_p} + {n_p}) = ({s_q} + \alpha {s_p}) + ({n_q} + \alpha {n_p}) = {{\hat s}_q} + {{\hat n}_q}$$
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\end{document}$ is an oscillatory component with the same frequency as *s*~*q*~ but different amplitude and phase, and $\documentclass[12pt]{minimal}
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\end{document}$ is a white Guassian noise signal with *μ* = 0 and $\documentclass[12pt]{minimal}
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$${\sigma ^2} = {\sigma ^2}({n_q}) + \alpha {\sigma ^2}({n_p})$$
\end{document}$, *p* = 1, 2, *q* = 1, 2, *p* ≠ *q*. It can be shown that in this case *σ*^2^ (*υ*) \[used for *μ* and *σ*~*R*~^2^ in ([12](#Equ12){ref-type=""})\] is $\documentclass[12pt]{minimal}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{mathrsfs}
\usepackage{upgreek}
\setlength{\oddsidemargin}{-69pt}
\begin{document}
$${\sigma ^2}(\upsilon ) = {{{\sigma ^2}({{\hat n}_1})} \over {A_1^2}} + {{{\sigma ^2}({{\hat n}_2})} \over {A_2^2}}$$
\end{document}$. Thus, ([14](#Equ14){ref-type=""}) and *D*~1~ (*γ*) defined by ([12](#Equ12){ref-type=""}) together expose the sensitivity of the PLI to the amount of crosstalk between the signals.

### 5.1.5 Accuracy of the (A)PDF {#Sec21}

The (A)PDFs *D*~1~ and *D*~2~ describe the PLI statistically, i.e., the mean and variance as well as other statistics of the PLI can be obtained from it for given SNR and *K*. In order to assess the accuracy of *D*~1~ and *D*~2~ and we compare the mean and variance obtained analytically from ([12](#Equ12){ref-type=""}) and ([13](#Equ13){ref-type=""}) with the mean and variance obtained numerically using Monte Carlo simulations with 1,000 realizations of the baseband signals *x*~*q*~. For this comparison, we fix *K* = *T f*~*s*~ = 20, the choice of which corresponds to a typical bandpass filtered signal of 10 s length, see Sect. [4.1](#Sec13){ref-type="sec"}. For larger values of *K*, however, the accuracy is improved. The SNR range used for the comparison is SNR ∈ \[−20, ..., 20\] dB. Such broad SNR range is chosen for illustration purposes to show the asymptotic limits. The lowest SNR = −20 dB corresponds to e.g., the very onset of a focal epileptic seizure. The highest SNR = 20 dB corresponds to e.g., spike-and-wave patterns of a generalized epileptic seizure, when the amplitudes of the patterns can substantially exceed the amplitudes of the spontaneous background signal. Intermediate values of SNR cover most other cases. For simplicity, we use *α* = 0, and equal SNR for both sources. Other parameters of M1 are not relevant for the comparison and described in Sect. [5.2](#Sec22){ref-type="sec"}.

The results are shown for the mean of the PLI in Fig. [3a](#Fig3){ref-type="fig"} and for the variance in Fig. [3b](#Fig3){ref-type="fig"}. It can be seen from the figures that the mean and variance derived from *D*~1~ is accurate for SNR above to 10dB and at least fairly good for SNR above −5 dB. It can also be seen from Fig. [3](#Fig3){ref-type="fig"} that *D*~2~ accurately describes the mean and variance for SNR \< −12 dB. Fig. 3A comparison of the analytically and empirically computed mean and variance of the PLI. *Solid curves* corresponds to results of simulations, *dashed curves* are obtained using *D*~1~, and *horizontal solid lines* correspond to *D*~2~

5.2 Model M1: simulations {#Sec22}
-------------------------

In this section, we investigate the PLI and CM for the sensitivity to crosstalk through using simulations with real-valued signals ([1](#Equ1){ref-type=""}) and ([2](#Equ2){ref-type=""}), i.e., the signals are not transformed into their BESs. Furthermore,we discusswhether the PLI andCM are in accordance with the intuitive requirements formulated in Sect. [4.2](#Sec14){ref-type="sec"}.

### 5.2.1 Simulation parameters for M1 {#Sec23}

We recall that each CSS is modeled in a subband of width Ω = 2Hz. Furthermore, we analyze the CSSs in epochs of length *T* = 10 s, for motivations see Sect. [3.3](#Sec11){ref-type="sec"}.

We define *f*~*s*~ = 200 Hz that is a typical sampling frequency for EEG recordings. Thus, all the simulations are done for the number of samples *K* = *T f*~*s*~ = 2, 000 (which corresponds to *˜K* = *T*Ω = 20 samples in the BESs). Furthermore, we assume that *f*~0~ = 10 Hz and *f*~*c*~ = 9.5Hz in the signals *x*~*q*~, which are some typical values for the EEG. The exact values are, however, not relevant and do not affect the results.

As mentioned in Sect. [3](#Sec8){ref-type="sec"}, the PLI as well as the CM are insensitive to phases *θ*~*q*~ of signals *s*~*q*~ of themodel M1. Therefore, we set *θ*~*q*~ = 0 in the simulations. (In M2, however, *θ*~*q*~ may be relevant due to interference of multiple source signals.)

The constant *α* determines the amount of crosstalk for the source signals inM1 and can be between 0 (no crosstalk) and 1 (maximal crosstalk). We assess typical values of *α* using a four-layer spherical volume conductor of M2. For this volume conductor, all crosstalk constants are normalized to be in the same range as for M1. To this end, they are divided by the coefficient of projection from the sources to the corresponding electrodes, which are equal for all the sources. Our estimate is that *α* \< 0.5 for the standard 10--20 system. In simulations we use *α* = {0, 0.1, 0.3, 0.5}. Each of these values can be associated with the amount of crosstalk in one of the following situations: *α* = 0 in the absence of crosstalk (or if it can be neglected);*ga* \< 0.1 for distantly spaced electrodes in recordings made with the Hjorth reference;*α* \< 0.3 for neighboring electrodes in recordings with the Hjorth reference;the case *α* ∼ 0.5 corresponds to denser electrode arrays or 'improperly' chosen reference, e.g., the signal at Cz electrode used as the common reference.

We analyze the mean and variance of the PLI *γ*, denoted respectively by *µ*(*γ*) and *σ*^2^ (*γ*), and compare them to those of the CM *g*, denoted by *µ*(*g*) and *σ*^2^ (*g*) for hypotheses H0 and H1 (see Sect. [4.2](#Sec14){ref-type="sec"}). Each of the hypotheses includes several different scenarios and, therefore, is difficult to simulate fully. For convenience, we use only two particular scenarios in the simulations: $$\documentclass[12pt]{minimal}
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$$\eqalign{ & {\rm{S0: SN}}{{\rm{R}}_{\rm{1}}}{\rm{ = 0, SN}}{{\rm{R}}_{\rm{2}}}{\rm{ = SN}}{{\rm{R}}_{\rm{P}}}{\rm{;}} \cr & {\rm{S1: SN}}{{\rm{R}}_{\rm{1}}}{\rm{ = SN}}{{\rm{R}}_{\rm{2}}}{\rm{ = SNR}}{{\rm{2}}_{\rm{P}}} \cr} $$
\end{document}$$, where SNR~p~ ∈ \[−20, ..., 20\] dBis an a priori knownparameter (corresponding to the assumption that SNR is a priori known in signals *x*~*q*~). The scenario S0 correspond to H0(b) and the scenario S1 corresponds to H1 with an assumption that SNR~1~ = SNR~2~. All measures are computed usingMonte Carlo simulations with 1000 different realizations of *x*~*q*~ in the model M1.

### 5.2.2 Simulation results for M1 {#Sec24}

The results are presented in Fig. [4](#Fig4){ref-type="fig"} for different amounts of crosstalk *α*. For *α* = 0, both measures are in line with intuitive ideas about measures of interdependency described in Sect. [4.2](#Sec14){ref-type="sec"}. More precisely, Fig. [4a](#Fig4){ref-type="fig"} shows that *μ*(*γ*) and *μ*(*g*) computed under H1 asymptotically approach 1 for high SNR and are small for lowSNR. Fig. [4b](#Fig4){ref-type="fig"} shows that *μ*(*γ*) and*μ*(*g*) are small for the whole SNR range, *α* = 0 under H0. Furthermore, the measures are quite similar for *α* = 0 and become different for *α* \> 0. Fig. 4**a** The mean and variance of the PLI (*solid line*) and CM (*dashed line*) computed under H1 and H0 for the model M1. **a** Mean under H1; **b** mean under H0; **c** variance under H1; **d** variance under H0. The closest pairs of *solid* and *dashed lines* correspond respectively to different *α*. The exact values are shown in the figure

Most prominently large *α* affects *μ*(*γ*) and *μ*(*g*) under H0, see Fig. [4b](#Fig4){ref-type="fig"}. For low SNR, however, this effect can be reduced by increasing the time window or the frequency subband (which means using a larger number of data samples in the equivalent baseband signals), see ([12](#Equ12){ref-type=""}) and ([13](#Equ13){ref-type=""}). We remark that the difference between *μ*(*γ*) and *μ*(*g*) can be at most 0.1 for *α* = 0.5. It can also be seen from Fig. [4a, b](#Fig4){ref-type="fig"} that *μ*(*γ*) is slightly less sensitive to *α* compared to *μ*(*g*).

In [Fig. 4c](#Fig4){ref-type="fig"}, *σ*^2^ (*γ*) and *σ*^2^ (*g*) are shown under H1 and in Fig. [4d](#Fig4){ref-type="fig"} they are shown under H0. Only the extreme situations with *α* = {0, 0.5} are shown. It can be seen from the figures that the variances are also sensitive to *α*. The difference between *σ*^2^ (*γ*) computed for *α* = 0 and *α* = 0.5 is bounded by approximately 0.01.

The difference between *σ*^2^ (*γ*) and *σ*^2^ (*g*) is bounded by approximately 0.004 and is the most significant for large *α* under H0. We note that all the measures are approximately constant across the full SNR range under H0 and for *α* = 0. This is because the signals are completely mutually independent in this case. We also note that the left parts of Fig. [4a](#Fig4){ref-type="fig"}, c are similar to the left parts of Fig. [4b, d](#Fig4){ref-type="fig"}, which is due to the very low SNR (and thus to the similarity between H0 and H1).

In conclusion, the results suggest that the mean of the PLI as well as that of the CM can be fairly used as a measure of interdependency between CSSs when the amount of crosstalk *α* is small. For a typical epoch length of 10 s, the variance for the PLI and CM is sufficiently small compared to the mean, so that reliable results can be obtained for the measures. Performances for the PLI and CM are similar for small *α*, but differences increase if *α* is large. Since it is difficult to identify unambiguously which of the measures is better, a more thorough comparison is needed.

6 Direct comparison of the PLI and CM {#Sec25}
=====================================

We compare the PLI and CM based on the normalized variance (NV) and contrast as defined in Sect. [4](#Sec12){ref-type="sec"}. To compute these performance measures, we use Monte Carlo simulations with 100 different realizations of *x*~*q*~ in model M2 with a priori given SNR.

6.1 Simulation parameters for M2 {#Sec26}
--------------------------------

In the model M2, we use the same parameters for signals *x*~*q*~ as those inM1 described in Sect. [5.2](#Sec22){ref-type="sec"}. Two distinct situations are simulated: the electrodes, below which the investigated sources are located, are either spaced closely as {Fp1, F3}, or far apart as {Fp1, T7}. For both situations, the locations are chosen according to the worst-case scenario as described in Sect. [2](#Sec2){ref-type="sec"}, i.e., for the largest amount of crosstalk. For the situation with sources located under {Fp1, T7}, *L* = {1, ..., 4} additional sources may have *s*~*q*~ components in *x*~*q*~. These sources are located below F8, Pz, Cz, and O1 electrodes, which are also chosen according to the worst-case scenario (if *L* = 1 then the source is located under F8; if *L* = 2, then the sources are located under F8 and Pz, etc.). The phases *θ*~*q*~ of the signals *s*~*q*~} are taken either equal or chosen randomly for each realization. The former corresponds to the worstcase scenario as well, due to the largest interference of the signals.

6.2 Normalized variance {#Sec27}
-----------------------

We compare the normalized variance (NV) as defined by ([9](#Equ9){ref-type=""}) for the PLI as well as CM using signals *c*~*q*~ of M2 with SNR~*q*~ ∈ \[−10, ..., 20\] dB, *q* = 1, 2. Additional *L* sources generating oscillatory components *s*, if any, have SNR = max {SNR~*q*~}, *θ*~*q*~ are equal. For the purpose of comparison, we compute the following ratio that directly exposes the difference between the measures in dB: $$\documentclass[12pt]{minimal}
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$$W = 10\log \left( {{{{{\hat \sigma }^2}(\rho )} \over {{{\hat \sigma }^2}(\eta )}}} \right)$$
\end{document}$$.

The results are shown in Fig. [5a, b](#Fig5){ref-type="fig"}. Light color *(W* \> 0) corresponds to better performance of the PLI, and dark color (*W* \< 0) corresponds to better performance of the CM. We conclude that the measures are approximately equal in most of the SNR range; the PLI is better for high SNR in both signals; and the CM is better if one of the signals has high SNR\>10 dB and another has SNR in the range \[0, ..., 10\] dB or if both signals have SNR \< −5 dB. Note that a slight asymmetry in the figures reflects asymmetry in crosstalk between sources. Fig. 5A ratio of normalized variances in dB. *Light color* corresponds to a better performance of the PLI and *dark color* to the CM. The figures are made for the following configurations of the model M2: **a***L* = 0; **b***L* = 4. See the text for further details

6.3 Contrast {#Sec28}
------------

Performances of the PLI and CM for detection purposes are assessed through using the contrast *η* defined by ([11](#Equ11){ref-type=""}). The contrast *η* shows how reliably the hypothesis H1 can be distinguished from hypothesis H0 based on PLI *γ* or CM *ρ*, see ([11](#Equ11){ref-type=""}). In the simulations, we use the simplified hypotheses ([15](#Equ15){ref-type=""}).

For closely spaced sources {Fp1, F3}, it is found that *η* (*γ*) as well as *η* (*ρ*) are always below 1.05 for *L* = 0, and that they are below 1 for *L* \> 0. Therefore, we conclude that H1 and H0 cannot be reliably distinguished when the sources are located below neighboring electrodes. For this reason, graphical results are not presented for {Fp1, F3}.

For distantly spaced sources {Fp1, T7}, the results are shown in Fig. [6](#Fig6){ref-type="fig"}, for SNRp \>/ 0 dB. For SNR~p~ \< 0 dB, *η* (*γ*) and *η* (*ρ*) are always below 1 and for this reason are not shown. Fig. 6The contrasts *η* (*γ*) (*solid curve*) and *η* (*g*) (*dashed curve*) computed for signals recorded at Fp1 and T7 electrodes. The pairs of the curves are marked by *ellipses* and correspond to the following situations: **a***L* = 0; **b***L* = 4, random *θ*~*q*~

In Fig. [6](#Fig6){ref-type="fig"}, two pairs of curves are shown. The pair (a) corresponds to *L* = 0; the pair (b) corresponds to *L* = 4 and random phases *θ*~*q*~. For *L* = 4 and equal *θ*~*q*~, (the worst-case scenario) the contrast is always below 1 (not shown).

It can be seen that *η* (*γ*) is higher than *η* (*ρ*) except for very high SNR~*p*~. Thus, we conclude that the PLI is better than the CM in terms of the contrast, i.e., for detection purposes. We also note that additional sources of *s*~*q*~ can significantly affect *η* (*γ*) and *η* (*ρ*), especially when phases *θ*~*q*~ are equal. The latter is the case, e.g., when different cortical areas are 'driven' by the same subcortical structurewith similar delays. In this case, the PLI andCMare not appropriate for detection.

Furthermore, we observed that the contrasts computed for the model M2 with *L* = 0 are similar to the contrasts computed forM1 having an equivalent amount of crosstalk *α* (not shown). Therefore, we conclude that M1 is a good approximation of M2 with *L* = 0.

7 Physiological EEGs {#Sec29}
====================

We also compare the PLI and CM for (patho) physiological EEGs. The EEGs were recorded from adult patients suffering from temporal lobe epilepsies and having complex partial seizures. The patients were implanted with intracranial electrodes (intracerebral electrodes and subdural strips). The recorded data is filtered with a pass band of 0.1--70Hz and then sampled at 200 Hz. For each patient we select episodes, each containing 100 s of spontaneous EEG recorded before the seizure onset and the seizure itself. For each episode, we select the two channels with the most prominent epileptic patters at the seizure onset. These channels are from different strips so that crosstalk between the sources is very small. Furthermore, the channels are free of artifacts.

The channels are split into epochs of length *T* = 10 s with overlap δ*T* = 2 s. For each epoch, the PLI and CM are computed in subbands of bandwidth Ω = 2Hz, with overlap ΔΩ = 1Hz, as described in Sects. [6](#Sec25){ref-type="sec"}--[7](#Sec29){ref-type="sec"}. Parameters Δ*T* and ΔΩ determine respectively the time and frequency resolutions for the measures and are fixed at the typical values. The measures can be associated with 'instantaneous' interdependencies for pairs of subbands in the selected channels and, since the crosstalk is very small, they can be associated with interdependencies of brain sources located close to the electrodes.

7.1 Qualitative results {#Sec30}
-----------------------

Figure [7a, b](#Fig7){ref-type="fig"} show the EEG channels for one of the patients. Figure [7c, d](#Fig7){ref-type="fig"} show the spectrograms for these channels. For the sake of comparison, the spectrograms are smoothed by a weighted (Gaussian) moving average filter and normalized to range \[0, 1\]. The figure shows that the seizure is associated with large amplitudes and oscillations with a dominant frequency of about 6Hz in both channels. Fig. 7**a**, **b** Time courses of two EEG channels (in subplots 2 s of the EEGs are zoomed to show the *spike-and-wave* patterns); **c**, **d** the spectrograms computed for the channels

Figure [8a, b](#Fig8){ref-type="fig"} show time-frequency plots for the PLI and CM, also smoothed and normalized for the sake of comparison. It can be seen that the seizure is characterized by an increase of the PLI and CM for a number of bands. Furthermore, the figure shows that the measures vary substantially during the seizure. Figure [8a](#Fig8){ref-type="fig"} is similar to Fig. [8b](#Fig8){ref-type="fig"}, which means that none of the measures has significantly better performance, at least for this seizure.We note that Fig. [8a, b](#Fig8){ref-type="fig"} are significantly different from Fig. [7c, d](#Fig7){ref-type="fig"} and therefore provide additional information about the signals. Fig. 8Time-fre-quency plots **a** for the PLI and **b** for the CM

Figure [9a](#Fig9){ref-type="fig"} shows time courses of two simple seizure indicators SI~max~ (*γ*) and SI~max~ (*g*) computed for each epoch by taking the maximum of respectively PLI *γ* and CM *g* across all the subbands. Figure [9b](#Fig9){ref-type="fig"} shows time courses of two other seizure indicators SIavrg (*γ*) SIavrg (*g*) computed by averaging *γ* and *g* across all the subbands. In both figures, it can be seen that the indicators increase substantially during the seizure and thus can be used for seizure detection. We note that SI~max~ (*γ*) and SI~max~ (*g*) are appropriate when interdependency occurs in a narrow subband and SI~avrg~ (*γ*) and SI~avrg~ (*g*) are appropriate when interdependency occurs in multiple subbands simultaneously. For the analyzed EEG, the *γ* -based indicators seem to perform slightly better then the *g*-based indicators. Fig. 9**a** Time courses of SI~max~ (*γ*) and SI~max~ (*g*) are shown in *circles* and *dots* respectively; **b** Time courses of SI~avrg~ (*γ*) and SI~avrg~ (*g*) are shown in *circles* and *dots* respectively

We remark that the results are obtained without any prior knowledge about distribution of the interdependencies in different subbands. If such knowledge is available, than indicators can be constructed having an improved performance.

7.2 Accuracy of the model M1 {#Sec31}
----------------------------

Let us assess the accuracy of the model M1 through comparison of results of simulations with experimental results. We note that Fig. [3a](#Fig3){ref-type="fig"} and b show the dependence of the mean and variance of the PLI on SNR in the modeled CSSs. Thereby, the figures expose the mutual relation between the mean and the variance of the PLI for different SNR. Let us investigate whether the same relation exists for the PLI computed using physiological EEGs. To this end, we compute the (sample) mean *μ*~*b*~ (*γ*) and variance *σ*~*b*~^2^ (*γ*) using the signals recorded from the patient before the seizure and thus associated with the spontaneous background activity. For subband 5--7 Hz, which contains the dominant frequency, we obtain *μ*~*b*~ (*γ*) = 0.22, *σ*~*b*~^2^ (*γ*) = 0.01. Similarly, themean and variance are computed using epochs recorded during the seizure: *μ*~*s*~ (*γ*) = 0.59, *σ*~*s*~^2^ (*γ*) = 0.03.

Figure [3](#Fig3){ref-type="fig"} shows that both *μ*~*b*~ (*γ*) and *σ*~*b*~^2^ (*γ*) correspond to SNR of approximately −10 dB, meaning that the signals of the model M1 are valid approximations for records of the spontaneous background activity. We note that for this EEG the channels show no interdependency in the subband under consideration. Figure [3](#Fig3){ref-type="fig"} also shows that *μ*~*s*~ (*γ*) corresponds to SNR of approximately 1-2dB and *σ*~*s*~^2^(*γ*) is larger than any shown variance. This large variance can be explained by non-stationary behavior of the PLI during the seizure. The PLI does not fluctuate randomly around a particular value, but has rapid "jumps" combined with slow trends whichmay be associated with the brain state transitions.

7.3 Detection of epileptic seizures {#Sec32}
-----------------------------------

Let us assess how reliably the spontaneous activity can be discriminated from the epileptic activity using SIavrg (*γ*) and SI~avrg~ (*g*). For this purpose, we compute the means *μ*~*b*~ (SI~avrg~ (λ)) and *μ*~*s*~ (SI~avrg~ (λ)), where λ can be the PLI or the CM, using epochs recorded respectively before and during the seizure. We use ten epileptic EEGs recorded from four patients. The PLI and CM are compared in terms of the ratio *r* (λ) = *μ*~*s*~ (SI~avrg~ (λ)})/*μ*~*b*~ (SI~avrg~ (λ)) which indicates how reliably the epileptic EEG can be distinguished from the background EEG. Obviously, larger *r* corresponds to more reliable discrimination between the epochs. (Since the variance appears to be large during the seizure we may not use the contrast ([11](#Equ11){ref-type=""}) which is an appropriate measure to discriminate stationary situations like in the simulations.) The results are presented in Table [1](#Tab1){ref-type="table"} for all ten EEGs. Table 1The ratios discriminating epileptic and background signals for ten different EEGsPt1 Sz1Pt1 Sz2Pt2 Sz1Pt2 Sz2Pt2 Sz3Pt3 Sz1Pt3 Sz2Pt4 Sz1Pt4 Sz2Pt4 Sz3*r (γ)*2.02.21.21.41.31.91.91.41.51.4*r (g)*1.71.81.21.31.21.81.81.31.41.2

Table [1](#Tab1){ref-type="table"} shows that the PLI has slightly better performance then the CM for nine of ten EEGs, and for one EEG the performances are equal. This result is in line with the results of simulations presented in Sect. [6](#Sec25){ref-type="sec"}.We also note that *r* \> 1 for all EEGs, meaning that interdependency increases during all the seizures.

8 Discussion and conclusions {#Sec33}
============================

It is generally assumed that interdependencies of CSSs can characterize the state of the brain network and might be useful for detection purposes, e.g., for detection of epileptic seizures. However, available knowledge about the brain is insufficient to determine the 'best' measure of interdependency. Moreover, it is not clear how interdependencies of CSSs are related to interdependencies of the EEG channels, since each channel is some mixture of all CSSs.

One of the measures used for EEG analysis is the PLI. Its usefulness has been confirmed experimentally, at least for some EEGs. In this article, we investigate the PLI as a measure of interdependency of CSSs recorded in the EEG. We investigate the PLI on a theoretical basis, bymeans of simple analytical models. Furthermore, the PLI is compared with the CM. The CM is based on a classical linear correlation function, which is the most widely used method for measuring interdependencies.

Several main results emerge from this paper.We showthat passband signals, which are typically used in EEG analysis, are equivalent to baseband signals with lower sampling frequency and thus fewer samples within the same time internal. Since the baseband signals are analytically tractable, they are used for analysis of the PLI. Furthermore, the correspondence between passband and baseband signals exposes the relation between the bandwidth and the effective number of samples in the passband signals---an issue which is sometimes overlooked in the EEG-related literature ([@CR34]).

An APDF is analyzed that expose behavior of the PLI for different amounts of noise in CSSs and epoch lengths. It is found that the APDF accurately characterize the mean and variance of the PLI for a wide range of SNRs. The APDF can be used to determine confidence intervals and significance levels for detection methods. In this respect, it can serve as a fair alternative to empirical methods based on surrogate data ([@CR6]).

The sensitivity of the mean and variance of the PLI to the amount of crosstalk between the sources (i.e., to the volume conduction effect) is evaluated using Monte Carlo simulations. It is found that crosstalk can affect the PLI (as well as the CM) significantly. For instance, it is found that if more than four distinct sources (i.e., cortical areas below different electrodes) are coupled and therefore generate similar oscillatory signals, then the locations of the sources cannot be reliably detected from the scalp EEG using the PLI or CM. Therefore, the measures should be used with caution. They can be associated with a degree of interdependency of the CSSs located below the corresponding EEG electrodes only when a proper reference is used, such as the Hjorth reference ([@CR9]). This conclusion is in agreement with ([@CR8]) where the drastic effect of the common reference signal,which is associated with the large amount of crosstalk, on phase synchrony, is shown. It should be noted that two measures were recently proposed which are less sensitive to the volume conduction effect than the coherence and the PLI. The measures are the imaginary component of coherence ([@CR17]) and the phase lag index ([@CR27]). These measures could be good alternatives to the combination of the Hjorth reference and the PLI. However, these new measures should yet be analyzed for their sensitivity to different signals and to different experimental settings. It would also be useful to compare them to the PLI using the setup used in this paper for the comparison of the PLI with the CM.

The PLI is compared to the CM using a normalized variance (NV) and a novel statistical measure called contrast. The NV exposes performances of the PLI and CM for estimation problems; the contrast exposes performances for detection problems. It is found that although the PLI and CM are quite similar, the PLI performs better in some cases, especially in terms of the contrast.We conclude that the PLI is slightly better than the CM for both estimation and detection purposes, which is in agreement with conclusions of other authors analyzing physiological EEGs, see e.g. ([@CR22]). In ([@CR2]; [@CR12]), linear interdependency measures has been compared to a number of non-linear interdependency measures (including the PLI) on a theoretical basis, using models and numerical simulations. It was shown that none of the measures perform better than the other ones in all situations. This result is obtained for different models and using different comparison criteria than those used in this paper. For instance, the models used in the studies do not account for crosstalk between different sources.

Finally, we analyzed physiological epileptic EEGs. We found that the models used for simulations are accurate and that the results of the simulations are in line with the results obtained for the physiological EEGs. It is shown that PLI complements conventional time-frequency representations of the signals with additional information that can be used in seizure detection methods. For instance, the PLI can be used to construct new features that can be used in classifiers.

We notice that our analysis of the PLI is limited to deterministic linearly interdependent signals in the presence of additive Gaussian noise. This substantially simplifies the analysis, and facilitates interpretation of the results.However, the PLI was developed for more complex signals including chaotic ones. We do not use prior information about the signals in the simulations and it is likely that results of the analysis carry over to other (more complex) signals aswell. Since the CMwas developed for deterministic linearly interdependent signals, it is likely that it has moderate performance for other (more complex) signals.
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Let us analyze the sensitivity of the PLI to the white additive Gaussian noise in the input signals. We consider two complex-valued signals *c*~*q*~, *q* = 1, 2 of the model M1 ([4](#Equ4){ref-type=""}) with *α* = 0, i.e., without crosstalk. For *α* = 0, the signals *c*~*q*~ can be rewritten in the following way: $$\documentclass[12pt]{minimal}
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$$\eqalign{ & {c_q}[k] = {x_q}[k] = {s_q}[k] + {n_q}[k] = {A_q}{e^{j{\varphi _q}[k]}} + {B_q}[k]{e^{j{\phi _q}[k]}},q = 1,2,k = 1, \ldots ,K \cr & \cr} $$
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$${s_q}[k] \buildrel \Delta \over = {A_q}{e^{j{\varphi _q}[k]}}$$
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$$\varphi [k] \buildrel \Delta \over = 2\pi k{f_0}/{f_s} + {\theta _q}$$
\end{document}$ is some white additive Gaussian noise with mean 0 and variance *σ*^2^ (*n*~*q*~), *f*~*s*~ is the sampling frequency, *A*~*q*~, *B*~*q*~, *f*~0~, *f*~*s*~ ∈ ℝ^+^, *θ*~*q*~, *φ*~*q*~, *ϕ*~*q*~ ∈ ℝ, *k* = 1, ..., *K*. For the sake of simplicity, we omit the time index *k* in the following formulas.

Our objective is to find the PDF for the PLI computed for *c*~*q*~. Since the exact PDF appears mathematically intractable for the general case, we use approximations. We proceed as follows. First we derive an APDF *D*~1~ for the case *A*~*q*~ ≫ *σ*^2^(*n*~*q*~). Then we derive a PDF *D*~2~ for the special case *A*~*q*~ = 0. The accuracy of *D*~1~ and *D*~2~ is evaluated in Sect. [5.1](#Sec16){ref-type="sec"}.
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\end{document}$, equivalently can be computed as Im (ln (*c*)). Therefore, it follows that: $$\documentclass[12pt]{minimal}
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$${\nu _q} \buildrel \Delta \over = {{{B_q}} \over {{A_q}}}{e^{j({\phi _q} - {\varphi _q})}}$$
\end{document}$ is some modified noise with distribution N (0, *σ*^2^ (*ν*~*q*~), where $\documentclass[12pt]{minimal}
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$${\sigma ^2}({\nu _q}) \buildrel \Delta \over = {{{\sigma ^2}({n_q})} \over {A_q^2}}$$
\end{document}$. We notice that the variance *σ*^2^ (*ν*~*q*~) is the inverted SNR in the signal *c*~*q*~, and *σ*^2^(*ν*~*q*~) ≪ 1 since A~*q*~^2^ ≫ *σ*^2^(*n*~*q*~).
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$$(1 + {\nu _q}) = {\mathop{\rm Im}\nolimits} (\ln (1 + {\nu _q})) \approx {\mathop{\rm Im}\nolimits} ({\nu _q}) + O(\nu _q^2)$$
\end{document}$$.
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$${\rm{N}}(0,{{{\sigma ^2}({\nu _q})} \over 2})$$
\end{document}$ assuming that the real and imaginary parts of *n*~*q*~, and therefore of *ν*~*q*~, have the same variance.

Now we can write the phase difference of two signals *q* = 1,2 as: $$\documentclass[12pt]{minimal}
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\end{document}$ is approximately Gaussian N (0, *σ*^2^ (*ν*)), and *σ*^2^ (*ν*)} = *σ*^2^ (*ν*~1~) + *σ*^2^ (*ν*~2~) because Im (*ν*~1~) and Im (*ν*~2~) are independent.

Now let us consider the PLI for the signals *c*~1~ and *c*~2~ as defined by ([5](#Equ5){ref-type=""}): $$\documentclass[12pt]{minimal}
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$$\gamma \buildrel \Delta \over = \left| \matrix{ \left\langle {{e^{j({c_1} - {c_2})}}} \right\rangle \hfill \cr \hfill \cr} \right|$$
\end{document}$$, where 〈·〉 denotes the average over time.

According to the approximation ([18](#Equ18){ref-type=""}): $$\documentclass[12pt]{minimal}
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\end{document}$ for convenience. Since 〈*r*〉 is computed by averaging of a large data set *r*, we may apply the Central Limit Theorem. The Central Limit Theorem (CLT) states that for sufficiently large size of data *K*, 〈r〉 approaches the normal distribution $\documentclass[12pt]{minimal}
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\end{document}$, or equivalently 〈*r*〉 ≈ *μ* (*r*) + *ω*, where *ω* is $\documentclass[12pt]{minimal}
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\end{document}$. We omit index *r* for *μ*(*r*) and *σ*^2^ (*r*) in formulas below for convenience.
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\end{document}$ and Im (*μ*) = 0. We denote the real and imaginary parts of *ω* as *ω*~*R*~ and *ω*~*I*~ respectively, and the variances of them respectively as *σ*~*R*~^2^}/*K* and *σ*~*I*~^2^/*K*. In order to simplify computation of $\documentclass[12pt]{minimal}
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\end{document}$ which we will justify shortly for *σ*^2^(*ν*) ≪ 1. Given that the distribution of *ν* is N (0, *σ*^2^ (*ν*)), the following expressions can be obtained: $$\documentclass[12pt]{minimal}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{mathrsfs}
\usepackage{upgreek}
\setlength{\oddsidemargin}{-69pt}
\begin{document}
$$\eqalign{ & \sigma _R^2 \buildrel \Delta \over = {\rm{E}}({{\mathop{\rm Re}\nolimits} ^2}(r)) - {\rm{E}}{({\mathop{\rm Re}\nolimits} (r))^2} = {1 \over 2}{(1 - {e^{ - {\sigma ^2}(\nu )}})^2}; \cr & \sigma _l^2 \buildrel \Delta \over = {\rm{E}}({{\mathop{\rm Im}\nolimits} ^2}(r)) - {\rm{E}}{({\mathop{\rm Im}\nolimits} (r))^2} = {e^{ - {\sigma ^{2(\nu )}}}}\sinh ({\sigma ^2}(\nu )) \cr & \cr} $$
\end{document}$$. It should be noted that due to a non-linear transformation of input noise *ν*, $\documentclass[12pt]{minimal}
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\end{document}$, i.e., the noise is unequally distributed among the real and imaginary parts of *r*.
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\end{document}$ that justi- fies the approximation: $$\documentclass[12pt]{minimal}
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\end{document}$, we can obtain APDF for *γ* denoted as *D*~1~ as a sumof twoGaussians that are ([20](#Equ20){ref-type=""}) and its reflection with respect to the ordinate axis $\documentclass[12pt]{minimal}
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$$N\left( { - \mu ,{{\sigma _R^2} \over K}} \right)$$
\end{document}$. The APDF *D*~1~ is presented by ([12](#Equ12){ref-type=""}).

Let us analyze the case *A*~*q*~ = 0 in ([17](#Equ17){ref-type=""}), i.e., when the exponential signals *sq* are absent. In this case, *μ* = 0 and *σ*^2^ = 1. The distribution of 〈*r*〉 follows immediately from the CLT: 〈*r*〉 ∼ *N* (0, 1/*K*). Finally, the PDF of *γ* = \|〈*r*〉\| is known as Rayleigh distribution with the parameter *b*^2^ = 1/2*K*}, assuming that the real and imaginary parts are independent. This distribution is presented by ([13](#Equ13){ref-type=""}). For this distribution, $\documentclass[12pt]{minimal}
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$$\mu = b\sqrt {{\pi \over 2}} = \sqrt {{\pi \over {4K}}} $$
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\end{document}$.

In general, however, the distribution of *λ* may not be Gaussian.
