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Progress Report No. 1 
Ada Research Coordination and Test and Evaluation 
Georgia Institute of Technology 
Engineering Experiment Station 
Computer Science and Technology Laboratory 
Reporting Period: 14 May 1979 through 31 December 1979 
by: Stephen N. Cole, principal investigator 
The Department of Defense is currently in the process of standardizing 
embedded computer software via a multiyear program, planned and directed by a 
joint services "High-Order Language Working Group" (HOLWG). In May, 1980, a 
major milestone in the standardization was achieved; Ada, a new modern 
canputer language, formulated by Cii Honeywell Bull, was selected to be used 
for embedded military computer programming in the near future. The Ada 
language test-and-evaluation phase began in May, 1979, and is scheduled for 
completion in 1980. Its purpose is to test Ada's ability to express computer 
programs for various DoD applications and to identify features of Ada that 
require refinements. The participants in the Ada test-and-evaluation have 
consisted of programmers from more than 100 institutions including 
representatives from the various military services, defense contractors, and 
universities. 
The first step in the test-and-evaluation process was to train the 
participants in Ada. Courses were held during June and July, 1979 at West 
Point, the Air Force Academy, the Naval Post Graduate School, Georgia 
Institute of Technology, and the National Physical Laboratory in England. The 
course at Georgia Institute of Technology was presented primarily to 
participants from various defense contractors. The handling of local 
arrangements for the one-week course and the maintenance of registration 
records were per formed under this contract. Assistance was also provided for 
coordinating the lists of registrants at the West Point and England courses. 
A major portion of the test-and-evaluation project has been the direct 
participation of Georgia Tech programmers. For this purpose two recent Army 
battlefield systems were recoded in Ada; LARIAT (Long-range Area for 
Intrusion-detection And Tracking) and BIFF (Battlefield Identification Friend 
or Foe). The major features of Ada tested by this programming include 
multitasking, encapsulation, real numeric types, access types, and 
overloading. Several Ada Language Issue Reports were submitted as a 
consequence of this programming. The responsibility for categorizing and 
surrmari zing the final reports from the test-and-evaluation participants has 
been assigned to Intermetrics. Final reports for the LARIAT and BIFF 
exercises were submitted to Intermetrics in November, 1979. 
An Ada Test-and-Evaluation workshop was held 23 - 26 October at the Boston 
Museum of Science (hosted by Massachusetts Institute of Technology). The 
format of the workshop consisted of audio/visual presentations by several of 
the test-and-evaluation participants; one such presentation each was delivered 
for LARIAT and BIFF. The planning of the workshop agenda and the selection of 
papers for presentation was a joint effort by Georgia Institute of Technology 
(under this contract) and Defense Advanced Research Projects Agency (DARPA). 
Other efforts on this project in support of the workshop included collecting 
advanced registration records and preparation of the final version of the 
proceedings for the workshop. 
A large number of individuals from a large number of organizations have 
been involved in the formulation of Ada and in the test-and-evaluation effort. 
Therefore, the HOLWG address file system (HOLADS) has been developed for 
cataloging names, addresses, telephone numbers, organizations, interest codes, 
and activity codes. The maintenance of the information in HOLADS has been an 
ongoing effort since the beginning of the project. The file is maintained in 
a shared directory on one of the computers at University of Southern 
California, Information Sciences Institute, and access to this computer is 
attained by using the ARPANET. Maintenance activities have consisted of 
adding information related to the test-and-evaluation participants, keeping 
records of individuals who attended the courses, and updating addresses and 
telephone numbers. 
A major revision of HOLADS was begun in August, 1979. Its purpose was to 
bring. the name-and-address information up to date, to gather additional 
information concerning individuals who want to remain abreast of Ada 
developments, and to facilitate information retrieval from HOLADS. A 
questionnaire was drafted and mailed to all individuals in HOLADS. The 
revised file structure and the plan for file conversion were documented, and 
approval to implement the revision was obtained from HOLWG. Programs are 
currently being written to transform the current HOLADS into the new format, 
facilitate data entry of new records, sort the file (alphabetic by name, 
alphabetic by company, alphabetic by country, and numeric by zip code), and 
print mailing labels. 
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B~IEF OUTLINE OF RESEARCH FINDINGS 
This research has been concerned with the development of a methodology for 
evaluating the survivability of distributed processing systems which must 
operate in battlefi€ld situations. During this period. we have concentrated 
pur research on the development of a simulator which would model possible 
distributed system network topologies. distributed system application 
topologies. and their effect on application system performance as the 
configuration of the distributed system network is continuously and arbitrarily 
reduced. The objectives of the model are to facilitate experimentation and aid 
in development of a measure of survivability which can subsequently be used to 
evaluate and compare alternative distributed system designs. 
The overall problem was divided into a number of development activities: 
modeling the application s.ystem? modeli,ng the diitributed proce~si. ng ~ystero, 
modeling the assignment and reassignment of the application system to the 
distributed processing system and modeling the mutation of the distributed 
system and subsequent reconfiguration of the application system. In addition, 
a capability to analyze application system performance based on application 
system req~irements and distributed system capability was necessary. The 
latter requirement necessitated development of a method of describing system 
requirements and capabilities. The application system and distributed proces-
- sing network are represented as graphs. For the application system the 
vertices represent program modules and the edges represent module interaction. 
For the distributed processing network the vertices represent processing nodes 
and the edges represent communication links. Several d1fferent approaches to 
task assignment are simulated. These include random, ·packed, _. uniform, and the 
optimal spare distribution policies. Via these policies the application system 
is mapped onto the distributed processing network. The distributed system is 
then systematically changed by the d~stributed system topology mutator which 
eliminates all possible node combinations until application system performance 
is unacceptably degenerated. The performance analysis routine is designed to 
determine the class of service being provided. Two categories of acceptable 
service may exist: normal or degraded, and one category of unacceptable service: 
failed. The design and rationale for this model will be presented as part of 
this contract. 
The second portion of work conducted durinq this period involved extensive 
analysis of the 300,000 experimental cases observed during execution of the 
simulator. The results were analyzed using several regression techniques. 
These included stepwise regression, multiple linear regressiont and all 
possible subsets regression. A number of models were built using these 
statistical techniques. These models were evaluated for both their descriptive 
and predictive capabilities, and some were found to serve well in both roles . 
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SURSIM: SURVIVABILITY SIMULATOR 
Edith W. Martin 
Georgia Institute of Technology 
Engineering Experiment Station 
Atlanta, Geor~ia 30332 
S\J!SIM is a COIDput~r IOdel llltlich supports th~ s1llllat1on of 
distributed proc~ssing systems for the purpos~ of ~valuation and 
ex~ri~~entation. lt IOdels distribLited syst@ftl networks. appli-
cation syst@ftls and several distribution/redistribution 
approaches and the ~ff ec t of thes ~ on app 1 i cation system 
~rfonnanc~ as the configuration of the distribut~ system 
network is continuously and arbitrarily ~uc~d. In s~cific, 
the s1~ulator repr~s~n~s and •a~ipulates those attributes 
beli~ved to be impor-tant 1n evaluating the survivability of 
distributed processing systems which must oper11te in bi!ttlefield 
situa~ions. The controlled factors include; distribLited system 
topology, network size (i.e., nuwi>er of nodes), node processing, 
.enory and connunic:a~ion~ upacity, applications system size, 
connectivity and interaction requirements, distribution 
strategies and ext~nt of distribLited system degradl!tion. 
SURSlM cCJ!lpris~ IIIOdel'ng of the applic:atior, system; distributed 
processing systerr.; I!Ss i gnment of the appl ic11t ion systerr. to the 
distributee processing systerr.f and mutation of the distributed 
system with subsequent reconfigurl!tion of the i!pplication 
systerr.. The c:aoeb i lity to analyze applicl!~ior systerr. 
performance basec or. I!PP~1Co!tion systerr. requ i remerts 11nc 
d'strib u:e-::: syster- C:llpl!: 1l itie> i~ provided. ln additior. , 
S~Slil'! hi!> the 11bil ity tc implemen~ degradation proc~dures which 
reduce softwllr€ apo lica~ior systerr. req .: irements to acconmoea·_p 
degrade~ distributee syste:o:- capabilities. Considt>rable inpL;~ 
and operational dat~ logg i ng is performed I!S the S1rnL;lator is 
exercn.e-c. Ti!ble~ and ~:1cie~ describin\j the distributee anc 
application systen~ being exarr.ined are outPut. [xpprimental 
l"'esults art' generatec in tabular and mach1ne re11dable form to 
h::.i1itl!te manua 1 anc: cCJ!lputerizee analys i s. 
It is apparent that the effectiveness of any 
distributed system design must be viewed against a 
backdrop of predetermined weights and priorities. 
To a certain class of users which comprises those 
involved in tactical and C31 missions, the main 
benefit to be derived from the distributed 
approach to application system processing is 
increased capability to satisfy application system 
requirements des pite the loss of a portion of the 
distributed system resources. The extent of that 
capabi l ity is herein termed "survivability." 
Inherent in the concept of survivability is that 
of "graceful degradation." Gracefully degrading 
systems are those which attempt to provide a high 
qua 1 i ty of service by reconfi guri ng the system or 
network or by reallocating resources when a fault 
is detected. This tenn is used to imply that 
performance may decrease with successive failures 
but it may not be catastrophically effected. 
This research is sponsored by the U.S. Army 
Research Office, Research Triangle Park, North 
Carolina and U.S. Anny Coi11Tlunication Research & 
Development Command, Fort Monmouth, New Jersey, 
under contract DAAG29-79-C-0118. The findings in 
this report are not to be construed as an official 
Depart~nent of the Army position, unless so 
designated by other authorized documents. 
SURSIM is a simulation which facilitates the 
investigation of the concept of survivability in 
gracefully degrading systems. It examines 
distributed system resources, processing nodes and 
associated links, which can be lost before a given 
application system required to execute on t.hat 
distributed syst~m must function in a degraded 
mode or experience failure. 
1The Survivability Simulator depicted in Figure 1 
~shows the function and flow of the system. SURSIM 
!accepts the description of arbitrary application 
system topologies and requirements, and 
distributed system topologies and capabilities, 
and using predetermined configuration and 
reconfiguration strategies exercises the 
hardware/software systems through a sequence of 
hits or node losses which reduce the capability of 
the distributed processing system. Effects of 
configuration modification and capability 
reduction on application ' system performance is 
analyzed. Based on this analysis the application 
system is reconfigured or the diStributed system 
is further mutated. The simulator continues to 
iterate reconfi gurat ions and mutations whi 1 e 
logging perfonnance and configuration data until 
t'he distributed system fails, i.e. the application 
system can no longer function on the distributed 
system at an acceptable level. 
A description of each of the simulator segments 
is provided in the following sections with a 
general discussion of the underlying rationale, 
functions, and proposed operation of each 
segment. Execution of the simulator is performeG 
according to the set of procedure calls lis t e~ 
bel ow. 
Application-System-Topology. The function of 
this simulator segment is to accept the 
description of arbitrary application system 
topologies. Applications are treated as graphs 
in which the vertices represent application 
modules and edges represent module to module 
interaction. For purposes of the simulator, the 
graph is stored as an incidence or interaction-
frequency matrix. The value of ~ch element 
represents the frequency of interaction from the 
module referenced by the first subscript to the 
module referenced by the second. Interaction of 
a roodule with itself is given a value of "0." 













have value "0. '' All other elements have a value 
between zero and some finite number of packets 
per time unit "Z." Figure 2.a is an example 
application which will be used in this 
text for demonstration purposes. Figure 2.b shows 
its matrix representation. 
Application System Requirements • . ~equ. i rements 
for application modules are spec1f1ed 1n terms of 
memory and processing cycles needed, frequency uf 
execution and priority. Specification of memory 
required by a given application ITI)dule includes 
space for the 1 argest resident module se~ent. 
tables, stacks, etc. Processor requirements, of 
each application module represented by PR(i) are 
specified in terms of the number of thousand 
ope rat; ens required to execute that mod u 1 e one 
time. {Since this number will roost likely vary, 
the highest expected value should be used.) To 
express time, a variable unit "i" will be used, 
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pro-cessing requirement~ of the M individual 
app 1 i cation mod u 1 es. Like memory requirement. 
this is a worst case · estimate M 
f. L PR(i) 
i=l 
~n· that . it is probable that the application 
modules will not be executed sequentially. The 
application module requirement parameter is the 
number of invocations given application ITI)dule 
wi 11 undergo. Last, designation of the re 1 at i ve 
criticality or priority of each application 
module must be made. To describe this attribute 
numbers between 1 and M will be used with higher 
nurrt>ers indicating greater significance of the 
respective rrodules. Via rrodule ident ifier and 
criticality designation the application sys:em 
designer specifies the policy to be used in 
degrading the application system. Either a 
strict ordering or partial ordering may be 
prescribed. let us say for ex amp 1 e that there 
are M application rrodul es in the software system 
and that each module is assigned a criticality 
between 1 and M inclusive with no two rood:;les 
having the same criticality. This assignment 
would imply that if the distributed syste~ sho~ld 
be unable to execute the entire appl1cat1on 
system at the designated performance level the 
module having the lowest criticality number would 
either degrade or cripple then the next, then the 
next, and so forth. If a module is to degrade, 
the requirements KOPS/r, memory and/or module-
to-module interaction rate will be reduced. If 
the module is to cripple, the rrodule will be 
purged or disconnected from the application J. 
system topology. It is apparent .that many 
combinations of degrading and crippling can exist 
and that IYJ.Jltiple levels of decisions could be 
made for any given module. For example, given a 
four module application, Module A may have 
criticality 1, Module B criticality 2, etc., and 
operate under the policy that with successive 
failure of the application system,to function at 
an acceptable performance level the following 






Module A is degraded 
Module B is purged 
Module A is purged 
Module C is degraded 
The system has fa i 1 ed 
The policy for application system degradation 
will be input to the simulator in the form of 
table of procedures. The application system 
requirements to be used for the example appli-
cation and degradation policy are presented in 
Tables 1. and 2. below. 
Certain information relative to t.,e application 
system wi 11 be computed and 1 ogged for use in 
operating the simulator. This will include items 
such as 1.) Total m~mory requirements, 2.) 
Upper and lower bounds on memory required by 
individual modules. 3.) Total CPU required, 4.) 
bounds on CPU requirements of individual 
a p p 1 i c at ~ on mod u 1 e a n d o t he r s t at i s t i c s a s 
appropriate. 
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Distributed System Topology. The purpose of this 
simulator segment is to accept the description of 
arbitrary distributed system topologies. Like 
application system topologies, distributed 
systems are treated as graphs. In this case, 
however, the vertices represent processing nodes 
and the edges represent communication links. The 
graph is stored as an incidence matrix in which 
the elements signify capacity of the designated 
link. Interaction of a node with itself is given 
a value of "1." Potential links which are not 
5. (ZH2H21 1 1 
2 ~. "'12JI21 2 2 
l121.C21C21121 2 3 
2121.0C21C21 1 2 
realized are given value "0." Presently multlple 
links from one node to another are not accom-
rodated. Figure 3.a is an example topology used 
to graphically demonstrate the distrib~ted system 
topology representation approach. -Figure 3.b 
shows the corresponding incidence matrix. Note 
that the capacity of the two 1 inks between any 
two nodes is equal to 1 with the capacity of the 
link in one direction equal to the complement of 
capacity of the other link to one. 
Distributed System Capability. The capability of • 
the distributed system is expressed in tenns of 
the memory, processing speed and ,quantity and 
capacity of communication links. Memory is 
expressed in thousand bytes, (Kbytes), and pro-
cessing speed in thousand operations per second 
(KOPS) or million operations per second (MOPS). 
The number of 1 inks into and out of a processor 
and the respective ,cunrnulative capacity of those 
links is .Jtlso recorded.· Initially the memories 
and processors will be assumed to be homoge-
neous, however, this will be among the first 
constraints lifted. A requirement that will 
persist, however, is that the processors, what-
ever their performance level, have the same 
instruction set architecture. Table 3. gives the 
distributed syystem capability for the example 
network. 
Apelication System Assi9nment. The function of 
th1s simulator segment 1s to assign the appli-
cation system topology to the distributed system 
topology. This is a graph mapping which is 
performed according to one of four po 1 i ci es. The 
four policies are 1.) random distribution, 2.) 
uniform distributions, 3.) packed distribution 
and 4.) optimal spare distribution. 
Random Distribution- Application system ~rodules 
are randomly assigned to processors. If the 
application ITt>dule and corrrnunication burden will 
not "fit" at the node selected another random 
assignment will not be made. This will be 
repeated until all modules have been assigned to 
nodes. Should this approach fail to construct a 
map, the simulator in its present fonn will not 












Tabl• 3. E~ampl• Oi•tr1~~~-d Sy•t•m 
Capability (Mioroproo•••or Rons•) 
NOOE 1o4Eio40RY CPU •~INKS CAPACITY •~INKS CAPACITY 
t< .YTE& t<OPS IN IN OUT OUT 
1 128 S(Zl(Zl 3 3n 3 3n' 
2 128 500 3 3n 3 3n' 
3 128 512112l 3 3n 3 3n' 
4 128 50(Zl 3 3n 3 3n' 







Uniform Distribution- Application system modules: 
are assigned to nodes such that each :node has as 
ne~r the same operating demands :as possible. 
Th1s type of distribution is relatively easy to 
implement in central processor or master/slave ' 
type systems. Distributed systems in which 
global information about the system is available 
to each node IJIJSt take into account the overhead 
burden this wi 11 place on the s~tem resources. 
The overh~ad burden is dependent upon the size of 
the distributed system and timeliness of 
infonn~tio~ required, i.e., frequency of update. 
(In d1str1buted systems with high capability 
nodes • the impact of this update activity may be 
negligible. For distributed systems with a large 
number of lowcapability nodes, this burden is 
possibly very significant.) For the sirrulation 
under discussion such overhead burden will not be 
a factor however, given s001e rule to be used to 
determine overhead burden incorporation into the 
model would be possible. 
Packed Distribution- Application system modules 
are assigned to a designated processor until it 
reaches maximum capacity after which point 
modules are assigned to the next (nearest) 
processor, etc. If multiple processors are one 
communication link away the next node to be 
packed wi 11 be randoml y=chosen. 
Optimal Spare Distribution - Application system 
modules are assigned to the distributed proces-
sing system in such a way that each node being 
assigned application tasks has a spare queue 
indicating the sequence of backup or spare nodes 
which will be activated should the former fail. 
If insufficient nodes are available to provide 
every node with a spare, spares wi 1 1 bt> given to 
the nodes with application modules having the 
highest criticality ranking. Other "spares" may 
be shared by nodes executing lower c-riticality 
software. The concept of optimal-spare will 
become more complex and perhaps yet more mean-
ingful when other attributes such as vu-lner-
ability are incorporated into the model. 
Complete experimentation with each distribution 
approach d i ctates that each assignment policy 
perhaps with exception of random distribution be 
implementej, with each node in the distributed 
topology serving as the starting point. 
A general note is made here concerning al 1 of 
these distribution approaches as they are imple-
mented for purposes of experimentation. For any 
given distributed system topology it is possible 
that there exist mathematically indistinguish-
able node arrangements. That is the distributed 
system topology when viewed independent of the 
application system may have an automorphism group 
indicating configuration regularities. Such 
regularities will be taken into account to 
eliminate equivalent mapping examples. Once the 
application system is mapped onto the distri-
buted system one's perspective on distributed 
system regularities will, of course, change. 
Initially, information con:erning regularities in 
the distribu:ed system topology will bt> input 
into the :simulator. Topology replications no '.. 
observed apriori wil 1 result in unnecessary 
execution of the simulator but should not effect 
the results. analysis or conclusions. 
~he distributed system topology shown in Figure 3 
1s completely symmetrical. therefore, for 
pur~oses of the initial application system 
ass1gnment all nodes are equivalent. The 
distribution policies described above could 
generate the respective application system map-
pi~s shown below. For each, a graph represen-
tatlon of the distributed system, with numbers 
designating the nodes and arcs, is presented. 
Imposed on this and designated by letters of the 
alp~abet is the initial application system 
ass1gnment. Tables corresponding to this 
assignment are also given. 
ARplication System Performance Analyzer. This 
s1mu_lat~r segment performs a comparison .of 
appl1cat1on -system requirements to the specific 
distributed system capability assigned to the 
applications system. For each node in the 
distributed system a comparison is made between 
the node capability and the application system 
requ_irement of all modules assigned to it. 
Stra1ght forward arithmetic computations are used 
to detennine whether or not performance 
requirements can be met. For example, if the 
memo_ry capacity of a node less the memory 
requ1rements of all rndul es assigned to it gives 
a negative result, performance is considered 
unsatisfactory. likewise, if the processor 
demand~ excee~ the processor capability perfor-
mance 1s cons1dered unacceptable. The ability of 
~he c_o~uni cation 1 ink to meet expected demands 
1s s1m1larly determined by accessing resource 
~at~ration. Should the performance analyzer 
1nd1cate that performance in the current 
application system/distributed system 
iomiguration is satisfactory the distributed 
system topology will be mutated according to the 
appr_oac~ described below; otherwise, the 
appl1cat1on system reconfiguration segment of the 
simulator will be instantiated. 
Distri _bute~ S\stem Topology Mutator. The function 
of_ t~1s s1mu ator segment 1s to systema:ically 
el1m1na:e nodes and their associated links un:il 
the distributed system topology is such the: 
satisfactory application system performance 
cannot be achieved. The approach will be as 
follows. First, each individual node and its 
associated links will be removed, then all 
poss i b 1 e combinations of two nodes, then three 
node combinations, etc., until all possible 
mutations of the distributed system topology have 
been exercised. The loss of Rklltiple nodes will 
be treated as though these losses occur 
simultaneously; however, a more advanced fonn of 
t~e simulator should be able to take ~to account 
h1story dependence of failures. let us examine 
our example distributed system topology (DST) as 









a. RANDOM DISTRIBUTION 
0 
ASSIGNED 
















~ PACKED DISTRIBUTION 
~ A B 
A )( L• 
B ... )( 
c )( L• 
D t •• l •• 
~ A B 
A )( 1 •• 
8 Ll )( 
c L1 LR 
D •• 1 ••• 
~ A 8 
A )( )( 
B )( )( 
c 2.1 2.1 
D L1 L1 
Figu~e 4. Example Application System to Diat~ibuted 
Syatem Aaeignment 
c D 
X L i' 
... . •• 1 
X Ll 
1 •• )( 
c D 
1 •• 1 •• 
La L• 
)( L• 
,. .. )( 
c 0 
1. 2 1 •• 
I. 2 1 •• 
)( a.• 
L2 )( 
Initially assume all four nodes are active. If~ 
application system performance (ASP) is satis-
factory the rnJtator will eliminate one node, for 
example node "1." If after remova' of node "1" 
the ASP analysis indicates satisfactory perfor-
mance, the distributed system topology will be 
returned to its original configuration and node 
-z" wi 11 be removed, then node •3", then "4." 
From the application system assignments pre-
sented in Figure ~., it \s apparent that the only 
one node' losses that would leave performance 
unaffected are node •3" for the random distri-
bution, and node "4" for the packed distri-
bution. Assume now that node •1" is lost for the 
random distribution, and the ASP is determined 
unsatisfactory. Since the distributed system 
capability is further determined to be in excess 
of the App 1 i cation Sys tern requirement (ASR) the 
ASP is not yet considered failed. An attempt is 
made to reconfigure the application system 
topology (AST) such that satisfactory performance 
can be resumed. If this is not possible the 
degradation procedures are consecutively invoked. 
If all of these fail to achieve satisfactory 
"degraded" or "cri pp 1 ed" performance the system 
is judged to have failed. Control is returned to 
the rn.Jtator which wi 11 effect the next change. 
Needless to say, if the application system cannot 
perform in normal or d~raded ~rode with the loss 
of any single node there is no need to try two 
node loss combinations. Also, if there· is a 
single node loss frcxn which the system cannot 
recover · it is improbable that there are any two 
node 1 osses that include that single node from 
which the system can recover. This understanding 
will be used to automatically eliminate 
unproductive exercise of the simulator. Given 
this qualification not all possible node-loss 
combinations will be tried, however, if they were 
the sequence of elimination would proceed 
according to the chart below. loss of a node 
infers loss of all coincident links. 
Application System Reconfiguration. The function 
of this simulator segment 1s to carry out the 
distribution policy in effect and institute the 
degradation procedures as necessary. This 
simulator segment is called into operation when 
the application system performance analyzer 
indicates ar. unsatisfactory level of application 
system performance. An attempt wi 11 be made to 
reconfigur-e the application system using whatever 
distribution policy is in effect to bring the 
system to an acceptable performance level. In the 
example system four possible distribution policies 
are used: random, uniform, unpacked, and optimal 
spare. 
If a random distribution policy is being used, the 
application modules assigned to the lost node, or 
nodes, will be randomly reassigned. They will 
reside on the first randomly chosen node if they 
will "fit" otherwise reconfiguration will fail. 
If unifonn distribution is being used, a systems 
view of the distributed system capability and 
comnitment is assumed and assignment will be made 
in such a way that the 1 oad at al 1 nodes wi 1 1 
Table 4. Sequence of Node Elimination 
0 node 1 oss 
1 node loss 
2 node 1 oss 
3 node loss 
4 node 1 oss 

























remain approximately equal. On the other hand, if 
packed distribution policy is employed the modules 
to be reassigned or p 1 aced at the nearest node 
which is able to accommodate them. In the case of 
optimal spare the spare-queue for the downed node 
wi 1 1 be searched and the first node on that queue 
able to accept the application system module will 
do so. lf no node on the spare queue can receive 
the module, reconfiguration fails. 
Should the above reassignment efforts fail to 
6 r i n g p e t form a n c e t o t he n e c e s s a r y 1 e v e 1 t he 
apriori stated procedures for degradation will be 
imposed. Following instantiation of each pro-
cedure performance wi 11 be reevaluated. This 
process will be iterated until satisfactory 
degraded performance is achieved or all degra-
dation procedures have been implemented. In the 
latter case, the distributed system will have 
failed to meet the application system performance 
·requirements in nonnal or degraded roode and con-
sequently, will be considered inoperable. 
There are two ways in which the application system 
can go frcxn normal to degraded mode. One is to 
"degrade" or reduce performance requirements. 
T hi s essen t i a 1 1 y me an s that the a p p 1 i cat i on 
modules will continue to perform all their current 
fun c t i on s but at a s 1 ower rate • Number of 
operations per time unit Z and/or quantity of 
module-to-module interactions may be relaxed. The 
other means of degradation is to "cripple" the 
application system or purge designate~ appli-
cation nt>dules. To what level processing or 
interaction requirements are reduced or which 
modules are purged and in what order is deter-
mined apriori by the application system designer. 
'This information is input to the simulator. The. 
procedures for degrading the exampl~ system are · 
given in Table 2. 
Sunrnari ze Case Studies. This simulator segment 
s1mply outputs 1n a concise form data which has 
been logged concerning the topologies and policies 
exercised on the simulator and the parameter 
values used. This segment provides a 
straightforward presenta~ion of data either given 
to the s;mul ator ·· or derived directly from the 
given input. 
Presentation of Results. The experimental results 
obtained through execution of the simulator will 
be presented for each case study. These ""sul ts 
will be shown in graphical or tabular form as 
appropriate. The results as generated by this 
simulator se~ent will be used as input to a 
variety of mathematical and statistical packages. 
lnfonnation collected by the simulator falls into 
three categories; 1.) status of controlled 
f a c t o rs , 2 • ) s t a t u s of i n d i r e c t 1 y c o n t r o 1 1 e d 
factors, and 3.) derived measures. Controlled 
factors include; type of distributed system 
topology, size of network or number of nodes; node 
processing speed, memory and communications 
capacity; application system size, connectivity 
and interaction, proces~ing, and memory require-
ments; distribution strategy and extent of 
distributed system degradation (mutation). 
lndirect~y controlled factors include connec-
tivity of the distributed system topology, global 
resource capacity (processing, memory, communi-
cations) and available resource capabilities 
(processing, memory, and coovnunications). Drived 
i nforma~ ~on includes a variety of resources: 
requiremen~s ratios and consistency measures. 
SURSIM, the survivability simulator, has been 
implemented and is now being used as a tool for 
expe,.imen~ation on a variety of distributed 
syster1s. The results of this experimentation 
should facilitate development of a measure or 
predictor function for survivability. As 
experience with SURSI~ increases, enhancements and 
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To date the concept of survivability as it pertains to 
distributed processing systems has been an intuitive one. The 
objective of this research is to present this concept quantitatively. 
Toward this end a number of hypotheses are presented, namely, that 
survivability must be measured in a nontrivial or indirect manner; that 
survivability is a function of a number of attributes, all of which are 
necessary to adequately explain or predict survivability; that the 
attributes which describe survivability are large in number and complex 
in interaction; and that because of these characteristics traditional 
performance, survivability and reliability measures are inadequate. 
This research proposes to demonstrate the applicability of standard 
experimental design and regression analysis techniques to the field of 
computer science in general and mode 1 i ng of d i st ri buted systems in 
specific. 
To test these hypotheses a computer model which supports the 
simulation of distributed processing systems for the purpose of evalu-
ation and experimentation was constructed. This model, called SURSIM, 
models distributed system networks, application systems and several 
distribution/redistribution approaches and the effect of these on 
application system performance as the configuration of the distributed 
system network is continuously and arbitrarily reduced. In specific, 
the simulator represents and manipulates those attributes believed to 
be important in evaluating the survivability of distributed processing 
systems which must operate in real-time environments such as battle-
viii 
field situations. The controlled factors include; distributed system 
topology, network size (i.e., number of nodes); node processing, memory 
and communications capacity; applications system size, connectivity and 
interaction requirements; distribution strategies and extent of distri-
buted system degradation. 
SURSIM comprises modeling of the application system, distributed 
processing system, assignment of the application system to the distri-
buted processing system, and mutation of the distributed system with 
subsequent reconfi gurat ion of the application system. The capability 
to analyze application system performance based on application system 
requirements and distributed system capabilities is provided. In 
addition, SURS I M has the ab il i ty to implement deg rad at ion procedures 
which reduce software application system requirements to accorrmodate 
degraded distributed system capabilities. Considerable input and 
operational data logging is performed as the s·imulator is exercised. 
Tables and matrices describing the distributed and app1 ication systems 
being examined are output. Experimental results are generated in 
tabular and machine readable form to faci 1 itate manual and computerized 
analysis. 
A 2K-P Fraction a 1 F actori a 1 experiment was conducted using the 
simulator as an experimental tool. One hundred and twenty-eight 
experimental cases were run in which 11 different factors were manip-
ulated Clnd 46 derived measures monitored. The results of the 128 
experiment runs and the subsequent 300,000 subcases were examined using 
a number of statistical techniques. Several approaches to regression 
modeling such as stepwise and all possible subset regression were used 
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to build explanatory models from the results collected. Ten of these 
models proved to serve well in an explanatory capacity, consequently, 
data splitting was employed to assess the value of these models when 
used as predictors. It was determined that three models which function 
well in an explanatory role also serve well in predicting survivability 
and performance. 
Thirty-two candidate regressors are used in identifying the 10 
best subset models. The coeffi c i i ents of these regressors are 
approximately equivalent in sign and magnitude across models. All 
variables remain proportional with the introduction and removal of 
other variables, thereby demonstrating extreme stability. The 
explanatory adequacy of models built using these variables is in all 
instances in excess of .8 which is very acceptable for a factor 
screening experiment. The adequacy in prediction of these mode 1 s 
ranges between -.39 and +.71 with some models predicting very well and 
other predicting very poorly. By constructing satisfactory explanatory 
and predictive models, this research demonstrates that the concept of 
operational survivability and performance as proposed can be expressed 
quantitatively. Further, it is shown that major factors include the 
distributed system network, application system and distribution policy 
as initially hypothesized. Nine factors are found in all models. 
These are number of nodes in the distributed system, distributed system 
connectivity, module memory requirements, module to module interaction 
frequency, distribution policy, percent nodes lost, initial assignment 
results, available processing capacity at the end of the subcase and 
the interaction of all application related variables. 
The research conducted here identifies the variables important to 
operational survivability and to some extent tells how large changes in 
these important variables affect the response. Future experimentation 
which provides either a large number of factor levels or finer 
granularity in possible variable values should permit greater 
resolution in the simulator results and their subsequent application. 
The results presented in this dissertation demonstrate the appli-
cability of traditional experimentation and regression analysis in the 
field of computer science as well as the feasibility of measurements 
which can serve as measurements for distributed systems. The models 
developed represent a promising initial step in the quantification of 
operational survivability as it applies to gracefully degrading 






The effectiveness of any distributed system design must be viewed 
against a backdrop of predetermined weights and priorities. To many 
users, the main benefit to be derived from the distributed approach to 
application system processing is increased capability to satisfy 
application system requirements despite the loss of a portion of the 
distributed system resources. The extent of that capability is herein 
termed "survivability... Inherent in the concept of survivability is 
that of .. graceful degradation ... Gracefully degrading systems are those 
which attempt to provide a high quality of service by reconfiguring the 
system or network or by reallocating resources when a fault is 
detected. This term is used to imply that performance may decrease 
with successive failures but it may not be catastrophically effected. 
This research investigates the concept of survivability in 
gracefully degrading systems. It examines distributed system 
resources, processing nodes and associated links, which can be lost 
before a given application system required to execute on that distri-
buted system must function in a degraded mode or experience failure. 
Whereas the determination of survivability has thus far been primarily 
judgemental based on a spectrum of performance variables, it is the 
intent of this research to express this concept quantitatively. Toward 
that end the applicability of standard experimental design methods and 
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regression analysis techniques to issues ·in performance evaluation are 
demonstrated. 
Evaluation of survivability is of importance, for example, to the 
U.S. Anny. Modern warfare has made automation on the battlefield 
essential to provide the commander with timely infonnation on which to 
base his decisions and for weapon system and equipment control. 
Automation is required to enhance the speed, accuracy and dependability 
of battlefield systems that perfonn the functions of corrmand, control, 
communications, intelligence, air defense, weapons control, surviel-
lance, electronic warfare, sensor control, field artillery, navigation, 
logistics, and administration. Foremost among the goals for battle-
field automation are operational effectiveness and continuity of 
operations. The ability to meet these goals is determined by 1.) the 
quality of the aut001ation hardware and software components, 2.) the 
compatabil ity or interchangeability of these components, and 3.) the 
capability of the components to cooperate together to accomplish 
assigned tasks. 
As an example, the Military Computer Family (MCF) program 
proposes to address each of these issues. The MCF program addresses 
quality of hardware and software components by utilizing the state-
of-the-art instruction set architecture (ISA) and high order language 
(HOL) which appear to best fit the projected needs of Army automation 
systems. These were selected with extreme emphasis on potential 
reliability, performance and maintainability attributes. The MCF 
hardware and software members were chosen for their ability to meet the 
widest possible spectrum of Army automation system requirements and 
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thereby provide the foundation or standard for such systems. Via 
standardization the issue of interchangeability is accommodated. This 
research addresses the third segment of the operational effectiveness/ 
continuity of operations duo, that is the capability of the MCF members 
to function together as a distr;ibuted system serving the requirements 
of specific Army application systems in battlefield situations. 
Distributed System Design Considerations 
In distributed systems the concern is for systems composed of 
many processing and memory components working together to serve a 
cannon application. For the most part designs are desired which 
provide decentralized control of the system, that is the controller 
does not reside in a single processor. Distributing application system 
tasks over a number of processing components can result in greater 
canput·ing speed and capacity than is possible with a single processor 
of the same approximate cost. This benefit is achieved by customizing 
the selection and configuration of components to best match application 
system requirements, and thereby minimizing inefficient use of computer 
system resources. Distributed systems are believed to be inherently 
less costly to modify or upgrade because single, relatively small, 
components can be added or replaced rather than whole systems. 
Decentralization of resources and application system processing can 
yield additional benefits with respect to reliability and fault 
tolerance in that distribution of resources and activities can be so 
arranged such that the likelihood of single-point failures is reduced. 
There are numerous ways in Which utilization of distributed systems can 
be advantageous. Currently, many advantages are obtained through 
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distribution over processing components which are physically close, 
i.e., within a one mile radius of one another. Distribution at more 
geographically separated locations entails additional complexity due to 
transmission delays and increased susceptibility of the distributed 
system to failures associated with communication losses or noise. Many 
applications, however, such as military real-time systems, require 
interaction with geographically dispersed system components. This 
dispersion may be for reasons inherent in the application or for 
purposes of system survivability or reduced vulnerability to loss of a 
portion of the distributed processing system locations. In this 
research the proximity of the processing components wi 11 be important 
a s we 1 1 a s t he q u a 1 i f i c a t i on t h at t he p roc e s s i n g c om p o n en t s be 
operating together to serve a single application. 
Designing distributed processing systems to-date is not a well 
understood practice. This is true in part because the distributed 
system concept is still somewhat new and because it introduces 
additional variables and complexities into the design process. For 
example, distributed systems contain concurrent processes which must 
share resources and data without the benefit of centralized control, 
data and application system processes are distributed and possibly 
replicated at multiple locations, and communication management and 
protocols are often cumbersome and complex. Each of these design 
issues in the area of distributed processing systems appears to be more 
complex than its centralized counterpart. Thus far, no general design 
approach exists which adequately addresses the extremely cornpl ex and 
varied goa 1 s of d i str·i b uted systems. flJnong the unresolved design 
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issues are database distribution and management, distributed control, 




There has been considerable research over the past twenty years 
in the area of fault tolerant computing. Initially the focus of that 
research was on the hardware of single processor systems. Fault 
tolerant computer investigations centered on models of ultra reliable 
systems having long mission time requirements such as those used in 
space exploration (19). These were typically uniprocessor systems with 
requirements for extremely large mean-time-to-first-failure (MTFF). 
Loss of a processing node was tantamount to catastrophic failure of the 
function or system served. The software support component of such 
systems was small and uncanpl icated usually consisting of some minimum 
executive support required to execute the application software. 
Later applications with large continuous processing demands 
presented a need for computer systems with high avail ab i 1 i ty ( 3, 4). 
The increased throughput and reliability required to support these 
applications was achieved by the introduction of a special class of 
multi p 1 e processor systems. These were rep a i rab 1 e computer systems 
which embodied the concepts of redundancy and standby sparing (16,4). 
The important criterion of processor reliability shifted from 
mean-time-to-first-failure to mean-time-between-failures (MTBF). 
Support software was more canpl ex than before. Software design had to 
address issues such as placement of software tasks and monitor·ing of 
hardware system components to detect failures and institute recovery 
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procedures. No matter what hardware backup scheme was employed, the 
reliability of the system became much more noticeably dependent upon 
the operation of the executive software. Software control for the most 
part was either centralized often realizing an underlying master slave 
relationship or functionally dispersed. As a consequence of this 
relationship, systems were still extremely vulnerable to single point 
failure. 
Vulnerability to single point failure in part motivated 
development of distributed hardware and software systems which 
incorporated distributed control. Prior reliability and fault 
tolerance concepts laid the foundation for a new system reliability 
approach which attempts to provide a high quality of service by 
reallocating resources, i.e. reassigning tasks, or by reconfiguring the 
system or network, i.e. changing physical interconnection or routing 
algorithm, when a fault is detected. Such systems are termed 
"gracefully degrading" systems. This term is used to imply that 
performance may decrease with successive failures but it may not be 
catastrophically effected. Techniques for graceful degradation are 
particularly useful when applied to loosely coupled processor systems 
such as networks or fully distributed systems, that is, systems the 
components of which have high potential for autonomous operation. Many 
Command, Control and Communication, and tactical systems, for example, 
have significant impact if they experience catastrophic failure. The 
consequence of failure justifies the additional expense of hardware and 
software needed to allow military systems to withstand partial system 
failures. 
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Graceful degradation techniques are not in wide use currently. 
In part this is true because there is still a great lack of knowledge 
of the software organization required to implement graceful 
degradation. Also, there is a lack of adequate analytical models with 
which to evaluate such systems. Some research (2,17,22,12) in the area 
of gracefully degrading systems has been conducted for multiple 
processor (tightly coupled) systems. These models and the resulting 
measures, while i nval uabl e to our confidence in tightly coupled 
multiprocessor systems or loosely coupled systems in which all 
processors are performing similar functions, prove less meaningful when 
applied to a large portion of loosely coupled distributed systems such 
as those used for defense. The main reason is that these analytical 
models lack consideration for hardware and software topology factors. 
Sane recent analytical research which addresses the issue of 
survivability in gracefully degrading systems attempts to accommodate 
hardware topology and software allocation features of those systems 
(14,19). One effort by Merwin and Mirhakak proposes that distributed 
systems are made up of hardware networks and software systems (19). 
The networks comprise nodes and links. The software system is made up 
of programs and data. Several failure modes are described. Failure 
can be caused by loss of a link between a program and its data, loss of 
the node on which the data resides or loss of the node on which the 
program is to execute. Failure probabilities are assigned to each node 
and 1 ink. Survivability is detennined as the number of programs that 
remain operational after some combination of nodes and links have 
failed. A survivability criterion is developed which is based on the 
9 
probability of occurrence of any subarchitecture of a given distributed 
network and the expected number of programs operable for each 
subarchi tecture. A subarchi tecture here is defined as any combination 
of nodes and 1 i n k s w h i c h i s a s u b set of t he or i g i n a 1 network 
configuration. Survivability is expressed as a function of 1.) an 
initial network architecture, 2.) a given data set distribution and 3.) 
data set access requirements. The major departure of this work from 
preceding research is the inclusion of software distribution into the 
computation of survivability. This model 1 ike other analytical models 
faces several difficulties. 
The first problem is computational. In (19) presented above, a 
number of additions and enhancements to their analytical model are 
proposed such as weighting of programs and nodes and placing 
constraints on the data set distribution. However, since the algorithm 
they use for computing survivability already demonstrates exponential 
c om p u t a t i o n a 1 g r o wt h a n d c om p 1 ex i t y a s t he n u m b e r o f n ode s a n d 
communications 1 inks increase, additional criteria might only serve to 
exacerbate the present computation problem. 
The second problem for the analytical approach is validation. 
Like other wholly analytical models of distributed systems, the model 
proposed by Merwin and Mirhakak suffers for lack of validation through 
fielded systems or experimentation. Although the results are 
intuitively appealing they are unsubstantiated in application. 
A third problem is of particular import to analytical modeling. 
That is, many system attributes which may be important to distributed 
system survivability are difficult to measure. Foremost among these 
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features are those which pertain to software. In earlier fault 
tolerant systems, software was a minor consideration. Currently 
software is a primary consideration, and the necessity to incorporate 
software factors into system evaluation is unavoidable (12). 
Whereas some sciences in their early stages are inexact, other 
sciences are inherently inexact (13). For a ph-ilosophical discussion 
of exact versus inexact sciences, see reference (13). Software is not 
subject to static standards or metrics but rather must be indirectly 
described in terms of those attributes which can be measured or 
observed. .Among these attr·ibutes are requirements measured in terms of 
instructions to be executed, storage demands, input/output data rates 
and application module quantity, size and connectivity. These 
measurements are used to fonn the basis for prediction of software 
related phenanena like development, maintainability and life cycle 
cost. In that these measurements are rarely derived from first 
principles, it is unlikely that we can undertake their explanation and 
prediction in a wholly quantitative manner without imposing severe 
constraints on the level of complexity to be addressed (7). 
Empiricism offers the opportunity to develop statistical laws 
which can serve several purposes (13). First, it can enhance our 
understanding of phenomena and provide a basis for prediction or 
decision making. Second, it can point to areas in which purely 
analytical ·investigation can be productive and, third, it can provide a 
mechanism for validation of analytical models. In addition empiricism 
does not inherently prejudge research find·ings and thus establishes 
essential objectivity. 
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For these reasons, this dissertation proposes an alternative 
approach to survivability explanation and estimation. First, a 
simulation approach to survivability experimentation is taken. Second, 
a broad spectrum of distributed system attributes are examined. The 
attributes fall ·into three general categories namely; those that 
describe the distributed system capabilities and topology, those that 
describe the application system topology and requirements and those 
that describe the distribution and redistribution policies which map 
the software onto the hardware. In addition, software is permitted to 
degrade gracefully, that is reduce its resource demands, in order to 
accommodate degradation of the distributed network. The objective of 
this dissertation is to provide a foundation for the quantification of 
operational survivability in gracefully degrading distributed 
processing systems which can be empirically tested and generally 
applied. 
CHAPTER I I I 
APPROACH 
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As indicated in the preceding chapter, this research proposes 
that survivability is a function of a number of attributes. These 
attributes fall into three general categories, i.e., those that 
describe the distributed network, those that describe the application 
system, and those that describe the distribution pol icy. Further, 
this dissertation proposes that none of these categories taken alone 
serve adequately to explain or predict the survivability of a given 
system. The method of this research is to investigate the relationship 
between a number of attributes of distributed systems and survival of 
those systems in the face of increasing degradation of network 
resources. 
Several alternative approaches to this investigation have been 
considered. The approach must facilitate manipulation of a number of 
factors pertaining to distributed networks, application systems and 
distribution approaches for the purpose of analysis. Perhaps the most 
likely alternative from the point of flexibility is an analytical 
model. However, the constituents of distributed systems such as 
routing, resource allocation and task assignment when individually 
subjected to analytical study present difficult and complex problems. 
Among these problems are measurement and computability problems. Many 
system attributes are difficult to describe quantitatively such as 
reconfiguration options or decisions, resource capabilities and 
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execution constraints. When quantitative description is possible, it 
often shows exponential growth with increases in system size. It 
follows, therefore, that a system comprising many of these constituents 
would be correspondingly more difficult to represent analytically 
(19,14). Further, given an analytical approach a decision must be made 
to either oversimplify the distributed processing problem or address 
the potential problem of i ntractab i l i ty. 
The second major alternative is empirical. If an experimental 
approach is to be used, a choice must be made first between field 
versus laboratory experimentation. Since instances of operational 
distributed processing systems are few, opportunities for field 
experiments at this time are commensurately limited. For these reasons 
laboratory experimentation was selected as the most viable approach for 
this research. Laboratory experimentation via simulation permits the 
representation and control of factors in the field environment which 
are controllable and many which are not. The degree to which 
simulation can present a 11 true 11 picture of that which it simulates is 
dependent upon the level of understanding which exists of the 
components, actions and interactions of the simulated phenomena. 
Simulation differs fran analytical modeling in that the relationships 
between the proposed factors need not be stated in an explicitly 
quantitative fashion. Once a simulation facility exists, the 
subsequent capability for controlled replication takes major advantage 
over field exper·imentation. Also, the ability to monitor and track 
operational conditions, decisions, and intermediate actions can be 
considerably easier than in field situations. 
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Computer simulation has been chosen for examination of the 
problem of distributed system survivability because of the 1 arge number 
of variables which must be used, the complexity of their manipulation 
and the magnitude of the possible instantiations of the variable 
v a 1 ue s. 
Computer simulation, allows a 11 Systems view11 of distributed 
systems to be presented. The first objective of this research is to 
determine those factors which have an important effect on distributed 
system survivability and can be used in the development of a measure or 
model of survivab"il ity. Second, this research proposes to provide a 
simulation approach to distr·ibuted system comparison. S·ince 
experimentation via simulation is similar in many ways to field test, 
traditional experimental methods and analysis techniques should apply. 
One intent of this research is, in fact, to demonstrate the 
applicability of standard experimental design and analysis techniques 
to topics in computer science. 
The following provides an introduction and discussion of the 
experimental approach to be used. Specifics of ·implementation in the 
present investigation are given in Chapter IV. 
The literature repeatedly paints the picture of distributed 
systems as a very ca11pl ex one comprised of numerous orthogonal and 
interrelated factors such as levels of hardware, control and data base 
decentralization {8,15). One goal of this work is to discover the 
subset of active factors which is important to survivab"il ity. The 
process of factor selection is called factor screening. Factor 
screening must take place with a comprehensive set of active factors, 
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because omission of an important active factor can introduce 
consequences such as bias in the analysis and conclusions drawn from 
the experiment. Inclusion of negligible factors may, on the other 
hand, be unnecessarily resource consumptive and introduce sufficient 
noise in the data such that important effects are difficult to 
recognize. 
Factor screening methods can be introduced either during the 
design and development of the simulation model or upon completion of 
the simulator. When employed at early stages, as is proposed here, 
factor screening will affect the choice of variables and variable 
levels in the model. The overall impact will be to simplify the 
structure of the final model and sharpen discription of specific 
effects (16). 
Let us suppose that there are a number of controllable factors in 
the simulation experiment, call these x1, x2, ••• , XK and two response 
variables S and P. Since S, survivability, for now is assumed to be 
two-valued and be a function of some range in P, performance, such that 
s = { : 
if P s n 
otherwise (3-1) 
we can proceed as though there is but one response, P. Further let us 
assume that the simulator is structured such that the response can be 
ex pressed in the form 
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where f is a function that determines the mean value of P, and E 
represents error such that, E(E)=O, the expected value of E is zero. 
Initially, it is assumed that f is linear in the unknown parameters, 
coefficients, that relate the response, P, to the fact0rs, x1,x 2, 
••• , XK. One po s s i b l e model is 
K 
P = ao +L 
i = 1 





, 81 , ••• , 8K are unknown parameters. Here 80 is the intercept 
and 81 ,82, ••• , 8K' the coefficients. 
To use this system to conduct an experiment, the levels of each 
factor must be chosen and the simulation run on the full set or some 
subset of the factor level combinations. The selection of the number 
of factor levels to be used and their spacing is extremely important. 
Since, in this research, as in many factor screening experiments, we 
are trying to determine the relative effect of a factor and not develop 
a highly precise predictive or interpolative equation, the number of 
factor levels or values to betested will be small, two or four. The 
.. effect .. of a factor is described as the change in the response 
observed as a result of a change in levels of the factor. This direct 
cause-effect relationship between a single factor and the response is 
called a 111llain 11 effect. 
Factor screening experiments fall into two major categories, full 
factorial experiments and fractional factorial experiments. The most 
efficient full factorial design is the 2K factorial design which 
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comprises K factors each having two levels. The statistical model 
generated for a 2K full factorial design would include K main effects, 
( ~) two-factor ·interactions, (~) three-factor interactions, (~)four-
factor interactions, etc. and one K-factor interaction. In total the 
2K design would describe 2K-l effects. 
The term treatment combination is used to refer to the aggregate 
of factor settings of all factors as designated for a given experiment 
run or case. One system of notation frequently used to denote 
individual factor 1 evel s, uses + and - signs to designate high and 1 ow 
or alternate levels of the factor. Thus, a treatment combination for a 
four factor experiment on factors xl, x2, x3, x4 might be - + + -
indicating that factors x1 and x4 are at their low setting and factors 
x2 and x3 at their high setting. 
The total number of experiment runs required in a 2K full 
factorial design given small values of K such as 5 or 6 is 32 and 64 
respectively. The magnitude of this number grows exponentially with K. 
Since resources are usually limited, the number of replicates that the 
experimenter can employ may be restricted. Frequently, available 
resources will only allow a single replicate of the design to be run, 
unless the experimenter is willing to omit some of the original 
factors. 
With only a single replicate of the 2K it is impossible to 
compute an estimate of experimental error, that is, a mean square for 
error. Thus, hypotheses concerning main effects and interactions 
cannot be tested. However, the usual approach to the analysis of a 
single replicate of a 2K full factorial design is to assume that 
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certain higher-order interactions are negligible (21). The statistical 
analysis of these designs by either Yates• tabular algorithm or a 
regression approach may be used to estimate the effects. Since this is 
a factor screening experiment, our interest will be confined to 
detecting main effects and 2-factor interactions. We can, therefore, 
either use the higher-order effects as an estimate of error, or as the 
basis of developing a more efficient design via fractional replication. 
By assuming that certain high-order interactions are negligible, 
information on main effects and low-order interactions may be obtained 
by running only a fraction of the complete factorial experiment. These 
fractional factorial designs are widely used in research and have major 
applications in factor screening (21). 
In a 2K-P fractional factorial design, only a fraction, 1/2 P, of 
the 2K treatment comb ·inations are actually run. A fraction of the 2K 
design containing 2K-P runs is called a 1/2 P fraction of the 2K full 
factorial design, or a 2K-P fractional factorial design. The design 
proposed in this research is a regular fraction, that is, estimates of 
the effects are orthogonal. The effects may be estimated by generating 
the contrast for any factor using the table of+ and - signs for that 
design which is equivalent to the regression approach outlined above. 
There are several commonly used methods of constructing these designs. 
The particular 2K-P fractional factorial design to be used in 
this research is of resolution V usually expressed as 2K;P. In a 
resolution V design an unconfounded estimation of all main effects and 
two factor interactions is obtained. Three factor interactions and 
higher will be confounded or al iased in such a way that isolation of 
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particular effects is not possible. The higher the resolution of the 
fractional factorial design, the greater the information obtained 
concerning higher order interactions. The higher the resolution, the 
closer the fractional factorial design comes to a full factorial design 
and consequently the greater the number of experiment runs required. 
It follows that as the size of K increases, the number of experiment 
runs required to meet higher resolution designs is directly effected. 
Selection of the appropriate design resolution is an important part of 
i n i t i a 1 research cons i d era t i on s • F f th . f t· 2K-P or ur er 1n orma 1on on v 
fractional factorial designs the reader is referred to two papers by 




The rationale for the simulation approach to model design was 
presented in Chapter I I I. The objective of this simulation is to 
facilitate determination of those factors which have an important 
effect on distributed system survivability and can be used to develop a 
measure or index of survivability. In addition it is anticipated that 
this simulation approach will be used to compare distributed processing 
systems. A discussion of the initial simplifying assumptions, 
variable selection and quantification is provided below. In addition, 
the basic 2K-P fractional factorial resolution V experimental design is 
described, the experimental approach outlined and the basic structure 
of the simulator is presented. 
Assumptions 
To effect a s-imulation which comprises adequate variables to 
represent a realistic distributed process-ing system and sufficiently 
well specified to permit experimentation, three simplifying assumptions 
on the distributed system attributes are used. As experimentation with 
the proposed simulator proceeds it may be possible to relax some of 
these constraints. The initial assumptions are discussed below. 
1. All software support resources and application software is 
accessible by all processing nodes. It is, of course, not 
1 ikely that these resources are all equally easy to access; 
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however, the complexity of accessibility will not ·be 
addressed in this research. This assumption is made so that 
the issue of application and support software transfer from 
one node to another need not be addressed. This assumption 
is realistic for application and support software on 
homogeneous networks but falls short when changing data bases 
are considered. This assumption as it relates to data bases 
will be relaxed in future experiments. 
2. Loss of communication links alone is not considered in these 
experiments. Loss of a node will, of course, eliminate all 
links connecting to that node. The effects of link loss is a 
v e r y c om p l ex p rob l em w h i c h c on t i n u e s t o b e ex ten s i v e l y 
researched in connection with various types of networks 
(9,10,11,1). The loss of individual links can be readily 
incorporated into the experiment setting proposed for this 
research. In essence since the removal of a node implies the 
removal of all adjoining links, creation of an artificial 
node representing a given link and the subsequent removal of 
that node will have the same effect as removal of the 
original link. 
3. The simulator has control over vulnerability. The 
vulnerability and criticality of individual processing nodes 
are very important considerations for many applications and 
can be incorporated in the proposed simulator at a later 
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date. Present 1 y, however, omitting these factors a 11 ows us 
to focus on the structural features of distributed systems 
which effect operational survivability. Both static and 
dynamic vulnerability and criticality attributes will be 
added in 1 ater experiments. 
Experiment Factors and Factor Levels 
A distributed processing system is a computer network composed of 
two or more autonomous processing and memory components working 
together to serve a common application. A gracefully degrading system 
is a multiple processor system which provides a high quality of service 
by reconfi guri ng the system or network or by reallocating resources 
when a fault is detected. Operational survivability, then, is an 
attribute describing the degree to which a distributed processing 
system can gracefully degrade. The objectives of this research are to 
make our understanding of survivability a quantitative one and to 
develop a model or set of models with which we can evaluate and predict 
operational survivability and performance. The survivability index can 
be expressed as a simple function of level of performance. In this 
research, perfonnance can have one of four values depending on the 
1 e v e 1 to w h i c h a p p 1 i c a t i o n s y s t em r e q u i rem en t s a r e sa t i s f i e d • 
Perfonnance value 
1 indicates nonnal or satisfactory application 
system performance 
2,3 indicate satisfactory degraded application 
performance 
4 indicates unsatisfactory application system 
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perfonnance. 
Satisfactory degraded application system perfonnance refers to the 
success of the distributed system to adjust to a 1 oss of distributed 
network resources by a reduction in application system requirements. 
The survivability index will have either the value "1" indicating that 
a given distr·ibuted system is survivable or 0 indicating that the 
system is not survivable according to the following 
{




The value assigned to perfonnance can be expressed as a function of a 
number of attributes 
( 4-2) 
such that attributes z1 , z2 , ••• , ZK describe features of the 
distributed network, application system and distribution pol icy. The 
Zs represent features of the distributed system which are manipulated 
or controlled. 
The parameters that wi 11 be controlled K-P in the proposed 2 v 
Fractional Factorial design are presented in Table 1. 
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Table 1. Experimental Factors and Factor Levels 
Factor 
Z1 Type of Distributed Processing 
Topology 
Z2 Number of Nodes 
Z3 Node Processing Speed 
Z4 Node Memory Capacity 
Z5 Connectivity of Application System 
Z6 Number of Application Modules 
Zl Average Module Processing 
Requirements 
Z8 Average Module Memory Requirements 
Z9 Average Frequency of Module to 
Module Interaction (8 of thousand 
message set ups) 
Z10 Distribution/Redistribution 
Strategy 








a. 500 KOPS 
b. 10 MOPS 
a. 128 KBYTES 





a. 10% Node Processing 
Capacity 
b. 50% Node Processing 
Capacity 
a. .1 Node Memory 
Capacity 












Note: For further desc ri pt ion of these factors see Appendix A. 
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Table 2. bel ow shows the correspondence between the eleven 
variables in the preceding chart and the pseudo factors used in the 
2K-P design proposed here. The pseudo factors are used to create 2 
two-level factors to represent each four level factor. 
Table 2. Experiment Factors and Pseudo-factors 
ORIGINAL NO PSEUDO-
FACTORS LEVELS FACTORS LABELS 
zl 4 Xl) A 
X2) * B 
z2 2 x3 c 
z3 2 x4 D 
z4 2 x5 E 
z5 2 x6 F 
z6 2 x7 G. 
z7 2 Xs H 
Zs 2 Xg J 
Zg 2 X K 
z1o 4 x1o) L xll) * M 
Z11 4 xl2) N xl3) * 0 14 
* Considered Together 
Thus, according to Table 2. it is apparent that factors z1, z10 , 
and z11 are decomposed to 2 two-1 evel pseudo factors. When designing 
experiment runs, pairs of pseudo factors are considered together. 
Let us consider now the design of a fourteen factor experiment. 
S·ince this research is concerned with both main effects and two factor 
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·interactions, the Resolution V design is considered. This design 
pro v i de s t he de s i red c 1 a r i t y of m a i n effect s a n d two factor 
interactions. Implementation of this design for our fourteen factor 
experiment proceeds as follows. There are fourteen main effects and 
14 
( 2 ) or 91 possible two factor interactions which gives a total of 105 
effects. Taking the next higher power of two, 27 indicates that 128 
experimental runs waul d have to be made to cover all the effects of 
14 14-7 interest. Thus, rather than 2 runs only 2 runs, or 1/128 of the 
total possible combinations need be tried. 
Next, it is necessary to describe the individual runs or 
treatment combinations which must be executed. To construct the chart 
of experiment runs shown in Table 3. first the plus and minus 1 evel s 
for a full 27 design in A, B, C, D, E, F, and G is established. 
Letters here represent factors. The levels for the 7 remaining factors 
are generated us·ing interactions of the original seven factors as 
fallows: 
H=ABCG, J=BCDE, K=ABDF, L=AEFG, 
M=CDFG, N=ACEFG, and O=BDEFG. 
Thus, the generating relations for this design are 
I =ABCGH, I =ABCDEJ, I =ABDF K, I =AEFGL, 
I =CDFGM, I =AC EF GN, and BDEF GO. 
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- + + + -
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+ + + - + + -
+ + + -
+ - - + + + -
- + - + + + -
+ + - + + + -
+ + + + -
+ - + + + + -
- + + + + + -
+ + + + + + -
65 - + 
66 + - - + 











+ + - - - - + 
- - + - - - + 
+ - + - - - + 
- + + - - - + 
+ + + - - - + 
+ - - + 
+ - - + + 
- + - + - - + 
+ + - + + 
- - + + - - + 
78 + - + + - - + 
79 - + + + - - + 
AO + + + + - • + 
Rt • ... • - + • + 
A?. + - + - + 
Rl • + - • + - + 
R4 
AS 
+ + - - .. - + 
- - + - + - + 
Table 3 continued. 
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+ - + + - + + 
- + + + - + + 
+ + + + - + + 
- - - - + + + 
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+ + + + 
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+ + - + + + + 
+ +' + + + 
+ - + + + + + 
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Table 3 continued. 





































































































































To determine the level for each 2 level factor simply interpret 
the corresponding plus or minus sign. To determine the level for four 
level factors the following set of index tables will be used. 
a) ORIGINAL FACTOR Z 
PSEUDO FACTORS A;B 
B 
















































Figure 1. Index Tables for Four Level Factors 
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Using Tables 1,2 and 3 and Figure 1, run #1 of this experiment would 
be composed as follows: 




500 KOPS PROCESSING 
128 KBYTES MEMORY CAPACITY 
LOW APPLICATION SYSTEM CONNECTIVITY 
LOW # APPLICATION MODULES 
50,000 KOPS/EXECUTION AVERAGE MODULE PROCESSING 
REQUIREMENTS 
AVERAGE MODULE USES .8 OF NODE MEMORY CAPACITY 
HIGH # OF MESSAGE SET UPS 
OPTIMAL SPARE DISTRIBUTION 
10% NODES ELIMINATED 
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SURSIM Survivability Simulator 
SURSIM is a simulator which facilitates the investigation of the 
concept of survivability in gracefully degrading systems. It examines 
distributed system resources, processing nodes and associated 1 inks, 
which can be lost before a given application system required to execute 
on that distributed system must function in a degraded mode or 
experience fa i 1 ure. 
The Survivability Simulator depicted in Figure 2 shows the 
function and flow of the system. SURSIM accepts the description of 
arbitrary application system topologies and requirements, and 
distributed system topologies and capabilities, and using predetermined 
configuration and reconfiguration strategies exercises the hardware/ 
software systems through a sequence of hits or node losses which reduce 
the capability of the distr;ibuted processing system. Effects of 
configuration modification and capability reduction on application 
system performance is analyzed. Based on this analysis the application 
system is reconfigured or the distributed system is further mutated. 
The simulator continues to iterate reconfigurations and mutations while 
logging performance and configuration data until the distributed system 
fails, i.e. the application system can no longer function on the 
distributed system at an acceptable level. 
Within the simulator, the application system and distributed 
processing network are represented as graphs. For the application 
system the vertices represent program modules and the edges represent 
module interaction. For the distributed processing network the 
vertices represent processing nodes and the edges represent 
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communication links. Application system requirements are described in 
terms of module memory requirements, processing requirements, frequency 
of execution, frequency of module to module interaction, and module 
criticality. The capability to systematically reduce application system 
demands according to some apriori defined pol icy exists. The degree to 
which procedures of the application system degradation policy are 
implemented depends upon the degradation level of the distributed 
network. D i s t r i b u ted system c a p a b i 1 i t i e s are des c r i bed i n terms of 
node processing speed, memory size, and communications capacity. 
Several different approaches to task assignment are simulated. Via 
these policies the application system is mapped onto the distributed 
processing network. This is a graph mapping which is performed 
according to one of four policies. The four policies are 1.) random 
d i s t r i b u t i on , 2 • ) u n i f o rn1 d i s t r i b u t i on , 3 • ) p a c k ed d i s t r i b u t i on and 4 • ) 
the optimal-spare distribution. In the random distribution, 
application system modules are randomly assigned to processors. This 
will be repeated until all modules have been assigned to nodes or the 
pol icy fails to construct a map. If the application module and 
communication burden exceed that of the node selected, assignment will 
not be made. In the unifon11 distribution, application system modules 
are assigned to nodes such that each node has as near the same 
operating demands as possible. In the packed distribution, application 
system modules are assigned to a designated processor until it reaches 
maximum capacity after which modules are assigned to the 11 next 11 
processor, etc. In the optimal-spare distribution, application system 
modules are assigned to the distributed processing system explicitly by 
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the system designer. Each node being assigned application tasks has a 
spare queue indicating the sequence of backup or spare nodes which will 
be actived should the fanner fail. This distribution approach takes 
into account the requirement of certain application modules for 
processing nodes with special I/0 devices such as sensors and 
actuators. 
The performance analyzer perfonns a comparison of application 
system requirements to the specific distributed system capabilities 
assigned to it. For each node in the distributed system a comparison 
is made between the node capability and the application system 
requirements of all modules assigned to it. For example, if the memory 
capacity of a node less the memory requirements of all modules assigned 
to it gives a negative result, perfonnance is considered unsatis-
factory. Likewise, if the processor demands exceed the processor 
capability performance is considered unacceptable. The ability of 
conmunications 1 inks to meet expected demands is similarly detennined 
by accessing resource saturation. Should the performance analyzer 
indicate that performance in the current application system/distributed 
system configuration is satisfactory in all categories, the distributed 
system topology wi 11 be further mutated, otherwise the application 
system reconfiguration segment of the simulator will be instantiated. 
The function of the distributed system topology mutator is to 
systematically eliminate nodes and their associated links until the 
distributed system topology is such that 11 Satisfactory 11 application 
system _perfonnance cannot be achieved. The approach is as follows. 
First, each individual node and its associated 1 inks is removed, then 
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all possible combinations of two nodes, then three node combinations, 
etc., until all possible mutations of the distributed system topology 
have been exercised. The loss of multiple nodes is treated as though 
these lasses occur simultaneously; however, a more advanced fonn of the 
simulator should be able to take into account hi story dependence of 
fail ures. 
The function of the application system reconfiguration segment of 
the simulator is to carry out the distribution pol icy in effect and 
institute the degradation procedures as necessary. This simulator 
segment i s c a l l ed i n to opera t i on when t he a p p l i cat i on system 
performance analyzer indicates an unsatisfactory level of application 
system perfonnance. An attempt will be made to reconfigure the 
application system using whatever distribution pol icy is in effect to 
bring the system to an acceptable perfonnance level. Should the 
reassignment efforts fail to bring performance to the desired level the 
apriori stated procedures for software degradation will be imposed. 
Following instantiation of each degradation procedure, performance will 
be reevaluated. This process is iterated until satisfactory degraded 
performance is achieved or all degradation procedures have been 
implemented. In the latter case, the distributed system will have 
failed to meet the application system performance 
normal or degraded mode and consequently, will 
i nope r a b l e • 
requirements in 
be considered 
The performance analysis routine in part determines the class of 
service being provided. Two categories of acceptable service may 
exist: normal or degraded, and one category of unacceptable service: 
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failed. There are two ways in which the application system can go from 
nonnal to degraded mode. One is to "degrade" or reduce perfonnance 
requirements. This essentially means that the application modules will 
continue to perfonn all their current functions but at a slower rate. 
The other means of degradation is to "cripple" the application system 
or purge designated application modules. To what level processing or 
interaction requirements are reduced or which modules are purged and in 
what order is detennined apriori by the application system designer. 
This infonnation is input to the simulator. The distributed system 
continues to be systematically changed by the distributed system 
topology mutator until application system performance has degenerated 
to an unacceptable 1 evel or all mutations of the di str;ibuted network 
have been exercised. 
Information collected by the simulator falls into three 
categories; 1.) status of controlled factors, 2.) 
indirectly controlled factors, and 3.) derived measures. 
status of 
Controlled 
factors include; type of distributed system topology, size of network 
or number of nodes; node processing speed, memory and communications 
capacity; application system size, connectivity and interaction, 
processing, and memory requirements; distribution strategy and extent 
of distributed system degradation (mutation). Indirectly controlled 
factors include connectivity of the distributed system topology, global 
resource capacity (processing, memory, communications) and available 
resource capabilities (processing, memory, and communications). 
Derived infonnation includes a variety of resources:requirements ratios 
and consistency measures. 
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SURSIM, the survivability simulator, has been implemented in 
FLECS, FORTRAN Language with Extended Control Structures, on a Digital 
Equipment VAX 11/780 and is now being used as a tool for experimenta-
tion on a variety of distributed systems. 











































Output generated by the simulator for the 128 designed experiment 
runs and 300,000 subcases fall into two categories. The first type of 
output is strictly descriptive of the cases run. The second type of 
output is a log of operational data collected for each of the cases and 
subcases. Discussion and examples of the output follow. 
Descriptive Output 
Table 5 is a chart generated by the simulator for each of the 128 
designed experiment runs. It presents a string of + and - signs which 
designate the factor level of each of the original 11 factors for that 
case followed by an English language interpretation of the factor 
levels. Table 6 is a representation of the application system inter-
actions for this case. Table 7 lists the respective application system 
requirements for e~ch application module. Table 8 presents the 
degradation procedures to be followed in the event that the application 
system cannot function in a satisfactory manner on the distributed 
system network given its current configuration and application system 
assignments. Table 9 presents an interaction incidence matrix which 
describes the topology of the distributed network for this case. The 
queue of start nodes lists all the potentially unique start nodes for 
the topology being studied. Table 10 represents the capability of each 
node in the distributed system and its connection to other nodes. 
Tables 11 and 12 describe the remaining resources after initial 
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assignment of the application system to the distributed system and 
module to node assignments respectively. 
Operational Data Logged 
Output of the simulator which is descriptive of control factors 
or records operational data is logged for later analysis. Examples of 
















- Response variable- survivability 
1 = survival 
2 = fa i 1 ure 
- Response variable- performance 
1 = nonnal satisfactory perfonnance 
2,3 = degraded satisfactory performance 
4 = unsatisfactory or fa i 1 ed perfonnance 
- Distributed system topology 
Number of nodes in the distributed network 
Node processing speed 
- Node memory capacity 
- Node communications capacity 
- Number of application system modules 
- Average application module processing 
requirements 
- Average application module memory 
requirements 
- Average module to module interaction 
frequency 
- Distribution policy 
- Percent nodes lost 












Initial assignment result 
(success or failure) 
- Reconfiguration status 
(not attempted,success, failure) 
- Degradation status 
(not attempted, step if invoked) 
- NA 
NA 
- Number of lost nodes 
- La be 1 s of actua 1 nodes 1 ost 
RUN Identifier for a given execution of SURSIM 
designating the designed experiment run 
in effect. 
CASE Identifier for a given subcase of SURSIM 
designating the unique mutation in effect. 
GLP - Global processing capacity 
GLM - Global memory capacity 
GLC - Global communications capacity 
AVP - Available processing capacity after 
i n i t i a 1 ass i g nm en t 
AVM - Available memory capacity after initial 
assignment 
AVC - Available communications capacity 
after ·i n i t i a 1 ass i g nm en t 
DSAVP - Available processing at end of subcase 
DSAVM - Available memory at end of subcase 
DSAVC - Available communications at end of subcase 
CDISPR - Dispersion at end of subcase 
(Number of nodes over which the 
application system is distributed)/ 
(Number of application system modules) 
NCRIT - Criticality of lost nodes 
(Sum of the connectivity of the 
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application system modules residing 
on the lost nodes)/(Application 
system connectivity) 
DSCONN - Distributed system connectivity 
MR/UMC - Memory requirements/Useable 
memory capacity 
PR/UPC - Processor requirements/Useable 
processing capacity 
CR/UCC - Communications requirements/Useable 
communications capacity 
M INCUT - NA 
ASCONN - Application system connectivity 
DISPER - Dispersion - initial 
(Number of nodes over which an 
application system is distributed/ 
(Number of application system modules) 
MRCONS - Memory consistency 
(Number of application system modules)/ 
(Average number of application system 
modules that will 11 fit 11 on a node 
memory-wise) 
PRCONS - Processor consistency 
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(Number of application system modules)/ 
(Average number of application system 
modules that will 11 fit 11 on a node processor-
wise) 
LKCONS - Link consistency 
(Average number of module to module 
interactions)/(capacity of a single link) 
DST - NA 
z51 OPOLICY - NA 
The factors which relate to dispersion are established to obtain 
insight into the implications of dispersion at various points in system 
operation. DISPER, x46 , represents initial dispersion. If n equals 
the number of nodes and m the number of modules the maximum initial 
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dispersion is one. That is every application module resides on a 
different node. The closer this ratio comes to 1/m the less dispersed 
the application system is said to be. 
CDISPR, z38 , has a similar interpretation, however, this 
measurement is taken at the end of the test case or after a certain 
percent of the nodes are lost. 
NCR IT, z39 , represents node criticality. This criticality is 
determined by summing the connectivity of the application system 
modules on the nodes which are lost and dividing this sum by the total 
application system connectivity. As this ratio approaches one, the 
proportion of the application system to be reallocated is increasing. 
Also, the character of the portion of the application system to be 
reallocated is described in terms of its need for cohesion. 
The consistency measurements z47 , z48 describe the system in 
terms of memory and processing demands versus unit node memory and 
processing capacity. A ratio of one or less indicates that all memory 
or processing demands can be satisfied by a single node. Ratios 
greater than one indicate the number of nodes necessary to meet the 
demands. Note no consideration is made here concerning the capability 
of the system to make distributions which would use resourses 
optimally. 
L i n k cons i s ten c y , Z 4 9 , v a r i e s s 1 i g ht 1 y from the pr ev i o us two 
consistency measures in that it relates average module to module 
interaction frequency to communication link capacity. This ratio 
·indicates what portion of a 1 ink • s capacity is consumed by average 
module to module interaction. The closer this ratio comes to one the 
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more likely modules will have to reside on the same node or have 
dedicated links. 
Other data values derived were generated via transformations 
during data analysis. These values represent interactions among other 
v ari ab 1 es. Six new v ari ab 1 es of this type were created. These v a 1 ues 
are calculated by multiplication of the values of variables for which 
interaction is to be determined. They are 
z52 = Interaction among topologies 
Z53 = z2 x z3 x z4 
(Interaction between number of nodes and node 
processing speed and node memory capacity) 
z54 = z6 X z7 X z8 X Zg 
(Interaction between number of application system 
modules and average module processing 
requirements and average module memory 
requirements and average module to module 
interaction frequency) 
Z55 = z2 x zl8 
(Interaction between number of nodes and number 
of 1 o s t node s ) 
z56 = Z45 x z38 
(Interaction between application system 
connectivity and dispersion at the end of a 
subcase) 
z57 = z45 x z38 x z4o 
(Interaction between application system 
connectivity and dispersion at end of subcase and 




FXPEPIMENT RUN DFSCRIPTlON 
** CASE NU~BFP 33 ** 
-------------~-----------------------------------~----------------------
OPIGINAL Z•FACTORS 
RUN 1 2 3 4 5 6 7 R 9 10 11 
------------------------------------------------------------------------
- - - - - + - + + 
TYPE OF OISTRI8UTfO SYSTF~ TOPOLOGY: 
NUMBER OF NODES: 
~ODE PROCESSING SPEED: 
NOD~ MEMORY CAPACJ~Y: 
CONNECTIVITY 0~ APPLICATION SYST~~: 
Nl1"48ER OF' APPLICATION ~ODUl..ES FOR 








AVER AGE MODULE P RnCF:SS T ~!G PE:Otl IRE MENTS: 
~VFRAGE MODULE ~EMORY REOUIREM~NTS: 
50\ OF NODE PPnCFSSING SP~ED 
SO.O~ NODF MEMOPY CAP~CTTY 
AVERAGE FREQUENCY OF MODULE TO MODULF 
INTEPACTIO~ (# OF MESSAGF SETUPS): 
DISTRIBlJTION/R.EDISTRtRfJTTON POLICY: 
~U~BER OF NODES FLI~TNATED: 






Table 6. Application System Topology 
Interaction Incidence Matrix 
A B c 
o.oo 0.63 o.t3 o.os 
o.tR o.oo o.t9 0.37 
0.20 0.41 o.oo 0.15 
o.ot 0.42 o.74 o.oo 
Table 7. Application System Requirements 
"'00ULE MEMORY KOPS/ EXECUTIONS CRITICALITY 
IDE:NTIFIER K AYTES ~~XF.CUTION /T 
A 92. 100. 4. 2. 
R 52. 1A8. 2. 3. 
c 91. 139. 1 • 1 • 
n 24. fi3. 4. 4. 
47 
48 
Table 8. Degradation Policy 
STEP 
1 * Degrade modules of criticality equal 1 to .5 CPU 
executions memory co~1unications 
2 * Purge module D 
3 * Degrade Modules of criticality less than 3 to .5 
CPU executions memory communications 
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TARLE 10. OJSTRIBUTF~ SY~TEM C~PAPILJTY 
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Table 11. Resources Remaining After Initial Assignment 
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Table 13. Sample Data Log 
DATA3 •• 17~ ~XP~PT~FNT RU~S F~P ?(~•P) n~~JGN 































































































































































































t 4 500 
] 4 500 
2 4 500 
4 4 500 
1 t () '50('1 
3 10 500 
2 10 '500 
4 10 son 
1 4 10000 
3 410000 
2 4 10000 
4 4 1 00()('1 
1 tO 10000 
3 1n 1ooon 
2 tO 10000 
4 10 10000 
1 4 '500 
3 4 '5nO 
2 4 ljOO 
4 4 son 
t tn c;on 
3 10 500 
2 1 () '500 
4 to o;no 
1 4 1ooon 
3 4 1()01)('1 
2 4 10000 
4 4 1nnnn 
1 10 10000 
3 10 tnnoo 
?. 1 o 1 noon 
4 1 0 1ooon 
1 4 'i00 
3 o;on 
' 4 '500 
4 4 c;on 
t tn son 
J to o;on 
? 10 son 
4 10 o:;on 
1 4 tonnn 
J 4 \/')0()1') 




? tn tnooo 
4 10 11)000 
1 4 '50('1 
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Table 13 continued. Sample Data Loq 
nHA3 -- t?R F:JrPF:RJ~FNT RllNS F"f1P 2(1<•P) ['IF"SJC.N 
R!IN CASF:: nscnN~ "'R/U_.r PR/!IPC CR/11('(" ~ J NCliT AS("ONN f"IISPFR .. Rt"C'NS PRCON~ J,lr("ONS 
t t 0.500 o.440 0.510 0.240 o.ooo n.soo t.ooo 3.200 2.000 1'1.250 
2 2 O.AJO 0.600 n.too o.ooo o.ooo o.soo 1.ooo 3.200 0.400 o.ooo 
3 3 0.670 o.1oo o.t4o o.ooo o.ooo 0.500 t.ooo 0.400 0.400 o.ooo 
4 4 0.670 o.ton 0.570 0.1?.0 o.ooo ('l.ljOO t.ooo 0.400 ?.noo 0.21j0 
5 5 0.200 0.040 n.o6('1 o.o2o o.ooo n.o:;on 0.2~0 0.400 0.41'10 ('1.01)0 
6 f, 0.310 0.040 0. 230 o.ooo o.ooo o.soo ~- . 00 0 0.400 2.000 n.ooo 
7 7 0.220 0.300 o. HO o.ooo 0.0no o.o:;oo t.OC10 3.?00 ?.ooo o.ooo 
B R 0.2q() 0. 770 0.030 0.010 o.ooo o.r;oo 1. 000 3.20n 0.400 o.oso 
q 9 o.o;oo o.1oo 0.6'50 o.ooo n.ooo o.soo , • non 0.400 2.000 n.noo 
tO to O.IHO o.ton n.n9o o.oto o.oon o.r;oo n.c;;oo 0.400 ('1.400 (l.oso 
t t 1 t o.~7o o.7tO o.o7o o.oto n.oon o.c;on 0.750 "J.?OO 0.400 n.nr;o 
12 12 n.fS70 0.710 o.?F.o o.noo o.noo o.c;oo n.r;no 3.200 ?.oon n.oon 
1 3 13 o.2oo 0.250 0.030 o.ooo o.ooo o.r;oo 1.noo 3.?00 0.400 n.ono 
14 t4 o.Jtn 0.290 0.?40 0.030 o.noo o.soo , • 000 3.?00 2.000 n.?so 
15 '5 0.220 0.040 o.140 0.061') o.ooo o.so0 t • 000 0.400 2.000 0.250 
16 t6 0.290 n.o40 0.030 n.ooo n.non n.o:;oo t.non 0.400 0.400 o.ooo 
t7 1 7 0.o:;oo n.1oo n.s7o 0.190 n.ooo n.son , • 001'1 0.400 2.non n.?"n 
18 I R o.Rl0 o. 1 1 o n.os;n o.ono o.ooo o.o:;oo t.non 0.400 0.400 o.non 
1 q 19 0.670 0.630 o.n9o o.noo 0.noo o.soo 1.000 3.200 0.400 o.nnn 
20 20 0.670 o.SF;O 0.540 0. 1 1 0 o.oon o.c;oo 1.ono 3.200 2.oon 0.?50 
21 21 0.?00 0. 1 p 0 n.o4o 0.020 o.oon o.soo n.7so 3.?.00 0.401'1 O.OII:iO 
n 22 0. 3t 0 n. nn n.120 o.ooo o.ooo o.c;no o.7'50 3.200 ?.ooo o.ooo 
23 23 n.220 0.040 o.t?O n.ono o. or;n o.o:;on n.son n.4on ?.ocn n.ooo 
?4 24 0.290 n.040 n.n3n o.oto n.noo 0.o:;nn n.?"iO n.4no r-.400 fi.O"i(l 
2'5 25 o.son o.(>nn n.o;<lo o.o,n n.oon n.I)OO o.~n0 3.?nn ?.non n.orl) 
?6 2€1 0.830 0. 730 o.oso o.nto o.on'l n.sno 1.non 3.200 0.400 n.oo;o 
27 27 n.F,70 0.100 o.t30 0.070 o.noo n.o;oo o.7s;r. 0.400 o.4cn n.o'5n 
2R ?el n.670 0.100 o.6~0 o.onn o.t'IOO 0.s;no ().7"i0 0.40(1 2.000 o.ono 
29 29 (\.(00 o.n4o o.n">o n.ono 0.(10(\ n.o:;oo 1 • {l(\0 0.400 o.4nn n.ooo 
lO 30 0.310 o.o4o 0.1RO 0.040 o.oon 0.'500 t. non 0.400 2.non o.?'iO 
3t 3t 0.220 0. J2n n.t7n o.nf'n n.oon o.o;on t.nnn 3.7('10 2.oon n.2sn 
l? 32 n.?.90 o • 230 n.or;o o.nnn o.nnn n.r;oo t.noo 3.200 0.400 n.on0 
33 33 o.so0 n.o;1n o.SP0 n.ooo n.onn 1. 000 0.7'50 3.200 ?.non n.non 
34 34 0. s;qn o.s;4o ".070 o.o7o o.ono 1. ono n.Bo 3.2CO o.4Cn 0.(15('1 
Jc; v; n.67n o.tr.o n.n7o o.n60 o.non 1. on o n.son 0.400 0.400 o.nr;o 
36 36 n.f>70 0.100 0.4PO o.otn o.nnn 1.noo o.7'in n.4nn ?.con (1.000 
:n 37 o.?ofl o.o40 0.060 o.ooo n.non 1 • 0 00 1. nnn 0.4CO n.4oo 0.nor 
38 38 o.Jto o.n11o 0.140 o.o7n o.ono t. 00n t. 000 0.400 2.non n.2!"0 
J(j 39 o.no n.7QO f'I.HO 0. 1 10 n.oon 1 • non t.nno 3.?00 ?.01')0 0.2so 
40 40 0.2Q0 n.(60 fi.OJn o.oon o.ooo t.ooo 1. 000 3.2Cf' 0.400 n.non 
41 41 o • .:;on n.1on n.540 0.360 o.ooo t.oon 1. 000 0.400 2.ooo 0.250 
42 42 o.P.Jn O.f\QO fl. too n.ono o.OOI'I 1.000 1. 00(! 0.400 0.400 n.ooo 
43 43 0.670 n.fi"O 0.140 n.noo n.nnn t.'lnn , • non 3.2on 0.400 n.ooo 
44 44 0.670 O.F.Pn 0.e4n 0. 1 70 o.o0o ,.ooo 1. ()00 3.200 2.000 0.250 
45 45 o.2oo n.?f)O o.nc;0 o.o:Jn o.noo 1. noo n.!\nn 3.?nn 0.400 o.osn 
46 46 0. 31 () 0.310 o.tf'O o.noo o.oon 1.noo t.non 3.2no ?.onn n.nnn 
47 47 o.nn o.o110 n.27fl n.ooo n.ono ' • non n.7'in 0.400 ?.non n.onn 
4R 4P n.7qo n.n4n o.n4o 0.030 n.nno t.ooo 0.?50 0.400 0.400 n.oso (.11 
49 49 o.sno ".tno 0 • ]lO n.o1o n.ooo 1. non 0.sno 0.400 ?.con o.non N 
50 50 n.P3n o.ton n.100 0.040 n.oon t.noo n.7'50 0.400 0.400 o.oo;o 
Table 13 continued. Sample Data Loq 
DUA3 -- 1?A EXPF:RTIIIF"r-JT IHJ"lS F"OR 2(K-P) OF.:~J(:N 
RU"l CASE ~ p DSAVP nSAVII C~AVC COJS!)R ~!CIHT 
1 1 o.oo 4.oo o. o. o.oo o.oo o.oo 
2 2 n.92 3.nA 931. 32. 416.5fl 0.66 Cl.84 
3 3 1. 00 t.on 1213. 332. f;Q9.61 1).75 0.50 
4 4 1. 00 3.00 H. 95. 1oo.oo o. 33 t.oo 
5 5 n.'55 2.36 260CJ. 6R8. 1410.61 o.?~ n.45 
6 6 1. 00 1.0R J3fi2. 10CJ9. 31 H .95 0.90 0.19 
7 7 o.oo 4.00 o. o. o.oo o.oo o.on 
R 8 0.99 t. 72 34 qt. 606. 2038.63 o.9A 0.49 
9 9 o.c3 3.3R 1"i178. 364. 6R6.5f- 0.62 o.so 
10 10 1. 00 1.oo ~2~7. 75. tno.on 0.25 0.96 
11 t 1 o.oo 4.00 o. o. o.oo o.oo o.oo 
12 12 o.oo 4.no 191)7l. t 8. 6CIR.99 O.fi7 0.72 
13 13 o.1e 3.A2 H706. 252. 1005.30 0.95 0.90 
14 14 t.oo t.oo 4861"17. 559. ?112.56 t.oo 0.49 
15 1.5 o.oo 4.00 o. o. o.oo 0,00 o.oo 
16 16 1. 00 1.oo 87172. 10CJ'5. 2979.81 1 .no 0.20 
t7 17 1. 00 3.00 1 9. 1497. 1oo.oo o. 33 1. 01"1 
18 1R 1 • 0 0 1.nn 1394. 5135. 799.4{1 o.75 o.so 
19 1 9 n.67 3. :n 953. lljR4. 383.21 o.F>4 o.R4 
20 20 o.oo 4.00 o. o. o.oo n.oo o.oo 
?1 71 1 • 0 0 1 • 15 343"i. 11067. H30.17 0.76 0.42 
22 22 0.13 J.eo 1670. 4663. 1\06.35 o. 74 o.A7 
23 23 1.oo 1.no 38P6. 17172. 24Q9.3Q o.50 0.13 
24 24 0.55 2.35 2f;47. 10353. 1451.17 o.25 0.45 
25 25 o.oo 4.00 2302R. 5R39. 1ono.oo o.so o.on 
?6 26 n.oo 4.00 o. o. o.oo n.oo o.oo 
27 27 1. on t.oo 4ROFI. 11 H2. 101"1.0(1 0.2'5 0.92 
28 28 0.3R 3.13 10373. 5CI79. RP'5.49 0.66 o.so 
29 ?Q 1.00 1~00 R52:Hl. 17161. 2339.95 1.0Cl 0.20 
30 30 o.no 4.01) o. n. o.oo o.no o.on 
31 31 1.oo t.on 5"i"i6,. R737. 1712.34 1. on 0.49 
32 32 n.oo -1.00 n. o. o.oo o.oo n.on 
33 33 t.oo 3.00 1 5. 7. tno.oo 0.31 0.96 
34 34 0.44 ].06 1495. 155. ~4R.14 0.67 0.46 
35 35 1.oo 1 • (I 0 P57. 207. 3\4.47 n.so 0.67 
3fi 36 o.oo 4.on o. o. o.oo n.oo n.nl' 
:n .37 1.00 t.nn 3344. 876. 1fi43.33 t.oo 0.4q 
3A 3R o.oo 4.00 o. o. o.oo o.oo o.oo 
39 39 t.oo 1.00 37?1"1. 175. 74r;B.23 1. 00 o.2n 
40 40 Cl.OO 4.01) o. n. o.on o.oo o.on 
41 41 o.oo 4.no o. o. o.oo o.'lo o.no 
42 42 o.oo 4.00 o. o. o.on o.oo o.oo 
43 4J o.on 4.nn 1F'5F.O. 4'5. 399.3f, 1.oo 1.no 
44 44 0.8FI l.13 14475. 11!3. F.R'5.79 0.95 o.sn 
45 45 1.oo t.no P5713. R t R. 2::?98.89 t.no n.?f1 
46 46 0.12 3.7Q 4J6q2. 3R9. 1731.33 t.oo n. 73 
47 47 o.oo 4.00 R1452. 1241. 3noo.oo 0.75 o.on U1 
48 48 0.35 2.94 Hl5~n. 447. AP3.4? 0.25 0.65 w 
49 49 o.oo 4.no o. n. n.oo ("1.00 o.oo 
50 50 1 • 0 0 t.no ll07. 3198. 3'50.23 0.44 0.71' 
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CHAPTER VI 
ANALYSIS PART I 
Introduction to Regression 
Regression is a technique used to quantify the relationship 
between variables when the value of one variable, called the response 
or dependent variable, is affected by changes in the values of other 
variables, called predictor or independent variables. The carrel at ion 
between any two variables is often used to indicate whether an increase 
or decrease in one is associated with a corresponding increase or 
decrease in the other. The relationship between a response variable, 
y, and an independent variable, x, is said to be linear if the expected 
value of y, usually stated E(y), can be expressed in the form 
E (y) = a + SX (6-1) 
Here a and S are parameters of a regression equation in which a 
represents the intercept and s the slope of the regression. Where 
there is only one independent variable as in this example the 
regression is termed simple linear regression. The experiments 
conducted in this research involved a large number of independent 
variables. The regression equation in this case appears as follows 
( 6-2) 
and is termed a multiple linear regression model. Given a model of 
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this form, selection of variables is very important. When, as in the 
case of this research, data has been collected on more variables than 
may be necessary in the model, established variable selection 
techniques can be employed to assist in deciding the most suitable 
variable mix to use in the final model. The consequences of poor 
variable selection fall into two general categories. The final model 
may be 1.) useless or misleading because an important variable has been 
omitted or 2.) unused because the inclusion of extraneous variables has 
caused it to be cumbersome. Si nee no single approach to variable 
selection is guaranteed to produce the 11 best 11 model, it is common to 
utilize several variable selection techniques to aid in the model 
building process. The following three subsections describe the 
techniques used in this work. These techniques differ in 1.) the 
criterion used for selection of independent variables, 2.) the amount 
of analysis and comparison that is done using subgroups of the 
independent variables and 3.) the type of residual analysis performed. 
Residual here refers to the difference between the observed and 
model-generated or fitted values of a response variable. 
Multiple Linear Regression 
The Multiple Linear Regression technique for variable selection 
estimates the multiple linear regression equation using all of the 
independent variables. The coefficients of the regression model are 
e s t i mated by l e a s t squares • T hi s t e c h n i q u e i s perf o rm e d by a 
computerized statistical package PMDP-Routine PIR. Output from this 
program includes a variety of standard statistical measures for each of 
the variables in the model. One of the measures provided is the T 
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statistic. The availability of this statistic for all candidate 
v a r i a b 1 e s fa c i 1 i tate s u s e of a v a r i a b 1 e s e 1 ec t i on a p pro a c h c a 11 ed t he 
directed search on T. The test statistic T will be large for those 
regressors which contribute significantly to the full model. If these 
regressors are introduced to the model one at a time in order of 
descending T value, the model should be at any given point the 11 best 11 
or one of the best for that size subset of all possible regressors. 
The directed search on Tis a good variable selection strategy when the 
number of variables is large, say 20 to 30. 
Stepwise Regression 
The stepwise regression technique enters and removes variables 
from a multiple linear regression equation in a stepwise manner. At 
each step in the model building process variables are removed and/or 
entered into the equation. The criteria for determining entry or 
removal of a variable is normally its F statistic when considered along 
with other variables in the model. Forward stepping is an approach 
which begins with no predictors and consecutively adds variables which 
exceed some threshold value. Backward stepping is an approach which 
begins with all candidate predictors and consecutively removes 
variables which fall below a given lower bound. Techniques used in 
this research employ a combination of forward selection and backward 
elimination. 
All Possible Subsets Regression 
The all possible subsets regression procedure requires the 
fitting of all of the regression equations involv·ing one through n 
candidate regressors, where n is the number of variables. The number 
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of equations to be examined increases exponentially with the number of 
candidate regressor variables. To evaluate subset regression equations 
several measures can be used. These include R2, coefficient of 
multiple determination; adjusted R2, minimal residual mean square; MSE, 
mean square for error; and Mallows Cp, residual sum of squares. All 
possible subsets regression using adjusted R2 and Mallows Cp are used 
here. 
In the adjusted R2 evaluation, the T statistic for the coef-
ficients of variables in the subset that maximizes adjusted R2 are all 
greater than one in absolute value. Maximizing adjusted R2 is the same 
as minimizing the residual mean square. Usually, subsets larger than 
those that maximize adjusted R2 are not very good. In the Mallows Cp 
evaluation, the T statistic for the coefficients of variables in the 
subset that minimizes Cp are usually greater than V in absolute 
val ue. When using all possible subsets regression the problems of 
variable selection increase as the number of redundant variables 
increases. Inclusion of irrelevant variables provides the opportunity 
for artifacts in the data to produce unpredictably high T statistics, 
R2, and adjusted R2 and unpredictably low Mallows Cp statistics. For 
this reason checks must be made for variable redundancy and redundant 
variables removed from the set of candidate variables. 
Procedures for Model Building 
Data Reduction 
The experimental design presented in Chapter IV described the 
128 experiment runs necessary for a 2K~P design in 14 factors. During 
execution of the simulator data was call ected for each of these cases 
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plus two types of subcases. The subcases were those that tracked 
operational data for all possible unique start nodes and all possible 
number of nodes lost. The total number of cases and subcases logged by 
the simulator are in excess of 300,000. Physically this translates to 
approximately 90 megabytes of data which is one very large magnetic 
disk or seven 2,400 foot 1,600 BPI magnetic tapes. The mechanical 
difficulty of working with this volume of data suggests that the 
possibility of meaningful data reduction should be explored. 
Fortunately, some reduction of the data could be performed without 
significantly decreasing its infonnation value. Therefore, before 
analysis the raw data was put through a data reduction filter which 
produced three sets of data, each of different resolution. 
DATA 1 - comprises the 128 designed experiment runs times 
an averaging over all possible start nodes times 
an averaging over number of nodes lost. The 
size of this data set is 2,156 cases. 
DATA 2 - comprises the 128 designed experiment runs times 
an averaging over number of nodes lost. The 
size of this data set is 715 cases. 
DATE 3 - comprises the 128 designed experiment runs. The 
size of this data set is 128 cases. 
DATA 1 has, of course, the highest resolution of the 3 data sets. 
It presents a summary of individual subcases such that specific 
i n f o nn at i on i s l o s t concern i ng i nd i v i d u a l s u be a se s for each start node 
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and each possible number of nodes lost. DATA 2 presents a summary 
which ignors the start node and DATA 3 presents a summary which ignors 
both start node and specific number of lost nodes. DATA 3 refers to 
node loss as a percent of the total nodes initially in the distributed 
system. Examination of the analyses conducted using all three data 
sets revealed that the designed data set, DATA 3, was representative of 
the other two. 
Candidate Variables 
The variables submitted to data analysis are of three types: 
response variables, control variables, and other independent variables. 
The response variables are survivability, S, and performance, P. Since 
Scan be obtained fran a simple function on P, the focus of discussion 
of analyses performed will be on P. The control variables are the 11 
factors described in Chapter IV section 2. Other independent variables 
or potential control variables are those listed in Chapter V section 2. 
Independent variables fall into two general categories: 
quantitative or continuous valued variables and indicator variables. 
Most often variables used in regression model building are quantitative 
or continuous valued variables which take on values within some known 
range on a well-defined scale. Less frequently, it is necessary to 
i n c l u d e q u a l i t a t i v e v a r i a b l e s wh i c h h a v e no nat u r a l s c a l e o f 
measurement in the regression model. Qualitative variables, often 
represented as indicator or "dummy" variables are assigned a set of 
levels to account for the effect that the variable may have on the 
response. In this research all independent variables are quantitative 
with the exception of two. These are distributed system topology and 
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distribution policy. Both of these variables have four levels and thus 
require three "dummy" variables to represent them. This is 
accomplished by arbitrarily assigning one of the following codes to 
each of the qualitative variables. 
DISTRIBUTED SYSTEM 11 DUMMY" VARIABLE 
TOPOLOGY IA IB IC 
STAR 0 0 0 
RING 1 0 0 
NETWORK 0 1 0 
ARRAY 0 0 1 
DISTRIBUTION "DUMMY" VARIABLE 
POLICY ID IE IF 
RANDOM 0 0 0 
UNIFORM 1 0 0 
PACKED 0 1 0 
OPTIMAL SPARE 0 0 1 
The interpretation given to coefficients of qualitative variables 
is different than that of quanitative variables in that the coefficient 
of a qualitative variable indicates the relative impact of change from 
that level to other possible levels of the qualitative variable. For 
example,- in the case of topology each of the 11 dummy" variables when 
present in the model indicate the effect of change from the base 1 evel 
or condition, 000, to that level. The effect of change from one of the 
other 1 evel s to a third 1 evel is accompli shed by subtracting the 
coefficients of the variables in question. Thus the effect of a change 
DISTRIBUTED SYSTEM 11 0UMMY 11 VARIABLE 











from the star to the ring to po 1 ogy is provided by the coefficient on 
IA, the star to the network by the coefficient on IB, etc. The effect 
of a change from the ring to the network is determined by subtracting 
the coefficient of IB fr001 that of IA. The same approach is used for 
all comparisons. In the case of quantitative variables, the coeffi-
cients indicate the direction and magnitude of the relationship between 
the independent variable and the response. 
An important part of regression analysis is variable selection. 
In the case of di st r·i buted processing systems the most appropriate set 
of regressor variables is not known and little prior experience exists 
which might help point the way to initial selection. In such cases it 
is desirable to begin with the most comprehensive set of candidate 
variables and reduce this number through iterative selection of 
regressor sets which are 11 best 11 according to one of the evaluation 
criteria 1 isted above. 
Explanatory versus Predictive Models 
Usually, regression models are valid only over the range of the 
regressor variables contained in the observed data. Over this 
interval, the regression equation developed may provide a reasonable 
approximation of the true functional relationship. However, care 
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should be exercised to assure that the application of a regression 
model does not exceed its capability. For example, while some 
regression models may adequately summarize or describe the data from 
which they were constructed, they may be less serviceable in describing 
new data. A model which describes the data to which it was fit is 
called an explanatory model. Measurements can be made which indicate 
the adquacy of an explanatory model in fi tt·i ng its data. Checking for 
explanatory model adequacy can be done via residual analysis, testing 
for lack of fit, searching for high-leverage or overly-influential 
observations and a variety of internal consistency checks (20). It 
should not be assumed that a model which is proved to fit existing data 
will also be a good predictor for future data. Further, the model that 
provides the best fit to existing data may not be equa 11 y successful in 
the final application, that is be a successful predicator. To 
determine how well the explanatory model will serve as a predictor 
requires that we validate the model. A number of techniques are 
available for model validation. These include comparison with other 
results, collection and comparison with new data, and data splitting. 
The approaches used to develop explanatory and prediction models for 
operational survivability are presented in the following sections. 
The Explanatory Model Building Process 
Building a regression model is generally an iterative process 
requiring repeated analyses as improvements in the model structure or 
additional special features of the data are discovered. Digital 
computers and established statistical software can be invaluable model 
building tools. In this case several regression routines comprised in 
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the BMDP statistical software package are used. These are PI R; 
Multiple Linear Regression; P2R, Stepwise Regression; and P9R, All 
Possible Subset Regression. 
Initially multiple linear regression is performed using all 
candidate independent variables. A check is made for multicollinearity 
among the independent variables. Redundant variables identified by 
this check are removed fran the 1 i st of candidate regressors, and the 
analysis is repeated. The model result·ing from this analysis is shown 
in Figure 3. Also provided in Table 14 are major stati sties such as R2 
and Mean Square for Error for the model and T-statistic, mean and 
standard deviation for each of the regressor variables. 
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Table 14. Statistics from BMDP Multiple Linear Regression Analysis 
Standard St. Dev. 
Variable Mean Deviation Mean Minimum Maximum 
Xl .25000 .43471 1.73886 0.00000 1.00000 
X2 .25000 .43471 1. 73886 o.ooooo 1.00000 
X3 .25000 .43471 1. 73886 0.00000 1.00000 
X4 7.00000 3.01179 • 43026 4.00000 10.00000 
X5 250.00000 4768.66412 .90832 500.00000 10000.00000 
X6 1.50000 • 50196 • 33464 1.00000 2.00000 
X7 10.00000 6.02358 .60236 4.00000 16.00000 
X8 45.00000 35.13753 • 78083 10.00000 80.00000 
X9 1.50000 • 50196 .33464 1.00000 2.00000 
XlO .25000 • 434 71 1. 73886 0.00000 1.00000 
Xll .25000 .43471 1. 73886 0.00000 1.00000 
Xl2 .25000 • 43471 1. 73886 0.00000 1.00000 
Xl3 42.50000 25.96181 • 61087 10.00000 80.00000 
Xl4 1.43750 • 49803 • 34645 1.00000 2.00000 
Xl5 7448.00000 7841.094 70 1. 05278 512.00000 20000.00000 
Xl6 27896. 63281 33402.45299 1.20059 331.00000 97425.00000 
Xl7 5827.65625 6605.86220 1.13354 137.00000 19304.00000 
Xl8 2217. 5104 7 1125.45843 • 50753 o.ooooo 3800.00000 
Xl9 • 4612 5 .22541 • 48869 .20000 .83000 
X20 .35594 • 32141 • 90300 .04000 1.05000 
X21 .09312 .17906 1.92284 0.00000 1.05000 
X22 • 44250 .35695 • 80667 .10000 1.00000 
X23 .59797 .32887 • 54997 .06000 1.00000 
X24 4.50000 4.91310 1.09180 .40000 12.80000 
X25 3.00000 2.95776 .98592 .40000 8.00000 
X26 1997.70312 4095. 96502 2.05034 0.00000 17172.00000 
X27 704.59961 1007.87230 1. 43042 0.00000 3600.00000 
X28 .29836 .37377 1.25273 0.00000 1.00000 
X29 .21992 .31591 1. 43648 0.00000 1.00000 
X30 20250.00000 32163.95008 1. 58834 400.00000 128000.00000 
X31 .20459 • 31684 1. 54874 0.00000 1.00000 
X32 .08424 .14263 1.69324 0.00000 .67000 
NOTE: See Table 16 for Variable Key 
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Next, stepwise is performed. This analysis provides an 
incremental view of the model as it is being developed. The point at 
which model building using stepwise regression can be considered 
complete is at the point in which the R2 value begins to show only 
nominal increases and the mean square for error, MSE, starts to 
increase. Figure 4 provides a picture of the regression model at this 
point. A quick validation can be made at this stage. To perform this 
validation a directed search on T for the results of PIR must be 
conducted. This search constitutes a ranking of candidate regressor 
variables according to descending values of T. When this list is 
compared to the 1 i st of regressor variables proposed as a result of 
stepwise regression analysis, the variables with the largest T 
statistic after the direct search on T should roughly correspond to rhe 
variables remaining in the model after stepwise analysis. 
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The two analyses conducted at this point should serve to reduce 
the number of candidate regressor variables. All possible subsets 
regression (P9R) is now performed using the remaining variables. This 
model building technique is executed first using Mallows Cp as the 
variable selection criterion, then using adjusted R2 as the variable 
selection criterion. Each of these provides detailed i nfonnat ion on 
the five subset models determined to be "best 11 according to the 
evaluation criterion in effect and the one model considered optimum. 
The five models developed using Mallows Cp and adjusted R2 as 
evaluation criteria are contained in Appendix B. The two opt ·imum 
models are presented in Figures 5 and 6 respectively. Table 15 
compares the models developed by multiple linear regression, stepwise 
regression, and all possible susbsets regression according to the 
evaluation data available. 
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Figure 5. Optimum Model According to Mallows c~ Criterion 
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Table 15. Comparison of Models Constructed by Three Regression Methods 
Number of 
R2 
Adj u~ted Ma 11 ows 
Method/Model Variables MSE OF R Cp 
Multiple Linear 
Regression 32 .8069 3500.4 95 
Stepwise 
Regression 9 • 7392 380618.8 118 
All Possible Subsets 
Regression - A 
1 15 .765890 .734536 15.03 
2 16 .769484 .736256 15.32 
3 18 .777987 .741325 15.29 
4 19 .782770 .744554 15.02 
5 19 .782582 .744332 15.11 
All Possible Subsets 
Regression - B 
1 24 .797205 .749952 18.17 
2 24 .796944 .749630 18.30 
3 24 .796902 .749579 18.32 
4 25 .799129 .749896 19.26 
5 26 .801106 .749905 20.32 
R2 - R-Squared 
MSE - Mean Square for Error - Residual 




Prediction Model Building Process 
There are a number of ways in which regression models can be 
validated and their value as predictors evaluated. Methods of model 
validation fall into three general categories. These are: 
1) analysis of model coefficients and predicted values 
including comparisons with prior experience, physical 
theory, other analytical models or simulation results, 
2) collection of fresh data with which to investigate the 
models predictive performance, 
3) data splitting; breaking the original data into groups 
and using these observations to predict the model's 
performance as a predictor. 
Data splitting, which is the approach taken here, is accom-
pli shed by separating available data into two parts, the estimation 
data and the prediction data. The estimation data is used to build the 
regression model. The prediction data is then used to study the 
predictive ability of the model. This technique is also called cross-
validation. 
Since the experiment conducted for this reasearch is a 
"designed" experiment, data splitting can be accomplished in a very 
straightforward manner. One of the factors in the original eleven that 
will not be included in the final model is used as the determinant for 
the split. The variable to be used is z4, absolute memory size. 
Based on this factor, the data is split into two groups, let us 
call them DATA A and DATA B. Using DATA B as the estimation data set, 
new models are fit using only the variables specified for the optimal 
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models designated by the all possible subsets regression. A total of 
32 variables are possible in the new models. The descriptions for 
these variables as they are renamed are given in Table 16. A chart 
showing which variables are used in which models is provided in Table 
17. The 10 new models fit using multiple linear regression on DATA B, 
the estimation set, are presented in Appendix C. Each of these models 
is used to predict the response values of DATA A, the prediction set. 
The adequacy of the fitted models as predicators is determined by an R2 
for prediction computed as follows. 
R2 prediction = 1 -
where 
1\ 
e = Y - Y 
2 e. 
1 
in which y is the observed value of the response 
1\ 





is the corrected sum of squares in which y is the mean of the 
observed responses 
The R2 prediction can occasionally be modified upward in 
instances when the fitted values of the response exceed the range of 
the observed response only by a small percent. Th i s mod i f i cat i on 
introduces at the model prediction evaluation phase the same correction 
that would otherwise be made when using the model as a predicator. 
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Table 18 is a comparison of the 10 fitted models in terms of their 
explanatory and predictive performance. 






























Dummy Variables Indicating 
Distributed System Topology 
Number of Nodes in the Distributed System 
Node Processing Speed 
Node Communications Capacity 
Number of Application System Modules 
Module Memory Requirements 
Module to Module Interaction Frequency 
Dummy Variables Indicating Distribution Policy 
Percent Nodes Lost 
Initial Assignment Result 
Global Memory Capacity 
Available Processing Capacity 
after Initial Assignment 
Avail ab 1 e Memory Capacity 
after Initial Assignment 
Available Communications Capacity 
after Initial Assignment 
Distributed System Connectivity 
Memory Requirements/Useable Memory Capacity 
Communications Requirements/Useable 
Communications Capacity 
Application System Connectivity 
Dispersion- Initial 
(Number of nodes over which an 
application system is distributed/ 
(Number of application system modules) 
Memory Consistency 
(Number of application system modules)/ 
(Average number of application system 



















(Number of application system modules)/ 
(Average number of application system 
modules that will 11 fit 11 on a node-processorwise) 
Available Processing Capacity at End of Subcase 
Available Communications Capacity at End of Subcase 
Dispersion at End of Subcase 
(Number of nodes over which the application 
system is distributed)/ (number of application 
system modules) 
Criticality of Lost Nodes 
(Sum of the connectivity of the application 
system modules residing on the lost nodes)/ 
(Application system connectivity) 
Interaction between 
Number of Application System Modules 
and Module Processing Requirements 
and Module Memory Requirements 
and Module Communication Requirements 
Interaction between 
Dispersion at End of Subcase 
and Application System Connectivity 
Interaction between 
Dispersion at End of Subcase 
and Application System Connectivity 
and Distributed System Connectivity 
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Table 17. X Factors Present in 10 Best Subsets Models 
MODEL x 1 x2 x3 x4 x5 x6 x7 xs Xg x10 xll x12 x13 x14 x15 x16 x17 x18 x19 x2o x21 x22 x23 x24 x25 x26 x27 x2s x29 x3o x31 x32 
X X X X X X X X X X X X X X X 
2 X X X X X X X X X X X X X X X X 
3 X X X X X X X X X X X X X X X X X X 
4 X X X X X X X X X X X X X X X X X X X 
5 X X X X X X X X X X X X X X X X X X X 
6 X X X X X X X X X X X X X X X X X X X X X X X X 
7 X X X X X X X X X X X X X X X X X X X X X X X X 
8 X X X X X X X X X X X X X X X X X X X X X X X X 
9 X X X X X X X X X X X X X X X X X X X X X X X X X 
10 X X X X X X X X X X X X X X X X X X X X X X X X X X 




















































Another method of prediction validation is to reverse the roles 
of the prediction and estimation sets and check the results for 
consistency. DATA A then becomes the estimation set and DATA B the 
pr·ediction set. Multiple l·inear regression is used to fit models for 
the estimation set. These models are in turn used to predict observed 
values in DATA B. The explanatory R2 values for the models built on 
DATA A are consistently lower than those built on DATA B. In addition 
when the R2 for prediction was assessed, only one of the fitted models 
proved to be a good predictor. That model, number 10, had the largest 
number of regressors and an R2 prediction of .65958. The remaining 
nine models made almost poor predictions. Upon cross examination of 
the data in the sets DATA A and DATA B after the split, it was 
determined that the two sets were equivalent ·in all respects with the 
exception of three variables. These three variables were indirectly 
related to the variable which formed the basis for the split. This 
relationship, thus, caused the high values of these three variables to 
be ·in one set and the low values ·in the other. These three variables 
x15 , x17 , and x26 were indirectly related to the response and were 
present either individually or in groups in most of the models. Fitted 
models built on the data set with the low values of these variables 
were for the most part unstable when used as predictors. When the 
fitted models were built on the data set with the high values the 
models were stable, however, consistently underpredicted the 
performance of the data set having the low values. No correction was 
made for this underprediction because the adjustment would be unique to 
predicting into DATA A. It i s bel i ev ed t hat a more re present at i v e 
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prediction set would reveal a stronger prediction capability than is 
indicated here. A split of the data such that DATA A and DATA B are 
equivalent on all variables may be possible and should substantiate 
further the findings presented here. 
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CHAPTER VI I 
ANALYSIS PART II - INTERPRETATION 
Discussion of Explanatory Prediction and Models 
In the 10 best subset models resulting from all possible subset 
regression analysis, a total of 32 candidate regressor variables are 
po s s i b 1 e • The v a r i a b 1 e s i n c 1 u d ed i n each of these sub set mode 1 s i s 
presented in Table 17 and a description of each of the variables is 
provided in Table 16. Certain variables are found in all 10 models. 
These are x4, x8, x9, x10 , x11 , x12 , x13 , x14 , x19 , x26 , and x30 , which 
represent number of nodes in the distributed system, module memory 
requirements, module to module interaction frequency, distribution 
policy, percent nodes lost, initial assignment result, distributed 
system connectivity available processing capacity at the end of the 
s u b c a s e a n d t he i n t era c t i o n o f a 1 1 a p p 1 i c a t i o n s y s t em r e 1 a t e d 
variables. Table 19 presents the coefficients for the variables in the 
10 best subset models. As can be observed in this table the 
coefficients for the nine variables found in all 10 models are 
approximately equivalent in sign and magnitude for all models. In fact, 
there exists extreme stab i 1 i ty of a 11 coefficients across mode 1 s. 
Changes when they occur are proportional. Equivalent signs and 
magnitudes means that the regression coefficients are good estimates of 
the effects of these factors upon perfonnance. Also, these variables 
form the core of a model that will likely be good for both explanatory 
and predictive assessment. In other words, the 32 variables included 
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in these models are very stable and are not di started much by the 
introduction or removal of other variables. 
The number of variables in addition to the nine foundation 
variables needed to achieve explanatory models with R2 adequacy levels 
above .8 vary between four and 11. It is important to note that among 
the nine essential factors are factors which represent each of the 
three categories hypothesized at the outset of this research. That is 
x4 and x26 pertain to the distributed system network; X8 , X9, x30 
pertain to the application system; and x10 , x11 , x12 , and x14 pertain 
to the distribution policy. 
The interpretation of coefficients describing the influence of 
qualitative variables is different than the interpretation of coeffi-
cients of quantitative variables. The coefficient of qualitative or 
indicator variables such as x1, x2, x3 and x10' xl1' x12 describe the 
impact of change to that level from another level. The interpretation 
of coefficients modifying quantitive variables is traditional. That 
is, a positive coefficient corresponds to a direct relationship with 
the response variable and a negative coefficient designates an inverse 
relationship. It should be pointed out, however, in this research that 
the hi g her the val u e of the res pons e v a r i a b l e the worse t he 
performance. A strong inverse relationship between the variable and 
response is .. good ... Considerable caution should still be exercised in 
interpreting regression coefficients because regression does not imply 
causality. That is, there may be a strong correlative relationship 
between the factors which results in a significant regression, but the 
factors may not be related in a cause and effect fashion (20). 
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Table 19. Coefficients for Variables in 10 Best Subsets Models 
VARIABLE COEFFICIENTS 
X ( ) MODEL - 1 MODEL - 2 MODEL - 3 MODEL - 4 MODEL - 5 
1 -29.706 -29.934 
2 
3 
4 -20. 793 -20. 783 -22. 407 -23. 658 -24.001 
5 0.001 0.001 0.001 
6 
7 
8 1.149 1.149 0.982 o. 865 0.861 
9 -23.276 -23.146 -50.523 -53.975 -53.780 
10 46.484 46.653 22. 008 12.177 11. 921 
11 76.547 77.101 75.362 74.753 74.570 
12 77. 873 78. 371 60. 792 53.856 53.498 
13 0.686 0.686 0.624 0.611 0.612 





19 -282.503 -282.094 -307.898 -322.706 -323.400 
20 
21 102.631 116.506 12 5.148 
22 49.342 49.993 
23 55.479 68.253 69.140 
24 
25 12.343 12.340 8.540 7.367 7.520 
26 -0.006 -0.006 -0. 013 -0. 015 -0. 015 
27 0.060 0.072 0.072 
28 -94.383 -94.860 -192. 765 -181. 853 -179. 748 
29 -38.2 51 -37.380 
30 -0. 001 -0. 001 -0.001 -0. 001 -0. 001 
31 
32 95. 821 60.290 53.804 
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Table 19 continued. Coefficients for Variables in 10 Best Subsets Models 
VARIABLE COEFFICIENTS 
X ( ) MODEL - 6 MODEL - 7 MODEL - 8 MODEL - 9 MODEL - 10 
1 - - - - 14.852 
2 48.314 47.990 48.116 42.225 90. 544 
3 43.180 42.196 43.004 36.314 71.472 
4 -29. 091 -23. 786 -28.638 -31. 943 -20.492 
5 - 0.001 0.001 - -
6 -19.687 - -19. 722 -12.471 -20. 001 
7 7.4 71 - 7.422 3.154 7.366 
8 1. 214 o. 742 1.219 0.777 1.229 
9 -43.276 -4 7. 531 -43.324 -50.688 -45.938 
10 28.259 26. 314 27.950 16.330 26.297 
11 77.730 69.766 77.653 73.638 76.891 
12 67.464 68. 523 67.399 56.557 65.042 
13 0.579 0.608 0.574 0.632 0.551 
14 48.416 38.632 49.463 45.075 48.088 
15 0.000 0.000 0.000 0.000 0.000 
16 0.000 o.ooo 0.000 0.000 0.000 
17 - -0.006 - - -
18 - - - - -0.038 
19 -456.723 -478.352 -454.700 -464.700 -525.972 
20 96.453 o.o 94.036 87. 769 92.379 
21 106.012 99.745 106.891 120.565 109.693 
22 180.294 86.812 180.208 74. 569 178.397 
23 - - - 43.417 -
24 -8.343 - -8. 241 -5. 521 -8.332 
25 10.540 13.336 10.297 9.091 10.704 
26 -0.007 -0.012 -0.007 -0.013 -0.007 
27 - 0.044 - o. 053 -
28 - -76.395 - -154.000 -
29 -6.275 -10.657 -6.503 - -5.167 
30 -0. 001 -0. 001 -0.001 -0.001 -0.001 
31 -144.244 -83.409 -144.095 - -142.038 
32 - 3.348 - - -
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Since the units of measurement for the quantitative variables 
differ greatly, the magnitude of any given coefficient should not be 
construed solely as an indicator of influence. The units of measurement 
of any coefficient are the units of the response variable divided by 
the units of the regressor variable. The coefficients are determined 
jointly and serve to normalize variable values as well as measure the 
impact of individual variables on the response. That is, a coefficient 
indicates the influence of a given factor when that factor is 
considered simultaneously with all of the other factors in the model. 
A regression coefficient measures the expected change in performance 
per unit change in the regressor, given that the levels of the other 
regressors in the model remain constant. This can obscure our 
understanding of the role of individual factors in the model if 
inferences are made about these factors in isolation. That some or 
many of the relationships may not transfer from the composite model to 
the single factor situation should be understood. Since the models 
described here comprise on the average 20 variables, it is of 
particular importance that this caution be observed. A minimum of 15 
variables are required to explain performance when all the control 
factors are being manipulated. 
Selection of Explanatory and Prediction Models 
Table 20 presents a rank evaluation of the ten best subset models 
based on explanatory R2 and prediction R2• With regard to quality of 
fit, all ten models are equivalent. It is apparent that the best 
explanatory models and the best prediction models do not coincide. The 
prediction R2 is in all instances lower than the explanatory R2• This 
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is to be ex pee ted. An explanatory model is one which provides an 
adequate fit to the data on which it was built, and in which the 
regression coefficients are reasonable estimates of the effects of the 
predictor variables. A model that is a good predictor is 
generalizable; that is, it provides reasonable predictions of fresh 
data not used in the parameter estimation process. 
The models developed in this research are all linear. They serve 
a factor screening function and as such perfonn very well. Obviously 
higher R2 values could be obtained if polynomial or other nonlinear 
models were fit. Such increases in model complexity are warranted only 
when they are grounded in physical reasons outside the data. This is 
certainly not the case here, as there is little, if any, underlying 
theory connecting the factors studied in this research to the 
performance response variables. Furthermore, in an experiment with 
only two levels of most factors such as this one, polynomial or 
nonlinear models are not meaningful. 
The degree to which a model is satisfactory as a descriptor makes 
no implication concerning its generality. When a fitted model is 
applied to new data, it is unlikely to predict the fresh data as well 
as it fits the estimation data. Si nee the model is fit to the 
estimation set using least squares, it is, in some sense, an optimal 
fit for that data. Optimality here is unique to the estimation data 
set. Generally, a model 'itlich is 80 to 90 percent as satisfactory in 
prediction as it is in explanation is considered "acceptable" (20). 
Model 7 is only 6.4% as good in prediction as it is in description. 
Model 8, on the other hand, is 82.6% as good a predictor as it is at 
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explaining the data on which it was built. 
The detenni ni ng factors for model selection are model adequacy, 
generality and ease of use. Before model selection, then, the latter 
two criteria should be considered. Since those models which rank 
highest on explanatory R2 are not the same as those that rank highest 
on the predictive scale, we know that the 11 best 11 models are not the 
most general. A decision must in this case be made to either 1.) use 
two separate models for description and prediction or 2.) use a single 
model W"lich compromises between these applications. If two models are 
to be used, the most likely choices would be the models which rank 
highest on the two adequacy scales. These would be Model 7 for 
/ 
descr·iption and Model 6 for prediction. If a single model is to be 
chosen the most 1 ikely candidates are Models 10 and 8. The difference 
between Models 10 and 8 · on the explanatory scale is +.004. The 
difference between Models 10 and 8 on the prediction seale is -. 05272. 
This difference in predictive capability suggests that Model 8 would be 
preferable to Model 10 as a general model. In fact, Model 8, as stated 
above, is 82.6 percent as good in prediction as description. 
The remaining major consideration for model selection is ease of 
use. Our focus here will be limited to the four highest ranking models 
on the two R2 scales. The consecutive numbering of Models 1 through 10 
corresponds to their ordering with regard to number of regressors. 
Model 1 has 15 regressors while Model 10 has 26. Since the top four 
models in tenns of explanatory or prediction R2 have at least 24 
regressors, model size is not a determining factor toward ease of use. 
To aid in choosing between two models or a single model, i.e. 7 
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and 6; or 8 or 10, we refer to Table 20 to compare the variables that 
comprise each model. Fr001 this table we see that the only variable 
which is in Model 8 which is not in Models 6 or 7 is x6• The only 
variables which are in Model 10 which are not in Models 6 or 7 are x1 
and x18• x1 is an indicator variable, therefore, its presence does not 
affect ease of use. x6 refers to node communication capacity. It is a 
direct measure Which is trivially obtained. x18 , available communi-
cations capacity after initial assignment, is indirect and consequently 
more difficult to measure or estimate. This variable, which is present 
in Model 10, is the only one which differentiates the choices of Models 
6 and 7; or Model 8 or 10 on the basis of ease .of use. 
If a choice is to be made between Models 8 and 10, Model 8 would 
be chosen on the basis of adequacy, generality and ease of use. Model 
6 is 82.6% percent as good a predictor as Model 7 is at explanation 
which is exactly the same generality rating as Model 8. The difference 
between Models 6 and 8 on explanatory R 2 is 0.0026 and between Models 7 
and 8 on prediction R2 is o. 0028. Thus, it appears that Models 6 and 7 
or Model 8 are essentially equivalent with respect to all evaluation 
criteria. Since it is usually considered preferable to use one model 
rather than two when all other attributes are constant, Model 8 is 
selected for use as the most satisfactory model for operational 
survivability and performance. 
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Tab 1 e 20. Rank Ordering of 10 Best Subset Models 
MODEL EXPLANATORY MODEL PREDICTION 
NO. R2 NO. R2 TRIM 
7 • 8652 6 • 71536 
9 • 8647 8 • 71252 
10 .8641 2 • 70286 
8 • 8626 10 • 66264 
6 .8622 1 • 53577 
4 • 8559 9 • 50232 
5 • 8551 3 .47850 
3 • 8457 4 • 33184 
2 .8326 5 • 33173 
1 • 8317 7 .05569 
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Discussion of Model Components 
Before discussing in specific the inference of model components, 
two unique aspects of this research should preface. First, it should 
be noted that the experiment is conducted on highly stressed 
distributed systems. That is, the conditions imposed were exaggerated 
in order to test multiple aspects of influence. These severe 
conditions on processing resources, application system demands, etc. 
were such that little modifications would force the system to failure. 
Some treatment combinations leave the distributed system so highly 
packed that after loss of a small percent of the network resources it 
is extremely difficult, no matter what distribution pol icy is imposed, 
to recover. While highly stressing the distributed system allows us to 
determine the importance of certain factors, it sometimes requires 
special understanding of model components. 
The second preliminary remark pertains to definition of the 
regressor variables. As was indicated earlier, it is hard to measure 
many of the attributes of distributed systems which are used in this 
research. However, in light of this difficulty and the large amount of 
controversy which surrounds measurement of software, performance, and 
distributed systems, the models developed here show profound stability 
(24). The variables as described serve the model building process very 
well and as will be shown function in a very comprehensive fashion. 
Now let us examine the role of the quantitative variables ·in the 
10 best subset models. x4, number of nodes in the distributed system, 
which is in all models, has a negative coefficient. This is 
interpreted to mean that the more nodes there are in the distributed 
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system the more likely that performance will be satisfactory. As can 
be seen in Table 19, inverse relationships of this type exist between a 
number of the regressor variables and the response. These instances 
are discussed below. 
Also examination shows that some of the regressor variables have 
positive coefficients which indicate a direct relationship with the 
magnitude of the response variable. Remembering that an increase in 
the value of the response means performance is moving toward failure, 
we interpret strong positive relationships as having a detrimental 
effect on performance and consequently on operational survivability. 
x7, number of application system modules, suggests that performance 
will degenerate as the number of application system modules increases. 
x14 simply states that failure to initially assign the application 
system to t he d i s t rib u ted system m a k e s sat i sf actor y performance 
difficult. 
x20 represents the ratio of memory requirements to useable memory 
capacity. The positive coefficient here says that as the memory 
requirements approach the total available memory, the likelihood of 
satisfactory performance decreases. A similar observation is made for 
x21 which represents the ratio of communications requirements to 
useable communications capacity. x22 designates application system 
connectivity. Its relationship to the response states that the higher 
the 1 evel of application system connectivity the poorer the prospects 
for satisfactory performance. Each of these relationships seem 
rea son a b 1 e and con f i rm some of o u r i n t u i t i on s abo u t d i s t r i b u t e d 
systems. 
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x6 indicates that the greater the capability of nodes to 
communicate with other nodes the more likely performance will be 
satisfactory. Since in this experiment the capacity of all links are 
he 1 d constant the corrmun i cation capacity is determined strictly as a 
function of number of links. 
Given this relationship between survivability and number of 
1 inks, one would also expect distributed system connectivity to be an 
influential factor. Distributed system connectivity is represented by 
x19• As expected, this factor is found in all models and in all cases 
demonstrates a strong inverse relationship to response. 
To demonstrate how potentially misleading it is to interpret 
individual regression coefficients in a multiple regression framework, 
let us consider the case of x1, x2 and x3 which together represent the 
four distributed system topologies. These topologies are star, ring, 
network, and array and are represented by indicator variables x1, x2, 
x3 as discussed in Chapter IV. The coefficients for models four and 
five indicate that a change from the base topology, a star, to the ring 
topology will have an improving affect on performance. Models six 
through 10 further indicate that a change from the star to either the 
network or array would have a detrimental effect on performance. 
Figure 7, however, shows that average performance actually improves, 
although perhaps slightly, by a change from the star to any other 
topology. The model coefficients indicate the effect of topology given 
all the other factors in the model. For example, given that 
distributed system connectivity is represented by two quantitative 
variables, x6 and x19 , as discussed above, it might appear less 
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striking that the qualitative variable, distributed system topology, X4 
which also represents this same feature, has a less profound inference 
than expected. 
D ISTR IB UTED 
SYSTEM 
TOPOLOGY STAR RING NETWORK ARRAY AVERAGE 
DISTRIBUTIO 
POLICY 
RANDOM 3.29 L 75 1.77 3.31 2.53 
UN I FORM 3.00 3.08 3.25 3.00 3.08 
PACKED 3.74 3.76 3.95 2.89 3.59 
OPTIMAL 
SPARE 3. 81 4.00 3.25 4.00 3.77 
AVERAGE 3.46 3.15 3.06 3.30 
Figure 7. Average Performance Given for Different Di st ri buted 
System Topologies and Distribution Policies 
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When examining the effect of distribution pol icy, it is observed 
that di str·ibution pol icy in all cases is important. A change from the 
random distribution to any other distribution effects a noticeable 
positive influence on the coefficient for the factor representing the 
new distribution approach. While Figure 7 bears this out, it also 
shows that with only two exceptions performance based on distribution 
pol icy is fairly unifonn. And, perfonnance based on the intersection 
of distributed system topology and distribution policy is even more 
homogeneous. That these factors are important and that on direct 
observation they seem indistinguishable appear contradictory. However, 
once again, it must be recognized that the importance of these factors 
canes fran their role in the model when operating with numerous other 
factors. 
x30' x31' and x32 represent interactions between other regressor 
variables. x30 signifies the interaction among a number of application 
system related attributes, namely; number of application system 
modules, module processing requirements, module memory requirements and 
module communication requirements. x31 and x32 signify the interaction 
between final dispersion, application system connectivity and 
distributed system connectivity. The sign attached to interaction 
variables is not as important as relative magnitude of the coefficients 
and the signs and magnitudes of the main effects of the variables in 
the interaction. That these features are important to perfonnance 
seems reasonable and supports the initial postulate of this research 
concerning the believed complexity of adequate models of operational 
survivability. 
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Several factors included in some of the 10 best subset models 
have negligible effects. Interestingly, these factors X5, x15 , X16 , 
x17 , x18, x27 (for definitions see Table 16) all represent direct 
measures such as node processing speed and global resource capacity, 
i.e., memory, process·ing, communication. In absolute or simple fonn 
these measures are not very meaningful, however, as has been shown, x24 
and x30 , and as is shown, x20 , x21 , and x25 , these direct measures when 
considered in conjunction with other attributes of the system can be 
extrem~y influential. 
Another aspect of model inference which merits a word of caution 
is interpretation of the signs of regression coefficients. Frequently 
the signs of regression coefficients will coincide with prior 
expectation. Most often this occurs when 1.) all necessary regressor 
variables are in the model, 2.) the relationship between the variables 
and the response is strong and 3.) the regressors are orthogonal. 
Models with super sets and subsets of these constraints often 
demonstrate this status with coefficient signs which are counter 
intuitive. Such inconsistencies usually are minor if they pertain to 
the less important factors in the model. 
One of the most common causes of 11 Wrong 11 signs is multicol-
1 inearity. Multicollinearity refers to the existence of 
intercorrelation between the regressor variables. The eleven factors 
involved in' t~e 2K~P Fractional Factorial experiment used in this 
research are orthogonal. However, a number of other candidate 
regressor variables were analyzed during the model building process. 
Many of these variables were derived from the original factors and 
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represent that factor in a somewhat specialized context. When all 
regressor variables used in the ten fitted models are analyzed 
simultaneously moderately strong multicollinearity is indicated. The 
most obvious sol uti on is, of course, to simply remove the regressors 
involved in the multicollinearity. Removal of these variables, 
however, would destroy the predictive character of the model. Wrong 
signs in regression problems often occur for other reasons. For 
example, the violating factor may not be varied over a sufficiently 
wide range or necessary companion variables may be missing. The latter 
condition happens because a regression coefficient is a measurement of 
partial effect and does not stand alone. This type of wrong sign 
condition can scxnetimes be 11 Corrected 11 by a redefinition of the 
variable. 
It is not necessary that the signs of coefficients be in 
agreement with prior expectation. The degree to which the factors fall 
short of fulfilling their combined role of explaining or predicting the 
response is reflected in the model adequacy evaluations. Adjustments 
which influence the direction of signs such that they concur with 
expectation may result in models with higher adequacy ratings. This 
does not imply, however, that sign concurrence will assure an increase 
in model adequacy or that a model that fits a set of estimation data 
will have intuitive appeal or be a useful predictor of new 
observations. For further discussion see Montgomery and Peck (20). 
Inferences of some model components require thoughtful 
interpretation. Factors x26 and x28 , for example, are to some extent 
related, however, not enough to be determined redundant. Redundancy 
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would indicate that one of the variables could be removed without 
affecting the model. Here, we find that either both x26 , available 
processing capacity at the end of the subcase, and x28 , dispersion at 
the end of the subcase, are present in the model or just x26 is. x28 
represents the final number of nodes over which the application system 
is distributed divided by the number of application system modules. 
The closer dispersion comes to being total, or one, the more likely 
performance is to be satisfactory. The potential for dispersion is, of 
course, related to the resources available. Thus, a somewhat collinear 
relationship between x26 and x28 is to be expected. 
For purposes of inference an interrelationship exists between all 
the regressor variables that relate either directly or indirectly to 
d i s per s i o n • 
x23 represents dispersion after initial assignment. It is 
.implied that the greater initial dispersion that exists the less likely 
performance will be satisfactory. The apparent contradiction between 
the relationship of x23 to the response and that of x28 to the response 
requires further investigation. The coefficient on x23 infers i ni ti a 1 
dispersion is "bad" and the coefficient on x28 infers final dispersion 
is "good." The phenomemon observed here results from the highly 
stressed nature of this experiment. That is, the design of the 
distributed systems tested was such that if a small number of nodes 
were 1 ost, features of the system other than simply excess processing 
and memory capacity were required to make it survive. Thus, if the 
application system was initially dispersed there would be an increased 
probability that losing nodes would make it impossible to recover. If, 
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on the other hand, the application system was concentrated on a few 
nodes, the likelihood of losing valuable nodes would decrease resulting 
in a higher probability of survival. 
This situation is further exhibited by x29 , criticality of the 
lost nodes. Criticality here is detennined as the ratio of the sum of 
the connectivity of application modules on the lost nodes to 
application system connectivity. The coefficient states that the 
closer the criticality ratio comes to one the more satisfactory 
perfonnance. Although this relationship is worthy of further study, 
the following is offered as a possible explanation. Previously it was 
postulated that final dispersion has a constructive relationship to 
perfonnance. This factor, however, seems to imply that when examining 
lost nodes concentration is desirable. It is possible that both of 
these conditions hold, however, one pertains to perfonnance and the 
other to 1 i kel i hood of satisfactory reconfi gurat ion. The models infer 
that initial concentration of the application system is desirable. It 
follows, then, that concentration of that which is lost will facilitate 
recovery. 
x24 represents memory consistency, that is the number of 
application system modules divided by the number of application system 
modules that will 11 fit 11 on a node memory-wise. This says that as this 
ratio increases chances for survival improve. In other words, the 
closer the system can come to placing all the application system 
modules on a single node, the less likely that perfonnance will be 
satisfactory. Once again, if we relate dispersion to perfonnance and 
concentration to recovery, this inference is reasonable. The fewer the 
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application modules that will fit on a node the more likely that the 
application system will be dispersed. 
x25 , processor consistency, represents the ratio of number of 
application system modules to average number of modules which will 
11 fit 11 on a node processor-wise. T~e positive coefficient here 
indicates that as this ratio increases perfonnance degrades. Such a 
proposal is intuitive. The probability of satisfactory application 
system perfonnance will increase directly with the ability to assign 
all processing to a single node. However, when capability falls short 
of that, the importance of distribution pol icy and connectivity may 
become dominant. It may not be that high processor consistency is 
detrimental when the ratio is greater than one but that in complex 
systems reconfiguration is difficult. 
It is apparent that dispersion and concentration are companion 
concepts. Further analysis using some of these factors in a designed 
experiment so that their main effects and interactions may be more 
precisely estimated is desirable. Exercising these factors in less 
highly stressed experiments may be necessary. Experiments of this type 
should be useful in clarifying the relationship between these variables 
and the response. 
The research documented in this dissertation demonstrates both 
t he c a p a b i 1 i t y a n d s i g n i f i c a n c e o f em p i r i c a 1 i n v e s t i gat i on i n 
distributed processing. The experimental results presented do not 
support conclusions drawn from prior analytical models (19). Merwin 
and Mirhakak's survivability index, for example, indicates that the 
most survivable distributed network is a star. That detennination is 
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based on number of 1 inks to be traversed between any two network nodes. 
This research clearly shows that other factors such as potential for 
alternate routes, characteristics of the application system and 
distribution method are also strongly influential. When averaging 
responses based on topology and distribution policy all three other 
topologies tested faired better than the star topology. Differences 
are further highlighted when all model components are considered. 
These results bring into question the present capability of analytical 
models to represent complex problems of inexact sciences. It is also 
apparent, however, that analytical modeling may be appropriate for 
examination of specific model components such as those which can be 
ex pre s s e d i n tot a 11 y q u an t i tat i v e t e rm s • The t h r e e c on s i s ten c y 
measures fall into that category. Empirical methods with which to test 
analytical models are available. Used together, these methods should 
lead to a strongly quantitative understanding of survivability which 
can be used in the design of distributed systems and validated in field 
tests. 
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CHAPTER VI I I 
CONCLUSIONS AND RECOMMENDATIONS 
One objective of this research was to enhance our understanding 
of operational survivability and performance and to make that 
understanding quantitative. The approach taken was an ex peri mental one 
which used factor screening to give indication of variable importance. 
The objective was to develop models which are explanatory and would 
provide a foundation for future refinements rather than perscri pt i ve. 
The second objective of this res ea rc h was to demonstrate the 
applicability of traditional experimental design and regression 
analysis techniques to the field of computer science. The experiment 
and results documented in this dissertation support these objectives. 
A factor screening experiment was conducted to determine whether 
any of a large set of candidate regressor variables were important to 
operational survivability and performance. Results demonstrate that a 
number of variables are, indeed, very influential and analysis shows 
their approximate level of importance. A two level factor screening 
design with a large number of variables was used in this research. 
Given this experimental approach, it is relatively unusual and 
encouraging that the design provides sufficient information on which to 
build ten linear explanatory models with R2 values in the range of .8. 
Further, the capability of several of these models to serve exception-
ally well in a predictive role suggests that they provide a good 
foundation on which to build future refinements. 
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The models developed here through standard regression techniques 
make a number of statements about measurement of operational surviv-
ab il i ty and performance. The first and most important statement is 
that these attributes can, in fact, be described in a quantitative 
fashion. Next, they imply that certain factors are more important than 
others in detenni ni ng the 1 evel of the response. Some of the most 
influential factors are distributed system connectivity, number of 
nodes, available processing capacity, distribution policy, application 
system connectivity and module memory requirements. The number of 
regressor variables required to achieve explanatory model adequacy 
levels of .8 is large. Large is here defined as between 15 and 26. 
The nine core variables found in all ten models have the expected sign 
and an obvious interpretation. The few instances in which signs do not 
concur with expectation occur in connection with peripheral or less 
important factors. These instances are well within acceptable bounds 
for research of the type conducted here. It is further shown that 
among the nine essential factors are factors which represent the three 
general categories hypothesized at the outset of this research. Also, 
it is demonstrated that no single category or pair of categories will 
adequately explain or predict operational survivability or performance. 
The three categories describe attributes of the distributed system 
network, application system and distribution policy. 
Analysis of the experiment results supports the hypothesis that 
the factors necessary to adequately describe operational surviv-
ability would be large in number and non-trivial in observation. The 
ten best subset models included a number of factors which were nominal 
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in influence. Each of these are directly measureable entities such as 
global memory, processing and communications capacity. The more 
important factors tended to be more complex or more indirectly derived. 
Examples are distributed system connectivity, application system 
connectivity and memory consistency. This finding further supports the 
initial proposal that operational survivability cannot be trivially 
indexed. 
In summary, 32 candidate regressors are used in identifying the 
10 best subset models. The coefficients of these regressors are 
approximately equivalent in sign and magnitude across models. All 
variables remain proportional with the introduction and removal of 
other variables, thereby demonstrating extreme stability. The 
explanatory adequacy of models built using these variables is in all 
instances in excess of .8 which is very acceptable for a factor 
screening experiment. The adequacy in prediction of these models 
ranges between -.39 and +.71 with some models predicting very well and 
others predicting very poorly. By constructing satisfactory 
explanatory and predictive models, this research demonstrates that the 
concept of operational survivability and performance as proposed can be 
expressed quantitatively. Further, it is shown that major factors 
include the distributed system network, application system and 
distribution policy as initially proposed. 
In review we find that there are nine factors found in all 
models. These are number of nodes in the distributed system, 
distributed system connectivity, module memory requirements, module to 
module interaction frequency, d i st rib uti on po 1 icy, percent nodes 1 ost, 
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initial assignment results, available processing capacity at the end of 
the subcase and the interaction of all application related variables. 
Other factors which prove to be important and function in the 
models in an expected manner are number of application modules, node 
communication capacity, memory requirements ratio, communication 
requirements ratio, and application system connectivity. Some factors 
operating as expected given the highly stressed nature of the 
experiment conducted are initial and final dispersion; memory and 
processor consistency; and criticality of lost nodes. 
Factors having negligible effect include node processing speed; 
global memory capacity; available processing, memory and communications 
c a p a c i t y a f t e r i n i t i a 1 a s s i g n me n t ; a n d a v a i 1 a b 1 e c o mm u n i c at i o n s 
capacity at the end of the subcase. 
A number of propositions can be inferred from the analyses of 
Chapter VI I. Some of these are not unexpected. Others, however, are 
somewhat surprising, and we offer them as hypotheses which can be 
further explained experimentally. While plausible explanation can be 
offered to support each of these hypotheses, there are also apparently 
plausible settings in which the hypotheses may fail. Both confirming 
instances and refutations of the hypotheses point the way toward 
further experimentation. That is, for each of the 10 hypotheses listed 
below we present a possible mechanism to explain the effect which is 
apparently being observed. We then give a brief indication of 
situations in which the hypothesis may fail; the appropriate 
experimental setting for dealing with the hypothesis should lie within 
these limits. 
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1.) The more nodes there are in the distributed network, the 
more likely that performance is satisfactory. It seems very 
1 ikely that the distributed systems in which we are most 
interested satisfy this property, that is the more nodes 
there are in a distributed network configuration the more 
likely there will be slack or excess resource capacity which 
can be used if other resources are lost. However, given a 
ring network configuration with communication links 
traveling in only one direction, the loss of a single node 
will destroy the network no matter how many nodes it 
contains. Likewise, this is true for a star configuration 
if the central node is the node lost. 
2.) As the memory requirements approach the total available 
memory, the likelihood of satisfactory performance 
decreases. Given an application system which is distributed 
over the nodes of a distributed network, it is reasonable to 
conclude that as the demands on memory approach the memory 
1 imit of the network the more 1 ikely additional resource 
losses w"ill have a detriment al effect on survivability due 
to constraints on reconfi g urat ion options. On the other 
hand, it is apparent that as the distributed network 
decreases so too does the available memory until finally the 
memory available is only that on a single node. Further, it 
is possible that the memory requirements of the application 
system are extremely low and fit well within the memory 
capacity of a single node, however, the processing demands 
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exceed the capabilities of the processor. In this case the 
memory requirements to availability ratio has no 
relationship to survivability. 
3.) As the module interaction or communications requirements 
approach the total available communications capacity, the 
likelihood of satisfactory performance decreases. It is not 
difficult to envision a number of network configurations in 
which the options for satisfactory reassignment of 
application modules decreases as the communications demands 
of the application system approach the communication l imit 
of the distributed system. However, if the interaction 
requirements of application modules is such that those 
modules having the highest interaction can always be placed 
on a single node this relationship may not hold. Also, if 
the network configuration is such that two large subnetworks 
are connected by a bridge and the application system is 
split such that a large portion of the module to module 
interactions must traverse the bridge, the performance may 
decrease even though the available communication capacity is 
high. 
4.) The higher the distributed network connectivity, the greater 
its probability of survival. Research in network 
survivability and routing support our basic intuition that 
i n genera 1 the l a r g e r the n u rnb e r of a 1 tern ate routes 
available for nodes to communicate with other nodes the 
greater the likelihood that an application system spread 
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over several nodes will be able to continue to adapt to 
increased node losses. Special cases can be identified to 
which this general st atement does not apply. For example, 
if a network comprising nodes and 1 inks of 1 ow capacity or 
nodes and 1 i n k s wh i c h are n e a r 1 y sat u rated i s h i g h 1 y 
connected and the distribution/redistribution policy is such 
that tasks are dynamically reassigned to 11 0ptimize 11 node and 
link utilization, the fact that the options are numerous may 
be a drawback. In other instances high network connectivity 
may be irrevelent to survivability. For example, if a 
network is highly connected but the application system to be 
executed on it comprises only two modules, the degree of 
network connectivity may be of negligible importance. 
5.) Failure to properly assign the application system to the 
distributed network initially makes satisfactory or degraded 
performance difficult. The complexity of mapping an appl i-
cation topology onto a network topology increases with the 
size and connectivity of the two graphs to be mapped. Thus, 
when an application system is assigned to the distributed 
system in such a way that it does not meet performance 
requirements, adjustments to correct the problem require 
additional sophistication on the part of the redistribution 
strategy. That is, once the problem of unsatisfactory 
performance is detected, the cause must be determined and a 
solution found. Depending on the distribution/redistri-
bution policy the solution space for correction is often 
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more constrained than the initial solution space. On the 
other hand, if the distribution/redistribution algorithm is 
an adaptive one that examines different distribution options 
to determine their effect, then unsatisfactory initial 
allocations may be more useful or informative t han 
satisfactory distributions. Unsatisfactory distributions 
may provide insight into worst case conditions. 
6.) Performance degenerates as the number of application modules 
increases. We are essentially postulating that as the 
number of application modules increases the task of 
assigning and reassigning them in such a way that 
performance is satisfactory becomes increasingly more 
complicated. This is particularly true if the modules have 
high interaction requirements and few options for assignment 
due to module size or network configuration constraints. To 
see how such a mechanism could fail to hold, let the 
application system be of size N. The choice exists to 
either have five modules of size N/5 or 20 modules of size 
N/20 on a 10 node network, any node of which can accommodate 
an N/4 size module. It is clear that having more modules 
offers more flexibility and possibly more opportunity for 
satisfactory assignment. Here, the 1 arger number of sma 11 
modules potentially fit on four nodes and could disperse to 
10 nodes. The 1 arger modules need at minimum five nodes. 
Maximum dispersion for the larger modules is also five 
nodes. 
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7.) The higher the level of application system connectivity the 
poorer the prospects for satisfactory performance. Here 
again, there is indication that high so ft ware system 
complexiity will ·influence survivability. Given an 
application system for which module requirements 
nearly correspond to individual node capabilities, high 
connectivity may require a one for one mapping of the 
application system onto the distributed network. If such a 
mapping can be constructed initially it is unlikely that it 
can be maintained with increasing node losses. There are 
also instances in which software complexity may have little 
or no effect on survivability and performance. For example, 
an application system can be highly connected but have 
module to module interaction frequencies so low that as long 
as there is a path from any module to any other module the 
interaction demands can be met. 
8.) The greater initial dispersion the less likely performance 
will be satisfactory. Given a distributed network of high 
or low connectivity it is not difficult to find situations 
in which the greater initial dispersion the more difficult 
recovery due to reduced reconfiguration options. Depending 
on the distribution/redistribution approach, however, it may 
be that the greater initial dispersion the fewer application 
modules to be reassigned after the loss of any single node. 
This would indicate that initial dispersion has a positive 
influence on performance. 
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9.) The greater fi na 1 dispersion the more ' 1 ·j ke 1 y performance 
will be satisfactory. Corresponding to the previous 
inf erence, the greater the initial f lexibility in the system 
the greater the opportunities for subsequent reconfigu-
ration. The greater final dispersion the less saturated the 
system resources. While this argument may hold it is also 
possible to imagine application systems for which the 
postulate may not be true. For example, the greater final 
dispersion the less likely that highly connected application 
systems with high average module to module interaction 
frequency will be assigned such that their performance 
requirements can be met. 
10.) The larger the proportion of highly connected application 
mod'ul es on the nodes 1 ost the greater the 1 ike 1 i hood of 
survival. Like hypothesis (8}, this hypothesis concerns the 
effects of possible reconfiguration options. The effect in 
this case is simply one of removing logical ·dependencies: as 
dependencies are removed, the remaining nodes become (if 
they still meet the application requirements) autonomous and 
this can be exploited in assigning the remaining resources. 
Again, special cases can be descr·i bed for which this 
argument does not hold. One such case is that in which the 
modules to be reassigned are highly connected but the 
network onto whi c·h they are to be placed is he a vi 1 y 
saturated and available resources are widely dispersed. 
Given these conditions it is likely that performance will 
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degrade rather than improve. Thus, it appears having the 
flexibility to reassign all modules having t he most severe 
in t eract ion constraints can f acilitate successful 
reassignment given the network resources are not heavily 
satu rated. 
The experimental and modeling techniques used in this dis-
sertation represent an initial step in developing a measurement 
instrument for operational survivability in gracefully degrading 
distributed proces sing systems. Further refinements in this 
measurement tool should facilitate more preci s ian in its explanatory 
and predictive capabil ity. Other reconmendations for future research 
fall into two categories. These categories are 1.) more extensive use 
of the simulator as an experimental device and additions to its current 
capabili t ies and 2.) experimentation to clarify the operation of 
specific fa ctors. SURSIM is a fairly general purpose simulator. The 
parameter levels used for this research designate selections made for 
this factor screening experiment. They do not represent limitations of 
the si mul ator . Using the variables under its control the simulator can 
generate a virt ua lly unlimited number of treatment combinations. This 
provides the capability to focus future experimentation on some single 
or small set of factors while fixing the context environment with 
appropriate constants. There are features of the simulator which were 
not exe rcised in this experiment. One of these was to vary the 
capacities of the communication links. Also, heterogeneous distributed 
systems can be desc ribed and accommodated by the simulator manipulation 
and evaluation routines. Among the possible additions to the simulator 
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are the capability to represent multiple communications 1 inks between 
nodes; limitation on the availability of software; node and link 
vulnerability and criticality; and a larger number of distribution 
policies. 
F u t u r e res e a r c h wh i c h i s 1 i k e 1 y to be prod u c t i v e i n c 1 u d e s 
experimentation on factors related to dispersion, connectivity and 
distribution policy. Designed experiments which focus on the control 
of these factors should improve our understanding of their direct and 
indirect operation. The introduction of more interaction variables 
could also be helpful. Also, exercising the factors examined in less 
highly stressed experiments may be meaningful. 
The research conducted here identifies the variables important to 
operational survivability and to some extent tells how large changes in 
these important variables affect the response. Future experimentation 
which provides either a large number of factor levels or finer granu-
larity in possible variable values should permit greater resolution in 
the simulator results and their subsequent app 1 i cation. The results 
presented in this dissertation demonstrate the applicability of 
traditional experimentation and regression analysis in the field of 
computer science as well as the feasibility of measurements which can 
serve as measurements for distributed systems. The models developed 
represent a promising initial step in the quantification of operational 









A description of data used in the 128 designed experiments is presented 
below. 
1. Factor Z 1 - Dist ributed System Topology: 
Four different topologies are used in this experiment. They 
are a star, ring, network and array. Examples of these 
topologies for four and 10 node networks are presented in 
Figures A-1 through A-4. 
2. Factor Z 2 - Number of Nodes: 
Two different size distributed networks are used in this 
experiment. These comprise 4 and 10 nodes respectively. 
3. Factor Z 3 - Node Processing Speed: 
Two node processing speeds are used in this experiment. They 
are 500 kilo operations per second or 500 kps and 10 mill ion 
operations per second or 10 mops. 
4. Factor Z 4 - Node Memory Capacity: 
Two different node memory capacities are used. These are 128 
kilobytes or 128 kbytes and 2 megabytes or 2 mbytes. 
5. Factor Z 5 - Connectivity of Applications System: 
Application systems with high and low connectivity are used. 
The topology of these systems for the 4 and 16 node 
application systems used in this experiment are presented in 
Figures A-5 through A-8. 
6. Factor Z 6 - Number of Application Modules: 
Two different quantities of application system modules are 
used in this experiment. They are 4 and 16 modules 
respectively. 
7. Factor Z 7 - Average Module Processing Requirements: 
Application module process·ing requirements are computed as .1 
or • 5 of the node processing capacity after tota 1 network 
processing capacity is divided by the quantity of application 
system modules. 
8. Factor Z 8 -Average Module Memory Requirements: 
Application module memory requirements are computed as .1 or 
• 8 of the node memory capacity after tota 1 network memory 
capacity is divided by the quantity of app1 i cation system 
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modules. 
9. Factor Z 9 - Average Module to Module Interaction Frequency: 
Two 1 evel s of interaction frequency are used. These are high 
interaction frequency, which is computed as 50% of the average 
module processing requirements; and low interaction frequency, 
which is computed as 1% of the average module processing 
requirements. These frequencies are expressed in thousands of 
messages or packets sent per execution of an application 
module. 
10. Factor z10 - Distribution/Redistribution Pol icy: 
Application system modules are assigned to the distributed 
system topologies according to one of four possible graph 
mapping algorithms. The algorithms used in this experiment 
are defined as fo 11 ows • 
Random Distribution- Application system modules are randomly 
assigned to processors. If the application module and com-
munication burden will not fit at the node selected another 
randcxn assignment will not be made. This will be repeated 
until all modules have been assigned to node. Should this 
approach fail to construct a map, the simulator in its present 
form will not attempt to degrade or reconfigure the system. 
Uniform Distribution- Application system modules are assig~ed 
to nodes such that each node has as near the same operating 
demands as possible. This type of distribution is relatively 
easy to implement in central processor or master/slave type 
systems. Distributed systems in which global information 
about the system is available to each node must take into 
account the overhead burden this wi 11 place on the system 
resources. The overhead burden is dependent upon the size of 
the distributed system and timeliness of information required, 
i.e., frequency of update. (In distributed systems with high 
capability nodes, the impact of this update activity may be 
negligible. For distributed systems with a large number of 
low capability nodes, this burden is possibly very signifi-
cant.) For the simulation under discussion such overhead 
burden will not be a factor; however, given some rule to be 
used to determine overhead burden incorporation into the model 
would be possible. 
Packed Distribution -Application system modules are assigned 
to a designated processor until it reaches maximum capacity 
after \\fiich point modules are assigned to the next (nearest) 
processor, etc. If multiple processors are one communication 
1 ink away the next node to be packed will be randomly chosen. 
Optimal Spare Distribution - Application system modules are 
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assigned to the distributed processing system in such a way 
that each node being asigned application tasks has a spare 
queue indicating the sequence of backup or spare nodes which 
will be activated should the fanner fail. If insufficient 
nodes are available to provide every node with a spare, spares 
will be given to the nodes with application modules having the 
highest criticality ranking. Other "spares" may be shared by 
nodes executing lower criticality software. The concept of 
optimal-spare will become more complex and perhaps yet more 
meaningful when the vulnerability attribute is incorporated 
into the model. 
11. Factor z11 - Percent Nodes Eliminated: 
Four different ranges of percent node elimination are used. 
These are 
1 - 10% 
11 - 30% 
31 - 50% 
51 - 80% 
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Figure A-1. Four and 10 Node Star Topologies 
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Figure A-2. Four and 10 Node Ring Topologies 
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Figure A-3. Four and 10 Node Network Topologies 
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APPENDIX B 
TEN OPTIMAL SUBSET MODELS 
Factor Label 
Code/Variable 
IA X 1 
IB X 2 
IC X 3 
I6 X 4 
I7 X 5 
I9 X 6 
I10 X 7 
I 12 X 8 



















Dummy Variables Indicating 
Distributed System Topology 
Number of Nodes in the Distributed System 
Node Processing Speed 
Node Communications Capacity 
Number of Application System Modules 
Module Memory Requirements 
Module to Module Interaction Frequency 
Dummy Variables Indicating Distribution Policy 
Percent Nodes Lost 
Initial Assignment Result 
Global Memory Capacity 
Available Processing Capacity 
after Initial Assignment 
Available Memory Capacity 
after Initial Assignment 
Available Communications Capacity 
after Initial Assignment 
Distributed System Connectivity 
Memory Requirements/Useable Memory Capacity 
Communications Requirements/Useable 
Communications Capacity 
Application System Connectivity 
Dispersion - Initial 
(Number of nodes over which an 
application system is distributed/ 
(Number of application system modules) 
Memory Consistency 
(Number of application system modules) I 
(Average number of application system 
modules that will "fit" on a node -
















(Number of application system modules)/ 
(Average number of application system 
modules that will 11 fit 11 on a node-processorwise) 
Available Processing Capacity at End of Subcase 
Available Communications Capacity at End of Subcase 
Dispersion at End of Subcase 
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