The quay crane scheduling problem (QCSP) determines the handling sequence of tasks at ship bays by a set of cranes assigned to a container vessel such that the vessel's service time is minimized. A number of heuristics or metaheuristics have been proposed to obtain the near-optimal solutions to overcome the NP-hardness of the problem. In this article, the idea of generalized extremal optimization (GEO) is adapted to solve the QCSP with respect to various interference constraints. The resulted GEO is termed as the modified GEO. A randomized searching method for neighboring task-to-QC assignments to an incumbent task-to-QC assignment is developed in executing the modified GEO. In addition, a unidirectional search decoding scheme is employed to transform a task-to-QC assignment to an active quay crane schedule. The effectiveness of the developed GEO is tested on a suite of benchmark problems introduced by Kim and Park (2004) . Compared with other well known existing approaches, the experiment results show that the proposed modified GEO is capable of obtaining the optimal or near-optimal solution in reasonable time, especially for large-sized problems.
Introduction
As the trend of globalization inevitably moves forward, the containerized maritime transportation has increased steadily in the past decades. According to the report of the United Nations Conference on Trade and Development, more than 80% of the world freight is transported by sea. Port container terminals play a key role in serving as multi-modal interfaces between sea and land transportation. Thus container terminals are called to operate in the most efficient way, that is, as fast as possible at the least possible cost. The main operation of a container terminal is to process the loading and/or unloading tasks of vessels. These operations are performed by quay cranes (QCs). QCs are the most important equipments used at a terminal and their operational performance is a crucial factor of turnaround times of vessels.
A well planned crane service schedule results in greatly reducing the vessel's service time (makespan). A QC schedule specifies the service sequence of ship-bays of a container vessel by each QC and the time schedule for the services. The scheduling of cranes is typically constrained by many practical considerations. Since QCs along the same berth are sequentially mounted on two rail tracks, they cannot cross each other. This is referred to as non-crossing constraint. For ensuring safe operations of cranes, safety margin between adjacent cranes must be kept at any time. In general, in order to conveniently formulate the quay crane scheduling problem (QCSP), most researchers assumed that all containers in the same bay to be unloaded and/or loaded are treated as one single task. No preemption is allowed among all tasks. In addition, the earliest ready time of each crane and the traveling time for moving a crane from one bay to another bay are taken into consideration. Several studies have proposed methods to obtain the optimal schedule of QCs with consideration of above mentioned interference constraints. However, most methods are not fit for solving a large-sized problem. Therefore, there is still a need of effective approaches to solve the QCSP.
The article focus on adapting the idea of generalized extremal optimization (GEO) developed by De Sousa et al. (2003) to deal with the QCSP with respect to various interference constraints. The resulted GEO is termed as the modified GEO (MGEO). A randomized searching method for neighboring task-to-QC assignments to an incumbent task-to-QC assignment is developed in executing the MGEO. In executing the MGEO, a decoding scheme based on the unidirectional movement of QCs is used to transform a task-to-QC assignment to a feasible schedule. As an outline for the remainder of the article, Section 2 gives the literature review. Section 3 describes the QCSP problem and formulation. Section 4 presents the MGEO approach, followed by computational experiments in Section 5. Finally, Section 6 gives some conclusion remarks and discusses some future work.
Literature review
In the literature, the QCSP has received great attention over the decades. Two latest surveys about the berth allocation and the QCSP can be found in Bierwirth and Meisel (2010) , Rashidi and Tsang (2013) . Daganzo (1989) firstly presented the static and dynamic QCSP and suggested an algorithm for determining the number of cranes to be assigned to ship-bays of multiple vessels. Since then, the QCSP has drawn a worldwide attention as port container terminals are developing rapidly. Peterkofsky and Daganzo (1990) subsequently proposed a branch and bound algorithm for the static crane schedul-ing problem. Lim et al. (2004) augmented the study of Peterkofsky and Daganzo by incorporating non-crossing constraints for a single vessel, and proposed some approximation algorithms. Kim and Park (2004) defined a task as an unloading and loading operation for a cluster of adjacent slots on a deck in their study. They considered the non-crossing and precedence constraints for the QCs and formulated the problem as a MIP model. In their solution to the problem, a branch and bound method (B&B) and a greedy randomized adaptive search procedure (GRASP) were designed for the solution.
The QCSP with complete bays introduced by Daganzo (1989) and Lim et al. (2004) was studied by Zhu and Lim (2006) , Lim et al. (2007) , Lee et al. (2008b) , Lee et al. (2008a) and Lee and Chen (2010) . In Zhu and Lim (2006) , the QCSP with non-crossing constraints (QCSPNC) was proven to be NP-complete and was solved by a branch and bound algorithm and a simulated annealing heuristic. In the work of Lee et al. (2008b) , a genetic algorithm (GA) was proposed to obtain near optimal solutions for the QCSPNC. Meanwhile, they used a GA to solve the QCSP with handling priority (Lee et al. 2008a ). Lee and Chen (2010) further proposed an approach to avoid the occurrence of unrealistic optimal solutions and designed two approximation schemes for the QCSPNC.
In solving the QCSP with container groups introduced by Kim and Park (2004) , Moccia et al. (2006) developed a branch and cut algorithm (B&C) incorporating inequality constraints adopted from the solution methods for the precedence constrained traveling salesman problem. Subsequently, Sammarra et al. (2007) proved that the QCSP can be viewed as a vehicle routing problem, which can be decomposed into a routing problem and a scheduling problem. They applied a tabu search (TS) to solve the routing problem and proposed a local search technique to generate the solution. Compared with the branch and cut algorithm and the GRASP, the TS algorithm provides a good balance between the solution quality and the computation time. Furthermore, Ng and Mak (2006) developed a scheduling heuristic to find effective schedules for the QCSP. Bierwirth and Meisel (2009) proved that the unidirectional search (UDS) heuristic outperforms the standard solver CPLEX and some recent competing approaches (Kim and Park 2004 , Moccia et al. 2006 , Sammarra et al. 2007 ). Chung and Choy (2012) proposed a modified genetic algorithm to solve the QCSP. Their approach, compared to the results attained by other well known existing approaches, obtains better solutions in small sized instances and some medium sized instances. Meisel (2011) introduced the QCSP with time windows, and presented a tree-search-based heuristic to solve the problem. Moreover, Legato et al. (2012) considered a rich QCSP that incorporates some practical considerations, and proposed a new mathematical formulation. In their work, a branch and bound scheme incorporating a unidirectional scheduling paradigm was employed.
The generalized extremal optimization (GEO) was originally developed as an improvement of the extremal optimization (De Sousa et al. 2003) . The GEO has been applied to some complex optimization problems (De Sousa et al. 2004b , Galski et al. 2007 , Chen et al. 2007 , Cassol et al. 2011 , Cuco et al. 2011 , such as the optimal design of a heat pipe, the spacecraft thermal design, the traveling salesman problem and so on. Recently, Seredynski (2010, 2012) used the GEO to solve a multiprocessor scheduling problem. Their work indicated that the GEO demonstrates better average performance compared to the GA and the particle swarm optimization. To the best knowledge of the authors, there is no literature that uses the GEO to solve the QCSP. Therefore, it is intended in this article to adapt a GEO approach to obtain near-optimal solutions for the QCSP, while interference constraints are considered.
Problem description and formulation
The considered QCSP focuses on a single freight vessel with l bays where n tasks must be processed by a set of identical quay cranes Q = {1, 2, . . . , m} that are allocated to the vessel. Let Ω denote the set of the n tasks. Each task i ∈ Ω represents a loading/unloading operation of a certain container group. Task i has an individual processing times p i and its bay position is indicated by l i . The bays of the vessel are labeled sequentially from bay 1 to bay l. The cranes are subsequently indexed in an ascending order along the direction of increasing bay positions, as shown in figure 1. Each crane k ∈ Q has an earliest ready time r k 0 and an initial bay position l k 0 . Since no two QCs can process different tasks at a bay simultaneously, pairs of tasks located in the same bay have precedence relations. Let Φ represent the set of task pairs with precedence relations. For each task pair (i, j) ∈ Φ, task i is completed before task j starts. The set Ψ, which is obtained in advance, contains pairs of tasks that require non-simultaneous processing. Specifically, for each task pair (i, j) ∈ Ψ, either task i must be completed before task j starts or task i starts only after task j is completed. Clearly, Ψ ⊇ Φ. All cranes are mounted on the same tracks. They can move from one bay to an adjacent bay within a uniform traveling time t 0 . The traveling time t k 0i of crane k from its initial location to the bay position of task i is calculated as t k 0i = |l i − l k 0 | · t 0 . However, keep in mind that QCs can not cross each other, and to ensure safety during the handling process, adjacent QCs must keep a safety margin at any time. In order to avoid violating the noncrossing and the safety margin constraints, a minimum travel time ∆ vw ij formulated in Meisel (2009) and Meisel (2011) is inserted in a schedule between the processing of tasks i and j that are assigned to cranes v and w, respectively, should interference of cranes occur.
Specifically, let δ be the minimal safety margin between adjacent cranes, usually expressed by a number of bays. It is easy to see that the smallest allowed difference δ vw between the bay positions of QCs v and w is given by δ vw = (δ +1)·|v −w|. Consequently, the quantity ∆ vw ij can be calculated as follows.
In equation (1), the first case considers the situation in which crane v operates above crane w, that is, v > w. If task i that is processed by crane v lies within the safety margin of task j, the two tasks cannot be processed simultaneously. Consequently, a minimum travel time (l j − l i + δ vw ) · t 0 must be inserted between their processing to avoid the conflict of cranes. The reverse positioning situation of cranes v and w is tackled in the second case of equation (1). Besides, the situation where both tasks i and j are processed by the same crane v = w is dealt with in the third case of equation (1). In this case the value of ∆ vw ij is just the traveling time for the crane to move from bay position l i to bay location l j . In all other cases, cranes do not get into a conflict, and there is no need to insert extra travel time as described in equation (1) by setting ∆ vw ij = 0. For convenience the set Θ = {(i, j, v, w) ∈ Ω 2 × Q 2 |i < j, ∆ vw ij > 0} that contains all combinations of a pair of tasks and a pair of cranes that potentially lead to crane interference is defined. Note that if (i, j, v, w) ∈ Θ, the task pair (i, j)is not subject to the precedence constraint. Inserting the quantity ∆ vw ij effectively prohibits that task i and j are serviced simultaneously. Thus if task j starts before task i is completed, then the latter task j should start at s j c i + ∆ vw ij ; or if task i is processed before task j is completed, then the latter task i should start at s i c j + ∆ vw ij . Consequently, an insertion of a positive ∆ vw ij automatically handles the constraints given in sets Φ and Ψ. The mathematical model used for the considered QCSP is based on the one proposed by Kim and Park (2004) and the formulation of ∆ vw ij in Meisel (2009) and Meisel (2011) . The model's objective is to minimize the vessel's service time C max . In the model, the binary variable x k i equals to 1 if and only if task i ∈ Ω is processed by crane k ∈ Q, and to 0 otherwise; the variable y ij is equal to 1 if and only if task i ∈ Ω is completed no later than task j ∈ Ω starts, and to 0 otherwise; the variable c i represents the completion time of task i ∈ Ω; and the constant M is some large positive number such that M > i∈Ω p i . The model is described in equations (2)-(13).
subject to
In the above formulation, constraints (3) define the property of C max . Constraints (4) ensure that every task must be assigned to exactly one crane. Constraints (5) give the correct completion time for the first task of each crane. Precedence relations between tasks in the set Φ are respected through Constraints (6). Constraints (7) ensure that tasks i and j cannot be processed simultaneously if (i, j) ∈ Ψ. Constraints (8) and (9) determine the completion times of tasks with respect to the variables y ij . The conflicts among cranes are considered in constraints (10)-(12). Constraints (10) guarantee that each pair of tasks i and j from the set Θ are not processed simultaneously if they are assigned to cranes v and w, respectively. In constraints (10), x v i = 1 means that task i is assigned to crane v and x w j = 1 means that task j is assigned to crane w. If these assignments come together, tasks i and j cannot be processed simultaneously, which implies that y ij and y ji are not set to 1 at the same time. The case of y ij = 1 is considered in constraints (11). The case y ji = 1 is tackled in constraints (12). The two constraints insert the necessary minimum travel time ∆ vw ij between the processing of tasks i and j for cases y ij = 1 and y ji = 1, respectively. Finally, constraints (13) define the ranges for the decision variables.
The modified generalized extremal optimization algorithm
The QCSP can be viewed as a scheduling problem on parallel identical machines with various constraints. It has been proven that the QCSP is NP-hard (Sammarra et al. 2007) . Therefore, there exists no polynomial time algorithm to exactly solve the considered problem. In this section, a modified generalized extremal optimization approach based on the unidirectional schedule is designed to obtain near-optimal solutions. During the search process of the proposed algorithm, both non-crossing constraints and safety margin constrains are considered. The generalized extremal optimization (GEO) is a recently proposed meta-heuristic devised to solve complex optimization problems (De Sousa et al. 2003) . It was originally developed as a generalization of the extremal optimization approach (Boettcher and Percus 2001) , which was inspired by the evolution model of Bak-Sneppen (Bak and Sneppen 1993) . It is of easy implementation with only one free parameter to be adjusted, and does not make use of derivatives. The algorithm can be applied to a broad class of nonlinear constrained optimization problems.
In the GEO algorithm, a population of species is represented by a binary string of L bits that encodes the design variables of the optimization problem. Each bit of a string indicates a species. Each bit is associated to a fitness number that is proportional to the gain or loss of the cost function value if the bit is mutated (changed from 1 to 0 or vice versa). Then, all bits are ranked by their fitness numbers from κ = 1, for the least adapted bit, to κ = L for the best adapted. A bit is selected to mutate according to the probability distribution P κ ∝ κ −τ , where κ is the rank of a randomly chosen bit candidate to mutate and τ is a positive parameter. If τ → 0, all bits have the same probability to mutate, whereas if τ → ∞ the worst adapted bit will mutate.
It has been proven that the GEO is suitable for a task scheduling problem due to its simplicity (Switalski and Seredynski 2010) . In what follows, the idea of the GEO is applied to develop an algorithm termed as the modified GEO (MGEO) to solve the QCSP, meanwhile considering the non-crossing and safety margin constrains during the search process.
In the MGEO, implemented is a unidirectional schedule (UDS) for the order of cranes visiting the bays. In a UDS, the QCs do not change the moving direction after possible initial repositioning and have identical moving directions either from lower to upper bays or vice versa. Generally, to find the best UDS one needs to consider the case in which the cranes move from lower to higher bay positions but also the reverse case. Therefore, the decoding procedure needs to apply twice to find the best UDS. First, a UDS is generated for an upward movement of QCs. To generate a UDS in the reverse direction, the bays are instead numbered in reverse order. Accordingly, the tasks and QCs are renumbered in the order of increasing bays. The precedence constraints, nonsimultaneous tasks are updated with respect to the new task numbering. The initial positions of QCs are subsequently adapted as well. Then the same UDS with upward movement of QCs is applied to generate a best schedule, which is actually the best unidirectional schedule for a downward moment of QCs. Consequently, the UDS delivers the better of the two schedules.
Therefore, in what follows, an upward movement of QCs is fixed to build a schedule for a given task-to-QC assignment. The notation a = (q 1 , q 2 , . . . , q n ) is introduced to represent a particular task-to-QC assignment sequence, where q j , j ∈ Ω is the crane assigned to task j. The initial task-to-QC assignment sequence shall be denoted by a 0 . Furthermore, assume that the task-to-QC assignment to crane k, k ∈ Q is denoted by the sequence a k = (k 1 , k 2 , . . . , k nk ), where, the relation k 1 < k 2 < · · · < k nk must be true due to the adopted ordering of tasks and the assumption of an upward movement of cranes. For convenience, the notation k 0 is used to denote a dummy task indicating the beginning of service of crane k. Observe that there are m such sequences, a 1 , a 2 , . . ., a m .
String representation of a task-to-QC assignment
An admissible task-to-QC assignment sequence is represented in the MGEO by a string whose length is equal to the total number of tasks. The i-th bit of the string contains the crane to which the ith task is assigned. Figure 2 shows a string representation for a task-to-QC assignment with eight tasks and two QCs. 
Initial task-to-QC heuristic
To generate an initially feasible task-to-QC assignment for a QCSP instance, two approaches introduced by Sammarra et al. (2007) have been utilized: the S-TASKS and the S-LOAD. The S-TASKS approach distributes tasks to cranes so that each crane is assigned approximately equal number of tasks; while the S-LOAD approach assigns tasks to all cranes so that the total processing time of tasks assigned to each crane is roughly even. According to the preliminary experiments, the best initial solution is obtained by the S-LOAD approach. The procedure of the S-LOAD approach is described in figure  3 . Thus, for the given instance in table 1, the initial task-to-QC assignment is obtained using the S-LOAD rule such that tasks 1-5 are assigned to crane 1 and tasks 6-8 are assigned to crane 2. The corresponding schedule can be obtained through the decoding procedure described in Subsection 4.3. The resulted makespan of the container vessel is 666 time units.
1: input the initial data of a given instance; 2: consider the task set Ω; 3: p m = i∈Ω p i /m; {calculate the average of the processing times of all tasks} 4: set a k = [ ] for k ∈ Q; {assume that the task-to-QC assignment to crane k ∈ Q is empty} 5: t k = 0 for k ∈ Q; {initialize the completion times of all cranes} 6: k = 1; {prepare to assign tasks to crane 1} 7: for i ← 1 to n do 8:
if t k p m and k m then break {complete the task-to-QC assignments for all cranes and terminates the execution of the for loop} 16: end if 17: end for 18: output the task-to-QC assignment a k for k ∈ Q. 
Decoding scheme
Once a task-to-QC assignment is obtained, a decoding scheme is applied to build a schedule for each task. Let Ω k (k ∈ Q) be the set of tasks that are assigned to crane k (k ∈ Q). Let the size of Ω k be denoted by n k . Thus m k=1 n k = n. The decoding scheme 2) , (5, 6)} Non-simultaneous processing tasks Ψ {(1, 2), (1, 3), (2, 3), (4, 5), (4, 6), (5, 6), (7, 8)} Number of tasks n=8; number of cranes m=2; safety margin δ=1(bay); crane traveling speed t0 = 1(time unit/bay).
mainly determines the correct starting time s kj for every task k j ∈ Ω k that is assigned to QC k. The corresponding completion time for task k j is accordingly calculated by the equation c kj = s kj + p kj , 1 j n k . The starting time s kj of task k j ∈ Ω k (1 j n k ) is simply given by the equation
When k = m, the second part on the right-hand side is ignored. The first part in the formula computes a starting time for task k j to be the sum of the completion time of its immediately preceding task k j−1 with a traveling time of crane k from bay l kj−1 to bay l kj . In the case j − 1 = 0, that is, j = 1 and k 1 is the first task assigned to crane k, define ∆ k,k k0,k1 := t k 0,k1 = |l k 0 − l k1 | · t 0 and the completion time c k0 = r k 0 , that is, the earliest ready time of crane k.
The second part adjusts the first part when there is a crane k + 1 operates above crane k, and there is an interference of cranes k and k + 1 had they performed their assigned jobs simultaneously, that is, ∆ k+1,k qi,kj > 0. In this case, priority must be given to crane k + 1 with higher bay position due to the upward movement of QCs. Thus, whenever ∆ k+1,k qi,kj > 0, crane k first has to wait until the upper crane k + 1 completes its job, then a minimum travel time ∆ k+1,k qi,kj is inserted to allow the upper crane to move away upwardly so that the interference of cranes k and k + 1 is avoided. Giving priority to an upper crane is because otherwise crane k must change its moving direction to allow the upper crane k + 1 to process task q i , which, of course, contradicts to the unidirectional search prerequisite. The priority given to an upper crane should interference between cranes occurs also dictates that the proposed algorithm necessarily starts with scheduling tasks for crane m at the uppermost bay position, followed by the next crane sequentially till crane 1. Moreover, the scheduling of tasks assigned to crane m is nearly determined by the first part of equation (14).
Generating neighboring task-to-QC assignments
Suppose that an incumbent task-to-QC assignment a c is configured and its corresponding unidirectional schedule is obtained according to the decoding scheme, to further execute the MGEO algorithm for a better schedule, 'neighboring task-to-QC assignments' relative to a c are generated. To this end, let a c = (q 1 , q 2 , . . . , q n ). For a task j, 1 j n, let the set Q j contains all cranes that can possibly service task j. Task j (or bit j) is said to be mutated if the incumbent crane q j is replaced by a distinct crane q * j ∈ Q j . Two or more tasks (to which shall be referred as multiple tasks hereafter) may be chosen to be mutated simultaneously in order to have bigger searching space for a better schedule. To Peng Guo Wenming Cheng and Yi Wang describe this idea, denote by Ω * the set of tasks that shall be simultaneously mutated for which neighboring task-to-QC assignments of a c shall be searched. Let n * be the size of Ω * . If n * = 1 then each task j ∈ Ω shall be assigned to Ω * sequentially one at a time, that is, each time one task is mutated followed by the search of all its neighboring task-to-QC assignments. If n * 2, multiple tasks are chosen to be assigned to the set Ω * simultaneously. Specifically, each time the multiple tasks to be mutated are chosen in a random way such that their indices correspond to distinct pseudo-random integers on the interval [1, n]. Randomly choosing multiple tasks to be mutated avoids the searching for a better schedule trapped in a neighborhood of single locally optimized solution.
After each task in Ω * is mutated, each resulted new task-to-QC assignment is called a neighboring task-to-QC assignment (or a mutation) to a c , denoted by a * . The set of all the possible neighboring task-to-QC assignments relative to a specific Ω * shall be generated by substituting every distinct crane q * j ∈ Q j for the incumbent crane q j for each task j ∈ Ω * . The resulted set of all neighboring task-to-QC assignments relative to Ω * is denoted by A * . If Ω * contains only one task, that is, n * = 1, then the algorithm is run n times so that in the j-th run, 1 j n, task j ∈ Ω is mutated to generate all of its neighboring task-to-QC assignments. Otherwise, if Ω * contains two or more tasks, that is, n * 2, then the random procedure of choosing multiple tasks will be repeated only n times, where in each instance of Ω * , the set A * of all its neighboring task-to-QC assignments are generated.
Some practical considerations must be taken into consideration in order to guarantee a realistic mutation. As described in Lee and Chen (2010) , due to the safety margin constrains, the space between two QCs may not be enough to allow one of them to operate a task positioned between them, or a QC may be incorrectly scheduled to be driven out of the boundary of the rail tracks during the effort to maintain the safety margin. The key is to decide the set Q j for task j. For a given task j located in bay position l j , the following rule is proposed to decide the set Q j of cranes that can possibly service task j.
Assuming the lowest bay position is 1, the highest bay position is l. If crane q, q ∈ Q, can service task j, due to the safety margin requirements between cranes, there must be sufficient space to hold the cranes in order to avoid incorrectly scheduling cranes to be driven out of the boundary of the rail tracks. Thus there must hold true that
and
Since 1 q m, in view of formulas (15) and (16) the following two formulas are deduced:
From equation (17), one can deduce that when l j m + (m − 1)·δ, crane q ∈ Q j if q is an integer and 1 q (l j + δ)/(1 + δ); while by equation (18) when l j l − (m − 1)(1 + δ), crane q ∈ Q j if q is an integer and m − (l − l j )/(1 + δ) q m. For all other cases, the set Q j is given by setting Q j = Q.
In figure 4, all the neighboring task-to-QC assignments of a current incumbent task-to-QC assignment is displayed. The incumbent is the initial task-to-QC assignment obtained by the S-LOAD rule for the instance in table 1. The neighboring task-to-QC assignments for tasks 1, 2, 3, 7, 8 are not displayed, as tasks 1, 2, 3 are only assigned to crane 1, and tasks 7, 8 are only assigned to crane 2, owing to the constraints of their bay positions governed by equations (17) and (18). 
The proposed algorithm for the QCSP
The proposed GEO algorithm starts with initiating a solution as the incumbent taskto-QC assignment and then launches a neighborhood search procedure. The procedure generates the set A * of all the neighboring task-to-QC assignments based on the incumbent a c by the method described in subsection 4.4. Let n A * be the number of assignments in A * . The n A * assignments are ranked by their objective values, from κ = 1 for the least one to κ = n A * for the largest one. A uniformly distributed random number RAN on the interval [0,1] is generated. Then one neighboring assignment a κi (κ i = 1, . . . , n A * ) is randomly chosen. Let τ be a suitable positive constant that shall be chosen by experiments in terms of both solution quality and computing time. If the updating probability
of the chosen assignment is equal to or greater than RAN , the neighboring assignment a κi is confirmed to be chosen as the incumbent one. Otherwise, the process is repeated until a random assignment in the set A * is chosen to be the incumbent one. Note that in the proposed GEO algorithm the process of updating the incumbent taskto-QC assignment a c for the purpose of generating the set A * of neighboring task-to-QC assignments allows the algorithm to search broader solution space. Consequently the proposed algorithm can avoid the search process to get trapped in a local optimum and hence may obtain a better result.
Finally, the neighboring assignment a κ1 is compared to the current best assignment in terms of the objective value. If a κ1 is a better task-to-QC assignment, a best is replaced by a κ1 . The search process iterates in a new neighborhood of the updated incumbent a c until the stopping criterion is met. In this article, the stopping criterion when testing all instances is set to be the maximum iterations I max fixed to 200. Meanwhile, another stopping rule is used to reduce the computational time, that is, the maximum number I ′ max of iterations with no-improvement is set to 50. A pseudo-code of the proposed algorithm is shown in figure 5.
In the above proposed algorithm, the value of n * may be chosen differently each time before the set Ω * is determined. If n * is varied cyclicly from 1 through some fixed number, 1: Initialization: 2: Obtain an initial task-to-QC assignment sequence a 0 ; 3: Calculate the objective value f (a 0 ) of the initial task-to-QC assignment a 0 . Set the best solution a best = a 0 and the best solution value f (a best ) = f (a 0 ); 4: Choose the stopping criterion: I max = 200, I ′ max = 50; 5: Set the incumbent task-to-QC assignment a c = a 0 . Initialize the counters I = 0 and I ′ = 0; Set τ = 5; 6: For each j, j ∈ Ω, determine the set Q j of cranes that can provide service to task j; 7: while the stopping criterion is not met, that is, when I ≤ I max or I ′ ≤ I ′ max do 8:
For the incumbent a c , choose n * and determine the set Ω * of tasks that shall be simultaneously mutated;
9:
Generate the set A * of all possible neighboring task-to-QC assignments relative to Ω * ; 10:
Calculate the objective function values of these assignments in the set A * ;
11:
Rank the n A * assignments according to their objective function values; 12:
Generate an uniformly distributed random number RAN ∈ [0, 1];
14:
Choose randomly one neighboring assignment a κi from the set A * ;
15:
a c = a κi ;
17:
end if
18:
until the incumbent a c is updated by a neighboring one a κi in the set A *
19
:
f (a best ) = f aκ 1 ;
21:
a best = a κ1 ; increment the counter I = I + 1; 26: end while 27: Output the best solution a best and its value f (a best ). for example, 3, then the resulted algorithm shall be called a modified GEO (MGEO). Specifically, the MGEO firstly generates the neighboring task-to-QC assignments by using n * =1, subsequently carries out the same algorithm but with n * =2, and then with n * =3, and then go back to n * =1 and so on. In the instance that the value of n * remains unchanged during the computation, the algorithm shall be simply called the GEO.
In contrast to other population-based algorithms, the proposed GEO/MGEO has only one string of bits, instead of having a set of strings. However the proposed algorithm can search all possible neighboring task-to-QC assignments once the set Ω * of tasks to be mutated are chosen for a given incumbent assignment. In addition, the proposed algorithm updates the incumbent task-to-QC assignment by picking a suitable one from a new set of neighboring assignments of the incumbent one. Thus with the continued execution of the searching process, variable neighborhoods in the solution space are searched. Consequently the proposed algorithm may not get trapped in a local optimum, and may find more good solutions, even more likely to find the global optimal solution. In addition, in order to accelerate the convergence of the algorithm, the parameter τ should not be too small. According to the preliminary tests, when τ = 5, the algorithm can obtain better performance in terms of the solution quality and the computational time. Therefore we choose τ = 5 in our experiments when using the GEO/MGEO.
In order to obtain the best performance of the proposed GEO algorithm, the issue of selecting a suitable number of simultaneously mutated tasks is studied. Such a suitable number should balance the computing time with optimality of the solution. In the proposed algorithm, the number of simultaneously mutated tasks n * is set not more than three due to the significantly increased computing time as n * increases. Consequently, there are three versions of the proposed GEO, each with the value of n * equal to one of 1, 2 or 3. Meanwhile, a modified GEO (MGEO) algorithm is proposed such that the MGEO performs a sequence of mutation procedures so that n * takes on cyclic values of 1, 2 and 3. The entire neighboring task-to-QC search process is iterated until the stopping criterion is met.
The three versions of the GEO and the MGEO are tested on eight randomly generated instances with n ∈ {20, 30, 40, 50} and m ∈ {3, 4}. In these instances, the configurations of producing instances are the same as those of Kim and Park (2004) . The performance of an algorithm is measured by the relative gap RG defined by the equation
where f alg is the average solution value of 30 independent runs by a specific GEO algorithm and f opt is the optimum makespan. When f opt is not available for a given instance, it is replaced by a lower bound f LB of the makespan that is calculated by the expression
In equation (20), the right-hand side gives the shortest service time c k of a crane k ∈ Q to complete all assigned tasks without considering any interference constraints. The f LB is then taken as the maximum of all c k , k ∈ Q. The value of c k , k ∈ Q is determined by the earliest ready time of crane k, the sum of the processing times of tasks assigned to crane k and the maximal traveling time of crane k from its initial bay position to the bay positions of tasks assigned to crane k. Figure 6 compares the computational results of the four algorithms. Figure 7 shows the run times of those algorithms. Note that the values of computing time in figure 7 are the averages of 30 runs for each instance. As seen in figure 6 , the MGEO offers about the same quality solutions as those by the GEO with mutation of 3 tasks, and they deliver better solutions (with smaller values of the RGs) than those by the other two versions of the GEO. However, the MGEO consumes less time than the GEO with mutation of 3 tasks, as shown in Figure 7 . Therefore, in what follows, the MGEO is adopted to obtain the near-optimal solutions for all test instances.
Numerical experiments
In this section, the performances of the proposed approaches (the GEO/MGEO) are evaluated using the benchmark data provided by Kim and Park (2004) . Those data have been widely used in the literature. The benchmark data consists of nine instance sets of different problem size with ten different instances each, as outlined in table 2. In each instance, the processing time for every task is randomly generated from a uniform (3, 180) . It is assumed that the number of ship-bays in the vessel is the same as the number of tasks. The initial locations of cranes are assumed to be equally located on the vessel. The performing order of tasks of a bay is completely determined by the following precedence relation: discharging tasks on deck, discharging tasks in a hold, loading tasks in a hold, and loading tasks on deck. That is to say, when discharging and loading operations must be performed at the same ship-bay, the discharging operation must precede the loading operation; when a discharging operation is performed in a shipbay, tasks on a deck must be performed before tasks in the hold of the same ship-bay are performed. Also, the loading operation in a hold must precede the loading operation on the deck of the same ship-bay. In addition, the earliest ready time of each crane is set to zero. The traveling time t 0 of a crane between adjacent bays is set to one time unit, and the safety margin δ is set to one bay. The proposed MGEO algorithm was coded in Matlab 7.11 on a personal computer with a Pentium dual-core 2.6 GHz processor and 2GB RAM. Since the MGEO algorithm is stochastic, the algorithm is run 30 times independently for each instance. In following tables, the listed objective values and the listed times are averages of 30 runs, respectively, unless otherwise indicated. The proposed MGEO algorithm was compared with the known methods, including the Branch-and-Bound algorithm (B&B) and the GRASP-heuristic of Kim and Park (2004) , the Branch-and-Cut algorithm (B&C) of Moccia et al. (2006) , the Tabu Search (TS) of Sammarra et al. (2007) , the Unidirectional Scheduling heuristic (UDS) of Bierwirth and Meisel (2009) , and the Modified Genetic Algorithm (MGA) of Chung and Choy (2012) . These approaches have been used to solve a subset of 37 instances from the benchmark problems, labeled 13 to 49. The computational results achieved for the 37 instances are listed in table 3. If the optimal solution of an instance is not provided in the existing literature or delivered by the CPLEX 12.5 within the 60-minute time limit, a corresponding lower bound is calculated by expression (20) for that instance. For instances 22 and 42, the two corrected best solutions obtained by Bierwirth and Meisel (2009) with considering the interference constraints are confirmed to be optimal solutions by the calculation of the CPLEX using the mathematical model presented in Section 3. Moreover, the best value for instance 39 obtained by known methods is also confirmed to be optimal by the CPLEX within 47.48 minutes. For these three instances, their best values were not known to be optimal. The confirmed optimal values for these three instances are highlighted in the column f opt . The results show that the proposed MGEO can obtain the same best known solutions as delivered by other existing optimization approaches in all 37 instances except for instances 19 and 45. In particular, two new best solutions are found by the MGEO for problem instances 43 and 49. To verify the two new best solutions, their Gantt charts are shown in figures 8 and 9. The computational results indicate that the MGEO is effective in solving small-and medium-sized instances of the QCSP. In addition, two better lower bounds are found by using equation (20) compared with that of Bierwirth and Meisel (2009) in instances 45 and 49.
The average computational time measured in minutes for each of the known methods is reported in table 4, together with the specification of the PC used. It is found that the MGEO performs very well compared with other approaches. Note that the UDS heuristic consumes slightly less time than the MGEO.
Based on the good performance of the MGEO on instances 13-49, the proposed algorithm is used to handle larger instances provided in sets E to I of the benchmark problems. These instances are only solved by Bierwirth and Meisel (2009) RG Mean for the 53 instances is 3.34% as shown in the last row of table 5, which is only slightly higher than the average RG 2.04% given by the UDS. The average RG of the best solutions given by the MGEO is 2.43%, which is very close to the one of the UDS. Nevertheless, the MGEO algorithm delivers solutions for these large-sized instances very quickly. The average time of the MGEO is merely 1.36 minutes. Even for the most intractable instance 97, the MGEO only consumes 5.36 minutes to solve it. In addition, six new best solutions are found by the MGEO as highlighted in the column"Best" under "MGEO" in table 5. When the size of instances increases, the computational time of the MGEO only increase slightly. In order to evaluate the performance of the MGEO and the UDS, the average-in-set gaps are showed in figure 10 . In figure 10 , the gap is calculated in percent of the solution f MGEO against f UDS , i.e. gap=(f MGEO − f UDS )/f UDS × 100. Summarizing the findings of the above computational tests, the developed MGEO algorithm is capable of solving all instances in a reasonable time in comparison with the existing QCSP solution methods. It delivers high quality solutions for small to medium size instances and performs as well for large-sized problems. The computational times of the MGEO are short, especially for large-sized instances. Therefore, the MGEO is robust with respect to both heuristics and meta-heuristics in terms of solution quality Peng Guo Wenming Cheng and Yi Wang and computational time. 
Conclusions
In this article, the QCSP at a port container terminal is studied while interference constraints such as no-crossing and safety margin constraints are considered. A stochastic algorithm called the MGEO is designed to solve the problem. Computational results for a set of well known benchmark problems are performed to evaluate the performance of the proposed algorithm. By comparing the results delivered by the proposed MGEO and the ones obtained by other existing approaches including B&B, GRASP, B&C, TS, UDS, and MGA, it is found that the proposed MGEO performs robust in small-, mediumand large-sized instances and obtains new better solutions in some instances. Besides, the computational time required by the MGEO is much less than the current known approaches in small-and medium-sized instances except for the UDS. Moreover, the computational time of the MGEO is clearly shorter than that of the UDS in large-sized instances. For future work, the QC-to-vessel assignment problem can be integrated into the QCSP. Such a more comprehensive model considering both QC-to-vessel assignment and taskto-QC scheduling is expected to provide a better operation plan for a container terminal. On the other hand, the conditions under which a unidirectional search leading to an optimal task-to-QC schedule may be of interest.
