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Planificacio´n de trayectorias bi-objetivo en robo´tica ae´rea para
agricultura de precisio´n
D.Sanz, J.Del Cerro, J.Valente, M.Garzo´n, C.Rossi, A.Barrientos
Abstract— Este trabajo presenta las experiencias y resultados
obtenidos al aplicar te´cnicas de planificacio´n de trayectorias
para vehı´culos ae´reos no tripulados con el objetivo doble
de tomar ima´genes ae´reas de alta resolucio´n para realizar
mosaicos de cultivos ası´ como recoger los datos recopilados
por motas o sistemas sensoriales inala´mbricos con capacidad
de crear y gestionar redes. Dichas redes son utilizadas para la
monitorizacio´n y evaluacio´n de tendencias en variables como
la temperatura o humedad.
I. INTRODUCCIO´N
AGRICULTURA DE PRECISIO´N o (AP) es el nombre
bajo el que se recogen numerosas te´cnicas innovadoras
aplicadas a la gestio´n de cultivos. La mejora de los
rendimientos, la optimizacio´n en el uso de abonos y
pesticidas adema´s de la mejora del control sobre la calidad de
las cosechas que se obtienen son las principales motivaciones
que han llevado al sector agrı´cola a la aplicacio´n de
te´cnicas modernas como la Robo´tica o las comunicaciones
inala´mbricas en sus plantaciones. En el presente trabajo se
unen dos de las te´cnicas ma´s habitualmente usadas en AP
como son la toma de ima´genes ae´reas y la monitorizacio´n
mediante redes de sensores.
En el primer caso, la imagen ae´rea ha revolucionado
los estudios sobre las plantaciones, permitiendo completos
ana´lisis sobre su nivel de estre´s hı´drico o la deteccio´n
de malas hierbas entre otros. Actualmente las ima´genes
ae´reas pueden obtenerse mediante sate´lites, que presentan
el inconveniente de tener un costo elevado, una ventana
temporal pequen˜a y una alta dependencia en en las
condiciones de visibilidad, una segunda alternativa son los
aviones tripulados los cuales tienen tambie´n un coste alto
debido a la escasa oferta en el mercado de compan˜ı´as que
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proporcionen dicho servicio, la tercera opcio´n es el uso
de vehı´culos ae´reos no tripulados conocidos como UAVs,
dotados en su mayorı´a de ca´maras de alta resolucio´n que,
unido a la capacidad de realizar vuelos de forma segura
a muy baja altura, se han convertido en la opcio´n ma´s
razonable para obtener dichas ima´genes.
Por otro lado, la monitorizacio´n de las condiciones
ambientales y meteorolo´gicas en el campo ha permitido
obtener un mejor conocimiento del estado de la cosecha y
por lo tanto, actuar de forma acorde a dicho estado. Para ello
en los u´ltimos an˜os han proliferado el disen˜o de redes de
sensores inala´mbricos que registran de forma auto´noma las
variables a monitorizar, estos registros pueden transmitirse
mediante mo´dems GSM individuales o almacenarse en
tarjetas de memoria que perio´dicamente son recogidas por
los operarios de la finca. La dependencia de una adecuada
cobertura en los campos en muchas ocasiones ha sido clave
para impedir el uso de monitorizacio´n en tiempo real.
Sin embargo, los nuevos micro sistemas conocidos como
motas presentan como principal ventaja un consumo muy
reducido de energı´a y cierta capacidad de almacenamiento
que permite guardar temporalmente los datos registrados
para posteriormente ser volcados mediante un enlace de
comunicaciones de bajo alcance. Se pueden encontrar
numerosos trabajos en la bibliografı´a en que se detallan las
capacidades de estos sistemas para auto configurarse en redes
mesh [1], de forma que el volcado de la informacio´n no
debe realizarse sensor a sensor sino mediante agrupaciones o
conjuntos conocidos en la terminologı´a sajona como clusters
de sensores [2], [3].
El presente trabajo presenta el desarrollo de un
planificador para un UAV con capacidad para realizar la
fotografı´a ae´rea de forma estructurada y con los requisitos
de resolucio´n espacial y solapamiento impuestos por los
usuarios encargados de realizar el tratamiento y posterior
composicio´n en mosaicos, y a la vez recoger la informacio´n
de los clu´steres de sensores ubicados en regiones definidas
del campo, mediante la determinacio´n de rutas o´ptimas.
II. ESTADO DEL ARTE
Si bien existen numerosas publicaciones y realizaciones
basadas en el uso de motas para la monitorizacio´n de grandes
superficies [4], [5] , no son tan frecuentes los estudios de
planificacio´n de trayectorias conocidas como Coverage Path
Planning (CPP) aplicadas a vehı´culos ae´reos. Por otro lado,
el uso de vehı´culos ae´reos para recoger datos de redes de
sensores, si bien no es frecuente, tampoco presenta una
novedad absoluta [6].
En el trabajo que se presenta, se consideran como
principales novedades el uso de vehı´culos con capacidades
de vuelo estacionario y omnidireccional, que permiten
establecer rutas o´ptimas para la realizacio´n de dos tareas
simulta´neas como son la toma de fotografı´a ae´rea y
la recogida de datos desde clu´sters. Adicionalmente, la
toma de fotografı´a de forma esta´tica permite modificar los
tiempos de exposicio´n lo que permite trabajar bajo diferentes
condiciones de luminosidad
En los u´ltimos an˜os, los investigadores en Agricultura de
Precisio´n se han dado cuenta de que el empleo de vehı´culos
ae´reos no tripulados (UAV) podrı´a mejorar significativamente
la investigacio´n en ciencias agrı´colas. Su motivacio´n fue
concebida por su disponibilidad, su montaje y mantenimiento
sencillos, ası´ como tambie´n por su bajo costo en comparacio´n
con las herramientas tradicionales (e.g. ima´genes de sate´lite,
vuelos tripulados) [7]. Por este motivo, se esta´n realizando
esfuerzos significativos para emplear una nueva generacio´n
de pequen˜os vehı´culos ae´reos non tripulados (MUAV) en la
teledeteccio´n.
Los UAV fueron utilizados por primera vez en agricultura
durante los an˜os 80s en Japo´n para la fumigacio´n de cultivos
[8]. Hoy su empleo es mayoritariamente para la adquisicio´n
de ima´genes con el propo´sito de hacer mapas de los campos
de cultivo a partir de te´cnicas de mosaico. Estos mapas
son utilizados, junto con otras te´cnicas, para identificar
brotes de malas hierbas en diversas plantaciones, encontrar
irregularidades en sistema de fertilizacio´n, o hacer un ana´lisis
de madurez del cultivo [9], [10], [11].
Tambie´n se han usado UAV en vin˜edos para la ana´lisis
de suelos, problemas de plagas, estudios de madurez de los
frutos [12] , y para monitorizar las temperaturas nocturnas
para la prevencio´n de heladas [13]. Otros autores tambie´n
han presentado el desarrollo de plataformas ae´reas dedicadas
a la teledeteccio´n para el mapeo en a´mbito general [14]. La
construccio´n de mapas 3D georeferenciados empleando UAV
han sido discutidas en [15], [16]. Por otra parte, teledeteccio´n
cooperativa para la gestio´n del agua en tiempo real y control
de riego con UAV son propuestos en [17].
III. ARQUITECTURA
Como se ha expuesto anteriormente, el trabajo que se
presenta tiene como objetivo la integracio´n de diferentes
te´cnicas de planificacio´n, de tal forma que el resultado de la
fusio´n brinde como resultado una planificacio´n integrada que
combine los objetivos de ambas misiones de manera o´ptima
para el conjunto del sistema. De esta forma, es posible
utilizar un recurso u´nico en la consecucio´n simulta´nea de
dos objetivos diferentes.
Para ello, y siguiendo la secuencia temporal y su
prioridad en el sistema, se ha implementado una arquitectura
multinivel. Cada una de las capas de este sistema corresponde
a un nivel de abstraccio´n de la planificacio´n final, de tal
forma que el sistema se concreta como una planificacio´n
de trayectoria CPP (Nivel I) sobre la que se realiza una
serie de modificaciones para que, respetando los objetivos de
e´sta, sea posible alcanzar los objetivos de la misio´n paralela.
La adaptacio´n de la trayectoria la realiza un planificador de
Nivel II, para unos puntos objetivo que han sido generados
por un algoritmo de optimizacio´n intermedio.
De esta forma, teniendo como entradas la definicio´n
de un a´rea de trabajo (coordenadas del campo, grado de
solapamiento entre fotos) y el punto o´ptimo para la descarga
de datos de un conjunto de nodos sensores agrupados en
clu´sters, el flujo de trabajo es el siguiente: Utilizando las
entradas mencionadas, el planificador de Nivel I (ve´ase el
subapartado III-A) genera la trayectoria o´ptima para que el
quadrotor fotografı´e el campo entero con el solapamiento
especificado, evitando los obsta´culos y cin˜e´ndose al a´rea
especificada. Paralelamente, se ha obtenido para cada cluster
-analizando el centro de masas del conjunto-, el punto en el
que la descarga de datos es o´ptima para la red WSN en
cuanto a tiempo se refiere. Con esta informacio´n, el segundo
nivel de planificacio´n, presentado en el subapartado III-B,
calcula geome´tricamente los puntos o´ptimos para realizar
los enlaces, generando adema´s los vectores de desviacio´n
necesarios en el caso de que la conexio´n no sea realizable
desde la trayectoria original.
III-A. Planificacio´n de Nivel I: Trayectoria para la toma
de fotografı´as
Con el fin de obtener una coleccio´n de ima´genes de la
exploracio´n de un a´rea agrı´cola, un robot ae´reo debe realizar
una trayectoria discreta que cubra toda el a´rea de intere´s.
El problema de la cobertura total de una zona sujeta a
limitaciones de la plataforma y del entorno es conocido como
el problema de la planificacio´n de ruta de cobertura (CPP).
El me´todo utilizado en la descomposicio´n del espacio de
trabajo es por aproximacio´n de retı´culas segu´n la taxonomı´a
propuesta en [18], lo que quiere decir que el espacio de
trabajo se descompone en una cuadrı´cula regular. Este mapa
de celdillas de la dispersio´n o´ptima se obtiene dividendo el
espacio de trabajo en cubos, donde el centro del cubo es el
punto de intere´s. Se puede considerar esta como una tipo de
cuadrı´cula de Sukharev [19].
Este tipo de descomposicio´n asume que una vez que el
robot esta ubicado en el centro de la retı´cula, se considera
que la celda queda cubierta por su actuador final (ve´ase la
Fig. 1).
Fig. 1: Adquisicio´n de dados en un espacio de trabajo basado
en retı´culas.
De este modo, el centro de cada retı´cula es considerado un
punto de paso, y cada retı´cula corresponde a una imagen. La
dimensio´n de la retı´cula puede ser obtenida por la siguiente
relacio´n.
Fig. 2: Retı´culas con diferentes dimensiones segu´n a la
altitud de vuelo
Cdim/h = Idim/f (1)
Donde Cdim, h, Idim, y f , son respectivamente la
dimensio´n de la retı´cula en metros, la altura de vuelo en
relacio´n al suelo, la dimensio´n de la imagen, y longitud focal
de la ca´mara. Cabe recalcar que el robot ae´reo debe volar a
una altura constante respecto del suelo, de modo que asegure
una determinada resolucio´n espacial en la cuadrı´cula, y que
el campo de visio´n del sensor sea suficiente para cubrir una
retı´cula de una dimensio´n predefinida. La Fig.2 muestra la
relacio´n entre la dimensio´n de la retı´cula y la altura de vuelo
del robot ae´reo.
Otra ventaja de tener una descomposicio´n de muestras de
este tipo es que es posible obtener grafo unitario G < V,E >
directamente, donde V son los ve´rtices y E se corresponde
con los bordes. Cada ve´rtice representa un punto de paso y
cada borde, la ruta entre dos puntos de paso u y v de modo
a que u ∼ v.
La ruta de cubrimiento ae´reo se calcula estableciendo las
siguientes restricciones: no pasar ma´s de dos veces por el
mismo punto de paso, respetar los puntos de partida y llegada
predefinidos y realizar la trayectoria con el mı´nimo numero
de cambios de direccio´n posibles.
Para calcular la trayectoria se utiliza un algoritmo
heurı´stico basado en la propagacio´n de una onda [19]. Este
algoritmo propaga una funcio´n de distancia a lo largo del
espacio de trabajo desde un punto inicial hacia un punto
final por todos los puntos libres del espacio de trabajo, siendo
estos los asociados a todas las retı´culas consideradas puntos
de paso y que no esta´n ocupadas, ası´ como aquellas definidas
como puntos donde no es necesario obtener una muestra
visual.
Una vez obtenida esta transformacio´n, se sigue el
gradiente de modo ascendente, a trave´s de una bu´squeda
en profundidad limitada sujeta a una posicio´n inicial y
final predefinidas en el espacio de trabajo. Al usar este
procedimiento, la longitud de la bu´squeda puede ser limitada
por el nu´mero de ve´rtices del grafo, de forma que la bu´squeda
no entra en ciclos infinitos, ni visita un nodo varias veces.
El coste de la ruta puede ser calculado basado en el
numero de cambios de direccio´n (rotaciones en guin˜ada).
Utilizando una vecindad de 8 puntos de conectividad, el robot
puede hacer giros de ±45, ±90, o ±135 grados en el espacio
de trabajo.







k , k ∈ {135◦, 90◦, 45◦, 0◦} (2)
donde N es el numero de vueltas, k el a´ngulo de rotacio´n,
y Γk son constantes definidas, como γ±135◦ > γ±90◦ >
γ±45◦ > γ0◦
El objetivo final es encontrar una ruta de cubrimiento de
a´rea con el mı´nimo Γ sujeta a unas posiciones inicial y final
(puntos de despegue y aterrizaje) predefinidas, tal y como se
muestra en la Fig.3
Fig. 3: Resultado final de la planificacio´n CPP de Nivel I
III-B. Planificacio´n de Nivel II: Superposicio´n de la misio´n
secundaria
Como se ha mencionado anteriormente, el quadrotor
dispone de un sistema de comunicaciones capaz de recoger
los datos almacenados en un cluster, estableciendo una
comunicacio´n con alguno de los nodos sensores que lo
componen. De esta forma, este segundo nivel de planificacio´n
genera, a partir del conjunto compuesto por la trayectoria
planificada en la primera etapa y los puntos de recogida de
datos, un conjunto de nuevas soluciones basadas en el plan
original, que permite la recoleccio´n de datos a la vez que se
desarrolla la misio´n de toma de fotos.
Ası´, este segundo nivel de planificacio´n superpone la
misio´n paralela manteniendo los objetivos de la primera. Para
ello, el algoritmo obtiene los puntos o´ptimos para establecer
la conexio´n con cada uno de los clusters, de manera que
se optimice la recogida de datos en cada uno de ellos. Estos
puntos pueden situarse sobre los segmentos que componen la
trayectoria principal o en los puntos de toma de fotografı´as.
En ambos casos, se configuran como nuevos puntos de paso
de la ruta, pudiendo tener paradas asociadas a cada una de
ellos en funcio´n de las caracterı´sticas del cluster.
Adema´s, en el caso de que la trayectoria original no
contuviese estos puntos 1, el algoritmo de planificacio´n es
capaz de interpretar la situacio´n y hallar los puntos hasta
los que habrı´a que desviarse respecto de la trayectoria
original para poder establecer la comunicacio´n, generando
ası´ un nuevo punto de paso que no estaba contenido en los
segmentos previstos en el primer nivel.
En ambos casos (con desviacio´n y sin ella), los puntos
candidatos esta´n sujetos a una serie de restricciones
impuestas para el conjunto del sistema, que son:
El alcance de las comunicaciones de los nodos sensores,
’A’ (en metros): Las localizaciones generadas por el
algoritmo del segundo nivel proporcionan la ubicacio´n
de la mota que se utilizara´ como gateway. Sin embargo,
e´ste es capaz de transmitir dentro de un rango de
distancias, de tal modo que el punto candidato debe
estar contenido dentro de una esfera con centro en la
mota y con radio el alcance de las comunicaciones de
esta.
La desviacio´n ma´xima permitida (DevMax, en metros):
Este factor limita, en el caso de que fuera necesario,
la distancia que se puede desviar el vehı´culo ae´reo
respecto de la trayectoria original para alcanzar un
punto de conexio´n con un cluster. De esta forma se
consigue acotar el tiempo de desarrollo de la misio´n,
garantizando ası´ la disponibilidad de las baterı´as y por
tanto la ejecucio´n de la misio´n prioritaria.
Aplicando estas condiciones, se obtienen mediante
trigonometrı´a los puntos candidatos para conectar con cada
cluster, que posteriormente podra´n ser considerados como
punto o´ptimo. Los puntos posibles surgen al minimizar de
las distancias (Dist) existentes entre la trayectoria principal
y los puntos de recogida de datos (impuestos inicialmente),
considerando adema´s los propios waypoints de la ruta
original (puntos de toma de fotografı´as). Estas distancias
se pueden asimilar al enlace de comunicaciones, de tal
forma que si Dist > A se requiere una correccio´n de la
ruta en forma de desviacio´n, lo que ocurrira´ siempre que
el quadrotor vuele a una altura superior al alcance de las
comunicaciones.
Para ello, es necesario evaluar la bondad de cada uno los
posibles candidatos, es por ello que surge la necesidad de un
factor de me´rito (M) con el que ponderar cada punto para
poder compararlo con el resto, y que se concreta como:
MClusterN (PuntoCandidato) =
f(γ,Disp,Desp, ϕα) 3 (Desp < DevMax,Dist <
A) = γ[(KDisp ∗ DispN ∗ (PuntoCandidato) + KDesp ∗
DespN (PuntoCandidato) +Kϕϕ ∗ (PuntoCandidato) +
Kαα ∗ (PuntoCandidato,N)]
siendo:
1Au´nque el algoritmo de planificacio´n del nivel I cubre todo el a´rea, lo
hace u´nicamente a nivel visual, lo que no implica que la trayectoria generada
contenga siempre los puntos o´ptimos para la recogida de datos.
(a) Vista cenital.
(b) Vista frontal: Perfil de altura.
Fig. 4: (a) Vista cenital. En rojo ruta original, en verde
planificacio´n modificada incluyendo los nuevos puntos de
paso. Asteriscos azules muestran los puntos donde se va
a realizar la descarga de informacio´n, representando en
enlace con lineas azules que unen estos puntos con las
correspondientes motas. (b) Vista frontal: Perfil en altura.
Categorı´a del punto (γ): Este factor pondera el punto
segu´n la manera en la que afecte al sistema. De esta
forma, no se evalu´an igual la adquisicio´n de datos en
un punto de toma de fotografı´a -donde era necesario
pararse de por sı´- o en un punto desviado respecto de
la trayectoria original, al implicar e´ste un aumento en
el tiempo, longitud y consumo energe´tico de la misio´n.
Desplazamiento necesario para alcanzar el punto
(Desp): En el caso de que exista una desviacio´n
respecto de la trayectoria original, se ponderara´ esta
segu´n su magnitud.
Distancia al nodo utilizado como gateway (Dist). Esta
distancia -estimada mediante la adaptacio´n de la sen˜al
RSSI (Receibed Signal Streght Indicator) asociada a
cada transmisio´n-, es relevante desde el punto de vista
de fiabilidad de las comunicaciones, ya que, al estar
relacionada la distancia entre emisor y receptor con
la potencia de recepcio´n, esta distancia esta´ a su vez
asociada a la tasa de fallos en el envı´o.
I´ndice de conectividad del nodo mo´vil con varios nodos
de un cluster (ϕ). Al ser ZigBee un protocolo de
transmisio´n semiduplex, el canal de comunicaciones
es comu´n para todos. De esta forma, cuando varias
motas se encuentran conectadas entre ellas (dentro de
un a´rea de comunicacio´n comu´n), solo puede transmitir
una de ellas, quedando el resto a la espera. Por ello,
para ponderar el efecto que tiene en la saturacio´n de
un a´rea de comunicaciones el nodo mo´vil, se tiene en
cuenta el nu´mero de enlaces simulta´neos que establece
el quadrotor en una comunicacio´n broadcast.
A´ngulo de ataque (α), en radianes. Este para´metro
representa el a´ngulo del vector de desviacio´n con
respecto a la trayectoria original (u´nicamente en
las situaciones en las que el quadrotor tenga que
desplazarse fuera de la ruta principal). Este factor se
debe considerar ya que cuando mayor sea el a´ngulo,
ma´s abrupto y peligroso sera´ el cambio en el quadrotor.
Sin embargo, la evaluacio´n de los puntos no es directa,
si no que se realiza en un proceso recursivo en el que se
diferencian tres fases:
En la primera de ellas, se ponderan los puntos sobre el
plano XY , sobre el que se encuentran los clusters sensores,
como primer filtro para descartar fa´cilmente puntos que no
cumplan con los requisitos. Posteriormente, se evalu´a la
proyeccio´n tridimensional de estos puntos, considerando el
perfil de vuelo del quadrotor (ve´ase Fig.4). Finalmente, se
eligen los puntos con menor factor M de manera recursiva,
ya que se va reajustando el factor de me´rito de acuerdo
con los puntos anteriormente elegidos, junto el ı´ndice de
conectividad con varios nodos a fin de evitar problemas de
interferencias en la recepcio´n.
El resultado final del proceso de planificacio´n es el que
se muestra en la Fig.5. Como se puede apreciar, sobre
la trayectoria original se superpone en verde la nueva
Fig. 5: Vista isome´trica. (La leyenda utilizada es la misma
que en la Fig.4).
trayectoria generada por el planificador de segundo nivel,
compuesta por los puntos de paso originales y los nuevos
correspondientes a las desviaciones, unidos a las motas
que actu´an como gateways representando los enlaces de
comunicaciones. Esta informacio´n es generada en forma
de waypoints relativos al sistema de coordenadas propio
del planificador, de tal forma que en el u´ltimo paso se
realiza una transformacio´n de los ejes, de tal forma que
los puntos de paso generados se concreten en localizaciones
georeferenciadas, que son transmitidas al quadrotor para que
este ejecute la misio´n.
IV. RESULTADOS EXPERIMENTALES
Como se describe al final del subapartado anterior,
el nuevo plan generado por el algoritmo bi-objetivo se
transmite al quadrotor, que ejecuta la misio´n siguiendo
los waypoints transmitidos. Como puede apreciar en la
Fig.6, el seguimiento y precisio´n de la ruta durante las
pruebas realizadas han sido satisfactorios, pudiendo adema´s
comprobarse la conectividad con las motas referenciadas en
el entorno.
Fig. 6: Resultados de una prueba de campo. Vista cenital del
trayecto recorrido por el quadrotor.
Adicionalmente, las pruebas han permitido verificar que
el sistema tiene un comportamiento o´ptimo y comparar los
resultados teo´ricos y experimentales. Como consecuencia de
la superposicio´n de la segunda misio´n, se ha producido un
incremento medio en la distancia de las rutas de 16.9m, lo
que supone una variacio´n relativa 1.6 % . Tambie´n se ha
obtenido el valor medio para la altura de vuelo (incluyendo
los desvı´os), situado en 14.8m cuando la referencia general
es de 15m±3m. Ası´ mismo, se ha comprobado que fijando
el alcance ma´ximo en 25m, la mayor altura alcanzada ha
sido de 18m, mientras que la mı´nima ha sido 11.4m, lo cual
verifica que el robot ae´reo tiende a mantener la altitud y
a minimizar las translaciones, puesto que se observan los
descensos pertinentes para el cumplimiento de la misio´n pero
no se detectan elevaciones innecesarias. La variacio´n ma´xima
de altitud supone un 24 % .
Finalmente, se ha analizado los factores relacionados con
la obtencio´n de los puntos candidatos para la descarga
de informacio´n, obtenie´ndose una media de 3.851 ' 4
localizaciones por cada cluster, con un factor de me´rito
medio para los puntos definitivos de acceso de 7.0767.
V. CONCLUSIONES
Se ha desarrollado un sistema de planificacio´n multinivel y
bi-objetivo, capaz de generar una solucio´n para dos misiones
independientes, simultaneas en el tiempo y paralelas en el
espacio, y que comparten un recurso u´nico (un vehı´culo
ae´reo). El planificador garantiza el cumplimiento de unos
objetivos mı´nimos (pasar por unos puntos de paso concretos)
de ellas sujeto a las restricciones impuestas al sistema, de tal
forma que se minimice el tiempo de vuelo del quadrotor y
se maximice la efectividad del sistema en te´rminos de ahorro
energe´tico.
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