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摘  要：该文提出一种基于原模图低密度奇偶校验(P-LDPC)码的分布式联合信源信道编译码系统方案。该方案编
码端，分布式信源发送部分信息位及校验位以同时实现压缩及纠错功能；译码端，联合迭代信源信道译码的运用进
一步发掘信源的相关性以获得额外的编码增益。此外，论文研究了所提方案在译码端未知相关性系数的译码算法。
仿真结果表明，所提出的基于 P-LDPC 码的分布式联合信源信道编译码方案在外部迭代次数不大的情况可以获得
较大的性能增益，并且相关性系数在译码端已知和未知系统性能基本相当。 
关键词：分布式联合信源信道编码；相关信源；联合迭代译码；原模图 LDPC 码 
中图分类号： TN911.22            文献标识码： A                文章编号：1009-5896(2017)11-2594-06 
DOI: 10.11999/JEIT170113 
Protograph LDPC Based Distributed Joint Source Channel Coding 
HONG Shaohua    WANG Lin 
(Department of Communication Engineering, Xiamen University, Xiamen 361005, China) 
Abstract: This paper proposes a Distributed Joint Source-Channel Coding (DJSCC) scheme using Protograph Low 
Density Parity Check (P-LDPC) code. In the proposed scheme, the distributed source encoder sends some 
information bits together with the parity bits to simultaneously achieve both distributed compression and channel 
error correction. Iterative joint decoding is introduced to further exploit the source correlation. Moreover, the 
proposed scheme is investigated when the correlation between sources is not known at the decoder. Simulation 
results indicate that the proposed DJSCC scheme can obtain relatively large additional coding gains at a relatively 
small number of global iterations, and the performance for unknown correlated sources is almost the same as that 
for known correlated sources since correlation can be estimated jointly with the iterative decoding process.  
Key words: Distributed Joint Source-Channel Coding (DJSCC); Correlated sources; Iterative joint decoding; 
Protograph LDPC code (P-LDPC) 
1  引言 
分布式编码理论由 Slepian和Wolf于 1973年提
出：两个离散相关信源在不相互通信进行分布式压
缩编码，在接收端实现联合译码能达到信源相互通
信的联合编译码相同的性能，即 Slepian-Wolf (SW)
定理。可以说，分布式信源编码(Distributed Source 
Coding, DSC)可以有效地将编码端的复杂度转到解
码端，并能获得较高的编码效率。近年来，随着 DSC
技术应用越来越广泛，如无线传感器网络、无线视
频监控、多视角视频采集等，DSC 技术在国内外已
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成为重要的研究内容 [1 6]- 。 
现有的 DSC 技术实现方案大多是基于信道码
实现的，如 Turbo 码、低密度奇偶校验(Low Density 
Parity Check, LDPC)码等，且已有研究证明：针对
离散相关信源，若采用的信道码的编译码性能达到
香农限，那么用该信道码实现压缩的效率能够接近
SW 限。基于信道编码理论的 DSC 技术主要有两种
实现方式：基于伴随式(Syndrome)的 DSC 方案 [7 10]-
与基于校验位(Parity)的DSC方案 [11 15]- 。研究表明：
在理想信道下，基于 Syndrome 的 DSC 方案具有最
优的压缩性能，而在噪声信道下，基于 Parity 的
DSC 方案性能比较优。这是因为基于 Syndrome 的
DSC 方案只对信源进行压缩，并没有抗差错特性；
而基于 Parity 的 DSC 方案，虽然只利用了一个信
道码，却同时实现了压缩与抗差错功能，即实现了
分 布 式 联 合 信 源 信 道 编 码 (Distributed Joint 
Source-Channel Coding, DJSCC)。 
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DJSCC 将 DSC 技术与信道编码联合考虑，同
时实现了压缩与抗差错功能，更适合实际的应用场
景，深受国内外研究学者们的关注 [13 18]- 。通常
DJSCC 技术可以分为两大类，一类为不对称压 
缩 [13 15]- ，即其中一个分布式信源在译码端无损可
得，并作为其他分布式信源的边信息以进行联合译
码；另一类为对称或“非不对称”压缩 [16 18]- ，即所
有的分布式信源均实现压缩效果。目前相比于不对
称结构，对称或“非不对称”的 DJSCC 技术研究
工作相对较少。文献 [16]研究了加性高斯白噪声
(AWGN)信道下，利用 Turbo 码实现两路相关信源
同时传输的 DJSCC 方案。文献 [17]研究了基于
LDGM(Low-Density Generator Matrix)码实现的
“非不对称”结构的 DJSCC 方案，并分析其在
AWGN 与多接入噪声信道的性能。文献[18]基于
LDPC 码给出通用的“非不对称”结构的 DJSCC
实现方案，并借助 EXIT 分析算法优化相关码型及
码率。 
原模图 LDPC(P-LDPC)码鉴于其独特的构造
方式，具有简单的编译码结构，易于硬件实现；且
在性能又明显优于传统的 LDPC 码[19]。为此，本文
提出一种基于 P-LDPC 码的 DJSCC 系统。文章第
2 节详细描述了基于 P-LDPC 码的 DJSCC 系统的
编译码结构；第 3 节探究了所提 DJSCC 系统在译
码端未知相关性系数的译码思想；第 4 节给出了仿
真结果与分析，最后一节对全文进行了总结。 
2  基于 P-LDPC 码的 DJSCC 系统 
图 1 所示为本文所提的基于 P-LDPC 码的
DJSCC 系统结构。不失一般性，假设通信系统有两
个相关信源 1S 和 2S ，其中信源概率为 1[ 0]P S = =  
2[ 0] 1/2P S = = ，两者间的相关性定义为 r，通常建 
模为虚拟的转移概率为 2 1 1[ | ]P S S S r¹ = 的 BSC 信
道，调制模式为 BPSK，信道模型为 AWGN 信道。 
2.1 编码端 
假设信源 1S 和 2S 信息序列长度均为k bit，经过
P-LDPC 编码后分别产生长度为 1P 与 2P 的校验位，
则编码后总码长分别为 1 1n k P= + 与 2 2n k P= + ，
相应的编码码率为 1 1/R k n= 与 2 2/R k n= 。和传统的
基于Parity的DJSCC系统[12,18]类似，所提的DJSCC
系统分布式信源均发送部分信息位及校验位以同时
实现压缩及纠错功能。如图 1 所示，信源 1S 只发送
信息比特的前 ka 部分及校验比特，其中a是介于 0
至 1 之间的常数；而信源 2S 则发送信息比特的后
( )1 ka- 部分及校验比特。因此，分布式信源 1S 和 2S
的压缩率分别为 1 1( )/SR k P ka= + 和 2=((1 )SR ka-  
2)/P k+ 。 
2.2 译码端 
2.2.1 P-LDPC 译码  在译码端，P-LDPC 码译码器
采样经典的 BP 译码算法，唯一不同点在于编码比
特的初始化似然信息(LLRs)值。不失一般性地以信
源 1S 为例进行说明。 
设 1Z 为信源 1S 编码比特的初始化 LLRs 值。图
2 所示为信源 1S 编码后比特发送过程图，可以明显
发现 1Z 将由两部分组成，第 1 部分为 1S 发送的经过
AWGN 信道的信息，包括前 ka 信息比特及校验比
特。该部分与传统的信道编码处理方式类似，利用
接收到的有噪声信息进行初始化。假设接收到的信
息为 1r ，则其初始化 LLRs 值为 
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图 1 基于 P-LDPC 码的 DJSCC 系统 
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图 2 信源 1S 的发送信道模型 
第 2 部分为信源 1S 未发送的后( )1 ka- 信息比
特，将从接收到的信源 2S 发送的信息 2r 获得，相应
的计算过程如式(2)和式(3)： 
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在 1Z 初始化后利用传统的 BP 译码算法即可实
现 P-LDPC 译码。 
2.2.2 联合迭代信源信道译码  从上述的 P-LDPC
译码算法可以看出，信源的相关性只在初始化 LLRs
值用到。为了进一步发掘信源间的相关性以获得额
外的性能增益，所提的 DJSCC 系统引入联合迭代
译码思想 [ 20 ]，相应的实现框图如图 1 所示。在 
P -LDPC 译码得到信息序列的判决似然信息
( ) ( )1iL S 和 ( ) ( )2iL S 后，基于相关性系数 r根据式(5) 
和式(6)计算信息比特的相关外部信息： ( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( )( )
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其中， ( ) lg((1 )/ )L zr r r= - 。考虑到信源间的相关
性可能会在一定范围内波动，所提方案实时估计信 
源间的相关性系数： ( )( 1)iP zr = =  ，其中 ( ) ( )1iiz S=  ( )
2
i
SÅ , ( )1iS 与
( )
2
i
S 为硬判决结果且Å为模 2 加。最后
将计算得到的外部信息 ( )( ) 1exiL S 和 ( )( ) 2exiL S 反馈给 
P-LDPC 译码器进行再次译码，即实现外部迭代。
鉴于信息比特反馈的相关外部信息，再次的
P-LDPC 译码其初始化 LLRs 值将做相应的改变。
具体的是，通过 AWGN 信道接收的信息比特的初始
化 LLRs 值设为 ( ), 1,2c sL r s = 与相应的相关外部信
息之和；未发送的信息比特的初始化 LLRs 值直接
设为相应的相关外部信息。例如，对于信源 1S ，再
次译码时相应的初始化 LLRs 值分别为 
( ) ( ) ( )1 111 ex 1,,  2,  ,jij cZ jL S kL r a-+= =      (7) 
( ) ( )11 ex 1 ,   1, 2, ,jj iZ L j k k kS a a-= = + +      (8) 
经过几次外部迭代后，根据 ( ) ( )1iL S 和 ( ) ( )2iL S
硬判决得到最后的信息估计值。 
3  译码端未知相关性系数的译码思想 
从上述的译码端算法可以发现，译码端译码过
程需要知道信源间的相关性系数 r，否则无法完成
未发送部分信息位的初始化 LLRs 值及后续的联合
迭代译码。然而，信源的相关性系数一般情况在译
码端是未知的。为此，本节给出一种译码端未知相
关性系数的联合迭代译码思想。 
众所周知，译码端完全准确知道信源的相关性
大小并不现实，但是估算其范围还是相对容易的。
基于此考虑，在获得信源的相关性范围后，译码端
首先将信源的相关性系数统一设定为某个确定值
( )r 进行信息位的初始化 LLRs 值，然后同样运用联
合迭代思想既实现对信源的相关性估计以逐步逼近
真实的相关性，又可以在译码过程中发掘信源间的
相关性以获得额外的性能增益。可以发现，译码端
未知相关性系数的联合迭代译码结构与前面译码端
已知相关性系数的联合迭代译码结构是一致的，唯
一的不同点在于第 1 次初始化 LLRs 值的相关性系
第 11 期                 洪少华等： 基于原模图 LDPC 码的分布式联合信源信道编码                           2597 
 
数值：若译码端未知相关性系数，则基于设定的相
关性系数 r；反之基于已知的相关性系数 r。因此
不管译码端是否已知相关性系数，所提的 DJSCC
系统译码端实现结构不变，具体的联合迭代译码步
骤如下： 
(1)根据信道接收信息 1r 与 2r 计算 ( )1cL r 与
( )2cL r ；与此同时，设置 ( ) ( )0 01 2ex ex 0L S L S= = ； 
(2)外部迭代：for 1,2,i = 。 
(a)计算初始化 LLRs 值： 1Z 与 2Z ，其中 1i = 时
若译码端未知相关性系数，基于设定的相关性系数
r，否则基于已知的相关性系数 r； 
(b)运行 BP 迭代译码得到信息序列的判决似然
信息： ( ) ( )1iL S 与 ( ) ( )2iL S ； 
(c)硬判决获得判决序列： ( )1iS 与
( )
2
i
S ； 
(d)估算相关性系数 ( )( )1iP zr = =  ，其中 ( )iz =  
( ) ( )
1 2
i i
S SÅ 且Å为模 2 加，并计算相应的 LLRs 值
( )( )iL zr  ； 
(e)估算相关外部信息： ( ) ( )1exiL S 与 ( ) ( )2exiL S ； 
(3)外部迭代后，根据 ( ) ( )1iL S 与 ( ) ( )2iL S 硬判决
得到最后的信息估计值。 
4  仿真结果与分析 
AR4JA 码是广泛应用的一类 P-LDPC 码，其
具有地板区性能良好，最小码距随码长成线性增长
以及码率可扩展等特性，相应的原模图如图 3 所示，
图中空心圆代表删余变量节点。本文仿真使用码率
为 3/4 的 AR4JA 码，其对应的原模图基矩阵为 
0 0 0 0 0 0 1 2 0
1 1 3 1 3 1 0 3 1
2 3 1 3 1 2 0 1 1
é ùê úê úê úê úê úê úë û
 
仿真中，帧长设为 6000 bit，参数a取 1/2 实
现对称压缩，此时相应的压缩率为(6000×1/3 
+3000)/6000=5/6, BP 译码迭代最大次数设为 100
次，仿真终止条件为每个信噪比值检测到 50 帧出 
 
图 3  AR4JA 码的原模图 
错。仿真假设信源间具有较强的相关性，相关性范
围为 0 0.1r< £ ；译码端未知相关性系数时设定固
定值 0.05r = 。 
图 4 所示为译码端已知相关性系数 0.01r = 与
0.08r = ，所提的基于 P-LDPC 码的 DJSCC 系统
随着外部迭代次数增加误码率(Bit Error Ratio, 
BER)性能曲线。可以明显看到，随着外部迭代次数
的增加，系统性能逐步提高，只是提高的幅度逐渐
降低并趋向零值。仔细比较可以发现外部迭代 4 次
后系统性能提高幅度不大，说明外部迭代 4 次基本
可以获得联合迭代算法所能获得的额外增益。纵向
比较可以看到，随着相关性系数的增加，系统性能
大幅度降低，这是因为译码过程中从另一信源获得
的相关信息相对不准确导致的；此外，联合迭代算
法所能获得的额外增益随着相关性系数的增加而变
大(具体的在 BER 为 510- 时由 0.01r = 的 0.2 dB 增
加至 0.08r = 的 0.8 dB)，究其原因是在相关性系数
较大时，基于相关性系数初始化 LLRs 值准确性相
对较低，故可发掘的信源相关性空间相对较大，因
此联合迭代算法所能获得额外增益较大。 
图 5 所示为相同条件所提的基于原模图 LDPC
码与传统 LDPC 码的 DJSCC 系统的 BER 性能曲
线，其中传统 LDPC 码考虑列重为 3 的规则 LDPC
码。可以明显看出所提的基于原模图 LDPC 码的
DJSCC系统具有较大的性能增益(具体的在BER为
510- 时 0.01r = 有 0.5 dB, 0.08r = 有 1.1 dB)。即
使传统 LDPC 码的 DJSCC 系统也采用本文所提的
联合迭代信源信道译码，同样外部迭代 4 次基本获
得联合迭代算法所能获得的额外增益，所提的基于
原模图 LDPC 码的 DJSCC 系统也至少有 0.2 dB 的
性能增益。 
图 6 所示为相关性系数在译码端未知时所提
DJSCC 系统的 BER 性能曲线。可以发现，由于设
定的相关性系数与确切的相关性系数有一定的偏
差，因此，第 1 次外部迭代译码后系统性能相对较
差( 0.01r = 时相差 0.1 dB, 0.08r = 时相差 0.2 
dB)。然而，随着外部迭代次数的增加，估计的相关
性系数愈来愈接近真实值，因此系统性能也越来越
逼近相关性系数已知的系统性能；仔细比较可以看
出，同样在外迭代 4 次时相关性系数未知的系统性
能基本与相关性系数已知的系统性能相当。由此可
见，即使相关性系数在译码端未知，所提出的
DJSCC 系统仍可获得与相关性系数已知相当的系
统性能。 
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图 4 相关性系数在译码端已知所提 DJSCC 系统的 BER 性能 
 
图 5 所提的基于原模图 LDPC 码与传统 LDPC 码的 DJSCC 系统的 BER 性能 
 
图 6 相关性系数在译码端未知所提 DJSCC 系统的 BER 性能 
5  结束语 
考虑到原模图 LDPC(P-LDPC)码的优势，本文
提出一种基于原模图LDPC码的DJSCC系统方案，
给出详细的编码端与译码端算法；同时给出相关性
系数在译码端未知的联合迭代译码算法。仿真结果
表明，所提出的基于 P-LDPC 码的 DJSCC 系统方
案不管译码端是否已知相关性系数，在外迭代 4 次
即可获得联合迭代所能带来的额外性能增益且两者
性能相当。未来工作将针对该系统借助原模图EXIT
分析方法对P-LDPC码型进行优化以进一步提高系
统性能。 
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