Abstract. In this article we develop a new abstract strategy for proving ergodicity with explicit computable rate of convergence for diffusions associated with a degenerate Kolmogorov operator L. A crucial point is that the evolution operator L may have singular and nonsmooth coefficients. This allows the application of the method e.g. to degenerate and singular particle systems arising in Mathematical Physics. As far as we know in such singular cases the relaxation to equilibrium can't be discussed with the help of existing approaches using hypoellipticity, hypocoercivity or stochastic Lyapunov type techniques. The method is formulated in an L 2 -Hilbert space setting and is based on an interplay between Functional Analysis and Stochastics. Moreover, it implies an ergodicity rate which can be related to L 2 -exponential convergence of the semigroup. Furthermore, the ergodicity method shows up an interesting analogy with existing hypocoercivity approaches. In the first application we discuss ergodicity of the N -particle degenerate Langevin dynamics with singular potentials. The dual to this equation is also called the kinetic Fokker-Planck equation with an external confining potential. In the second example we apply the method to the so-called (degenerate) spherical velocity Langevin equation which is also known as the fiber lay-down process arising in industrial mathematics.
Introduction
Studying the decay to equilibrium of degenerate kinetic equations or diffusions is still an active and demanding mathematical research area lying in between modern Stochastics and Functional Analysis. Especially in the last decade, many results concerning the exponential relaxation to equilibrium of the kinetic (degenerate) FokkerPlanck equation with an external confining potential have been obtained in case the underlying potential is sufficiently smooth and nonsingular. For analytical approaches see e.g. [HN04] , [HN05] , [Hér06] , [Hér07] , [Vil09] , [Dua11] , [DMS14] or [GS12] . Therein tools from hypoellipticity and hypocoercivity are applied to the previous equation as well as to other kinetic models implying an exponential rate of convergence. Since the kinetic (degenerate) Fokker-Planck equation describes the evolution of the probability density of the Langevin equation, also stochastic approaches are available for studying the exponential longtime behavior of this dynamics directly. The interested reader is referred e.g. to [MS02] or [Wu01] where methods based on stochastic Lyapunov type techniques are used. Moreover, consider article [BCG08] in which extended Lyapunov-Poincaré inequalites are developed and applied to the kinetic Fokker-Planck equation. For further studies about the longtime behavior of this dynamics see also article [Bau13] which is based on generalized Bakry-Émery conditions.
However, in Statistical Mechanics and Mathematical Physics the underlying potential in the Langevin dynamics is usually of Lennard-Jones type. Hence it is singular and analyzing the decay to equilibrium can't be discussed with the abovementioned methods. Suitable tools to handle this situation are provided in [CG10] . In the latter article ergodicity with a rate of convergence for the so-called N-particle Langevin dynamics with singular potentials is established. As explained in [CG10] , exponential convergence of the N -particle Langevin semigroup in L 2 would imply such an ergodicity rate. In this sense, the N -particle Langevin dynamics is called exponentially ergodic therein. The method used in [CG10] is based on the strategy from [GK08] in which ergodicity with rate of convergence of the so-called two-dimensional fiber lay-down process is proven.
In the underlying article we aim to generalize the method from [GK08] and [CG10] to an abstract setting. We develop a new abstract method in a Hilbert space framework which is suitable for proving ergodicity with explicit computable rate of convergence for various diffusion processes associated with a degenerate non-coercive Kolmogorov (backward) evolution operator L. Again the generator may have singular and nonsmooth coefficients. As in the theory of hypocoercivity, it decomposes into a symmetric dissipative part S and an antisymmetric conservative term A such that the combination of both implies the phenomenon of relaxation to equilibrium. Our method applies to evolution equations with order of degeneracy equal to one, i.e., S usually acts in the velocity and A mixes space and velocity variables. We mention that the method is further based on an interplay between Functional Analysis and Stochastics and relies on martingale methods. While the analytical part of the dynamics can be constructed using techniques from the theory of operator semigroups, the existence of the stochastic part of the dynamics can usually be guaranteed in the applications via the theory of generalized Dirichlet-forms (see [Fuk80] , [FŌT94] , [MR92] , [Sta99] or [Tru05] ) or by using tools from [BBR06] . As in [CG10] the ergodicity rate can again be related to exponential convergence of the semigroup in an L 2 -space and the convergence to equilibrium of the underlying dynamics may therefore reasonably be called L 2 -exponentially ergodic, see Remark 2.8. Afterwards, we discuss the application of our abstract method. At first, we show how the N -particle Langevin dynamics from [CG10] fits into our setting. The equation is introduced in detail below. As consequence, we get back the ergodicity result derived in [CG10, Sec. 4 .2] and obtain a further specification for the rate of convergence. In the second example we apply the method to the generalized version of a fiber lay-down process. The latter is introduced in [KMW12] and in [GKMS12] . Consider these articles as well as [GKMW07] , [GS13] , and [GS12] for further motivation and the industrial application of this model. As explained in [GS13] we remark that the generalized fiber lay-down dynamics can alternatively be seen as the analogue of the Langevin equation for a particle moving with velocities of constant Euclidean norm. For this model we then finally obtain again ergodicity with an explicit rate of convergence. In particular, we are able to generalize the result from [GK08] to arbitrary dimensions.
It is interesting to note that we require conditions in the abstract setting similar to the assumptions made in the hypocoercivity setting of Dolbeault, Mouhot and Schmeiser (see [DMS14, Sec. 1.3]) which has itself been extended later on by the authors of the underlying article, see [GS12] . Moreover, the hypocoercivity approach is stronger than the ergodicity method in the sense that it implies an exponential rate of convergence of the semigroup in the L 2 -space directly; the ergodicity approach instead describes the time averages of the dynamics. However, the mentioned hypocoercivity setting (and other similar ones) do not apply in such singular situations so far, see Remark 2.8 below. Moreover, up to the best of the author's knowledge, the approach developed in the underlying article seems to be the first abstract ergodicity method in the existing literature which allows to cover relevant particle systems with singular interactions arising for instance in Mathematical Physics. Although the conditions in the abstract hypocoercivity method mentioned above are similar to the conditions required in our abstract ergodicity method, we emphasize that both methods are complementary to each other. This paper is organized as follows. In Section 2 we present the ergodicity method in the abstract setting and discuss the two applications mentioned above. All proofs, however, are postponed to Section 3. Therefore, basic definitions and notations for understanding the framework are shortly explained within Section 2. Further details and complete definitions are then given in Section 3 in full detail. We finally mention that the results in this article are obtained from the PhD thesis of the second named author; see [Sti14, Ch. 3] .
Altogether, the main results obtained in this article are summarized as follows.
• Developing a new abstract strategy for proving ergodicity with an explicit rate of convergence for diffusions associated with a degenerate non-coercive Kolmogorov evolution operator L. The important point is that L may have singular nonsmooth coefficients, see Theorem 2.5 and Theorem 2.6.
• The method applies to degenerate and singular particle systems 1 arising in Mathematical Physics. Methods in the existing literature (e.g. based on hypoellipticity, hypocoercivity or Lyapunov type techniques) do not apply in this situation so far.
• Applying the framework to the N -particle Langevin dynamics with singular interaction potentials, see Theorem 2.11. This reproduces the result from [CG10] and provides a further specification for the rate of convergence.
• Applying the method to the fiber lay-down dynamics, see Theorem 2.14. This generalizes the result from [GK08] to arbitrary dimensions.
Overview of the results
As described in the introduction, in this section we present all our results. We start with the abstract strategy for proving ergodicity (with explicit computable rate of convergence) for singular degenerate Kolmogorov diffusions and discuss the applications afterwards. All proofs are postponed to Section 3. Basic definitions and notations for understanding the whole framework are shortly explained within the underlying section. Further details and complete definitions are then given in Section 3.
1 When using the expression singular particle system (or analogously singular N -particle Langevin dynamics or singular diffusion) the word singular refers to a singular interaction potential.
2.1. The abstract ergodicity method. Some comments on the notations: In the following, all considered operators are assumed to be linear. We assume that the reader is familiar with basic definitions and statements concerning the theory of operator semigroups. Beautiful references on the subject are e.g. [Paz83] or [Gol85] . Below a strongly continuous contraction semigroup is always abbreviated by s.c.c.s. Now, as mentioned in the introduction, the ergodicity method presented below is the generalization of the method from [GK08] (and from [CG10] ) to an abstract setting.
The analytical dynamics (A).
We require the following conditions for the analytic part of the dynamics, i.e., the underlying Kolmogorov operator.
(A1) State space: E is a separable metric space equipped with its Borel σ-algebra B(E). Let µ be a probability measure on (E, B(E)). The Hilbert space H is defined as
endowed with the usual scalar product (·, ·) H and induced norm · H or · . 
This means that
Above (L, D) withL = S+A denotes the adjoint of (L, D) on D in H. Via assuming (A2) note that (A3) equivalently means that µ should be invariant for (S, D) and invariant for (A, D). Note that the previously introduced operators with predomain D are closable, since they are densely defined and dissipative. The closures of these operators on H with predomain D are denoted by
Furthermore, the orthogonal projection on the kernel N (S) of (S, D S ) is denoted by
Before introducing the assumptions concerning the underlying stochastic part of the dynamics we need some more notations, see also Section 3.1 and Section 3.2 for further details. So, assume the situation from (A). Let P be a probability law on C([0, ∞); E), this is, a probability measure on C([0, ∞); E) where C([0, ∞); E) denotes the space of continuous paths on [0, ∞) taking values in E. Assume that P admits µ as invariant measure, i.e., P • X −1 t = µ for all t ≥ 0 where X t denotes the evaluation of paths at
Here the carré du champ
We remark that g(X t ) and t 0 g(X s ) ds are P-a.s. well-defined (i.e., independent of the µ-version one chooses for g), P-integrable and F 0 t -measurable for each g ∈ L 1 (µ) and each t ≥ 0, see Lemma 3.2 below. Here (F 0 t ) t≥0 is the elementary filtration generated by the paths. Thus all the terms in M
,L is even square integrable for all f ∈ D, see again Lemma 3.2. Finally, the same definitions can be introduced and the same properties are satisfied in case (L, D) is replaced by (L, D) above. Now the stochastic assumption reads as follows.
The stochastic dynamics (S).
In the situation from (A) we assume the following condition.
(S) Stochastic dynamics and the martingale problem: Let P andP be probability laws on C([0, ∞); E) having µ as invariant measure such that
Here P T andP T denote the image laws of P andP, respectively, w.r.t. the restriction of paths to C([0, T ]; E) for T ≥ 0 and τ T is the time-reversal on C([0, T ]; E), see Section 3 for definitions. With the previous assumptions at hand one obtains the following corollary. Expectation w.r.t. P andP is denoted by E andÊ, respectively.
Corollary 2.1. Assume the situation from (A) and (S). Let
This corollary is proven on page 23. We remark that it seems also natural to as-
-martingales under P, orP respectively. However, this property is not used in the proofs for the abstract setting below and is therefore not explicitly required. Nevertheless, we emphasize that one usually needs it in order to be able to verify that
,L are indeed martingales in concrete applications; we further remark that these martingale problems are usually satisfied in case the Kolmogorov operator L is associated with a manifold-valued Stratonovich SDE. However, such a classical stochastic approach requires smooth or at least continuous type assumptions on the coefficients of the operator L. Since we are interested in more general situations, in particular in singularly distorted diffusions, we choose another approach which is heavily based on Functional Analysis. Therefore, the laws P andP are constructed in our applications via using modern tools from the theory of generalized Dirichlet forms or by using existence results from [BBR06] . In these cases the laws are associated with a conservative subMarkovian s.c.c.s. Such an associatedness property then implies that the martingale problem is fulfilled automatically, see Theorem 2.2 below. Before stating it, let us introduce the following sufficient conditions.
Sufficient analytical and stochastic dynamics (A)' and (S)'.
(A)' The semigroup: Assume the situation of (A1) and (A2) and let (T t,2 ) t≥0 be a µ-invariant sub-Markovian s.c.c.s. on H (which is then also conservative and regular) with associated generator
(S)' Stochastic dynamic and associatedness with the semigroup: Let P andP be probability laws on
for all T ≥ 0 and assume that P is associated with (T t,2 ) t≥0 .
In the previous assumptions sub-Markovian means that 0 ≤ T t,2 f ≤ 1 for all t ≥ 0 whenever 0 ≤ f ≤ 1 and conservativity means that T t,2 1 = 1 for all t ≥ 0. Moreover, µ-invariance is defined as
Moreover, regularity means that the associated adjoint s.c.c.s. on H is assumed to be sub-Markovian as well and finally, associatedness of P w.r.t.
Let us mention that a law which is associated with the semigroup (T t,2 ) t≥0 from (A)' is already unique. Now one obtains the following theorem. For the proof see page 23.
Theorem 2.2. Assume the situation from (A)' and (S)'. Then Condition (A3) is
fulfilled,P is associated with the dual semigroup (T t,2 ) t≥0 of (T t,2 ) t≥0 on H (which is also a regular conservative µ-invariant sub-Markovian s.c.c.s.) and both laws P and
In particular, Conditions (A) and (S) are satisfied.
For the rest of this section we assume Conditions (A) and (S) without further mention them again. Let us introduce now the first ergodicity condition.
Assumption (E1). (Microscopic coercivity and microscopic dynamic) First let (S, D) be essentially selfadjoint on H. Furthermore, assume that there exists a constant
By (E1) and the fact that µ is invariant w.r.t. (S, D), note that one obtains the conservativity condition 1 ∈ D S and S1 = 0. By assuming (E1) and using Proposition 2.1, one can prove the following statement which will be one of the main ingredients to prove the final ergodicity theorem. The proof is given on page 24.
Proposition 2.3. Assume (E1). Let
The same statement holds in case E is replaced byÊ.
Up to now, note that everything was completely symmetric, i.e., each statement and assumption for (L, D) and P is formulated and satisfied also in the dual case for (L, D) andP. In the following, formulations are given with preference on (L, D). However, we emphasize that when formulating the conditions below (or more precisely, only (E2)) in the analogous way for (L, D), then the final statements of Theorem 2.5 or Theorem 2.6 are satisfied in case P is replaced byP therein.
Let us go on by introducing first the following technical condition. Assume that
First of all, we define
H P is again a Hilbert space endowed with the scalar product of H. Due to (2.1) we can introduce G :
This means that Gf
This is clearly well-defined. Note that
So, (G, D P ) is dissipative and densely defined on H P , hence closable on H P . Its closure on H P is denoted by (G, D P G ). While almost all operators in this section are considered on H, we emphasize that (G, D P G ) is understood as an operator living on H P . We shall mention that the operator G in our concrete examples describes the macroscopic dynamics, i.e., can be obtained by using a suitable macroscopic scaling limit of L. Therefore, consider the applications below for interpretation. Below we need a Kato-boundedness condition of LAP by G. Therefore, note that also LAP : D P → H can be defined on D P = P (D) in the obvious way as
with convergence in H. So, (E2) in particular implies that LAP f n , n ∈ N, is a Cauchy sequence in H. We define
This is independent of the choice of (f n ) n∈N , so well-defined. Note that ( 
Finally, assume that 1 ∈ H P and even 1 ∈ D P G , G1 = 0.
Here the requirement 1 ∈ H P is necessary in order to guarantee that 1 ∈ D P G makes sense. Note that 1 ∈ H P means P 1 = 1, this is, 1 ∈ D S and S1 = 0. As a consequence of (E1)-(E3) we get the following lemma, essentially used in order to prove Theorem 2.5.
Lemma 2.4. (i) Assume (E1) and (E2). Then for all g ∈ D P
G we have
and (E3). Then we have
This is proven on page 25. We finally arrive at the desired ergodicity theorem which gives a concrete rate of convergence. The proof can be found on page 26. 2 (E, µ) be arbitrary and let t > 0. We obtain ergodicity with rate of convergence
where
Here
The rate of convergence can even further be specified with the help of an algebraic relation as introduced next.
Assumption (E4). (Algebraic relation) Assume (2.1). Assume that there exists c
3 ≥ 0 such that (SAP f, AP f ) H = c 3 (Gf, f ) H for all f ∈ D P .
This is fulfilled for instance if SAP (D) ⊂ D
A and
Then from the proof of Theorem 2.5 we directly obtain the upcoming corollary, see page 28 for details. Theorem 2.6. Additionally to the assumptions from Theorem 2.5 assume that (E4) holds with the respective constant c 3 . Let f ∈ L 2 (E, µ) be arbitrary and let t > 0. We obtain ergodicity with rate of convergence
where the constants κ 1 and κ 2 can further be specified as
Theorem 2.5 and Theorem 2.6 is proven in Section 3.3. However, to give an idea how everything fits together, let us shortly sketch the proof. First it is easy to see that w.l.o.g. one may assume that (f, 1) H = 0. Then one can decompose f in the form
Here g ∈ D P G can be chosen with the help of Lemma 2.4 (ii) such that P f = −Gg.
Then again by Lemma 2.4 (i) we have P [LAP ] g = −Gg. So P (f − P f ) = 0 and Remark 2.7. We mention that the setting developed here may also be called or considered as a setting which allows to discuss convergence to equilibrium of nonreversible diffusions, see [LNP13] for the terminology.
The results for our applications are summarized in the upcoming subsection. Let us conclude with a final remark by comparing our rate of convergence with a possible exponential rate in L 2 (µ) of the semigroup (T t,2 ) t≥0 when (A)' and (S)' are assumed and let us describe some advantages of our method.
Remark 2.8. Assume the conditions from Theorem 2.2 and (E1) up to (E4). In our applications below, the semigroup (T t,2 ) t≥0 always admits a stochastic representation as the transition kernel of a µ-standard right process M having continuous sample paths and infinite lifetime. In these situations, one obtains a family of probability measures (P x ) x∈E associated with the right process and satisfying
for µ-a.e. x ∈ E and each f ∈ B b (E) (i.e., f is bounded measurable real-valued function), t ≥ 0. M is also said to be associated with (T t,2 ) t≥0 , see [Con11, Def. 2.2.7] for the precise definition. The desired law P in (S) is then constructed as the law of the right process under the probability measure E P x dµ(x). Here E x denotes expectation w.r.t. P x . We refer to [CG10, Sec. 3 
can easily be derived in our applications of interest. Hence, by the invariance of µ w.r.t. P we even obtain mean ergodicity of the semigroup with the same rate of convergence as in Theorem 2.6, i.e., for all f ∈ L 2 (µ) and t > 0 we have
with the constants κ 1 , κ 2 as explicitly specified in Theorem 2.6. Now, for the moment, assume that the semigroup (T t,2 ) t≥0 would admit an exponential rate of convergence in L 2 (µ) as can be obtained e.g. in existing hypocoercivity methods; see [DMS14] or [GS12] . This means that there exists
Assuming the latter we directly infer that for each t > 0 we have
So, following the vocabulary used in [CG10] , our rate may be called "L 2 -exponentially ergodic in the sense that the convergence rate (2.4) corresponds to (but apparently not implies) exponential convergence of the semigroup." Moreover, by comparing (2.4) and (2.5) we see that a possible exponential rate of convergence of the semigroup in L 2 (µ) does not imply a much better rate than can be achieved by our ergodicity method.
Moreover, we shall remark that our ergodicity rate gives a concrete quantitative description of the constants occurring in the rate of convergence. Up to the best of the author's knowledge, such explicit quantitative descriptions of the rate have not yet been obtained in related abstract methods for analyzing the relaxation to equilibrium of degenerate evolution equations. Finally, and this is of course the most important point, the main advantage of the ergodicity method is that it even applies in singular situations that arise in studying e.g. N -particle Langevin systems in Statistical Mechanics, see Section 2.2. In this situation namely, known results in literature on the relaxation to equilibrium of the Langevin dynamics in L 2 (µ) using tools about hypoellipticity or hypocoercivity (see e.g. [HN05, Theo. 6 .4], [DMS14, Theo. 10] or [GS14, Theo. 1]) are valid only under nonsingular and partly smooth type assumptions on the underlying potential Φ. However, nonsmooth singular potentials are allowed in the ergodicity theorems below, see Theorem 2.11 and Remark 2.12 (iii).
2.2. Application to the N-particle Langevin dynamics with singular potentials. Let d, N ∈ N. In the first example we consider the N -particle Langevin dynamics with singular potentials as constructed and analyzed in [CG10] and [Con11] . We recall shortly the setting and framework from [CG10] , or [Con11, Ch. 6] equivalently. Consider the latter references for further motivation and interpretation. The underlying dynamics is given by the stochastic differential equation
The constants α and β are assumed to be strictly positive.
describes the stochastic perturbation of the particles and the first term in the velocity equation means friction. For the physical background see [Sch06, Ch. 8], [CKW04] or [Ris89] . For notational convenience and in view of having a convenient expression of the invariant measure later on, we redefine the potential again via setting
The Kolmogorov generator associated to (2.6) is now given (at first formally) by
Here · denotes the standard Euclidean scalar product, ∇ x and ∇ ω the usual gradient operators in R dN for the respective x-or ω-direction and ∆ ω is the Laplace-operator in R dN in the ω-direction. The measure µ Φ,β is defined as
Above dx and dω denotes the Lebesgue measure in R dN , ω 2 := ω · ω and ν β the normalized Gaussian measure on R dN with mean 0 and covariance matrix β −1 I. Finally, the natural state space for the N -particle system is denoted by
always means the set of all infinitely often differentiable functions having compact support on the respective state space.
Starting with the generator L from (2.7), in [CG10] (or [Con11, Ch. 6]) nonexploding martingale solutions to (2.6) are constructed for a wide class of N -particle potentials Φ that are allowed to have singularities and discontinuous gradient forces. The longtime behavior is afterwards analyzed therein via considering the associated functional analytic objects. In particular, ergodicity with rate of convergence in this concrete setting has been proved making use of the method from [GK08] .
We do not present new results for this application. However, our aim is to show how the N-particle Langevin dynamics fits into our abstract method for proving ergodicity with rate of convergence. Assuming the same conditions as required to prove ergodicity in [CG10] (or [Con11, Ch. 6] equivalently) we show that Assumptions (A), (S) and (E1) up to (E4) are indeed satisfied. Thus ergodicity with the associated rate of convergence follows automatically from our abstract results developed at the beginning of this section. Of course, this is expected since our method is the generalization of the concrete methods from [CG10] and [GK08] to the abstract setting. So, let us start first introducing the assumptions for the interacting particle potential as defined in [CG10, Sec. 4.2] or as in [Con11, Sec. 6.6.2] equivalently. They allow the construction of the analytic and stochastic part of the dynamics and read as follows. As explained in [CG10] , w.l.o.g. one may assume that α = β = 1. However, we stay a bit more general to see how these constants enter into the rate of convergence.
Dynamical system conditions (C0).
We require the following conditions on our potential Φ.
(i) Φ : R dN → R∪{∞} is bounded from below and not identically = ∞. Moreover, e −Φ dx defines a probability measure on (
As outlined above, the following statement holds.
Proposition 2.9. Let Φ satisfies (C0). Then the analytic and stochastic dynamical system assumptions (A) and (S) are fulfilled. Moreover, even Conditions (A)' and (S)' are satisfied. Details on the construction of the Langevin semigroup (T t,2 ) t≥0
from (A)' are described in the upcoming remark.
by Proposition 3.5 below. Now (T t,2 ) t≥0 is precisely the N -particle Langevin semigroup from (A)' which is associated with P. This determines the law P uniquely. Analogous statements are valid also for
Next we recall the specified conditions on the potential which are required in [CG10] for proving ergodicity with rate of convergence. Analogously to [CG10] we denote
and define (G Φ , D(G Φ )) to be the closure on H Φ of the operator
H Φ is equipped with the standard scalar product. The ergodicity conditions from [CG10] read as follows.
Ergodicity assumptions (C1)-(C3)
. Now assume that Φ satisfies (C0). We further require the following conditions.
Conditions (C1)-(C3) then indeed imply (E1) up to (E4). Consider Section 3.4 for all verifications. Corollary 2.6 then finally gives the ergodicity theorem for the N -particle Langevin dynamics. We mention again that the statement is not new and already proven in [CG10] or [Con11] . However, it now follows from our abstract ergodicity method implying also quantitative estimate of the constants appearing in the rate of convergence.
Theorem 2.11. Let d, N ∈ N and let α, β ∈ (0, ∞) be the constants in (2.6). Assume that the potential Φ :
{∞} satisfies Conditions (C0), (C1), (C2) and (C3)
. Let P the unique law constructed from the N -particle Langevin semigroup which admits µ Φ,β as invariant measure, see Proposition 2.9. Let t > 0 and f ∈ L 2 (µ Φ,β ) be arbitrary. We obtain ergodicity with rate of convergence
where the constants κ 1 , κ 2 ∈ (0, ∞) can be specified as
.
only depend on the choice of Φ; consider Equation (3.31) below for the explicit expressions.
Remark 2.12.
(i) Let (T t,2 ) t≥0 be as in Remark 2.10. As described in Remark 2.8 we even obtain mean ergodicity of the semigroup (T t,2 ) t≥0 , see (2.4) for the statement. This is proven in Proposition 2.16. So, our abstract ergodicity method really allows to study much more general situations. In particular, it can be applied to physical relevant particle systems with singular interactions (see (ii)). It is an interesting problem to extend existing hypocoercivity methods, e.g. the one from [DMS14, Theo. 10] and [GS14, Theo. 1], to this more general singular situation. (iv) The rate of convergence in dependence of α and β is expected by the following heuristic considerations: Observe that for small values of α close to zero one has a bad or very slow decay towards µ Φ,β since the dynamics nearly behaves deterministic in this situation. Vice versa, in a large damping regime, the (x t ) t≥0 process can be described approximately by the overdamped Langevin dynamics 3 (or a macroscopic evolution) in R d given as Λ t . So, the convergence rate is expected to become as worse as possible when α ↑ ∞ (or β ↑ ∞). The case of increasing β finally means that ν β tends to the Dirac distribution at the point 0 in the velocity ω. And due to the original representation dx t = ω t dt, the (x t ) t≥0 process is expected to reach its stationary distribution e −Φ dx then only very slow; altogether, we see that these phenomena on the convergence to equilibrium in dependence of α and β are rigorously proven and confirmed by Theorem 2.11 above. Compare with [GS14, Theo. 1] where the same qualitative convergence behavior in dependence of α in a hypocoercivity setting is shown. (v) We finally remark, that completely analogously as in [CG10] one may also consider periodic boundaries in the state space for the position variables by
3. Application to the (generalized) fiber lay-down dynamics. In the second application we consider the so-called generalized fiber lay-down dynamics which is described by the following manifold-valued Stratonovich stochastic differential equation
The associated Kolmogorov generator L reads (at first formally) as
and y T is the transpose of y. S = S d−1 denotes the unit sphere with respect to the Euclidean norm in R d , grad S ψ · ∇ ω or simply grad S ψ the spherical gradient of some ψ ∈ C ∞ (S) and ∆ S the Laplace-Beltrami operator on S. x always indicates the space variable in R d and ω the velocity component in S ⊂ R d where all vectors in Euclidean space are understood as column vectors. Φ : R d → R is a potential function specified later on and σ a finite constant with σ ≥ 0. Again (·, ·) euc or · denotes the Euclidean scalar product and ∇ (or ∇ x respectively) the usual gradient operator in
x is the Hessian matrix in Euclidean space. All details on this model can e.g. be found in [GKMS12] , [GS13] or [GS12] as well as in the related articles [KMW12] and [GKMW07] . In these articles the stochastic equation has been developed for modeling the lay-down of fibers in the industrial production process of nonwovens. As noticed in the introduction (and see [GS13] ) it can alternatively be seen as the analogue of the classical Langevin equation for a particle moving with spherical velocities. By using this interpretation, ω t then denotes the attached velocity vector of constant Euclidean norm of some particle moving in R d with position-coordinates prescribed by x t . The term σ (I − ω t ⊗ ω t ) • dW t in the velocity equation describes the stochastic pertubation of the particle given through some Brownian motion on the unit sphere with noise amplitude σ. Finally, −∇ x Φ(x t ) as usual models the force acting on the particle. However, this forcing term has to be tangential to S yielding the remaining deterministic term in the equation for dω t . We remark that the constant 1 d−1 is introduced for having a convenient expression for the density of the invariant measure later on.
The measure µ Φ is now defined on (M, B(M)) as
where ν denotes the normalized surface measure on the unit sphere S.
As already remarked in the introduction, ergodicity with rate of convergence of the two-dimensional fiber lay-down dynamics has already been obtained in [GK08] . The Kolmogorov operator of interest therein is the two-dimensional version of the fiber lay-down generator (2.10) equivalently formulated on the space R 2 × R/2πZ. Recall that our ergodicity method is the generalization of the concrete method from [GK08] to an abstract setting. Thus, of course, we expect to obtain ergodicity with rate of convergence for the generalized fiber lay-down dynamics as well by applying our abstract ergodicity framework from Section 2.1. Consider Theorem 2.14 below for the final statement. Before formulating it, let us start introducing the basic conditions required for Φ.
Dynamical system conditions (C0). Assume that Φ : R
d → R is locally Lipschitz continuous, bounded from below and that e −Φ dx is a probability measure on
Due to local Lipschitz continuity, Φ is weakly differentiable and we fix a version of ∇ x Φ in the following. Thus the expression for L from (2.10) is indeed well-defined, see also [GS12, Sec. 3] for more details. Assuming (C0) one obtains the following statement. Consider Section 3.5 for its proof.
Proposition 2.13. Let Φ satisfies (C0). Then the analytic and stochastic dynamical system assumptions (A) and (S) are fullfilled. Moreover, even Conditions (A)' and (S)' are satisfied. Here the desired s.c.c.s. (T t,2 ) t≥0 from (A)' is generated by the closure of the essentially m-dissipative operator
Assume that Φ fulfills (C0). Analogously as in the Section 2.2, (G Φ , D(G Φ )) is defined to be the closure of the operator
Similarly as for the case of the N -particle Langevin dynamics we introduce conditions implying ergodicity later on.
Ergodicity assumptions (C1)-(C3).
Let d ∈ N with d ≥ 2 and sssume that Φ satisfies (C0). We further require the following conditions.
Assuming (C0)-(C4) one gets the final ergodicity theorem for the generalized fiber lay-down dynamics, or the spherical velocity Langevin process equivalently. The proofs are given in Section 3.5. As desired, the theorem below contains the ergodicity result and the estimation for the rate of convergence derived in [GK08] for the twodimensional version of the fiber lay-down dynamics as special case.
Theorem 2.14. Let d ∈ N, d ≥ 2 and σ ∈ (0, ∞) the noise amplitude in (2.9). Assume that Φ :
and (C3). Then there exists a unique probability law P associated on (C([0, ∞), M) with the fiber lay-down semigroup (T t,2 ) t≥0 , see Proposition 2.13. Let t > 0 and f ∈ L 2 (M, µ Φ ) be arbitrary. We obtain
Here the constants κ 1 , κ 2 can be specified as
and [BBCG08] or [Wan99] . We emphasize that potentials of the form
i , a i > 0, which are relevant for the fiber lay-down application, satisfy (after normalization) the necessary conditions below.
Proposition 2.16. Let d ∈ N (and d ≥ 2 in the fiber lay-down case). Assume that the potential
. Moreover, the measure e −Φ dx is assumed to satisfy a Poincaré inequality of the form
where Λ ∈ (0, ∞). Furthermore, assume that there exists c < ∞ such that Section 2 .2 with N = 1) or from the fiber lay-down case from above are fulfilled.
Then indeed Conditions (C0), (C1), (C2) and (C3) from the Langevin dynamics (see

Definitions and proofs
This section is devoted to give the proofs to all assertions made in Section 2. In this context, we need to introduce and recapitulate first some basic definitions and knowledge about probability laws and regular sub-Markovian semigroups in Subsection 3.1 and Subsection 3.2. The both last named subsections do not contain new material and are essentially based on results developed in the PhD-thesis of Florian Conrad, see [Con11] and see also [CG10] . We remark that Subsection 3.2 below is only needed for the proof of Theorem 2.2 and recall that Theorem 2.2 is a result for verifying the martingale property in Assumption (S). So, for understanding the abstract ergodicity framework, Theorem 2.2 is not necessarily required. Consequently, the interested reader may skip Section 3.2 in first reading and may directly switch to Section 3.3 in which all proofs for the abstract ergodicity setting can be found. . A probability law P is defined to be a probability measure on (C(I; E), F C ) and its corresponding expectation is denoted by E[·] or by E P [·]. For any such law P its initial probability distribution µ is defined to be P • X −1 0 . P is said to have the invariant measure µ if P • X −1 t = µ for all t ∈ I. Now let P be a law on C([0, ∞); E) and let T > 0. Define
It is a continuous, hence measurable mapping. We denote the pushforward measure on
is called the time-reversal. It is also continuous, hence measurable. Moreover, it is easy to see that τ T is F Lemma 3.2. Let E be a separable metric space and let µ be a probability measure on (E, B(E)). Let P be a probability law on C([0, ∞); E) which admits µ as invariant measure.
One has that f (X t ) is integrable w.r.t. P and
In particular, the
. This means that any two µ-versions of f yield P-a.s. the same random variable f (X t ).
(ii) Let t ≥ 0 and let f ∈ L 1 (E, µ). Then the mapping 
In particular, 
(3.13)
In particular, f (X t ) and
All statements are valid in the same form when P is assumed to be a probability law on Proof. We prove (i). Clearly, f (X t ) ∈ L 1 (P) and E [f (X t )] = E f dµ by the transformation rule of image measures since P • X −1 t = µ. Thus (i) follows. We prove (ii). One knows that (X s ) s≥0 is (F Thus the mapping in (3.11) satisfies the stated measurability property. And by part (i) we have
So, (ii) is shown. Finally, we prove (iii). Define
for all s ≥ 0.
(3.14)
Now part (ii) applied to f ∈ L 1 (E, µ) in particular yields that the mapping in (3.
and by additionally using (3.14) we get
This finishes part (iii) of the proof. The proof in case P is a law on C([0, T ]; E) is analogous.
Remark 3.3. Let E be a separable metric space and let P be a law on C([0, ∞); E) having the invariant probability measure µ. P induces the law Here a s.c.c.s. 
Furthermore, we need the definition of associatedness of a probability law with a sub-Markovian s.c.c.s. as defined in [Con11, Def. 2.1.3], or as in [CG10] equivalently. For the rest of this section, E is always a separable metric space equipped with the associated Borel σ-algebra B(E) generated by the open sets. Definition 3.6. Let E be a separable metric space. Let P be a probability law on C([0, ∞); E) with initial probability distribution µ. Let (T t ) t≥0 be a sub-Markovian s.c.c.s. on L p (E, µ) for an p ∈ [1, ∞). Then P is said to be associated with (
Here µ(f ) := E f dµ for some f ∈ L 1 (E, µ). Associatedness on C([0, T ]; E) for some T ≥ 0 is defined in the analogous way.
Remark 3.7.
(i) Of course, one should formulate the associatedness condition first only for nonnegative functions from L ∞ (E, µ). However, the right hand side respects µ-equivalence classes of functions from L ∞ (E, µ). Thus the associatedness condition makes sense also for functions from L ∞ (E, µ). Moreover, a sufficient criterion for verifying the associatedness condition is given in [Con11, Lem. 2.1.4].
(ii) By (3.16) and Proposition 3.5 note that a probability law P is associated with some regular sub-Markovian s.c.c.s. (T t,2 ) t≥0 on L 2 (E, µ) iff P is associated with the corresponding sub-Markovian s.c.c.s. (T t,1 ) t≥0 from L 1 (E, µ). (iii) Let E be as above. Then there is at most one probability law P on C([0, ∞); E) with initial probability distribution µ which is associated with (T t ) t≥0 . This follows with the same argumentation as in [Con11, Rem. 2.1.5] since F C is already generated by the cylinder sets
The analogous uniqueness statement is valid in case P is assume to be a probability law on C([0, T ]; E) for some T > 0. Proof. By the sub-Markovian property we have T t,2 1 − 1 ≥ 0, t ≥ 0. But µ-invariance implies µ(T t,2 1 − 1) = 0, hence T t,2 1 = 1 for each t ≥ 0; The regularity statement follows by the same calculation performed at the end of the proof of [MR92, Ch. II,
By the sub-Markovian property and µ-invariance we get 0
The next lemma is obtained from [Con11, Lem. 2.1.14].
Lemma 3.9. Let E be a separable metric space and P a probability law on C([0, ∞); E) with initial probability distribution µ. Assume that P is associated with a sub-Markovian s.c.c.s.
. Then the following statements hold.
(i) (T t,2 ) t≥0 is conservative. (ii) µ is a an invariant measure for P iff µ is invariant for (T t,2 ) t≥0 . (iii) Let µ be invariant for P. Then the time-reversed law
P T • τ −1
T on C([0, T ]; E), T ≥ 0, is associated with (T t,2 ) t∈[0,T ] . (iv) In the situation from (iii), µ is also an invariant measure for
P T • τ −1 T .
Proof. We prove (i). The associatedness condition implies µ(T t,2 1) = E [1(X t )] = 1 for all t ∈ [0, ∞).
We conclude that µ(1 − T t,2 1) = 0 and thus 1 − T t,2 1 = 0 since 0 ≤ T t,2 1 ≤ 1. We prove (ii). So, let µ be invariant for P and choose A ∈ B(E), t ∈ [0, ∞). Then
Hence invariance of µ w.r.t. (T t,2 ) t≥0 follows. The other direction is obvious. Now let us prove (iii). First note that the associatedness statement makes sense since (T t,2 ) t≥0 is indeed sub-Markovian by Lemma 3.8.
Here the third equality follows due to the invariance of µ w.r.t. (T t,2 ) t≥0 . The last equality holds since
is fulfilled for all t ≥ 0 and all f ∈ L 2 (E, µ). This also proves (iv). [Con11] the statement is formulated on the space of càdlàq paths taking values in a polish space. In the upcoming proposition we only assume that E is a separable metric space and formulate the statement on C([0, ∞); E). We remark that the proof carries over in exactly the same way without any modification.
Proposition 3.10. (Martingale problem) Let E be a separable metric space. Let P be a probability law on C([0, ∞); E) with initial and invariant probability distribution µ. Assume that P is associated with a sub-Markovian s.c.c.s. (T t,2 ) t≥0 on L 2 (E, µ) (which is regular by Lemma 3.8 and Lemma 3.9). Denote the generator of
i.e., the process (M
is P-integrable and defines also an (F Remark 3.11. In the situation where E is a separable metric space we have that F C is equal to F 0 ∞ . However, in the whole abstract framework (above and below) the assumption E being separable can be dropped. Indeed, if we only assume E to be metric, then every statement from above and below stays valid if we initially introduce a probability law as a probability measure on ((C[0, ∞); E), F 0 ∞ ). However, this is not the common definition of a probability law used in literature and would probably be confusing. Hence we always assume separability of E for convenience.
) denotes the generator of the sub-Markovian s.c.c.s. (T
After this short recapitulation, we can now go on to prove the assertions and statements claimed in the abstract ergodicity method in Section 2.1.
Proofs to Section 2.1 (The abstract ergodicity method).
For the rest of this section assume Conditions (A) and (S) from Section 2.1 and we use the notations introduced in Section 2.1. In particular, let
,P be as in (A) and (S) (or (A)' and (S)') in the following. We start with the proof of Corollary 2.1.
Proof of Corollary 2.1. Let t ≥ 0 and f ∈ D.
We have
-martingale which starts at zero. Here in the last equality Fubini's theorem is used, see Lemma 3.2 (ii) for details. By using the invariance P • X −1 s = µ for each s ≥ 0 and (A3) we conclude
Here the last equality holds since L = S − A on D and (A, D) is antisymmetric on H by (A2). The statement in the dual case follows by using exactly the same arguments with P, E and L replaced byP,Ê andL above.
With the knowledge about regular s.c.c.s. and associated laws we are now able to prove Theorem 2.2. We mainly have to apply Proposition 3.10.
Proof of Theorem 2.2. First of all, we have the identity
Hence by invariance of µ w.r.t. (T t,2 ) t≥0 we conclude that µ(Lf ) = 0 for all f ∈ D. Moreover, invariance of µ w.r.t. (T t,2 ) t≥0 also implies that P admits µ as invariant measure by Lemma 3.9 (ii). And sinceP
for T ≥ 0, Lemma 3.9 (iii) implies thatP is associated with (T t,2 ) t≥0 which is also clearly a subMarkovian s.c.c.s. on L 2 (E, µ). The probability measure µ is furthermore invariant w.r.t. (T t,2 ) t≥0 since (T t,2 ) t≥0 is conservative, see Identity (3.17). Now Lemma 3.8 or Lemma 3.9 (i) shows that (T t,2 ) t≥0 is also conservative. Summarizing, (T t ) t≥0 is also a regular conservative µ-invariant sub-Markovian s.c.c.s. on H and again by Lemma 3.9 (ii) we conclude thatP admits µ as invariant measure. The same argumentation as in the beginning of this proof shows that µ(Lf
Now we continue proving the claimed statements in our abstract framework from Section 2.1. Therefore, we need one more lemma. Recall that (G, D P G ) is understood as an operator living on H P .
Lemma 3.12. (i) Assume Condition (E1). Then the range R(S) of (S, D S ) is a closed subspace of H. Thus R(S) = N (S)
⊥ where N (S) is the kernel of
(
ii) Assume Condition (E3). Then the range
R(G) of (G, D P G ) is a closed sub- space of H P . Thus R(G) = N (G) ⊥ where N (G) ⊂ H P denotes the kernel of (G, D P G ).
Proof. We prove (i). Choose h ∈ H such that h = lim n→∞
Sf n where f n ∈ D S , n ∈ N. W.l.o.g. we may assume that P f n = 0 for each n ∈ N. Thus the microscopic inequality in (E1), which carries over to each element from D S , yields
Thus we see that (f n ) n∈N is a Cauchy sequence in H with limit denoted by f ∈ H. By closedness of (S, D S ) we obtain f ∈ D S and h = Sf ∈ R(S). Thus R(S) is a closed subset of H. The second part of (i) now follows by the well-known identity R(T ) = N (T ) ⊥ which is satisfied for each selfadjoint operator (T, D(T )) on a Hilbert space, see e.g. [Gol85, Lem. 8.19 ]. This finishes the proof of part (i). The proof of (ii) is similar. Indeed, let h ∈ R(G). Here the closure is understood to be in H P . Thus there exists g n ∈ D P , n ∈ N, such that Gg n → h in H as n → ∞. Since 1 ∈ D P G and G1 = 0 we can infer that Gf n = Gg n where
By the macroscopic inequality in (E3), which carries over to each element from D G P , we can infer that
Thus also (f n ) n∈N is a Cauchy sequence in H P with limit denoted by f ∈ H P . By closedness of (G, D P G ) we obtain
The second part of (ii) now follows by using additionally selfadjointness of (G, D P G ).
We are now arriving at the proof of Proposition 2.3. We remark that Proposition 2.3 is the generalization of [GK08, Prop. 5.1] and [Con11, Lem. 6.6.10] to our abstract setting. Thus also the proof below is the generalization of the proofs corresponding to [GK08, Prop. 5.1] and [Con11, Lem. 6.6.10].
Proof of Proposition 2.3. By Lemma 3.12 (i) we have N (S)
⊥ = R(S) where R(S) is the range of (S, D S ). So, there exists g ∈ D S such that f = Sg. Moreover, we may
In particular, P g = 0. Further note that the microscopic inequality in (E1) is satisfied for each element from D S . So, by applying the microscopic inequality from (E1) to the previously chosen g we obtain
Hence g ≤ 
We used thatP t = P t • τ
by Condition (S). Now note that
which follows using Identity (3.15). So, with the help of Corollary 2.1 we can further estimate
Thus we get
So, (3.18) is satisfied for each g ∈ D. Finally, by using that D is a core for (S, D S ) and Estimate (3.13), by approximation (3.18) is indeed fulfilled for all g ∈ D S .
Before proving Lemma 2.4 recall the definition of G and [LAP ] from Section 2. We shall mention explicitly that
such that f n → f and Gf n → Gf in H as n → ∞. Using (2.2) we see that (AP f n ) n∈N is also a Cauchy sequence in H with limit denoted by
Nevertheless, this relation is nowhere required in the following. was essential used here for the construction of [LAP ] . Now the second formula follows by using that P G = G on D P G and the symmetry of P . Now we prove (ii). Therefore, let f ∈ H P . It suffices to show that
Proof of Lemma 2.4. We prove (i). We have the relation
To prove this, note that if f can be written as f = g 1 + g 2 for some
But (f, 1) H ∈ N (G) since constant functions are elements from N (G). So, it is left to show that
Therefore, choose an arbitrary g ∈ N (G). The macroscopic coercivity inequality from (E3) (which is satisfied for all elements from D G ) implies g = (g, 1) H . As desired, we
The proof is finished.
Now we can prove our desired ergodicity theorem. The idea for the proof of Theorem 2.5 below is a generalization of the strategy developed originally in the concrete fiber lay-down setting in [GK08] , see the proof of Theorem 5.3 therein. So, the following proof is also the generalization of the proof of [CG10, Theo. 4.5] (or from [Con11, Theo. 6.6.5] equivalently) which also relies on the strategy used for proving [GK08, Theo. 5.3].
Proof of Theorem 2.5. By replacing f through f − (f, 1) H , it suffices to prove the theorem for all f ∈ H satisfying (f, 1) H = 0. So, w.l.o.g. we assume (f, 1) H = 0 in the following. We further use the decomposition
Step 1: Since f − P f is an element from N (S) ⊥ , we can apply Proposition 2.3 to f − P f and obtain
Step 2: Let us consider P f . Lemma 2.4 (ii) yields that −P f ∈ N (G) ⊥ since P 1 = 1 which implies (P f, 1) H = 0. By Lemma 3.12 (ii) we have N (G) ⊥ = R(G). So, there exists g ∈ D P G such that
W.l.o.g. we may assume that (g, 1) H = 0 since G(g −(g, 1) H ) = Gg and (g, 1) H ∈ D P G by the last assumption from (E3). By (2.3) we obtain
So, the element P f − [LAP ] g can also be estimated by Proposition 2.3 and we obtain
Next, we further estimate the right hand side of the previous inequality. Therefore, by Lemma 2.4 (i) observe that
Furthermore, by the Kato-bound from (E2) we can infer that
In the last inequality, we have used that
and the macroscopic coercivity inequality from (E3) which implies
Step 3: It is left to consider [LAP ] g where g ∈ D P G is chosen as in Step 2. But first, we need some preceding estimates. Therefore, choose h ∈ D arbitrary. By using the invariance of µ w.r.t. P (more precisely, see Lemma 3.2 (iii)) and Corollary 2.1 we obtain
An approximation yields that the last inequality even carries over to each h ∈ D L by using (3.13). And since AP h ∈ D L for all h ∈ D P , we get
Using the formula AP h 2 H = − (Gh, h) H for h ∈ D P and again an approximation via (3.13), we obtain the desired estimation for [LAP ] g as
From the computation in Step 2 we have
Thus we finally obtain
Step 4: By using the decomposition
with g as in Step 2 and Estimates (3.20), (3.21) and (3.23), the claim follows. There-
Theorem 2.6 now directly follows by modifying Step 3 of the previous proof through using the additionally introduced algebraic relation from (E4), see next.
Proof of Theorem 2.6. By using (E4) in Step 3 of the proof of Theorem 2.5 and the relation (LAP h, AP h) H = (SAP hAP h) H for each h ∈ D P (since (A, D A ) is antisymmetric), Estimate (3.22) can be simplified as
Now follow exactly the argumentation from the end of the proof to Step 3 of Theorem 2.5 to verify the claim.
Before going on, we finally formulate Assumption (E3) in a different, but equivalent way. This equivalent formulation connects Assumption (E3) with the corresponding macroscopic coercivity assumption (H3) introduced in the hypocoercivity method in [DMS14, Sec. 1.3] or [GS12] . In this hypocoercivity setting, namely, the operator P A 2 P is considered as an operator living on H. For avoiding a bad notation, only for the upcoming lemma, the notation is changed: We denote the previously introduced operator (G, D P G ) on H P more precisely as (G P , D P G P ) and further introduce (G, D)
The latter is a densely defined, dissipative operator on H. Its closure on H we denote by (G, D G ) in the upcoming lemma.
Lemma 3.13. Assume the technical condition from (2.1).
(i) (G, D) is essentially selfadjoint on H if and only if (G
(ii) Assume that 1 ∈ D S ∩ D G and S1 = G1 = 0. Then also 1 ∈ D P G P and
Moreover, the macroscopic inequality in (E3) equivalently means that
Proof. We start with (i). The proof is a generalization of the specific calculations done in the proof of [GS12, Prop. 3.13]. First note that essential selfadjointness of (G, 
We have to show that g must be zero. But this is clear since
for each such f ∈ D with h = P f . Here we have used that G P h = Gf , P G = G, P g = g and the symmetry of P . Thus g = 0 since (I − G)(D) is dense in H. Now let (I − G P )(D P ) be dense in H P and let g ∈ H be chosen such that
Again we need to show that g = 0. Note that the previous equation carries over to each h ∈ D G , in particular is satisfied for all
Thus for each such h we obtain
Here we used that
This finally yields that g = 0 because D is dense in H. Part (ii) directly follows by a straightforward calculation. Now we go on and apply the abstract ergodicity framework to the N -particle Langevin dynamics.
Proofs to Section 2.2 (The Langevin dynamics).
First recall the definitions and notations introduced in Section 2.2. For the verification of the assumptions, we recapitulate sometimes calculations done in [CG10] for a better understanding. We start with the proof of Proposition 2.9.
proof of Proposition 2.9. Recall that the state space for the N -particle system is
We remark that this space is denoted with the symbol E in [CG10] . Due to the first assumption from (C0), note that E is an open subset of R dN × R dN . Thus E is equipped with the usual Euclidean metric. Accordingly to (A1) we set
Further note that µ Φ,β (E) = 1 by (P1). The set D from (A2) is given by Now the operator (L, D) on H is defined via (2.7). It is clearly well-defined by the assumptions from (C0). S and A are defined as Remark 3.14.
(i) We mention that the expression regular is not used in [CG10] . So, in this context, recall the definition of regularity from Section 3 as well as Proposition 3.5. With this at hand [CG10, Theo. 3.1] then really implies (A)'. The semigroup existence statement can equivalently also be found in [Con11] , see Theorem 6.4.1 therein.
(ii) The reader may be confused since the definition of associatedness as in [CG10] does not quite coincide with the definition of associatedness given in Section 2 (which is taken from [Con11, Def. 2.1.3]). However, the associatedness definition of P with (T t,2 ) t≥0 from [CG10] implies the desired associatedness condition as defined in Section 2. This follows by a monotone class argument as in the proof of [Con11, Lem. 2.1.4]. Alternatively, for the existence of P andP one may also consider [Con11] directly, see Corollary 6.4.3 and Remark 6.4.4 therein.
Now we verify (E1)-(E4)
. Some calculations are similar to calculations done in [GS14] in a hypocoercivity setting or as in [CG10] where the orginal ergodicity elaboration for the N -particle Langevin dynamics can be found. In order to have a complete argumentation and presentation in this section, we stay detailed below. Of course, we always assume that Condition (C0) from Section 2.2 is satisfied without mention this explicitly. Conditions (C1)-(C3) are only needed in order to verify (E2) and (E3) and are therefore assumed later on. We start with (E1) and introduce P : H → H in the ergodicity framework by
Note that P can also be defined on L 2 (R dN , ν β ) and is an orthogonal projection in both cases. Recall the well-known fact that the Ornstein-Uhlenbeck operator (S,
Moreover, recall the Poincaré inequality for the Gaussian measure (see [Bec89] ) which easily implies
We have the following (well-known) lemma.
Lemma 3.15. Assume that Φ satisfies (C0). The operator (S, D) is nonpositive definite and essentially selfadjoint on H. For the kernel N (S) of its closure on H we have
. In other words, P is really the orthogonal projection onto N (S). Moreover,
In particular, Condition (E1) holds with Λ m = α.
Proof. As seen in [CG08] , essential selfadjointness of (S,
. Thus essential selfadjointness of (S, D) in H follows since selfadjoint operators do not possess proper symmetric extensions. Now the Poincaré inequality above yields
Clearly, the last inequality then carries over to each f ∈ D S . Hence for some f ∈ D
S
with Sf = 0 it follows that f = P f . Vice versa, standard approximation shows that
Now we verify the technical condition in (2.1). In this context we also prove (E4). Part (i) of the upcoming lemma is similar to [CG10, Lem. 3.7] . Since notations differ below, we present the full proof.
Lemma 3.16. Assume that Φ satisfies (C0). 
Then there exists a constant C < ∞, independent of n ∈ N, such that
Moreover, clearly 0 ≤ ϕ n ≤ 1 for all n ∈ N and ϕ n → 1 pointwisely on
and ∇ x Φ ∈ L 2 (e −Φ dx). Thus f ∈ D A and the formula for Af is shown.
Now let g be of the form
Then again by dominated convergence in combination with |ω|, |ω| 2 ∈ L 2 (ν β ) and (3.27) we can infer that
with convergence in H. Similarly, we obtain
as well as
with convergence in H in each case. Now we prove (ii). Thus for f ∈ D we denote
By part (i) we obtain for each f ∈ D that
In particular, the algebraic relation from Condition (E4) is fulfilled with c 3 = α.
Next we verify (E2) and (E3). First we compute (G, D P ) = (P A 2 P, D P ) and still assume that (C0) is satisfied. So, by using the notations from Section 2.1 we have
where ∇ 2 x denotes the Hessian matrix in Euclidean space and f S is defined in (3.28). Thus observe
And therefore
This connects G with G Φ and (E2), (E3) can easily be verified, see next. However, first note that (C1) implies that there exists constants 
Lemma 3.17. Assume that Φ satisfies (C0)-(C3). Then the ergodicity conditions (E2)
and (E3) are fulfilled. Moreover, the constants c 1 and c 2 from (E2) can be computed as
Here the constants K i (Φ) ∈ [0, ∞) are obtained by the Kato-bound from (C1) in Equation (3.30) and are only depending on the choice of Φ. Moreover,
Proof. We first verify (E3). By the relation of G with G Φ from (3.29) essential selfadjointness of (G, D P ) as required in (E3) follows by (C2). Clearly, 1 ∈ H P . Now also 1 ∈ D P G with G1 = 0. This follows as explained in [Con11, p. 175] . Indeed, integration by parts imply (1, Gf ) H P = 0 for each f ∈ D P . Thus 1 ∈ D P G and
The spectral gap condition in (C3) can now equivalently be restated as the macroscopic coercivity inequality required in (E3). Then Λ M can be chosen as
. Next we prove (E2). We mention that the Kato-boundedness condition in (E2) is exactly the statement of [CG10, Lem. 4.9] . For completeness and in view of computing the rate of convergence we recall the argument
Then the previous calculations give
By the Kato-bound from (C1) (see Equation (3.30)) and Relation (3.29) Condition (E2) is satisfied with the claimed values for c 1 and c 2 .
Altogether, we are are able to verify Theorem 2.11.
proof of Theorem 2.11. Apply Corollary 2.6 and therefore use Proposition 2.9 together with Lemma 3.15, Lemma 3.16 and Lemma 3.17. Then ergodicity with rate of convergence follows. The quantitative description of the rate in dependence of α, β ∈ (0, ∞) follows by a straightforward calculation. Indeed, one only has to use the concrete formulas for κ 1 and κ 2 from Corollary 2.6 and has to plug in the explicit expressions for c 1 , c 2 , c 3 , Λ m and Λ M that are calculated above. Then the constants A(Φ) and B(Φ) from the statement are given by
where the K i (Φ) ∈ [0, ∞) are the constants occurring in the Kato-bound from (3.30). The proof is finished.
Remark 3.18. We have seen that our abstract ergodicity method applies to the N -particle Langevin dynamics with singular potentials. generalized fiber lay-down dynamics) . Now we follow the definitions and notations for the generalized fiber lay-down dynamics introduced in Section 2.3 and we always let d ∈ N, d ≥ 2. We start recapitulating some properties concerning the fiber lay-down generator proven in [GS12] . Moreover, we sometimes recall calculations done in [GS12] for a better understanding. The following theorem is proven in [GS12] . 
On the predomain D the generator L associated to the fiber lay-down dynamics (see
Then the following properties are fulfilled. With these properties at hand we can now start proving ergodicity with rate of convergence of the fiber lay-down dynamics. Therefore, we need to verify first the necessary data conditions required for applying the abstract ergodicity method from Section 2.1; basically, the analytic dynamical system assumptions (A) therein are easily be implied (or are already shown) by the statements from Theorem 3.19 above. However, it is left to verify Assumption (S). Therefore, we construct probability laws P,P as required in (A)' and (S)' such that P is associated with the fiber lay-down semigroup (T t,2 ) t≥0 . The construction of the laws uses an abstract scheme from the theory of generalized Dirichlet forms. However, the arguments below for verifying these abstract conditions are standard. Detailed definitions are not needed in the sequel and are therefore not introduced in the proof below. However, we give precise references to the literature where definitions and details can be found. Thus the interested reader who is not familiar with the theory of generalized Dirichlet forms may skip the arguments in first reading.
proof of Proposition 2.13. In order to verify (A) and (S), we aim to apply Theorem 2.2 and verify Conditions (A)' and (S)' from Section 2.1. We first prove (A)'. Recall that
Adopting the notations from (A1)-(A3), the manifold M = R d × S plays the role of E, µ Φ plays the role of µ therein and we equip M with the Euclidean metric induced by R 2d . We remark that that we could also endow M with the metric induced by its Riemannian manifold structure.
However, it is well-known that in the latter case M again becomes a separable metric space whose topology coincides with the relative topology induced by R 2d . Hence we can infer that (C([0, ∞); M), F C ) with F C = σ{X t | t ≥ 0} does not depend on one of these metric structures our manifold M is endowed with.
By Theorem 3.19 we obtain that Conditions (A1), (A2) (and (A3)) are obviously satisfied. In the following, the closures 
Thus conservativity of (T t,2 ) t≥0 follows from Theorem 3.19 (iii) and invariance of µ Φ w.r.t.
This basically follows since (L, D) is a second order partial differential operator without zero order term. This together with the property that µ Φ is invariant for (L, D) implies that (T t,2 ) t≥0 is indeed sub-Markovian, see [Ebe99, Lem. 1.9]. The fact that the generator of the adjoint semigroup (T t,2 ) t≥0 extends (L, D) is obvious. Altogether, the conditions from (A)' are shown and one obtains the desired semigroup (T t,2 ) t≥0 . But before proving (S)' we need some more preliminary considerations that will be used at the end of the proof. Therefore, consider the mapping Let us further recall that associatedness of the special standard process M with (T t,2 ) t≥0 here means that for each t > 0 and each
is the transition kernel of M and E (x,ω) denotes expectation w.r.t. P (x,ω) . Now we follow the construction scheme [Con11, Rem 2.2.9]. First of all, one can always define the probability measure P := P µ Φ on (Ω, M) via
where measurability of the integrand is ensured by the defining properties of a special standard process M. Thus P ν ∈ Ω t → (x t (ν), ω t (ν)) ∈ M is continuous on [0, ∞) = 1. So, one can easily construct a M/F C -measurable mapping ι : Ω → C([0, ∞); M) by using that F C coincides with σ{(x t , ω t ) | t ≥ 0}; here and in the following the evaluation of paths at time t is also denoted by (x t , ω t ) instead of X t . The image measure of P under the mapping ι is denoted with the same symbol. Then P defines our desired probability law associated with (T t,2 ) t≥0 as required in (A)' where associatedness is now understood as in Section 2.1. Indeed, for all bounded nonnegative f 1 , . . . , f n : M → R, n ∈ N, and all 0 ≤ t 1 ≤ . . . ≤ t n < ∞ the Markov property implies
and the right hand side is a µ Φ -version of T t1,2 (f 1 T t2−t1,2 (f 2 · · · T tn−tn−1,2 f n ); for more details on this construction scheme we refer to [Con11, Rem. 2.2.9]. Finally, exactly the same arguments and construction scheme applies to (L, D(L)) (the closure of (L, D) in H). Hence there exists a probability lawP on C([0, ∞); M), F C ) which is associated with (S t ) t≥0 = (T t,2 ) t≥0 . In particular,P T is associated with (T t,2 ) t∈[0,T ] for each T ≥ 0. However, also P T • τ Summarizing, also Condition (S)' is verified and the claim follows by Theorem 2.2.
Remark 3.20. By Proposition 2.1 it follows that the coordinate process (x t , ω t ) t≥0 provides a martingale solution for the operator (L, D) under the previously constructed law P = P µ Φ . Furthermore, under P the process (x t , ω t ) t≥0 has initial distribution µ Φ and µ Φ as invariant measure and P is uniquely determined via associatedness with (T t,2 ) t≥0 . We mention that one can even prove pointwise statements. We do not need such pointwise statements in the sequel, however, we shall mention what else can be shown. Indeed, in the proof of Proposition 2.13 we constructed a diffusion process M = Ω, M, (M t ) t≥0 , (x t , ω t ) t≥0 , P (x,ω)∈M whose transition kernel coincides with the semigroup (T t,2 ) t≥0 µ Φ -a.e. on M. And moreover, M even solves the martingale problem for the operator (L, C 2 c (M)) under P (x,ω) for quasi-any starting point (x, ω) ∈ M. This can be shown as for the Langevin dynamics, see [CG08, Theo. 3, Cor. 1] and [CG10, Theo. 5] for details and notations. Following [CG08] , even the construction of a weak solution to the underlying stochastic differential equation (2.9) with the help of this functional analytic approach based on the theory of Dirichlet forms seems to be possible.
Summarizing, this remark show that we can connect the semigroup (T t,2 ) t≥0 on the Hilbert space L 2 (M, µ Φ ) with a diffusion process which solves (in a suitable sense) our underlying stochastic fiber lay-down equation. Hence all our analytic considerations are indeed natural and one sees once more the strength of the theory of Dirichlet forms. Now again only assume that Φ : R d → R satisfies Condition (C0) from Section 2.3. We define P : H → H in the fiber lay-down case as
Then P is really an orthogonal projection and the following statement holds. 
In other words, P is really the orthogonal projection onto N (S). Moreover, We further mention that the technical condition required in (2.1) is obviously satisfied since
This yields the formula
Hence for each such f we have Af ∈ D and (2.1) is fulfilled. Next, we verify first the algebraic relation required in (E4). Proof. As seen before, we have
Furthermore, recall the identity ∆ S ω = −(d − 1) ω by [GKMS12, Lem. 7.1]. Thus we can infer
Hence (E4) is fulfilled with the claimed value for c 3 .
Now we verify (E2) and (E3). Therefore, let first Φ be as in the preceding proposition recall the definition of G Φ and H Φ from the introduction. We further note that Conditions (C0)-(C3) for proving ergodicity of the fiber lay-down dynamics are similar to the conditions for proving ergodicity of the N -particle Langevin dynamics. This is simply due to the fact that both dynamics admit the same macroscopic evolution operator P A 2 P , see below. But first we need some formulas that are already computed in [GKMS12] and [GS12] . We recall that
Above f ∈ D and again f S := P f ∈ C ∞ c (R d ). By using the Gaussian integral formula this implies
So, by using the notations from Section 2.1 we have
Thus G indeed looks like the operator from the N -particle Langevin dynamics and consequently, (E2) and (E3) can similarly be verified in the upcoming proposition. But first note that (C1) implies that there exists constants K 1 (d, Φ), K 2 (d, Φ) ∈ [0, ∞) So, we are able to verify the ergodicity theorem with rate of convergence for the fiber lay-down dynamics.
Proof of Theorem 2.14. We aim to apply Theorem 2.6. Now the dynamical system assumptions are established in Proposition 2.13. Uniqueness of the constructed law P = P µ Φ associated with (T t,2 ) t≥0 follows from Remark 3.7. Condition (E1) is shown in Proposition 3.21, (E2) and (E3) are shown in Proposition 3.23 and (E4) is verified in Proposition 3.22. Consequently, Theorem 2.6 implies ergodicity with rate of convergence. The quantitative description of the constants occurring in the rate of convergence are obtained by a straightforward calculation. Indeed, one only needs plugging the constants Λ m , Λ M , c 1 , c 2 and c 3 from the previous statements into the concrete rate predicted by Theorem 2.6. Then A(Φ) and B(Φ) are calculated as Remark 3.24. Of course, as mentioned in [CG10] (regarding the two-dimensional version of the fiber lay-down dynamics), more general assumptions on Φ may be allowed for covering also singular potentials analogously to the ones assumed for the N -particle Langevin dynamics from Section 2.2. The construction scheme for the semigroup and the associated law then follows the scheme from [CG10] . However, we are not interested in such a generalization for singular potentials for the fiber lay-down process and therefore do not discuss further details on this generalization.
