The equation related to the p-Laplacian
Introduction and the main results
Consider an equation related to the p-Laplacian, 
where
, a ∈ C( ), and a(x) >  in . Yin and Wang classified the boundary into three parts: the nondegenerate boundary, the weakly degenerate boundary, and the strongly degenerate boundary, by means of a reasonable integral description. The boundary value condition should be supplemented definitely on the nondegenerate boundary and the weakly degenerate boundary although the equation is degenerate on this portion of the degenerate boundary. On the strongly degenerate boundary, they formulated a new approach to prescribe the boundary value condition rather than define the Fichera function as treating the linear case. Moreover, they formulated the boundary value condition on this strongly degenerate boundary in a much weaker sense since the regularity of the solution is much weaker near this boundary. Stated succinctly, instead of the usual boundary value condition (.), only the partial boundary condition
In our paper, we will study how the degeneracy of ρ α affects the well-posedness of the solutions of equation (.).
Definition . A function u(x, t) is said to be a weak solution of equation (.) with the initial value (.), if
and, for any function
The initial value is satisfied in the sense of that 
If u, v are two solutions of equation (.) with the initial values u
then the stability (.) is true.
Assume the following:
Let u, v be two solutions of equation (.) with the initial values u
 (x), v  (x), respectively, such that (.
) is true. Then the stability (.) is true.
Since the solution u lacks the regularity when α ≥ p -, we cannot define the trace of u on the boundary. How to construct a suitable test function to get the stability (.) is a full challenge. By Theorem ., the remaining important problem is that if p > , α ≥ p -, the same conclusion is true or not. Theorems . and . partially solve the problem. Certainly, the conditions of (.)-(.) in Theorem ., and the conditions (i)-(iii) in Theorem ., may be not the best. 
For any given positive integer n, let g n (s) be an odd function, and when s > ,
By the usual boundary condition (.),
By a process of limit, we can choose g n (u -v) as the test function in (.), then
Here, (.) is established by
according to the definition of g n (s), and by the following facts:
Since α < p -, and b i (u) is a Lipschitz function,
In (.), let n → ∞. If {x ∈ : |u -v| = } is a set with  measure, then
If the set {x ∈ : |u -v| = } has a positive measure, then
Therefore, in both cases, (.) goes to  as n → ∞. Now, let n → ∞ in (.). Then
It implies that u(x, t) -v(x, t) dx ≤ |u  -v  |dx, ∀t ∈ [, T).
Theorem . is proved. 3 The stability of the case α ≥ p -1
Remark . If b i (s) is a C
When α ≥ p -, let u be a weak solution of equation (.) with the initial value (.). Generally, we cannot define the trace of u on the boundary, how to prove the uniqueness of the solutions seems very difficult. Theorem . solves the problem when p ≥ , in the following, we give its proof.
Proof of Theorem
From the definition of the weak solution, we have 
Thus according to the definition of the mollified functions u ε and v ε , we have
By the Young inequality,
by the Lebesgue control convergence theorem,
The first term on the right hand side of (.),
The last term on the right hand side of (.), since, when
Here, we have used the fact that |∇d λ | =  is true almost everywhere. Now, since p ≥  and α ≥ p - imply that α -p ≥ , we have
Using the Hölder inequality
Then by the definition of the mollified function u ε , one has
By the Lebesgue control convergence theorem, we have
due to being appropriately smooth. By these two facts, we have
By the L'Hospital rule, we have
Thus, by the arbitrary of τ , we have
The proof is complete.
Proof of Theorems 1.5 and 1.6
Instead of the condition p ≥ , if we only assume that p > , then we also can obtain the uniqueness of the solutions in some cases. 
Proof of Theorems
For any give λ > , denoting Q Tλ = λ × (, T), we know that ∇u ∈ L p (Q Tλ ), ∇v ∈ L p (Q Tλ ).
Thus according to the definition of the mollified functions u ε and v ε , similarly, we have (.)-(.). The first term on the right hand side of (.),
