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Abstract For continental shelf regions, the long‐term trend in sea surface carbon dioxide (CO2) partial
pressure (pCO2) and rates of ocean acidification are not accurately known. Here, we investigate the
decadal trend of observed wintertime pCO2 as well as computed wintertime pH and aragonite saturation
state (Ωar) in the northern North Sea, using the first decade long monthly underway data from a voluntary
observing ship covering the period 2004–2015. We also evaluate how seawater CO2 chemistry, in response to
physical and biological processes, drives variations in the above parameters on seasonal and
interannual timescales.
In the northern North Sea, pCO2, pH, andΩar are subject to strong seasonal variations withmean wintertime
values of 375 ± 11 μatm, 8.17 ± 0.01, and 1.96 ± 0.05. Dissolved inorganic carbon is found to be the primary
driver of both seasonal and interannual changes while total alkalinity and sea surface temperature have
secondary effects that reduce the changes produced by dissolved inorganic carbon. Average interannual
variations during winter are around 3%, 0.1%, and 2% for pCO2, pH, and Ωar, respectively and slightly larger
in the eastern part of the study area (Skagerrak region) than in the western part (North Atlantic Water
region). Statistically significant long‐term trends were found only in the North Atlantic Water region with
mean annual rates of 2.39 ± 0.58 μatm/year,−0.0024 ± 0.001 year‐1, and−0.010 ± 0.003 year‐1 for pCO2, pH,
and Ωar, respectively. The drivers of the observed trends as well as reasons for the lack of statistically
significant trends in the Skagerrak region are discussed.
Plain Language Summary Temperate and high latitude marine shelf areas are generally net
sinks of atmospheric carbon dioxide (CO2), and they are experiencing ocean acidification. Decadal trends
in the magnitude of the sinks and acidification occurring in these regions are not accurately known mainly
due to limited time series and higher natural spatiotemporal variability compared to open oceans. Hence, an
important question is whether the surface seawater CO2 growth and acidification on the shelves can be
predicted from atmospheric CO2 increase as is the case for the open oceans? To contribute to the answer of
this question, we compiled the first decade‐long, monthly time series of surface seawater CO2 and
acidification parameters in the northern North Sea (2004–2015). Our analyses confirm that the area is a year‐
round CO2 sink and further demonstrate its strong seasonal and interannual variations. In the western parts
of the study area, we found wintertime trends that are statistically significant and similar to what is expected
from atmospheric CO2 increase and observed in the open ocean. In the eastern parts, seasonal and
interannual changes were somewhat stronger, but wintertime trends were weaker and not
statistically significant.
1. Introduction
The increase in the atmospheric carbon dioxide (CO2) concentration drives anthropogenic net ocean CO2
uptake and this leads to ocean acidification (OA, e.g., Royal Society, 2005). OA is currently receiving an
intensive research attention because of its negative effects on many marine organisms including decreased
survival, calcification, growth, development, and abundance (Kroeker et al., 2013).
The rates of OA vary between ocean regions. For the open ocean, where uptake of anthropogenic CO2 from
the atmosphere is the dominant driver, the OA rate over the last decades has been relatively well documen-
ted and understood (e.g., Bates et al., 2014). Observations from time series stations and volunteer observing
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resulting from OA. Specifically, long‐term negative trends of pH and aragonite saturation state (Ωar) have
been observed (e.g., Bates et al., 2014; Lauvset et al., 2015).
For coastal regions, observed rates of pH change differ from those expected from oceanic CO2 uptake alone,
as changes in other biogeochemical processes, related for example to changes in nutrient loading and eutro-
phication, are important as well (Burt et al., 2016; Cai et al., 2017; Clargo et al., 2015; Provoost et al., 2010;
Wootton et al., 2008). Moreover, the long‐term trend in atmosphere‐ocean pCO2 difference, the thermody-
namic force of the CO2 uptake from the atmosphere, is not accurately known for shelf regions. For instance,
Wang et al. (2017) reported that in Northern Hemisphere marginal seas, the rate of change of surface ocean
pCO2 on decadal time scales (1.9 ± 1.6 μatm/yearr) closely follows the rate of atmospheric pCO2 increase
(1.90 ± 0.06 μatm/year), that is, the atmosphere‐ocean difference is constant. Laruelle et al. (2018), on the
other hand, used global data spanning a period of up to 35 years and found a tendency of increased uptake,
that is, a seawater pCO2 growth rate that lagged that in the atmosphere, in 80% of the investigated shelf
regions for which a trend could be calculated. They also pointed out that trends appear highly variable both
within the same shelf and across different shelf systems.
The North Sea is one of the best‐studied shelf seas with respect to carbon cycle biogeochemistry (Bozec et al.,
2005, 2006; Omar et al., 2010; Thomas et al., 2004, 2005, 2007). In the seasonally stratified northern North
Sea, including the western Norwegian fjords, carbon is taken up by phytoplankton in the surface and
respired in the subsurface layer (Thomas et al., 2004). The area is undersaturated with respect to atmospheric
CO2 throughout the year, driving a flux of CO2 into the ocean (Omar et al., 2010; Omar et al., 2016). There are
also large seasonal variations, driven by biology and mixing, temperature changes, and air‐sea CO2
exchange. The hydrography and biogeochemical properties of the northern North Sea are mainly influenced
by two water inflows (e.g., Chierichi et al., 2017; Lee, 1980). In the eastern parts (east of 6°E), high input of
less saline water from the Baltic Sea and from the Norwegian coast occurs and the low salinity (S) Skagerrak
water (SW) flows northward along the Norwegian coast. In the western parts, the warm saline North Atlantic
Water (NAW) enters from the north‐west opening and extends as far south as about 55°N where during sum-
mer, it is overlain by a combination of fresher coastal water and/or SW. These regions will be henceforth
referred to as the Skagerrak and NAW regions, respectively.
Interannual variations are significant in the North Sea, and their magnitude appears to be dependent on
region and season, being generally enhanced in the southern North Sea and during summer/spring (Omar
et al., 2010). Salt et al. (2013) reported that the North Atlantic Oscillation index influences the CO2 system
in the North Sea by regulating the inflow of water from North Atlantic and Baltic. During positive North
Atlantic Oscillation index, higher rates of the above inflows lead to a limited mixing between the north and
south, and this leads to a steeper gradient in pH and pCO2 between south and north in the productive period.
The long‐term trends are poorly quantified due to lack of proper long‐term time series, but published low
resolution repeated measurements indicate that the increase in atmospheric pCO2 is driving a secular
increase in surface water pCO2 in the North Sea (Clargo et al., 2015; Omar et al., 2010; Thomas et al.,
2007). However, observation‐based OA estimates and studies considering decadal trends are still scarce.
Here, we investigate the decadal trend of wintertime pCO2 as well as pH and Ωar in the northern North Sea
for the period 2004–2015. We combine the underway data from a VOS with available multiyear, basin‐wide
station data from research cruises to facilitate a complete description of the seawater CO2 chemistry as was
described in Lauvset et al. (2015). We focus on analyses of pCO2, Ωar, and pH values and evaluate their spa-
tiotemporal variations and drivers. First, we present the mean distribution along the track of the VOS line to
understand the seasonal and spatial patterns. Then we divide the data into NAW and Skagerrak regions to
analyze interannual and long‐term changes and their drivers. The long‐term changes are determined during
the winter season when the influence of biological activity is minimal and the computed trends are com-
pared to those observed in the adjacent open ocean regions.
2. Material and Methods
2.1. Monthly Underway VOS Data
Underway measurements of sea surface pCO2 and temperature (SST) were obtained on the containership
M/V Nuka Arctica (henceforth Nuka; operated by Royal Arctic Line, www.ral.dk,nuka.uib.no). Nuka
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crosses the North Sea approximately every 3 weeks along a transect between 59.5–57.7°N heading southeast
until 7°E, and then continues eastward until 10°E, where it turns southward before entering the port of
Aalborg, Denmark (Figure 1). The measurement system was installed on Nuka in 2004. It was first installed
in the bow thruster room, but was relocated in early 2006 to the engine room close to the middle of the ship,
in order to reduce the amount of air bubbles in the seawater stream. The pCO2 measurements on Nuka were
first presented in Olsen et al. (2008) and are conducted using an instrument based on the design and recom-
mendations of Pierrot et al. (2009). Briefly, the instrument uses a nondispersive infrared CO2/H2O gas ana-
lyzer (LI‐COR 6262) to determine the CO2 concentration in headspace air in equilibrium with a continuous
stream of seawater. Headspace analyses are carried out every minute, and the instrument is calibrated
roughly every 6 hr with three reference gasses, which are traceable to reference standards provided by
National Oceanic and Atmospheric Administration/Earth System Research Laboratory. The LI‐COR is cali-
brated approximately three times per day using N2 (CO2 = 0) and the standard gas with the highest CO2 con-
centration. Data acquired between 57°N–61°N and 1.0°W–10.4°E are used for the analyses in this
contribution. They were extracted from the SOCATv6 database (Bakker et al., 2014). The accuracy of the
pCO2 instrument on Nuka is approximately ±2 μatm.
Sea surface S (SSS) data are measured on Nuka using a SBE‐21 Seacat thermosalinograph. The data are cali-
brated following Alory et al. (2015), excluding data that are indicative of insufficient water flow rates. The
remaining data are corrected based on in situ water samples, collected across the Atlantic and analyzed at
the Grønland Naturinstitut, Nuuk, Greenland, and occasional close‐by Argo data with quality flags “good.”
Corrections are typically in the range of 0 to 0.6 psu.
2.2. Cruise Data
We supplemented the VOS data with station data acquired during four scientific cruises in the study area in
the period 2005–2015. Three of these were late summer cruises conducted in the North Sea on R/V Pelagia on
(17 August 2005–5 September 2005; 21 August 2008–7 September 2008; 1–25 September 2011). These data
have been described in detail by Thomas et al. (2007), Bozec et al. (2005), Thomas et al. (2004), and
Thomas (2002). Briefly, the Pelagia cruises covered the North Sea during all four seasons and obtained
Figure 1. Map of the northern North Sea showing the tracks of the containership Nuka Arctica (red dots) overlaid by
tracks for which satellite derived net primary productivity has been collocated with the ship measurements (gray dots).
Also shown are stations covered during the cruises aboard R/V Pelagia (blue circles: 2005, 2008, and 2011) and R/V GO
Sars (blue filled circles: 2015). The region enclosed by the dashed rectangle is referred to as the North AtlanticWater region
whereas the region enclosed by the polygon is referred to as the Skagerrak region in the main text.
10.1029/2018JG004992Journal of Geophysical Research: Biogeosciences
OMAR ET AL. 3090
station data with a sampling resolution of approximately 1° by 1°. During each cruise, water column profile
data for (but not limited to) dissolved inorganic carbon (DIC), total alkalinity (TA), S, and temperature were
obtained. DIC and TA have been determined using the coulometric method according to Johnson et al.
(1993) and a Gran potentiometric open cell titration, respectively. Uncertainty was 1–2 μmol/kg (≈0.8‰)
for DIC and 2–3 μmol/kg (≈1‰) for TA. The 2005 and 2008 cruise data have been released as part of the
GLODAPv2 data synthesis (Olsen et al., 2016). Similar water column carbonate measurements were also car-
ried out in April 2015 on R/V GO Sars (Fröb et al., 2019). The 2015 cruise covered an east‐west section per-
pendicular to the Norwegian west coast (59.3°N, 3–4°E; Figure 1, blue filled circles) and the data are
available at https://cchdo.ucsd.edu/cruise/58GS20150410.
2.3. Satellite Derived Productivity Data
Monthly values for net primary production (NPP), based on the standard Vertical General Production Model
which uses MODIS surface chlorophyll, SST, and photosynthetically active radiation (Behrenfeld &
Falkowski, 1997) have been downloaded from the Oregon State University Ocean Productivity website.
Negative values have been filtered out, and a subset of the data has been colocated with the data from
Nuka (Figure 1).
2.4. Complete Description of the Seawater CO2 System
To obtain a complete description of the seawater CO2 system from the underway SST and pCO2 data col-
lected on Nuka, we used the frequently applied empirical approach that has been described in the literature
(Lauvset et al., 2015; Nondal et al., 2009; Omar et al., 2010; Takahashi et al., 2014). The approach takes
advantage of the strong correlation between TA and S in the ocean, which can be described with an empirical
linear relationship of the form TA = a × S + b. Here, we used the cruise data sets to identify separate TA‐S
relationships, one from each cruise data set. The available cruise data were not sufficient to study seasonal
changes in TA‐S regressions in detail but was suitable to assess the interannual variability. Therefore, we
derive separate TA‐S relationships in order to be able to assess any interannual variations in the coefficients
for the regressions and their significance for the computations (section 3.1). Furthermore, we have chosen to
use full depth profile data (not only surface data) for the regressions because the North Sea is well mixed dur-
ing winter (e.g., Thomas et al., 2004). Therefore we assume that data from deepest parts of the water column
are representatives for winter conditions. The robustness of this assumption is tested during the validation of
the TA‐S regression (below). Moreover, the regression coefficients from the 2005 cruise were applied to the
underway S data to compute TA values for 2004, 2005, and 2006; the coefficients from the 2008 cruise were
used for computing TA values in 2007, 2008, and 2009; the coefficients from the 2011 cruise were used for TA
values in 2010, 2011, and 2012; and finally, the coefficients from the 2015 cruise were used for TA values in
2013, 2014, and 2015.
The seawater CO2 chemistry was fully described with the measured pCO2 and the TA derived from S, using
the dissociation constants of Millero et al. (2006) as implemented in CO2SYS (Lewis & Wallace, 1998; van
Heuven et al., 2011). This choice of constants follows the recommendation of Salt et al. (2015), who investi-
gated the internal consistency of the North Sea carbonate system. The KSO4 dissociation constant of Dickson
(1990) has been used and nutrient concentrations were set to zero during the above calculations. pH was
determined on the total scale.
The TA‐S relationship and the pH, DIC, and Ωar values estimated from calculated TA and pCO2, were
validated using TA measurements and pH and Ωar values computed from TA and DIC as measured on RV
Pelagia cruises in November 2001 and February 2002, which has been described in Thomas et al. (2004).
The 2001–2002 cruise data have not been used for deriving the TA‐S relationships and so are fully indepen-
dent. Furthermore, these winter data gave us a perfect opportunity to test the assumption that our TA‐S
relationship is valid for winter data since our regression coefficients were identified using profile data includ-
ing subsurface samples with concentrations that resemble wintertime concentrations at the surface
(2,214–2,339 μmol/kg). Thus, for the validation purpose, we disregarded the effect of interannual changes
in the TA‐S relationships (section 3.1) which is minimal during winter, and we used the mean values of
the regression coefficients. The residuals (measured/computed‐predicted) for TA, pH, DIC, and Ωar are
shown in Figure S1 in the supporting information, and mean differences were −12.5 ± 9.3 μmol/kg for
TA, −0.002 ± 0.002 for pH, −11 ± 8 μmol/kg for DIC, and −0.02 ± 0.02 for Ωar. Slightly higher residuals
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for midrange TA in the 2001 data (and corresponding increased resi-
duals in lowest DIC and highest pH and Ωar values) were observed
and probably were due to the aforementioned interannual variations
in the TA‐S relationship. By combining the maximum mean differ-
ence obtained from above residuals and typical uncertainties in pH
values calculated from DIC‐TA pairs (e.g., Omar et al., 2016), we esti-
mated the total error associated with our computed pH and Ωar
values to be ±0.01 and ±0.1, respectively. For TA and DIC, we will
use a total error of ±16 μmol/kg and ±19 μmol/kg which we obtained
by combining the mean offsets (13 and 11 μmol/kg) and the random
errors (±9.3 and ±8 μmol/kg), respectively.
3. Results and Discussion
3.1. Identified Empirical Relationships
The relationships between TA and S obtained from the cruise data from 2005, 2008, 2011, and 2015 are pre-
sented in Table 1. Statistically significant (R2 > 0.9 and p < 0.001) positive linear relationships were found
with maximum root mean square error values that were within 3 times the state‐of‐the‐art measurement
uncertainty (2–3 μmol/kg, Dickson, 2010). The slopes and intercepts of the regression equations (y = ax + b)
varied between the different years with mean and standard deviation values of a = 25.9 ± 1.4 μmol/kg and
b= 1,414 ± 50 μmol/kg, respectively. The high intercept values indicate the presence of substantial inorganic
carbon in the freshwater component (e.g., Olsson & Anderson, 1997) and are in agreement with earlier
results from the area. Omar et al. (2010) reported an intercept of 1,817 ± 48 μmol/kg based on data from
2001 and 2002. Salt et al. (2013) investigated the effect of variable mixing between North Sea and SW by using
data obtained in 2001, 2005, and 2008, and considering samples containing >3% of Baltic water mass frac-
tion. They reported slopes and intercepts ranging between 20–27 μmol/kg and 1,390–1,590 μmol/kg, respec-
tively, and argued that the interannual variability in the slopes and intercepts largely reflects changes in the
water mass fractions rather than changes in the end‐member concentrations. Despite the significant differ-
ences in the regression coefficients (Table 1), TA values predicted by the four regression equations were in
agreement with each other to within total uncertainty of ±16 μmol/kg. Thus, sensitivity analyses showed
that all the results presented in the subsequent sections could also be obtained by using the mean values
of the coefficients. This means that the identified variability in the coefficients is not significant enough to
impact our main findings.
3.2. Seasonal and Spatial Patterns Along the Ship Track
Clear seasonal variations are observed in all variables; SST, NPP, pH, andΩar all increase fromwinter to sum-
mer, while SSS and pCO2 decrease (Figure 2). The patterns and magnitudes of the seasonal variations are
similar to those reported earlier for the area (e.g., Omar et al., 2010; Salt et al., 2015; Thomas et al., 2005).
The seasonal change in SST exceeds 10 °C, with coldest SST in February and March and warmest SST in
August (Figure 2a). Furthermore, during winter and early spring, SST decreases eastward, but from late
spring through fall the spatial SST gradient reverses as a result of decreased mixed layer throughout the study
area combinedwith solar radiation input that increases eastward in the northern North Sea (Otto et al., 1990).
The spatial variations of SSS show the main water masses in the study area: the saline NAW (SSS > = 35) is
usually encountered in the western part of the transect (west of 5°E; i.e., in the NAW region; Figure 2b) and
the fresher SW in the east (east of 6°E; i.e., in the Skagerrak region). Seasonal variations are stronger in the
Skagerrak region, being fresher (SSS < 31) during summer (July) and more saline (SSS > 33) during winter
(January). In the NAW region, SSS values of 34 appear between May and August.
pCO2 is highest (360–400 μatm) during late fall (November) and early winter (December–January) and low-
est (<280 μatm) during spring (March–May; Figure 2c). Furthermore, the low values during spring appear
first in the eastern side of the study area and propagate westward while the increase of pCO2 toward maxi-
mum winter values propagates eastward, except in the area east of 9°E, where pCO2 values >300 μatm
appear already in July. The high wintertime pCO2 values stayed around the concurrent atmospheric pCO2
values obtained at Mace Head, Ireland, (Bousquet et al., 1996) throughout the study period (Figure S2).
Table 1







(μmol/kg) R2 p #n
RMSE
(μmol/kg)
Aug–Sep 2005 25.1 ± 0.4 1,438 ± 13 0.92 <0.005 392 7
Aug–Sep 2008 25.4 ± 0.4 1,432 ± 14 0.91 <0.005 379 8.9
Sep 2011 24.9 ± 0.4 1,447 ± 12 0.92 <0.005 425 7
May 2015 28.0 ± 0.8 1,339 ± 29 0.98 <0.005 30 3
Note. RMSE = root mean square error; S = salinity; TA = total alkalinity.
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This confirms that the area is a year‐round sink for atmospheric CO2 (Omar et al., 2010). The decrease during
spring is due to biological carbon uptake by the spring phytoplankton bloom (Frankignoulle & Borges, 2001;
Thomas et al., 2004). During the rest of the year, thermodynamic, remineralization, and mixing processes
mainly control pCO2 (these controls are quantified below).
The satellite derived NPP is high (>1,000 mg C·m−2·day−1) between April and October with the most intense
and longest bloom periods occurring in areas close to land (Figure 2d), that is, south of Norway (Figure 1). For
instance, in the Skagerrak region, NPP > =2,000 mg C·m−2·day−1 between April and October whereas
further offshore, in the central northern North Sea, NPP reaches >1,000 mg C·m−2·day−1 only in
April–August. Furthermore, significant NPP occurs in the Skagerrak region even as early as March. If inte-
grated over the whole year, the typically annual NPP values are around 200 g C/m2 for the NAW region
and 500 g C/m2 for the Skagerrak region. However, for both regions, the estimated values are probably highly
overestimated since the VGPMmodel has been shown to overestimateNPP in theNorth Atlantic by 100% due
to high sensitivity to variations in temperature (e.g., Tilstone et al., 2015). In fact, model results of Moll (1997)
reported annual NPP values of 100–125 g C·m2·year−1 and 125–200 g C·m2·year−1 in the NAWand Skagerrak
regions, respectively (his Figure 3) which are about 100% lower than the above estimated annual NPP values.
The spatial and seasonal patterns of the estimated pH are opposite to those observed in pCO2, reflecting the
close inverse relationship between these two variables. pH is lowest (8.05–8.08) during late fall and winter
and highest (>8.15) during spring (Figure 2e).
The mean distribution ofΩar also shows a significant seasonal variation (Figure 2f). A notable feature is that
the maximumΩar (>2.5) occurs 1–2 months after the maximum pH and minimum pCO2 (compare Figure 2
Figure 2. (a) SST, (b) SSS, (c) pCO2, (d) satellite derived NPP, (e) computed pH, (f) computed Ωar, as a function of long-
itude and month of the year. All data from 2004–2014 have been condensed into one virtual year and bin‐averaged into 0.2
longitudes to resolve the spatial and seasonal variations. NPP = net primary production; SSS = sea surface salinity;
SST = sea surface temperature.
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c, 2e, and 2f). This despite the fact that the seasonal changes in all these variables (pCO2, pH, and Ωar) are
produced by the interplay of the phytoplankton spring bloom, summer warming/winter cooling, and
freshwater input. The temperature sensitivity of Ωar is smaller compared to that for pH and pCO2, and Ωar
reaches its minimum values (≈1.5) during winter (January–March) when both pH and SST are low.
The Skagerrak region is characterized by stronger seasonal variations with much stronger spring‐summer
warming and freshening and higher NPP than the NAW region. The stronger seasonality in SST and SSS also
contributes to stronger seasonality in Ωar in the Skagerrak region while for pCO2 and pH, the seasonality is
comparatively uniform across the longitudinal transect.
The controls on the seasonal pCO2 variability in the study area were investigated previously by Omar et al.
(2010) using a method that quantifies the effect of driving processes (Olsen et al., 2008). They showed that
pCO2 in the northern North Sea is controlled by (in a decreasing order) mixing and biology, changes in
SST, and air‐sea CO2 exchange. Here, we use a different decomposition method that quantifies the effect
of driving variables (DIC, TA, SST, and SSS) on the monthly changes of observed pCO2 and computed pH
andΩar to gain more insight into the parameters governing the seasonal variations and their relative impor-
tance. Further, since the controls of pCO2 and pH are identical (below), in the following, we will only discuss
decomposition results for pH and Ωar. Furthermore, in order to accommodate for the observed different
water masses and seasonality (section 3.1), we analyze results for the NAW and Skagerrak regions separately.
For pH, we used the decomposition method described in Lauvset et al. (2015) to quantify the importance of
different drivers. This method first estimates the monthly pCO2 changes expected from changes in SST, SSS,
DIC, and TA as well as their sum. It then converts the pCO2 changes to pH. The results are shown in
Figure 3. Monthly pH changes (ΔpH) as observed (a, f) and expected due to sum of all derivers (b, g), SST changes (c, h),
DIC changes (d, i), and by TA changes (e, j) in the North Atlantic Water region (left) and Skagerrak region (right).
SST = sea surface temperature; DIC = dissolved inorganic carbon; TA = total alkalinity.
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Figures 3a–3j (SSS had a negligible effect on the seasonal pH variations and is therefore not shown). For the
NAW region, DIC is the most important driver followed by SST and TA (Figures 3c–3e). The seasonal varia-
bility in DIC causes pH to increase during the first half of the year and to decrease during the second half of
the year, whereas the SST effect primarily opposes that of DIC, that is, it causes pH to decrease during
February–July and to increase during August–January. The influence of DIC during spring and fall out-
weighs the effect of SST, and pH increases due to decreasing SST in December–February and due to decreas-
ing DIC in March–April. The increased importance of TA during spring and fall is evident from Figures 3e
and 3j. During spring, larger TA decrease is produced by increased freshwater input from the Baltic and
Scandinavian rivers. During fall, larger TA increase is produced by S increase (due to the erosion of themixed
layer). Both these effects are more pronounced in the Skagerrak where changes of freshwater input are big-
gest. The effects of SST and TA combined are nearly equal to but opposite to that of DIC (Figures 3c–3e). As a
result, the sum of all computed effects is small (<0.05 pH units). Note also that the decomposition model is
able to account for the observed seasonal changes, that is, the sum of the computed effects compares well
with the observed amplitudes (Figure 3a).
The seasonal dynamics and controls on pH in the Skagerrak region are similar to those in the NAW region
(described above), but the effect of SST, DIC, and TA on the monthly pH changes are enhanced in the
Skagerrak region (Figures 3h–3j). This especially holds for TA, which has an up to five times stronger influ-
ence on pH in the Skagerrak region compared to the NAW region. Note also that the TA control is larger than
that of SST during spring and fall seasons. Again, the effects of SST and TA combined are nearly equal to, but
opposite to, that of DIC (Figures 3h–3j), and the sum of all effects is small (<0.06 pH units).
It must be noted that above quantified drivers of pCO2 and pH also indicate the importance of different pro-
cesses throughout the year. For instance, the strong DIC and SST controls during spring/summer confirm
that photosynthesis, which takes up carbon from the surface water, is the dominant process followed by
the effect of spring/summer warming, which has direct increasing/decreasing effect on pCO2/pH, respec-
tively. During fall, on the other hand, DIC and SST are dominant controls because upward mixing of colder
CO2‐rich deeper water (e.g., Thomas et al., 2005) increases DIC while falling temperatures have direct
decreasing/increasing effect on pCO2/pH.
We decomposed the seasonal changes of Ωar according to:
dΩar=dt ¼ dΩardSST SSTslope þ
dΩar
dSSS




where dΩar/dDIC and dΩ ar/dTA have been determined from the analytical expressions given by Egleston
et al. (2010, see their Table 1), and dΩar/dSST and dΩar/dSSS have been estimated for the present data using
the CO2SYS program (Lewis & Wallace, 1998). During these estimations, DIC and TA were held at their
mean values, and either SST or SSS was varied between −2 and 25 °C or 30 and 36 °C, respectively. The
values obtained from equation (1) are shown on Figure 4. The seasonal changes in DIC and TA are the most
important drivers for changes inΩar whereas the effects of variations of SST and SSS (not shown) on Ωar are
negligible. This is in agreement with Omar et al. (2016), who analyzed data from the southwestern
Norwegian coast using a different method and concluded that seasonal changes in DIC and TA are the most
important drivers for changes inΩar, and variations of SST and SSS are less relevant. Again, we note that the
TA influence is enhanced in the Skagerrak region compared to the NAW region. We also note that the TA
control outweighs that of DIC in July in the Skagerrak region (to be explained shortly). In both regions,
Ωar increases between February and July primarily due to decreasing DIC driven by biological activity, while
it decreases between September and December primarily due to increasing DIC driven by vertical mixing and
respiration of organic matter. TA tends to have a decreasing effect on Ωar in the first half of the year due to
decreasing TA that result from freshwater input throughout later winter (March) and midsummer (July).
During the rest of the year, TA increases due to increasing SSS, and this has an increasing effect on Ωar.
This also demonstrates how S variations indirectly impact Ωar through TA and DIC both of which directly
covary with SSS. The effect of this indirect SSS control (through TA and DIC) on Ωar partially cancels out
because DIC and TA have opposing effects on Ωar. Firstly, the sensitivity of Ωar to DIC and TA changes
are opposite and nearly equal (i.e., dΩar/dDIC and dΩar/dTA in equiation (1) have equal magnitudes and
opposite signs). Secondly, for any given change in SSS, the resulting TA change is about 30% larger than
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the corresponding DIC change so that a net impact on Ωar would be expected. However, monthly DIC
changes result from several processes and are almost always larger than TA changes. Hence, the indirect
net effect from SSS changes (through TA) is outweighed by larger DIC influence from processes other
than SSS changes (compare Figures 4d and 4e and 4i and 4j). An exception is in July when both DIC and
TA increase, but disproportionally; TA increases due to increasing S, but DIC does not keep up probably
due to biological uptake neutralizing the effect of increasing SSS (Figure S4). Hence, Ωar increases due to
increasing TA in July. This is particularly clear for the Skagerrak region (Figures 4i and 4j). In short, DIC
is the primary driver of the seasonal changes in Ωar, but TA changes have secondary effects that reduce
the amplitude of the seasonal Ωar changes produced by DIC changes except in July when TA exerts the
strongest control on Ωar (see Figure 4 and Figure S4).
3.3. Interannual Variations, Trends, and Controls
The interannual variations were determined as percentage standard deviations associated with eachmonthly
mean over the study period; 2004–2015 for the NAW region and 2004–2012 for the Skagerrak. The reason for
the different lengths is due to the fact that TA measurements of the cruise in 2015 were available only for the
NAW region. Thus, for the Skagerrak region, complete CO2‐system parameters could not be computed from
the underway data for the years 2013–2015. The possible effect of these different time series lengths on the
computed trends is discussed at the end of the section. The monthly means were deseasonalized by subtract-
ing the long‐term mean of the respective month (e.g., Tjiputra et al., 2014) before the computation of the
standard deviations. The computed interannual variations are generally between 3–15% for pCO2 and Ωar
and less than 10% for all other parameters (Figure 5) with the exception of late winter/spring SSTs in the
Figure 4. As in Figure 3 but for monthly Ωar changes. Note different scales in y axis. SST = sea surface temperature;
DIC = dissolved inorganic carbon; TA = total alkalinity.
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Skagerrak, which show higher interannual variations of 15–35%. Generally, the Skagerrak region shows
higher interannual variations except during spring when pCO2, pH, and Ωar variations are 1.5–3 times
larger in the NAW region. The lowest relative interannual changes are observed for pH (0.3–0.4%) and SSS
(<5%) in the NAW region. Interannual SSS changes in the Skagerrak region (2–10%) are much larger than
those for the NAW region. For all variables (except SST in the Skagerrak), interannual variability is lowest
during winter and fall and highest during spring, a finding that is in good agreement with the results of
Omar et al. (2010). Winter time pCO2 interannual changes were around 3% both in the NAW and
Skagerrak regions, and the decomposition analyses we have performed (not shown) revealed that the
interannual changes in pCO2, pH, and Ωar have the same drivers (in parameter and magnitude) as the
seasonal changes. This means that interannual variations are primarily driven by DIC changes
counteracted by the combined effects of TA and SST changes, while SSS has the least importance.
Furthermore, interannual changes are highest during spring (April and May) mainly due to enhanced
DIC and TA changes that are slightly phase shifted to each other, that is, counteracting each other to a
smaller degree compared to the winter situation.
For the determination of the trends, we used winter (December–February) data for the NAW region and
(December–January) data for the Skagerrak region. We choose not to include March (and February for
the Skagerrak) because significant primary production takes place in these months, especially in the
Skagerrak region (Figure 2d). The computed trends superimposed on the long‐term wintertime mean values
(2003–2015 for the NAW region and 2003–2012 for the Skagerrak region) are shown in Figure 6. The super-
position of the long‐term mean values was convenient in order to give an idea about the temporal develop-
ment of mean values in the study area. Also, note that data for winter 2003 were actually acquired in
January/February 2004, that is, winter 2003 means winter 2003/2004 and so on.
Statistically significant long‐term trends, that is, with p < 0.05 are evident in the NAW region for pCO2, pH,
andΩar (Figures 6a–6c and Table 2). The observed trends of increasing pCO2 and decreasing pH andΩar are
consistent with the effects of anthropogenic CO2 uptake by the surface ocean leading to OA. The trends are
also within the range of the global atmospheric pCO2 growth rate (2.0 μatm/year), and the OA expected from
it (0.0018 ± 0.0002 pH unit per year (e.g., Lauvset et al., 2015), considering the uncertainties. Furthermore,
decomposing the drivers of the observed trends indicates that the decreasing pH trend in the NAWoriginates
almost entirely from increasing DIC while SSS has negligible influence (Figures 7a and 7b). TA and SST do
have significant effects in driving the pH trend, but these effects are much smaller than that of DIC
(Figures 7a and 7b). The same drivers control the pCO2 growth rate with impact strengths equal to those
shown for pH but with opposite sign. Similarly, the decomposition of the Ωar trends shows that DIC and
TA are the most important drivers and the effect of TA is much smaller than that of DIC (Figures 7c and
7d). It must be emphasized that the sensitivity of Ωar to changes in SST, SSS, DIC, and TA, that is, the coeffi-
cients of equation (1) is of the same magnitude, but the trend in Ωar driven by DIC dominates, because the
Figure 5. Interannual changes (standard deviations relative to the long‐term monthly averages) in SST, SSS, pCO2, pH,
and Ωar as a function of month of the year. Also shown are the number of monthly averages available in each month
for all the above variables in the observation period (2004–2015 for North Atlantic Water region and 2004–2012 for the
Skagerrak region). SSS = sea surface salinity; SST = sea surface temperature
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trend in DIC (1.2 ± 0.3 μmol/kg/year) is numerically up to an order of magnitude larger than those in SST,
SSS, and TA (Table 2).
The pCO2 trend in the NAW region is in general agreement with that reported for the adjacent subpolar
North Atlantic where Lauvset and Gruber (2014) reported a seawater CO2 fugacity (fCO2) and pH trends
of 2.0 ± 0.38 μatm/year and −0.0022 ± 0.0004 pH units per year, respectively, for the period 1981–2007.
Newer wintertime fCO2 data collected from the subpolar North Atlantic aboard Nuka in 2004–2016 show
fCO2 growth rates that increase from the Irminger Sea in the west (1.96 ± 0.27 μatm/year) to the Faeroe
Bank Channel in the east (2.27 ± 0.14 μatm/year), mainly driven by DIC (Fröb et al., 2018). Thus, the com-
puted wintertime pCO2 trend in the NAW region is similar to that observed in the adjacent open ocean. It
should be noted, however, that the summer trend (or annual mean trend) in the NAW region may be differ-
ent from the value determined in this study.
Laruelle et al. (2018) summarized two main mechanisms which have been described in the literature to
explain the evolution of the continental shelf CO2 sink. One mechanism relies on the timescales of air–water
and shelf–open ocean exchanges of CO2, the other on the stimulation of the biological pump. According to
the former mechanism, if shelf–open ocean exchanges of CO2 are unable to keep up with the increasing air–
sea flux of anthropogenic CO2, CO2 may accumulate in shelf waters so that seawater pCO2 increase follows
the atmosphere due to this bottleneck in offshore transport. In that respect, the fact that the pCO2 trend in
Figure 6. Long‐term trends in winter‐time pCO2 (a and d), pH (b and e), andΩar (c and e) superimposed on the long‐term
wintermean values as a function of time (years). For the computation of the trendsmonthlymeans were deseasonalized by
subtracting the long‐term mean of the respective months (see section 3.3 of the main text). Also shown are the best fit
(solid) and 95% confidence lines (dotted). Note the different ranges in both axes. NAW = North Atlantic Water.
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the NAW region closely tracks the atmosphere indicates that the accumulation of anthropogenic CO2 in this
region occurs faster than it is being transported to the open ocean.
In the Skagerrak region, the long‐term trends are weaker (Table 2, second part) and statistically insignificant
(R2 < 0.2 and p > 0.3). Therefore, it is fair to report that the Skagerrak region does not show any clear trends
in wintertime pCO2 and OA variables during the period 2004–2012. Nevertheless, the decomposition shows
that TA and DIC are the major drivers of the annual changes, and they have opposite and equal effects on pH
(Figure 7b). Furthermore, SSS and SST have decreasing effects on pH, but these are much smaller effects
compared to the controls of TA and DIC (Figure 7b). We also note that the magnitudes of drivers are larger
in the Skagerrak compared to the NAW region. This is especially true for SSS and TA drivers which are six
and nine times stronger than those in NAW. In short, SSS and TA increases counteract the effect of DIC
increase, and the overall trends are weaker in the Skagerrak compared to the NAW region.
The reason for the absence of statistically significant trends in the Skagerrak region is not the main subject of
this study and will not be treated comprehensively. However, few plausible explanations are discussed in the
following. First, we analyzed shorter time series for the Skagerrak region since we focused on the computed
OA parameters that were available only until 2012 (cruise TA data were available only until 2011 for this
region, see Figure 1). However, this is not the sole reason for absence of significant trends in the
Skagerrak region because the NAW region presents more clear trends even if time series of equal lengths
are analyzed for the two regions. For instance, if the time series of the NAW region is shortened to 8 years,
the resulting trends would still have p‐values ranging from 0.03 to 0.09 which are much lower than those for
the Skagerrak region (Table 2). On the other hand, including all wintertime pCO2 data measured in the
Skagerrak region between 2004 and 2015 result in a pCO2 trend that is statistically insignificant (R
2 < 0.3
and p = 0.07) and highly uncertain (2.4 ± 1.2 μatm/year).
Second, both DIC and TA in the Skagerrak region showed increasing trends (although the TA trend was not
statistically significant, p = 0.68), but the effect of the increasing DIC on pCO2 growth and OA parameters
has been effectively counteracted by the effect of increasing TA (Figure 7b). Thus it seems that the oceanic
pCO2 growth and OA trend expected in this region due to the increased atmospheric CO2 are counteracted
by TA increase. In fact, Wesslander et al. (2010) reported that TA in both Kattegat and the central Baltic Sea
has increased over the 1993–2009 period probably due to internal change in the Baltic Sea circulation. It is
therefore conceivable that increased TA in the Baltic outflow has affected the Skagerrak region as well. As
mentioned above, the current TA data obtained between 2005 and 2012 also indicate an increasing trend
Table 2
Computed Trends in Wintertime SST, SSS, pCO2, pH, and Ωar in 2004–2015 for the North Atlantic Water and for
the Skagerrak Regions of the North Sea
Region Parameter (unit) Trend Standard error (±) R2 p #Obs.
North Atlantic Water SST (°C/year) −0.004 0.040 <0.1 0.92 11
SSS (year−1) 0.007 0.011 <0.1 0.57 11
pCO2 (μatm/
year−1)
2.39 0.58 0.66 <0.01 11
pH (year−1) −0.0024 0.001 0.70 <0.01 11
Ωar (year
−1) −0.010 0.003 0.59 <0.01 11
DIC (μmol·kg−1·year−1) 1.2 0.3 0.59 <0.01 11
TA (μmol·kg−1·year−1) 0.1 0.3 <0.1 0.68 11
Skagerrak SST (°C/year) −0.026 0.153 <0.1 0.87 9
SSS (year−1) 0.037 0.099 <0.1 0.72 9
pCO2 (μatm/year
−1) 1.2122 1.5440 <0.1 0.46 9
pH (year−1) −0.0014 0.0014 0.1 0.34 9
Ωar (year
−1) −0.0025 0.0088 <0.1 0.79 9
DIC (μmol·kg−1·year−1) 1.3 1.6 <0.1 0.44 9
TA (μmol·kg−1·year−1) 1.0 2.4 <0.1 0.68 9
Note. The trends are computed from December–February data for the North Atlantic Water region and from
December–January data for the Skagerrak (see section 3.3 of the main text). DIC = dissolved inorganic carbon;
pCO2 = carbon dioxide partial pressure; SSS = sea surface salinity; SST = sea surface temperature; TA = total alkalinity;
Ωar = aragonite saturation state.
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in the Skagerrak region. However, this TA trend must be interpreted with care because it is not statistically
significant, and the TA data have been estimated from S. This highlights the necessity of a measured TA time
series in the area.
A third possible explanation is that the maximal pCO2 (and lowest pH) values are controlled by different pro-
cesses in the two regions. In the NAW region, the highest pCO2 values are controlled by upward mixing of
CO2‐rich deep water and uptake of atmospheric CO2. This brings the wintertime surface seawater to near
equilibration with the atmospheric CO2 level (e.g., Omar et al., 2010; Thomas et al., 2005). The December–
January disequilibrium (seawater pCO2–atmospheric pCO2) in the NAW region ranged between 2 and
−27 μatm with a mean value of −12 ± 8 μatm. In the Skagerrak region, on the other hand, the average
December–January pCO2 disequilibriumwas larger (−21 ± 8 μatm) compared to the NAW, ranging between
−6 and −35 μatm. The larger disequilibrium in the Skagerrak region was specially enhanced in 2004 and
2007–2009 (Figure S3) when winter pCO2 values were on average 27 μatm lower than atmospheric pCO2.
This indicates that wintertime pCO2 in the Skagerrak region is probably governed by the combination of bio-
logical activity, sediment water interaction, and mixing (both lateral and vertical). In other words, our
assumption that “the influence of biological activity is negligible” during wintertime is probably not fully
met in the Skagerrak region. In particular, two ways biological activity in wintertime can conceal trends
are either by introducing elevated interannual variability or by including trends that counteract the effect
of Cant. The latter is more plausible since wintertime interannual variability is only slightly higher in the
Skagerrak compared to the NAW region (Figure 5). One particular mechanism, which involves all the afore-
mentioned processes and which has been reported for the southern North Sea (Burt et al., 2016) is the deni-
trification of the allochthonous nitrate in near‐coastal regions, which creates an increase in the standing
stock of TA, strongly buffering the effect of OA (e.g., Borges & Gypens, 2010). However, denitrification is
not a particularly dominant process of organic matter degradation in the Skagerrak area (Rysgaard
et al., 2001).
In any case, a more complete understanding of the absence of statistically significant trends in the Skagerrak
region is important since it is a prerequisite for predicting the future development of CO2 sink and OA in the
area. A first step toward this goal is to investigate the relative importance of the solubility and biological
pumps in the development of the CO2 system in the Skagerrak on decadal time scales. The resolution of this
issue requires not only a sustained measurement program, but also measurements that integrate physical,
biological, and chemical data sets. This needs to be taken into account by monitoring programs such as
the Ocean Acidification monitoring project, funded by the Norwegian Environmental Agency, which
Figure 7. Long‐term pH (a) andΩar (c) annual changes as observed (black bars) and as expected due to sum of all drivers (gray bars), SST changes, DIC changes, and
by TA changes in the NAW region. (b) and (d) as above but for the Skagerrak region. Note that the scales in the y axis are different on theΩar panels (c and d). The
error bars indicate the uncertainties associated with the estimated changes. The individual errors are calculated by using the errors of the respective trends (see
Table 2) and the total error was calculated as the square root of the sum of squares of the individual errors. NAW = North Atlantic Water; SST = sea surface
temperature; DIC = dissolved inorganic carbon; TA = total alkalinity.
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covers areas including the Skagerrak region. In the 2016 report from this monitoring project, Chierichi et al.
(2017) analyzed 5 years of data of the CO2 system, temperature, and S, obtained from repeated stations in the
Skagerrak. They found significant pH and Ωar trends only in the deepest part of the water column (below
600 m). In the surface water, on the other hand, no statistically significant trends were observed between
2011 and 2016 in agreement with our results. Furthermore, Chierichi et al. (2017) concluded that longer time
series were needed to investigate the long‐term trends in the area, and they recommended more comprehen-
sive monitoring, that is, include integrated measurements and studies of primary production, ocean physics,
freshwater supplies, and land‐sea exchanges. Based on the results of our analyses, we support these recom-
mendations and suggest that in addition to time series of sufficient length, the measured variables and ana-
lyses methods also need to be widened. This will enable accounting for the effects of physical and biological
process on the long‐term development of CO2‐system parameters in the Skagerrak region. Furthermore,
such an extended data set would give us opportunity to determine trends for all seasons and not only
during winter.
3.4. Conclusions and Further Comments
A new, decade‐long, time series enabled us to investigate the variability in surface seawater pCO2 and acid-
ification parameters in the northern North Sea (2004–2015) on seasonal, interannual, and decadal time
scales. The area is found to be a year‐round CO2 sink and subject to strong seasonal changes and intermedi-
ate interannual variations. Regarding the decadal development of pCO2 and OA parameters during winter
(the season with minimal interannual variability and biological activity), the study area shows a clear
west‐east division in accordance with the well‐known high spatial heterogeneity in shelf regions. In the wes-
tern part (the NAW region), wintertime trends are statistically significant and similar to what is expected
from atmospheric CO2 increase and observed in the adjacent open‐ocean region. This indicates that the sur-
face waters in this shelf region fully equilibrate with atmospheric CO2 perturbation before they are trans-
ported to the open ocean.
In the eastern parts (the Skagerrak region), wintertime trends are weaker and statistically insignificant. The
exact reasons for this are not known, but interannual variability, which could entail longer times of
emergence for trends, seem to play a minor role. It is thus likely that compensating trends (e.g., in biological
activity, sediment water interaction, mixing, circulation, etc.) are concealing the anthropogenic trends in
CO2‐system variables in the Skagerrak region. In order to understand and disentangle these trends for all sea-
sons of the year, there is a need for sustained measurements incorporating physical, biological, and
chemical parameters.
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