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ABSTRACT
We address the problem of sparse recovery in an online setting,
where random linear measurements of a sparse signal are revealed
sequentially and the objective is to recover the underlying signal.
We propose a reweighted least squares (RLS) algorithm to solve the
problem of online sparse reconstruction, wherein a system of linear
equations is solved using conjugate gradient with the arrival of every
new measurement. The proposed online algorithm is useful in a set-
ting where one seeks to design a progressive decoding strategy to re-
construct a sparse signal from linear measurements, so that one does
not have to wait until all measurements are acquired. Moreover, the
proposed algorithm is also useful in applications where it is infeasi-
ble to process all the measurements using a batch algorithm, owing
to computational and storage constraints. It is not needed a priori to
collect a fixed number of measurements; rather one can keep collect-
ing measurements until the quality of reconstruction is satisfactory
and stop taking further measurements once the reconstruction is suf-
ficiently accurate. We provide a proof-of-concept by comparing the
performance of our algorithm with the RLS-based batch reconstruc-
tion strategy, known as iteratively reweighted least squares (IRLS),
on natural images. Experiments on a recently proposed focal plane
array-based imaging setup shows up to 1 dB improvement in output
peak signal-to-noise ratio as compared with the total variation-based
reconstruction.
Index Terms— Compressive sensing, online reconstruction, it-
eratively reweighted least-squares.
1. INTRODUCTION
Compressive sensing (CS) [1–3], a signal processing paradigm that
combines the acquisition and compression of signals by exploiting
sparsity, has attracted enormous attention in the signal processing
community over the past decade. The key objective of CS is to re-
cover a signal x P Rn from an incomplete noisy linear projection
y “ Ax ` ξ P Rm, m ă n, by imposing the constraint of spar-
sity. Seminal work by Cande`s et al. [4] has shown that the seemingly
challenging combinatorially hard problem of signal recovery can be
solved by a tractable convex program under mild restrictions, namely
the restricted isometry property (RIP), on the sensing matrixA. Two
major algorithmic paradigms have been developed for CS: (i) greedy
This work is partly supported by the DRDO-IISc FRONTIERS research program.
algorithms such as orthogonal matching pursuit [5], CoSaMP [6] etc.
where the signal support is estimated in a greedy manner, followed
by the estimation of amplitudes using least-squares and (ii) convex
relaxation-based approaches such as LASSO [7], where a sparsity
promoting convex regularization is incorporated to solve the other-
wise ill-posed inverse problem.
The conventional CS deals with signal reconstruction in batch,
wherein the entire set of measurements is available at one’s disposal.
However, in most real applications, the measurements are acquired
sequentially and it is important to develop online algorithms that re-
construct the underlying signal gradually as the measurements ar-
rive. Moreover, in an online setting, the number of measurements
does not have to be fixed in advance and one can stop as and when
the quality of reconstruction is acceptable. Initial contribution to se-
quential CS was made by Malioutov et al. [8], who showed that
a stopping rule can be designed for collecting measurements guar-
anteeing accurate reconstruction. Asif and Romberg [9] developed
dynamic algorithms based on homotopy continuation for sequential
CS assuming that the underlying signal changes slowly during mea-
surement acquisition. Homotopy-based algorithms for solving on-
line LASSO have also been developed in [10,11]. Angelosante et al.
proposed time- and norm-weighted LASSO schemes [12] where the
`1-norm weights are obtained from the recursive least-squares algo-
rithm. Sequential reconstruction of sparse signals with slowly vary-
ing sparsity patterns has also been addressed by Vaswani et al. [18]
and has been applied to dynamic magnetic resonance imaging. Their
technique goes by name of Kalman-filter CS (KFCS).
The developments in the theory of CS have led to remarkable
advances in imaging technologies in recent years [13,14]. CS asserts
that using the sparsity prior, one can reconstruct a high-resolution
(HR) image from its coded low-resolution (LR) measurements,
thereby effectively increasing the sampling rate. Duarte et al. made
pioneering contribution in compressed imaging by developing single
pixel cameras (SPCs) [16], wherein one acquires coded measure-
ments of a HR scene using a single photo detector and subsequently
recovers the image by employing a CS reconstruction algorithm.
Imaging in the short-wave infrared (SWIR) spectrum offers sev-
eral benefits over visible imaging and is used in many applications.
SWIR penetrates fog and smog, enables passive imaging in the
dark and has a variety of applications in biomedical imaging [15].
Cameras for SWIR, however, are much more expensive than their
counterparts in the visible spectrum. Motivated by the Single Pixel
Camera (SPC) [16], Chen et al. [15] developed a proof-of-concept
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prototype hardware for compressive imaging in the SWIR spec-
trum. The setup, which is termed the Focal Plane Array-based
Compressive Sensing (FPA-CS), captures several low-resolution
measurements with its 64 ˆ 64 SWIR sensor array, which are used
for reconstructing an image of much higher resolution. We show that
the proposed online approach fits naturally in the FPA-CS imaging
framework and demonstrate results on a simulated setup.
Our main contribution is to propose an online algorithm for
sparse reconstruction by exploiting the idea of iteratively reweighted
least squares (IRLS), originally proposed by Daubechies et al. [17].
We refer to the proposed algorithm as online reweighted least
squares (ORLS). Akin to IRLS, the key idea in ORLS is to ap-
proximate the sparsity inducing `1 norm with a weighted `2 penalty,
where the weights are determined based on the current estimate of
the signal. The underlying signal is assumed to be fixed during
the course of measurement. With each new measurement, a sys-
tem of linear equations is solved using the conjugate-gradient (CG)
method, which requires less number of iterations to converge as
more measurements are made available. We demonstrate that the
ORLS algorithm is noise-robust and produces reconstructed signals
on par with the batch-mode recovery using IRLS. Experiments on
FPA-CS image reconstruction show that ORLS leads to an improve-
ment of approximately 1 dB in peak signal-to-noise ratio (PSNR)
over the total variation (TV) regularization-based batch recovery.
2. PROBLEM STATEMENT AND THE PROPOSED ORLS
ALGORITHM
Our objective is to recover a sparse signal x˚ P Rn from its noisy
linear projections of the form yt “ aJt x˚ ` ξt, revealed sequen-
tially at time instants t “ 1, 2, ¨ ¨ ¨ . Under this setting, we formulate
the problem of sequential sparse recovery as an online convex op-
timization problem, where one predicts a vector xt in a convex set
S, and suffers a convex loss ft pxtq, revealed at every time instant
t. Naturally, the loss function is defined as ft pxq “ `yt ´ aJt x˘2,
so that it measures how well the current estimate explains the mea-
surements. The set S is defined as S ∆“  x P Rn : }x}1 ď τ(, the
closed `1-norm ball of radius τ , to promote sparsity in the estimate.
To perform online sparse estimation, it would be natural to solve
xt`1 “ argmin
xPS
tÿ
j“1
´
yj ´ aJj x
¯2
, (1)
where xt`1 denotes the reconstructed sparse vector at time instant
t. Solving (1) yields estimates xt that are consistent with the mea-
surements received until time t, and are within the set S, thereby
promoting sparsity.
2.1. Online reweighted least-squares (ORLS) algorithm
In order to develop the ORLS algorithm, we write (1) in its equiva-
lent unconstrained form, given by
xt`1 “ arg min
xPRn
tÿ
j“1
´
yj ´ aJj x
¯2 ` λ }x}1 , (2)
where λ ą 0 is an appropriately chosen regularization parameter
which trades-off between sparsity and data fidelity. The problem in
(2) is a convex program. However, because of the `1 regularizer,
it is not possible to find a closed-form solution to (2). To circum-
vent this problem, we propose to approximate the `1 norm using a
quadratic of the form xJW tx, whereW t is a diagonal matrix, con-
taining positive weights on its diagonal. The entries ofW t are suit-
ably updated based on the previous estimate xt, using the formula
W t pjq Ð 1|xt pjq| ` δ , for every j, where δ ą 0 is a small positive
constant that is introduced to avoid numerical instability. Therefore,
at every t, one needs to solve the following optimization problem:
xt`1 “ arg min
xPRn
tÿ
j“1
´
yj ´ aJj x
¯2 ` λxJW tx. (3)
The closed-form solution to (3) is given by
xt`1 “
˜
λW t `
tÿ
j“1
aja
J
j
¸´1 ˜ tÿ
j“1
yjaj
¸
. (4)
The matrix inversion in (4) can be performed using the Sherman-
Morrison1 formula recursively, requiring O `n2t˘ computations,
provided that ai, i “ 1 : t, are stored. Thus, for m measure-
ments, the overall run-time complexity of the ORLS algorithm is
given by TORLS pnq “ řmt“1O `n2t˘ “ O `n2m2˘. If ais are not
stored individually and one only keeps track of the accumulated
value
řt
j“1 aja
J
j , the inversion in (4) demandsO
`
n3
˘
complexity,
which is unacceptably high for an online scheme. To circumvent
this problem, we propose to find the estimate xt`1 using the CG
method. Computing xt`1 using (4) is equivalent to solving the
system of linear equations given by
Atx “ bt, (5)
whereAt and bt, for t ě 2, are computed recursively:
At “ λW t `Qt´1 ` ataJt and bt “ bt´1 ` ytat, (6)
by settingQ1 “ a1aJ1 and b1 “ y1a1. To evaluate xt`1 using CG,
we set the previous estimate xt as the initialization. Each iteration
of CG requires O `n2˘ computation and one does not need to store
the previous values of yi and ai. An overall saving in computation
and storage is realized if the number of iterations L required in the
CG algorithm is smaller than m. Typically, we observe that L “ n
2
suffices to obtain equivalent performance as the ORLS algorithm.
3. EXPERIMENTAL RESULTS
To image a scene, random binary patterns of size 8ˆ 8 consisting of
zeros and ones are used for scanning. Such patterns can be produced
in practice by employing programmable digital micro-mirror devices
(DMDs), wherein one can program the binary patterns and acquire
spatially coded measurements. Using random patterns of zeros and
ones amounts to acquiring the summation of intensities of a random
subset of pixels over every 8ˆ 8 patch of the HR scene. We denote
a generic HR patch by z, and assume that it admits a sparse repre-
sentation of the form z “Dx, whereD is the DCT dictionary. The
ORLS algorithm recovers z from sequentially obtained coded mea-
surements of the form yt “ cJt z “ aJt x, where at “ DJct and
ct denotes the random binary pattern. Each patch contains n “ 64
1Sherman-Morrison formula:
`
A` uvJ˘´1 “ A´1´ A´1uvJA´1
1`vJA´1u
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Fig. 1. (Color online) Reconstruction of images using ORLS: (a)
corresponds to the ground-truth; (b), (c), and (d) correspond to the
reconstructed images with 25%, 75%, and 100% measurements, re-
spectively. The number of CG iterations required for convergence
is shown in (e), whereas the evolutions of PSNR and SSIM with
respect to measurements are plotted in (f).
pixels and
 
t
n
(m
t“1 denotes the fraction of measurements acquired
until time t. Experiments are conducted on color images and the
reconstruction performance is shown for m varying from 1 to n.
Performance metrics for evaluating the quality of reconstruction are
taken as the PSNR and the structural similarity index (SSIM), con-
sidering the ground-truth image as the reference.
The reconstructed images using ORLS corresponding to 25%,
75%, and 100% measurements are shown in Figures 1(b), 1(c), and
1(d), respectively. The ground-truth image is shown in Fig. 1(a)
to facilitate visual comparison. We consider noiseless coded mea-
surements in this experiment and the parameter λ is set to 1. The
reconstruction in Fig. 1(d) corresponding to the full set of measure-
ments is indistinguishable from the ground-truth with no color arti-
facts. This is also reflected in the PSNR and SSIM values plotted as
a function of percentage measurements in Fig. 1(f). The values of
PSNR and SSIM corresponding to 100% measurements are approx-
imately 38 dB and 0.99, indicating a near-accurate recovery. We
have also shown the number of iterations required by the CG algo-
(a) Batch IRLS (b) ORLS
(c) Absolute difference be-
tween (a) and (b)
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Fig. 2. (Color online) Comparison of ORLS with batch IRLS. The
PSNR and SSIM of ORLS are on par with their batch counterparts.
rithm (normalized by n) in order to achieve an accuracy of  “ 10´5
with respect to the fraction of measurements. It is observed that
the number of iterations required for convergence increases initially
and attains a peak, thereafter falling almost monotonically as more
measurements arrive. This trend indicates that a considerable saving
in computation can be achieved over the direct inversion-based ap-
proach by employing CG to solve (5).
We compare the performance of ORLS with its batch counter-
part, namely IRLS, with the full set of measurements (m “ 64
per patch). The HR scene to be recovered is corrupted with additive
Gaussian noise with a PSNR of 22.10 dB. The reconstructed images
obtained using the batch IRLS and ORLS algorithms corresponding
to λ “ 40 are shown in Figures 2(a) and 2(b), respectively. The
difference image is shown in Figure 2(c). The values lie in the range
r0, 76s and are scaled in the figure for better visualization. The vari-
ations of PSNR and SSIM of the output of ORLS are plotted in Fig.
2(d) as a function of measurements. We observe that ORLS leads
to a reconstruction with PSNR and SSIM matching that of batch
IRLS (shown using dotted horizontal lines), indicating that ORLS
performs on par with its batch counterpart.
4. APPLICATION OF ORLS TO FPA-CS
Focal-plane-array-based CS (FPA-CS) is the architecture proposed
in [15] that leverages CS for short-wave infrared (SWIR) imaging.
It is optically identical to several SPCs arranged in an array and
provides increased measurement rates, thereby resulting in higher
spatio-temporal resolution. A schematic of the FPA-CS imaging
setup in shown in Fig. 3. The object to be imaged is focused onto a
DMD array, which acts as a random binary mask on the image. The
light from the DMD is refocused by the relay lens onto a 64 ˆ 64
Object
Objective Lens
DMD Array
Relay Lens
SWIR Sensor64⇥ 64
Fig. 3. A schematic of the FPA-CS imaging setup.
SWIR sensor array. Several such LR images of the scene are ob-
tained on the SWIR sensor array for a given object, each with a
different binary mask. The set of masks is also stored and is used in
the reconstruction along with the LR measurements.
The key objective is to recover the image formed on the DMD
array, which we shall refer to as the input image. Since the output
measurements are downsampled versions of the input image, every
output sensor captures light from a small patch of the DMD. Thus
every output pixel is obtained from a small patch of the input image.
Let z be the input image of size M ˆN formed on the DMD plane
and yt be the t
th observed image of size m ˆ n formed on the
SWIR sensor array, vectorized so that yt P Rmn. Each pixel in yt
corresponds to a set of pixels or a patch of the image z. We denote
the pth pixel on yt as ytppq, p “ 1, ¨ ¨ ¨ ,mn, and assume that it
corresponds to the P th patch on z, denoted as zpP q. The intensity
measured by the output pixel ytppq is an accumulated effect of the
binary pattern applied by the DMDs and blurring on zpP q:
ytppq “ cpP qJzpP q ` ξtpP q,
where cpP q represents the combined effect of blurring and the DMD
pattern. The binary mask can in fact be chosen to be periodic without
loss of generality, so that it is same for every patch P , thus requiring
less storage. Substituting zpP q “ DxpP q, where D is the DCT
dictionary and xpP q is sparse, we have that
ytppq “ apP qJxpP q ` ξtpP q, t “ 1, 2, ¨ ¨ ¨ (7)
where apP q “ DJcpP q. The modified measurement equation (7)
reveals that the image reconstruction task in FPA-CS fits naturally
in the framework considered in ORLS. Notably, the patches zpP q
of the input image might have overlaps and one should compute the
average of the neighboring reconstructed patches on overlapping re-
gions to form the input image. For our experiment, we have simu-
lated the FPA-CS imaging setup such that there is no overlap of the
patches in z. Since the acquisition for each patch is independent of
the others, it is possible to parallelize the patch-wise computations.
Experiments are conducted on a simulated FPA-CS setup and
the performance of ORLS is compared with the TV regularization-
based batch mode reconstruction as in [15]. The patch size on the
input image is taken as 8ˆ8. The results are reported in Fig. 4, which
shows a comparison of the ORLS reconstruction (Fig. 4(c)) using 64
measurements (which corresponds to 100% of the measurements),
with the TV-based batch reconstruction (Fig. 4(b)). We observe that
(a) Ground-truth (b) TV reconstruction in batch
(c) ORLS (d) Difference between (a) and (c)
Fig. 4. Comparison of ORLS with batch-mode reconstruction based
on TV regularization for FPA-CS.
ORLS leads to a reconstruction with better visual quality, which is
reflected in higher PSNR (28.99 dB versus 27.98 dB) and SSIM
(0.89 versus 0.88) values. The difference between the ground-truth
and the ORLS-based reconstruction is shown in Fig. 4(d) with inten-
sity values scaled to fall in the range r0, 113s to ensure better visual
assessment. We observe that although some textures in the target
image are not recovered accurately, most of the edge information is
reliably reconstructed.
5. CONCLUSIONS AND OUTLOOK
We have developed an online regularized least squares algorithm for
sparse reconstruction. The ORLS algorithm solves a system of lin-
ear equation using CG with the arrival of each new measurement.
We have demonstrated that the CG algorithm takes considerably less
number of iterations than the signal dimension if the current estimate
of the signal is used as the initialization. This leads to progressively
less amount of computation as more measurements are acquired. We
did not consider measurement adaptation in our formulation and as-
sumed that the signal remains fixed during the measurement pro-
cess. Numerical experiments on natural images show that the ORLS
scheme is robust to noise and reconstructs images that are on par
with the batch IRLS technique in terms of PSNR and SSIM. The
ORLS reconstruction is also free from any color artifacts. We have
demonstrated that an improvement of 1 dB in output PSNR can be
achieved using ORLS as compared with the batch-mode reconstruc-
tion that uses the TV regularizer.
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