where I runs through the same collection as above. Let us denote by a 0 = a o (f) > 0 the supremum of all α's for which (0.1.2) holds. a 0 can then be used to estimate the distance of / from L°° in BMO. More precisely we have the following theorem which is due to John Garnett and Peter Jones [4] .
THEOREM (G.J.). There exist two constants C l9 C 2 > 0 that only depend on the dimension n such that for all feBMO(R n ) we havê inf HZ-OHIBMO^.
In this note I propose to give a probabilistic proof of the above theorem that goes via Brownian motion. To state the relevant theorem from probability theory I shall need to introduce some notation. Let (Ω, J^, P) be a probability space; for any subfield shall denote by E(f//&) the conditional expectation of feL\Ω) with respect to the subfield ^\ Let now (^ c &~\ t ^> 0) be an increasing family of subfields (ί x < t 2 => ^7 1 c J^7 2 ) such that U ^\ = ^ and for any feL\Ω) let us denote (0. 1.3) /« -E(f//jT t ) t^O.
I shall make the following hypothesis on (42; ,^~; ^7, t ;> 0; P) which will be assumed to be verified by all the spaces that we shall consider in this paper.
Hypothesis (H). For all feL\Ω) there exists a family of functions (f t e L\Ω), t ^ 0) such that:
f t = f t a.s. on Ω for all t ^ 0, and such that for almost all ω e Ω the function t is a continuous function of t ^ 0.
The above hypothesis requires that the ZZ-martingales with respect to the subfields (^7, t ^ 0) should all have "continuous paths". This hypothesis, as we shall see, is widely verified in nature.
Let now Ω be as above and let feL\Ω). We then say that /eBM0(i2) if there exists a constant K > 0 such that The Garnett-Jones theorem then has the following probabilistic analogue.
THEOREM (G.J. Prob.) . Let Ω be a probability space as above. Then there exist two constants C l9 C 2 > 0 such that for all fe BMO (Ω) we have:^< Ξ inf ||/-y||<£<SL where α 0 is the swpremum of all a 2; 0 that satisfy sup W"<y/^τ)iu< +00.
The above theorem, in fact, holds for all martingales, i.e., without the restrictive hypothesis (H) (with an appropriately modified definition of BMO). It is only for simplicity that I introduced the hypothesis (H) and also because this is the only case that we shall need for the applications.
The above theorem in its "diadic martingale" (Paley-Walsh) version was known to J. Garnett even before they (together with Peter Jones) proved the general real variable theorem (G.J.)
My proof of Theorem G.J. Prob. is directly inspired from Garnett's original proof which is unpublished and which he gratiously put at my disposal.
The plan now is to prove Theorem G.J. Prob.; this is done in § 1 and then to deduce from that Theorem G.J. This is done in § 2. Before that however in the remainder of this paragraph I shall recall some standard facts and some notation of probability theory and on BMO (R n ).
0.2.
Notations and facts of probability theory. Let (Ω\ t Ξ> 0, P) be as above. We then say that T f a nonnegative (possibly + oo), r.v. is a stopping time if for all t ^ 0 we have:
With a stopping time T we can associate then ^> a field of events (the events prior to T) defined by
Observe that for two stopping times 2\ ^ T 2 we have χ 2
Let now feL\Ω) and let f t (ί ^ 0) be as in (0.1.3) and let us suppose, by hypothesis (H), that we have already taken representatives of f t such that the trajectories f t {ώ) are continuous in t (a.s. ωeΩ). Let us finally denote by /«, = /. For any stopping time T we then have
(f τ )((θ) is of course defined to be /r (ω) (ω). The above is a basic fact of Martingale theory (cf. [10] , IV. 5.5). We shall finally find it convenient to adopt also the following abusive notation The standard way to prove all the above assertions is to verify them first under the additional assumption that T takes only finitely many values, and then to write a general stopping time T as the limit of a nonincreasing sequence of such special stopping times.
One final fact will be needed:
LEMMA 0. for all F ^ 0 where C is a constant that only depends on n.
for all feBMO(R n ) where I x is the unit cube of R n centered at the origin and where C is as above.
Finally if /eBMO satisfies (0.1.2) for some a > 0 then e «\fi-fj\ ^ jg-IZL for any two cubes I and J with sides parallel to the axes such that IdJ where now K depends both on n and on a. The proof of both (0.3.2) and (0.3.3) can now be supplied by the reader (I hope). 1* Proof of Theorem GJ* Prob* In this paragraph we shall fix once and for all a probability space (42, ^ P) and (^7, t ^ 0) a family of subfields that satisfy the conditions introduced in § 0.1, in particular hypothesis (H).
Graded sequences of stopping times. Let 0 = T o ^ TΊ ^ T
n ^ be a nondecreasing sequence of stopping times. We shall say that the above sequence is 7-Graded for some 0 < 7 < 1 if
We have then: (
There exists then a sequence of stopping times (
Proof. Let us denote:
and let us define stopping times: 
The claim is that R = T o , T lf •--, T m~l9 T m = S
If we substitute the above in the relation
we obtain:
A PROBABILISTIC PROOF OF THE GARNETT-JONES THEOREM ON BMO 207 i = 0, 1, , m -1; this proves (1.1.4) and completes the proof of the lemma. Proof. Let (Γ,; i ^ 0) be a 7-Graded sequence of stopping times s.t.
For all t ^ 0 and n = 0,1, let us then define
The following facts are then clear (cf. (1.1.1)):
For all n 2; 1 and ί^flwe also have The proof of the theorem depends on the following elementary but fairly lengthy combinatorial:
Let 0 < 7 < 1/2 and let
e a nondecreasing sequence of stopping times; let further
be a sequence of events s.t.
Proof, (cf. Addendum for a simpler proof). The proof will require a number of notations.
Let us denote by J^ (n ^ 1) the set of increasing multi-indices i.e., Ie^ if I = (iif hf , Ό 1 ^ h < % < * < i n .
For I e ^ as above we shall denote by m{I) = i H its largest element and for any r,Br^%we shall denote by IT = (ii, , i r ) € wt he multi-index obtained by truncating / at r. For every fixed n we shall give to ^ its lexicographical total order i.e., for J, Jej^ we shall say
if for some r, 1 ^ r ^% we have i x = j 19 , i r _, = J r _i, ΐ r < j r . For every fixed le^ζ let us then denote by:
and for all m ^ 1 let us denote by
It is evident that for all J, J < I we have This implies that the sets {X 7 ;Ie^} are disjoint. On the other hand:
Indeed let ω e B n and let J be the first multi-index in J? n (first in the order of ^JQ such that ωe Aj .
It is then clear that for all j &I, j ^ m{I) we have:
ft) e A i .
For if ft) 6 Ay for some such j" we could then construct a multi-index ί'e^ that is strictly smaller than / and s. For every fixed n ^ 1 let us now define a r.v.
It is clear then that: 
It is finally clear that
by (1.2.9); therefore to prove our lemma it suffices to show that:
(1.2.10) ξ n -E[(S n+ί < + coy/fiίj ^ -L_ ; n = 0,1, .
• . 1 -7 Assume first that n i> 1. We have then (1.2.11) ξJ(RB n ) -JB[(S Λ+1 < + oo) n tBJ/S n ] -0 , $B n = Ω\B n ) .
On the other hand for every fixed I e jF n we have X Σ e ^S n by (1. Let also λ > λ 0 be fixed. We shall determine then a sequence of stopping times
0-T < T < -> < T < and a sequence of functions
by the following relations:
It is clear that:
and this implies that F} i+1) -0 if t ^ Γ^ so that the sequence of stopping times (Γ<; ΐ ^ 0) so constructed is indeed increasing. By the remarks made in § 0.1 we then have: (1.2.12) for all i = 1, 2, By Jensen's convexity inequality we also have:
This implies that:
and this together with (1.2.12) implies that
i.e., that the sequence (2^; i ^ 0) is 7-Graded, (7 < 1 by our hypothesis on λ). We shall need the following further facts about the above functions 
.14) then follows from the fact (by the definition of T t ).
We can now complete the proof of our theorem. Indeed we have n F=-for all n ^ 1. Letting n -> 00 and taking into account (1.2.13) we obtain therefore that: 
This proves the lemma. We shall now give the:
Proof of Theorem G.J. Prob. Let F e BMO (Ω) and let us suppose, as we may, that F is real, that E(F) = 0 and that a > 0 an K are such that 
d(F, L~) ŵ
hich is the nontrivial inequality in Theorem G.J. Prob. This completes the proof. 2* Proof of the Garnett-Jones Theorem* I shall prove Theorem G.J. in the setting of the unit circle (i.e., the periodic case R mod (2ττ)). The reason is that Brownian motion in the unit disc has a natural starting point, namely the origin. The proof, of course, readily generalizes to R n by considering Brownian motion starting from some appropriately high level (cf. [2] ; [9] , p. 129 of X) in Rl +1 . The reader who possesses some technique can do that for himself without any difficulty, I am sure. (cf. Addendum for an alternative approach).
2.1.
Brownian motion in the unit disc. Let b λ (t) f b 2 (t) (t ^ 0; 6^0) = 0, i = 1, 2) be two independent copies of standard Brownian motion starting at the origin and let us denote by s(*) = z t (ω) = δxOO + ib 2 (t) e C which we shall call Brownian motion in the plane starting at the origin, or simply complex Brownian motion. Let us also define
It is then well known (cf. [5] , [9] , p. 286 of X) that the probability space and the σ-algebras that we obtain (Ω; ^\ ^t(t ;> 0); P) satisfy the hypothesis (H).
We shall need to apply the Markov property so we recall here some of the standard notations and facts of Markov processes (cf.
[6], especially 2.5). The way to define the Markov process underlying complex Brownian motion is to set for Ω the space of all paths (and not only the ones that start at the origin). In that space Ω we have then
the shift operator that is defined by [θ t (ω)] s = ω t+s , [ω a e C is the position of the path ω at time a ^ 0]. A family of probabilities is also defined (P a ; aeC) on Ω that is connected by the ChapmanKolmogorov Equations. (P β is the probability that controls Brownian motion starting from a e C.) With our previous notations we have of course P o = P. The Markov property of Brownian motion can then be expressed by
for any bounded Borel function G on Ω. E a denotes, of course, the expectation associated with P a (cf.
[6], § 2.5).
We shall now define T a nonnegative function on Ω by Γ = inf {ί; \ω t \ ^ 1} which is the hitting time of the path ω on the complement of the unit disc D = {\z\ ^ 1} and it satisfies:
(cf. [1] , Chapter I, §10). We finally have z t {ώ) = ω t (P o a.e.).
The link between Brownian motion and analysis.
We shall denote here by T = i?(mod2ττ) the unit circle. Let us first define
M:C(T) >L~(Ω;P)
a linear operator by:
Using the fact that the hitting probability of Brownian motion on 3D = T is Lebesgue measure (P(z τ eE) = l/2ττLeb. measure of E for all Ed 3D), it is easy to see that M extends to a mapping (1 S p ^ +00) and that \\Mf\\ p ^ \\f\\ p (VfeL p (T) Vp, l^p^ +co). The main link between Brownian motion and probability is supplied by the following fact. Let u e C(D) be a function continuous on the closed disc and harmonic on l), and let us denote by X -M(u\ dD ). We have then:
M: L»(T) -> L*(Ω)
This is but a variant of S. Kakutani's celebrated theorem that says that if "you compose Brownian motion with a harmonic function you get a Brownian Martingale"; at any rate, for the above and other information on potential theory cf.
[6], 2.19. For u and X as in (2.1.3) we then have:
This is a well known fact and is contained in [2] and [3] . With u and X again as in (2.1.3) we also have:
for all a > 0, P z [f(θ)] denotes here the Poisson integral of the function / = f(β) (β 6 T) evaluated at the point z e D. Both the above inequalities follow from the following more general inequality (2.1.7) sup
where Φ(ξ) is a nonnegative continuous function of ξ e C. To prove the above inequality observe that
Let us then define G a function on Ω, the space of all paths, by setting:
It is then clear by (2.1.2) that on the set [T ^ t] we have

G[θ t (ω)] = Φ[u(z(T)) -u(z(T A t))]
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By the Markov property (2.1.1) we have on the other hand:
Observe finally that § 2.19 ). This completes the proof of (2.1.7). Let us now define another linear operator (which was first considered by B. Mauray in a recent article (cf. [8] )).
N:L\Ω;P) NF = f;
L\T) (i.e., conditional expectation w.r.t. the field generated by the r.v. z τ ). Clearly N satisfies
We also have the following lemma which is due to B. Mauray [8] . where u is the harmonic extension of φ in the unit disc, and C is a numerical constant. We also have:
where C is again a numerical constant. The above two inequalities are the essence of the duality theorem in its classical and probabilistic variant (respectively) (cf. [3] ; [9] This proves the nontrivial inequality of Theorem G.J. and completes the proof. ADDENDUM I. I am indebted to R. Durrett and to the referee (who, incidentally may well be one and the same person) for the following drastic simplification of Lemma 1.2.
Let us adopt the notations and the hypothesis of Lemma 1.2 imposing however the additional condition that the sequence {T,; i ;> 0} is 7-Graded (with 0 < 7 < 1 arbitrary). For the use that we will make of the lemma this is good enough. Let us define n^ω) = inf {ί ^ 1: ω e AJ and continue n j+1 (ω) = inf {% > n 3 {ω); ω e A t ) .
With the above notation it is then clear that the {S jf j ^ 0} that were defined in the proof of Lemma 1.2 can also be defined by
(with the convention T^ = oo), and that therefore:
Σ
So far, of course, this is but a notational improvement; what is nice however is that under the above additional condition and with this new notation it is almost evident that the {S^ j ^ 1} are 7-Graded. Indeed one can prove very easily that REMARK. TO deduce the Garnett-Jones theorem for R n (n ^ 2) one can use the conformal mapping that mape R n onto Σ n the unit sphere. This mapping preserves BMO. To obtain the theorem for BΊΛΩ(Σ n ) one then has to consider harmonic functions in the unit ball and Brownian motion starting from its center which is much simpler then starting Brownian motion "at co in RΊ+ 1 ". The reader can supply the details, I am sure. Observe however that for the proof of Theorem 1.2' the full thrust of Lemma 1.2, as given in the text, seems to be needed, and the simplification given in Addendum I no longer seems to work.
Let now W = e
