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Abstract
Stefan problems are moving boundary problems that model how pure materials un-
dergo phase transitions due to the conduction of heat and exchange of latent heat
energy. Obtaining solutions to Stefan problems involves solving the heat equation
in each phase of interest (liquid and/or solid, say), subject to specific boundary
conditions on the moving phase interface. As the location of the moving boundary
is unknown in advance, and must be solved for along with the temperature, Ste-
fan problems are nonlinear. Stefan problems are one of the most popular moving
boundary problems treated in the literature. Despite appearing relatively simple,
the solutions can display highly complicated behaviour leading to many theoreti-
cal results (and promising development on several as yet unsolved problems), but
also give accurate results for a wide range of industrial applications in physics and
engineering.
McCue, Wu & Hill (2009) study a particular two-phase Stefan problem for a melt-
ing nano-sized particle. Their model includes the Gibbs–Thomson equation: a
nanoscale condition where the melting temperature is dependent on the particle
size, and includes surface tension effects. McCue et al. (2009) find that the inner
solid core becomes superheated in the sense that the temperature of the solid is ev-
erywhere greater than the size-dependent melting temperature, albeit less that the
bulk melting temperature (which we shall refer to as ‘locally superheated’), and is
shortly followed by finite-time blow-up of the solution. An infinite temperature gra-
dient develops at the moving boundary and the melting speed becomes unbounded.
As with all types of finite-time blow-up, these predictions are unphysical, which is
strange as the original problem without the Gibbs–Thomson effect is well-posed.
This mathematical blow-up suggests the model is incomplete.
In Chapter 3 we investigate two related moving boundary problems, both of which
are particularly useful in demonstrating the key properties of a melting sphere with
surface tension. The first is the ill-posed one-phase Stefan problem for a superheated
solid in one Cartesian coordinate. This problem is known to exhibit finite-time blow-
up, with behaviour reminiscent to that found by McCue et al. (2009) for two-phase
Stefan problem for a melting sphere with surface tension. This unphysical behaviour
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is characterised by the speed of the moving boundary becoming unbounded and an
infinite temperature gradient developing in the blow-up limit. A second one-phase
problem simulates aspects of the spherical two-phase problem with surface tension.
We study this novel moving boundary problem numerically, and provide results that
support the hypothesis that the blow-up of the superheated Stefan problem and
the more complicated two-phase Stefan problem for a melting sphere with surface
tension are related, in that the two problems exhibit a similar type of finite-time
blow-up.
The finite-time blow-up of the ill-posed one-dimensional Stefan problem for a su-
percooled liquid can be regularised by the addition of kinetic undercooling (King
& Evans 2005). In Chapter 4 we consider the addition of kinetic undercooling to a
particular energy conserving one-phase version of the full two-phase Stefan problem
with surface tension for a melting sphere. We use numerical simulation to show that
kinetic undercooling regularises the finite-time blow-up of this problem, so that the
model has solutions that remain regular right up to complete melting. The solutions
also have rather interesting extinction behaviour, due to the competition between
the surface-tension and the kinetic undercooling.
Motivated by the results of Chapter 4, we consider the fully two-phase Stefan prob-
lem for a melting sphere with surface tension and kinetic undercooling in Chapter 5.
We again consider the effects of the addition of kinetic undercooling on finite-time
blow-up, and show that the singular behaviour found by McCue et al. (2009) is
suppressed when kinetic undercooling is included in the model. The results of this
new model are found to be consistent with experimental findings of abrupt melting
of nanoscaled particles. This problem is studied further in Chapter 6, where we ex-
amine the blow-up regime, regularisation by kinetic undercooling, and subsequent
extinction behaviour more closely. To study the blow-up of the ill-posed problem,
we consider a novel one-phase problem valid for times near blow-up, which is the
spherical version of the problem in Chapter 3.
In Chapters 3–6, the density is assumed to be constant throughout the phase change
process. In Chapter 7, we relax this assumption and study the Stefan problem with
surface tension and density change effects. Specifically, we study this problem in
the context of a density change as a regularising mechanism. We produce numer-
ical solutions to two Stefan problems used in the literature, before adding kinetic
undercooling as a second regularising mechanism. The competition between these
two regularising mechanisms is also explored.
In Chapter 7 we also develop a Stefan problem that accounts for size-dependent
latent heat effects. We find that while this addition does not regularise finite-time
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blow-up, the results highlight the need for a regularisating mechanism in these
melting nanoparticle models.
In summary, the key contributions to the literature are as follows:
• The development of a continuum model for a melting metal nanoparticle that
provides physically reasonable results. We demonstrate how melting small
nano-sized particles is non-standard, as the solid becomes locally superheated
such that heat flows into the moving boundary from both phases. We show
that this local superheating leads to ill-posed behaviour in the (locally) super-
heated solid, but can be regularised with the addition of kinetic undercooling.
We also utilise a material dependent scaling to examine the melting behaviour
of metal particles to produce actual physical predictions.
• An investigation into the finite-time blow-up which arises in several ill-posed
Stefan problems, and the relationship between these problems. Possible reg-
ularisation mechansims are considered, such as kinetic undercooling, density
change, and the novel addition of size-dependent latent heat of fusion.
iii

The work contained in this thesis has not been previously
submitted to meet requirements for an award at this or any
other higher education institution. To the best of my knowl-
edge and belief, the thesis contains no material previously
published or written by another person except where due ref-
erence is made.
Julian Back
December, 2014
v

Acknowledgements
First and foremost I would like to thank my supervisor, Associate Professor Scott
McCue. Your help and encouragement have been invaluable, and your enthusiasm
for applied mathematics has been a huge inspiration. These last few (six) years have
been a pleasure. I also thank Scott and Angela for their support and friendship
throughout my project.
I must also thank the academic and professional staff at the QUT Mathematical
Sciences School, and all those who taught my throughout my undergraduate degree.
Dr Tim Moroney, in particular, provided much welcome support as my associate
supervisor.
I would like to thank all the friends I have made throughout my years at QUT, but
would like to make special mention of Bennett, Michael, Kristen, Liz, Ava, Steven,
Louise, Katrina and Lisa. Your friendship has meant I have enjoyed every day at
QUT and I have had a lot of fun.
Thank you also to my friends at 178, particularly Kelby, Mason, Aaron, Ryan,
Katherine and Joe. I look forward to being around a lot more. Thanks for not
forgetting about me!
Of course, none of this would be possible without the love and support of my wife,
Irene. The greatest reward for completing this project is to be able to spend more
time with you. I would also like to thank my parents for the constant encourage-
ment, my Granddad for being the coolest guy I know, and my brother for being a
constant reminder to have fun in life.
vii

Contents
Abstract i
Statement of original authorship v
Acknowledgements vii
Chapter 1 Introduction 1
1.1 Background and overview . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Thesis objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Outline of thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Chapter 2 Review of literature 15
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 The Stefan problem . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Supercooled and superheated problems . . . . . . . . . . . . . . . . 25
2.4 One-phase approximation . . . . . . . . . . . . . . . . . . . . . . . 27
2.5 Finite-time blow-up . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.6 Spherically symmetric problems . . . . . . . . . . . . . . . . . . . . 40
2.7 The Gibbs–Thomson effect . . . . . . . . . . . . . . . . . . . . . . . 41
2.8 Kinetic undercooling . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Chapter 3 Two ill-posed problems: A preliminary study in one Cartesian
direction 53
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2 Ill-posed superheated Stefan problem . . . . . . . . . . . . . . . . . 58
3.3 One-dimensional problem with ‘surface tension’ . . . . . . . . . . . 61
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Chapter 4 A radially-symmetric one-phase melting problem, including the
effects of surface tension and kinetic undercooling 65
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2 Mathematical model and numerical scheme . . . . . . . . . . . . . . 69
4.2.1 One-phase melting problem . . . . . . . . . . . . . . . . . . 69
ix
4.2.2 Front-fixing numerical scheme . . . . . . . . . . . . . . . . . 72
4.3 Summary of results with zero kinetic undercooling . . . . . . . . . . 73
4.4 Results for nonzero kinetic undercooling . . . . . . . . . . . . . . . 76
4.4.1 Extinction behaviour . . . . . . . . . . . . . . . . . . . . . . 76
4.4.2 Small kinetic undercooling,  σ . . . . . . . . . . . . . . . 78
4.4.3 Small surface tension, σ   . . . . . . . . . . . . . . . . . . 81
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
Chapter 5 The two-phase radially-symmetric problem: An application to melt-
ing nanoscaled metal particles 85
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.2 Continuum model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.3 Numerical scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.4 Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.4.1 No kinetic term,  = 0 . . . . . . . . . . . . . . . . . . . . . 95
5.4.2 Nonzero interface kinetics,  > 0 . . . . . . . . . . . . . . . . 98
5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
Chapter 6 Blow-up and extinction of the two-phase Stefan problem with a
modified Gibbs–Thomson condition 103
6.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.2 Near blow-up behaviour of the two-phase problem . . . . . . . . . . 104
6.2.1 Two-phase problem with  = 0 . . . . . . . . . . . . . . . . . 105
6.2.2 Addition of kinetic undercooling,  > 0 . . . . . . . . . . . . 107
6.2.3 One-phase approximation near blow-up . . . . . . . . . . . . 107
6.2.4 Superheating parameter for the solid core . . . . . . . . . . . 110
6.2.5 Kinetic undercooling as a regularisation mechanism . . . . . 113
6.3 Extinction behaviour of the two-phase problem with  > 0 . . . . . 114
6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Chapter 7 Other regularisation mechanisms: Density change and size-dependent
latent heat 123
7.1 Change in density . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7.2 A two-phase Stefan problem with an advection term . . . . . . . . . 125
7.3 A two-phase Stefan problem with a change in density . . . . . . . . 130
7.3.1 γ  0 with  ≥ 0 . . . . . . . . . . . . . . . . . . . . . . . . 133
7.3.2  ≥ 0 and γ  1 . . . . . . . . . . . . . . . . . . . . . . . . 136
7.4 Size-dependent latent heat . . . . . . . . . . . . . . . . . . . . . . . 138
7.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
x
Chapter 8 Summary and future work 145
8.1 Summary and discussion . . . . . . . . . . . . . . . . . . . . . . . . 145
8.2 Directions for further research . . . . . . . . . . . . . . . . . . . . . 151
Appendix A Catalogue of exact solutions 153
A.1 Planar solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
A.1.1 The Neumann solution . . . . . . . . . . . . . . . . . . . . . 154
A.1.2 Travelling wave solution . . . . . . . . . . . . . . . . . . . . 155
A.1.3 Similarity solution with kinetic undercooling . . . . . . . . . 160
A.1.4 Travelling wave solution with kinetic undercooling . . . . . . 161
A.1.5 Summary of planar solutions . . . . . . . . . . . . . . . . . . 161
A.2 Radially symmetric solutions . . . . . . . . . . . . . . . . . . . . . . 162
A.3 Ivantsov parabolas . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
Appendix B Finite-time blow-up of a supercooled liquid 169
B.1 Outer region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
Appendix C Numerical scheme for Stefan problems 177
C.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
C.2 Example: Numerically solving a spherically symmetric two-phase
Stefan problem with a finite outer shell . . . . . . . . . . . . . . . . 178
C.3 Example: An infinite outer domain problem . . . . . . . . . . . . . 182
C.4 Finite-time blow-up and extinction . . . . . . . . . . . . . . . . . . 184
C.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
References 187
xi

Chapter 1
Introduction
1.1 Background and overview
The ‘Stefan problem’ refers to a class of moving boundary problems that model
how materials undergo phase transitions due to heat conduction and an exchange
of latent heat energy. For example, a Stefan problem is ideal for modelling the melt-
ing of ice, or freezing of water. Mathematically, these problems involve solving a
partial differential equation for the temperature in each phase. The two phases are
assumed to be separated by a distinct moving boundary called the phase interface,
which moves during the melting or freezing process. A defining characteristic of
these moving boundary problems is the so called Stefan condition, a special bound-
ary condition on the moving interface, which is concerned with the absorption or
liberation of latent heat during the phase change. These Stefan problems are highly
nonlinear and few exact solutions are known to exist.
The problem was introduced by Slovene physicist Jozˇef Stefan (1835–1893) who
treated the formation of ice in the polar seas (Stefan 1891), but the key ideas were
previously considered by Lame´ & Clapeyron (1831). Since then, Stefan problems
have been used in a wide range of applications. Aside from the obvious applica-
tion to melting and freezing problems, Stefan problems also have applications in
fluid dynamics and financial mathematics, as well as industrial applications such as
heating of aerodynamic components, melting of nuclear reaction fuel cells, casting
of metals, and fuel-coolant interactions such as steam explosions.
There are also applications to several mass transfer problems that are particularly
relevant to the work presented here. Identical governing equations appear in drug-
delivery processes that are concerned with diffusion of solvent in polymer systems
(Arifin, Lee & Wang 2006), and include similar kinetic effects on the moving bound-
ary (McCue, Hsieh, Moroney & Nelson 2011, Mitchell & O’Brien 2012, Mitchell &
O’Brien 2014). Shrinking core models with a moving boundary arise in chemical
and electrochemical engineering, such as electrode discharge models (Dargaville &
Farrell 2010), and involve spherically symmetric Stefan problems. The related field
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Figure 1.1: Examples of snowflakes grown in a lab. Stefan problems for supercooled pure liquids
can be used to study phenomena such as dendrite growth, tip splitting and side branch-
ing (Langer 1980), as well producing fully two-dimensional patterns (Chen et al. 1997).
Reproduced from SnowCrystals.com.
of Hele–Shaw flow can be considered to be a leading order approximation to the
Stefan problem in the regime in which a material’s specific heat (multiplied by
some representative temperature scale) is much smaller than the latent heat. Here
there has been much work done on two-dimensional singularity formation such as
cusps and corners (see for example Howison 1986 or King, Lacey & Vasquez 1995),
which apply directly to ill-posed supercooled Stefan problems (Howison, Ockendon
& Lacey 1985, King 1995).
The most familiar type of solidification is referred to as crystallisation, a common
example of which is liquid water freezing into a solid ice crystal. The first step in
the growth of a crystal is nucleation, where a small solid nucleus or seed forms in
the liquid. This seed proceeds to grow larger as material is added to it from the
liquid phase. If the probability of a seed appearing is equal throughout the entire
liquid phase, then the system is in a state suitable for homogeneous nucleation, and
if the probability of nucleation is higher at some sites than at others, the system is
in a state suitable for heterogeneous nucleation. Further details of how nucleation
occurs, the physics of seed growth and the nucleation of melting are given by Gupta
(2003).
If a pure liquid is carefully cooled to a temperature below its freezing temperature,
we say that the liquid is supercooled. This state is inherently unstable, and solidifi-
cation, once initiated, is very rapid. Solids formed from supercooled liquids can have
very different mechanical properties than their standard solidification counterparts,
often having superior strength or elasticity, or high corrosion and wear resistance
(Inoue & Takeuchi 2004, Telford 2004, Trexler & Thadhani 2010). These solids have
popular uses in a variety of areas including sports equipment and electronics, as well
2
as applications in the medical, defence and aerospace industries (Telford 2004). Fur-
ther applications arise in the study of crystal and dendrite growth (Langer 1980),
where freezing pure supercooled liquids can result in the formation of snowflakes
such as those in Figure 1.1. Mathematically, the Stefan problems governing these
supercooled processes are often ill-posed, and can develop unphysical behaviour un-
der certain conditions. One-dimensional problems can display singular behaviour
such as the onset of an infinite melting speed (Lacey & Ockendon 1985, Herrero
& Vela´zquez 1996), as well as the birth of cusp or corner singularities in higher
dimensional problems (Howison et al. 1985, Vela´zquez 1997). These predictions are
unphysical, since in nature we do not encounter infinitely sharp cusps or instanta-
neous melting speeds. Much work has been done to regularise these singularities
by considering additional physics in the models. Most commonly it is popular to
account for surface energy effects (see Howison et al. 1985 and references within)
which is known to prevent ill-posedness for problems exhibiting cusp-like singulari-
ties, but several authors consider the addition of interface kinetics as a regularising
mechanism (Howison & Xie 1989, King & Evans 2005).
More recently, there has been work done using Stefan problems to model the melting
of nanoscaled particles. These models include small scale effects not observed on
the macroscale, such as the Gibbs–Thomson effect. The Gibbs–Thomson condition
says that the melting temperature of micro- and nanoscaled particles is no longer
constant, but size-dependent in that the melting temperature reduces as the particle
size decreases (Font & Myers 2013, McCue et al. 2009, Wu, McCue, Tillman & Hill
2009a). McCue et al. (2009) found that the Stefan problem with a Gibbs–Thomson
effect on the interface leads to a superheated-like state of the solid phase, where
the temperature in the solid core is everywhere greater than the size-dependent
melting temperature (but still less than the bulk melting temperature). Here we
refer to this as ‘local superheating’. This state is shortly followed by development
of an infinite melting speed. These characteristics are reminiscent of the ill-posed
Stefan problem for a supercooled liquid, motivating part of the current study to
investigate the link between the two seemingly unrelated phenomena.
1.2 Thesis objectives
This project consists of two broad objectives, each of which is made up of sev-
eral aims. The first objective is to develop a continuum model for melting metal
nanoparticles that provides physically reasonable results, while the second objective
is concerned with the finite-time blow-up which arises in several Stefan problems
and examining ways to regularise this singular behaviour. Here we summarise the
state of the literature for each objective, and list the thesis aims as they arise.
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Mathematical modelling of melting nanoparticles
From a modelling perspective, we are interested in exploring the equations governing
the melting of micro- and nanoscaled metal particles. An appropriate model should
retain enough key physical mechanisms to predict reasonable results, whilst being
simple enough to study thoroughly. It is important that the model contain as few
parameters as possible. Often on the nanoscale, parameters are either not easily
measured (leading to a range of possible values), or are unable to be measured at
all.
There are several choices of mathematical model when studying the melting of
nanoscaled particles, each with their own distinct advantages and disadvantages,
and each appropriate in some given size regime. Aguado & Jarrold (2011) reviews
the physics of melting metal clusters on a very small scale (a couple of hundred of
atoms or less per cluster). On this scale a statistical mechanics model is appropriate,
and can include physical effects such as the role of the crystalline lattice structure, as
well as different melting hypotheses (such as homogeneous melting, liquid nucleation
and growth, or liquid skin melting as discussed in the reviews by Mei & Lu 2007
and Nanda 2009).
In this project we are interested in melting micro- and nanoscaled particles with a
radius of approximately 1–50 nm. We pursue our study of melting nanoscaled par-
ticles with a continuum model, in particular a Stefan problem. While it is obvious
that continuum models cannot continue to hold when the metal particles consist
of only a few atoms (where other models may be more appropriate anyway), it is
not clear what the minimum number of atoms or molecules needs to be. Guisbiers,
Abudukelimu, Clement & Wautelet (2007) give a detailed discussion about the va-
lidity of thermodynamic arguments and continuum models on the nanoscale, and
conclude that a continuum model should hold down to a particle size of approxi-
mately 2 nm. Therefore our continuum model results will have to be truncated at
some point. Font & Myers (2013) provide a good summary of some of the factors
that affect the limitations of Stefan problem-type continuum models, and choose to
truncate their results for melting gold particles at 1 nm.
Recently, several authors have used Stefan problems to model melting nanoparti-
cles, incorporating surface tension via the Gibbs–Thomson effect (Font & Myers
2013, Font, Myers & Mitchell 2014b, Font, Myers & MacDevette 2014a, McCue
et al. 2009, Wu et al. 2009a). The success of these continuum models is hard to
gauge, as experimental results for melting nanoparticles are rare. Most quantitative
studies involve measuring the melting temperature depression as the particle size de-
creases, which is prescribed as a boundary condition on the phase interface. Ideally
we would like a comparison of the temperature distribution throughout the solid and
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liquid phases, but it is not possible to measure this quantity in very small particles.
However, there exists some quantitative results that we can compare to. Experi-
mental data for the time taken to melt a metal nanoparticle compares well with
predictions from Stefan problem models (Font & Myers 2013, Font et al. 2014b).
Stefan problems for melting nanoparticles are also consistent with qualitative ob-
servations, such as a phenomena referred to as ‘abrupt melting’ (Kofman, Cheyssac,
Lereah & Stella 1999) where the melting speed rapidly increases at some critical ra-
dius (McCue et al. 2009). There are also reports of nanoparticles becoming locally
superheated during the final stages of melting (Sheng 1996) which was also found
to occur in Stefan problems for nanoparticles by McCue et al. (2009).
While Stefan problems give good results, many of these models can still predict
unphysical behaviour. In particular it has been found that the Stefan problem with
surface tension leads to an infinite melting speed as the solution approaches some
critical time. The first thesis objective is therefore:
To revisit the existing continuum models for melting and freezing
processes, assess the model behaviour, and determine what is caus-
ing these unphysical results.
The model proposed in McCue et al. (2009) predicts an infinite flux of heat out
of the solid core into the phase-interface, and an accompanying infinite melting
speed. This type of behaviour does not occur in nature, and suggests that the
model is incomplete. To keep the models simple and manageable, many physical
effects are often deemed unimportant and are hence ignored. It is possible that a
key piece of physics is actually very important for times near when the interface
speed and temperature gradient become large. There is evidence to suggest that
including kinetic effects on the interface may regularise this unphysical behaviour.
The second aim is:
To consider the addition of kinetic undercooling to spherical Stefan
problems with surface tension.
While kinetic undercooling is one idea that could be introduced into the model,
there are other physical effects that are still being ignored. This leads to the third
aim:
To examine the effect of other possible additions to the model, such
as density change or size-dependent latent heat.
Mathematical modelling of melting nanoparticles are of practical significance to a
number of important nanotechnology industries. These continuum models have a
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wide range of applications such as energy storage, medical diagnostics, and the man-
ufacturing of highspeed electronic devices and large memory systems, as well as po-
tential significance in several other fields such as searching for new high-temperature
superconducting materials (see the review by Makarov 2010 and references within).
The superheated solid (and the mathematically equivalent supercooled liquid) as-
pects of the models are also highly applicable to the formation of amorphous metals.
An amorphous solid is formed by supercooling a liquid and then initiating solidifi-
cation which, due to the supercooled state of the liquid, will be very rapid. This
process can lead to solids with vastly different properties to conventional solids.
Amorphous solids have extensive applications in a numerous industries, and we
refer to the review by Telford (2004).
Finite-time blow-up of Stefan problems with surface-tension
The second thesis objective is concerned with continuing research into the math-
ematical analysis of moving boundary problems. In particular, it is of interest to
explore the well- or ill-posedness of various formulations of the Stefan problem. It
is important to understand whether ill-posed problems exhibit blow-up, and how
the solutions cease to remain regular in finite time. This means we need to under-
stand the effect that various competing physical mechanisms have on ill-posedness.
Further, if a particular physical effect does suppress the singular behaviour, we
are interested in how (and why) this regularisation works. From a mathematical
perspective, the issue is whether expanding the model has a significant effect on
qualitative behaviour via regularising singularities that really should not be there
(at least from a physical perspective). Conclusions drawn will have much wider
applications than the particular model considered here, as it is likely that the fun-
damental regularisation or otherwise persists in other related classes of moving
boundary problems.
The most commonly studied ill-posed Stefan problem is the one-phase Stefan prob-
lem for freezing a supercooled liquid. Here, applied mathematicians are interested in
solving the heat equation in the supercooled liquid phase only (a one-phase problem
using the language of Section 2.4) in the simplest geometry: one Cartesian coor-
dinate. It is widely known that this simple model predicts unphysical behaviour
(under certain conditions), in the form of a singularity in the moving interface
speed which increases without bound as time approaches some finite critical value
(Sherman 1970, Fasano, Primicerio & Lacey 1981). This singularity is accompanied
by the development of an infinite temperature flux in the liquid at the interface (as
the interface speed and temperature gradient are linked by a boundary condition).
It is important to note that this blow-up occurs before the liquid has completely
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solidified. Much work has been done to regularise this singular behaviour, particu-
larly with the addition of a boundary condition referred to as kinetic undercooling,
where the melting temperature is proportional to the interface speed. It has been
shown that this extra physical consideration regularises the finite-time blow-up such
that interface can move past the critical time and the liquid can completely solidify
(King & Evans 2005).
A Stefan problem that has not received much attention in the literature until re-
cently is the Stefan problem for a melting nanoscaled particle, which includes surface
tension via the Gibbs–Thomson condition. McCue et al. (2009) found that as the
nanoparticle melts and the radius approaches some critical value, the problem seems
to exhibit the same type of finite-time blow-up as the one-phase Stefan problem for
a supercooled liquid. That is, development of an infinite temperature gradient at
the interface, and an unbounded moving boundary speed. Not only do these two
Stefan problems share similar blow-up characteristics, but it was also found that
as time approaches the critical time, the nanoparticle becomes locally superheated.
This leads to our fourth aim:
To explore the similarities between supercooled Stefan problems
and the spherical Stefan problem with surface tension. In particu-
lar, we seek to examine the role surface tension has on finite-time
blow-up (when incorporated via the Gibbs–Thomson effect).
As the two problems share similar blow-up characteristics, it is possible that we
can successfully apply known results from one problem to the other. For example,
it is known that kinetic undercooling regularises the finite-time blow-up of the ill-
posed Stefan problem for a supercooled liquid, and so perhaps it will also have a
regularisation effect on the Stefan problem for a melting nanoparticle. This is our
final aim:
To consider the effect kinetic undercooling plays on the mathemat-
ical blow-up of the spherical Stefan problem with surface tension.
We also aim to explore other possible regularisation mechanisms.
More generally, our results will likely carry over to a number of other models with
similar kinetic properties on a moving boundary. Kinetic undercooling also arises
in supercooled Stefan problems in higher dimensions, particularly Stefan problems
for crystal formation and dendrite growth (Langer 1987). The equations governing
a Stefan problem also arise in the problem of diffusion of a solvent through a glassy
polymer. In these problems, the solvent transforms the polymer from a glassy state
to a rubbery state as it diffuses through the polymer. Here, kinetic undercooling
relates the concentration of solvent on the interface required for a transformation of
7
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Figure 1.2: A schematic summarising the motivation for each chapter, and the evolution of the
project as a whole. The main motivational results are those of McCue et al. (2009),
which lead into several avenues research. Key publications are referenced here, includ-
ing those resulting from this project.
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state, to the speed of the interface, and has been observed experimentally (McCue
et al. 2011). These problems have applications to the development of efficient drug
delivery techniques.
This work will also have implications to a related class of moving boundary problems
called Hele–Shaw problems. Hele–Shaw problems model the movement of liquids
between two parallel plates due to pressure, but also arise as an approximation
to the Stefan problem in the zero specific heat limit (Dallaston & McCue 2014,
Howison 1992). It has been proposed that similar kinetic undercooling condition
could arise as an approximation to a miscible two-phase problem in a porous medium
or Hele–Shaw cell (Booth 2011). Hele–Shaw problems have applications in several
other important areas, such as the study of steamer discharges. Streamers occur
during the early stage of sparks or lightning and are characterised by a finger-shaped
ionization front (Ebert, Brau, Derks, Hundsdorfer, Kao, Li, Luque, Meulenbroek,
Nijdam, Ratushnaya, Scha¨fer & Tanveer 2011), very similar to Saffman–Taylor
finger problem in a Hele–Shaw cell (Gardiner, McCue & Dallaston 2014, Saffman
& Taylor 1958). In the streamer literature a kinetic undercooling condition arises
to account for the thickness of ionization front (Ebert et al. 2011). The role of
the kinetic undercooling parameter in regularising ill-posed models for streamer
discharges is still relatively unexplained.
1.3 Outline of thesis
This thesis consists of six core chapters, Chapters 2–7. Three of these chapters (3–
5) are based on published articles including one published conference proceedings
paper and two published peer-reviewed articles. Some changes have been made for
consistency between chapters, such as notation and cross referencing, but for the
most part these three chapters are reproduced as they were published. While this
means that there may be some repetition between chapters, this overlap aids in
the understanding of the overall document. Chapters 6–7 contain new work that
has not yet been submitted. Figure 1.2 shows a schematic that attempts to give a
sense of the flow of this document and the evolution of the PhD project as a whole.
This includes (some of) the sources of motivation for each chapter, and why each
individual problem was studied. These thesis chapters are arranged as follows.
Chapter 2: Review of literature
One of the key results that motivate this project is the work of McCue et al. (2009).
In Chapter 2 we survey the necessary background knowledge associated with this
(and related) work. We begin by introducing the Stefan problem with an example
one-dimensional two-phase problem, as well as detailing the assumptions involved
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in each equation which hold throughout the remaining chapters. Some important
physical ideas are explained here, such as the concept of supercooled and super-
heated materials, and the Gibbs–Thomson effect for micro- and nano-sized particles.
Next, we outline some useful mathematical results including useful exact solutions,
certain conditions under which we can simplify the governing equations with an
approximation, and a description of the finite-time blow-up that can occur in some
ill-posed Stefan problems. We also provide a review of the relevant literature for
a variety of Stefan problems with different geometries and initial conditions, both
with and without surface tension and kinetic undercooling, and highlight the work
which motivates the subsequent original chapters.
Chapter 3: Two ill-posed Stefan problems: A preliminary study in one Cartesian
direction
In this chapter we treat two related moving boundary problems that are useful
in demonstrating the key properties of melting a sphere when surface tension is
included in the model. These problems are solved numerically using a front-fixing
technique with finite-differences.
The first is an ill-posed Stefan problem for a superheated solid. This is mathemat-
ically equivalent to the supercooled liquid discussed in Section 2.5, and exhibits
the same finite-time blow-up where the speed of the phase interface becomes un-
bounded and an infinite temperature gradient develops at the boundary. We repro-
duce known results in the literature, concentrating on solutions that break down in
a finite-time.
The second problem is an extension of the first, and is motivated by the results
of McCue et al. (2009). We propose a problem to simulate certain aspects of a
particular two-phase Stefan problem with surface tension. We provide results that
support the hypothesis that this novel problem exhibits the same physically unre-
alistic behaviour as the more complicated two-phase problem.
This work is based on the published conference proceedings paper:
Back, J. M., McCue, S. W., & Moroney, T. J. (2011) Numerical study of
two ill-posed one phase Stefan problems. In: Proceedings of the 15th Bien-
nial Computational Techniques and Applications Conference, CTAC–2010. 52.
ANZIAM J. pp. C430–C446.
Chapter 4: A radially-symmetric one-phase melting problem, including the effects
of surface tension and kinetic undercooling
The results of Chapter 3 motivate further the study of the radially-symmetric Ste-
fan problem with surface tension, as well as considering the addition of kinetic
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undercooling effects on the moving boundary. We produce numerical solutions for
a particular energy-conserving one-phase version of the problem to show that ki-
netic undercooling regularises the finite-time blow-up so that the model with surface
tension and kinetic undercooling has solutions that are regular right up to complete
melting. Lastly, we discuss how these results are consistent with experimental ob-
servations of the abrupt melting of nanoscaled particles.
This work is based on the published peer-reviewed article:
Back, J. M., McCue, S. W., Hsieh, M.-N., & Moroney, T. J. (2014a) The
effect of surface tension and kinetic undercooling on a radially-symmetric
melting problem. Appl. Math. Comp., 229: 41–52.
Chapter 5: The two-phase radially-symmetric problem: An application to melting
nanoscaled metal particles
In Chapter 5 we consider the full two-phase Stefan problem for a melting sphere,
including the effects of surface tension and kinetic undercooling. Here we consider
this model in the context of the real application of melting metal nanoparticles. We
compare numerical solutions obtained with a method of lines scheme to some quali-
tative results in the experimental literature and discuss the benefits of our modified
continuum model. The small-particle regime is closely related to the problem of
melting a superheated particle. We suggest that in the absence of kinetic under-
cooling, mathematical blow-up is not only inevitable but universal to the specific
material, in that is it only very weakly dependent on the initial conditions and is
instead determined by the material parameters.
This work is based on the published peer-reviewed article:
Back, J. M., McCue, S. W., & Moroney, T. J. (2014b) Including nonequilib-
rium interface kinetics in a continuum model for melting nanoscaled particles.
Sci. Rep., 4: 7066.
Chapter 6: Blow-up and extinction of the two-phase Stefan problem with a
modified Gibbs–Thomson condition
Our study of the two-phase Stefan problem for a melting nanoscaled particle with
surface tension and kinetic undercooling is continued in Chapter 6. Here we examine
the mathematical regularisation of finite-time blow-up by kinetic undercooling more
closely, and the extinction behaviour. These more mathematical topics are not
covered in Chapter 5, which is focussed on modelling in the context of a specific
application.
Using ideas from Chapter 3, together with the work of McCue, Wu & Hill (2008b),
we first develop a one-phase approximation to the full two-phase model, valid for
11
times near blow-up. With this simplified problem we are able to investigate the
amount of heat contained within the solid core as it becomes superheated and show
that finite-time blow-up is inevitable, regardless of the initial conditions. Next, we
again consider the addition of kinetic undercooling near blow-up, and demonstrate
how blow-up is avoided.
Lastly, we examine the extinction behaviour of the full two-phase problem. Using
numerical simulations we show that when the amount of kinetic undercooling is
small, the extinction profile predicts a ball of supercooled liquid as the solid phase
vanishes. In contrast, when the kinetic undercooling is large, the temperature
gradient at the centre becomes quite large. These results are qualitatively similar
to the extinction behaviour of the one-phase problem studied in Chapter 4
Chapter 7: Other regularisation mechanisms
Our last study is concerned with other possible regularisation mechanisms. When
developing the Stefan problem there are a number of simplifying assumptions, and
it is possible that including some additional physical considerations may have a
regularisation effect. In particular, it could be reasonable to relax the assumption
of a constant density between the two phases throughout the melting process. Doing
so results in a kinetic term in the Stefan condition, which could usually be considered
negligible except for when the melting speed is large (for example, near blow-up).
When considering a density jump between the phases, we must account for a change
in volume that leads to a flow of fluid away from the inner solid. This means we
will also have an additional advection term in the heat equation governing the
temperature in the liquid phase. In Chapter 7 we examine two density-change
models studied by Alexiades & Solomon (1993), in the context of regularising the
finite-time blow-up caused by the Gibbs–Thomson effect. The first is identical to
the two-phase problem studied in Chapters 5 and 6, but with an advection term
to account for the bulk movement of the liquid phase. A second problem extends
upon this model by considering a kinetic term in the Stefan problem (which, as it
turns out, is required for energy conservation). This second problem has recently
been treated by Font et al. (2014b) in the context of the mathematical modelling
of nanoparticles.
Another possible regularisation mechanism could be to include size-dependent latent
heat of fusion, an experimentally observed phenomenon where the latent heat is not
observed to be constant, but instead reduces with particle size. In this chapter we
incorporate this nanoscale-specific effect into a two-phase Stefan problem via the
Stefan condition. We find that this addition does not regularise the singularity,
but rather increases the critical radius. As the solution now blows up at a larger
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particle size, we have even more reason to require a regularisation mechanism, such
as kinetic undercooling. As far as we are aware, this Stefan problem has not been
previously considered.
Chapter 8: Summary and future work
We conclude with a summary of the work presented throughout this thesis and a
discussion of the key findings. We also suggest some possible directions for future
work, which are motivated by our results.
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Chapter 2
Review of literature
2.1 Introduction
One of the key studies that motivate the following chapters is McCue et al. (2009).
Here, the authors examine a Stefan problem that arises when studying melting
spherical nanoparticles. Similar results are repeated in McCue, Wu & Hill (2008a),
Wu, Tillman, McCue & Hill (2009b) and Font & Myers (2013).
To provide an appropriate background, we first summarise the equations govern-
ing the Stefan problem in one-dimension, including well-known exact solutions and
commonly used assumptions which simplify the problem. In McCue et al. (2009)
it was found that during the melting process, the temperature in the solid phase
becomes greater than the melting temperature: a type of superheating that we
discuss further in Section 2.7. We present a summary of supercooled and super-
heated Stefan problems, with an emphasis on the ill-posed supercooled problem
that predicts unphysical results similar to McCue et al. (2009). A discussion on the
finite-time blow-up exhibited by some ill-posed Stefan problems and the details of
exactly how a singularity develops is also included. Another important feature of
Stefan problems on the nanoscale is the need for the Gibbs–Thomson effect, which
alters the melting temperature as the particle size decreases. This boundary con-
dition is described in some detail, as well as the interface kinetics that we will be
studying extensively in the following chapters. A review of the relevant literature
is included in each section, with a focus on spherically symmetric Stefan problems
where possible.
2.2 The Stefan problem
We begin by formulating a mathematical problem to model how a solid melts into
its liquid form due to the conduction of heat. As an example, we shall use the
example of ice melting into water.
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Figure 2.1: A schematic of the Stefan problem governing the melting of a solid slab. (top) As
the block melts, the boundary separating the solid and liquid phases, S∗(t∗), travels
to the left, and we seek to solve the heat equations (2.1) and (2.2) in the respective
phases. (middle) Equation (2.3) specifies that the temperatures are equal on the
moving boundary, while the fixed boundary condition (2.11) ensures the outer wall is
held at a constant temperature. The solid temperature in the far field is unaffected
by the diffusion of heat at S∗(t∗), represented by the condition (2.12). (bottom) A
second boundary condition on the moving boundary is obtained by considering the
heat flowing in and out of this interface in time δt∗. This must balance with the
heat required to change the solid phase into the liquid phase, Lρδx∗, where δx∗ is
the distance the moving boundary travels in time δt∗, leading to the Stefan condition
(2.4).
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Consider a semi-infinite body of solid ice in the domain −∞ < x∗ ≤ a∗ (m) at a
temperature T ∗s,init (K). The temperature of the wall at x
∗ = a∗ is instantaneously
raised such that the ice begins to melt into the liquid phase (in this case, water).
This results in temperature variations in both phases: the solid region, with the
temperature here denoted by T ∗s (x
∗, t∗), and the liquid region with temperature
T ∗` (x
∗, t∗). We assume that the melting process begins at the outer wall (as opposed
to the solid melting uniformly in space), and that the liquid and solid phases are
separated by a distinct boundary, x∗ = S∗(t∗). Thus, the temperature in each phase
is governed by the heat equation:
in −∞ < x∗ < S∗(t∗), ∂T
∗
s
∂t∗
=
ks
csρs
∂2T ∗s
∂x∗2
, (2.1)
in S∗(t∗) < x∗ < a∗,
∂T ∗`
∂t∗
=
k`
c`ρ`
∂2T ∗`
∂x∗2
, (2.2)
where k`,s, c`,s and ρ`,s are the thermal conductivity (W/m K), specific heat (J/kg K)
and density (kg/m3) of each phase, respectively.
The moving boundary S∗(t∗) travels from the right as the ice melts, and the liquid
domain expands in time, as in the schematic Figure 2.1. We refer to this time-
dependent moving boundary as the solid/liquid interface, or the phase boundary.
Melting temperature
We assume that the temperature is continuous across this boundary:
on x∗ = S∗(t∗), T ∗s = T
∗
` ,
that is, the temperatures of each phase are equal at the phase interface. Further,
because the melting is occurring at this boundary, we say the temperature here is
equal to the melting temperature,
on x∗ = S∗(t∗), T ∗s = T
∗
` = T
∗
melt,
where T ∗melt is the melting temperature. On the macroscopic scale, we expect that
this melting temperature is a constant, equal to the bulk melting temperature,
on x∗ = S∗(t∗), T ∗s = T
∗
` = T
∗
melt = T
∗
bulk. (2.3)
For example, the melting temperature of ice is T ∗melt = T
∗
bulk = 273 K. In the macro-
scopic world, there is no apparent reason to suspect that this melting temperature
is not constant, and so in large-scale applications, using (2.3) seems reasonable. On
the micro- or nanoscale, however, this assumption is no longer appropriate, and
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we must apply thermodynamics to obtain a more realistic boundary condition (see
Sections 2.7 and 2.8). Equation (2.3) serves as our first boundary condition for
(2.1)–(2.2). Note that when we raised the temperature of the wall T ∗a at x
∗ = a∗,
we must have that T ∗a > T
∗
melt to ensure the melting process begins and there is a
change of phase.
The Stefan condition
The second boundary condition on the phase interface concerns the absorption or
liberation of latent heat at this interface, and may be derived using an energy con-
servation argument (Carslaw & Jaeger 1959, Crank 1984). Referring to Figure 2.1
(bottom), we start with a solid region at a temperature below the melting temper-
ature T ∗bulk, and a liquid region at a temperature above the melting temperature.
As the solid melts, the phase interface S∗(t∗) moves to the left. During a time
interval δt∗ the boundary moves a distance δx∗ to the left. The amount of latent
heat required to melt the ice per unit area perpendicular to x∗ (the grey region) is
Lρδx∗, where L is the latent heat of fusion (J/kg) and ρ is the density (assumed to
be equal in each phase: ρs = ρ`). During the time δt
∗, we have an amount of heat
δt∗k`∂T ∗` /∂x
∗ entering the grey element from the liquid phase, and an amount of
heat δt∗ks∂T ∗s /∂x
∗ leaving the boundary and escaping into the solid (heat which
must be conducted away, therefore raising the temperature of the solid). As there
are no other heat sources or sinks on the interface, balancing the heat of the shaded
area gives
on x∗ = S∗(t∗), k`
∂T ∗`
∂x∗
− ks∂T
∗
s
∂x∗
= −LρdS
∗
dt∗
, (2.4)
which is referred to as the Stefan condition. A more general Stefan condition
(Alexiades & Solomon 1993) that we shall be using later is
on x∗ = S∗(t∗), k`
∂T ∗`
∂x∗
− ks∂T
∗
s
∂x∗
= −ρ [L− (cs − c`)(T ∗melt − T ∗bulk)]
dS∗
dt∗
, (2.5)
which takes into account a deviation in the melting temperature T ∗melt away from
the bulk melting temperature T ∗bulk, such as via the addition of the Gibbs–Thomson
effect or kinetic undercooling (see Sections 2.7 and 2.8, respectively). If T ∗melt =
T ∗bulk, then (2.5) reduces to (2.4).
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Governing equations
Equations (2.1)–(2.4) form the one-dimensional Stefan problem
in −∞ < x∗ < S∗(t∗), ∂T
∗
s
∂t∗
=
ks
csρs
∂2T ∗s
∂x∗2
, (2.6)
in S∗(t∗) < x∗ < a∗,
∂T ∗`
∂t∗
=
k`
c`ρ`
∂2T ∗`
∂x∗2
, (2.7)
on x∗ = S∗(t∗), T ∗s = T
∗
` = T
∗
melt = T
∗
bulk, (2.8)
on x∗ = S∗(t∗), k`
∂T ∗`
∂x∗
− ks∂T
∗
s
∂x∗
= −LρdS
∗
dt∗
, (2.9)
together with the following initial and boundary conditions, chosen here to be con-
sistent with the problem drawn in Figure 2.1. As T ∗melt = T
∗
bulk, the two forms
of the Stefan condition, (2.4) and (2.5), are identical (and rewritten as (2.9) for
convenience). The initial conditions are
at t∗ = 0, T ∗s = T
∗
s,init and S
∗ = a∗, (2.10)
which state that the solid is initially at a temperature T ∗s,init and the moving bound-
ary originates at the wall a∗ (where the melting first begins). Note that there is
no initial temperature for the liquid, because at t∗ = 0 there is no liquid domain.
Finally, we have the two boundary conditions:
on x∗ = a∗, T ∗` = T
∗
a , (2.11)
as x∗ → −∞, T ∗s → T ∗`,init, (2.12)
which complete the problem. The first states that the temperature of the outer wall
is held at a constant temperature, and the second that the temperature in the solid
as x∗ → −∞ is not affected by the heat conduction into the solid at the moving
boundary.
We refer to (2.6)–(2.12) as a two-phase Stefan problem, as we are solving for the
temperature in both of the two phases. There are also one-phase Stefan problems,
where we seek to solve for the temperature in only one of the phases. Typically,
one-phase Stefan problems arise from a simplification to the physical situation. For
example, in the problem above governed by (2.6)–(2.12), we could state that the
initial temperature of the solid is T ∗s,init = T
∗
bulk. Specifying that the solid is initially
at the melting temperature results in no temperature variations in the solid at all,
and the problem (2.6)–(2.12) becomes the following one-phase Stefan problem for
19
the outer liquid phase only,
in −∞ < x∗ ≤ S∗(t∗), T ∗s = T ∗bulk,
in S∗(t∗) < x∗ < a∗,
∂T ∗`
∂t∗
=
k`
c`ρ`
∂2T ∗`
∂x∗2
,
on x∗ = S∗(t∗), T ∗` = T
∗
bulk,
on x∗ = S∗(t∗), k`
∂T ∗`
∂x∗
= −LρdS
∗
dt∗
,
on x∗ = a∗, T ∗` = T
∗
a ,
at t∗ = 0, S∗ = a∗.
One-phase Stefan problems can also arise as an approximation to a two-phase Stefan
problem in some appropriate limit. This is discussed further in Section 2.4.
While the two-phase Stefan problem described here is for a melting problem, equa-
tions (2.1)–(2.4) are mathematically equivalent to the analogous freezing problem,
with the only difference arising from switching the sign of the temperature through-
out. This means all work presented here and in the references will hold for either
case; for example, results for the classical melting of a solid sphere also describe the
freezing of a ball of liquid.
Neumann’s solution
With a few notable exceptions, useful exact solutions to Stefan problems are rare.
Here, we present a short catalogue of well-known exact solutions in various geome-
tries in Appendix A). The most well known is a similarity solution referred to as Neu-
mann’s solution (Carslaw & Jaeger 1959, Crank 1984, Davis 2001, Gupta 2003, Hill
& Dewynne 1987). As we shall see in later chapters, the Neumann solution proves
to be useful when examining the small time behaviour in spherical domains (McCue
et al. 2009, Wu et al. 2009a).
In order to derive this result, we look for solutions to (2.6)–(2.12) of the form
T ∗s (x
∗, t∗) = f(ξ), T ∗` (x
∗, t∗) = g(ξ) where ξ =
a∗ − x∗√
t∗
. (2.13)
With this ansatz, the heat equation (2.7) becomes
d2g
dξ2
+
ξ
2κ`
dg
dξ
= 0,
where κ` = k`/c`ρ` is the thermal diffusivity. Solving this (with an integrating
factor, say) gives
dg
dξ
= Ae−ξ
2/4κ` ,
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and integrating again leads to
g(ξ) = A
∫
ξ
e−τ
2/4κ` dτ +B,
where A and B are constants of integration. With the change of variable η =
τ/2
√
κ` we have obtained the error function solution to the heat equation
g(ξ) = C +D erf
(
ξ
2
√
κ`
)
,
and similarly
f(ξ) = E + F erfc
(
ξ
2
√
κs
)
,
where erf and erfc are respectively the error function and complementary error
function, defined in Abramowitz & Stegun (2012) to be
erf (τ) =
2
pi
τ∫
0
e−η
2
dη, and erfc (τ) = 1− erf (τ) = 2
pi
∞∫
τ
e−η
2
dη.
Hence, the temperatures in the solid and liquid phases are given by
T ∗` = C +D erf
(
a∗ − x∗
2
√
κ`t∗
)
and T ∗s = E + F erfc
(
a∗ − x∗
2
√
κst∗
)
, (2.14)
where C, D, E and F are constants to be solved for with the conditions (2.8)–(2.12).
Applying first (2.11) and (2.12) give
T ∗` = T
∗
a +D erf
(
a∗ − x∗
2
√
κ`t∗
)
and T ∗s = T
∗
s,init + F erfc
(
a∗ − x∗
2
√
κst∗
)
, (2.15)
where we have obtained the second of these in the limit as t∗ → 0. The boundary
condition (2.8) requires that
T ∗a +D erf
(
a∗ − S∗
2
√
κ`t∗
)
= T ∗s,init + F erfc
(
a∗ − S∗
2
√
κst∗
)
= T ∗bulk, (2.16)
which must hold for all values of time. Thus, it follows that a∗ − S∗ must be
proportional to
√
t∗, or
S∗(t∗) = a∗ − 2λ√κ`t∗, (2.17)
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Figure 2.2: The Neumann solution (2.19)–(2.21) for a melting lead block initially at T ∗s,init =
540 K. The temperature at x∗ = 1 m is held at T ∗a = 750 K, which is higher than the
melting temperature of lead, so that the lead block begins to melt. (top) Temperature
profiles calculated from (2.19) and (2.20) at three increasing times corresponding to
S∗(t∗) = 0.9, 0.5 and 0. The temperature in the liquid phase varies from T ∗` = T
∗
a
on the fixed right boundary down to T ∗` = T
∗
bulk = 600 K on moving boundary. Heat
flows out of this boundary, warming the solid ahead of it. (bottom) As the block of
lead melts, the moving boundary travels in the negative direction. Initially, the speed
is very high, due to the behaviour of (2.21) as t∗ → 0+.
where λ is a constant to be determined from the remaining boundary condition.
First, substituting (2.21) into (2.16) gives the constants D and E to be
D =
T ∗bulk − T ∗a
erf(λ)
and F =
T ∗bulk − T ∗s,init
erfc(λ
√
κ`/κs)
,
and then applying (2.9) together with (2.21) gives the algebraic expression
T ∗a − T ∗bulk
erf(λ)
e−λ
2
+
T ∗s,init − T ∗bulk
erf(λ
√
κ`/κs)
√
κ`
κs
ks
k`
e−λ
2κ`/κs =
√
piLλ
c`
. (2.18)
This is the well-known transcendental equation for λ where c` = k`/κ`ρ is the
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specific heat of the liquid phase. The particular solution to (2.6)–(2.12) is then
given by
in S∗ ≤ x∗ ≤ 1∗, T ∗` (x∗, t∗) = T ∗a +
T ∗bulk − T ∗a
erf(λ)
erf
(
a∗ − x∗
2
√
κ`t∗
)
, (2.19)
in −∞ ≤ x∗ ≤ S∗, T ∗s (x∗, t∗) = T ∗s,init +
T ∗bulk − T ∗s,init
erfc(λ
√
κ`/κs)
erfc
(
a∗ − x∗
2
√
κst∗
)
, (2.20)
and S∗(t∗) = a∗ − 2λ√κ`t∗, (2.21)
where λ is obtained from (2.18). This is the Neumann solution to the classical
two-phase Stefan problem (here ‘classical’ refers not only to the problem being
well-posed, but the idea of classical melting as opposed to melting a superheated
solid).
The solutions (2.19)–(2.21) are plotted in Figure 2.2 with the parameter values for
lead:
L = 22.9× 103 J/kg, ρ =11.34 kg/m3, c` = 148 J/kg K,
ks = 35 J/kg K, k` =16 W/m K, T
∗
bulk = 600 K.
This corresponds to melting a lead block initially at T ∗s,init = 600 K. To melt the
solid block, the right side is held at T ∗a = 750 K and so melting begins here. The
temperature profiles (2.19) and (2.20) are plotted in Figure 2.2 (top) for three dif-
ferent times. The discontinuity in the temperature gradient denotes the position of
the phase boundary and is due to the Stefan condition (2.9). As time increases, the
liquid domain grows. The temperature of the liquid varies from T ∗bulk at the phase
interface up to T ∗a on the outer surface. Due to the heat escaping out of the phase
interface into the solid, the temperature in the solid rises near the moving bound-
ary. The moving boundary travels to the left in the negative direction according to
(2.21), which is plotted in Figure 2.2 (bottom). For early times, the speed of the
interface is very large, which is a result of the instantaneous temperature increase
from T ∗s,init to T
∗
a at the outer wall. In fact, taking the derivative of (2.21) with
respect to t∗, the speed becomes singular in the limit t∗ → 0+. This behaviour
is nonphysical and is due to the unrealistic step fuction initial condition for the
temperature in both phases. An identical singularity is present in the small-time
solution of the one-phase approximation to problem (2.19)–(2.21). While the non-
physical behaviour can be resolved with the choice of continuous initial data, later
in Section 2.8 we will discuss possible regularising mechanisms for this singularity
(for both one- and two-phase problems).
In problem (2.6)–(2.12) the initial temperature of the liquid is a constant value. Of
course, in reality this might not be true; we could prescribe an unevenly distributed
initial condition, although there is no exact solution of the form (2.13) for this case.
23
(a) Stellar plates (b) Sectored plates
(c) Stellar dendrites (d) Fernlike stellar dendrites
Figure 2.3: Some examples of ice crystals grown in a lab. Stellar plates (a) are characterised by
their thin plates and star-like shape. If the plates have prominent ridges pointing to the
corners, then the crystal is referred to as a sectored plate (b). Stellar dendrites (c) are
star shaped crystals with tree like branches and sidebranches. If the crystal has a lot
of side branches it can resemble a fern (d). Other shapes can also form, such as needle
crystals, 12-sided snowflakes or hollow columns. To classify all these shapes we have
systems such as Mason (1971), Nakaya (1954) and Magono & Lee (1966). Patterns
such as these can form from solidification of supercooled water and are particularly
relevant when studying the stability of two dimensional Stefan problems (Langer 1980,
Langer 1987). Reproduced from SnowCrystals.com.
When applying the initial condition in (2.15), we see that the constant F cannot
be chosen to satisfy a spatially dependent initial condition for all x∗. Thus, there
is no exact solution of the form (2.13) for a nonconstant initial liquid temperature.
For classical problems, we have linear and nonlinear stability results for the one-
dimensional two-phase Stefan problem (Ockendon 1980, Rubenstein 1982), as well
as asymptotic behaviour results by Struckmeier & Unterreiter (2001). Existence
and uniqueness of classical solutions to the one-dimensional one-phase problem are
presented in Fasano & Primicerio (1977), and stability of planar melting and so-
lidification problems may be found in Chadam & Ortoleva (1983). As for higher
dimensional results, we have existence and uniqueness for the multidimensional
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one-phase Stefan problem (Friedman 1968, Hanzawa 1981), similarity solutions
(Howison 1988), and extinction behaviour for a one-phase Stefan problem for in-
ward solidification in two (McCue, King & Riley 2003) and three (McCue, King
& Riley 2005) dimensions. We also have analytical and numerical results for two-
dimensional solidification (Wallman, King & Riley 1997, King, Riley & Wallman
1999).
2.3 Supercooled and superheated problems
Supercooled and superheated problems are a class of Stefan problem with particu-
larly special initial temperature data. A one-dimensional supercooled problem is as
follows. For x∗ > a∗ we have a solid phase, while in x∗ < a∗ there is the liquid phase.
For now, we choose the melting/freezing temperature to be T ∗melt = T
∗
bulk. Ordinar-
ily, the liquid would be at a higher temperature than the solid, and hence the solid
would melt with dS∗/dt∗ > 0 (the interface moves to the right). This is similar
to the situation described in Section 2.2 and is known as ‘classical’ melting. If,
however, the initial condition of the liquid phase is chosen such that T ∗`,init < T
∗
melt,
the temperature of the liquid is less than the melting temperature and the liquid
is supercooled. In this case the liquid is unstable, in the sense that solidification
could begin at any time far more rapidly than in the classical melting or freezing
case. This rapid freezing speed results in an unusual crystalline structure, and that
materials formed from supercooled liquids will have different properties than those
formed from classical freezing (Myers, Mitchell & Font 2012, Telford 2004).
A popular application of Stefan problems for supercooled liquids is the formation
of crystals, and the growth of dendrites and fern-like patterns such as the examples
given in Figure 2.3. Here there has been work done on the interfacial stability
which drives the pattern-forming process by Mullins & Sekerka (1964) (see also
Mullins & Sekerka 1963, Langer 1980 and Langer 1987) and a family of exact
solutions for the tip of a paraboloidal dendrite (Horvay & Cahn 1961, Ivantsov 1947,
Langer 1980). Further details of the stability analysis and parabolic exact solution
are provided in Appendices A.1.2 and A.3, respectively. The field of dendrite growth
is out of the scope of this project, but we point the interested reader to a number of
good review articles. A review of the mathematical progress of modelling dendrites
and pattern formation with Stefan problems is given by Langer (1980). Ben-Jacob
& Garik (1990) reviews the mathematics of pattern formation, and a review on
the physical mechanisms governing the formation of dendrites is undertaken by
Libbrecht (2005). Specifically, many authors have considered the highly nontrivial
role surface tension plays in solution selection for the velocity of the dendrite tip
(Barbieri, Hong & Langer 1987, Ben Amar & Pomeau 1986, Kessler, Koplik &
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Levine 1986, Langer 1986, Pelce & Pomeau 1986). Kessler, Koplik & Levine (1988)
provide a good review of the mathematical techniques applied to this infamously
difficult problem.
The equations governing the one-dimensional, one-phase Stefan problem for a su-
percooled liquid described above are similar to (2.6)–(2.12), except that now the
liquid occupies x∗ < a∗, and the initial condition (2.10) is replaced with
at t∗ = 0, T ∗` = T
∗
`,init < T
∗
melt.
We also specify that the temperature in the solid is equal to the freezing (or melt-
ing) temperature for all time, which is chosen to be the constant bulk freezing
temperature,
in S∗(t∗) < x∗ < a∗, T ∗s = T
∗
bulk,
to reduce the two-phase problem to a one-phase Stefan problem for the supercooled
liquid in the domain x∗ < S∗. The governing equations are scaled with the following
dimensionless variables
x =
x∗
a∗
, t =
k`
ρc`a∗2
=
κ`
a∗2
t∗, u(r, t) =
T ∗s − T ∗melt
∆T ∗
,
s(t) =
S∗
a∗
, ∆T ∗ = T ∗melt − T ∗`,init, v(r, t) =
T ∗` − T ∗melt
∆T ∗
,
(2.22)
which give the problem
in s(t) < x < 1, u(x, t) = 0, (2.23)
in −∞ < x < s(t), ∂v
∂t
=
∂2v
∂x2
, (2.24)
in x = s(t), v = 0 and
∂v
∂x
= −βds
dt
, (2.25)
as x→ −∞, v → −1, (2.26)
at t = 0, v = −1. (2.27)
Here, the only dimensionless parameter is the Stefan number
β =
L
c`∆T ∗
, (2.28)
which is a measure of the latent heat released by the liquid during the freezing pro-
cess. Equations (2.23)–(2.27) have an exact solution (Carslaw & Jaeger 1959, Crank
1984) analogous to the Neumann solution (2.19)–(2.21), which can be obtained with
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the same similarity variable:
in −∞ < x < s(t), v(x, t) = −1 +
erfc
(
(1− x)/2√(t))
erfc(λ)
, (2.29)
where the position of the moving boundary is given by
for t ≥ 0, s(t) = 1− 2λ√t, (2.30)
and as before, λ is the solution to the transcendental expression
e−λ
2
erfc(λ)
= β
√
piλ. (2.31)
While (2.31) is similar to (2.18), it is clearer now in dimensionless coordinates that
there are no roots for λ when β ≤ 1. We revisit this restriction on the Stefan number
in Appendix A.1, but for now we note that this means there are no solutions of the
form (2.13) for β ≤ 1. There is a similar requirement on L/c`∆T ∗ (2.18), but it is
less obvious due to the dimensional form.
2.4 One-phase approximation
The full two-phase Stefan problem can be difficult to treat, both numerically and
analytically. Often, we are interested in certain behaviour in a single phase only,
and so choose to work with an approximation that allows us to ignore the other
phase. There may also be physical situations where heat does not flow in a specific
phase due to the initial conditions, and the two-phase problem reduces to a one-
phase problem, such as in the examples described in Sections 2.2 or 2.3 where (say)
the temperature of the solid is initially everywhere equal to the constant melting
temperature. For these reasons it is useful to study a one-phase Stefan problem,
where we study heat conduction in one particular phase only.
As mentioned, one-phase Stefan problems can arise in ideal situations, but they can
also result from approximating a full two-phase Stefan problem by assuming one
phase conducts heat far better than the other. Hence, we obtain a one-phase ap-
proximation, valid as long as the original assumption holds. Consider the following
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two-phase Stefan problem:
in x > s,
∂u
∂t
= k
∂2u
∂x2
, (2.32)
in x < s,
∂v
∂t
=
∂2v
∂x2
, (2.33)
on x = s,
∂v
∂x
− k∂u
∂x
= −βds
dt
, (2.34)
on x = s, u = v = vm(x, t), (2.35)
where we have nondimensionalised using (2.22), and u(x, t) and v(x, t) are the di-
mensionless temperatures in the solid and liquid regions, respectively. The dimen-
sionless parameters are as follows: k = ks/k` is the ratio of thermal conductivities,
β is the Stefan number, and we have assumed the specific heats are equal to give
c = cs/c` = 1. Here, the dimensionless melting/freezing temperature vm(x, t) is
not necessarily a constant, and we could have vm = f(x, t) so that the melting
temperature is a function of space, time or both. The problem is completed with
the required boundary and initial conditions, but in particular we have
at t = 0, u(x, 0) = u0(x). (2.36)
If vm(x, t) = f(x, t), the two-phase problem (2.32)–(2.36) can never be reduced to a
true one-phase problem in either the melting or freezing regimes, as the temperature
of the solid is nonconstant at the boundary, and there will always be temperature
fluctuations in the solid. Even with a solid melting/freezing temperature, vm(x, t) =
constant, only the melting regime s˙(t) > 0 may be reduced to a true one-phase
problem (here s˙(t) = ds/dt), as for example u0(x) ≡ 0 and u = 0 on the interface
s(t) implies u(x, t) ≡ 0 for all time as already discussed. In contrast, the freezing
regime s˙(t) < 0 will always exhibit temperature variations even when u ≡ 0.
We may, however, obtain a one-phase formulation asymptotically by considering
the limit k → 0, being careful to distinguish between the melting problem s˙(t) > 0
and the freezing problem s˙(t) < 0 (Evans & King 2000, Evans & King 2003, King
& Evans 2005, Struckmeier & Unterreiter 2001, Wu et al. 2009a). As k = ks/k`
is the ratio of thermal conductivities, the limit k → 0 corresponds to the scenario
where the liquid phase conducts heat far better than the solid phase. Importantly,
the following one-phase formulation conserves energy in the system (Evans & King
2000, King & Evans 2005, Struckmeier & Unterreiter 2001).
Away from the moving boundary we have to leading order due to the low thermal
conductivity of the solid phase,
u ∼ u0(x) for k  1,
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u,v
x
x = s(t)
O(k)
Liquid Solid
u ∼ u0(x)
Figure 2.4: The interior layer that arises in the temperature of the solid phase when k  1.
Away from the moving boundary the temperature goes like the initial temperature
u(x, 0) = u0(x) (dashed), but close to the moving boundary the temperature rapidly
changes to the equilibrium temperature. This results in an interior layer of thickness
O(k) (shaded grey).
that is, we expect only a very small temperature variation in the solid away from
the boundary. Near the boundary, however, there exists an interior layer of O(k)
thickness, where significant temperature changes occur in the solid as a result of
enforcing temperature continuity on this interface, as depicted in Figure 2.4. The
scaling for this interior layer is
x˜ =
x− s(t)
k
,
where the new interior layer variable is x˜ = O(1) and within this layer, (2.32)
becomes
k
∂u
∂t
− s˙∂u
∂x˜
=
∂2u
∂x˜2
.
Introducing the expansion
u = u˜(x, t) +O(k) as k → 0,
and taking the leading order terms, we have
∂2u˜
∂x˜2
= −s˙∂u˜
∂x˜
, (2.37)
subject to the boundary conditions
on x˜ = 0, u˜ = v(s, t) and as x˜→∞, u˜→ u0(x). (2.38)
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For the melting regime, the negative sign in (2.37) means we can enforce u˜→ u0(x)
as x˜→∞, and hence match with (2.36) to give the solution
u˜ = u0(x) + (v(s, t)− u0(x)) e−s˙x˜ for s˙ > 0, (2.39)
for when x˜ = O(1). This is not true for the freezing regime, where we must exclude
the exponential growth term to give
u˜ = v(s, t) for s˙ < 0. (2.40)
This emphasises the fact that care must be taken to treat the melting regime s˙ > 0
and the freezing regime s˙ < 0 separately.
Now consider the Stefan condition (2.34). As stated, the interior layer at the moving
interface leads to ∂/∂x˜ = k ∂/∂x, so that the Stefan condition is
∂v
∂x
− ∂u˜
∂x˜
= −βds
dt
, (2.41)
where u˜ is given by (2.39) for the melting case and (2.40) for the freezing case. For
the freezing case, (2.41) becomes
∂v
∂x
= −βds
dt
, (2.42)
but the melting case requires more care. Due to the interior layer, the Stefan
condition for the melting case becomes
∂v
∂x
+
ds
dt
(v(s, t)− u0(x)) e−s˙x˜ = −βds
dt
,
where
(v(s, t)− u0(x)) e−s˙x˜ = u˜− u0(x).
Thus, we have
∂v
∂x
= − (β + u˜− u0(x)) ds
dt
,
or with the boundary condition (2.38), the Stefan condition for the melting case is
∂v
∂x
= − (β + v − u0(x)) ds
dt
.
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To further simplify, we are often interested in the situation when u0 ≡ 0. Hence,
the one-phase approximation to the Stefan condition is given by
on x = s(t),
∂v
∂x
= −βds
dt
, for s˙(t) < 0, (2.43)
on x = s(t),
∂v
∂x
= − (β + v) ds
dt
, for s˙(t) > 0, (2.44)
which are for the freezing and melting regimes, respectively. This one-phase limit
will break down when the size of solid region is of the same order as the size of
the interior layer. The two different Stefan conditions (2.43) and (2.44) highlight
that careful consideration is required when formulating a one-phase Stefan problem.
Simply substituting k = 0 in (2.34) will lead to an incorrect problem statement if we
are interested in the melting problem, due to an interior layer where the temperature
in the solid varies rapidly. The extra term −vs˙ only appears when considering the
singular limit k → 0. It turns out that naively substituting k = 0 will still give
the correct Stefan problem for the freezing case. For the melting case, however,
ignoring the extra −vs˙ term will lead to a one-phase Stefan problem that does not
conserve heat, such as in Herraiz, Herrero & Vela´zquez (2001) or Wu, Liaw & Chen
(2002).
An alternate one-phase approximation that also conserves energy is presented by
Myers et al. (2012) for planar geometry (whereas the above due to King & Evans
2005 is originally presented more generally) for the liquid phase. Instead of the k 
1 formulation above, Myers et al. (2012) consider the ratio of thermal conductivities
to be large, and suggest this is more realistic for heat transfer problems (the k  1
context is still applicable in the mass transfer context). Their argument is, for the
case of large k = ks/k`, the solid phase conducts heat so well that the temperature
in the solid phase rapidly settles to the equilibrium temperature. This results in
a heat conduction problem in the solid region, which the authors are able to solve
exactly. As the temperature in the solid is known everywhere, this leads to a one-
phase problem for the remaining liquid phase, with a modified Stefan condition.
Later in Chapters 3 and 6, we examine a third one-phase approximation, valid for
Stefan problems arising from the study of melting micro- and nano-sized spherical
particles.
2.5 Finite-time blow-up
The one-dimensional one-phase Stefan problem for the freezing of a supercooled
liquid is known to be ill-posed (Sherman 1970, Fasano et al. 1981) under certain
initial conditions (and equivalently, so is the case of melting a superheated solid).
If the liquid is sufficiently supercooled (or the solid sufficiently superheated), the
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xv
s(t)0
Supercooled
liquid, v(x, t),
with v0(x) ≤ vm = 0
∂v
∂t
=
∂2v
∂x2∂v
∂x
= 0
Figure 2.5: A schematic of the supercooled liquid governed by (2.45)–(2.49). The liquid is entirely
contained within the region 0 ≤ x ≤ s(t). There are no external sources, and the no
flux condition at x = 0 means no heat flows in there. Thus, the only heat available to
raise the temperature of the liquid phase is initially contained in the liquid as latent
heat. For this reason, the liquid can be thought of as ‘freezing itself’.
problem blows up at a finite time. This finite-time blow-up is characterised by an
infinite temperature gradient developing in the liquid at the moving boundary, as
well as the speed of the phase interface becoming unbounded (recall, these are linked
via the Stefan condition) as time approaches the critical time, tc. In fact, in the
one-dimensional one-phase supercooled Stefan problem, there is a sign requirement
on the initial condition which, if violated, means that blow-up is inevitable. As
we shall see, even if this sign requirement is met, there are still situations where
blow-up can occur.
We illustrate the exact nature of the finite-time blow-up of the supercooled Stefan
problem with an example, a schematic of which is provided in Figure 2.5. The
governing equations have been scaled in a similar way to (2.22). A supercooled
liquid occupies the region between a wall at x = 0 and x = s(0) = 1 with an initial
temperature v0(x) ≤ 0. When the freezing begins, the moving boundary s(t) travels
to the left. The equations governing this temperature in the liquid state are
in 0 < x < s(t),
∂v
∂t
=
∂2v
∂x2
, (2.45)
on x = s(t),
∂v
∂x
= −βds
dt
, (2.46)
on x = s(t), v = 0, (2.47)
on x = 0,
∂v
∂x
= 0, (2.48)
at t = 0, for 0 ≤ x ≤ 1 s = 1, v = v0(x) ≤ 0, (2.49)
where v0(x) ≤ 0 ensures the liquid is supercooled, and as before β is the Stefan
number which is a measure of the latent heat. As there are no additional heat
sources or sinks in this problem, and due to the no-flux condition on the wall at
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x = 0, no heat may enter or leave the system except that which is converted to
latent heat at the boundary x = s(t) during the change of phase. For the freezing
case here, the only heat available to warm to liquid near the moving boundary is
the latent heat that is liberated during the freezing process. This means the liquid
is freezing purely due to its supercooled state. Equations (2.45)–(2.49) also describe
the melting of a superheated solid with the slight adjustment v = −u where u(x, t)
is the temperature in the solid.
An important quantity is the total heat in the system, Q. In dimensional coordi-
nates we have
Q∗tot(t
∗) = Q∗1(t
∗)−Q∗2(t∗),
where Q∗1 is the energy needed to raise the temperature of the liquid to T
∗
melt,
Q∗1(t
∗) = ρc`
S∗∫
0
[T ∗` (x
∗, t∗)− T ∗melt] dx∗,
and Q∗2 is the latent heat released by the liquid during the freezing process
Q∗2(t
∗) = ρL
S∗∫
0
dx∗.
Nondimensionalising the expressions for Q∗1 and Q
∗
2 before taking the difference
leads to the quantity Q, defined in dimensionless coordinates as
Q(t) =
s(t)∫
0
[v(x, t) + β] dx. (2.50)
Here Q is the total heat in the system at time t where integrating β gives the latent
heat contained within the liquid. Taking the derivative of (2.50) with respect to
time, we have
dQ
dt
= s˙(t) [v(s(t), t) + β] +
s(t)∫
0
∂
∂t
[v(x, t) + β] dx,
and substituting (2.47) and (2.48) gives,
dQ
dt
= s˙(t)β +
s(t)∫
0
∂2v
∂x2
dx = s˙(t)β +
[
∂v
∂x
]x=s(t)
x=0
.
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Lastly, applying (2.46) and (2.48) we have that
dQ
dt
= 0,
and the amount of heat within the liquid phase is constant in time. Initially the
amount of heat in the liquid is
Q =
1∫
0
[v0(x) + β] dx, (2.51)
which is called the initial supercooled parameter. It is Q which we will use to deter-
mine whether finite-time blow-up occurs, or not. The initial supercooling parameter
and its effect on finite-time blow-up has been considered by many authors, but here
we draw particular attention to Howison et al. (1985), Fasano et al. (1981), Fasano,
Primicerio, Howison & Ockendon (1989), Fasano, Primicerio, Howison & Ockendon
(1990), Lacey & Ockendon (1985) and Sherman (1970).
For the supercooled problem (2.45)–(2.49) with Q defined by (2.51), one of the
following three cases will occur:
(i) If Q > 0, the amount of latent heat available to freeze the liquid is greater
than the amount required to raise the temperature everywhere to vm. As we
have a surplus of latent heat, the liquid can completely freeze. We have that
the solution exists for all time, t→∞. In particular, v → 0 as t→ te.
(ii) If Q < 0, there is not enough latent heat in the liquid to raise the temperature
of the liquid everywhere to vm. The speed of the boundary increases as the
liquid tries to take up more and more latent heat, and eventually we have
finite-time blow-up,
as t→ t−c and s→ sc,
ds
dt
→ −∞.
Hence, the solution only exists for 0 ≤ t < tc <∞ (Fasano et al. 1990, Lacey
& Ockendon 1985).
(iii) If Q = 0, then the amount of latent heat available is exactly equal to the
sensible heat required. Here we have that there is a finite time te where we
have s(te) = 0 and the liquid is completely frozen. This is the borderline case,
and an arbitrarily small perturbation to the initial data will produce either
case (i) or (ii).
Fasano et al. (1989) extend these ideas to the full two-phase Stefan problem. In
this section, it is case (ii) in which we are interested, where the development of a
singularity is inevitable. There are other situations where finite-time blow-up can
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occur. For example, while we might satisfy (i), it is still possible to have finite-time
blow-up if the liquid is sufficiently cooled near s(0) = 1 (Howison et al. 1985). In
Chapter 3 we revisit this problem in the context of a melting superheated solid,
and provide numerical solutions in Section 3.2. For now, we discuss the blow-up
analysis in detail.
The exact form of the singularity development in (2.45)–(2.49), when Q < 0, has
been derived by Herrero & Vela´zquez (1996) to be
s(t) ∼ xc + 2(tc − t)1/2 ln1/2 (ln(tc − t)) as t→ t−c , (2.52)
with the corresponding blow-up temperature profile
v ∼ −β − β
2 ln (− ln(xc − x)) as x→ x
−
c . (2.53)
King & Evans (2005) also derived (2.52) using matched asymptotics (similar ideas
are also found in Hulshof & King 1999). This analysis is reproduced here for
completeness.
It proves useful to first apply the Baiocchi transform (Crank 1984, Lacey 1982, Lacey
& Ockendon 1985), defined to be
w(x, t) =
t∫
ω(x)
v(x, τ) dτ.
where the position of the moving interface x = s(t) is instead written as t = ω(x).
With the Baiocchi transform, (2.45)–(2.49) become:
in 0 < x < s(t),
∂w
∂t
=
∂2w
∂x2
− β, (2.54)
on x = s(t), w = 0 and
∂w
∂x
= 0, (2.55)
on x = 0,
∂w
∂x
= −Q, (2.56)
at t = 0, for 0 ≤ x ≤ 1 s = 1, w =
1∫
x
(x′ − x)(v0(x′) + β) dx′. (2.57)
We denote the critical time at which blow-up occurs as t = tc < ∞ and the
corresponding location x = xc in [0, 1]. The problem (2.54)–(2.57) is rescaled using
the following near blow-up similarity variables:
ξ =
x− xc
(tc − t)1/2 , τ = − ln(tc − t), σ(τ) =
s(t)− xc
(tc − t)1/2 , (2.58)
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t→t−c
−xc√
tc − t = −∞
lim
t→t−c
σ(τ) =∞0
Domain is mostly
ξ < 0
Here
ξ = O(1)
Here
ξ  1
Here
ξ = σ(τ) +
z
σ(τ)
but
ξ ≤ σ(τ)
Figure 2.6: The domain with the near blow-up variables (2.58). As the blow-up time is approached,
the domain increases without bound in the positive and negative directions. For the
majority of the domain ξ is negative except for a region from 0 ≤ ξ ≤ σ(τ). There is
a region of interest around ξ = σ(τ) where z = O(1) (note here z < 0).
such that −xc
(tc − t)1/2 = −xc e
τ/2,
and we look for solutions of the form
w = (tc − t)Φ(ξ, τ). (2.59)
With (2.58) and (2.59), the problem (2.54)–(2.57) becomes
in − xc eτ/2 < ξ < σ(τ), ∂Φ
∂τ
=
∂2Φ
∂ξ2
− ξ
2
∂Φ
∂ξ
+ Φ− β, (2.60)
on ξ = σ(τ), Φ = 0 and
∂Φ
∂ξ
= 0, (2.61)
on ξ = −xc eτ/2, ∂Φ
∂ξ
= −Q eτ/2, (2.62)
and the new domain demonstrated schematically in Figure 2.6. The asymptotic
behaviour of (2.60)–(2.62) as we approach the time at which blow-up occurs t→ tc
(here given by τ → ∞), is analysed for two main regions: ξ = O(1) (region 2 in
Figure 2.7), which is near x = xc and the interior layer ξσ(τ)−σ(τ)2 = O(1), which
is near x = s(t) (region 3 in Figure 2.7).
The full derivation is found in Appendix B and we mention here only the important
points. For the outer region ξ = O(1) we introduce the expansion
Φ ∼ β + A(τ)φ0(ξ) + A˙(τ)φ1(ξ) as τ →∞, (2.63)
where the dots denote derivatives with respect to τ (Soward 1980). Here A˙(τ) 
A(τ) 1 as τ is large in the domain of interest and
d
dτ
= O
(
1
τ
)
for τ  1.
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Figure 2.7: In region 1, ξ < 0 with | − ξ|  1, where the solution is ‘well behaved’. The blow-up
analysis mostly takes place in region 2 around x = xc where ξ = O(1). This is the
outer region. There also exists an interior layer, region 3., near ξ = σ(τ) where a rapid
temperature change occurs. Here z = O(1).
Substituting (2.63) into (2.60) and collecting the A(τ) and A˙(τ) terms gives
d2φ0
dξ2
− ξ
2
dφ0
dξ
+ φ0 = 0, (2.64)
d2φ1
dξ2
− ξ
2
dφ1
dξ
+ φ1 = φ0, (2.65)
which have the solutions
φ0 = 1− ξ
2
2
,
φ1 ∼ −16
√
pi
ξ3
eξ
2/4 as ξ →∞.
(2.66)
In the interior layer at the moving boundary we have the scaling
ξ = σ(τ) +
z
σ(τ)
,
where z = O(1), together with
Φ =
1
σ2
Ψ(z, τ).
As σ →∞ we have Ψ(z, τ) ∼ Ψ0(z), so to leading order we have
d2Ψ0
dz2
− 1
2
dΨ0
dz
− β = 0, (2.67)
which has the solution
Ψ0 = −2βz − 4β
(
1− ez/2) , (2.68)
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for z = O(1), together with
Φ ∼ 1
σ2
Ψ0 as τ →∞. (2.69)
Now we want to match the interior layer to the intermediate region by considering
the limit z → −∞. Expanding out the intermediate region with y = σ + z/σ gives
Φ ∼ β + A(τ)
(
1− σ
2
2
− z − z
2
σ2
)
+ . . . as τ →∞, (2.70)
and as z → −∞, we have from the interior layer that
Φ ∼ −2βz
σ2
as τ →∞.
Matching this with the corresponding O(z) term in the intermediate region (2.70),
that is matching
−2βz
σ2
with − A(τ)z,
we have
A(τ) ∼ 2β
σ2
as τ →∞. (2.71)
We now want to match the exponential terms at the interior layer ξ = σ and z = 0,
that is, match
4β
σ2
ez/2 at z = 0 with − 16
√
pi
ξ3
eξ
2/4A˙(τ) on ξ = σ.
So we have
4β
σ2
∼ −16
√
pi
σ3
eσ
2/4A˙(τ) as τ →∞,
but from (2.71) we have the derivative
A˙(τ) ∼ −4β
σ
σ˙ as τ →∞,
which leads to
32
√
pi
σ5
eσ
2/4 ∼ τ as τ →∞. (2.72)
The precise form of the blow-up using the variables (2.58) can be determined from
(2.72). We have
σ2
4
∼ ln τσ
5
32
√
pi
= ln τ + ln
σ5
32
√
pi
as τ →∞.
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Further rearranging gives
σ ∼ 2 ln1/2 τ as τ →∞. (2.73)
Also, from (2.71) we have
A(τ) ∼ 2β
σ2
∼ β
2 ln τ
as τ →∞. (2.74)
To write the form of blow-up using the original dimensionless coordinates, we use
the following identities that come from the Baiocchi transform (Crank 1984, King
& Evans 2005),
v =
∂w
∂t
where w = (tc − t)Φ(ξ, τ),
= −Φ + y
2
∂Φ
∂ξ
+
∂Φ
∂τ
,
=
∂2w
∂x2
− β = ∂
2Φ
∂ξ2
− β,
and that for ξ = O(1) we have
Φ ∼ β + A(τ)φ0(ξ) = β + A(τ)
(
1− ξ
2
2
)
as τ →∞.
This gives
v ∼ −β − A(τ) as τ →∞.
Similarly, for z = O(1) we have
v ∼ −β + β ez/2 as τ →∞.
With the scalings (2.58), this gives the blow-up profile
vc(x) ∼ −β − β
2 ln (− ln(xc − x)) as x→ x
−
c , (2.75)
where vc(x) = v(x, tc). Equation (2.75) is the form of the blow up obtained by
Herrero & Vela´zquez (1996) and King & Evans (2005). We may also find the form
of the moving boundary blow-up from (2.74). We have
σ ∼ 2 ln1/2 (− ln(tc − t)) as t→ t−c ,
which leads to
s(t) ∼ xc + 2(tc − t)1/2 ln1/2 (− ln(tc − t)) as t→ t−c , (2.76)
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and
s˙(t) ∼ − 1
(tc − t)1/2 ln(tc − t) ln1/2 (ln(tc − t))
as t→ t−c . (2.77)
In higher dimensions, finite-time blow-up of supercooled problems can occur in
the form of cusps (Herrero, Medina & Vela´zquez 2000, Vela´zquez 1997) or corners
(King 1995, Vela´zquez 2000).
The singular behaviour in problem (2.45)–(2.49) may be regularised by the addi-
tion of kinetic undercooling (King & Evans 2005). With kinetic undercooling, the
freezing temperature will no longer be constant but instead proportional to the in-
terface speed, as is discussed in Section 2.8. Several authors suggest that allowing
a change in density in Stefan problems can provide a regularising method (Charach
& Rubinstein 1992, Conti 2001, Horvay 1965). Charach & Rubinstein (1992) show
that initial singularities in the phase interface velocity and acceleration caused by an
instantaneous boundary temperature change are regularised by the addition of dy-
namic pressure so that the front emerges with a finite speed. Lastly, a less physical
regularisation is discussed in King & Evans (2005) and Fasano et al. (1990), where
a Baiocchi-type transformation is used to transform the problem into an oxygen
diffusion-consumption moving boundary problem, which has constraints providing
a regularisation mechanism, although this is not pursued here.
2.6 Spherically symmetric problems
In Chapters 4–7 we are concerned with Stefan problems with spherical symmetry.
While this could model the melting of a three-dimensional ball, due to the radial
symmetry the problem is only one-dimensional. The two-phase Stefan problem
(2.6)–(2.9) in spherical geometry is
in R∗ < r∗ <∞, ∂T
∗
`
∂t∗
=
k`
ρ`c`
1
r∗2
∂
∂r∗
(
r∗2
∂T ∗`
∂r∗
)
, (2.78)
in 0 < r∗ < R∗,
∂T ∗s
∂t∗
=
ks
ρscs
1
r∗2
∂
∂r∗
(
r∗2
∂T ∗s
∂r∗
)
, (2.79)
on r∗ = R∗, k`
∂T ∗`
∂r∗
− ks∂T
∗
s
∂r∗
= ρ
dR∗
dt∗
[(cs − c`)(T ∗melt − T ∗bulk)− L] , (2.80)
on r∗ = R∗, T ∗s = T
∗
` = T
∗
melt, (2.81)
where R∗ is the position of the moving boundary. This problem describes the
melting of a solid particle surrounded by an infinite body of its melt. As time
increases, the moving boundary travels inwards towards r∗ = 0, until the ball has
completely melted. Here we have used the more general Stefan condition (2.80),
which allows for T ∗melt to vary from T
∗
bulk. For example, this could occur if we choose
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to add surface tension to this model, an option we did not have earlier in planar
geometry. If T ∗melt = T
∗
bulk then the problem reduces to the classical Stefan problem
for a melting sphere. Of course if we wanted, we could reduce (2.78)–(2.81) to a
one-phase problem either by specifying initial conditions which simplify the problem
(such as T ∗melt = T
∗
bulk and T
∗
`,init = T
∗
bulk), or with an approximation such as that
described in Section 2.4.
Kucera & Hill (1986) consider the small-time behaviour of the classical two-phase
Stefan problem for a melting sphere, and Dewynne & Hill (1986) derive upper and
lower bounds on the temperature and location of the moving boundary. Analytical
analysis are given by McCue et al. (2008b), including large Stefan number asymp-
totics and small-time behaviour, as well as numerical results using the enthalpy
method. Inward solidification of the two-phase Stefan problem when the inner liq-
uid core is supercooled is treated analytically and numerically by Feltham & Garside
(2001).
The one-phase classical Stefan problem has received much more attention. Analyt-
ical progress has been made by Davis & Hill (1982), Hill & Kucera (1983), Howarth
(1987), Pedroso & Domoto (1973), Riley, Smith & Poots (1974), Soward (1980)
and Tabakova, Feuillebois & Radev (2010). These authors all consider the outer
phase with a finite-thickness, either in the context of a melting ball (where the outer
liquid shell is studied) or a freezing ball of liquid (where the focus is on the outer
solid shell). Extinction behaviour is also studied by Stewartson & Waechter (1976).
The melting of a ball of ice suspended in an infinite fluid is examined by Herrero &
Vela´zquez (1997).
The above results are all for the case of a constant melting temperature, T ∗melt =
T ∗bulk. Recently it has been popular to consider the addition of surface tension to
spherical models, which we consider in Section 2.7. We direct the reader there for
more radially symmetric Stefan problem literature.
2.7 The Gibbs–Thomson effect
It has been verified experimentally that the melting temperature of micro- and nano-
sized particles decreases as the curvature of the solid-melt interface increases (Buffat
& Borel 1976, Castro, Reifenberger, Choi & Andres 1990, Coombes 1972, Dick,
Dhanasekaran, Zhang & Meisel 2002, Kofman, Cheyssac, Aouaj, Lereah, Deutscher,
Ben David, Pe´nisson & Bourret 1994, Mei & Lu 2007), leading to a size dependent
melting temperature known as the Gibbs–Thomson effect (Alexiades & Solomon
1993, Davis 2001, Langer 1987). The idea of small particles melting at a temperature
lower than the bulk melting temperature was first suggested by Michael Faraday in
1850, but it was James Thomson who later published work describing the melting
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Figure 2.8: A comparison of the Gibbs–Thomson relation (2.83) and experimental data for (top)
gold (Dick et al. 2002) and (bottom) lead (Coombes 1972) ( and©). The horizontal
dotted line is the bulk melting temperature. The size dependent nature of the melting
temperature for small particles is especially apparent in the top plot, where a gold
particle with a radius of 1 nm will have a melting temperature of 600 K less than the
bulk value.
temperature as being size dependent. These ideas were not verified experimentally
until the work of Pawlow (1909), who showed that the melting temperature of micro-
sized particles is size dependent. Later, size-dependent melting of nanoparticles was
observed by Takagi (1954). The size-dependent nature of the melting temperature
is a consequence of the much greater surface to volume ratio for nanoparticles
compared to bulk material.
From Alexiades & Solomon (1993), we have that, for constant densities ρ`, ρs and
specific heats, c` and cs (where ` denotes the liquid phase and s denotes the solid
phase), the phase-coexistence relation for thermal equilibrium between two pure
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phases separated by a curved interface is(
1
ρ`
− 1
ρs
)
(P ∗` −P ∗atm) = L
(
T ∗melt
T ∗bulk
− 1
)
+∆c T ∗melt
(
ln
T ∗melt
T ∗bulk
+
T ∗bulk
T ∗melt
− 1
)
+
σ∗
ρs
K∗.
(2.82)
Here, P ∗` is the pressure of the phase, P
∗
atm is the atmospheric pressure, ∆c = c`−cs
is the change in specific heats, ρs,` is the density of each phase, σ
∗ is the surface
tension of the interface and K∗ is the sum of the principal curvatures of the interface.
Equation (2.82) determines the effect of curvature on the phase-change temperature
(see Alexiades & Solomon 1993 for the full derivative of (2.82) from first principles).
The relative size of each term in the full Gibbs–Thomson effect (2.82) is considered
by Font & Myers (2013) for a melting 6 nm particle of gold. The least important
term was found to be the pressure term, while the term involving ∆c is typically
an order of magnitude less than the latent heat and surface tension terms. Hence,
it is common to simplify (2.82) with c` = cs and ρ` = ρs. Font & Myers (2013)
include the ∆c term in their model, but ultimately find that including the change
in specific heats does not drastically affect the melting rates.
If c` = cs and ρ` = ρs = ρ, (2.82) reduces to the classical Gibbs–Thomson relation
T ∗melt = T
∗
bulk
(
1− σ
∗
ρL
K∗
)
. (2.83)
If the particle is large enough such that K∗ → 0, (2.83) leads to (2.3) and we have a
constant bulk melting temperature as before. It is only on the micro and nanoscale
where we obtain the well-known behaviour for spherical particles T ∗melt − T ∗bulk ∼
−const/R∗ (where K∗ = 2/R∗ for the sphere).
The effect of (2.83) is that for small particle radii, the melting temperature is
reduced. Figure 2.8 plots the size dependent melting temperature for gold (top)
and lead (bottom) along with experimentally measured data. Experimental studies
on size dependent melting have been undertaken for a number of metals such as gold
(Buffat & Borel 1976, Dick et al. 2002), silver (Castro et al. 1990), lead (Coombes
1972, Kofman et al. 1994), tin (Bachels & Gu¨ntherodt 2000, Jiang, Moon, Dong,
Hua & Wong 2006) and aluminium (Sun & Simon 2007) (see Mei & Lu 2007 for a
more complete summary of experimental results).
An alternative derivation of the Gibbs–Thomson relation (2.83) from that by Alex-
iades & Solomon (1993), which is useful for conceptual purposes is as follows
(Langer 1987). We consider a spherical particle of radius R∗ and seek to find
the temperature at which it is in equilibrium with the surrounding liquid melt. The
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free energy for this composite two-phase system has the form
F (R∗, T ∗) = −4
3
piR∗3P ∗s −
(
V ∗ − 4
3
piR∗3
)
P ∗` + 4piR
∗2σ∗, (2.84)
where V ∗ is the volume of the whole system and P ∗s,` are the pressures (which
themselves are functions of T ∗, the equilibrium temperature). The first two terms
represent the free energy of the solid and liquid phases, respectively, while the third
term accounts for surface energy. Taking the derivative with respect to R∗ and
setting it to be zero leads to the maximum of (2.84),
P ∗s − P ∗` =
2σ∗
R∗
, (2.85)
which is the well-known Laplace–Young relation (Alexiades & Solomon 1993). From
Langer (1987), we use the fact that ∂P ∗/∂T ∗ is the entropy per unit volume to
replace P ∗s − P ∗` in (2.85) with −ρL(T ∗ − T ∗bulk)/T ∗bulk to give
T ∗melt = T
∗ = T ∗bulk
(
1− 2σ
∗
ρLR∗
)
, (2.86)
which is the same as (2.83). This derivation is less general than (2.82), but em-
phasises the necessity for a size dependent melting temperature condition for small
particles, as well as highlighting a shortcoming to be discussed in Section 2.8.
Many models exist for the constant σ∗ and there is not yet a consensus in the
literature as to what exactly σ∗ constitutes, aside from it being proportional to
surface energy effects. Here we use the Pawlow–Hansen model which is
σ∗ = σ∗sv − σ∗`v
(
ρs
ρ`
) 2
3
,
where σ∗sv and σ
∗
`v are the surface energies of the solid and liquid phases, respec-
tively (Hanszen 1960, Pawlow 1909). Many of these models vary only by physical
quantities, which we are able to scale out when nondimensionalising. A review of
the history and differences between these models has recently been published by
Guisbiers (2012), as well as a comparison of the different models by Zhao, Zhou &
Jiang (2001). The different models do lead to different values for σ∗, for instance,
with lead σ∗ can range from 0.046 Jm−2 to 0.145 Jm−2, and as we shall see in Chap-
ters 5 and 6, this has important implications with respect to a phenomenon called
‘abrupt melting’ (described later in this section).
For the Stefan problem with the surface tension term (2.83), we have uniqueness
(Escher, Pru¨ss & Simonett 2003) and stability (Chadam & Ortoleva 1983) results,
as well as existence and stability of the supercooled problem with surface tension
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(Chadam, Howison & Ortoleva 1987, Langer 1980, Mullins & Sekerka 1963, Mullins
& Sekerka 1964, Rubenstein & Zaltzman 1998), and more complicated analytical re-
sults (Luckhaus 1990). Zhu, Peirce & Chadam (1993) give the small-time behaviour
of shape instabilities.
Of particular relevance to the work presented in the following chapters are studies
of the two-phase Stefan problem with surface tension for a melting sphere (McCue
et al. 2009, Wu et al. 2009b). McCue et al. (2009) derived the small-time behaviour
of a melting sphere, as well as large Stefan number asymptotics and numerical
solutions. Curiously, the authors found that the inner solid core becomes ‘self su-
perheated’, that is, the temperature in the solid phase rises to above the size depen-
dent melting temperature. Font & Myers (2013) also find that the inner solid phase
becomes superheated while using this problem to model melting nanoparticles.
Shortly after the solid phase becomes superheated, the problem blows up at a
finite-time which has characteristics reminiscent of the singularity formation of the
one-dimensional Stefan problem for melting a superheated solid in Section 2.5. An
infinite temperature gradient develops in the now superheated solid, accompanied
by an unbounded phase interface speed. This finite-time blow-up is not captured
by Font & Myers (2013) as in their analysis the critical radius is very small, how-
ever, they do encounter very fast melting speeds as R∗ → 0+. McCue et al. (2009)
suggest that this predicted infinite melting speed could describe an observed phe-
nomenon known as ‘abrupt melting’, where metallic nanoparticles suddenly melt in-
stantaneously at some critical radius (see Kofman, Cheyssac, Lereah & Stella 1999,
Lai, Guo, Petrova, Ramanath & Allen 1996 or Mei & Lu 2007, say).
McCue et al. (2009) also suggest a problem to examine solutions in the blow-up
regime. The key is that near blow-up, the temperature in the outer liquid phase
goes like,
for |R∗ −R∗c |  1, T ∗` ∼ T ∗melt, (2.87)
where R∗c is the critical radius at which blow-up occurs, and T
∗
melt is the size depen-
dent melting temperature (2.83). This leads to a one-phase Stefan problem for the
inner solid phase, with a modified Stefan condition due to (2.87). These ideas are
pursued in Chapters 3 and 6.
While the one-phase Stefan problem with surface tension does not develop an infinite
temperature gradient at the boundary, Wu et al. (2009a) found that the speed of
the interface does blow-up at a critical radius. In fact, they are able to predict this
critical radius exactly. Go¨tz & Primicerio (1996) also found that at some finite time,
the solid melts instantaneously. Further, it was also found that again, near blow-up,
the temperature in the liquid phase behaves like (2.87) (Go¨tz & Primicerio 1996, Wu
et al. 2009a). Lastly, Herraiz et al. (2001) study a one-phase problem with surface
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tension and find that the temperature in the liquid phase goes like (2.87), however
the authors use a Stefan condition which does not conserve heat due to the missing
extra term as described in Section 2.4.
There are other models for the size-dependent melting temperature of micro- and
nano-sized particles, but the majority of these predict a linear relationship between
the melting temperature and the inverse particle size (Guisbiers 2012) such as (2.83).
We do note one particular class of model, which has the form
T ∗melt
T ∗bulk
= exp
( −2σ∗
ρsLR∗
)
, (2.88)
or variations on this. This form is particularly useful when using continuum models
to study the melting of nanoparticles, as for R∗ > 5 nm (Zhao et al. 2001) we have
T ∗melt
T ∗bulk
∼ 1− 2σ
∗
ρsLR∗
as R∗ →∞,
which agrees with (2.83). The important difference is that as R∗ → 0+ the melting
temperature remains finite and we no longer have that T ∗melt → −∞. Zhao et al.
(2001) present a good survey of these types of models and compare them with ex-
perimental results. Further experimental comparisons and theoretical developments
for metallic nanoparticles and organic nanocrystals are undertaken by Jiang, Shi &
Zhao (1999), Rekhviashvili & Kishtikova (2006), Shi (1994), and Zhang, Li & Jiang
(2000). Stefan problems with such a surface tension law are treated by Abergel,
Hilhorst & Issard-Roch (1993) and Scheid (1995). Fedorov & Shulgin (2011) use
algebraic approximations to the size-dependent melting temperature to obtain an
expression that agrees well with the current theoretical models and experimental
data, but is not singular as R∗ → 0.
2.8 Kinetic undercooling
The Gibbs–Thomson relation (2.86) has been derived under the assumption that
the system is at equilibrium and hence is not strictly valid when the interface
is moving. To account for the departure away from equilibrium associated with
dissipation at the moving boundary, we require a kinetic correction term, referred
to here as kinetic undercooling, which is a function of the interface’s normal velocity
T ∗melt = T
∗
bulk
(
1− σ
∗
ρL
K∗
)
− f(v∗n). (2.89)
Kinetic undercooling often arises in supercooled problems, where undercooled liquid
near the interface generates an additional driving force; the colder the sample, the
faster it will freeze (although as we shall see, this is not correct).
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Figure 2.9: A plot of the melting speed versus undercooling for copper (top) and salol (bottom)
calculated with (2.90). Increasing the undercooling of the material leads to a higher
melting speed up to a point, before the melting speed begins to decrease. The dashed
line is the linear approximation (2.91) for when the undercooling is small which we
use here.
Table 2.1: Physical constants for copper and salol quoted by Font et al. (2013) together with the
Planck constant h = 6.626×10−34 J s, Boltzmann constant k = 1.38×10−23 m2kg/s2K
and Avogadro’s number NA = 6.022× 1023, used to generate Figure 2.9.
T ∗bulk × 103 L× 105 q × 10−20 d× 10−9 M × 10−3 ∆H × 10−20
(K) (J/kg) (J) (m) (kg/mol) (J)
Copper 1.36 2.09 6.71 0.23 63.546 2.1632
Salol 0.316 0.90 6.61 1.00 214.22 3.2016
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Ashby & Jones (2006) give the solidification rate to be
v∗n =
d∆H
6h
(T ∗bulk − T ∗melt)
T ∗bulk
e−q/k T
∗
melt , (2.90)
where d is the molecular diameter, h is the Planck constant, q is the activation
energy and k is the Boltzmann constant. The parameter ∆H = LM/NA is the
product of the latent heat L and the molar mass M divided by Avogadro’s number
NA (which gives for salol, ∆h ≈ 3.20×10−20 J, and for copper, ∆h ≈ 2.16×10−20 J,
using the values quoted by Font et al. 2013 which are reproduced in Table 2.1).
Equation (2.90) is plotted in Figure 2.9, and the shape compares well with exper-
imental observations (Ashby & Jones 2006). The rate of solidification increases as
the amount of undercooling increases, because the drive force is proportional to
T ∗bulk − T ∗melt, which is indicated in Figure 2.9 for small T ∗bulk − T ∗melt. This makes
sense physically, as mentioned earlier. Perhaps surprisingly however, increasing the
undercooling further has a negative effect on the velocity. This is because at low
temperatures, the exponential term in (2.90) becomes important. Here, there is
less thermal energy available to help the molecule’s phase change, and the solidifi-
cation rate begins to decrease. At absolute zero, there no energy at all, so despite
the driving force being very large, the interface is unable to move in response to it
(Ashby & Jones 2006).
In practice when the undercooling is small we can let (T ∗bulk − T ∗melt)→ 0 to obtain
the more common linearised version of (2.90). Rearranging gives
T ∗melt = T
∗
bulk −
6hT ∗bulk
d∆H
eq/k(T
∗
bulk−(T ∗bulk−T ∗melt))v∗n,
and approximating the exponential term with exp (q/kT ∗bulk) leads to
T ∗melt = T
∗
bulk − ∗v∗n, (2.91)
which is the well-known linear kinetic undercooling boundary condition (Ashby &
Jones 2006, Langer 1987). A nonlinear version of (2.91) is also sometimes used
(Evans & King 2003, Guan & Wang 1996, Guan & Wang 1997, Mitchell & O’Brien
2014), although this is not pursued here. The nondimensional quantity ∗ is referred
to as the kinetic undercooling parameter, defined to be
∗ =
6hT ∗bulk
d∆H
eq/k T
∗
bulk ,
and is in practice sufficiently small enough that the kinetic undercooling term in
(2.91) can be ignored, leading to (2.3). However, as we shall see later in Chap-
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ters 4–5, kinetic undercooling becomes an important regularising feature of Stefan
problems when high interface speeds are encountered.
In the two-phase Stefan problem literature, we have existence and uniqueness re-
sults for the one-dimensional problem with kinetic undercooling for classical melting
(Visintin 1986) as well as the supercooled case (Xie 1990), and stability is investi-
gated by Coriell & Sekerka (1983). For the supercooled planar solidification problem
with kinetic undercooling, we have the small time asymptotic analysis performed
by Go¨tz, Primicerio & Vela´zquez (2002) and the effect of kinetic undercooling on
finite-time blow-up is considered in Go¨tz & Zaltzman (1995). Analytical solutions
for both small and large times are developed by Charach & Zaltzman (1993) and
Charach & Zaltzman (1994). For two-phase problems with both kinetic undercool-
ing and surface tension, existence and uniqueness results were obtained by Chen &
Reitich (1992), and the stability is analysed by Pru¨ss & Simonett (2008). Pru¨ss,
Simonett & Zacher (2013) consider solutions and their qualitative behaviour, as
well as existence for short time. The two phase Stefan problem for the melting
of a spherically symmetric particle with kinetic undercooling and surface tension
is studied by Meirmanov (1994), with existence and uniqueness results established
there.
We also have stability results for the one-phase Stefan problem with kinetic under-
cooling and surface tension in one- and two-dimensions (Chadam & Caginalp 1991,
Doole 1996, Umantsev & Davis 1992). Existence of solutions for the Hele–Shaw
problem are obtained with a one-phase supercooled Stefan problem with kinetic
undercooling and surface tension in the limit of small specific heat by Yi (1997).
We have asymptotic results for the classical planar melting problem with linear ki-
netic undercooling (Evans & King 2000), and nonlinear kinetic undercooling (Evans
& King 2003), including small and large time solutions, and small and large Ste-
fan number solutions. Dewynne, Howison, Ockendon & Xie (1989) considered the
asymptotic behaviour of similarity solutions to the supercooled problem with a ki-
netic condition. Font et al. (2013) study the supercooled Stefan problem with the
full kinetic condition (2.90). They include an asymptotic analysis of the model with
both linear and nonlinear kinetic undercooling, which are compared to numerical
solutions to the full problem.
Application to drug delivery processes
The equations governing melting and freezing problems with a kinetic law on the
interface also have applications in drug delivery processes, particularly solvent-
dependent drug diffusion in polymeric spheres (see for instance, Arifin et al. 2006 or
Cohen & Erneux 1988, as well as the reviews by Narasimhan 2001 and Narasimhan
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& Peppas 1997). For example, McCue et al. (2011) consider a polymer sphere ini-
tially in a glassy state, that is immersed in a body of thermodynamically compatible
solvent such that the solvent begins to diffuse into the polymer. As the solvent dif-
fuses, the affected polymer transforms into a rubbery gel-like phase, with the two
phases separated by a moving interface. This is not unlike the melting and freezing
problems governed by Stefan problems. The main equations governing this drug
delivery process are mathematically identical to a Stefan problem, except there we
are dealing with concentrations rather than temperatures. In fact, a mass balance
on the glassy-rubbery interface leads to a condition identical to the Stefan condi-
tion. In the drug delivery literature, other effects can occur which are perhaps not
so relevant, such as swelling of the rubbery region due to intake of solvent (McCue
et al. 2011).
Many of these mathematical models for solvent penetration in polymers include
an empirical law on the glassy-rubbery interface that relates the concentration of
solvent here to the velocity of this interface (Astaluta & Sarti 1978, Cohen & Erneux
1988, Evans & King 2000, Evans & King 2003, Fasano, Meyer & Primicerio 1986a,
Lin, Hwang, Lin & Lai 2001, Mitchell & O’Brien 2012). Such a boundary condition
is analogous to the kinetic undercooling condition in the Stefan problem literature.
McCue et al. (2011) derive the small-time behaviour of a Stefan-like problem with
kinetic undercooling, and find that 1− s = O(t) as t→ 0+. This means that with
kinetic undercooling, the interface evolves at a constant speed for small time, which
agrees with the experimental data in the drug delivery literature (Alfrey, Gurnee &
Lloyd 1966, Astaluta & Sarti 1978). In contrast, it is well known that for classical
Stefan problems 1 − s = O(t1/2) as t → 0+, that is, the speed of the interface has
the unphysical behaviour ds/dt → −∞ as t → 0+ (Davis & Hill 1982, Kucera &
Hill 1986, McCue et al. 2008b). This is seen in either (2.21) or (2.30). The fact that
kinetic undercooling regularises this singular behaviour is an indication that kinetic
undercooling could also be an important regularising mechanism in ill-posed Stefan
problems, such as those in Section 2.5, especially as the singularities there involve
unbounded melting speeds.
It is also worth mentioning that McCue et al. (2011) found the addition of kinetic
undercooling alters the extinction behaviour as well. The solution behaviour for
the classical Stefan problem for a sphere has a flux singularity at the centre in
the limit t → te, where te is the extinction time (Andreucci, Herrero & Velazquez
2001, Herrero & Vela´zquez 1997, McCue et al. 2005, Soward 1980, Stewartson &
Waechter 1976). Further, the melting speed becomes unbounded in the extinction
limit. Once again however, incorporating kinetic effects on the interface regularises
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this unphysical singular behaviour in both the heat flux at the centre of the sphere,
and in the moving boundary (McCue et al. 2011).
Kinetic undercooling as a regularising mechanism
Throughout Chapters 4–7 we are particularly interested in kinetic undercooling
in the context of regularising the finite-time blow-up of some Stefan problems, as
described in Section 2.5. While the kinetic effects on the moving boundary are
small enough to be ignored (recall, ∗  1), near blow-up we have very large
melting speeds. This means that there will be some time regime such that
∗
dR∗
dt∗
= O(1),
and kinetic undercooling is important. Indeed, we have already seen above that ki-
netic undercooling regularises the unphysical behaviour in classical Stefan problems
arising in drug-delivery processes, such as the infinite melting speeds encountered
in the small time limit t→ 0+, and the extinction limit t→ te (McCue et al. 2011).
This is perhaps a strong indication that the addition of kinetic undercooling to ill-
posed superheated (or supercooled) Stefan problems will likely have a regularising
effect.
Several authors examine the role of kinetic undercooling in regularising finite-time
blow-up of supercooled and superheated Stefan (planar) problems. Xie (1990) dis-
cusses the mathematical effects of the kinetic undercooling, and finds that the pres-
ence of a kinetic term at the interface can prevent finite-time blow-up. Howison &
Xie (1989) and Dewynne & Hill (1986) consider the asymptotic behaviour of solu-
tions to supercooled problems with a kinetic undercooling condition. In the absence
of kinetic undercooling, Gurtin (1994) suggests that under certain conditions, the
position of the moving boundary jumps instantaneously at the critical time, which
is verified by Go¨tz & Zaltzman (1995) who study the two-phase supercooled Stefan
problem with kinetic undercooling. King & Evans (2005) study the asymptotics of
this situation as the kinetic undercooling parameter goes to zero. The authors show
that the abrupt jump in the unregularised problem becomes smooth (albeit rapid)
in the regularised problem when the kinetic undercooling parameter is small.
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Chapter 3
Two ill-posed problems: A preliminary study in one
Cartesian direction
We treat two related moving boundary problems, both of which turn out to be
particularly useful in demonstrating the key properties of melting a sphere when
surface tension is included in the model. The first is the ill-posed Stefan problem
for melting a superheated solid in one Cartesian coordinate. Mathematically, this
is the same problem as that for freezing a supercooled liquid, with applications to
crystal growth. This problem is identical to that in Section 2.5, and the specific
details of finite-time blow-up are derived there. Here, by applying a front-fixing
technique with finite differences, we reproduce existing numerical results in the
literature, concentrating on solutions that break down in finite time. This sort of
finite-time blow-up is characterised by the speed of the moving boundary becoming
unbounded in the blow-up limit.
The second problem, which is an extension of the first, is proposed to simulate
aspects of a particular two-phase Stefan problem with surface tension. We study
this novel moving boundary problem numerically, and provide results that support
the hypothesis that it exhibits a similar type of finite-time blow-up as the more
complicated two-phase problem. The results are unusual in the sense that it appears
the addition of surface tension transforms a well-posed problem into an ill-posed
one.
This chapter is heavily based on the published work by Back, McCue & Moroney
(2011). Minor cosmetic changes have been made to the original work to ensure the
notation and terminology are consistent with the rest of the chapters.
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3.1 Introduction
We begin by considering the one-phase Stefan problem for a superheated solid:
in 0 < x∗ < S∗(t∗) :
∂T ∗s
∂t∗
=
ks
csρs
∂2T ∗s
∂x∗2
, (3.1)
in x∗ = 0 :
∂T ∗s
∂x∗
= 0, (3.2)
on x∗ = S∗(t∗) : T ∗s = T
∗
bulk, (3.3)
on x∗ = S∗(t∗) : ks
∂T ∗s
∂x∗
= Lρ
dS∗
dt∗
, (3.4)
at t∗ = 0 : T ∗s = T
∗
s,init, S
∗ = a∗, (3.5)
where T ∗s (x
∗, t∗) is the temperature of the solid phase 0 < x∗ < S∗(t∗), and x∗ =
S∗(t∗) is the moving boundary that separates the solid and liquid phases. In this
model the melting temperature is constant, a condition that is forced via (3.3).
The outer liquid phase x∗ > S∗(t∗) is ignored as it is assumed the temperature
there remains at the melting temperature for all time (using T ∗` (x
∗, t∗) to denote
temperature in the liquid phase, this corresponds to T ∗` ≡ T ∗bulk; see Section 2.4 for
a discussion on one-phase Stefan problems). The Stefan condition (3.4) arises from
balancing the heat flowing in and out of the interface (this is derived in Section 2.2).
The governing equations (3.1)–(3.5) are scaled with the following dimensionless
variables
x =
x∗
a∗
, t =
ks
ρcsa∗2
t∗, v(x, t) =
T ∗s − T ∗bulk
T ∗bulk
, s(t) =
S∗
a∗
, (3.6)
which gives the dimensionless one-phase Stefan problem for a superheated solid:
in 0 < x < s(t) :
∂v
∂t
=
∂2v
∂x2
, (3.7)
on x = 0 :
∂v
∂x
= 0, (3.8)
on x = s(t) : v = 0, (3.9)
on x = s(t) :
∂v
∂x
= β
ds
dt
, (3.10)
at t = 0 : v = v0(x) > 0, s = 1, (3.11)
Here, the Stefan number β = L/csT
∗
bulk is a measure of the latent heat absorbed by
the molecules during the melting process, where L is the latent heat per unit mass
at the equilibrium temperature, cv is the specific heat of the solid.
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As the initial temperature v0(x) is greater than the melting temperature v = 0,
the solid is superheated. During the melting process, the heat energy initially con-
tained within the solid causes the interface to retreat and the solid region to shrink
(Howison et al. 1985, Lacey & Ockendon 1985). This is unlike the classical case in
which v0 < 0 and the interface advances rather than retreats as the liquid freezes.
Superheating arises in a variety of physical processes involving pure materials, for
example when melting a block of ice with light, regions can become superheated
before any melting occurs. Other examples arise in industrial applications such as
electrical welding. Importantly, (3.7)–(3.11) is mathematically equivalent to the
freezing of a supercooled liquid (simply replace v with −v), which has applications
in crystal growth and has been well studied (Fasano & Primicerio 1977, Fasano
et al. 1981, Herrero & Vela´zquez 1996).
The problem (3.7)–(3.11) is known to be ill-posed and exhibits finite-time blow-up
under certain initial conditions. Solutions are categorised into one of the following:
(a) Incomplete melting of the solid. The solution for v exists for all time with
s→ s+a > 0 and v(x, t)→ 0+ (for all 0 < x < sa) as t→∞. Thus, in the limit
t → ∞, there is solid for 0 < x < sa and liquid for x > sa with both regions
at the melting temperature v = u = 0. This means the solid does not initially
contain enough heat to convert to the latent heat required to complete the
melting process (see further details below).
(b) Complete melting of the solid. There is a finite time te such that s(te) = 0.
(c) Finite-time blow-up. The solution exists for 0 < t < tc and has s → s+c and
s˙→ −∞ in the blow-up limit t→ t−c .
An important quantity that characterises qualitative behaviour is the initial super-
heating parameter
Q =
1∫
0
(
v0(x)− β
)
dx =
1∫
0
v0(x) dx− β. (3.12)
The first term on the right-hand side of (3.12) is the amount of (dimensionless) heat
that is required to be removed from the solid in order to reduce the temperature
from v = v0(x) to v = 0. The second term represents the latent heat which must be
absorbed by the molecules to melt the solid. Due to the no-flux boundary condition
(3.8), the only energy available to act as latent heat energy (and hence melt the
solid) is that initially in the solid.
The relationship between Q, v0(x) and cases a–c listed above is well known (Howison
et al. 1985, Lacey & Ockendon 1985, Fasano & Primicerio 1977, Sherman 1970).
Case c will always occur if Q > 0, as the initial heat energy in the solid is greater
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than what is required to melt it. It is the surplus energy that leads to blow-up.
The form of the blow-up is
s(t)− sc ∼ 2 (tc − t)1/2 ln1/2 (−ln (tc − t)) as t→ t−c , (3.13)
as derived by Herrero & Vela´zquez (1996) and King & Evans (2005).
If v0(x) is smooth with v0(1) = 0 and v0(x) < β for 0 ≤ x < 1, then Q < 0 and
case a always occurs. Physically, there is not enough heat initially in the solid to
convert to the latent heat required to melt the entire solid. As all the heat energy
is converted to latent heat energy, the temperature goes to zero and the melting
process stops.
A subtly different scenario occurs if v0(x) is smooth with v0(1) = 0 and v0(x) is
monotonic; then Q < 0 leads to case a and Q = 0 leads to case b. Here the
(borderline) case Q = 0 corresponds to a situation in which there is precisely the
correct amount of initial heat to melt the entire solid and the region completes
melting in a finite time.
There are other cases. For example, even if Q < 0, case c may still occur if v0(x) > β
for some x ∈ [0, 1] (Howison et al. 1985, Fasano et al. 1981), or if the heat is initially
concentrated near x = s(0). This unusual scenario occurs because heat builds up
at the interface and cannot diffuse away fast enough to prevent blow-up.
The finite-time blow-up of the form (3.13) exhibited whenQ > 0 is what we are most
interested in. In this chapter we solve (3.7)–(3.11) numerically using front-fixing
and the method of lines (Crank 1984). Other common computational approaches
include a conservative finite difference scheme (Illingworth & Golosnoy 2005), a
Petrov–Galerkin finite-element approach (Liu & McElwain 1997) or the enthalpy
method (Crank 1984) (and references within), the latter is only applicable when
constant boundary data is prescribed. The results are presented in Section 3.2,
where we investigate the effects of varying Q on the numerical solution and confirm
that for Q > 0 the numerical solution ceases to exist at a finite time.
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The second problem considered in this chapter relates to the two-phase Stefan
problem for a melting sphere with surface tension:
in s(t) < r < 1 :
∂u
∂t
=
∂2u
∂r2
+
2
r
∂u
∂r
, (3.14)
in 0 < r < s(t) :
∂v
∂t
=
∂2v
∂r2
+
2
r
∂v
∂r
, (3.15)
on r = 0 :
∂v
∂r
= 0, (3.16)
on r = s(t) : u = v = σ
(
1− 1
s
)
, (3.17)
on r = s(t) :
∂u
∂r
− ∂v
∂r
= −βds
dt
, (3.18)
on r = 1 : u = 1, (3.19)
at t = 0 : v = v0, s = 1, (3.20)
where u and v are the dimensionless temperatures in the liquid and solid regions,
respectively, and β is again a Stefan number (the full nondimensionalisation is pre-
sented in McCue et al. 2009). While there is no boundary at r = 0, the no-flux
condition (3.16) ensures that radially symmetry is enforced. The boundary con-
dition (3.17), which is often referred to as the Gibbs–Thomson condition, states
that the melting temperature of the solid ball is not constant, but instead decreases
with particle size. Here the dimensionless surface tension parameter σ acts on the
curvature of the interface, which for a sphere is 1/s (full details of the dimen-
sional surface tension parameter and the Gibbs–Thomson equation are found in
Section 2.7). Typically σ is sufficiently small that the Gibbs–Thomson effect is
relevant only for micro and nanosized particles. For the case σ = 0, (3.14)–(3.20)
reduces to the classical two-phase Stefan problem for a melting sphere, and is known
to be well-posed (McCue et al. 2008b).
The two-phase problem (3.14)–(3.20) is treated by McCue et al. (2009) and Wu
et al. (2009a). Numerical solutions show that as melting proceeds, the interface
r = s(t) moves towards the centre of the ball, and the melting temperature decreases
according to (3.17). For a given set of parameter values, there is a point in time
after which the solid is locally superheated, with the temperature everywhere in the
solid greater than the melting temperature (although less than the bulk melting
temperature for a flat interface). This behaviour is illustrated in Figure 3.1 which
is taken from McCue et al. (2009). In part (a), the fifth profile (the one furthest to
the left) shows this apparent self-superheating in the solid phase. For subsequent
times, as seen in part (b) of the figure, the flux of heat at the solid-melt interface
increases very quickly, and the solution appears to have a form of finite-time blow-
up at t = tc which is accompanied by the interface speed ds/dt → −∞ as t → t−c .
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Figure 3.1: Numerical solutions to (3.14)–(3.20) with β = 0.1, V = −1 and σ = 0.05, as calculated
in McCue et al. (2009). The thick curves represent temperature profiles: (a), from
right to left the profiles are for t = 0.0088, 0.0292, 0.0769, 0.0114 and 0.1306; (b),
the associated times from right to left are 0.1306, 0.1312 and 0.1314. The thin red
curve denotes the melting temperature (3.17). Reproduced from McCue et al. (2009)
by permission of Oxford University Press.
We emphasise that the apparent existence of finite-time blow-up for (3.14)–(3.20)
is unusual because surface tension is often associated with regularising singular
behaviour. In this case the problem without surface tension (σ = 0) is known to
be well-posed (McCue et al. 2009), and it is the addition of surface tension that
appears to lead to blow-up.
Figure 3.1(b) shows the temperature in the outer liquid phase hugging the melting
temperature curve near blow-up. The authors of McCue et al. (2009) use this
observation to suggest that u ∼ σ(1−1/r) for r−s(t) 1 as t→ t−c , which leads to
a novel one-phase problem that they leave for further research. In Section 3.3 of the
present study, we consider the one-dimensional (‘toy’) version of this novel moving
boundary problem, and note that when the surface tension parameter vanishes, the
problem reduces to the ill-posed superheated Stefan problem (3.7)–(3.11). Indeed,
McCue et al. (2009) observe that blow-up for (3.14)–(3.20) may be of the same form
as that for (3.7)–(3.11). Our brief numerical study of the toy problem in Section 3.3
supports this view, and suggests the matter is worth further consideration. This
idea is pursued later in Chapter 6.
3.2 Ill-posed superheated Stefan problem
In this section we solve the superheated Stefan problem (3.7)–(3.11) computation-
ally by applying the method of lines. The details are summarised below, but a more
complete description of the full numerical scheme may be found in Appendix C. The
numerical results are used to investigate the effects of varying Q and to demonstrate
the behaviour of cases a–c listed above.
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We first introduce the transformation ξ = x/s(t) due to Landau (1950). This has
the effect of fixing the domain of (3.7)–(3.11) to 0 ≤ ξ ≤ 1. A standard finite
difference scheme on a uniformly-spaced mesh is used to discretise the transformed
equations in space.
Second order central differences are used to discretise the second derivative corre-
sponding to the diffusion term in the transformed equation (3.7). A consequence
of the Landau transformation is the introduction of an advection-like term in this
equation. We also use second order central differences to discretise this term, recog-
nising that this restricts the scheme to operating on fine spatial meshes in order
to ensure the solution is free of numerical oscillations. The transformed equations
(3.8) and (3.9) for the boundary conditions are treated in standard fashion. The
spatial derivative in the transformed equation (3.10) is discretised using a second
order backward difference, since it is evaluated at the right boundary ξ = 1. The
transformed and discretised forms of (3.7) (subject to (3.8) and (3.9)) and (3.10)
form a semidiscrete system of ordinary differential equations (odes) for the temper-
ature at each spatial node and the position of the moving boundary. We solve this
system of odes, subject to the initial condition (3.11), using the Matlab solver
ode15s. This method-of-lines approach frees us from being directly concerned with
stability requirements, as the solver itself adaptively chooses both the timestep size
and the order of the temporal scheme to ensure that local error tolerances are met
for each timestep (Shampine & Reichelt 1997). The efficiency of the implicit scheme
employed by ode15s is improved by passing it the known sparsity pattern of the
Jacobian matrix.
The problem was solved on a sequence of refined meshes, until convergence to a
grid-independent solution was obtained. We found that 20000 mesh nodes sufficed,
requiring a run-time of approximately 15 seconds on a standard desktop machine.
As a test for accuracy, the numerical solutions are compared with a small time so-
lution. Problem (3.7)–(3.11) does not have an exact solution, but if we assume the
initial temperature v0(x) ≡ constant, and replace (3.8) with the condition v → v0
as x → −∞, then there is an well-known exact solution called the Neumann so-
lution (Gupta 2003). This exact solution provides the small-time behaviour for
(3.7)–(3.11) when v0(x) ≡ constant, and may be used to check our calculations.
Our comparison is shown in Figure 3.2 which, for small times, shows the Neumann
solution approximates the numerical solution very well, suggesting that the numer-
ical solutions are accurate in that regime. As expected, the comparison is not valid
for larger times.
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Figure 3.2: Temperature profiles for (3.7)–(3.11) with v0 = 1, β = 1.35. The numerical solutions
and the small-time approximation are indicated by thick solid and dotted curves,
respectively, and are calculated at t = 0.002, 0.006, 0.020, 0.063 and 0.150 (right to
left). The thin horizontal red line is the temperature in the liquid region, which is
everywhere zero for this problem.
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Figure 3.3: The interface position s(t) for β = 1 with the initial condition (3.21). From top to
bottom, Q = −0.33, −0.167, −1.3 × 10−7 and 0.33. The top two solutions, with
Q = −0.33 and −0.167, approach a constant value, as described in case a. The fourth
solution exhibits finite-time blow-up, as described in case c, occurring at approximately
tc = 0.0072.
We use the initial condition
v0(x) =
 a, 0 < x < α,a− a(x− α)(x− γ)
(1− α)(1− γ) , α < x ≤ 1,
(3.21)
which for α = 0.2, γ = 0.9 and a = 0.4, 0.5, 0.6 and 0.7 corresponds to Q = −0.33,
−0.167, −1.3 × 10−7 and 0.33, respectively. This condition with these values is
used in King & Evans (2005), where numerical solutions to (3.7)–(3.11) are also
provided.
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Figure 3.3 plots s(t) for the same parameter values as in (King & Evans 2005,
Figure 5(a)). The values Q = −0.33 and −0.167 correspond to case 1 described
in Section 3.1, for which the interface s → s+a as t → ∞. The next curve for
Q = −1.3× 10−7 is extremely close to the borderline case 2, but exhibits the same
qualitative behaviour as the previous two curves. Finally, the solution for Q = 0.33
results in case 3, and has finite-time blow up with s→ s+c , s˙→ −∞ as t→ t−c . Our
scheme predicts the critical time to be roughly tc = 0.0072, however the problem
is of course ill-posed, so these calculations are understandably delicate (indeed, the
scheme in King & Evans 2005 does not appear to capture the blow-up as well as
ours).
Figure 3.4 shows a temperature profile very close to blow up. Beyond the critical
time numerical errors begin to appear and the solution exhibits unreasonable be-
haviour such as spikes and jumps. In Figure 3.4 (bottom), a comparison is made
with the asymptotic prediction derived by King & Evans (2005). Given the ill-
posedness of the problem, the agreement is very good this close to blow-up.
3.3 One-dimensional problem with ‘surface tension’
In this section we consider the novel one-phase Stefan problem
for 0 < x < s(t) :
∂2v
∂x2
=
∂v
∂t
, (3.22)
on x = 0 :
∂v
∂x
= 0, (3.23)
on x = s(t) :
∂v
∂x
= β
ds
dt
+
σ
s2
, (3.24)
on x = s(t) : v = σ
(
1− 1
s
)
, (3.25)
at t = 0 for 0 ≤ x ≤ 1 : s = 1, v = v0(x) ≥ 0, (3.26)
in s(t) < x < 1 : u(x, t) = σ
(
1− 1
x
)
. (3.27)
As mentioned in Section 3.1, this is the one-dimensional version of a problem sug-
gested in the Discussion section of McCue et al. (2009). The two parameters are
σ, a surface tension parameter, and β, the Stefan number. The case σ = 0 reduces
(3.22)–(3.27) to (3.7)–(3.11).
Of course surface tension does not act on one-dimensional interfaces, and the actual
problem suggested in McCue et al. (2009) has (3.22) replaced with the radially-
symmetric version of the heat equation, and independent variable x in (3.22)–(3.27)
replaced with r. But the toy problem (3.22)–(3.27) offers a great deal of insight
into the eventual behaviour of solutions of (3.14)–(3.17). Equations (3.22)–(3.26)
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Figure 3.4: (top) The numerically calculated near-blow-up profile (solid) for β = 1, tc = 0.0072.
The initial condition (dashed) (3.21) with Q = −0.33. (bottom) A close-up of the
near-blow-up profile (solid) compared to the asymptotically predicted blow-up profile
(dotted) derived by King & Evans (2005).
are solved with the same numerical scheme described in Section 3.2, with minor
adjustments.
In Figure 3.5, the evolution of the interface x = s(t) is shown for β = 1 and the
initial condition (3.21) with Q = −0.33. The curve for σ = 0 is the same as the top
curve in Figure 3.3. Here the solution exists for all time with s → s+a as t → ∞,
as described by case a in Section 3.1. However, when we introduce surface tension
σ > 0, the qualitative behaviour changes, and the solution exhibits finite-time blow-
up in a manner that is consistent with case c, with the critical time tc decreasing
as σ increases. Our conclusion is that (3.22)–(3.27) appears to be ill-posed for all
σ > 0, with the solutions exhibiting finite-time blow-up regardless of the initial
conditions.
Finally, in Figure 3.6 we show temperature profiles near blow-up calculated for β =
1, σ = 0.05. These appear qualitatively similar to those in Figure 3.1, supporting
the idea that the toy problem (3.22)–(3.27) can be used to model behaviour of the
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Figure 3.5: The interface position calculated for β = 1 and the initial condition (3.21) with Q =
−0.33. From top to bottom, the curves are for σ = 0 (dashed), 0.05, 0.1 and 0.2.
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Figure 3.6: Temperature profiles for β = 1, σ = 0.05. From right to left the times are t = 6.1886,
6.1990, 6.2004 and 6.2007. The dashed line is the initial condition v0 = 0 and the thin
red line is the melting temperature (3.25).
more complicated two-phase problem (3.14)–(3.20). The initial condition used for
this figure is v0(x) ≡ 0, which provides a strong indication that blow-up is inevitable
for (3.22)–(3.27), since the larger v0(x) is, the more likely blow-up is to occur.
3.4 Discussion
We have revisited the ill-posed superheated Stefan problem (3.7)–(3.11) and pro-
duced numerical solutions that are accurate and consistent with previous results
and observations in the literature. Subsequently, we adapted this numerical scheme
to solve (3.22)–(3.27), which is a novel moving boundary problem with a surface-
tension-type parameter σ and an unusual Stefan condition. For the case σ = 0,
the problem (3.22)–(3.27) reduces to (3.7)–(3.11), and has solutions that blow
up in finite time, depending on the Stefan number β and the initial condition
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v(x, 0) = v0(x). On the other hand, for σ > 0 our preliminary results suggest that
(3.22)–(3.27) is ill-posed with all solutions exhibiting finite-time blow-up regardless
of β and v0(x).
Our argument is that the toy problem (3.22)–(3.27) illustrates near blow-up be-
haviour for the two-phase Stefan problem (3.14)–(3.20) for melting a sphere. The
above results suggest that solutions to the more complicated problem (3.14)–(3.20)
also exhibit finite-time blow-up regardless of β and v0(x), provided the surface ten-
sion parameter σ > 0. These ideas motivate a revisit of the full two-phase problem
in radial coordinates, which is done in Chapter 5. Also, we shall treat the radially
symmetric version of the problem studied in Section 3.3 in Chapter 6. In both
Chapters 5 and 6, we shall also extend the models to include kinetic undercooling
and consider the effect that kinetic undercooling has on finite-time blow-up.
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Chapter 4
A radially-symmetric one-phase melting problem, including
the effects of surface tension and kinetic undercooling
As discussed in Section 2.7, the addition of surface tension to the classical Stefan
problem for melting a sphere causes the solution to blow up at a finite time before
complete melting takes place. This singular behaviour is characterised by the speed
of the solid-melt interface and the flux of heat at the interface both becoming
unbounded in the blow-up limit. In this chapter, we use numerical simulation for a
particular energy-conserving one-phase version of the problem to show that kinetic
undercooling regularises this blow-up, so that the model with both surface tension
and kinetic undercooling has solutions that are regular right up to complete melting.
By examining the regime in which the dimensionless kinetic undercooling parameter
is small, our results demonstrate how physically realistic solutions to this Stefan
problem are consistent with observations of abrupt melting of nanoscaled particles.
The one-phase problem considered here is complementary to the one-phase problems
treated in Chapters 3 and 5.
This chapter is heavily based on the published work by Back, McCue, Hsieh &
Moroney (2014a). Minor cosmetic changes have been made to the original work to
ensure the notation and terminology are consistent with the rest of the chapters.
4.1 Introduction
Solidification processes are modelled by moving boundary problems, called Stefan
problems, which in their most simple form involve solving the heat equation in both
the solid and liquid domains subject to a so-called Stefan condition on the solid-
melt interface. This condition is an energy balance that describes the manner in
which latent heat is released at the interface. For classical well-posed solidification
problems, we have the additional condition that the temperature T ∗ on the solid-
melt interface is fixed to be the freezing temperature. Problems of this sort have
been dealt with extensively in the literature, the results of which are reported
in books such as Gupta (2003) and others (Carslaw & Jaeger 1959, Crank 1984,
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Davis 2001, Hill & Dewynne 1987). There is the analytic ‘Neumann’ solution in
one Cartesian coordinate (Carslaw & Jaeger 1959, Crank 1984, Davis 2001, Gupta
2003, Hill & Dewynne 1987), but otherwise exact practical useful solutions are
extremely rare. Of particular interest to the present study, we note that the classical
radially-symmetric Stefan problem has no known exact solution, but turns out to
have a rather interesting asymptotic structure in the limit of complete freezing (we
shall refer to this limit as the extinction limit) (Herrero & Vela´zquez 1997, McCue
et al. 2008b, Soward 1980, Stewartson & Waechter 1976). Further formal results for
this radially-symmetric problem have been generated using a variety of numerical
and analytical techniques (Case & Tausch 2012, Davis & Hill 1982, Dewynne &
Hill 1986, Feltham & Garside 2001, Hill & Kucera 1983, Mitchell, Vynnycky, Gusev
& Sazhin 2011, Riley et al. 1974). Asymptotic studies of classical Stefan problems
in more than one spatial variable exist, but are less common (King et al. 1999,
McCue et al. 2003, McCue et al. 2005, Wallman et al. 1997). From a more rigorous
perspective, much attention has been devoted to proving existence and uniqueness
in one dimension (see Cannon & Hill 1967, Friedman & Kinderlehrer 1975 and
Rubenstein 1971, for example) and for higher dimensions (Friedman 1968, Hanzawa
1981).
An interesting and very well studied class of Stefan problems, which in their most
basic form are ill-posed, arises from modelling solidification of pure substances from
an undercooled melt. One-dimensional problems of this sort have solutions in which
the speed of the solid-melt interface becomes infinite at some finite time (Herrero &
Vela´zquez 1996, King & Evans 2005, Lacey & Ockendon 1985); in higher dimensions,
the solutions can exhibit more complicated forms of finite-time blow-up, for example
via the birth of cusps or corners (Herrero et al. 2000, Vela´zquez 1997, Vela´zquez
2000). In order to provide a physical regularisation for such ill-posed problems, we
may apply the Gibbs–Thomson condition
T ∗melt = T
∗
bulk(1− σ∗K∗)− ∗v∗n, (4.1)
on the interface. Here the freezing temperature (the right-hand side of (4.1)) is
not assumed to be simply equal to the constant bulk freezing temperature, T ∗bulk,
but instead is corrected by two regularising terms. The first, and most studied,
involves surface tension σ∗, which acts to penalise regions of the interface with high
mean curvature K∗. This term can be derived using thermodynamic arguments
by considering a system in equilibrium (Langer 1987). To take into account the
departure from equilibrium due to the moving solid-melt interface, a kinetic cor-
rection term is required. This kinetic correction is the second regularising term in
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Liquid u(r, t)
Solid
r = 1
r = s(t)
Figure 4.1: A schematic of a melting particle with the dimensionless variables used in Section 4.2.1.
The outer region (shaded) is the liquid melt layer which surrounds the inner phase:
the solid core. These two phases are separated by the moving front r = s(t), which
propagates inwards during the melting process. It is the temperature u(r, t) in the
outer liquid phase that we are interested in here.
(4.1) and involves a parameter ∗, referred to here as the kinetic undercooling pa-
rameter, multiplied by the interface’s normal velocity v∗n. The relationship between
the melting temperature and the solidification rate represents an additional driv-
ing force generated by undercooled liquid near the interface (Ashby & Jones 2006).
Condition (4.1) has also been considered as a linearised version of a more compli-
cated kinetic relationship (Davis 2001, Evans & King 2003, Font et al. 2013). In
the past decade there has been numerous numerical studies of crystal formation
using (4.1) with either ∗ > 0 or ∗ = 0, with intricate descriptions of pattern and
finger formation (Chen et al. 1997, Gibou, Fedkiw, Caflisch & Osher 2003, Jeong,
Goldenfeld & Dantzig 2001, Udaykumar, Mittal & Shyy 1999). Some details of
existence and uniqueness for this class of Stefan problem are provided in Chen &
Reitich (1992), Escher, Pru¨ss & Simonett (2002) and Luckhaus (1990).
The stability of Stefan problems with the Gibbs–Thomson condition has been ex-
amined by several authors by tracking small perturbations of solutions for prob-
lems in one spatial dimension. Results for the surface-tension only case (∗ = 0,
σ∗ > 0 in (4.1)) include the melting and freezing of a planar solid (Chadam &
Ortoleva 1983, Zhu et al. 1993), propagation of a planar front into a supercooled
liquid (Langer 1980, Rubenstein & Zaltzman 1998) and the growth of a spherical
crystal (Chadam et al. 1987, Mullins & Sekerka 1963). Less attention has been paid
to the kinetic undercooling only case (∗ > 0, σ∗ = 0) but there exists results for
planar solidification (Coriell & Parker 1966, Coriell & Sekerka 1983). Lastly, for
Stefan problems with the full Gibbs–Thomson condition (∗ > 0 and σ∗ > 0), we
have stability results for planar problems (Doole 1996, Umantsev & Davis 1992)
and spherical problems (Pru¨ss & Simonett 2008, Schaefer & Glicksman 1969).
67
The above studies on solidification also apply to melting problems since mathemat-
ically both melting and freezing problems are equivalent, the only difference arising
from switching the sign of the temperature throughout. For example, the asymp-
totic results for the classical well posed problem of freezing a spherical ball of liquid
also describe the melting of a spherical particle. Further, the results for the ill-posed
crystal formation problem also apply for the ill-posed problem of melting a super-
heated solid (for which there are fewer examples in nature). In the present chapter
we shall use the language of melting, not freezing, for reasons that should become
apparent, with the understanding that results hold for both cases. Furthermore, we
shall continue to use the term “kinetic undercooling parameter” for ∗, even though
the “undercooling” arises from freezing problems, not melting problems.
It has been observed that adding surface tension (via the Gibbs–Thomson condi-
tion with σ∗ > 0 and ∗ = 0) to the classical well-posed problem of melting a
spherical particle has the unexpected result of introducing a singularity, with the
resulting problem exhibiting finite-time blow up (Go¨tz & Primicerio 1996, McCue
et al. 2009, Meirmanov 1994). The full two-phase problem takes into account tem-
perature variations in both the two phases, as depicted in the schematic in Figure
4.1. The problem develops an infinite temperature gradient in the inner solid phase
(McCue et al. 2009, Wu et al. 2009b) shortly after this inner phase becomes lo-
cally superheated (here we use the term “locally superheated” in the sense that
the temperature in the solid phase is everywhere greater than the melting tempera-
ture; this feature has also been noted in Font & Myers 2013). Similar observations
have been made for a special class of initial conditions for which the temperature
profile of the outer phase is held at the spatially-dependent melting temperature
T ∗` = T
∗
bulk(1 − σ∗/r∗) for all time, resulting in a one-phase problem which focuses
on the inner phase (Back et al. 2011, Meirmanov 1994). This type of blow up, char-
acterised by an infinite temperature gradient in the inner phase and an unbounded
moving front speed, appears to be of the same nature as the finite-time blow-up of
the one-dimensional Stefan problem for the freezing of a supercooled liquid (Back
et al. 2011, Dewynne et al. 1989, Herrero & Vela´zquez 1996, King & Evans 2005).
In the present chapter we are concerned with extending a particular energy-conserving
one-phase version of the radially-symmetric melting problem with surface tension
(i.e., with σ∗ > 0 and ∗ = 0), treated by Wu et al. (2009a), which also exhibits
an unbounded phase boundary speed at some finite time before the particle has
completely melted. Our goal is to generalise the work of Wu et al. (2009a) to in-
clude the full Gibbs–Thomson condition (4.1), with both nonzero surface tension
σ∗ > 0 and kinetic undercooling ∗ > 0, and study the effect that kinetic under-
cooling has on the finite-time blow-up just mentioned. Section 4.2.1 provides the
governing equations in question, and discusses the manner in which the relevant
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single-phase limit is formulated (Evans & King 2000, King & Evans 2005, Struck-
meier & Unterreiter 2001, Wu et al. 2009a). The model is solved using a front-fixing
numerical scheme and the method of lines, detailed in Section 4.2.2. In Section 4.3
we summarise the key findings of Wu et al. (2009a) (which is for ∗ = 0), while in
Section 4.4 we provide numerical results that show the addition of kinetic under-
cooling regularises the problem, so that for ∗ > 0 the solution exists up until com-
plete melting. For small kinetic undercooling, the transition through the blow-up
regime is smooth but rapid, so that in the limit that the kinetic undercooling van-
ishes, the system approaches what could be referred to as ‘abrupt melting’ (Kofman
et al. 1999, Lai, Guo, Petrova, Ramanath & Allen 1996, Mei & Lu 2007, Schmidt,
Kusche, Kronmu¨ller, von Issendorff & Haberland 1997). These results are con-
sistent with experimental observations of melting nanoparticles, as we discuss in
Section 4.5. This idea is also revisited in more detail later in Chapter 5.
4.2 Mathematical model and numerical scheme
4.2.1 One-phase melting problem
A solid ball of radius a∗ is held at its bulk melting temperature T ∗bulk. Now, suppose
the outer boundary is raised to a higher temperature T ∗a such that the ball begins
to melt. The solid-melt interface r∗ = R∗(t∗), which is initially at R∗(0) = a∗, then
evolves towards the centre of the ball. For the one-phase limit we are interested in,
the dimensionless equations governing the melting of the radially symmetric particle
are
in s(t) < r < 1,
∂u
∂t
=
∂2u
∂r2
+
2
r
∂u
∂r
, (4.2)
on r = s(t),
∂u
∂r
= −(u+ β)ds
dt
, (4.3)
on r = s(t), u = σ
(
1− 1
s
)
− ds
dt
, (4.4)
on r = 1, u = 1. (4.5)
Here, the full two-phase equations for a melting sphere from Section 2.6 have been
approximated in the one-phase limit described in Section 2.4. The temperature in
the outer liquid phase has been scaled u(r, t) = (T ∗` (r
∗, t∗)−T ∗bulk(1−σ∗/a∗))/∆T ∗,
where ∆T ∗ = T ∗a−T ∗bulk(1−σ∗/a∗). Lengths and time have been scaled by r = r∗/a∗
and t = k`t
∗/ρc`a∗2, while the position of the moving boundary has been scaled as
s(t) = R∗(t∗)/a∗. There are three dimensionless parameters in this problem: these
are the Stefan number β = L/c`∆T
∗, which represents the ratio of latent heat to
sensible heat; the surface tension coefficient σ = σ∗T ∗bulk/a
∗∆T ∗; and the kinetic
undercooling coefficient  = ∗k`/ρc`a∗∆T ∗. Here the thermodynamic constants are
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the density ρ, the thermal conductivity of the liquid phase k`, the specific heat of
the liquid phase c` and the latent heat L.
The Dirichlet boundary condition (4.5) together with the initial condition s(0) = 1
was chosen for simplicity and also to allow a direct comparison with previous mathe-
matical studies and known results (such as McCue et al. 2011 and Wu et al. 2009a).
An alternative approach is to treat the problem on the domain s(t) < r < rout,
where rout > 1. An initial condition for the temperature, such as u(r, 0) = 1, is
then required on 1 < r < rout. Solving this alternative problem requires only minor
changes to the numerical scheme presented in Section 4.2.2. An interesting exercise
is to study the regime rout  1, as a means to model the melting sphere in a large
body of liquid, and make comparisons with the results for (4.2)–(4.5). We comment
on these comparisons later in this chapter, and note that this situation is adopted
for the subsequent Chapters 5–7 instead of a finite outer shell.
We now discuss the derivation of (4.2)–(4.5). It is important to first recall that
the classical two-phase Stefan problem for a melting particle with σ = 0 and  = 0
can be reduced to a one-phase problem in the usual way by assuming that the
temperature of the inner solid core is everywhere equal to the melting temperature
(which is u = 0 in this dimensionless model), such that we need to study the
outer liquid region only. This straightforward simplification is no longer valid when
either σ > 0 or  > 0, as the nonconstant temperature data on the boundary
via (4.4) will result in temperature fluctuations throughout the material. We can,
however, consider an asymptotic approximation to the full two-phase problem with
σ > 0 and  > 0 with the understanding that the ratio of thermal conductivities
κ is small, so that the liquid phase conducts heat far more easily than the solid
phase. The resulting moving boundary problem is (4.2)–(4.5). While the details
are presented elsewhere (Evans & King 2000, King & Evans 2005, Struckmeier &
Unterreiter 2001, Wu et al. 2009a), we note the presence of an interior layer in
the inner phase in which the temperature changes rapidly, resulting in an extra
term −u ds/dt in the Stefan condition (4.3). Further, we note that if we allow the
solid ball to be initially at a temperature less than the bulk temperature, or if we
take into account the differences between the specific heats in the liquid and solid
phases, then the only change in the boundary condition (4.3) is a redefinition of the
parameter β (Wu et al. 2009a). An assumption of different specific heats can also
lead to a generalised Gibbs–Thomson law (Font & Myers 2013), which would affect
(4.4).
One important advantage of the one-phase formulation leading to (4.2)–(4.5) is that
energy is conserved in the system (Evans & King 2000, King & Evans 2005). On
the other hand, the ratio of thermal conductivities κ is not small in practice, and in
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fact is roughly 2.1 for gold, 3.0 for silver, and 2.2 for lead. Thus, the shortcoming
of using this one-phase model is that it holds for a parameter regime that does not
correspond to melting nanoscaled metal spheres. We return to this point shortly.
We mention here that a different one-phase approximation that leads to a moving
boundary problem in the outer liquid phase, which also conserves energy, is pre-
sented by Myers et al. (2012) for planar geometry with  > 0 (note that in a planar
geometry surface tension has no effect, as the interface has zero curvature). In this
case the ratio of thermal conductivities κ is large, and the inner phase is assumed to
conduct heat so well that the temperature in the solid rapidly settles to the melting
temperature. This leads to a heat conduction problem for the solid phase (that
can be solved in terms of s and its derivatives) and a modified one-phase Stefan
problem for the liquid phase. The behaviour of this alternative one-phase problem
in a spherical geometry, including the effects of surface tension, is not yet known. A
further complementary approach is to essentially ignore the inner phase by keeping
the Gibbs–Thomson rule (4.4) but applying the Stefan condition (4.3) without the
extra term −u ds/dt. Results for this case, which does not conserve energy, are
provided for σ > 0 and  = 0 in Wu et al. (2002) and Herraiz et al. (2001). Apart
from not conserving energy, a disadvantage of this simplified model is that it does
not capture the type of blow-up behaviour that is observed for σ > 0 and  = 0 in
the full two-phase problem.
It is worth emphasising that our ultimate interest is in studying the manner in
which kinetic effects regularise the finite-time blow-up that occurs in the full two-
phase problem with surface tension (McCue et al. 2009). The present work can be
thought of as a stepping stone in that direction. It is in this context that we choose
to deal with the one-phase problem (4.2)–(4.5), even though it is derived under the
physically unrealistic assumption that the ratio of thermal conductivities κ is small.
An argument in favour of this approach is that the one-phase problem (4.2)–(4.5)
with  = 0 is known to exhibit the same qualitative features of the full two-phase
problem (studied in McCue et al. 2009), which suggests that the mathematical
structure of (4.2)–(4.5) with  > 0 is likely to mimic the full two-phase problem
to a significant extent. In contrast, the alternative energy-conserving one-phase
reduction outlined by Myers et al. (2012), which is based on the more physically
sensible assumption that the ratio of thermal conductivities κ is large, has not been
applied to the spherically symmetric melting problem with surface tension. Thus,
it is not clear whether this approach leads to the kind of finite-time blow-up that
the full two-phase problem displays, and so for this reason we do not pursue the
large thermal conductivity limit in this study.
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We close this subsection by noting that one-phase models with surface tension that
give rise to moving boundary problems in the inner phase have also been studied
(Back et al. 2011, Meirmanov 1994). For these formulations, the inner solid phase
appears to exhibit the same type of finite-time blow-up as in the full two-phase
problem. While such models deserve further attention, we shall not be treating
them here.
4.2.2 Front-fixing numerical scheme
We solve the problem (4.2)–(4.5) using a front-fixing transformation combined with
finite difference spatial discretisation and the method of lines. A complete descrip-
tion of the numerical scheme may be found in Appendix C, but we summarise the
main points below. The Landau-type transformation
ξ =
r − s(t)
1− s(t) with φ(ξ, t) = u(r, t)
is first applied, which has the effect of fixing the expanding domain s(t) ≤ r ≤ 1 to
0 ≤ ξ ≤ 1. Equations (4.2)–(4.5) in terms of the new spatial variable ξ become
in 0 < ξ < 1,
∂φ
∂t
=
1
(1− s)2
∂2φ
∂ξ2
+
1
1− s
(
2
s+ ξ(1− s) + (1− ξ)
ds
dt
)
∂φ
∂ξ
,
(4.6)
on ξ = 0,
∂φ
∂ξ
= −(1− s)(φ+ β)ds
dt
, (4.7)
on ξ = 0, φ = σ
(
1− 1
s
)
− ds
dt
, (4.8)
on ξ = 1, φ = 1. (4.9)
A uniform mesh is then introduced, and the spatial derivatives in (4.6) are replaced
with second order finite difference approximations. For the moving boundary equa-
tion (4.7) we use one-sided differences to discretise the spatial derivative. At ξ = 0
we impose the melting temperature condition (4.8) and at ξ = 1 we impose the
outer boundary condition (4.9).
The resulting semidiscrete system of coupled nonlinear ordinary differential equa-
tions in time is solved using Matlab’s ode15i solver. With this variable order,
variable step size, fully implicit approach, we are solving for the location of the mov-
ing boundary simultaneously with the field equations, and allowing the time-step
sizes to automatically adjust over the course of the simulation. This is particularly
crucial for late times, when we are concerned with accurately tracking the moving
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front in the moments before blow-up occurs. The time-step size is observed to (cor-
rectly) decrease dramatically in response to the large rates of change encountered
during this part of the simulation.
One benefit of solving the system of coupled nonlinear ordinary differential equa-
tions with Matlab’s ode15i is the opportunity to specify options such as the
relative or absolute error tolerances. With the appropriate options, this method
presents no significant barrier to performance. In particular, it is essential to
specify the sparsity pattern of the Jacobian matrix, so that it may be formed ef-
ficiently using shifted evaluations and forward difference quotients (Shampine &
Reichelt 1997). With this option in place, accurate simulations with tens of thou-
sands of mesh nodes can be performed with just one or two minutes of runtime on
a standard desktop machine. Recall, we are solving for the transformed function φ
on the fixed domain 0 ≤ ξ ≤ 1, however the original temperature u is defined on the
physical domain s(t) ≤ r ≤ 1, which is expanding in time. Thus, as time progresses,
the mesh becomes more coarse in the physical domain. With this in mind, 10000
mesh points were used in all of our numerical experiments, and the solution was
observed to have converged within visual accuracy for both the temperature and
interface profiles. A very fine mesh is required to capture the details of the blow-up
profile accurately, and does not significantly increase the run-time.
An interesting question is how to commence the simulations, given there is no
spatial domain at time t = 0. We chose to start from time t0 = 1 × 10−6 using an
asymptotic solution valid in the limit t → 0+. For the classical case  = σ = 0 we
used the ‘Neumann’ solution for this purpose (Carslaw & Jaeger 1959, Crank 1984,
Davis 2001, Gupta 2003, Hill & Dewynne 1987). For σ > 0,  = 0 we used the small
time solution derived by Wu et al. (2009a). Finally, for  > 0, σ ≥ 0 we used the
small time solution presented in McCue et al. (2011), noting that effects of kinetic
undercooling will dominate surface tension in the small time limit.
4.3 Summary of results with zero kinetic undercooling
It is instructive to provide a brief outline of the main results of Wu et al. (2009a),
who study the one-phase problem (4.2)–(4.5) for the case  = 0. As mentioned in
the introduction, solutions of this problem evolve until a singularity forms in the
speed of the moving front; in particular, we have ds/dt→ −∞, s(t)→ s+c as t→ t−c ,
where sc is the critical radius and tc is the critical time at which finite-time blow-
up occurs. In this case, the temperature gradient at the interface ∂u/∂r(s(t), t) is
defined for 0 < t ≤ tc, so from (4.3) it must be that u(sc, tc) + β = 0. This gives
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Figure 4.2: Numerically calculated temperature profiles for β = 1, σ = 0.15 and  = 0, for
times t = 0.0092, 0.0303, 0.0683, 0.1150, 0.1471 and the critical time tc = 0.1700.
The Gibbs–Thomson equation (4.4) with  = 0 is also plotted (dashed). For times
near blow-up, the temperature profile appears to ‘hug’ the Gibbs–Thomson equation,
leading to the approximation (4.12).
the temperature at the interface at the blow-up time to be
u(sc, tc) = −β (for  = 0), (4.10)
while combining this result with (4.4) gives the critical radius
sc =
σ
σ + β
(for  = 0). (4.11)
Thus we can see that as the surface tension σ decreases, the critical radius sc de-
creases, and the onset of blow-up is delayed. Furthermore, the large Stefan number
regime β  1 also corresponds to a small value of sc. Indeed, the formal asymptotic
limit β →∞ considered by Wu et al. (2009a) predicts that sc = 0 to leading order,
which suggests that we cannot study the finite-time blow-up in this limit.
Representative numerical solutions for this regime are presented in Figure 4.2, which
shows temperature profiles for the case β = 1, σ = 0.15,  = 0. The final tempera-
ture profile at t = tc is called the blow-up profile uc(r). Figure 4.3 (top) shows the
dependence of the moving front position s(t) on t for a variety of surface tension
values. We have checked that the numerical values for uc(sc) and sc agree with the
analytical results (4.10) and (4.11) to six decimal places.
It is worth emphasising that the remarkable feature here is that the problem with
σ = 0 and  = 0 is well-posed, with the solution remaining regular and evolving
until the interface reaches the centre at some finite time. It is the addition of surface
tension to the model that has caused the singular behaviour. This is unusual because
surface tension is often added to regularise models which lack the physics required
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Figure 4.3: (Top) The position of the moving front, calculated numerically for σ = 0.15, 0.3, 0.5
and 1, and  = 0. For all cases, the numerical solution ceases to exist at a finite value
of s at which the interface speed ds/dt becomes very large. These results support the
prediction (4.11), which provides the exact value of the interface position when the
solution blows-up. (Bottom) For times near blow up when tc − t  1, the asymp-
totic approximation (4.13) (dashed) is in good agreement with the numerical solution
(solid). For the numerical solutions, finite-time blow-up occurs at the following criti-
cal times: when σ = 0.15, tc = 0.193 and sc = 0.130; when σ = 0.3, tc = 0.124 and
sc = 0.231; when σ = 0.5, tc = 0.089 and sc = 0.333; and when σ = 1, tc = 0.047 and
sc = 0.500. In all cases, as s→ s+c we have that ds/dt→ −∞.
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Figure 4.4: Temperature profiles for σ = 0.15,  = 0.1 and β = 1, at t = 0.019, 0.066, 0.150, 0.229,
0.274, and te = 0.286. The melting process continues past the  = 0 critical radius
and the front moves to the centre. The final temperature profile at t = te is referred
to as the extinction profile ue(x).
to suppress unphysical singularities (Chen et al. 1997, Gibou et al. 2003, Jeong
et al. 2001, Udaykumar et al. 1999).
A discussion on the blow-up behaviour seen in Figure 4.3 is given in Wu et al.
(2009a). In summary, as seen in Figure 4.2, we have that for β = O(1) and σ  1,
u ∼ σ
(
1− 1
r
)
for r − s 1 as s→ s+c (for  = 0), (4.12)
and substituting (4.12) into (4.3) gives
tc − t ∼ 1
2
(s− sc)2 as s→ s+c (for  = 0). (4.13)
Equation (4.13) gives the asymptotic scaling for the interface location in the limit
s → s+c . This prediction is plotted against the numerical results in Figure 4.3
(bottom). This figure makes it clear that as s → s+c , the speed of the boundary
becomes unbounded, and the solution cannot be continued past the critical time
t = tc.
4.4 Results for nonzero kinetic undercooling
4.4.1 Extinction behaviour
We now extend the results in Wu et al. (2009a), summarised above in Section 4.3,
by including both surface tension σ > 0 and kinetic undercooling  > 0 in (4.3).
Equations (4.2)–(4.5) with σ > 0 and  > 0 are solved using the numerical scheme
described in Section 4.2.2. Temperature profiles for the representative case σ = 0.15,
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Figure 4.5: The position of the moving front for when σ = 0.15, 0.3, 0.5 and 1 with  = 0.1
and β = 1 (top). The addition of nonzero kinetic undercooling has suppressed the
singular behaviour, allowing the front to reach the centre at te = 0.286 such that the
entire particle is in the liquid phase. (Bottom) The asymptotic approximation (4.15)
(dashed) and the numerically calculated position of the moving front as t→ te. In the
extinction limit, the speed of the front becomes unbounded.
 = 0.1 and β = 1 are shown in Figure 4.4. Here the solution remains regular until
the moving interface reaches the centre of the sphere at the extinction time t = te.
At this time the entire ball has completely melted, so there is no longer an inner
solid phase. The final temperature profile, which we refer to as the extinction
profile ue(r), is therefore defined for all 0 < r < 1. Figure 4.5 (top) shows the
position of the moving interface for the same parameter values as in Figure 4.3
(top), except that now  = 0.1 instead of  = 0. We see that, regardless of the
surface tension σ, the interface for  = 0.1 continues inwards until it reaches the
centre. These numerical solutions suggest that the addition of kinetic undercooling
has regularised the singularity.
In Figure 4.5 (bottom) we have plotted dt/ds versus s, in an analogous way to
Figure 4.3 (bottom). While for  = 0 we observed that dt/ds → 0− as s → s+c
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(with sc > 0), we see for  > 0 that dt/ds → 0− as s → 0+. So while the addition
of kinetic undercooling has acted to suppress the blow-up that occurred at s = sc,
we see that ultimately the speed of the interface still becomes unbounded. The
difference is that for  = 0 we have ds/dt → −∞ as s → s+c , while for  > 0 we
have ds/dt → −∞ as s → 0+. As a consequence of this behaviour, the Stefan
condition (4.3) implies that
ue(0) = −β (for  > 0), (4.14)
which is similar to (4.10), and is consistent with our numerical simulations (see in
Figure 4.4, for example). Further, substituting (4.14) into (4.4) shows that ds/dt
scales like 1/s as t→ t−e , and so, including one correction term, we have
s(t) ∼
√
2σ

√
te − t− 2(β + σ)
3
(te − t) as t→ t−e (for  > 0), (4.15)
which is compared to the position of the moving front calculated numerically in
Figure 4.5 (bottom). The approximation (4.15) gives reasonably good agreement
to the numerical solution, and of course improves as s decreases.
We close this subsection by mentioning the alternative problem described in Sec-
tion 4.2.1 with (4.5) replaced by u(rout, t) = 1 and rout  1. For the case σ > 0 and
 = 0, this problem also exhibits finite-time blow-up at the critical radius (4.11),
with both (4.12) and (4.13) still appropriate. When σ > 0 and  > 0, our numer-
ical results (not included here) show the behaviour is qualitatively similar to that
outlined above for (4.2)–(4.5), with the addition of kinetic undercooling acting to
suppress the blow-up at s = sc. Further, regardless of how large rout is, the tem-
perature on the interface at extinction is still given by (4.14), while the interface
still behaves as (4.15) in the extinction limit.
4.4.2 Small kinetic undercooling,  σ
The numerical simulations presented in Section 4.4.1 demonstrate that the inclu-
sion of kinetic undercooling  > 0 in the model prevents finite-time blow-up from
occurring at a critical radius sc > 0, instead delaying the blow-up until complete
melting at the extinction time. In this context, it is of interest to consider the
limit → 0. For this purpose we show temperature profiles in Figure 4.6 which are
computed for a very small value of the kinetic undercooling parameter,  = 0.001.
For the temporal period in which s > sc (which for this figure is sc = 0.13), the
solution profiles for   1 appear to be a small perturbation of those for  = 0.
On the other hand, for s < sc, the temperature profiles for   1 appear to be
made up of two parts: an almost flat component in which u ≈ −β for s < r < sc,
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Figure 4.6: Temperature profiles for σ = 0.15,  = 0.001 and β = 1 at times t = 0.006, 0.032,
0.081, 0.127 and te = 0.172 (top). The extinction profile ue(r) for  > 0 appears to
be a perturbation away from the  = 0 blow-up profile uc(r) from Figure 4.2 (dashed)
when r = O(1). When r  1 (bottom), the temperature deviates away from the
blow-up profile as the moving front continues to the centre.
and a component which closely mimics the  = 0 solution for r > sc. This limiting
behaviour is illustrated further in Figure 4.6 (bottom), which shows a close-up of
the extinction profile for  = 0.001. Also included, as a dashed line, is the blow-up
profile for  = 0, which is valid for r > sc.
In Figure 4.7 we show the dependence of the interface position on time for different
surface tension parameters, keeping the kinetic undercooling fixed to be the very
small value  = 0.001. Again, we see that for t < tc, the trajectory of the interface
is a small perturbation of the  = 0 solution. Then, for a very short period after
t = tc, the speed of the moving front increases very rapidly, the interface moves to
the centre so that complete melting is achieved, and ds/dt→ −∞ as s→ 0+. The
limiting behaviour is according to (4.15).
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Figure 4.7: The position of the moving front for σ = 0.15, 0.3, 0.5 and 1, when  = 0.001 and
β = 1 (solid). For the  = 0 cases (dashed), the speed of the front becomes unbounded
at some critical time, corresponding to a critical radius, and the solution cannot be
continued past this critical time. The position of the moving front for the  > 0 case
follows the  = 0 case very closely up until just before the critical time. Then, the
speed of the front rapidly increases as the front moves past the critical radius towards
the centre of the sphere.
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Figure 4.8: Extinction profiles for  = 0.1 and β = 1, and for σ = 0 (dashed), 0.001, 0.01, 0.05 and
0.1 (solid). For small σ the extinction profile is a perturbation away from the  = 0
case, with a boundary layer in space rapidly reducing the temperature on the moving
front to ue(0) = −β.
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4.4.3 Small surface tension, σ  
The problem (4.2)–(4.5) with kinetic undercooling ( > 0) but no surface tension
(σ = 0) has been studied by McCue et al. (2011) in the context of modelling solvent
penetration into a glassy polymer, with applications to drug delivery devices. In
that case u represents the concentration of the solvent, and the interface r = s(t)
separates the inner glassy core of the polymer ball from the outer rubbery region.
Similar models in one dimension have been analysed (Andreucci & Ricci 1987,
Cohen & Erneux 1988, Fasano, Meyer & Primicerio 1986b, Hsieh, McCue, Moroney
& Nelson 2011, Mitchell & O’Brien 2012), while in the context of melting and/or
freezing, Stefan problems with kinetic undercooling in one dimension have been
treated by a number of authors (Charach & Zaltzman 1993, Charach & Zaltzman
1994, Dewynne & Hill 1986, Evans & King 2000, Evans & King 2003, King &
Evans 2005). The kinetic undercooling condition on the interface has also been
applied in the Hele–Shaw context (Chapman & King 2003, Dallaston & McCue
2014, Reissig, Rogosin & Hu¨bner 1999); here the appropriate model is derived
from our Stefan problem in the limit of large Stefan number β → ∞. Identical
governing equations approximate the initial streamer phase of electric breakdown
in simple gasses, during which time a weakly ionized region propagates into some
non-ionized region due to a strong applied electric field (Ebert, Meulenbroek &
Scha¨fer 2007, Ebert et al. 2011, Tanveer, Scha¨fer, Brau & Ebert 2009).
As discussed in McCue et al. (2011), the problem (4.2)–(4.5) with  > 0 and σ = 0
does not exhibit finite-time blow-up, and solutions are regular for t ≤ te. That is, the
interface speed ds/dt remains finite up to and including the extinction time t = te.
Indeed, the temperature profiles are sufficiently well behaved that ∂u/∂r(0, te) = 0,
which means the no-flux condition is satisfied at the centre of the ball at extinction
so that the solution (to the subsequent linear problem) can be continued past t = te.
Note that for the case  > 0 and σ = 0, we have ue(0) = − ds/dt (c.f. (4.14), which
is for σ > 0), which implies that ue(0) > 0. The dashed curve in Figure 4.8,
denoting the extinction profile for a representative value of  > 0 with σ = 0,
clearly demonstrates this property.
With this summary of known results for  > 0 and σ = 0, it is clear that the full
problem (4.2)–(4.5) is singular in the limit σ → 0, since for  > 0 and σ > 0 we have
ds/dt→ −∞ as t→ t−e and ue(0) = −β < 0. Indeed, for σ  , a boundary layer
develops near extinction, as shown in Figure 4.8. Here the top solid curve shows the
extinction profile for a very small value of σ. This curve appears very close to the
extinction profile for σ = 0, except near r = 0, where it undergoes a rapid drop to
the value ue(0) = −β. The present numerical scheme used to solve this problem is
not designed for this type of extreme boundary layer behaviour, and we are unable
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to fully resolve the temperature for small r with such small surface tension values.
Increasing σ results in a smooth transition to the regime in which neither surface
tension nor kinetic undercooling is dominant, as shown, for instance, in Figure 4.4.
4.5 Discussion
The Gibbs–Thomson law (4.1) with ∗ = 0 (or, equivalently, the dimensionless
version (4.4) with  = 0) has been used by physicists as a model for the observed size-
dependent melting temperature that occurs for melting nanoscaled particles (Buffat
& Borel 1976, Sun & Simon 2007). For example, the bulk melting temperature of
gold is 1337 K, whereas the melting temperature of a particle of gold with a radius
of 20 nm is approximately 1000 K (Buffat & Borel 1976).
From a mathematical perspective, the use of (4.4) with  = 0 has the unexpected
effect of introducing a singularity in the solution at a finite radius, which occurs at
a finite time before complete melting can take place. This blow-up is unexpected
in the sense that surface tension acts to penalise regions of high curvature, and
normally has the effect of smoothing solutions that may otherwise be singular.
From a physical perspective, while the blow-up for σ > 0 cannot occur in reality
(as it is characterised by an solid-melt interface whose speed becomes unbounded in
the blow-up limit), it may be interpreted as modelling the onset of abrupt melting
(Kofman et al. 1999, Lai et al. 1996, Mei & Lu 2007, Schmidt et al. 1997), known
to occur in experiments of melting nanoscaled particles like tin or lead.
In this broader context, the meaning of our results is two-fold. First, the inclusion of
kinetic undercooling acts to regularise the unphysical singularity that is caused by
introducing surface tension into the continuum model. This type of regularisation
is perhaps reminiscent of that described by King & Evans (2005), although their
work in one Cartesian coordinate (for which surface tension does not apply) would
better correspond to the inner solid phase that we ignore. More generally, kinetic
undercooling is known to penalise high interface velocities, which explains why its
inclusion suppresses this sort of blow-up.
Second, physically we expect kinetic undercooling to be extremely small, and so the
most meaningful regime is likely to be  1. Thus, for the time period before blow-
up, the solution with kinetic undercooling will behave much like the solution without
it, with the dimensionless melting temperature approximately equal to σ(1− 1/s).
On the other hand, the inclusion of a small amount of kinetic undercooling in the
model (4.4) allows the solution to continue past the blow-up time right through to
extinction (complete melting). This appealing feature of the model is also consistent
with the notion of abrupt melting, with the interface speed naturally increasing in a
smooth but rapid fashion as it approaches the critical radius r = sc. No matter how
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small kinetic undercooling is, by taking its effects into account we see that as s→ 0
the leading order magnitude of the terms σ(1− 1/s) and  ds/dt in (4.4) balances,
so the dimensionless melting temperature does not decrease below the finite value
−β.
Of course, the validity of any continuum model must be questioned as the particle
radius becomes extremely small. So while the inclusion of kinetic effects in the
Gibbs–Thomson law provides sensible mathematical solutions that do not blow-up
at a finite particle radius, have temperature profiles bounded below at the fixed value
−β, and continue through until the particle is completely melted, we do not propose
that physically the results hold literally until extinction. Detailed arguments about
how small particles can be before Stefan-type models cease to be valid are outlined
recently by Font & Myers (2013), for example. These authors cut off their results
for gold particles of radius 1 nm.
The model treated in this chapter is a one-phase Stefan problem derived under
the assumption that the heat conduction occurs much more easily in the liquid
phase than the solid phase (that is, the ratio of thermal conductivities κ is small).
This assumption will not hold for melting nanoscaled metal particles, which have
the property that κ > 1. However, we note that our one-phase problem with
 = 0 exhibits blow-up behaviour that is qualitatively similar to the full two-phase
problem (McCue et al. 2009), and so the insight provided by including kinetic effects
in our one-phase problem is likely to be instructive for the full two-phase model,
even for κ > 1. The extent to which this proves true can only be tested by treating
the two-phase problem directly. This work is presented in Chapter 5.
We close by noting that a further worthwhile extension to our study would be
to track the solid-melt interface for a genuine two- or three-dimensional inward
melting problem. One-phase Stefan problems of this sort without surface tension or
kinetic undercooling have been studied using formal asymptotics (McCue et al. 2003,
McCue et al. 2005) and numerically (Chen et al. 1997). Of particular interest, we
mention that the Hele–Shaw model with surface tension and kinetic undercooling,
which is the one-phase Stefan problem for melting a two-dimensional particle in
the limit β → ∞, has been shown recently to provide a rich bifurcation structure
(Dallaston & McCue 2013). The ultimate shape of the moving boundary is shown to
be dependent on the relative strength of surface tension versus kinetic undercooling
(and in some cases the precise form of the initial condition). The question of whether
these results carry over for finite Stefan number β remains unclear.
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Chapter 5
The two-phase radially-symmetric problem: An application
to melting nanoscaled metal particles
The melting temperature of a nanoscaled particle is known to decrease as the cur-
vature of the solid-melt interface increases (Castro et al. 1990, Dick et al. 2002, Lai
et al. 1996). This relationship is most often modelled by a Gibbs–Thomson law,
with the decrease in melting temperature proposed to be a product of the curva-
ture of the solid-melt interface and the surface tension (Alexiades & Solomon 1993,
Davis 2001, Langer 1987). Such a law must break down for sufficiently small par-
ticles, since the curvature becomes singular in the limit that the particle radius
vanishes. Furthermore, the use of this law as a boundary condition for a Stefan-
type continuum model is problematic because it leads to a physically unrealistic
form of mathematical blow-up at a finite particle radius (Back et al. 2014a, McCue
et al. 2009). By numerical simulation, we show that the inclusion of nonequilibrium
interface kinetics in the Gibbs–Thomson law regularises the continuum model, so
that the mathematical blow up is suppressed. As a result, the solution continues
until complete melting, and the corresponding melting temperature remains finite
for all time. The results of the adjusted model are consistent with experimental
findings of abrupt melting of nanoscaled particles. This small-particle regime ap-
pears to be closely related to the problem of melting a superheated particle. While
the other chapters are more mathematical in nature, here we frame the model in
terms of the real application of melting nanoparticles. Aspects of the two-phase
problem considered here which are more theoretical than practical are discussed
later in Chapter 6.
This chapter is heavily based on the published work by Back, McCue & Moroney
(2014b). For this reason, there is some overlap between the literature discussed here
and that in Chapter 2. Minor cosmetic changes have been made to the original work
to ensure the notation and terminology are consistent with the rest of the chapters.
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5.1 Introduction
The size-dependent nature of melting nanoscaled metal particles has received atten-
tion from a number of experimental studies (Castro et al. 1990, Dick et al. 2002, Lai
et al. 1996). A well accepted model for the melting temperature T ∗melt is given by
the Gibbs–Thomson formula
T ∗melt = T
∗
bulk
(
1− ω
R∗
)
, (5.1)
ω =
2σ∗
ρsL
, (5.2)
whereR∗ ≥ ω is the radius of the spherical particle and T ∗bulk is the bulk melting tem-
perature, which is the temperature at which the material would melt if the interface
was flat. The behaviour T ∗melt−T ∗bulk ∼ −const/R∗ has been verified experimentally
for a number of different metals including gold (Buffat & Borel 1976), silver (Castro
et al. 1990), lead (Kofman et al. 1994), tin (Bachels & Gu¨ntherodt 2000, Jiang
et al. 2006) and aluminium (Sun & Simon 2007) (see Mei & Lu 2007 for a more
complete summary of experimental results). The physical constants ρs, L and σ
∗
are, respectively, the density of the material in the solid phase, the latent heat of
fusion, and a parameter proportional to surface energy effects acting on the solid-
melt interface. The effect of (5.1) is that for small R∗, the melting temperature of
the particle is significantly reduced. This size dependence on melting temperature
is a consequence of nanoparticles having a much larger surface-to-volume ratio than
bulk materials, and molecules on a curved surface being more weakly bonded to the
particle than the bulk molecules. We note that there is no observable reduction
in melting temperature for macrosized particles; this is a small-scale phenomenon
only, as the length scale ω in (5.1) is typically of the order of nanometres (see data
in Table 5.1 for various metals).
The constant σ∗ in (5.2) is a measure of the surface energy effects, also referred to
as surface tension. One long-standing model for σ∗ is
σ∗ = σ∗sv − σ∗`v
(
ρs
ρ`
)2/3
, (5.3)
where σ∗sv and σ
∗
`v are the surface energies of the particle in the solid and liq-
uid states, respectively (Pawlow 1909, Hanszen 1960). The Gibbs–Thomson rela-
tion (5.1)–(5.3) has been shown to be consistent with the experimental data for
a variety of metals (Buffat & Borel 1976, Castro et al. 1990, Coombes 1972, Dick
et al. 2002, Safaei 2010). To take one example, in Figure 5.1 we show a compari-
son of this model against melting temperatures of gold particles, measured by Dick
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Table 5.1: Approximate thermodynamic constants used to calculate the nondimensional parame-
ters (5.15) including references, except for T ∗bulk and ρs,` which are well known. The
constant ω has been calculated with (5.1)–(5.3), except when values for σ∗sv and σ
∗
`v
could not be found. The column ωg reproduces the values of Guisbiers et al. (2008) for
an alternative model to (5.2).
L× 103 ρs × 103 ρ` × 103 σ∗sv σ∗`v ω ωge cs c` k`/ks T ∗bulk β
(J/kg) (kg/m3) (J/m2) (nm) (J/kgK) (K)
Ag 102c 10.5 9.3 1.21j 0.90j 0.42 0.94 233 292l 0.48k 1234 0.35
Au 62.7b 19.3 17.31 1.38b 1.14b 0.26 0.92 129d 169b 0.33d 1336 0.36
Pb 22.9g 11.34 10.66 0.61g 0.48g 0.85 1.45 128d 148d 0.46d 600 0.30
Sn 58.9h 7.18 6.98 0.66a 0.55a 0.47 1.02 227f 505 0.51
Al 396m 2.7 2.385 0.91i 1.28 897f 1080l 0.42l 933 0.47
Cu 205c 8.96 8 0.82 385f 480l 0.85l 1358 0.39
Ti 296f 4.5 4.11 0.89 524f 700l 0.91l 1940 0.29
a(Bachels & Gu¨ntherodt 2000) h(Lai et al. 1996)
b(Buffat & Borel 1976) i(Lai, Carlsson & Allen 1998)
c(Cagran, Wilthan & Pottlacher 2006) j(Luo, Hu & Xiao 2008)
d(Font & Myers 2013) k(Mills, Monaghan & Keene 1996)
e(Guisbiers et al. 2008) l(Shen, Zhang, Lu & Ni 2001)
f(Haynes 2013) m(Sun & Simon 2007)
g(Kofman et al. 1999)
et al. (2002). Note that gold particles with a radius of 10 nm have a melting tem-
perature of approximately 1250 K, which is noticeably lower than the bulk melting
temperature (T ∗bulk = 1337 K for gold). For smaller particles we see the agreement
in Figure 5.1 is still quite good, even down to a radius of less than 1 nm.
There are several other models for σ∗ (including Kofman et al. 1994, Semenchenko
1961 and Wronski 1967) with some agreeing better with the experimental data than
others (Kofman et al. 1999). These different models can lead to varying values of
σ∗. For example, (5.3) for lead gives σ∗ = 0.11 Jm−2 (using the values provided
in Table 5.1), while other models give σ∗ = 0.031 Jm−2 or 0.046 Jm−2 < σ∗ <
0.145 Jm−2 (Peters, Chung & Cohen 1997, Peters, Cohen & Chung 1998). In fact,
there is a whole series of theoretical models for ω in (5.1) (see the summary in
Guisbiers 2012), some of which do not follow (5.2). To take one example, there is a
model due to Guisbiers, Wautelet and coworkers (Guisbiers et al. 2008, Guisbiers &
Buchaillot 2009, Wautelet 1998) which predicts higher values of ω, as demonstrated
in Table 5.1. We revisit the uncertainty in these measures in the discussion given
in Section 5.5.
In a continuum model for the melting of a free-standing nanoscaled particle, the
Gibbs–Thomson rule (5.1) acts as a boundary condition on the moving solid-melt
interface r∗ = R∗(t∗) (Back et al. 2014a, Font & Myers 2013, Herraiz et al. 2001,
McCue et al. 2009, Wu et al. 2002, Wu et al. 2009a, Wu et al. 2009b). This approach
brings with it a number of issues that need addressing. First, as it is, the melting
temperature (5.1) is singular as R∗ → 0, and indeed implies that for a sufficiently
small radius (R∗ < ω), the melting temperature must drop below 0 K. Thus, any
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Figure 5.1: The size dependent nature of the melting temperature of gold nanoparticles demon-
strated by experiment data (◦) from Dick et al. (2002). The measurements are in
good agreement with the Gibbs–Thomson relation (5.1)–(5.3), plotted here (dashed)
with the thermodynamic constants for gold (Dick et al. 2002, Buffat & Borel 1976).
use of (5.1) must be applied with the understanding that there is a limiting radius
below which (5.1) can never hold. Second, one must question the reliability of a
continuum model that involves classical notions of melting and thermodynamics
for very small radii, especially when the particle size is of the order of nanometres.
Lastly, the continuum model for melting a spherical particle is known to exhibit
a form of mathematical blow-up, which predicts that the speed of the solid-melt
interface increases without bound as the radius reaches a critical value R∗c > 0
(McCue et al. 2009). According to the model, the flux of heat into the interface also
blows up in this limit, similar to the finite-time blow-up described in Chapters 2–
3. Mathematical solutions of this form may be interpreted as modelling a type of
abrupt melting that has been observed when melting nanoscaled particles (Mei & Lu
2007). Here, when the particle’s radius reaches a critical value, the melting process
for the remaining core appears to occur instantly. This phenomenon is known to
occur for particles of lead (Kofman et al. 1999, Mei & Lu 2007) and gold (Ercolessi,
Andreoni & Tosatti 1991), for example. Despite this natural phenomenon (which
presumably involves very high but finite velocities), a more satisfactory output from
a continuum model should be that solutions are mathematically well behaved for
all time.
The Gibbs–Thomson effect (5.1) can be derived by considering the temperature at
which a solid sphere of radius R∗ is in equilibrium with its melt (Gupta 2003, Langer
1987), but this derivation requires the system to be in equilibrium; that is, a key
assumption behind (5.1) is that the interface is not moving. In practice this implies
that (5.1) is valid when the departure from equilibrium is small, while in reality,
(5.1) should include a correction for nonequilibrium kinetic effects. The simplest
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form of this correction is a linear additive term so that the adjusted Gibbs–Thomson
rule becomes
T ∗melt = T
∗
bulk
(
1− ω
R∗
)
− ∗dR
∗
dt∗
, (5.4)
where the length scale ω is given in (5.2) (or calculated using one of the many
other models in Guisbiers 2012) and we may refer to the parameter ∗ as the kinetic
undercooling coefficient (Ashby & Jones 2006, Langer 1987). Note that a more
general correction term which is not linear in the interface speed is discussed in
Ashby & Jones (2006), Davis (2001), Evans & King (2003), and Font et al. (2013).
Given the material properties of a particular metal, we are unable to simply plot the
melting temperature T ∗melt against the particle radius R
∗ with (5.4) without infor-
mation about the speed of the solid-melt interface dR∗/dt∗, which itself will have
some complicated dependence on the size of the particle and other experimental
conditions. For moderate interface speeds we may expect the kinetic undercool-
ing parameter ∗ to be sufficiently small that the magnitude of the second term
on the right-hand side of (5.4) is much smaller than the first, so that in practice
the melting temperature will be well approximated by (5.1). However, as noted
above, solutions to the continuum model with (5.1) have interface speeds that con-
tinue to grow without bound (McCue et al. 2009), and on the experimental side
there are observations of particularly high interface speeds for very small particles
(Kofman et al. 1999, Mei & Lu 2007). Thus, regardless of how small ∗ is, there
is a small-particle regime in which the full Gibbs–Thomson condition with kinetic
undercooling (5.4) appears more appropriate than (5.1).
In this Chapter, we consider a continuum model for melting a sphere that imposes
(5.4) as the relevant boundary condition on the solid-melt interface, and find that
the resulting solutions exhibit features that shed light upon the issues listed above.
By numerical simulation, we show that including a nonzero kinetic undercooling
term (∗ > 0 in (5.4)) in the model acts to suppress the mathematical blow-up, so
that the solution naturally continues for all time until the particle is completely
melted. By treating the regime in which the nondimensional kinetic parameter is
much less than one, we show that solutions are consistent with the notion of abrupt
melting. Further, with numerical solutions to the full continuum model, we are
able to plot (5.4) and show that, even with a small kinetic parameter, the melting
temperature is well behaved for all particle radii; in particular, with ∗ > 0 we no
longer have the unphysical prediction that T ∗melt → −∞ as R∗ → 0. Thus when we
include the correction term for nonequilibrium interface kinetics, we no longer need
to cut off the model at an arbitrary particle radius.
The present study is similar in nature to the recent work of the authors Back
et al. (2014a) (reproduced in Chapter 4), which also considers the effect of interface
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kinetics on the melting of a sphere. Two minor differences are that the problem
in Back et al. (2014a) is formulated on a finite domain, which is slightly artificial
from an experimental perspective, and the nondimensionalisation is not the same.
However, the key difference is that the mathematical model in Back et al. (2014a)
is a simplified one-phase approximation that arises under the assumption that heat
conduction occurs much more easily in the liquid phase than the solid phase. This
assumption is not appropriate for melting nanoparticles (especially metals such as
gold, leads, silver, etc.). While the results in that chapter are instructive as they
deal with regularising mathematical blow-up via a kinetic term, it is important to
treat the full two-phase problem formulated without unrealistic simplifications.
In Section 5.2 we outline the continuum model for melting a spherical particle.
This model includes the linear heat conduction equation in both the liquid and
solid phases, and a dimensionless version of (5.4) imposed on the moving boundary
r∗ = R∗(t∗). Section 5.4 contains numerical results for the cases in which the
kinetic term is zero and nonzero. These results demonstrate how the inclusion
of nonequilibrium kinetic effects in the Gibbs–Thomson rule acts to prevent the
mathematical blow-up, mentioned above, from occurring. In Section 5.5 we discuss
the implications of our results on the use of the Gibbs–Thomson rule and, more
generally, in terms of mathematical modelling of nanoscaled particles. Finally,
we discuss how abrupt melting is driven by a counter-intuitive heat flux from the
particle into the solid-melt interface. We argue that this process is closely related
to melting a superheated particle, even without the effects of surface tension or
interface kinetics.
5.2 Continuum model
We consider a single radially symmetric solid nanoparticle of radius r∗ = R∗init, ini-
tially at a temperature T ∗s,init(r
∗) < T ∗melt. This particle is suspended in an infinite
bath of its own liquid melt, with the temperature at infinity held at a constant
T ∗`,∞ for all time. The liquid has an initial temperature T
∗
`,init(r
∗) with the prop-
erty T ∗`,init → T ∗`,∞ as r∗ → ∞. If T ∗`,∞ > T ∗melt, the particle will melt. In this
model, we assume that the inner solid core and the outer semi-infinite liquid region
are separated by a distinct boundary, the solid-melt interface r∗ = R∗(t∗), which
moves inwards towards the centre of the sphere as the particle melts. We seek to
solve for the temperatures in the solid and liquid regions, T ∗s (r
∗, t∗) and T ∗` (r
∗, t∗),
respectively, as well as for the position of the interface R∗(t∗).
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A dimensional continuum model for this idealised scenario is as follows. Assuming
the heat diffuses through each phase via conduction only, we have
in R∗ < r∗ <∞, ∂T
∗
`
∂t∗
=
k`
ρ`c`
1
r∗2
∂
∂r∗
(
r∗2
∂T ∗`
∂r∗
)
, (5.5)
in 0 < r∗ < R∗,
∂T ∗s
∂t∗
=
ks
ρscs
1
r∗2
∂
∂r∗
(
r∗2
∂T ∗s
∂r∗
)
, (5.6)
where, despite the use of (5.3) to compute σ∗, we now assume the density is constant
during the phase change process (and ρ = ρ`/ρs = 1). On the solid-melt interface
we have the boundary condition
on r∗ = R∗, k`
∂T ∗`
∂r∗
− ks∂T
∗
s
∂r∗
= ρs
dR∗
dt∗
[(cs − c`)(T ∗melt − T ∗bulk)− L] ,
referred to as the Stefan condition (Carslaw & Jaeger 1959, Crank 1984, Gupta
2003), which models how the solid at the interface absorbs latent heat to phase
change into liquid. This coupling of the temperature gradient on the interface and
the speed of the moving front shall be important later when we discuss finite-time
blow-up and abrupt melting. The thermodynamic constants in each phase are the
thermal conductivity k`,s, specific heat c`,s and latent heat of fusion L. A second
boundary condition on the moving interface is that the temperature is continuous
between the two phases, and that the temperature here is equal to the melting
temperature. That is, T ∗` = T
∗
s = T
∗
melt on r
∗ = R∗, where T ∗melt comes from the
Gibbs–Thomson law (5.4). Lastly, we have a no-flux boundary condition at the
centre of the sphere and the condition at infinity, as well as initial condition for the
position of the moving front, which we write as R∗ = R∗init at t
∗ = 0.
It proves particularly insightful to scale the problem using the following dimension-
less variables:
r =
r∗
ω
, s =
R∗
ω
, t =
kst
∗
ρcsω2
, u =
T ∗`
T ∗bulk
, v =
T ∗s
T ∗bulk
. (5.7)
These new variables will lead to dimensionless parameters that depend only on ma-
terial properties, rather than initial or boundary conditions. Using the scaling (5.7),
(5.5)–(5.6) become
in s < r <∞, ∂u
∂t
=
k
c
1
r2
∂
∂r
(
r2
∂u
∂r
)
, (5.8)
in 0 < r < s,
∂v
∂t
=
1
r2
∂
∂r
(
r2
∂v
∂r
)
, (5.9)
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subject to the Stefan condition
on r = s, k
∂u
∂r
− ∂v
∂r
=
ds
dt
[(1− c)(u(s, t)− 1)− β] , (5.10)
and the remaining relevant initial and boundary conditions
on r = s, u = v = 1− 1
s
− ds
dt
, (5.11)
on r = 0,
∂v
∂r
= 0, (5.12)
on r →∞, u→ u∞, (5.13)
at t = 0, v = v0, u = u0 = u∞, s = s0. (5.14)
Here, the dimensionless parameters
k =
k`
ks
, c =
c`
cs
, β =
L
csT ∗bulk
, (5.15)
are the ratio of thermal conductivity, the ratio of specific heat, and the Stefan
number, which is a measure of the latent heat absorbed by the solid phase during
melting. By nondimensionalising our continuum model according to (5.7), in which
the representative length, time and temperature scales are unique for each material,
the resulting dimensionless parameters in (5.15) can be determined using available
data such as that listed in Table 5.1 and do not depend on the boundary or initial
conditions. This property will be important later, when we discuss universal features
of the model in Section 5.4.1.
The final parameter in the model (5.8)–(5.12) is the dimensionless kinetic under-
cooling parameter
 =
∗ks
ρcsω∗T ∗bulk
. (5.16)
A nonzero value of  in the model is required to implement the adjusted Gibbs–
Thomson rule (5.4), which accounts for nonequilibrium kinetic effects. While, in
principle, values of the parameter  may be determined for a given material, we shall
argue in what follows that, regardless of its value, solutions to the continuum model
that include nonequilibrium kinetic effects have a number of appealing features. A
further important remark on the scalings (5.7) is that, since the standard Gibbs–
Thomson law (5.1) can never hold for R∗ < ω, our dimensionless continuum model
with  = 0 cannot ever be used for the dimensionless regime s < 1. Substituting
R∗ < ω into (5.11) (with ∗ = 0) leads to T ∗melt < 0 K, which is a violation of
absolute zero. On the other hand, with  > 0, the boundary condition (5.11) does
not necessarily lead to the same restriction. Indeed, provided the magnitude of
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 ds/dt is large enough, mathematical solutions for  > 0 can continue until the
particle is completely melted.
The model governed by (5.8)–(5.14) is commonly known as a two-phase Stefan prob-
lem with surface tension and kinetic undercooling. Without the effects of interface
kinetics (setting  = 0 but keeping σ > 0), variations of this spherically-symmetric
melting problem have been studied mathematically by a number of authors us-
ing a variety of numerical and analytical techniques (Font & Myers 2013, Herraiz
et al. 2001, McCue et al. 2009, Meirmanov 1994, Wu et al. 2002, Wu et al. 2009a, Wu
et al. 2009b, Yang, Hutchins & Zhao 2014). Neglecting both the kinetic term and
surface tension leads to the classical problem of melting a macroscaled sphere (see
McCue et al. 2008b and the references therein). One-dimensional Stefan problems
with kinetic undercooling ( > 0) but without surface tension (σ = 0) have also re-
ceived attention in the applied mathematics literature, both to model solidification
or melting processes (Evans & King 2000, Evans & King 2003, Font et al. 2013, King
& Evans 2005) and in the context of diffusion through glassy polymers (McCue
et al. 2011, Mitchell & O’Brien 2012). In numerical studies of two- and three-
dimensional models for instabilities and pattern formation in crystal growth phe-
nomena, it is common to include both surface tension and nonequilibrium interface
kinetics in the Gibbs–Thomson law (see Chens et al. 1997, Karma & Rappel 1996
and Liu, Chen & Lan 2013). As far as we are aware, with the exception of the recent
work of Myers and coworkers (Font & Myers 2013, Font et al. 2014b), there has
been no in-depth discussion in the physics literature on the use of two-phase models
like (5.8)–(5.14) for melting nanoscaled metal particles. While we acknowledge that
metal particles are not always spherical (nanoscaled particles can be polyhedral in
shape (Guisbiers et al. 2007, Wautelet 2005)), our radially-symmetric model is sig-
nificantly easier to handle than its three-dimensional counterpart (cf. the detailed
asymptotic study of melting a three-dimensional body (McCue et al. 2005)), and
we expect the key results will carry over.
5.3 Numerical scheme
The dimensionless problem defined by (5.8)–(5.14) is solved numerically by first
applying front-fixing transformations, and then using the method of lines with finite
difference spatial discretisations. Here we summarise the solution process for this
specific problem, and note a more complete (and general) description found in
Appendix C. We approximate the semi-infinite liquid domain s < r < ∞ with the
finite domain s < r < rout, making sure that rout is large enough such that all
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results are independent of it (typically, if s0 ≈ 24 then we choose rout & 80), and
the far field condition (5.13) is approximated with
at r = rout, u = u∞.
The initial conditions v0 in 0 ≤ r ≤ s0 and u0 in s0 ≤ r ≤ rout can lead to unusual
effects, such as the development of a ‘chilled region’ (Huppert 1989) where the
solid region first swells, before melting (Huppert 1989, King & Riley 2000). While
interesting, this phenomenon is not the focus of the current study, and we choose
an initial condition such that this does not occur. The initial temperature is chosen
to be as follows: in the inner and outer phases, the temperatures are predominantly
at the constant temperatures v0 and u0, respectively, except in the interior layer
|r − s(t)|  1 where we choose the temperature to smoothly transition to the
melting temperature (5.11).
The Landau-type transformations
ξ =
r
s(t)
, ζ =
r − s(t)
rout − s(t)
with
φ(ξ, t) = v(r, t), ψ(ζ, t) = u(r, t)
have the effect of fixing the shrinking solid domain 0 ≤ r ≤ s(t) to 0 ≤ ξ ≤ 1
and the expanding liquid domain s(t) ≤ r ≤ rout to 0 ≤ ζ ≤ 1. Next, a uniform
mesh is introduced in each domain, and we replace the spatial derivatives in the
new transformed system with second order finite difference approximations. We use
one-sided differences to discretise the spatial derivatives at the centre of the solid
core ξ = 0 and on the moving boundary ξ = 1, ζ = 0. The Dirichlet boundary
condition at rout provides the temperature at ζ = 1.
The result is a semidiscrete system of coupled nonlinear ordinary differential equa-
tions in time, which is solved using the built in fully implicit Matlab solver ode15i
for the temperature at the mesh points, as well as the position of the moving inter-
face. Typically the temporal stepsize is approximately ∆t = 10−3, but the solver
allows for a variable stepsize. This is particularly useful for later times where the
solver can decrease the stepsize to ∆t = 10−11 if need be, such as near blow-up
where large rates of change are encountered. While we are solving for the trans-
formed temperatures φ and ψ in the fixed domains 0 ≤ ξ ≤ 1 and 0 ≤ ζ ≤ 1, recall
that the original temperatures v and u are on the time varying domains 0 < r < s(t)
(shrinking) and s(t) < r < rout (expanding), respectively. This means that as time
progresses, the mesh in the outer domain becomes more coarse. Further, the res-
olution of the mesh in the inner shrinking domain will become more fine, which is
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important as it is this inner phase which encounters rapid changes in temperature
and large spatial derivatives, particularly during the onset of finite-time blow-up.
For these reasons, all results were generated with 10000 nodes in each phase, and
the solutions were observed to have converged within visual accuracy for both the
temperature and interface profiles.
The solver ode15i allows the user to specify the sparsity pattern of the Jacobian
matrix, so that it may be formed efficiently using shifted evaluations and forward
difference quotients (Shampine & Reichelt 1997). With this option in place, accu-
rate simulations with tens of thousands of mesh nodes can be performed with less
than two minutes of runtime on a standard desktop machine.
5.4 Numerical results
The dimensionless problem (5.8)–(5.14) is solved computationally using the nu-
merical scheme detailed in Section 5.3. To illustrate our numerical results, we have
chosen to use the (dimensionless) parameter values β = 0.30, k = 0.46 and c = 1.16,
which corresponds to melting a pure lead nanoparticle. Temperature profiles are
shown in Figure 5.2, while the dependence of the solid-melt interface on time is
illustrated in Figure 5.3.
As we argue below, there are universal features of the model (5.8)–(5.14) that are
independent of the initial conditions and far-field condition. With this in mind,
we note that for the results shown in Figures 5.2 and 5.3, we have chosen to use
v0 = 0.9 and u0 = u∞ = 1.25, which correspond to the dimensional temperatures
T ∗s,init = 540 K and T
∗
`,init = T
∗
`,∞ = 750 K. Further, we use s0 = 23.65, which is
chosen to correspond to R∗init = 20 nm if we use the length scale ω from (5.2)–(5.3).
However, as discussed in the Introduction, using other models for ω would provide
different dimensional lengths (for example, the model of Guisbiers and Wautelet
(Guisbiers et al. 2008, Guisbiers & Buchaillot 2009, Wautelet 1998) would lead to
the larger initial radius R∗init = 34.3 nm).
5.4.1 No kinetic term,  = 0
Before considering the effects of interface kinetics, it proves useful to summarise
the results found by setting  = 0 in (5.11) (see also McCue et al. 2009). These are
represented in Figures 5.2 and 5.3 by the (green) solid curves.
The solutions for  = 0 are well described qualitatively by dividing the dimensionless
time domain into two regimes; 0 < t < tI and tI < t < tc. Here tI is defined to
be the time at which heat ceases to flow from the solid-melt interface into the
solid, while tc is the critical time at which finite-time blow-up occurs. Regime I
(0 < t < tI) can be thought of as ‘normal melting’: heat flows from the outer liquid
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Figure 5.2: Temperature profiles for β = 0.30, k = 0.46, c = 1.16 and s0 = 23.65. The initial
temperatures are shown by the (blue) dot-dashed lines. The lead particle is initially
at v0 = 0.9, while the surrounding liquid melt is at u0 = u∞ = 1.25, except near
sinit where the initial condition is chosen such that the temperature is continuous, as
discussed in Section 5.3. The (green) solid lines are for  = 0 while the (black) dashed
lines are for  = 0.012, and the (red) thin solid lines and the (red) thin dashed lines
are the melting temperatures calculated from (5.4) for each case. (top) Temperature
profiles for Regime I, 0 < t < tI = 103.34, are shown (from right to left) for times
corresponding to s = 22 and s(tI) = 18.26. The inset gives a magnified view of the
temperature near the moving boundary, where ∂v/∂r → 0+ as t → t−I . (bottom)
Temperature profiles for Regime II, tI < t < tc, are shown (right to left) for times
equivalent to s(tI), s = 8, 4, 2 and the critical radius sc = 1.32. Finite-time blow-up
occurs for the  = 0 case at tc = 400.98. From the inset we see that finite-time blow-up
is avoided for the  > 0 case at the time tc, as the flux ∂v/∂r is finite.
phase s(t) < r < ∞ into the solid-melt interface r = s(t), providing enough latent
energy there to transform the solid into liquid. This behaviour is demonstrated by
schematic (a) in Figure 5.2 (top). The surplus of heat energy then flows from the
solid-melt interface into the solid 0 < r < s(t), raising the temperature of the solid.
Temperature profiles for Regime I are shown in Figure 5.2 (top).
At early times, the radius of the particle is large enough such that the Gibbs–
Thomson effect is relatively small and the size-dependent melting temperature is
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Figure 5.3: The radius of the particle s(t) versus time t for the same parameter values as in
Figure 5.2. The (green) solid line is for the case  = 0, while the (black) dashed line
is  = 0.012. For the  = 0 case, we have that the speed of the boundary blows
up at sc = 1.32, corresponding to tc = 400.98. The solution with a nonzero kinetic
undercooling term  > 0 follows that for  = 0 very closely, except for times near the
blow-up (inset). Here, the solution deviates away from the  = 0 case, so that the
moving boundary propagates inwards past the critical radius and through the blow-up
regime. The speed of the boundary increases dramatically until the boundary reaches
the centre, and complete melting is achieved.
approximately equal to the bulk melting temperature (which is consistent with the
experimental data in Figure 5.1). As time increases and the particle size decreases,
the Gibbs–Thomson effect lowers the melting temperature on the moving boundary,
which in turn decreases the temperature gradient in the inner solid phase at the
interface. This trend continues until ∂v/∂r(s, t) = 0 at the time we define to be tI.
Thus, at the precise moment t = tI, there is no flux of heat from the interface into
the solid (see the inset in Figure 5.2 (top), as well as schematic (b)).
In Regime II (tI < t < tc), we have that the temperature gradient ∂v/∂r(s, t) < 0
(see Figure 5.2 (bottom) and schematic (c)), which means that now heat is flowing
from the solid phase into the solid-melt interface and that the temperature in the
solid phase in the neighbourhood of the interface is higher than the melting temper-
ature itself. In this sense the solid can be thought of as being locally superheated
(although the temperature here is still less than the bulk melting temperature). As
heat is still flowing into the interface from the liquid phase, the melting process ac-
celerates quickly, leading to a dramatic increase in interface speed |ds/dt| via (5.10)
(see Figure 5.3). The reduced melting temperature results in an ever decreasing
temperature gradient ∂v/∂r(s, t) < 0, until the solution blows up at the critical
time tc. This form of mathematical blow-up is characterised by ∂v/∂r(s, t)→ −∞,
ds/dt → −∞ and s → s+c as t → t−c , where sc > 0 is the critical radius (see
schematic (d)). As a consequence, according to the continuum model (5.8)–(5.14)
with  = 0, the particle does not melt completely.
97
An interesting and insightful feature of this mathematical model (for  = 0) is
that the behaviour of the solutions near blow-up appears to be largely indepen-
dent of the initial and boundary conditions. As a means to test this idea, for a
fixed set of parameter values for c, k and β, we ran many simulations for a variety
of different initial temperature profiles u0 and v0, including constant values and
spatially-dependent functions. Further, we have used a number of different values
for the initial radius s0. Performing this exercise leads to vastly different temper-
ature profiles for sufficiently small times, as would be expected, since small time
behaviour is heavily dependent on initial conditions. However, for times close to
the blow-up time tc, we found that regardless of the initial or boundary conditions,
the temperature profiles appear almost identical. Thus, for example, the tempera-
ture profiles for Figure 5.2 (top) would not be replicated if the initial or boundary
conditions were different. On the other hand, we found that the profiles in Fig-
ure 5.2 (bottom), especially those near the blow-up time t = tc, were essentially
reproduced (with some very small quantitative differences) for a large number of
initial and boundary conditions. This apparently universal near blow-up behaviour
for  = 0 was not observed by McCue et al. (2009) because the problem there was
not scaled according to (5.7) (or some equivalent scaling that involves only material
parameters).
5.4.2 Nonzero interface kinetics,  > 0
We now consider what happens to our model when we include kinetic undercooling,
so that both σ > 0 and  > 0 in (5.11). To illustrate the main results, we choose
the specific value  = 0.012, together with our parameter values for lead. This value
of  is not taken from experimental data, but is used to demonstrate representative
behaviour for small  values.
Figure 5.2 (top) shows that in Regime I, the effect of turning on a kinetic term
with a small kinetic undercooling parameter  > 0 is negligible, as the temperature
profiles for  > 0 ((black) dashed lines) are virtually indistinguishable from the
 = 0 solutions described in Section 5.4.1. As such, the melting process appears to
enter Regime II at essentially the same particle radius.
For much of Regime II the effects of the kinetic term are still small. In Figure 5.2
(bottom) we see the temperature profiles for when  > 0 follow those for the  = 0
case very closely. However, close to the blow-up regime, the speed of the interface
becomes sufficiently large that the kinetic term changes the qualitative behaviour.
The melting temperature (5.11) for  > 0 is increased, and the blow-up is avoided. In
particular, we see in the inset of Figure 5.2 (bottom) that the profiles for  > 0 have
a finite slope, so that the flux of heat from the solid into the solid-melt interface does
not increase without bound. While not shown in this figure, the solutions for  > 0
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continue and remain regular. These features are also visible in Figure 5.3, where
the inclusion of interface kinetics in the melting temperature (5.11) has prevented
the interface speed from blowing up at a finite particle radius.
Now that finite-time blow-up is avoided for  > 0, the moving boundary r = s(t)
continues towards the centre into a third extremely short regime tc < t < te, where
te is the extinction time characterised by s(te) = 0. As we see in Figure 5.3, the
interface speed during this regime is large but finite. In summary, we see that the
addition of a small kinetic parameter has regularised the singular behaviour, so that
the solution continues through the blow-up regime until complete melting occurs.
5.5 Discussion
This work concerns the use of a standard Stefan-type continuum model for melt-
ing a sphere, but with a non-classical size-dependent melting temperature that is
motivated by experiments on melting nanoscaled metal particles. This form for the
melting temperature is often taken to be the Gibbs–Thomson law (5.1). One obvious
limitation of (5.1) is that it is unphysical for R∗ < ω, as this will imply T ∗melt < 0 K,
which violates absolute zero. Thus results from any mathematical model with (5.1)
must be invalid for some small-particle regime. Further, the continuum model itself
will lose its validity for very small particles, as we discuss below.
It turns out that the two-phase Stefan problem with (5.1) undergoes a form of
mathematical blow-up before melting is completed, so the issue of cutting off the
model at some arbitrary R∗ does not necessarily arise. This form of blow-up is
interesting as it appears to be universal in the sense that the behaviour of the
mathematical solution at times just before blow-up is essentially independent of
boundary or initial conditions. In addition, this blow-up behaviour involves the
speed of the solid-melt interface increasing without bound, which appears to be
consistent with experimental observations (Kofman et al. 1999) and results from
molecular-dynamics simulations (Ercolessi et al. 1991) of nanoscaled metal particles
melting abruptly (Mei & Lu 2007).
In order to appreciate the physics behind this form of blow-up, it is worth comparing
with the idealised problem of melting a superheated solid. Using the language of
Section 5.4.1, we see that once the melting process has entered Regime II, there is a
counter-intuitive heat flux from the bulk of the particle into the solid-melt interface,
which is acting like a heat sink. This is precisely what occurs when one melts a
superheated solid, even on a macroscale without the effects of surface tension. A
very simple model for melting a superheated solid is (Back et al. 2011, Fasano
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et al. 1981, Herrero & Vela´zquez 1996, Howison et al. 1985, King & Evans 2005)
in 0 < r < s,
∂v
∂t
=
1
r2
∂
∂r
(
r2
∂v
∂r
)
, (5.17)
on r = s,
∂v
∂r
= β
ds
dt
, (5.18)
on r = s, v = vm = 1, (5.19)
on r = 0,
∂v
∂r
= 0, (5.20)
at t = 0, v = v0(r) > 1, s = s0. (5.21)
For this well-studied problem one can consider the quantities
Q1(t) = 4pi
∫ s(t)
0
(v(r, t)− vm(r))r2 dr,
Q2(t) =
4pi
3
βs(t)3.
The term Q1 describes the amount of dimensionless heat energy that needs to be
removed from the superheated ball in order to reduce the temperature from v(r, t)
to the melting temperature (which, for the idealised problem, is vm = 1). The
second term, Q2, is the dimensionless latent heat energy required to melt the solid
ball. If Q = Q1(0)−Q2(0) > 0, then there is initially more heat energy in the solid
than is required to melt it. There is nowhere for this heat to escape and, as such,
the condition Q > 0 necessarily leads to finite-time blow-up with s→ s+c , s˙→ −∞,
as t→ t−c (Fasano et al. 1981).
Returning to our problem (5.8)–(5.14) with  = 0, we can construct a similar
argument, although the details are slightly more complicated. In this case we use
vm(r) = 1− 1/r in our definition of Q1. From the time t = tI, the melting proceeds
with v > 1− 1/s(t) for 0 < r < s(t), and so have the lower bound Q1 > 2pis(t)2/3.
Now, some straightforward algebra shows that Q2 < 2pis(t)
2/3 for s(t) < 1/(2β), so
we conclude that there is a finite particle radius (1/(2β)) below which it is certain
that Q1 > Q2. This excess in heat energy is amplified by the additional heat that
is conducting in from the liquid phase. Thus we see that, while it is likely that
Q1 < Q2 initially, and even for much of the melting process, it is unavoidable that
Q1 > Q2 at some point in time. Therefore, for the problem (5.8)–(5.14) with  = 0,
blow-up is inevitable.
With all this in mind, our main result from the full model (5.8)–(5.14) with  > 0 is
that including interfacial kinetic effects in the Gibbs–Thomson equation regularises
the singularity at s = sc so that the solution does not blow-up, but is instead regular
for all time up until complete melting.
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In practice, is it likely to be difficult to measure the precise value of , however
we can assume that it is small, and so its effects only come into play when the
interface speed is very large. In terms of mathematical modelling, the key point
is that the unphysical singular behaviour that occurs in the model for  = 0 can
be regularised by including some kinetic undercooling term, no matter how small.
Thus by including some   1 in the model, we find results that are physically
acceptable for all time, but are still consistent with observations of abrupt melting.
This regularisation is reminiscent of what happens when equivalent kinetic effects
are included in the simple model (5.17)–(5.21) described above (Howison & Xie
1989, King & Evans 2005). From a mathematical perspective, we expect the formal
asymptotics of the singular limit → 0+ to follow the work of King & Evans (2005),
although the details are likely to be even more cumbersome. We do not pursue these
issues further here.
Much of the predictive capability of using the continuum model considered here re-
lies on the accurate measurement of the quantity ω in the Gibbs–Thomson rule (5.1),
which depends on the surface tension σ∗ if using the model (5.2). We use this quan-
tity as our representative length scale, so each dimensionless unit of length in our
results is equivalent to the dimensional length ω. Our time scale defined in (5.7) is
proportional to ω2. As mentioned in Section 5.1, there are a range of models for
σ∗ that are used in the literature, not all of which agree with the others (for lead
there are suggested values for σ∗ between σ∗ = 0.031 Jm−2 and 0.145 Jm−2 (Peters
et al. 1997, Peters et al. 1998)). Indeed, there are many other models for ω that
do not follow (5.1) (Guisbiers 2012). A welcome advance would be experimental
procedures to refine our quantitative understanding of (5.1) (and ω in particular),
especially for metal particles.
This point also goes to the issue of whether it is appropriate to apply our continuum
model to nanoscaled phenomena. While it is obvious that a continuum model
cannot hold when the metal particles contain only a few atoms, it is not clear what
the minimum number of atoms or molecules needs to be. Arguments about which
factors affect the limitations of continuum models are summarised by Font & Myers
(2013), who themselves choose to truncate their results for gold particles at R∗ = 1
nm. Detailed discussion about the validity of thermodynamic argument is provided
in Guisbiers et al. (2007). The precise relationship between our dimensionless results
and real dimensional quantities depends heavily on the measured values of ω. More
certainty about these measurements will inform the applicability of our predictions
regarding abrupt melting, and so on.
We close this chapter by mentioning the effects of density on our model. Instead of
including kinetic undercooling effects in the Gibbs–Thomson rule, we may attempt
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to regularise the singular behaviour by allowing the model to account for different
densities in the liquid and solid phases. In this case, the governing equations are
generalised to include an advective term in (5.8) and an additional term in the Stefan
condition (5.10). The Gibbs–Thomson condition (5.1) remains the same. Indeed,
a very recent study focuses on such a generalised model with different densities
(Font et al. 2014b), but does not elaborate on temperature profiles or consider the
near blow-up regime. We may expect that the density difference would regularise
the blow-up described in Section 5.4.1, however such a model with (5.1) (and no
kinetic term) would still carry with it the same limiting features, such as predicting
negative melting temperatures (and hence, violating absolute zero), and the need
to cut off the model at an arbitrary particle radius. We leave the study of these
issues for Chapter 7.
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Chapter 6
Blow-up and extinction of the two-phase Stefan problem
with a modified Gibbs–Thomson condition
As we have seen in Chapter 5, the full two-phase Stefan problem for melting a solid
particle suspended in an infinite body of its melt can develop singularities (McCue
et al. 2009). As the particle radius approaches a critical value, the melting speed
becomes unbounded. In Chapter 5 it was found that the addition of a kinetic term
in the melting temperature regularises finite-time blow-up, allowing the solution to
continue past this critical radius such that eventually the particle completely melts.
This chapter is more theoretical in nature. We investigate the mathematical blow-
up of the two-phase Stefan problem with surface tension, as well as the extinction
behaviour when kinetic undercooling is included. The full two-phase Stefan problem
is approximated with a one-phase problem, valid near blow-up. We study both the
finite-time blow-up of this new one-phase problem, as well as the effect of adding
kinetic undercooling numerically and analytically. Next, the extinction behaviour
of the two-phase problem is examined in detail.
6.1 Motivation
The work in Chapter 5 is framed in the context of modelling a melting nanoparti-
cle, and proper investigations of the blow-up regime and the extinction behaviour
were not completed. This is for two reasons: firstly, the very high melting speeds
encountered near the critical radius mean the time scale between regularisation and
extinction is very small (accounting for approximately 1% of the time taken to melt
a 40 nm particle). Importantly, however, with kinetic undercooling the speed always
remains finite and the particle melts completely. In Chapter 5 it is suggested that
this high melting speed is reminiscent of a phenomenon known as abrupt melting,
where at a critical radius the solid particle melts homogeneously. The critical ra-
dius at which these nanoparticles ‘disappear’ is consistent with the critical radius
at which finite-time blow-up is regularised and the moving boundary moves to the
centre nearly instantaneously. Secondly, there is the question of when a continuum
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model is no longer valid. In Chapter 5 it was found that with experimentally mea-
sured values for the material properties, the critical radius of a lead nanoparticle
is roughly 2 nm, which is larger than an estimated lower bound on where a heat
conduction model is applicable (Guisbiers et al. 2008, Travis, Todd & Evans 1997).
However, when the singular behaviour is regularised the moving boundary can con-
tinue to the centre of the sphere. There will, of course, be some radius less than
the critical radius where the model does not hold.
From a practical standpoint, it is important to have a well-posed problem with
solutions that are regular in time. That being said, the model behaviour in the
final stages is not the aim of the investigation in the previous chapter, especially if
the model is known to not hold here anyway. Thus, neither the mathematical details
of the finite-time blow-up, nor the extinction behaviour were studied in Chapter 5.
6.2 Near blow-up behaviour of the two-phase problem
The full two-phase Stefan problem for melting a solid particle suspended in an
infinite body of its melt is:
in s < r <∞, ∂u
∂t
=
k
c
1
r2
∂
∂r
(
r2
∂u
∂r
)
, (6.1)
in 0 < r < s,
∂v
∂t
=
1
r2
∂
∂r
(
r2
∂v
∂r
)
, (6.2)
on r = s, k
∂u
∂r
− ∂v
∂r
=
ds
dt
[(1− c)(vm − 1)− β] , (6.3)
on r = s, u = v = vm = 1− 1
s
− ds
dt
, (6.4)
on r = 0,
∂v
∂r
= 0, (6.5)
on r →∞, u→ u∞, (6.6)
at t = 0, v = v0, u = u0 = u∞, s = s0, (6.7)
where u and v are the temperatures in the inner solid and outer liquid phases,
respectively, and s is the position of the moving boundary. These governing equa-
tions are identical to (5.8)–(5.14), having been nondimensionalised according to
(5.7). This scaling leads to the dimensionless parameters k, c and β which are
the ratio of thermal conductivity, the ratio of specific heat, and the Stefan num-
ber, respectively, and are defined in (5.15). Here  is the dimensionless kinetic
undercooling parameter (5.16).
We briefly summarise the  = 0 behaviour found by McCue et al. (2009) (see
also Chapters 2 and 5 for an in-depth description), before developing a one-phase
approximation valid for times near blow-up.
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6.2.1 Two-phase problem with  = 0
In Chapter 5 it was found that when  = 0, the solution to (6.1)–(6.7) could be split
into two temporal regimes. The first, Regime I, is described as ‘classical’ melting,
in the sense that here the effect of surface tension is small and solution behaviour is
qualitatively similar to that on the macro scale. Heat flows from the outer liquid,
into the boundary, before escaping into the inner core, warming the solid phase
here. Mathematically, we characterise Regime I as,
Regime I 0 ≤ t < tI : ∂u
∂r
> 0 and
∂v
∂r
> 0 on r = s(t).
The time t = tI marks the end of Regime I and the beginning of Regime II. Here
we have that,
as t→ tI, ∂v
∂r
→ 0+ on r = s(t),
so that the heat conducting out of the boundary into the solid phase goes to zero.
At t = tI we have no heat flowing into the solid phase, but we still have a nonzero
amount of heat flowing into the boundary from the outer liquid phase.
As time increases further and the particle continues to melt, the melting temper-
ature decreases due to (6.4). In Regime II, the inner solid is locally superheated
in the sense that the temperature everywhere is greater than the size dependent
melting temperature at that time (see Section 2.3 for an more thorough explanation
of local superheating). We have that
Regime II tI ≤ t < tc : v(r, t) > v(s(t), t),
with
∂v
∂r
< 0 and
∂u
∂r
> 0 on r = s(t).
Heat is now flowing into the boundary from both the solid and the liquid phases.
As heat cannot flow out of the solid phase fast enough compared to the decreasing
melting temperature, the solid becomes increasingly superheated. Eventually the
problem exhibits finite-time blow-up at the critical time t = tc, and the solution
cannot continue past this time. This finite-time blow-up is characterised by
as t→ tc, s(t)→ sc, ds
dt
→ −∞, and ∂v
∂r
(s, t)→ −∞,
where the speed of the moving interface becomes unbounded, and the temperature
in the inner phase develops an infinite temperature gradient at the boundary.
These characteristics are similar to those of the one-phase superheated Stefan prob-
lem described in Section 2.5 (and studied in Chapter 3). While it could be said
that since the solid core is locally superheated, perhaps it is not so surprising that
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Figure 6.1: Finite-time blow-up of the solid phase at the interface, where the temperature gradient
becomes infinite as r → rc. Here we are varying the initial conditions of the inner solid
phase (the dashed lines) and the outer liquid phase (the solid lines) separately. Note
that due to the nondimensionalisation (5.7), the bulk melting temperature for both
metals is 1. For gold particles (blue), we have u0 = 1.123 with v0 = 0.225, 0.45, 0.75
(dashed, left to right), and v0 = 0.97 with u0 = 1.123, 1.45, 1.87 (solid, left to right).
There is only a very small difference between these profiles near the interface. For lead
particles (black), the difference is more discernible (on this scale). We have u0 = 1.25
with v0 = 0.5, 0.667, 0.833 (dashed, left to right), and v0 = 0.9 with u0 = 1.667, 2.5,
3.334 (solid, left to right).
these two problems share similar properties, it is nevertheless curious as the origi-
nal problem of melting a solid sphere without surface tension is in fact well-posed
(McCue et al. 2009). The addition of extra physics to the problem has had the
effect of turning a well-posed problem to an ill-posed problem. This is unusual
as surface tension is often added to two-dimensional ill-posed fluid flow problems
which develop singularities such as cusps to regularise blow-up (see for example,
Howison, Lacey & Ockendon 1988 in the context of Hele–Shaw flows). A prelimi-
nary investigation of this is found in Chapter 3, where we considered the addition
of a Gibbs–Thomson like surface tension term to well-posed planar problems. In
all cases we found that the addition of a surface tension-like term resulted in finite-
time blow-up. Meirmanov (1994) found that solutions to a Stefan problem similar
to (6.1)–(6.7) with  = 0 cease to exist at a finite-time, shortly after the solid be-
comes locally superheated. This finite-time blow-up is also present in the one-phase
problem for the outer liquid shell. Wu et al. (2009a) found that the interface ve-
locity becomes unbounded at a finite-time, however here no infinite temperature
gradient develops as the authors are studying the outer phase only.
Perhaps even more unusual is that finite-time blow-up seems to be almost totally
independent of the initial conditions. In Figure 6.1 (top) we show the finite-time
blow-up of the temperature gradient at the interface for (6.1)–(6.7) in nondimen-
sional coordinates for lead (black) and gold (blue). Here, we present numerical
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result for a variety of different initial conditions for the temperature of the inner
solid phase (the dashed lines) and the outer liquid phase (the solid lines). Varying
the initial temperature of the outer liquid gold melt has almost no effect at all on
the location of the critical radius, while varying the initial temperature of the solid
gold particle has even less of an effect. This is equivalent to raising the temperature
of the outer liquid from 1500 K to 2500 K, and yet the critical radius is moved only
slightly. For lead we see again that varying the initial condition of the inner solid
ball leads to very little change to the critical radius, however increasing the initial
condition of the outer liquid from u0 = 1.667 to 3.334 does shift the critical radius
by a nontrivial amount. This change in critical radius is still insignificant from a
modelling perspective, as we are effectively raising the temperature of the outer
liquid melt from 1000 K to 2000 K, and yet only shifts the critical radius by an
amount of the order of 10−2 nm. This universal behaviour was not noted by McCue
et al. (2009) due to the scaling used there. Here, the nondimensionalisation (5.7),
is completely dependent on material properties only, and does not depend at all on
the initial or boundary conditions.
6.2.2 Addition of kinetic undercooling,  > 0
Chapter 5 is primarily concerned with the addition of kinetic undercooling to the
two-phase Stefan problem with surface tension; (6.1)–(6.7) with  > 0. Temperature
profiles for the  > 0 and  = 0 cases are indistinguishable in Regime I, as here the
speed is still relatively lower (and recall,  is very small anyway). Both the  > 0 and
 = 0 cases enter Regime II at the same particle radius. For early times in Regime II,
the temperature profiles for both cases are still virtually identical, although diverge
as we approach blow-up. In the blow-up regime, the melting speed increases very
rapidly such that the extra kinetic undercooling term −s˙ is no longer negligible.
This kinetic term has the effect of raising the melting temperature enough such
that sufficient heat can flow out of the superheated solid, and finite-time blow-up
is avoided. In Chapter 5 we concluded that the addition of kinetic undercooling
regularised the finite-time blow-up present in (6.1)–(6.7) when  = 0 and solutions
can enter a third time regime, Regime III, which is described in detail later in
Section 6.3.
6.2.3 One-phase approximation near blow-up
We now introduce a one-phase Stefan problem with surface tension and kinetic
undercooling, which approximates the full two-phase problem (6.1)–(6.7) in the
blow-up regime |tc− t|  1. The key is the observation by McCue et al. (2009) and
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Figure 6.2: A comparison of solutions to the full two-phase problem of Chapter 5, the solid (green)
lines, with those to the one-phase problem (6.9)–(6.13), the dashed (black) lines. The
dot-dashed (blue) line is the initial condition; the same for both problems (note that
the inner solid is initially super heated, as v0(r) ≥ vm). (top) Temperature profiles for
the inner solid when  = 0, for times corresponding to s(t) = 2.5, 2, 1.5 and sc = 0.932.
The problem (6.9)–(6.13) approximates the full two-phase problem very well, and the
solutions are virtually indistinguishable from each other. Blow-up occurs at the same
critical radius sc in the absence of kinetic undercooling. (bottom) Now  = 0.012
and blow-up is suppressed for both problems. The solutions enter Regime III, with
profiles plotted for times corresponding to s = 1.5, sc = 0.932, 0.8 and 0.7. Here
the profiles for each problem deviate as the approximation (6.8) becomes increasingly
invalid. The one-phase problem predicts a higher melting temperature than the two-
phase problem, although both problems have the same qualitative behaviour where
the melting temperature goes through a minimum before increasing.
Meirmanov (1994) for the  = 0 case, that near blow-up, the temperature in the
outer liquid phase ‘hugs’ the melting temperature. Here we can say
for s− rc  1, u ∼ 1− 1
r
. (6.8)
This behaviour was also noted by Wu et al. (2009a) and Herraiz et al. (2001) for
the one-phase problem in the outer liquid shell (although the latter use a boundary
condition that does not conserve heat).
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The expression (6.8) may now be substituted into the full two-phase governing
equations (6.1)–(6.7) to obtain a one-phase approximation, valid for when s−rc  1.
We still seek to solve (6.2), rewritten below for convenience
in 0 < r < s,
∂v
∂t
=
1
r2
∂
∂r
(
r2
∂v
∂r
)
, (6.9)
however now, substituting the derivative of (6.8) into (6.3), we obtain the modified
Stefan condition
on r = s,
k
s2
− ∂v
∂r
= −βds
dt
, (6.10)
where for simplicity we have set c = 1. Equations (6.9)–(6.10) together with the
boundary and initial conditions
on r = s, v = vm = 1− 1
s
− ds
dt
, (6.11)
on r = 0,
∂v
∂r
= 0, (6.12)
at t = 0, v = v0(r), s = s0, (6.13)
form our one-phase approximation valid for times near blow-up. A similar problem
is discussed in Chapter 3. There, an unphysical ‘toy’ problem for a superheated
solid with a Gibbs–Thomson type melting temperature, and the same modified
Stefan condition was investigated in Cartesian coordinates for a planar problem.
It was found that blow-up occurs due to surface tension regardless of the initial
conditions.
Figure 6.2 compares the solution of the full two-phase problem (6.1)–(6.7), given
by the solid (green) lines, to that of the one-phase approximation (6.9)–(6.13), the
black (dashed) lines. Both problems have the same initial condition (the dash-
dotted (blue) line), chosen such that the approximation (6.8) is valid, and hence
we only plot the inner phase profiles for the two-phase problem. As the inner
solid phase is initially superheated, we begin in Regime II (using the language of
Section 6.2.1). In Figure 6.2 (top) we see temperature profiles for when  = 0. The
one-phase approximation reproduces the two-phase solution very well, and finite-
time blow-up occurs at the same critical radius. The temperature profiles actually
dip below 0 (here vc(sc) = −0.07) which is not physical as due to the scaling
v = T ∗s /T
∗
bulk this implies the temperature decreases below absolute zero. This is
because here we have used c = c`/cs = 1. If we instead used the actual value for
lead, c = 1.16, the critical radius would be shifted to the right, and blow-up would
occur at rc = 1.32 as in Chapter 5.
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A comparison of temperature profiles for both the one- and two-phase problems for
the case  > 0 is given in Figure 6.2 (bottom). Here the dot-dashed (blue) line
is the blow-up profile for the  = 0 case and the dotted (blue) line is the melting
temperature when  = 0. In both problems, the addition of kinetic undercooling
regularises the singular behaviour of the  = 0 case and finite-time blow-up at the
critical radius is avoided. At the critical radius, the one-phase approximation begins
to diverge from the two-phase profile, but the approximation is still useful. This is
expected as the kinetic undercooling is raising the temperature in the liquid from
the curve 1− 1/r. The solution moves through the blow-up regime into Regime III
towards extinction.
6.2.4 Superheating parameter for the solid core
In Sections 2.5 and 3.1 we saw that finite-time blow-up of the one-dimensional
superheated planar Stefan problem occurs if a certain sign requirement is violated.
Specifically, we were able to write down the initial superheating parameter, Q,
defined in nondimensional coordinates to be
Q =
1∫
0
[v0(x)− β] dx, (6.14)
where the β term represents the amount of latent heat required to melt the solid,
and the v0(x) is the sensible heat initially in the solid (and, due to the boundary
conditions, the only heat available to be converted into latent heat). As in Sec-
tion 3.1, if Q > 0 then finite-time blow-up is inevitable. This is because the solid
is ‘too hot’. The solid can convert some of this heat to latent heat, but there will
always be excess which builds up at the boundary. It is this excess heat that causes
finite-time blow-up.
The argument above is adapted to the case considered here: blow-up of the two-
phase Stefan problem with surface tension. While the details are more complicated,
it was found in Section 6.2.3 that the blow-up of the two-phase problem is very
well approximated by the one-phase problem (6.9)–(6.13). Using this one-phase
approximation with  = 0 will simplify matters considerably.
We start by considering the various forms of heat in the one-phase problem as
dimensional quantities so that their origin is more transparent. As the inner solid
sphere is superheated at times near blow-up, we have that the heat that must be
removed from the solid to reduce the temperature T ∗s to the melting temperature
T ∗melt is
Q∗1(t
∗) = 4piρscs
R∗∫
0
(T ∗s (r
∗, t∗)− T ∗melt) r∗2 dr∗.
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Here we have T ∗melt = T
∗
bulk(1− ω/r∗), which is the dimensional form of (6.11) with
 = 0. This gives the amount of heat needed to be removed
Q∗1(t
∗) = 4piρscs
R∗∫
0
T ∗s (r
∗, t∗)r∗2 dr∗ − 4piρscsT ∗bulk
(
R∗3(t∗)
3
− R
∗2(t∗)
2
)
. (6.15)
Now, the amount of energy required to melt a sphere of size R∗ is
Q∗2(t
∗) =
4piρs
3
LR∗3(t∗). (6.16)
Unlike the planar one-phase case, here we also have extra heat flowing into the
boundary from the liquid
Q∗3(t
∗) = 4pik`
t∗∫
0
∂T ∗`
∂r∗
∣∣∣
r∗=R∗
R∗2 dt∗.
Near blow-up, we have T ∗` ∼ T ∗bulk(1− ω/r∗), and so the above becomes
Q∗3(t
∗) = 4pik`ωT ∗bulkt
∗, (6.17)
which will be true as long as our approximation holds. Equations (6.15)–(6.17) in
nondimensional form are
Q1(t) =
s∫
0
v(r, t)r2 dr − s
3(t)
3
+
s2(t)
2
,
Q2(t) =
βs3(t)
3
, (6.18)
Q3(t) = kt,
where in each case the heat is scaled by 4piρscsω
3T ∗bulk. Balancing the heat at the
interface throughout the process gives the three terms:
Heat entering s(t) from the solid: Q1(0)−Q1(t),
Heat entering s(t) from the liquid: Q3(t),
Heat absorbed at s(t): Q2(0)−Q2(t),
and for heat to be conserved we must have
Q1(0)−Q1(t) +Q3(t) = Q2(0)−Q2(t). (6.19)
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Figure 6.3: (top) The quantities Q1, Q2 and Q3 over the duration of a simulation with  = 0. For
the most part, Q2 > Q1, and so it appears as though finite-time blow-up might not
occur. (bottom) Eventually, however, we have that Q1 and Q2 switch such that now
Q1 > Q2. Shortly after this, finite-time blow-up occurs and the solution cannot be
continued past this point.
Choosing the initial temperature in the solid to be the constant v0 = 1−1/s0 where
s0 is the initial radius, simplifies (6.18) to give the initial quantities
Q1(0) =
s20
6
,
Q2(0) =
βs30
3
, (6.20)
Q3(0) = 0.
The three quantities (6.18) are plotted in Figure 6.3 (top). The energy required to
be removed decreases in time, as heat is flowing out of the superheated solid into the
boundary, where it is converted to latent heat. As the solid melts and the particle
size shrinks, the amount of heat required to melt it also decreases in time. So,
during the melting process we have that both the quantities Q1 and Q2 decrease, as
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Figure 6.4: The quantities Q1 and Q2 for the  = 0 case (green), as well as for  > 0 with Q1 now
given by (6.21). At the critical time tc, it is clear that in the  > 0 case, Q2 > Q1
and the solution can continue past this time. In the final stages of melting before the
extinction time te, we still have Q2 > Q1, which appears to hold up until extinction.
we expect. Initially, Q2 > Q1, so it seems as though there is sufficient heat available
to melt the entire solid. However in Figure 6.3 (bottom) we see that near blow-up,
these quantities switch such that Q1 > Q2. This means that in the final stages
before the critical time, there is more heat energy in the solid than is able to be
converted into latent heat, and we have a situation analogous to the superheated
solid in Section 2.5 where there the initial superheating parameter Q > 0 (with Q
defined by (6.14)). In fact, without some regularisation mechanism such as kinetic
undercooling, this will always be the case, and so finite-time blow-up is inevitable.
6.2.5 Kinetic undercooling as a regularisation mechanism
While we know from Chapter 5 that the addition of kinetic undercooling regularises
finite-time blow-up, we can gain understanding of why this is with a Q-like argu-
ment, similar to that in Section 6.2.4. When  > 0, we have the same heat balance
(6.19), except that now we have
Q1 =
s∫
0
(v(r, t) + s˙) r2 dr − s
3
3
+
s2
2
, (6.21)
due to the modified melting temperature. This is plotted in Figure 6.4 along with
Q2 (the black lines), and the  = 0 case (the green lines). Recall we have blow-up
when Q1 > Q2, which occurs in the  = 0 case meaning finite-time blow-up occurs.
At t = tc we have that Q2 > Q1, which means the singular behaviour is suppressed.
In fact, it appears as though we have Q2 > Q1 for 0 ≤ t < te. As the interface
reaches the centre, both of these quantities go to zero.
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Figure 6.5: Temperature profiles for the inner solid phase in Regime III (here  = 0.012) for a
melting lead particle (black) where we have included the  = 0 blow-up profile for ref-
erence (blue dot-dashed). (top) The temperature profiles develop travelling wave-type
behaviour as the moving boundary nears the centre. The melting temperature (red)
goes through a minimum before rising. (bottom) While it appears as though the tem-
perature profiles display self-similar behaviour, the speed of the boundary in Regime
III continues to increase. Here we have plotted six temperature profiles at equal time
internals ∆t = 6.0321×10−3, and we see that the speed is still rising. This is also clear
from (6.22). Throughout the extinction regime, we see that the temperature in the
outer phase continues to ‘hug’ the melting temperature, even through the minimum.
6.3 Extinction behaviour of the two-phase problem with
 > 0
As in both Chapter 5 and Section 6.2.5, the addition of kinetic undercooling to the
spherically symmetric two-phase Stefan problem with surface tension regularises
finite-time blow-up. The moving boundary continues past the critical radius onto
the centre to complete the melting process. We now examine the final stages of
melting and the extinction behaviour of the solid as the moving boundary reaches
the centre of the sphere, such that the entire solid has melted. This time regime is
referred to as Regime III.
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We begin by considering   1 as in Chapter 5. Numerically calculated temper-
ature profiles for the two-phase problem (6.1)–(6.7) with  = 0.012 are plotted
in Figure 6.5, although with the exception of the final profile in the lower graph,
we are only plotting the temperature in the inner solid phase. For reference, the
dash-dotted (blue) line is the blow-up profile for  = 0. The thin (red) line is the
melting temperature and the thick (black) lines are the temperature profiles. In
Figure 6.5 (top) we see that as the phase interface moves past the critical radius,
the melting temperature continues to drop before approaching a minimum, and the
rising again. This is because the speed of the interface here is very large and so the
kinetic undercooling term is important. As the boundary approaches the centre of
the solid core, the kinetic undercooling term balances the 1/s nature of the Gibbs–
Thomson effect, and the melting temperature seems to approach a constant value
v1 (as opposed to decreasing without bound such as (6.4) with  = 0 predicts). This
suggests the expansion
s(t) ∼ α1
√
te − t+ α2(te − t) + α3(te − t)3/2 as t→ t−e ,
where te is the extinction time and α1,2,3 are constants. Substituting this expression
into (6.4) and solving for the constants leads to
s(t) ∼
√
2

√
te − t− 2(1− v1)
3
(te − t) +
√

2
(
1− v1
3
)2
(te − t)3/2 as t→ t−e ,
(6.22)
This means that as the interface reaches the centre and the solid melts completely,
we have
ds
dt
∼ − 1√
2
1√
te − t +
2(1− v1)
3
− 3
2
√

2
(
1− v1
3
)2√
te − t as t→ t−e , (6.23)
so the speed of the boundary now blows-up as the inner phase vanishes. This is not
unlike the singularity present in classical Stefan problem, where the temperature
flux becomes infinite Soward (1980). Equation (6.22) is plotted in Figure 6.6 as the
solid (black) line, and compares well with the numerically obtained solution, the
dashed (green) line, as t→ t−e .
Throughout Regime III, the temperature profiles for the inner solid phase appear
to exhibit travelling wave-type behaviour as the interface reaches the centre. When
plotting these profiles with equal time-steps, as in Figure 6.5 (bottom), it is clear
that the interface velocity is still increasing very rapidly. Throughout Regime III
the flux of heat out of the solid into the boundary remains very large.
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Figure 6.6: A comparison of the asymptotic approximation (6.22) (solid black line) and numerical
solution (dashed green line). The two compare very well in the extinction limit but
require te − t   due to  appearing in the coefficients of (6.22), which is itself very
small (in this example we have  = 0.001).
Obtaining an expression for the extinction profile of the inner solid phase as follows.
First, we introduce the variables
ξ =
r
s
, τ = −ln(s) and v(r, t) = Φ(ξ, τ), (6.24)
which has the effect of fixing the domain to be 0 ≤ ξ ≤ 1. With these, the heat
equation for the temperature in the inner phase (6.2) becomes
∂2Φ
∂ξ2
+
(
2
ξ
+ ξss˙
)
∂Φ
∂ξ
= −ss˙∂Φ
∂τ
.
Next, we let τ → ∞ and assume Φ(ξ, τ) ∼ φ(ξ) as τ → ∞. We also have that
ss˙ ∼ −1/ as → 0+ (from (6.22) and (6.23), or equivalently (6.4)), which gives
d2φ
dξ2
+
(
2
ξ
− ξ

)
dφ
dξ
= 0. (6.25)
Now we anaylse (6.25) as → 0+ in two regions: an outer region where 1−ξ = O(1),
and an inner region where 1− ξ = O(). A schematic of these two regions is given
in Figure 6.7. In the outer region, to leading order we have
φ ∼ v0 as → 0+, (6.26)
where v0 is the constant seen in Figure 6.7 (which satisfies the boundary condition
(6.5) at the centre of the sphere). In the inner region, we rescale with
ζ =
1− ξ

and ψ(ζ) = φ(ξ),
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1− ξ = O()
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1− ξ = O(1)
ξ = 0 ξ = 1
∂u
∂r
= 0
φ(1) = v1
φ(0) = v0
Solid, φ(ξ) Liquid, u(r)
Figure 6.7: A schematic of the extinction behaviour of the solid phase φe, showing the outer and
inner regions, and the constants v0 and v1. This drawing demonstrates the assumption
that ur → 0 as t → t−e in the liquid phase, which can also be seen in Figure 6.5
(bottom).
where ζ = O(1). With this, (6.2) becomes
d2ψ
dζ2
−
(
2
1− ζ − 1 + ζ
)
dψ
dζ
= 0. (6.27)
A standard expansion in powers of  (such as ψ(ζ) = ψ0 + O()) gives (6.27) to
leading order as
d2ψ0
dζ2
+
dψ0
dζ
= 0,
which has the solution
ψ0(ζ) = α1e
−ζ + α2,
where α1,2 are constants. Applying the melting temperature boundary condition
on the interface (ζ = 0) gives
ψ0(ζ) = α1e
−ζ + v1 − α1, (6.28)
where v1 is the same constant as in (6.22).
Now we match (6.26) with (6.28). So, we want to match
lim
ξ→1
φ0 = lim
ξ→1
v0 = v0,
with lim
ζ→∞
ψ0 = lim
ζ→∞
α1e
−ζ + v1 − α1 = v1 − α1,
(6.29)
which gives
α1 = −(v0 − v1),
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Figure 6.8: Extinction behaviour of the inner phase for  = 0.001. Here the dashed (solid) line is
the asymptotic approximation (6.30), while the solid (black) line has been generated
computationally. The two are almost indistinguishable from one another.
so that the composite solution is
φ(ξ) ∼ −(v0 − v1)
(
e−(1−ξ)/ − 1)+ v1 as → 0+.
Lastly, we can apply the Stefan condition,
on r = s, k
∂u
∂r
− ∂v
∂r
= −βds
dt
.
Rescaling with (6.24), and assuming ur → 0 as τ → ∞ (which appears to be true
for  1), we get
on ξ = 1,
dφ
dξ
= −β

,
and so our extinction profile for the inner phase is
φ(ξ) ∼ −β (e−(1−ξ)/ − 1)+ v1 as → 0+. (6.30)
Equation (6.30) is plotted as the solid (black) line in Figure 6.8 for  = 0.001, and
compares very well to the numerically generated solution (the green dashed line).
In fact the two are nearly indistinguishable even near the boundary layer (see the
Figure 6.8 inset). Here the constant v1 is measured from the numerical solution.
The temperature in the outer liquid phase is interesting. We have plotted the
profile at t = te in Figure 6.5 (bottom), referred to here as the extinction profile.
As in the earlier case for  = 0, the liquid temperature seems to follow the melting
temperature, even to the extent of mimicing the temperature minimum. At the start
of Regime III, the heat flux is positive, and so heat is flowing out of the liquid into
the boundary. However, as the temperature goes through the minimum, this flux of
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heat goes to zero and there is a time in which no heat flows into the boundary. After
this time as the melting temperature begins to rise, the flux of heat in the liquid
at the boundary becomes negative, and heat flows now out of the boundary into
the liquid. In fact as the size-dependent melting temperature is now higher than
the temperature of the liquid near the boundary, we develop a supercooled region
of liquid. As the extinction profile shows, when the solid phase disappears there
remains a radially symmetric shell of supercooled liquid. In Figure 6.5 (bottom) the
temperature displays a slight deviation due to gradual heating of the liquid from
infinity, and indeed as time progresses further, the temperature in the liquid will
continue to rise until we have equilibrium everywhere.
6.4 Discussion
As Chapter 5 was more of a modelling investigation, we did not extensively examine
the regularisation or the extinction behaviour of the two-phase Stefan problem with
surface tension and kinetic undercooling. In this chapter we completed our study,
but due to the nature of these topics we do so in more of a mathematical context.
In Chapter 5 we were interested in obtaining a model for melting nanoparticles
which is free from unphysical behaviour and singularities by considering the addition
of kinetic undercooling to (6.1)–(6.7). We did not study the specifics of how kinetic
undercooling regularises finite-time blow-up. In this chapter we were able to study
this in more detail. The process was simplified with the suggestion by McCue
et al. (2008b) of approximating the temperature in the outer liquid phase, as near
blow-up the temperature here mimics the melting temperature (when  = 0). This
behaviour is universal, and occurs regardless of the initial conditions in either the
inner solid phase or the outer liquid phase. This gives a one-phase Stefan problem
with a modified Stefan condition, valid for times near the critical time.
With this simplified one-phase problem we consider an argument about the amount
of heat contained within the superheated solid, such as in Chapters 2 and 3. We
were able to show that even when choosing initial conditions such that it appears
as if blow-up will not occur, finite-time blow-up is inevitable. If we carefully choose
the initial conditions such that the amount of heat required to melting the solid,
Q2, is less than the amount of heat that must be removed, Q1, we would expect
that finite-time blow-up does not occur. However, as the particle shrinks, there is a
point, when these two quantities switch such that Q1 > Q2 and now there is excess
heat in solid that cannot be converted to latent heat or diffused away. Shortly
after this we have finite-time blow-up at the critical time. This is why finite-time
blow-up occurs regardless of the initial conditions, as eventually we will always have
Q1 > Q2.
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Figure 6.9: Extinction profiles for  = 0.2 and  = 0.012. When  is small, the melting temperature
has a minimum, which is imitated by the temperature in the liquid phase. This results
in a ball of supercooled liquid at a temperature less than the freezing temperature as
r → 0+. This does not appear to occur when  is larger, where a steep gradient
develops as the solid core vanishes.
Next we considered this same argument, but now for the problem with kinetic
undercooling (which we saw in Chapter 5 regularises blow-up). The addition of
kinetic undercooling raises Q2 such that at the critical time we still have Q2 > Q1.
It appears as though this sign requirement is maintained throughout the final stages
of melting and while both of these quantities go to zero as the solid phase vanishes,
we always have Q2 > Q1.
As finite-time blow-up is regularised by kinetic undercooling, the solution is able to
enter a third regime, Regime III (and so, the results here are all for  > 0). This
was not considered in Chapter 5 as here the particle size is very small, with Regime
III beginning for a lead particle when it is approximately 2.5–4 nm in diameter (de-
pending on the value of ω) which is on the cusp of when the continuum limit holds.
As here we are considering particle sizes less than this, this is a more mathematical
study.
For  1, the melting temperature goes through a minimum before approaching a
finite value. Throughout this extinction regime, the temperature in the inner phase
exhibits self-similar travelling wave-type behaviour, although the speed of melting
is increasing still. The temperature in the outer phase continues to mimic the
melting temperature very closely, even capturing the same temperature minimum.
Figure 6.9 gives the extinction profile for the outer liquid phase with  = 0.012,
and very clearly displays the temperature minimum. Because of this temperature
minimum, at the moment the solid vanishes we have an inner ball of locally super-
cooled liquid, in the sense that the liquid temperature is less than the size-dependent
freezing temperature.
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As with the one-phase analogue from Chapter 4, the extinction behaviour transi-
tions between two types, depending on the size of  (see Section 4.4.2 for  σ and
Section 4.4.3 for σ   in the one-phase problem, where σ is the surface tension
parameter). In Chapter 4, when  is small the extinction profile seems to satisfy
∂u/∂r → 0 as r → 0+, but as  becomes larger this temperature gradient grows
quite large. It is possible that the same is happening here for the two-phase prob-
lem, and indeed the two extinction profiles for  = 0.012 and  = 0.2 in Figure 6.9
appear to suggest this (or something similar). There are still differences between
the two problems, most notably that the one-phase problem has that u(0, te) = −β,
which is not the case for the two-phase problem. The mathematics of this extinc-
tion transition is left for future work. An interesting open problem is how exactly
the heat remaining in the solid core flows out as r → 0+, and whether the size of 
affects this or not.
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Chapter 7
Other regularisation mechanisms: Density change and
size-dependent latent heat
So far in the previous chapters we have looked at how the addition of certain physical
phenomena can regularise singular behaviour present in moving boundary problems.
For example, in Chapter 2 we saw that the addition of kinetic undercooling to the
one-dimensional ill-posed supercooled problem regularised finite-time blow-up, and
the addition of surface tension to two-dimensional problems suppressed cusps or
corners. While it is strange that the well-posed two-phase Stefan problem for a
melting sphere appears to be ill-posed when surface tension effects are considered,
we saw in Chapters 5 and 6 that the addition of kinetic undercooling regularised
finite-time blow-up there.
We now consider two other possible mechanisms for regularising finite-time blow-
up. The first is to account for a density change between the two phases during
melting, which in previous chapters has been neglected. This density jump at
the interface introduces new terms in the governing equations. Specifically, we
review two increasingly complex models and study these problems in the context
of the density change as a regularisation mechanism. The second mechanism we
investigate is the novel addition of size-dependent latent heat to the two-phase
Stefan problem, which is a nanoscale-only effect.
7.1 Change in density
One of the most basic assumptions in Chapters 2–6 is that the densities of the liquid
and solid phases are assumed to be equal. In reality, this is not the case. The most
common example of a change in density during the melting or freezing process is
with water and ice. When water freezes into ice, the ice region expands and can
result in broken soda cans or beer bottles (in these examples the entire domain is
fixed by the surrounding container walls). Here the ice becomes less dense, as it
occupies more space, but for most metals it is the solid that is denser than the liquid
with ρ` < ρs. This means that the solid region occupies less space than its melt,
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Liquid T ∗` (r
∗, t∗)
Solid T ∗s (r
∗, t∗)
r∗ = R∗a(t
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Figure 7.1: Schematic of a two-phase Stefan problem with a change in density. During the melting
process and r∗ = R∗(t∗) moves inwards, the liquid in the surrounding shell flows away
from the solid and the second moving boundary r∗ = R∗a(t
∗) moves outwards. This
is because when the material is in the liquid phase it is less dense than when in the
solid phase, and so occupies a large volume.
Table 7.1: Approximate density values for a range of metals, as well as water, largely taken from
Table 5.1. For all the metals we have ρ < 1, which means the liquid phase is less dense
than the solid phase and during the melting process the liquid will occupy more volume
than the original solid. Note that this is not the case for water, which has ρ > 1, and
the opposite happens; the solid (ice) expands upon freezing.
Silver Gold Lead Tin Aluminium Copper Titanium H2O
ρs (103 kg/m3) 10.5 19.3 11.34 7.18 2.7 8.96 4.5 0.92
ρ` (10
3 kg/m3) 9.3 17.31 10.66 6.98 2.385 8 4.11 1
ρ = ρ`/ρs 0.9 0.9 0.94 0.97 0.9 0.89 0.9 1.1
or equivalently, these materials expand upon melting. Table 7.1 gives the density
for a range of metals in both solid and liquid form, as well as the ratio ρ = ρ`/ρs.
Here we are concerned with the sudden density change at the interface during the
phase change process, taking these densities to be constant (albeit different). A
second type of density change occurs due to the dependence of density on the
temperature. Typically the density of a body of material is inversely proportional
to the temperature, for example heating up water will result in a higher volume
(and lower density). This type of density change is considerably harder to model
and is not considered here.
The instantaneous change in density resulting from a change of phase is accom-
panied by flow in the liquid phase. This bulk movement of liquid away from the
solid/melt interface results in an advection term in the heat equation for the liquid
phase, which is studied in Section 7.2. Additional effects can arise when considering
expanding and shrinking regions due to density change, for example if the liquid
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is confined in a container during melting, there can be effects on the walls of the
container leading to bursting. Conversely, a liquid that is held entirely in a con-
tainer during the freezing process can develop ‘voids’, which are isolated pockets of
vapour. These arise as a consequence of the solid occupying less volume that the
liquid and affect the heat conduction of the material (as vapour is a poor conductor
and inhibits heat transfer). These effects are not considered here, but are surveyed
by Alexiades & Solomon (1993).
As we shall see in Section 7.3, the problem considered in Section 7.2 actually does
not converse energy and is only an approximation. The correct conservation argu-
ment results in a modified Stefan condition. This new energy conserving problem
is studied in Section 7.3, as well as the addition of surface tension and kinetic
undercooling.
7.2 A two-phase Stefan problem with an advection term
As mentioned in the Introduction, the instantaneous change in density accompa-
nying a change of phase induces fluid flow in the liquid phase. For most metals,
the liquid form is less dense than the solid form, so during the melting process the
liquid occupies a larger volume. Hence we must have a flow of liquid to fill this new
space.
The origin of the governing equations is demonstrated with a spherically symmetric
problem to match the previous chapters. For now we consider a melting particle
surrounded by a shell of its melt with finite thickness. This describes the problem of
McCue et al. (2009) with the addition of a density jump during the phase change,
which is illustrated in Figure 7.1. Initially, the particle has a radius r∗ = R∗init
and is entirely in the solid phase at temperature T ∗s (r
∗, 0) = T ∗s,init < T
∗
melt. The
temperature at the outer surface is suddenly raised to T ∗a > T
∗
melt and the particle
begins to melt. As the solid shrinks, a liquid shell develops around it, and the
two phases are separated by a moving boundary r∗ = R∗(t∗) which moves inwards
towards the centre as the solid melts. During the melting process, we have a flow of
liquid away from the boundary R∗ as a consequence of the change in density. This
is because the liquid phase is less dense than the solid phase, and thus will occupy
a larger volume, and we must have a flow of liquid to fill this new space. Therefore,
the outer boundary, r∗ = R∗a(t
∗) moves outwards.
As in Chapter 5, for a two-phase Stefan problem we seek to solve the heat equation
in both the liquid phase and the solid phase. However, the heat equation in the
liquid phase is now
ρ`c`
(
∂T ∗`
∂t∗
+∇T ∗ · q
)
= k`∇2T ∗` , (7.1)
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due to the movement of liquid here. The flow in the outer phase results in an
advection term involving q , the fluid velocity. As we are concerned with spherical
geometry, we can write q = (q∗(r∗), 0, 0) so that (7.1) becomes
in R∗ < r∗ < R∗a, ρ`c`
(
∂T ∗`
∂t∗
+ q∗(r∗)
∂T ∗`
∂r∗
)
= k`
(
∂2T ∗`
∂r∗2
+
2
r∗
∂T ∗`
∂r∗
)
.
From here, we want to obtain an expression for q∗(r∗) and to solve for the position
of the outer boundary R∗a, which moves in response to the phase boundary R
∗
according to conservation of mass (Alexiades & Solomon 1993, Font et al. 2014b).
Following Alexiades & Solomon (1993) and Font et al. (2014b), assuming the fluid
flow is incompressible leads to the velocity obeying the continuity equation∇·q = 0,
which in spherical coordinates becomes
1
r∗2
∂
∂r∗
(
r∗2q∗
)
= 0,
so that
q∗(r∗) =
c1
r∗2
, (7.2)
where c1 is a constant of integration. Now, conservation of mass requires that
d
dt∗
(
4piρs
3
R∗3(t∗) +
4piρ`
3
(
R∗3a (t
∗)−R∗3(t∗))) = 0.
The first term is the mass of the inner solid (using mass = density × volume) and
the second term is the mass of the liquid shell. This leads to an equation for the
speed of the outer boundary
dR∗a
dt∗
=
R∗2
R∗2a
(
1− ρs
ρ`
)
dR∗
dt∗
,
which, as expected, depends on the speed of the phase boundary. Now, because
q∗(R∗a) = dR
∗
a/dt
∗, and the form of (7.2), we obtain the velocity to be
q∗(r∗) =
R∗2
r∗2
(
1− ρs
ρ`
)
dR∗
dt∗
.
So, in the liquid phase we have
in R∗ < r∗ < R∗a,
∂T ∗`
∂t∗
+
(
1− ρs
ρ`
)
R∗2
r∗2
dR∗
dt∗
∂T ∗`
∂r∗
=
k`
ρ`c`
(
∂2T ∗`
∂r∗2
+
2
r∗
∂T ∗`
∂r∗
)
,
(7.3)
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which is the heat equation with an advection term. We also have the heat equation
in the solid phase:
in 0 < r∗ < R∗,
∂T ∗s
∂t∗
=
ks
ρscs
(
∂2T ∗s
∂r∗2
+
2
r∗
∂T ∗s
∂r∗
)
. (7.4)
In addition to (7.3) and (7.4) we have the boundary conditions on the phase interface
on r∗ = R∗, T ∗` = T
∗
s = T
∗
melt = T
∗
bulk
(
1− ω
R∗
)
− ∗dR
∗
dt∗
, (7.5)
on r∗ = R∗, k`
∂T ∗`
∂r∗
− ks∂T
∗
s
∂r∗
= ρs
dR∗
dt∗
[(cs − c`)(T ∗melt − T ∗bulk)− L] , (7.6)
which are the Gibbs–Thomson equation with kinetic undercooling and the Stefan
condition for Chapters 5 and 6. To complete the problem we have the following
initial conditions and boundary conditions:
on r∗ = 0,
∂T ∗s
∂r∗
= 0, (7.7)
on r∗ = R∗a, T
∗
` = T
∗
a , (7.8)
at t∗ = 0, T ∗s = T
∗
s,init, and R
∗ = R∗a = R
∗
init. (7.9)
There is no initial condition for the liquid phase as the liquid domain does not exist
at t∗ = 0, and both the two moving boundaries begin at R∗init, which is the initial
size of the solid particle.
Two-phase Stefan problems with a change in density have been studied by sev-
eral authors, although the planar problem (with T ∗melt = T
∗
bulk) is far more popular.
Stability is examined by Cˇerny, Vodak & Prˇikryl (1994) who conclude that the den-
sity jump across the phase boundary plays an important role in interface stability.
Charach & Zarmi (1991) derive analytical results such as approximate and asymp-
totic solutions in various limits. Explicit solutions are obtained by Natale, Marcus
& Tarzia (2010) for both the expansion and shrinkage density change problems.
Series solutions are derived by Tao (1979), and we have similarity solutions for the
two phase problem (Alexiades & Solomon 1993) as well as the one phase problem
(Howison 1988). The full two-phase problem with surface tension, kinetic under-
cooling and density change in spherical coordinates, described above by (7.3)–(7.9),
is studied by Font et al. (2014b) albeit with a different Stefan condition than (7.6),
which we will look at later in Section 7.3.
We are interested in the addition of a change of density to the two-phase problem
studied in Chapter 5 with an infinite outer phase, as opposed to a finite outer shell.
For this reason we actually do not have an outer boundary R∗a, and replace (7.3)
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with
in R∗ < r∗ <∞, ∂T
∗
`
∂t∗
+
(
1− ρs
ρ`
)
R∗2
r∗2
dR∗
dt∗
∂T ∗`
∂r∗
=
k`
ρ`c`
(
∂2T ∗`
∂r∗2
+
2
r∗
∂T ∗`
∂r∗
)
,
(7.10)
and the condition (7.8) is replaced with
as r∗ →∞, T ∗` → T ∗∞, (7.11)
at t∗ = 0, T ∗` = T
∗
`,init. (7.12)
Our problem, (7.4)–(7.7) and (7.9)–(7.12) is nondimensionalised according to Chap-
ters 5 and 6,
r =
r∗
ω
, s =
R∗
ω
, t =
kst
∗
ρscsω2
, u =
T ∗`
T ∗bulk
, v =
T ∗s
T ∗bulk
, (7.13)
so that our governing equations are
in 0 < r < s,
∂v
∂t
=
∂2v
∂r2
+
2
r
∂v
∂r
, (7.14)
in s < r <∞, ∂u
∂t
+
(
1− 1
ρ
)
s2
r2
ds
dt
∂u
∂r
=
k
ρc
(
∂2u
∂r2
+
2
r
∂u
∂r
)
, (7.15)
on r = s(t),
∂v
∂r
− k∂u
∂r
= [β + (c− 1)(vm − 1)] ds
dt
, (7.16)
on r = s(t), u = v = vm = 1− 1
s
− ds
dt
, (7.17)
on r = 0,
∂v
∂r
= 0, (7.18)
as r →∞, u→ u∞, (7.19)
at t = 0, v = v0, u = u∞, and s = s0. (7.20)
Here we have the same nondimensional parameters as in earlier chapters:
k =
k`
ks
, c =
c`
cs
, β =
L
csT ∗bulk
,  =
∗ks
ρcsω∗T ∗bulk
, ρ =
ρ`
ρs
, (7.21)
except that now ρ 6= 1.
We now investigate the behaviour of numerically calculated solutions to (7.14)–
(7.20) in the context of regularising the finite-time blow-up described in Chapter 6
(when  = 0). We note immediately that even if the addition of density change acts
as a regularising mechanism, we will still have the issue of vm → −∞ as r → 0, as
predicted by the melting temperature (7.17) with  = 0. Solutions are generated
for a melting lead nanoparticle, as to be consistent with previous chapters. The
physical quantities for lead are found in Table 5.1, and the initial conditions are
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Figure 7.2: Numerically calculated solutions for the two phase problem (7.14)–(7.20). Here the
solid (green) lines are for ρ = 1 and the dashed (black) lines are for ρ 6= 1, and in
both cases  = 0. The red curves are for the same situations only with  > 0. (top)
The position of the moving boundary as it travels inwards towards the centre. When
 = 0, both the ρ = 1 case and the ρ 6= 1 case blow-up at a finite critical radius,
r = rc. In both cases, the addition of kinetic undercooling regularises the finite-time
blow-up, and the moving boundary continues past rc to reach the centre of the sphere.
(bottom) Temperature profiles at the critical time t = tc. In the absence of kinetic
undercooling, both the ρ = 1 and ρ 6= 1 cases develop an infinite temperature gradient
in the inner solid phase. Again, the addition of kinetic undercooling significantly
reduces this temperature gradient such that it remains finite, and the solution can be
continued past this critical time.
as follows: u0 = 1.25 (T
∗
`,init = 750 K); v0 = 0.90 (T
∗
s,init = 540 K); and s0 = 23.65
(R∗init = 20 nm). These values were also used in Chapter 5. The position of the
moving boundary is plotted in Figure 7.2 (top). The solid green line is for ρ = 1
and  = 0 (the exact problem considered in Chapters 5 and 6) and the dashed black
line is for ρ = 0.94 and  = 0. The red lines are the corresponding scenarios with
 = 0.012.
Allowing for density differences does not regularise the finite-time blow-up for the
 = 0 case, and the critical radius remains unchanged; both problems blow-up at
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the same radius. The blow-up profiles in Figure 7.2 (bottom) are virtually identical.
Again, in both the ρ = 1 and ρ = 0.94 cases, the addition of kinetic undercooling
regularises finite-time blow-up. It is clear than the addition of density change means
the time taken for blow-up to occur (or time taken for complete melting in the  > 0
case) is increased. This is consistent with Alexiades & Solomon (1993) and Font
et al. (2014b), who find that the simpler problem with the assumption of no density
change underestimates the time taken for complete melting.
While the problem (7.14)–(7.20) and problems like this (for example the planar
analogy) with the Stefan condition (7.6) have received attention in the Stefan prob-
lem literature, they are actually nonphysical. Instead, these problems are actually
an approximation to the full Stefan problem with density change. When we con-
sider a changing density, the Stefan condition (7.6) actually expresses conservation
of enthalpy only, and not the conservation of the total energy. This is due to the
now changing volume not present in previous chapters. The correct conservation of
energy equation will have a term associated with the now nonconstant density. This
term can usually be ignored but turns out to be important when the interface speed
is large, such as near finite-time blow-up. We look at this further in Section 7.3.
7.3 A two-phase Stefan problem with a change in density
A two-phase Stefan problem which includes the effects of changing density such
as (7.14)–(7.20) does not conserve heat, but rather is an approximation to the full
Stefan problem with density change. Now, we require an extra term in the Stefan
condition due to the changing volume of (say) the liquid phase, which was ignored
in Chapter 2 when balancing the heat energy on the interface.
Alexiades & Solomon (1993) derive the correct conservation condition of total en-
ergy to be
on r∗ = R∗, k`
∂T ∗`
∂r∗
− ks∂T
∗
s
∂r∗
= ρs
dR∗
dt∗
[(cs − c`)(T ∗melt − T ∗bulk)− L]
− ρs
2
(
1− ρs
ρ`
)2(
dR∗
dt∗
)3
,
(7.22)
which is the same as the Stefan condition for ρ = 1, (7.6), except there is an
additional term proportional to the cube of the interface speed (which we will refer
to as the conservation term). Unfortunately this extra term destroys the similarity
solutions obtained by Alexiades & Solomon (1993) and Howison (1988), however in
most applications, particularly melting and freezing on the macro scale, this term
is very small compared to the LρsR˙∗ term and can be ignored. Alexiades & Drake
(1993) consider the effect of this extra term in detail, and compare solutions to the
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one-dimensional Stefan problem with, and without it. They find that while usually
this term is small, dropping this term can lead to an overestimation of the interface
speed (and hence shorter melting times), especially at times where the speed is
large. The previous work in Section 7.2 is an approximation to the Stefan problem
with density change with (7.22). This approximation does not hold for small times,
where the speed of phase change is large, and further, in the final stages of melting
a micro or nanoscaled particle where again high melting speeds are encountered.
For this reason we are interested in the addition of this extra term to the ill posed
two-phase Stefan problem with surface tension, and particularly its effect on finite-
time blow-up. We still have flow in the liquid phase due to the changing volume,
so that the problem (7.14)–(7.20) becomes
in 0 < r < s,
∂v
∂t
=
∂2v
∂r2
+
2
r
∂v
∂r
, (7.23)
in s < r <∞, ∂u
∂t
+
(
1− 1
ρ
)
s2
r2
ds
dt
∂u
∂r
=
k
ρc
(
∂2u
∂r2
+
2
r
∂u
∂r
)
, (7.24)
on r = s(t),
∂v
∂r
− k∂u
∂r
= [β + (c− 1)(vm − 1)] ds
dt
+ γ
(
ds
dt
)3
, (7.25)
on r = s(t), u = v = vm = 1− 1
s
− ds
dt
, (7.26)
on r = 0,
∂v
∂r
= 0, (7.27)
as r →∞, u→ u∞, (7.28)
at t = 0, v = v0, u = u∞, and s = s0, (7.29)
where we have nondimensionalised according to (7.13). This results in the new
parameter γ, defined to be
γ =
k2s
2c3sρ
2
`ω
2T ∗bulk
(ρ− 1)2 , (7.30)
in addition to the dimensionless parameters (7.21).
Font et al. (2014b) consider a problem very similar to (7.23)–(7.28) but with a finite
outer liquid shell. They derive large Stefan number asymptotic approximations and
some small time results in the context of estimating the time taken to melt metal
nanoparticles. The following discussion complements this work.
While it is true that usually the extra term due to the proper energy balance on
the interface in (7.22) can be ignored (Alexiades & Drake 1993), in the context of
melting nanoparticles this term will have a nonnegligible effect. Firstly, the melting
speeds encountered near finite-time blow-up are very high, so the speed cubed term
will become large near the critical time. Even if the singularity is regularised with
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Table 7.2: Approximate values for γ defined in (7.30) calculated with the data presented in Ta-
ble 5.1. Mostly importantly, γ is propotional to ω−2. The exact value of ω is uncertain,
with a range of values reported in the literature resulting from different theoretical mod-
els, and experimental uncertainties (see the discussion in Chapter 5). Here we quote
two values for ω which demonstrate the outcome for γ.
Silver Gold Lead Tin Aluminium Copper Titanium
ω (nm) 0.42 0.26 0.85 0.47
ωg (nm) 0.94 0.92 1.45 1.02 1.28 0.82 0.89
γ 4723 9080 21.32 27.39
γg 943 725 7.33 5.82 52.49 256 0.40
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Figure 7.3: The numerically calculated position of the moving interface s(t). Here the solid (green)
line is the ρ = 1 case while the dashed (black) line is the ρ < 1 case, both for
 = 0. (top) As expected the ρ = 1 case blows up at a critical radius. However, it
appears as though the addition of the density change and associated conservation term
regularises this blow-up, such that the moving boundary can move past the critical
radius and on towards the centre. The overall time taken to completely melt the solid
is approximately 20% longer than the ρ = 1 case. (bottom) The red lines are the
corresponding scenarios but with  > 0. Nonzero kinetic undercooling does not seem
to affect the solution behaviour for the ρ < 1 case (although, as we now know, it does
regularise the ρ = 1 case).
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say kinetic undercooling (or perhaps even the density-associated conservation term
itself), the melting speed and thus the conservation term remain large throughout
the final stages of melting until extinction. Secondly, the nondimensional scaling
used to study nanoparticles means that γ itself is large. Indeed, (7.30) shows that γ
is proportional to ω−2 where ω is in the order of 10−1 nm (see Table 5.1 for a range
of values for different metals). There is some debate on the size of ω (discussed
further in Chapter 5), but it is typically of the order of 1 nm, and so γ will always
be large.
Another point is that while it is possible that the addition of the conservation
term may regularise finite-time blow-up, without kinetic undercooling we still have
vm → −∞ as r → 0. This means the problem is still unphysical in this limit. With
the addition of kinetic undercooling, it is possible that vm > 0 for 0 < t < te with an
associated competition between the kinetic undercooling term and the conservation
term. This is a competition the kinetic undercooling term will likely lose, as not
only do we have γ  , but also s˙3  s˙ (for large s˙). For this reason, we examine
the effect of the new conservation term in two regimes: γ  0 which is the more
physically realistic regime; and γ  1 to allow us to study the two competing terms.
7.3.1 γ  0 with  ≥ 0
We first look at the case where γ  1. This is the physically realistic case when
studying melting nanoscaled metal particles because due to the scaling (7.13), γ is
proportional to ω−2 and will therefore be large. It has also been found that the
term involving R˙∗
3
in (7.22) is important when high melting speeds are involved
(Alexiades & Solomon 1993, Alexiades & Drake 1993, Font et al. 2014b), which
is exactly the situation near blow-up, or soon after the blow-up is regularised.
Table 7.2 gives values of γ for a range of metals in the nanoscale (calculated with
the values from Table 5.1). In all cases γ is large, especially in comparison to 
(which is very small).
When  = 0, we know that without the conservation term the solution to (7.23)–
(7.28) blows up at a finite radius rc, both with the advection term (see Section 7.2)
and without it (see Chapters 5 and 6). We refer to the case without a density
change as the ρ = 1 case, and the problem with the density change, including both
the advection term in (7.24) and the conservation term in (7.25), the ρ < 1 case.
Figure 7.3 plots the position of the moving boundary as the solid particle melts.
The solid (green) line is for ρ = 1 and the dashed (black) line is for ρ < 1, both
with  = 0. The two cases are quantitatively different, with the ρ < 1 case taking
approximately 20% longer to melt than the ρ = 1 case. These results are consistent
with Alexiades & Drake (1993) where it is found that ignoring the density jump
between phases (and hence the conservation term) underestimates the melting time
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for a problem in one Cartesian coordinate. Font et al. (2014b) also present plots
very similar to Figure 7.3 (top). It is also clear from Figure 7.3 that the finite-time
blow-up of the ρ = 1 case is regularised in the ρ < 1 case, as the moving boundary
travels all the way to the centre of the sphere and reaching r = 0 at the extinction
time te. This is clearer in Figure 7.3 (bottom) where the solid (green) line for ρ = 1
develops a very steep gradient, whereas the dashed (black) line appears to maintain
a finite derivative for 0 < t ≤ te. The solid and dashed red lines in Figure 7.3 are
the corresponding case with kinetic undercooling  > 0. In the ρ = 1 case, kinetic
undercooling regularises blow-up (described in Chapters 5 and 6) with the solid red
curve mimicking the solid green curve very closely until times near blow-up, where
it deviates away to continue to the centre of the sphere. Similarly, with ρ < 1, the
kinetic undercooling results in only a small perturbation to the black dashed curve.
This is because the γs˙3 term in the ρ < 1 case produces a far larger regularising
effect than the s˙ term. The competition between these two terms is examined later
in Section 7.3.2.
There is a dramatic difference in the temperature profiles at s = rc for the ρ = 1
and ρ < 1 cases, as shown in Figure 7.4. The solid (green) line is the ρ = 1 case,
which develops an infinite temperature gradient in the inner solid as we approach
the critical radius rc. The temperature profile at the same radius when ρ < 1 is
quite different. The flux of heat out of the inner phase into the phase boundary
is far lower, which is why finite-time blow-up is avoided and the moving boundary
can continue to the centre. In both cases, the temperature in the outer liquid phase
near the moving boundary follows the melting temperature.
As discussed in Chapter 5, there is not yet an agreement in the literature on the
exact value for ω for various metals. There are different models arising from alter-
native theories for how these small particles melt, each leading to a different value
for ω. For example, Kofman et al. (1999) predict a value of ω = 8.5× 10−10 nm for
lead, whereas Guisbiers et al. (2008) present a value for ωg = 1.45× 10−9 nm. Both
of these values give good agreement to experimental data, but when used to scale a
mathematical model such as that considered here, lead to different results such as
the critical radius (see Chapter 5). The two values for ω also lead to different values
of γ. The example above for lead gives the values γ = 21.32 and γg = 7.33. While
one value for γ is approximately three times larger than the other, the profiles at
the critical time are almost identical.
We can see why considering a change in density regularises finite-time blow-up by
comparing the Stefan condition for when ρ = 1 (and therefore γ = 0 in (7.25)),
and ρ < 1 (so that γ > 0). For convenience we let c = 1 to simplify the Stefan
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Figure 7.4: Temperature profiles for a melting lead particle at the critical time, t = tc. Here
we present the ρ = 1 case (solid green line) and the ρ < 1 case (dashed black line),
both with  = 0. (top) Here we use the value for lead, ω = 0.85 × 10−9 which
gives γ = 21.54. (bottom) From Guisbiers et al. (2008) we have a second value,
ωg = 1.45 × 10−9 leading to γg = 7.33. Both have a regularising effect, greatly
reducing the temperature gradient in the solid phase at the boundary. Interestingly,
the difference between the ρ < 1 profiles is small, despite one value of ω leading to a
value for γ three times larger than the other.
condition, and we consider times where ∂u/∂r ∼ 1/s2. So, we have
∂v
∂r
− γs˙3 − k
s2
= βs˙.
When ρ = 1 and γ = 0, as we approach the critical time the βs˙ term on the right
goes to negative infinity as the speed of the boundary becomes unbounded. This
is balanced on the left by the gradient of the temperature in the solid phase at
the boundary, and so both terms blow-up together as t → tc. These derivatives
are plotted in Figure 7.5. When ρ < 1 and γ = 0, the speed of the boundary is
altered due to the advection term in (7.24), as we have seen in Figures 7.2 and 7.3.
Eventually, however, the speed increases and we again have finite-time blow-up.
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Figure 7.5: A plot of the derivatives in the Stefan condition near the critical time. The green
lines are for ρ = 1, which exhibit blow-up at the critical time. Here the speed of the
interface is balanced in the Stefan condition by the temperature gradient in the inner
phase at the boundary, and both of these derivatives become unbounded as t → tc.
When ρ < 1, these derivatives are far lower at the critical time, and so finite-time
blow-up is avoided. This is due to the extra s˙3 term in the Stefan condition.
The advection term only delays the singularity, as in Section 7.2. Considering the
full problem with ρ < 1 and γ > 0 means the speed of the boundary is mitigated
somewhat by the advection term, and the temperature gradient in the solid is
reduced by the γs˙3 term such that it remains finite. This is why the problem in
Section 7.2 (which has γ = 0) still exhibits finite-time blow-up; it is the γs˙3 term
that provides the regularising mechanism, which only arises when considering the
full energy conserving density change problem.
7.3.2  ≥ 0 and γ  1
We now look at the γ  1 regime, which is interesting for several reasons. In
Section 7.3.1 we found that the addition of density change with the proper energy
conserving Stefan condition to the two-phase spherical Stefan problem with surface
tension regularises finite-time blow-up. As the parameter γ is so large, this regu-
larising mechanism dominated the solution behaviour. We now look at the same
problem but with small γ. By doing so, we will be able to see more clearly how the
addition of this term regularises the singular behaviour. Further, we now have two
regularising mechanisms, kinetic undercooling and the density jump, and we are
interested in how these two effects compete. When considering physically realistic
material properties, the γs˙3 term will dwarf the s˙ term in (7.23)–(7.28), not only
due to the higher power of the derivative, but also due to the size of γ versus the
size of . For lead particles we have γ = 21.5, whereas  is arbitrarily small. It
is more interesting mathematically if both the two regularising mechanisms have
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Figure 7.6: The solid (green) line depicts the blow-up profile of the two-phase Stefan problem with
surface tension with ρ = 1. Finite-time blow-up occurs at s = sc. The dashed (black)
lines are the ρ 6= 1 case, for the values γ = 10−5, 10−4, 10−3 and 10−2. Blow-up is
avoided for all cases, with the γ = 10−5 profile being a small perturbation away from
the γ = 0 blow-up profile. Importantly, when γ > 0, the temperature flux in the solid
at the boundary remains finite.
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Figure 7.7: A comparison of the melting temperatures for the two-phase Stefan problem with
surface tension, kinetic undercooling and density change, for various cases. The thin
dashed (red) line is the surface tension only case (with  = 0 and ρ = 1) which predicts
vm → −∞ as r → 0+. The solid (green) line is for  = 0.01 and ρ = 1. Now, we have
a minimum before the melting temperature rises and seems to approach a constant
value. The thick dashed (black) lines are for  = 0.01 and the values γ = 10−6,
10−5, 10−4, 10−3 and 10−2. For very small γ, we still obtain a minimum in the
melting temperature, before deviating away. The smaller the value of γ, the longer it
takes for the conservation term to become important. In all γ > 0 cases, the melting
temperature goes to negative infinity.
137
approximately equal size, so in order to actually compare these effects, we choose
to look at γ → 0.
While it may seem that this parameter regime is not physically realistic, it is possible
that due to the disputed values of ω, γ could in fact be quite small. Recall that γ is
proportional to ω−2. Increasing ω for lead to 5×10−9 (that is, multiplying by about
6) leads to γ = 0.6. Decreasing γ can also be thought of as increasing the density
ratio. Again, with lead we have ρ = 0.94 which gives γ = 21.5, but increasing this
to ρ = 0.99 gives γ = 0.55, as γ is also proportional to (1 − 1/ρ)2. A combination
of changes to both ω and ρ could lead to very small values of γ.
Figure 7.6 plots the blow-up profile for the two-phase problem (7.23)–(7.29) with
 = 0. The solid (green) line is the blow-up profile for ρ = 1 from Chapters 5
and 6, and the dashed (black) lines are for ρ < 1 with increasing γ > 0 (but with
γ  1). Even with a vanishingly small value of γ, the extra conservation term
means that now the temperature gradient at t = tc is finite, and blow-up is avoided
at the critical radius. When γ = 10−5, the temperature profile at the critical time
is a small perturbation away from the ρ = 1 blow-up profile. These two solutions
diverge if γ is increased even a small amount, and the profile for γ = 10−2 is quite
different than the ρ = 1 blow-up profile.
Now we can examine the competition between the two regularising mechanisms:
the density jump at the interface, and the kinetic undercooling term. As stated,
we specifically choose γ  1 to ensure the conservation term does not dominate
the solution behaviour. Figure 7.7 plots the melting temperature for ρ = 1 and
 = 0.01 (the solid (green) line) and the standard Gibbs–Thomson effect without
kinetic undercooling (the thin (red) line). The dashed (black) lines are for γ > 0
with  > 0. Even when γ = 10−3 (which is already very small), the conservation
term trumps the extinction behaviour from Chapter 6. Decreasing γ increases the
time taken for the nonconstant density-related effects to become apparent. For
γ = 10−6 the melting temperature replicates the behaviour in Chapter 6, where the
melting temperature goes through a minimum before rising. Eventually though, no
matter how small γ, or how large , the conservation term will rule, and dictate the
extinction behaviour of the problem so that we always have vm → −∞ as r → 0+.
This behaviour is unphysical, as with the current scaling a negative temperature
violates absolute zero. We discuss this further in Section 7.5.
7.4 Size-dependent latent heat
The effect of a density jump at the interface during the melting process is important
for several reasons. Accounting for the density change leads to quite different results,
especially in time taken for complete melting which is approximately 15–20% longer.
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Indeed, this could be said about both the macro- and nanoscales, and is exactly what
Font et al. (2014b) conclude. The change in melting time can be easily compared
to experimental results on the macroscale, but experimental results for melting
nanoparticles are hard to come by (Font et al. 2014b). Even with what is available,
both the models with and without density change (with kinetic undercooling) give
the same order of magnitude for melting times, so it is unknown if density change
effects are appropriate on the nanoscale. If kinetic undercooling is ignored, then the
model requires the conservation term such that the solutions remain regular for all
time and solutions are free from any singularities, otherwise the problem exhibits
finite-time blow-up and complete melting is not achieved.
There are issues with including a conservation term due to the density jump,
however. With the conservation term and zero kinetic undercooling, the Gibbs–
Thomson condition on the interface results in negative (and even unbounded) tem-
peratures in the solid, which is not physical. Further, with realistic parameter
values for the conservation term, the effect dominates any nonzero kinetic under-
cooling, predicting that the melting temperature will always go to negative infinity
as the particle vanishes. It could be said that the results should be truncated at
a some finite radius where the continuum limit will cease to apply, but still the
Gibbs–Thomson condition (without kinetic undercooling) says that the melting
temperature goes to absolute zero at a radius r∗ = ω. This could mean the particle
is up to 3 nm in diameter, which is on the cusp of the continuum limit holding. Even
if we are approaching the limit of a continuum model, it is unlikely that the melting
temperature goes to absolute zero. For this reason, it is not unreasonable to look
for other regularisation mechanisms which are more relevant to the nanoscale.
One nanoscale effect we could include is a size-dependent latent heat. In previous
chapters and sections we have taken the latent heat of fusion to be a constant, L,
but in fact it has been observed experimentally that on the nanoscale, the latent
heat is reduces with particle size. As with the Gibbs–Thomson phenomenon, this
effect is negligible on the macroscale, and only becomes important for particles with
diameter less than approximately 30 nm. Size-dependent latent heat has been ver-
ified experimentally for a number of metals, including lead (Ehrhardt, Weissmu¨ller
& Wilde 2000), gold (Ercolessi et al. 1991) and tin (Lai et al. 1996).
As is the case with the Gibbs–Thomson literature, there is not yet an agreement as
to the exact form of the size-dependent latent heat. Ehrhardt et al. (2000) survey
some of these phenomenological models and compare the results to experimental
data for lead. The best fit was found to be the model due to Lai et al. (1996),
Lmelt(R
∗) = Lbulk
(
1− `0
R∗
)3
, (7.31)
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Figure 7.8: A comparison of the size-dependent latent heat with experimental data. The dashed
line is (7.31) with `0 = 1.6 nm, while circles are experimental data for tin particles
(Lai et al. 1996). The dotted line is the bulk value, Lbulk = 58.9 J/g.
which is plotted against experimental data in Figure 7.8. Here Lmelt is the size-
dependent latent heat, Lbulk is the bulk value we have used throughout this the-
sis. The length scale `0 (m) is a fitting parameter, and is typically in the order of
nanometres. For example, we have `0 = 1.6 nm for tin (Lai et al. 1996), `0 = 2.1 nm
for gold (Ercolessi et al. 1991), and `0 = 0.9±0.3 nm for lead (Ehrhardt et al. 2000).
Equation (7.31) is incorporated into the Stefan condition to give
on r∗ = R∗, k`
∂T ∗`
∂r∗
− ks∂T
∗
s
∂r∗
= ρs
dR∗
dt∗
[(cs − c`)(T ∗melt − T ∗bulk)− Lmelt] , (7.32)
where Lmelt(R
∗) is given by (7.31). Note that here we are assuming the densities in
each phase are equal (that is, ignoring the effects from Sections 7.2 and 7.3).
Figure 7.9 (top) plots numerically calculated temperature profiles at t = tc for the
cases `0 = 0 (no size-dependent latent heat effects) and `0 = 0.9 nm in (7.31). The
numerical scheme cannot be continued past this point for either case as both exhibit
the same type of blow-up; the temperature gradient in the solid phase at the moving
boundary becomes unbounded. In Figure 7.9 (bottom) we see that the speed of the
moving boundary becomes unbounded. Therefore we conclude that the `0 > 0 case
exhibits the same finite-time blow-up as the `0 case, and the size-dependent latent
heat does not regularise the singular behaviour.
In Figure 7.9 we see that for `0 > 0, finite-time blow-up occurs at an earlier critical
time than for the `0 = 0 case. The addition of kinetic undercooling to the problem
regularises finite-time blow-up, but the behaviour for the `0 > 0 case is slightly
different, due to the larger critical radius. When `0 = 0 nm, we have blow-up at
rc = 1.32, or in dimensional coordinates, r
∗
c = 1.1 nm as in Chapter 5 and 6. Now,
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Figure 7.9: Dimensionless numerical solutions for a melting lead particle, where we are ignoring
any kinetic undercooling or density change effects. The solid (green) lines are for
`0 = 0 nm, and the dashed (black) lines are for `0 = 0.9 nm. (top) Temperature
profiles at t = tc. The `0 > 0 case blows-up at a large critical radius, and at an earlier
time than the `0 = 0 case. (bottom) Position of the moving interface, where again we
see blow-up occurs approximately 25% earlier.
with `0 = 0.9 nm we have rc = 3.25, or r
∗
c = 2.7 nm, more than twice the size of the
`0 case. The fact that blow-up occurs at a larger radius is perhaps not surprising.
Throughout the previous chapters we have found that reducing the Stefan number
means that blow-up occurs earlier (in the absence of any regularisation mechanism).
As the latent heat is now size-dependent, we are effectively dynamically reducing
the Stefan number during the simulation.
Figure 7.10 shows that a small amount of kinetic undercooling (in this case  =
0.012) allows the solution to continue to the centre such that the solution remains
regular for all time up until extinction. Regime III is qualitatively similar to that
in Section 6.3, however this type of behaviour now occurs earlier, due to the larger
critical radius. We return to this issue in the Discussion below.
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Figure 7.10: The position of the moving interface in time for `0 = 0.9 nm. The solid (green) line is
without kinetic undercooling. As we expect, the solution exhibits finite-time blow-up
at the critical time, tc = 302. The addition of kinetic undercooling allows the solution
so continue past this critical time and on towards the centre. When  = 0.012 (the
dashed black line), the extinction time is te = 305.
7.5 Discussion
In this chapter we have examined three Stefan problems for melting nanoparticles:
two which take into account a density change between the solid and liquid phases,
and one which allows for a size-dependent latent heat. Both of the density jump
models have been studied in the literature (see Alexiades & Solomon 1993 and
Font et at. 2014), but not in the context of regularising finite-time blow-up. As far
as we are aware, the third Stefan problem with size-dependent latent heat effects
has not been studied in the literature.
The first problem accounted for the flow of fluid away from the moving boundary due
to the larger volume the liquid occupies when ρ < 1 (which is true for most metals).
This resulted in an advection term in the governing partial differential equation in
the liquid domain. We found that finite-time blow-up does still occur but was
delayed, as the addition of the advection term decreases the melting speed which
is consistent with the literature. Again, kinetic undercooling regularised the finite-
time blow-up, but due to the slower melting speeds, the time taken for complete
melting was approximately 20% longer. This is because the system needs to provide
energy for not only heating the solid material and driving the change of phase, but
now also the movement of bulk fluid in the liquid domain. This is energy that would
otherwise be available to melt the solid, and hence the melting occurs faster for the
ρ = 1 case. Font et al. (2014b) claim that these times are quantitatively similar to
experimental findings in that their model with density change predicts the melting
times for particles to be the correct order of magnitude, but as few measurements
exist they are unable to compare extensively.
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The second problem studied in this chapter is an extension of the first. As Alexiades
& Solomon (1993) point out, the first problem does not actually conserve energy,
and is instead an approximation to the full energy conserving density change Ste-
fan problem. Alexiades & Solomon (1993) derive the correct governing equations,
which include a conservation term. This problem does appear to regularise ki-
netic undercooling, with the temperature gradient remaining finite throughout the
simulation.
In fact, this regularising mechanism dominates all other behaviour, producing so-
lutions that are regular in time but unphysical. This is because the addition of the
nonconstant density does not change the Gibbs–Thomson condition, which means
the melting temperature becomes negative and ultimately goes to negative infinity
as the particle vanishes. The addition of kinetic undercooling does not help (as it
did in Chapters 5 and 6), as this effect is small compared to that of the conservation
term. Even in the limit γ → 0, kinetic undercooling will eventually lose this compe-
tition. Unfortunately we cannot conclude that for small enough γ, this unphysical
behaviour occurs after r∗ = 2 nm which is a rough guess as to when the continuum
limit does not apply, as in reality γ is large anyway. In this model without ki-
netic undercooling, the melting temperature goes to zero at ω nm. In Chapter 8 we
discuss incorporating the dynamic pressure effects associated with density change,
which do affect the melting temperature (Charach & Rubinstein 1992). This will
not only require a substantial modification to the governing equations, but it is also
unknown whether this is relevant on the nanoscale at all. This is left for future
work.
The third problem was a two-phase Stefan problem with size-dependent latent heat
effects. On the nanoscale, it has been observed that the latent heat is no longer
constant, but reduces with particle size. This is known to occur for several metals
including lead (Ehrhardt et al. 2000), gold (Ercolessi et al. 1991) and tin (Lai
et al. 1996). Lai et al. (1996) give a formula for this effect, which has been verified
experimentally by several authors (Ehrhardt et al. 2000, for instance). As far as we
know, this Stefan problem has not been studied in the literature.
While we found that the size-dependent latent heat does not regularise finite-time
blow-up, we conclude that it is still an important effect. Blow-up occurs at a critical
radius twice as large as in Chapters 5 and 6, but due to the undetermined nature of
ω, this critical radius can be up to three times as large (using, say, ωg from Guisbiers
et al. 2008 in Table 5.1). With ωg = 1.45 nm and `0 = 1.2 nm, a lead particle can
exhibit finite-time blow-up at r∗c = 4.7 nm. Particles of this size have approximately
1.5 × 104 atoms, so this is a continuum effect. Hence, this is even more reason to
consider the addition of kinetic undercooling to these types of model. Unfortunately
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the `0 = 0 and `0 > 0 models cannot be compared to data as experimental results,
particularly temperature profiles, do not exist in the literature.
144
Chapter 8
Summary and future work
In this chapter we summarise the main results of this thesis, and suggest ideas for
future research which have stemmed from this investigation of Stefan problems for
melting nanoparticles.
8.1 Summary and discussion
The mains objectives of this thesis were to investigate a more appropriate continuum
model for melting nanoparticles that is free from unphysical behaviour, as well as
examining the mathematical development (and regularisation) of singularities in
spherical Stefan problems with surface tension. These two objectives are outlined
in Chapter 1. In particular, these two objectives were comprised of the following
aims:
• To revisit the existing continuum models for melting and freezing. Assess the
model behaviour and determine what is causing these unphysical results;
• To consider the addition of kinetic undercooling to spherical Stefan problems
with surface tension;
• To examine the effect of other possible additions to the model, such as density
change or size-dependent latent heat;
• To explore the similarities between supercooled Stefan problems and spher-
ical Stefan problem with surface tension. In particular, examine the role
surface tension has on finite-time blow-up (when incorporated via the Gibbs–
Thomson effect);
• To consider the effect kinetic undercooling plays on the mathematical blow-up
of the spherical Stefan problem with surface tension, as well as the effect of
other possible regularisation mechanisms.
These aims were the key ideas driving the project as a whole, and in most cases
were achieved over several chapters. This work lead to the published conference
proceedings paper:
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Back, J. M., McCue, S. W., & Moroney, T. J. (2011) Numerical study of
two ill-posed one phase Stefan problems. In: Proceedings of the 15th Bien-
nial Computational Techniques and Applications Conference, CTAC–2010. 52.
ANZIAM J. pp. C430–C446.
Our work has also been published in the peer-reviewed articles:
Back, J. M., McCue, S. W., Hsieh, M.-N., & Moroney, T. J. (2014a) The
effect of surface tension and kinetic undercooling on a radially-symmetric
melting problem. Appl. Math. Comp. 229: 41–52.
Back, J. M., McCue, S. W., & Moroney, T. J. (2014b) Including nonequilib-
rium interface kinetics in a continuum model for melting nanoscaled particles.
Sci. Rep., 4: 7066.
Now we will summarise the results from each chapter, and emphasis how these
results relate directly to our initial aims.
Chapter 3: Two ill-posed problems
Chapter 3 is highly motivated by the results from McCue et al. (2009), where it was
suggested that the unphysical results from a Stefan problem governing the melting
of a spherical nanoscaled particle could be related to the finite-time blow-up of the
ill-posed Stefan problem for a superheated solid. In this chapter, we examined two
ill-posed Stefan problems to investigate this link further. The first was the Stefan
problem for a superheated solid, which has been studied by several authors already.
We reproduced known results from the literature, focusing on solutions that exhibit
finite-time blow-up where the temperature gradient at the interface and the melting
speed both become unbounded at some critical time.
The second problem is a one-dimensional one-phase Stefan problem with a surface
tension-like term. This novel model was proposed to simulate key properties of both
the superheated Stefan problem, and the Stefan problem for a melting spherical
particle with surface tension. We provided numerical results that link the unphysical
behaviour of both problems. These results also suggest that blow-up will occur
regardless of the initial conditions when surface tension is included. This work
applies directly to our aims of revisiting and assessing ill-posed Stefan problems,
and the similarities between the ill-posed Stefan problem for a supercooled liquid
and the Stefan problem for a melting nanoparticle.
Chapter 4: A radially symmetric one-phase melting problem
In Chapter 4 we were primarily concerned with our aim to develop a model for
a melting nanoparticle that is free from unphysical predictions, and our aim of
studying the effect of kinetic undercooling on the finite-time blow-up present in
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spherical Stefan problems. Here we examined a spherical Stefan problem with
surface tension and kinetic undercooling, which could be used to model a melting
nanoparticle. The problem was simplified somewhat by a one-phase approximation
allowing us to focus on the solution behaviour in the outer liquid shell.
It is known that the problem with surface tension seems to predict unphysical
results, in that the melting speed becomes infinite at a critical radius. This type of
blow-up could be related to that of the ill-posed Stefan problem for a superheated
solid, however here we are missing the infinite temperature gradient at the moving
interface as we specifically chose not to consider the temperature in the inner solid
phase. By considering the addition of kinetic undercooling to this model, we showed
that solutions were able to move through the blow-up regime and on towards the
centre of the sphere. We suggest that this model more accurately represents the
melting of a nanoscaled particle, as the melting speed now remains finite throughout
the simulation, as opposed to blowing-up at some critical radius.
The problem also turned out to have quite interesting extinction behaviour. We
found that the solution had elements of both the σ > 0,  = 0 (surface tension but
no kinetic undercooling) and the  > 0, σ = 0 (kinetic undercooling but no surface
tension) problems. We examined two regimes,   σ and σ   to study these
competing effects. Solutions to both of these regimes behaved predominately like
that of the governing effect-only problem (for example, the   σ regime behaved
mostly like the σ > 0,  = 0 problem), but were forced to satisfy certain conditions
imposed by the less dominant effect. Particularly, we found that the addition of any
nonzero kinetic undercooling to the σ > 0,  = 0 problem regularised finite-time
blow-up, no matter how small.
Chapter 5: The two-phase radially-symmetric problem
The work in this chapter is similar to that in Chapter 4 in that we are interested
in developing a model for a melting nanoparticle that is free from unphysical pre-
dictions, but now we are dealing with a full two-phase problem. Motivated by the
results from Chapter 4, we considered the addition of kinetic undercooling to the
full two-phase Stefan problem with surface tension. This chapter is concerned more
with the real application of Stefan problems to melting nanoparticles.
We again found that with the addition of kinetic undercooling, we could obtain
numerical solutions to a model for melting nanoscaled particles with the Gibbs–
Thomson effect that were free from singularities. Due to kinetic effects on the
interface, the solutions are now regular for all times up until extinction. However,
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as the continuum limit must break down at some nonzero radius, we did not con-
sider the extinction behaviour here. The phase interface speed no longer becomes
unbounded at a critical radius, but instead remains finite throughout the simulation.
While the continuum limit does not apply to particles smaller than some finite size
(approximately radius 1 nm, depending on the metal), our simulations suggest that
finite-time blow-up can often occur for metals at a radius of up to 2–3 nm. This crit-
ical radius is larger than the lower limit where classical thermodynamics no longer
apply. Also, finite-time blow-up (especially the infinitely fast melting speed) could
describe an experimentally observed phenomenon called ‘abrupt melting’, where the
particle suddenly appears to vanish at some critical size. However, there is some
debate in the literature about the idea of near-instantaneous melting. By consider-
ing the addition of kinetic undercooling, our results predict very rapid melting of
these particles at some critical radius, but importantly the speed remains finite.
Finally, by considering the amount of heat contained within the solid core near the
critical time, we presented an argument suggesting Stefan problems with surface
tension will exhibit finite-time blow-up regardless of the initial conditions (in the
absence of kinetic undercooling). Even if the initial conditions are chosen carefully,
there will be a particle size where blow-up is inevitable. In contrast, finite-time
blow-up of the one-dimensional Stefan problem for a superheated solid will occur
only under certain initial data, as discussed in Sections 2.5 and 3.1. This work
motivates part of the following chapter.
Chapter 6: Blow-up and extinction of the two-phase problem
Chapter 6 applies directly to our more mathematical aims: the similarities between
ill-posed Stefan problems, and the effect of kinetic undercooling on finite-time blow-
up. Here we completed our study of the two-phase Stefan problem for a melting
sphere which we begun in Chapter 5, however in a more mathematical context.
The full two-phase problem was first approximated with a novel one-phase problem,
valid for times near finite-time blow-up. This simplified the problem somewhat,
whilst still capturing the behaviour of the full two-phase problem very well. With
this new one-phase problem we are able to consider the amount of heat contained
within the superheated solid core, and show that finite-time blow-up is inevitable
regardless of the initial conditions. We will always have that at some radius, there
is excess heat contained within the solid that cannot be converted to latent heat,
and we have finite-time blow-up shortly after this. We are also able to show that
this situation is avoided with the addition of kinetic undercooling.
When the finite-time blow-up is regularised with kinetic undercooling, the solution
can continue to a final time regime. This is the extinction regime, where the solid
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core vanishes and we have purely the liquid phase. With numerical solutions we
investigated the extinction behaviour, and showed that the temperature profiles in
the inner solid develop self-similar behaviour as the boundary moves towards the
centre. The problem also displays an interesting transition between the extinction
behaviour for   1 and  = O(1), which both appear to be quite different. We
believe the mathematics of this transition are worthy of future attention.
Chapter 7: Other regularisation mechanisms
In Chapter 7 we were concerned with considering other possible additions to the
model, and their potential role as a regularisation mechanism. There are several
simplifying assumptions that could be relaxed and all will affect the solution be-
haviour in some way (some of these were outlined in Chapter 2 when deriving the
Stefan problem). As we are specifically aiming to regularise the one-dimensional
form of finite-time blow-up where the speed of the moving boundary becomes un-
bounded, we were especially interested in additional physics which lead to a term
involving the moving boundary speed. A term such as this might be neglected when
the melting speed is low, but perhaps becomes important for high melting speeds,
such as that encountered near blow-up. Kinetic undercooling is a classic example
of this. An ideal regularisation mechanism would also modify the melting tem-
perature, as the classical Gibbs–Thomson condition would otherwise still predict a
negative temperature (again, kinetic undercooling is an example of this, as we have
already seen in Chapter 5).
One modification we considered in Chapter 7 was the addition of a density jump at
the interface. The densities were taken to be constant throughout each phase, but
different. Alexiades & Drake (1993) and Font et al. (2014b) both found that the
addition of density change to a Stefan problem affects the melting speed, suggesting
including density change effects result in additional kinetic effects.
Alexiades & Solomon (1993) provide two Stefan problems with density change,
both of which we study on the nanoscale. The first arises by taking into account
movement of fluid in the outer domain. The density jump results in a larger volume
of liquid (if the density of the liquid is less than the density of the solid, which is
true for most metals), and so the liquid must move to fill the expanding domain.
The bulk flow of fluid results in an advection term in the partial differential equation
governing the temperature in the liquid phase. We found that when solving this
problem numerically, the melting process is slowed somewhat, and the interface
speed is slower. Eventually however, the solution still exhibited finite-time blow-
up at the same critical radius as in Chapters 5 and 6, however due to the slower
process, the critical time was delayed.
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It turns out that the first problem does not actually conserve energy, as the standard
Stefan condition was derived under the assumption that the densities of the two
phases are equal. Alexiades & Solomon (1993) derived the proper energy conserving
boundary condition, and found that accounting for the now changing density leads
to a term in the Stefan condition proportional to the speed of the boundary cubed
(which we refer to as the conservation term). The two-phase problem with the ad-
vection term due to fluid flow, and the kinetic term required by energy conservation
(as well as surface tension and kinetic undercooling effects) was the second problem
we studied in Chapter 7. This problem was also recently studied by Font et al.
(2014b) who were interested in modelling melting nanoparticles.
As in the first problem, the fluid flow away from the solid means that the overall
melting process is slower. Unlike in the first problem, however, the second problem
has an extra term in the Stefan condition results in regularisation of finite-time blow-
up such that solutions continued past the critical radius and the entire solid could
melt. Alexiades & Solomon (1993) suggest that the conservation term is usually
small enough that it can be ignored, at least on the macroscale. In contrast, we
found that on the nanoscale this term was actually quite large, and dominates over
other processes such as kinetic undercooling.
We then considered the perhaps unrealistic regime where the conservation term is
small. In this regime the effect of the extra term no longer drowns out kinetic
undercooling, and we can study the competition between these two processes. We
found that ultimately, the model predicts a negative melting temperature, and
reducing the effect of the conservation term only delayed this behaviour. The results
will therefore have to be truncated at some finite radius. Despite this unphysical
prediction, the conservation term does regularise the singular behaviour, and so the
speed of the moving boundary remains finite throughout the simulation.
Another possible regularisation mechanism we examined was size-dependent latent
heat effects. This is a nanoscale effect which can be incorporated into the Stefan
condition. We found that this novel addition does not regularise finite-time blow-
up, but actually increases the critical radius such that blow-up occurs earlier, as we
are effectively dynamically reducing the Stefan number throughout the simulation
(and a smaller Stefan number results in finite-time blow-up at an earlier critical
time). Our simulations suggest that for lead nanoparticles, this critical radius can
be as large as approximately r∗ = 5 nm, and so finite-time blow-up occurs when the
particle consists of approximately 1.7× 104 atoms. While it could be said that we
will have to truncate the results at some radius, we expect a continuum model to
hold when the solid has a radius of approximately 5 nm, emphasising the need for
kinetic undercooling (or some other regularising mechanism).
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8.2 Directions for further research
This project has opened up further possible research topics, some of which are
outside the scope of the thesis, but many could be achieved with modifications to
the existing numerical schemes. Here we suggest some specific problems.
Model adjustments and future research
There is not a lot of deviation away from the standard Stefan problem models
in the literature, despite several opportunities due to the number of simplifying
assumptions. Any one of these basic assumptions could be relaxed, resulting in
a nonstandard Stefan problem, which will have not seen much attention in the
literature. Of course, there are benefits to simpler models. Even the simplest
Stefan problems are difficult to treat analytically, and can produce complicated
behaviour which is hard to analyse. Further, we have found ourselves that often
incorporating additional physics into the model does not change the qualitative
behaviour of the solution anyway. Then again, a seemingly insignificant effect such
as kinetic undercooling could drastically affect the solution.
Here we describe some possible additional physical effects that could be included in
future models, specifically in regards to regularising finite-time blow-up. In particu-
lar, we are interested in physical mechanisms that alter the melting temperature. If
unaltered, the standard Gibbs–Thomson formula (2.83) will still predict the melt-
ing temperature goes to negative infinity as the particle size goes to zero (even if
finite-time blow-up is regularised by some means). An example of this is the effect
of density change, studied in Chapter 7, where the additional term in the Stefan
condition regularised finite-time blow-up, but the Gibbs–Thomson effect still re-
sulted in negative temperatures. A number of alternatives are provided by Zhao
et al. (2001) and Fedorov & Shulgin (2011), any one of which would be an inter-
esting inclusion into the model. We are also interested in mechanisms that involve
a kinetic term and are perhaps unimportant except at times for when the speed of
melting becomes large (again, kinetic undercooling is the classic example of this).
Simple changes to the model include considering the full kinetic undercooling for-
mula (2.90) and the full Gibbs–Thomson effect (2.82), both of which have been
studied by Font et al. (2013) and Font & Myers (2013), respectively. The authors
consider these additions in a modelling context, and due to the specific nondimen-
sionalisation and large Stefan number analysis, the finite-time blow-up appears to
be shifted to near the centre (recall, large Stefan number means blow-up occurs
closer to the centre of the sphere). It would be interesting to examine the effect
these additional physical considerations have on finite-time blow-up. We note a few
final thoughts in regards to further investigation of these mechanisms. The large
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superheating in the inner core during melting means that perhaps the full kinetic
undercooling (or at least, a nonlinear approximation) is more appropriate than the
linear approximation. Also, if considering the full Gibbs–Thomson effect (2.82) the
results will have to be truncated at some nonzero radius, as (2.82) becomes multi-
valued. This means that if (2.82) does have a regularising effect on the singularity,
we will be unable to study the extinction behaviour.
There are also physical effects that will require more significant changes to the
model. One idea could be to relax the assumption that the solid and liquid phases
are separated entirely by a distinct moving boundary, and accounting for a ‘mushy’
region between the two phases (Lacey & Tayler 1983). More promising is consider-
ing the addition of a dynamic change in pressure arising from the flow of fluid due
to changing density, which has been studied by several authors such as Charach &
Rubinstein (1992), Conti (2001), and Horvay (1965). Accounting for this change in
pressure is a promising regularisation mechanism for several reasons. Firstly, it is
known that a dynamic change in pressure regularises the small time singularity is
the classical Stefan problem, which predicts an infinite moving boundary speed at
the onset of phase-change (Charach & Rubinstein 1992). Recall that McCue et al.
(2011) show that kinetic undercooling also regularises this behaviour, and so a dy-
namic pressure change could regularise other kinetic-related singularities. Secondly,
the pressure change can significantly alter the melting temperature when the melt-
ing speed is large (Charach & Rubinstein 1992). In Chapter 7, we saw that while
including a density change regularised finite-time blow-up, the model still predicted
that the melting temperature goes to negative infinity. This is because including
a changing density does not alter the melting temperature. In contrast, pressure
effects do change the melting temperature, possibly enough such that the melting
temperature remains above absolute zero, as required. Before these complicated
modifications are included, their relevance to nanoscaled applications will have to
be assessed first.
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Appendix A
Catalogue of exact solutions
The one-phase Stefan problem in one Cartesian coordinate is perhaps the simplest
Stefan problem we can write down, and still the problem is nonlinear and exact
solutions are rare. There are, however, special cases where exact solutions to Stefan
problems are known. These exact solutions are useful for a variety of reasons. They
can serve as a leading order solution in say some stability analysis, or we can examine
solutions to the Stefan problem which give this specific behaviour as the long time
behaviour. They can often appear in other limits, for example, the Neumann-
type solution arises when considering the small time behaviour of melting spherical
particles. Further, they can prove useful as test cases for numerically calculated
solutions.
Here we provide a near-complete catalogue of popular practical solutions from the
applied mathematics literature (ignoring the perhaps more abstract solutions found
by the pure community). We focus more on solutions relevant to the rest of this
document, that is, solutions to supercooled or superheated problems, spherically
symmetric solutions, and solutions with surface tension and/or kinetic undercooling.
The exact solutions are presented here for the one-phase case, but many carry over
to the two-phase case. This appendix is split into different geometries, and we give
some details of the derivation of the solutions.
A.1 Planar solutions
We consider first exact solutions to the one-phase planar Stefan problem for a
supercooled liquid. This problem is very similar to (2.32)–(2.35), except that the
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u(x, y, t) ≡ 0
∂v
∂n
= −βVn
∂v
∂t
= ∇2v
Vn
S(x, y, t) = 0
Figure A.1: Schematic of a nondimensionalised planar Stefan problem, where v(x, y, t) and
u(x, y, t) are the temperatures in the solid and liquid phases, respectively. Choosing
u(x, y, t) ≡ 0 reduces the problem to a one-phase Stefan problem. As the behaviour
is independent of the y direction, the problem reduces further to the one-phase su-
percooled Stefan problem, (A.1)–(A.5). Here s˙(t) > 0 corresponds to the freezing
regime.
initial orientation and scaling are slightly different. The governing equations are
in x > s(t),
∂v
∂t
=
∂2v
∂x2
, (A.1)
on x = s(t),
∂v
∂x
= −βds
dt
, (A.2)
on x = s(t), v = 0, (A.3)
as x→∞, v → −1, (A.4)
at t = 0, v = v0(x), (A.5)
where v0(x) has the property v0(x) → −1 as x → ∞, and β is the Stefan number.
Here we are (for now) ignoring surface tension and kinetic undercooling effects.
A.1.1 The Neumann solution
As we have seen before in Sections 2.2 and 2.3, planar Stefan problems such as
(A.1)–(A.5) have an exact similarity solution referred to as the Neumann solution
(Carslaw & Jaeger 1959, Crank 1984, Hill & Kucera 1983). If v0(x) = −1 in (A.5),
we can introduce the similarity variables
v(x, t) = f(ξ), and s(t) = λ
√
t, where ξ =
x√
t
, and λ > 0, (A.6)
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where λ is some constant to be determined. This gives the Neumann solution to be
in x > s(t), v(x, t) = −βλ
2
eλ
2/4
ξ∫
λ
e−ξ
′2/4 dξ′, (A.7)
for t ≥ 0, s(t) = λ√t, (A.8)
where λ is determined from the transcendental equation
1
β
= λeλ
2/4
∞∫
λ/2
e−ξ
′2
dξ′. (A.9)
Here β = 1 corresponds to when there is exactly the amount of latent heat required
to warm the supercooled liquid to the melting temperature (see Section 2.5 for a
discussion on this).
The similarity solution (A.7)–(A.9) exists when 1 < β < ∞, meaning the latent
heat released from the supercooled liquid is more than sufficient to warm the liquid
phase. The transcendental equation (A.9) only has real positive solutions if β > 1,
and the limit
lim
λ→∞
λeλ
2/4
∞∫
λ/2
e−ξ
′2
dξ′ = 1
demonstrates that there is no similarity solution of the form (A.6) for β = 1, since as
β → 1+, λ → ∞ implying an infinite moving boundary speed via (A.8). Dewynne
& Hill (1986) and Chadam & Ortoleva (1983) consider initial conditions for the
problem (A.1)–(A.5) that lead to s ∼ λ√t in the limit t → ∞. This behaviour is
true for any initial data with β > 1 (and v0 = −1 as x→∞) for which finite-time
blow-up does not occur.
A.1.2 Travelling wave solution
There exists a travelling wave solution to (A.1)–(A.5) for the case when β = 1
(Dewynne & Hill 1986, Langer 1980). Recall, β is a measure of the latent heat
released during the freezing process which subsequently raises the dimensionless
temperature of the supercooled liquid from −1 to the dimensionless melting tem-
perature 0. When β = 1 the exact amount of heat is released, and the phase
interface moves at a constant speed V . We introduce a frame of reference moving
with the boundary
z′ = x− s(t), with s(t) = V t, (A.10)
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Figure A.2: Temperature profiles for the travelling wave solution (A.11) with constant speed V =
1. This corresponds to the special case when β = 1. The profile moves to the right
as time increases.
Solid Supercooled liquid
z
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y
u = δBeiky+pz+ωt v = e−V z
′ − 1
+ δAeiky−qz
′+ωt
2pi
k
S = δeiky+ωt
Figure A.3: A small spatial perturbation to the flat front of the planar Stefan problem in Fig-
ure A.1. The front will always be unstable to spatial perturbations in the absence
of surface tension, and the perturbations will grow exponentially. Mullins & Sek-
erka (1964) consider the stability of the travelling wave solution (A.11), and find the
critical wavenumber k = kc for which these perturbations will be stable or unstable.
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to give the travelling wave solution
v(x, t) = e−V (x−V t) − 1. (A.11)
Equation (A.11) is plotted in Figure A.2, where the temperature profiles move to
the right at a constant speed V = 1. Note that V can be any positive constant,
meaning the speed of the wave is arbitrary, as opposed to (A.8) where the speed is
determined by β. As we shall see later in Section A.1.4, this is not the case for the
travelling wave solution when kinetic undercooling is added to the model.
Now we examine the stability of the travelling wave solution to small spatial per-
turbations, such as that in Figure A.3. This is referred to as the Mullins–Sekerka
analysis (Mullins & Sekerka 1964, Langer 1980). It is known that spatial per-
turbations will always be unstable without the presence of a surface tension term
(Mullins & Sekerka 1964), and so we replace (A.3) with the two-dimensional melting
temperature condition
v = −σK, (A.12)
where σ > 0 is the surface tension and K is the curvature of the interface
K =
−∂
2S
∂y2(
1 +
(
∂S
∂y
)2)3/2 , (A.13)
where S(x, y, t) = 0 is the position of the now two-dimensional moving front. Now
we perturb the travelling wave solution (A.11) and linearise to obtain stability
criteria. Following Mullins & Sekerka (1964) and Langer (1980), we consider a
small spatial perturbation δ such that
v(y, z′, t) = exp (−V z′)− 1 + δA exp (iky − qz′ + ωt) , (A.14)
u(y, z, t) = δB exp (iky + pz′ + ωt) , (A.15)
S = δ exp (iky + ωt) , (A.16)
where from before z′ = x−V t is the travelling wave coordinate. Here, k is the wave
vector, ω is the amplification rate to be determined, A and B are unknown con-
stants, and q and p are unknown functions of k and ω. Note that the perturbation
causes temperature fluctuations in the solid phase, and hence we must consider a
two-phase problem. Substituting (A.14) and (A.14) into the heat equations in the
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Figure A.4: The travelling wave solution (A.11) with a small spatial perturbation, as in (A.14)–
(A.16). Here σ = 0.5, δ = 0.1 and V = 0.1. Due to the analysis by Mullins &
Sekerka (1964), we have the critical wave number kc. (top) The death of a stable
perturbation, with k = kc + 1. As the front moves to the right, the spatial perturba-
tion reduces, and eventually the travelling wave solution is recovered. (bottom) An
unstable spatial perturbation for k = kc− 1. As time increases, the perturbation will
grow exponentially.
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moving frame:
∂2v
∂z′2
+
∂2v
∂y2
+ V
∂v
∂z′
= 0,
∂2u
∂z′2
+
∂2u
∂y2
+ V
∂u
∂z′
= 0,
gives the two relations
k2 = q2 − V q = −p2 − V p. (A.17)
Linearising the curvature (A.13) around z′ = 0 gives
K = k2δ exp (iky + ωt) ,
and applying the melting temperature (A.12) then linearising gives the constants
to be
A = V − k2σ, and B = −k2σ. (A.18)
Finally, applying the two-phase Stefan condition gives
ωδ exp (iky + ωt) = δpV B exp (iky + ωt)− V 2z′ + δqA exp (iky + ωt) ,
or with (A.16) and (A.18),
ω = V (q − V )− (p+ q)k2σ. (A.19)
Now consider (A.17) and (A.19) when k  V , so that the wavelength of the per-
turbation 2pi/k is much less than the interface velocity. This gives q ∼ p ∼ k and
the stability criteria to be
ω ∼ k (V − 2k2σ) , for k  V. (A.20)
It is (A.20) that determines the stability of the perturbation. Equation (A.20) con-
sists of two terms: a destabilising term proportional to the velocity, and a stabilising
term proportional to the surface tension (as we mentioned before, perturbations will
always be unstable in the absence of surface tension). The critical wavenumber kc
is
kc =
√
V
2σ
.
When ω < 0 (or equivalently k > kc), the moving front is stable as the surface
tension is sufficient to kill off perturbations, as in Figure A.4 (top). However, when
ω > 0 (or k < kc), perturbations will grow exponentially and the front is unstable,
such as in Figure A.4 (bottom).
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A.1.3 Similarity solution with kinetic undercooling
We now consider the addition of kinetic undercooling to the one-phase Stefan prob-
lem for a supercooled liquid from Section A.1.1. The governing equations are mostly
the same as (A.1)–(A.5), except now we incorporate kinetic effects on the interface
s(t) to give the problem:
in x > s(t),
∂v
∂t
=
∂2v
∂x2
, (A.21)
on x = s(t),
∂v
∂x
= −βds
dt
, (A.22)
on x = s(t), v = −ds
dt
, (A.23)
as x→∞, v → −1, (A.24)
at t = 0, v = v0(x). (A.25)
Equations (A.21)–(A.25) have a known exact solution similar to (A.7)–(A.9) for
when  > 0 (Dewynne et al. 1989). For  > 0 we seek similarity solutions of the
form
v(x, t) = f(ξ) +
g(ξ)√
t
, and s(t) = λ
√
t, where ξ =
x√
t
, and λ > 0.
(A.26)
Substituting (A.26) into (A.21)–(A.23), we find that f(ξ) and g(ξ) satisfy
d2f
dξ2
+
ξ
2
df
dξ
= 0, and
d2g
dξ2
+
ξ
2
dg
dξ
+
g
2
= 0,
with the boundary conditions
f(λ) = 0,
df
dξ
∣∣∣∣
ξ=λ
=
βλ
2
, g(λ) = −λ
2
,
dg
dξ
∣∣∣∣
ξ=λ
= 0.
These give the functions f(ξ) and g(ξ) to be
f(ξ) = −βλ
2
eλ
2/4
ξ∫
λ
e−ξ
′2/4 dξ′,
g(ξ) = −λ
2
λ
2
e−ξ
2/4
ξ∫
λ
eξ
′2/4 dξ′ + e(λ
2−ξ2)/4
 ,
(A.27)
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where the constant λ is again given by the transcendental equation
1
β
= λeλ
2/4
∞∫
λ/2
e−ξ
′2
dξ′,
which is the same as for  = 0. This means λ is actually independent of , and that
the similarity solution (A.26) with (A.27) is valid for β > 1 (as before). Lastly,
Dewynne et al. (1989) note that lim
t→0+
v(x, t) ∼ O(1/x) as x → 0, but finite initial
data can be obtained by shifting the origin of t.
A.1.4 Travelling wave solution with kinetic undercooling
For the  > 0, there is a travelling wave solution (as in Section A.1.2) but the details
are slightly different. Again, we look for solutions to (A.21)–(A.25) of the form
v(x, t) = f(z′), where z′ = x− s(t), with s(t) = V t, (A.28)
to give
f(z′) = βe−V z
′ − (V + β), (A.29)
where now we have 0 < β < 1, as opposed to β = 1 in Section A.1.2. Further, the
wave speed V in (A.28) is given uniquely to be
V =
1− β

> 0, (A.30)
whereas earlier was arbitrary.
Dewynne et al. (1989) consider how the possible travelling-wave solutions for  = 0
and  > 0 behave as → 0+ and β → 1−. Interestingly, if 1− β = O() as → 0+,
β → 1−, then V is bounded, and underlines the fact that V is indeterminate for
β = 1 and  = 0.
A.1.5 Summary of planar solutions
In the absence of kinetic undercooling, the problem (A.1)–(A.5) has the Neumann
solution (A.7)–(A.9) for when 1 < β < ∞. The stability of similarity solutions
of this type have been studied by Chadam & Ortoleva (1983), Rubenstein (1982),
Rubenstein & Zaltzman (1998) and Zhu et al. (1993). For the special case of β = 1,
we have the travelling wave solution (A.11), with the stability analysis by Mullins &
Sekerka (1964). There are no known similarity solutions for β < 1, and the problem
exhibits blow-up at a finite-time (Dewynne et al. 1989, Howison & Xie 1989).
The addition of kinetic undercooling leads to a similar similarity solution (A.26)
and (A.27) for when 1 < β <∞. Interestingly, the addition of kinetic undercooling
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does now affect the speed of the moving boundary. Dewynne et al. (1989) and
Howison & Xie (1989) discuss the regularisation of finite-time blow-up by kinetic
undercooling, and the asymptotic behaviour of solutions such as those given here
for different initial data.
A.2 Radially symmetric solutions
There are known exact solutions to some radially symmetric Stefan problems. We
begin by describing the radially-symmetric extensions to the Neumann solution in
Sections A.1.1 and A.1.3, and the travelling wave solutions in Sections A.1.2 and
A.1.4. The governing equations are
in r > s(t),
∂v
∂t
=
∂2v
∂r2
+
2
r
∂v
∂r
, (A.31)
on r = s(t),
∂v
∂r
= −βds
dt
, (A.32)
on r = s(t), v = −2σ
s
− ds
dt
, (A.33)
as r →∞, v → −1, (A.34)
at t = 0, v = v0(x), (A.35)
where v(r, t) is the temperature in the supercooled liquid, and r = s(t) moves
outwards during solidification. Surface tension effects are incorporated via the
Gibbs–Thomson condition (see Section 2.7 for further details).
We first note that when 0 < β < 1 and  = 0, the problem (A.31)–(A.35) can
blow-up in a finite-time even with surface tension (Dewynne et al. 1989). When
1 < β <∞, there is a Neumann-type similarity solution by Chadam et al. (1987),
for  ≥ 0. Dewynne et al. (1989) also find a pseudo-travelling-wave solution for
 ≥ 0. As with the planar case, when β = 1 and  = 0, the constant velocity of the
travelling-wave is arbitrary, but when 0 < β < 1 and  > 0, the velocity is uniquely
determined to be V = (1− β) as before. Dewynne et al. (1989) also consider the
large-time behaviour of various initial conditions.
Other exact solutions to radially-symmetric problems include the following. Frank
(1950) considers growing spheres but impose a quasi-steady-state assumption whereby
the heat equation (A.31) is replaced by Laplace’s equation. We also have the classic
stability analysis by Mullins & Sekerka (1963) for these spheres, similar to that in
Section A.1.2. Howison (1988) notes several explicit solutions, including growing
and shrinking ellipsoids, and ellipsoids with a density change and associated fluid
flow.
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A.3 Ivantsov parabolas
In the absence of surface tension and kinetic undercooling, there exists a family of
solutions to (A.1)-(A.5) known as the Ivantsov parabolas (Ivantsov 1947, Horvay
& Cahn 1961). Ivantsov parabolas are shape-preserving ‘needle-tip’ solutions, and
describe the tip of a dendrite freezing into a supercooled liquid.
Ivantsov parabolas possess two strange properties. In the planar case in Sec-
tion A.1.2, travelling wave solutions exist only for the special case β = 1, that
is, the amount of undercooling is the exact amount required such that the interface
does not speed up or slow down at all. This is not the case with Ivantsov parabolas,
which travel at a constant speed but require that β > 1, as we shall see. Secondly,
this description of the dendrite tip is incomplete. Ivantsov parabolas only provide
a relationship between the speed of advance and the tip radius, thus producing
a continuous family of solutions. In reality, nature somehow selects a specific tip
radius and velocity, suggesting that something is missing from this model. This is
discussed further by Langer (1987).
A schematic of the problem is given in Figure A.5, where a parabolic freezing front
advances in the x direction into a supercooled liquid at a constant dimensionless
speed, V . As in Sections A.1.2 and A.1.4, we introduce a reference frame moving
along with this moving boundary defined by
z′ = x− V t.
The temperature in the solid phase is taken to be a constant everywhere, and
equal to the dimensionless freezing temperature, to give u ≡ 0 everywhere in z′ <
f − y2/4f , as in Figure A.5 (bottom). This gives the one-phase problem
in z′ > f − y
2
4f
,
d2v
dz′2
+
d2v
dy2
+ V
dv
dz′
= 0, (A.36)
on z′ = f − y
2
4f
,
∂v
∂n
= −β Vn = −βV sin(θ), (A.37)
on z′ = f − y
2
4f
, v = 0. (A.38)
Following Horvay & Cahn (1961), we introduce parabolic coordinates such as in
Figure A.6, defined by
y = ξη, z′ =
1
2
(
ξ2 − η2) , ξ2√y2 + z′2 + z′, η2 = √y2 + z′2 − z′. (A.39)
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Solid
Supercooled liquid
y
z′ = x− V t
∂2v
∂z′2
+
∂2v
∂y2
= V
∂v
∂z′
= 0
u = 0
∂v
∂n
= −β Vn
Vn = V sin(θ)
pi
2
− θ
V
z′
y
2f
f
u = 0 v(z′, y)
y2 = 4f(f − z′)
Figure A.5: A schematic of the governing equations for the Ivantsov parabola solution. The solid
dendrite tip moves to the right with constant speed V as the supercooled liquid freezes.
This model has been proposed the model the tip of dendrites, which appear parabolic
in nature.
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ξ = 1
ξ = 1
ξ = 2
ξ = 2
ξ = 3
ξ = 3
ξ = 4
ξ = 4
η = −1
η = 1
η = −2
η = 2
η = −3
η = 3
η = −4
η = 4
η = −5
η = 5
η = 6
η = −6
η = 7
η = −7
η = −8
η = 8
ξ = 0 η = 0
Figure A.6: The parabolic coordinate system (A.39) used when deriving the Ivantsov solution.
Here, ξ = 1 corresponds to the phase boundary.
The individual parabolas are labelled
ξ = Ξ where Ξ =
√
2f,
and denote the isotherms, where Ξ = 1 is the phase boundary, and η is the coordi-
nate running along each parabola. The slope at any point of the phase boundary
is
dz′
dy
= − y
2f
= −ξη
Ξ2
∣∣∣∣
ξ=Ξ
= − η
Ξ
,
and we have that
sin(θ) =
1√
1 +
(
dz′
dy
)2 , cos(θ) =
dz′
dy√
1 +
(
dz′
dy
)2 ,
or in parabolic coordinates
sin(θ) =
Ξ√
Ξ2 + η2
, cos(θ) =
η√
Ξ2 + η2
.
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The formula for the normal derivative is
∂
∂n
= cos(θ)
∂
∂y
+ sin(θ)
∂
∂z′
=
1√
Ξ2 + η2
∂
∂ξ
.
Now, we look for solutions to (A.36)–(A.38) of the form
v(y, z′) = Ψ(y, z′)e−V z′/2, (A.40)
so that from (A.36),Ψ must satisfy
∂2Ψ
∂z′2
+
∂2Ψ
∂y2
− V
2
4
Ψ = 0, (A.41)
or, in parabolic coordinates
in ξ > Ξ,
∂2Ψ
∂ξ2
+
∂2Ψ
∂η2
− V
2(ξ2 + η2)
4
Ψ = 0, (A.42)
where Ξ = 1 is the phase boundary. Similarly, (A.37), (A.38) and the far field
condition (A.4) become
on ξ = Ξ = 1, Ψ(Ξ, η)e−V (Ξ2 − η2)/2 = 0,
on ξ = Ξ = 1, − βV Ξ = ∂
∂ξ
[
Ψ(ξ, η)e−V (ξ2 − η2)/2
]
ξ=Ξ
,
as ξ →∞, Ψ→ 0.
Now, we look for solutions of the form
Ψ(ξ, η) = f(ξ)g(η),
so that
f ′′(ξ)− (ξ2V 2/4 + λ) f(ξ) = 0, (A.43)
g′′(η) +
(
λ− η2V 2/4) g(η) = 0, (A.44)
where λ is the separation constant. The boundary conditions lead to
g(η) = e−V η
2/2,
βV = − ∂
∂ξ
[
f(ξ)e−V ξ
2/2
]
ξ=1
.
Now, g(η) = exp (−V η2/2) satisfies (A.44) when λ = V/2, that is, g(η) is an
elementary solution to the differential equation. The differential equation (A.43)
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has the form
f ′′(ξ)− (h(ξ)2 + hξ(ξ)) f(ξ) = 0,
when h(ξ) = V ξ/2. This has the solution
f(ξ) = k1f0(ξ) + k2f0(ξ)
∫
1
f 20
dξ where f0(ξ) = exp
∫
h(ξ) dξ,
where k1 and k2 are constants, to give
f(ξ) = k1e
V ξ2/4 + k2
√
pi
2V
eV ξ
2/4erfc
(√
V
2
ξ
)
.
Solving for the constants give the temperature in parabolic coordinates to be
v(ξ, η) =
√
piV
2
βeV/2
(
erfc
(√
V
2
ξ
)
− erfc
(√
V
2
))
, (A.45)
and we note that this solution is independent of η. Lastly, as ξ →∞ we have that
v → −1 so that
1
β
=
√
piV
2
eV/2erfc
√
V
2
, (A.46)
but as
lim
V→∞
√
piV
2
eV/2erfc
√
V
2
= 1,
so the solution (A.45) is valid for β > 1.
The Ivantsov paradox is summarised well by Langer (1987). First, we recall that in
Section A.1.2, a steady-state solution for the planar problem could only be found
when β = 1, that is, the latent heat released by the supercooled liquid is exactly
the amount required to raise the temperature to the melting temperature, and
so the moving boundary travelled at a constant speed. Now, however, Ivantsov
(1947) found a family of steady-state shape preserving ‘needle-crystal’ solutions,
which move at a constant speed but require that β > 1 (in the absence of surface
tension and kinetic undercooling). This is because the extra latent heat is able to
diffuse to the sides of the system, in contrast to the planar solution where it cannot.
Therefore, the speed of the needle solutions is not necessarily slowed by the heat it
releases to the surrounding fluid.
The dimensionless speed of the tip advance is given by
V =
ρV ∗
D
,
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where D is the diffusivity and ρ = 2f is the radius tip (Horvay & Cahn 1961,
Ivantsov 1947, Langer 1987). This provides a relationship between the radius tip,
the velocity V ∗, the Stefan number (through (A.46)), and hence the undercooling
of the liquid. This means the model is incomplete, as for any undercooling, we
obtain a continuous family of possible solutions, whereas in nature only a single
velocity and tip radius are selected at any fixed undercooling. On the other hand,
tips of real dendrites do appear parabolic, and Ivantsov’s solution has been verified
quantitatively by direct observation (Glicksman, Schaefer & Ayers 1976, Huang &
Glicksman 1981). This mystery leads into the study of surface tension effects in
solution selection, and we direct the reader to the reviews of Langer (1987) and
Kessler et al. (1988).
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Appendix B
Finite-time blow-up of a supercooled liquid
In Section 2.5, the details of the finite-time blow-up of the Stefan problem for a
supercooled liquid are briefly described. We now present the full asymptotic analysis
by King & Evans (2005). Equations (2.60)–(2.62) are investigated in an outer region
and an inner region, before matching these solutions together.
B.1 Outer region
For the outer region ξ = O(1) we introduce the expansion
Φ ∼ β + A(τ)φ0(ξ) + A˙(τ)φ1(ξ) as τ →∞, (B.1)
where the dots denote derivatives with respect to τ (Soward 1980). Here A˙(τ) 
A(τ) 1 as τ is large in the domain of interest and
d
dτ
= O
(
1
τ
)
for τ  1.
Substituting (B.1) into (2.60) and collecting the A(τ) and A˙(τ) terms gives
d2φ0
dξ2
− ξ
2
dφ0
dξ
+ φ0 = 0, (B.2)
d2φ1
dξ2
− ξ
2
dφ1
dξ
+ φ1 = φ0. (B.3)
We also have that A(τ) ≡ Φ(0, τ)− β, so that
A(τ) ≡ A(τ)φ0(0) + A˙(τ)φ1(0)− β + β,
giving the conditions
φ0(0) = 1 and φ1(0) = 0. (B.4)
Now, solving (B.2) gives
φ0(ξ) = 1− ξ
2
2
. (B.5)
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To solve (B.3) we look for solutions of the form
φ1 = φ0(y)ψ(y),
and hence
ψ′′ +
(
2
φ′0
φ0
− ξ
2
)
ψ′ = 1.
With the integrating factor
µ = exp
(∫
2
φ′0
φ0
− ξ
2
dξ
)
= φ20 e
−ξ2/4,
we have
φ20 e
−ξ2/4ψ′ =
ξ∫
−∞
φ20(η) e
−η2/4 dη + k0,
where k0 is constant. With (B.5) we have that
ξ∫
−∞
(
1− η
2
2
)2
e−η
2/4 dη ∼ 4√pi + e−ξ2/2
(
−ξ
3
2
− ξ − 4
ξ
+ . . .
)
+ k0 as ξ →∞,
so that
ψ′ ∼ 4
√
pi
φ20
eξ
2/2 +
1
φ20
(
−ξ
3
2
− ξ − 4
ξ
+ . . .
)
+ k0 as ξ →∞,
∼ 16
√
pi
ξ4
eξ
2/2 +
4
ξ4
(
−ξ
3
2
− ξ − 4
ξ
+ . . .
)
+ k0 as ξ →∞,
∼ 16
√
pi
ξ4
eξ
2/2 as ξ →∞.
This gives
ψ ∼
∫
16
√
pi
ξ4
eξ
2/4 dξ as ξ →∞.
Integration by parts with
µ =
32
√
pi
ξ5
and dµ = −160
√
pi
ξ6
,
dν =
ξ
2
eξ
2/4 and ν = eξ
2/4,
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gives ∫
16
√
pi
ξ4
eξ
2/4 dξ =
32
√
pi
ξ5
eξ
2/4 +
∫
160
√
pi
ξ6
eξ
2/4 dξ,
=
32
√
pi
ξ5
eξ
2/4 + 16
√
pi
∞∑
m=1
(2m+ 3)!
3(m+ 1)!
eξ
2/4
ξ2m+5
,
∼ 32
√
pi
ξ5
eξ
2/4 as ξ →∞.
Therefore
ψ ∼ 32
√
pi
ξ5
eξ
2/4 as ξ →∞,
and
φ1 =
(
1− ξ
2
2
)
ψ ∼ −16
√
pi
ξ3
eξ
2/4 as ξ →∞. (B.6)
So we have with (B.5) and (B.6) that
Φ ∼ β + A(τ)φ0(ξ) + A˙(τ)φ1(ξ) as τ →∞, (B.7)
with
φ0 = 1− ξ
2
2
,
φ1 ∼ −16
√
pi
ξ3
eξ
2/4 as ξ →∞.
(B.8)
Interior layer
We now consider the interior layer at the moving boundary. The scaling for the
interior layer is
ξ = σ(τ) +
z
σ(τ)
,
where z = O(1), together with
Φ =
1
σ2
Ψ(z, τ),
and Ψ(z, τ) ∼ Ψ0(z) as τ → ∞. As τ → ∞, t → t−c and therefore we expect
σ →∞. With this new scaling (2.60) becomes
∂Ψ
∂z
(
z
σ˙
σ3
− σ˙
σ
)
+
1
σ2
∂Ψ
∂τ
− 2σ˙
σ3
Ψ =
∂2Ψ
∂z2
− 1
2
(
1 +
z
σ2
) ∂Ψ
∂z
+
1
σ2
Ψ− β.
As σ →∞ we have Ψ(z, τ) ∼ Ψ0(z), so to leading order we have
d2Ψ0
dz2
− 1
2
dΨ0
dz
− β = 0, (B.9)
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which gives
Ψ0 = −2βz + k1 + k2 ez/2,
where k1, k2 are constants of integration. Now we know Φ = 0 at ξ = σ which
implies Ψ0 = 0 at z = 0, giving
k1 = −2βk2,
and ∂Φ/∂ξ = 0 at ξ = σ implies that dΨ0/dz at z = 0 to give
k2 = 2β.
Thus, for the interior layer we have
Φ ∼ 1
σ2
Ψ0 as τ →∞, (B.10)
where to leading order
Ψ0 = −2βz − 4β
(
1− ez/2) , (B.11)
for z = O(1), together with
Φ ∼ 1
σ2
Ψ0 as τ →∞. (B.12)
Matching
The intermediate region has (B.7) and (B.8), namely
Φ ∼ β + A(τ)
(
1− ξ
2
2
)
+ A˙(τ)φ1(ξ) as τ →∞,
with
φ1 ∼ −16
√
pi
ξ3
eξ
2/4 as ξ →∞,
and the interior layer has (B.11) with (B.12),
Φ ∼ −2βz + 4β
(
1− ez/2)
σ2
as τ →∞.
We first want to match the interior layer to the intermediate region by considering
the limit z → −∞. Expanding out the intermediate region with y = σ + z/σ gives
Φ ∼ β + A(τ)
(
1− σ
2
2
− z − z
2
σ2
)
+ . . . as τ →∞, (B.13)
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and as z → −∞, we have from the interior layer that
Φ ∼ −2βz
σ2
as τ →∞.
Matching this with the corresponding O(z) term in the intermediate region (B.13),
that is matching
−2βz
σ2
with − A(τ)z,
we have
A(τ) ∼ 2β
σ2
as τ →∞. (B.14)
We now want to match the exponential terms at the interior layer ξ = σ and z = 0,
that is, match
4β
σ2
ez/2 at z = 0 with − 16
√
pi
ξ3
eξ
2/4A˙(τ) on ξ = σ.
So we have
4β
σ2
∼ −16
√
pi
σ3
eσ
2/4A˙(τ) as τ →∞,
but from (B.14) we have the derivative
A˙(τ) ∼ −4β
σ
σ˙ as τ →∞,
and so
4β
σ2
∼ 64β
√
pi
σ6
σ˙ eσ
2/4 as τ →∞,
or
16
√
pi
σ4
σ˙ eσ
2/4 ∼ 1 as τ →∞.
Now, we know from earlier that∫
16
√
pi
ξ4
eξ
2/4 dξ =
32
√
pi
ξ5
eξ
2/4 +
∫
160
√
pi
ξ6
eξ
2/4 dξ,
and therefore
16
√
pi
σ4
σ˙ eσ
2/4 =
d
dτ
(
32
√
pi
σ5
eσ
2/4
)
+
160
√
pi
σ6
σ˙ eσ
2/4,
so that
d
dτ
(
32
√
pi
σ5
eσ(τ)
2/4
)
=
16
√
pi
σ4
σ˙ eσ
2/4 − 160
√
pi
σ6
σ˙ eσ
2/4,
∼ 16
√
pi
σ4
σ˙ eσ
2/4 as τ →∞.
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Thus we have
d
dτ
(
32
√
pi
σ5
eσ
2/4
)
∼ 1 as τ →∞,
and
32
√
pi
σ5
eσ
2/4 ∼ τ as τ →∞. (B.15)
Precise form of the blow-up.
The precise form of the blow-up using the variables (2.58) can be determined from
(B.15). We have
σ2
4
∼ ln τσ
5
32
√
pi
= ln τ + ln
σ5
32
√
pi
,
as τ →∞. Further rearranging gives
σ2 ∼ 4 ln τ + 4 ln σ
5
32
√
pi
as τ →∞,
∼ 4 ln τ,
and we have
σ ∼ 2 ln1/2 τ as τ →∞. (B.16)
Also, from (B.14) we have
A(τ) ∼ 2β
σ2
∼ β
2 ln τ
as τ →∞. (B.17)
To write the form of blow-up using the original dimensionless coordinates, we first
recall that
v =
∂w
∂t
where w = (tc − t)Φ(ξ, τ),
= −Φ + y
2
∂Φ
∂ξ
+
∂Φ
∂τ
,
=
∂2w
∂x2
− β = ∂
2Φ
∂ξ2
− β,
and that for ξ = O(1) we have
Φ ∼ β + A(τ)φ0(ξ) = β + A(τ)
(
1− ξ
2
2
)
as τ →∞.
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This gives
∂Φ
∂ξ
∼ −A(τ)ξ as τ →∞,
∂2Φ
∂ξ2
∼ −A(τ) as τ →∞.
and so for ξ = O(1) we have that
v ∼ −β − A(τ) as τ →∞.
Similarly, for z = O(1) we have
Φ ∼ 1
σ2
Ψ0 ∼ −2βz + 4β(1− e
z/2)
σ2
as τ →∞,
and
∂2Φ
∂ξ2
=
d2Ψ0
dz2
∼ β ez/2 as τ →∞,
so that
v ∼ −β + β ez/2 as τ →∞.
Thus, together we have
v ∼ −β − A(τ) for ξ = O(1) as τ →∞,
v ∼ −β (1− ez/2) for z = O(1) as τ →∞. (B.18)
The scalings (2.58) are rewritten below for convenience:
ξ =
x− xc
(tc − t)1/2 , τ = − ln(tc − t),
so from (B.17) we have for ξ = O(1) that
v ∼ −β − β
2 ln τ
as τ →∞,
∼ −β − β
2 ln (− ln(tc − t)) as t→ t
−
c . (B.19)
Now, if ξ = O(1) and x < xc then ξ < 0 and
ln(t− tc)1/2 = ln(xc − x)− ln(−ξ) where y < 0.
As ξ = O(1) and we are considering t→ t−c then we have
ln(t− tc)1/2 ∼ ln(xc − x) as t→ t−c ,
175
which gives
ln (− ln(t− tc)) ∼ ln (−2 ln(xc − x)) as t→ t−c ,
∼ ln (− ln(xc − x)) as t→ t−c .
Therefore, denoting the blow-up profile v(x, tc) by vc(x), we have from (B.19) for
ξ = O(1) that
v ∼ −β − β
2 ln (− ln(xc − x)) as x→ x
−
c , (B.20)
which is the form of the blow up (2.75) obtained by Herrero & Vela´zquez (1996) and
King & Evans (2005). We may also find the form of the moving boundary blow-up
from (B.17). We have
σ ∼ 2 ln1/2 (− ln(tc − t)) as t→ t−c ,
or
s(t) ∼ xc + 2(tc − t)1/2 ln1/2 (− ln(tc − t)) as t→ t−c , (B.21)
and
s˙(t) ∼ − 1
(tc − t)1/2 ln(tc − t) ln1/2 (ln(tc − t))
− ln
1/2 (ln(tc − t))
(tc − t)1/2 as t→ t
−
c ,
∼ − 1
(tc − t)1/2 ln(tc − t) ln1/2 (ln(tc − t))
as t→ t−c . (B.22)
These are (2.76) and (2.77), as required.
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Appendix C
Numerical scheme for Stefan problems
The Stefan problems in Chapters 3–7 are solved computationally. The numerical
scheme for each chapter is different, due to the changes in the model, but all the
solution methods share the same underlying ideas. While there are brief summaries
in most chapters outlining the numerical scheme used there, here we give detailed
examples of the methods, and describe some of the modifications used in each
chapter.
C.1 Introduction
There are several methods used in the literature to solve Stefan problems such as
those in Chapters 3–7. The most common methods include a conservative finite
difference scheme or a Petrov–Galerkin finite-element approach (see Liu & McEl-
wain 1997 and Illingworth & Golosnoy 2005 respectively, and references within).
Another popular approach is the enthalpy method (Crank 1984), although for the
most part this method is not available to us here. This method it is only applicable
when constant boundary data is prescribed, which is not the case when considering
surface tension or kinetic (that is, nonconstant) effects on the phase boundary. In
higher dimensions, level set methods can be used to obtain intricate descriptions of
pattern and finger formation, such as those seen in snowflakes or Hele–Shaw cells
(Chen et al. 1997, Gibou et al. 2003). While these approaches do have advantages,
here we choose to use front-fixing and the method of lines (Crank 1984). First,
this approach can be run on desktop computers quite quickly, allowing us to obtain
solutions on highly refined grids within a low runtime. We can use an intelligent
time stepping scheme which is particularly important when encountering very high
derivatives (for example, near finite-time blow-up, or extinction), and lastly it is
relatively simple to modify, for example to test different scalings or add extra terms
into the governing equations.
A basic outline of the method is as follows. We first transform the governing equa-
tions such that the new domains are fixed (as opposed to expanding or shrinking).
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Next, the spatial derivatives are approximated using finite differences. This results
in a system of first order ordinary differential equations (odes) in time, which is
solved using one of Matlab’s built-in ode solvers. In Section C.2 we present a
detailed description of the numerical scheme used to solve a spherically symmetric
Stefan problem with a finite outer domain, such as that in Chapter 4. Details for
a similar problem but with an infinite outer domain are given in Section C.2. We
also discuss other modifications, like one-phase problems or the addition of density
change, such as in Chapter 7. Lastly, the behaviour of the numerical schemes near
finite-time blow-up and extinction is described in Section C.4.
C.2 Example: Numerically solving a spherically
symmetric two-phase Stefan problem with a finite
outer shell
The first example is a two-phase Stefan problem for the melting of a spherically
symmetric particle of initial radius a∗. The outer liquid phase has a finite thickness,
which grows as the solid melts. The governing equations are
in s < r < 1,
∂u
∂t
=
∂2u
∂r2
+
2
r
∂u
∂r
, (C.1)
in 0 < r < s,
∂v
∂t
=
k
c
(
∂2v
∂r2
+
2
r
∂v
∂r
)
, (C.2)
on r = s,
∂u
∂r
− k∂v
∂r
=
ds
dt
[(1− c)(u(s, t)− 1)− β] , (C.3)
on r = s, u = v = σ
(
1− 1
s
)
− ds
dt
, (C.4)
on r = 0,
∂v
∂r
= 0, (C.5)
on r = 1, u = 1, (C.6)
at t = 0, v = v0, s = s0 = 1, (C.7)
where we have scaled the dimensional equations with
r =
r∗
a∗
, u =
T ∗` − T ∗bulk (1− ω/a∗)
∆T ∗
, t =
k`t
∗
ρc`a∗2
,
s =
R∗
a∗
, v =
T ∗s − T ∗bulk (1− ω/a∗)
∆T ∗
, ∆T ∗ = T ∗a − T ∗bulk
(
1− ω
a∗
)
.
Here we have included surface tension and kinetic undercooling. A one-phase ana-
logue of this problem is solved in Chapter 4, and the same problem without kinetic
undercooling is solved by McCue et al. (2009).
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Figure C.1: A schematic of the new domains obtained once applying the front-fixing Landau
transformations (C.8), together with the mesh used to discretise (C.9)–(C.14). On
the far left we see the ghost node ξ0 used when approximating the no flux condition
(C.13), which will maintain the tridiagonal structure of the Jacobian.
To solve (C.1)–(C.7) numerically, we first introduce the Landau-type transforma-
tions (Landau 1950)
v(r, t) = φ(ξ, t), with ξ =
r
s
, and u(r, t) = ψ(ζ, t), with ζ =
r − s
1− s,
(C.8)
which have the effect of fixing the shrinking solid domain to be now 0 ≤ ξ ≤ 1 and
the expanding liquid domain to 0 ≤ ζ ≤ 1. Figure C.1 gives a schematic of these
new domains. With these transforms, (C.1)–(C.7) become
in 0 < ζ < 1, (1− s)2∂ψ
∂t
=
∂2ψ
∂ζ2
+ (1− s)
(
2
s+ ζ(1− s) + (1− ζ)
ds
dt
)
∂ψ
∂ζ
,
(C.9)
in 0 < ξ < 1, s2
∂φ
∂t
=
k
c
∂2φ
∂ξ2
+ s
(
2k
cξ
+ ξ
ds
dt
)
∂φ
∂ξ
, (C.10)
on ξ = 1, ζ = 0, s
∂ψ
∂ζ
− k(1− s)∂φ
∂ξ
= s(1− s)ds
dt
[(1− c)(ψ(0, t)− 1)− β] ,
(C.11)
on ξ = 1, ζ = 0, φ = ψ = σ
(
1− 1
s
)
− ds
dt
, (C.12)
on ξ = 0,
∂φ
∂ξ
= 0, (C.13)
on ζ = 1, ψ = 1. (C.14)
A consequence of the Landau transformations (C.8) is the introduction of an advection-
like term in governing partial differential equations. Next we discretise the ξ domain
by specifying n evenly spaced intervals to give n + 1 node points, and label these
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ξq for q = 0 . . . n+ 1 such that
ξq = (q − 1)∆ξ,
where ∆ξ is the spatial interval between mesh points ξk and ξk+1, as in Figure C.1.
The points ξ1 and ξn+1 correspond to the ends ξ = 0 and ξ = 1, respectively.
Similarly, for ζ we introduce m+ 1 node points with
ζp = (p− 1)∆ζ.
The transformed equations can now be discretised in space over these two meshes.
The temperature at each node in the ξ domain is labelled φ1, φ2, . . . , φk, . . . , φn, φn+1
where φk = φ(ξk, t). Now the spatial derivatives in (C.9) can be approximated on
this mesh by using second order finite differences. For the nodes q = 2 . . . n the
first and second order spatial derivatives in (C.9) are approximated by the central
difference formulas
dφ
dξ
∣∣∣∣
ξq
=
−φq−1 + φq+1
2∆ξ
,
d2φ
dξ2
∣∣∣∣
ξq
=
φq−1 − 2φq + φq+1
∆ξ2
.
On the left end ξ1 (ξ = 0) the second derivative is approximated with
d2φ
dξ2
∣∣∣∣
ξ=1
=
φ0 − 2φ1 + φ2
∆ξ2
,
where φ0 is the function evaluated at the ghost node ξ0. Information at this ghost
node is given by the no flux boundary condition (C.13) which is approximated by
the second order central difference formula above to give
−φ0 + φ2
2∆ξ
= 0,
to give φ0 = φ2. The benefit of this approach rather than approximating the
derivatives here with forward difference formulas is that the tridiagonal structure
of the Jacobian in maintained. On the right end ξn+1 (ξ = 1) we have the melting
temperature
φn+1 = σ
(
1− 1
s
)
− ds
dt
= ψ1, (C.15)
where this is also equal to the left end of the ζ domain ζ1 (ζ = 0). For (C.9) nodes
p = 2 . . . n are approximated with the central difference formula above, with (C.15)
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providing the information at ζ1. At the right end ζm+1 (ζ = 1) we have
ψm+1 = 1.
This Dirichlet condition provides the temperature here, and so we do not need to
solve for ψm+1. The Stefan condition (C.11) is discretised with the forward and
backwards formulas
dψ
dζ
∣∣∣∣
ζ1
=
−3ψ1 + 4ψ2 − ψ3
2∆ζ
,
dφ
dξ
∣∣∣∣
ξn+1
=
φn−1 − 4φn + 3φn+1
2∆ξ
.
These second order approximations restrict the scheme to operating on fine spatial
meshes in order to ensure the solution is free of numerical oscillations. This discreti-
sation leads to a semidiscrete system of coupled nonlinear odes in time. From the
temperature at each node in the ξ domain we obtain n + 1 unknowns, φ1, . . . φn+1
while from the ζ domain we have the unknowns ψ1, . . . ψm (recall the Dirichlet con-
dition provides the temperature ψm+1), plus the position of the moving boundary
s gives a total of n+m+ 2 unknowns.
This system of odes is solved subject to the initial condition (C.14) using one
of Matlab’s built in solvers. In particular we use ode15i, which is a variable-
order, variable stepsize, fully implicit solver. This method-of-lines approach frees
us from being directly concerned with stability requirements, as the solver itself
adaptively chooses both the step size and the order of the temporal scheme over the
course of the simulation, to ensure that local error tolerances are met for each time-
step (Shampine & Reichelt 1997). A benefit of solving the system with Matlab’s
ode15i is the opportunity to specify a number of options, for example relative or
absolute tolerances. In particular, the efficiency of the implicit scheme employed
by ode15i is improved by passing it the known sparsity pattern of the Jacobian
matrix, so that it may be formed using shifted evaluations and forward difference
quotients (Shampine & Reichelt 1997). With appropriate options in place, accurate
simulations with tens of thousands of nodes can be performed with just one or two
minutes of runtime on a standard desktop computer.
Simulations were run on a sequence of refined meshes until convergence to a grid-
independent solution was obtained. Due to the Landau transformations (C.8) we
are solving for the transformed functions φ and ψ, on fixed domains 0 ≤ ξ ≤ 1
and 0 ≤ ζ ≤ 1, but recall that the original temperature for the liquid phase u is
defined on the physical domain s(t) ≤ r ≤ 1, which is expanding in time. Thus,
as time progresses, the mesh here will become increasingly more coarse. With this
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in mind, we found that 10000 nodes in each phase more than sufficed, resulting in
temperature profiles in the liquid phase that have converged within visual accuracy.
A simulation of the full two-phase problem with 20000 unknowns requires anywhere
from approximately 15 seconds to 2 minutes on a desktop machine, depending on
the parameter values chosen. The solution behaviour can be verified by generating
previously published results, for example McCue et al. (2008b) who also compare
their solution to an enthalpy scheme. There are several useful asymptotic results in
the literature such as small-time solutions that we can use as verification also (these
are specifically referred to in each chapter), as well as our own analytic results.
An interesting question is how to commence the simulations, given there is no spatial
domain for the outer liquid phase at t = 0. Here we chose to start from t0 = 10
−6
using an asymptotic solution valid for t→ 0+ as the initial condition. For example,
the classical case σ =  = 0 could be initiated with the ‘Neumann’ solution derived
in Section 2.2. If σ > 0,  = 0, we have the small time solutions derived by McCue
et al. (2009) for a spherical two-phase Stefan problem (and Wu et al. 2009a for
the one-phase version). Finally, for  > 0, σ ≥ 0 we use the small time solution
presented in McCue et al. (2011), noting that the effects of kinetic undercooling
dominate surface tension effects in the small time limit.
Once we have solved (C.9)–(C.14) in Matlab, we are able to transform back to the
physical domains to obtain the temperature profiles in the solid and liquid phases.
This solution method example can be modified to work for one-phase problems such
as in Chapters 3, 4 and 6, or for problems that required addition terms, such as
when considering nonconstant density effects in Chapter 7. In Chapter 5 we solve a
two-phase Stefan problem with an infinite outer phase. This modification is a little
more complicated, and is described in Section C.3.
C.3 Example: An infinite outer domain problem
In Chapter 5 we considered two-phase Stefan problem with an infinite outer phase,
as opposed to a finite outer shell. This numerical scheme described in Section C.2
can be adapted to this case with a few adjustments. Rather than the boundary
condition (C.6), we will have
as r →∞, u→ u∞,
so that we specify the temperature at infinity. While the details are not presented
here, this actually leads to a different scaling; these details are found in Chapter 5.
We also will now require an initial condition for the outer phase
at t = 0, u = u0(r),
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where this initial condition must satisfy the far-field condition above. The idea
behind solving a problem involving a far-field condition is that we approximate this
with a fixed boundary condition, such as
on r = rout, u = u∞, (C.16)
with the understanding that we must ensure that rout is large enough such that the
solutions are independent of it (that is, the size of the outer radius has no bearing
on the solution behaviour). The Landau transformation in the liquid phase now
becomes
u(r, t) = ψ(ζ, t), with ζ =
r − s
rout − s,
which again leads to a system of n+m+ 2 coupled nonlinear ordinary differential
equations in time (as before, the Dirichlet condition (C.16) gives the temperature
here), which is again solved using ode15i in Matlab.
In Section C.2, a simulation cannot be started at t = 0 because the liquid domain
does not exist. Hence, we had to begin the simulation at (say) t = 10−6 making
use of a small-time solution as the initial condition. We do not have this problem
here, as the outer phase exists at t = 0, and can specify an actual initial condition.
Usually, we choose u∞ = u0 to be a constant. Care must be taken, however, as
the discontinuity in the initial condition at r = s0 can introduce unphysical effects
due to the resulting high phase boundary speed (even more so when considering
the addition of kinetic undercooling). Further, unwanted physical phenomena can
occur, such as development of a ‘chilled region’ (Huppert 1989) where the solid
region first swells before melting (Huppert 1989, King & Riley 2000). This can
occur for example when pouring hot water onto snow. Initially the hot water melts
the ice and the liquid region expands, but eventually the water will freeze and
the liquid region ceases expanding, before shrinking. While this is interesting, it a
distraction from the focus of our study (at least throughout this document) and we
choose the initial condition such that this does not occur.
The outer radius, rout is chosen to be 5 or 6 times larger than s0, but each time
the parameter values are changed, we must check again for rout independence of the
solution. Typically however, run times are approximately the same as before. We
cannot make rout too large however, as we are effectively increasing the coarseness
of the grid in the outer domain. Hence we may require more nodes if it is found
that the previous amount is not sufficient. In Chapter 5, we briefly compare the
solution behaviour of problems with infinite outer liquid phases to those with an
outer shell with infinite thickness.
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C.4 Finite-time blow-up and extinction
Many of the Stefan problems studied in Chapters 3–7 exhibit finite-time blow-up,
where the derivative with respect to time of the moving boundary becomes un-
bounded (that is, ds / dt→ −∞). The solution process to solve problems involves
discretising the governing equations over a mesh. This results in a semidiscrete
system of coupled nonlinear odes in time, which is solved using Matlab’s ode15i
solver. This solver can automatically adjust the time-step size over the course of a
simulation, which is particularly crucial for late times when we are concerned with
accurately tracking the moving front in the moments before blow-up occurs. Near
the critical radius where blow-up occurs, the time-step size (correctly) decreases
dramatically in response to the large rates of change encountered during this part
of the simulation.
Finite-time blow-up is often accompanied by an infinite temperature gradient in
the inner phase, as in Chapters 3 and 5–7. Left to its own devices, the numerical
scheme can often miss this blow-up, resulting in oscillations and sharp spikes in the
temperature profiles. As stated above, during the onset of blow-up the time-step
size decreases, which means the numerical scheme must be terminated else we risk
Matlab running out of memory and losing the solution.
As we are often interested in the unbounded temperature gradient at the moving
boundary of the inner phase, it helps to have a high resolution here to capture
this rapid temperature change. Recall in Section C.2 that we first transformed
the governing equations to fix the physical domains, and it is these transformed
equations that are discretised and solved for in Matlab. This effectively refines the
mesh in the inner phase as time increases, as physically this domain is shrinking,
whereas we have overlayed a mesh with say 10000 nodes for all time. Thus, as
time increases, the resolution of the physical domain increases as the mesh size
∆ξ is reducing. This helps greatly to capture the finite-time of the inner phase
temperature gradient, and seems to give better results than other numerical schemes
in the literature (see Chapter 3).
Most of the discussion about the behaviour of the numerical scheme near finite-time
blow-up applies also to the extinction of Stefan problems. We can encounter very
high (but finite) melting speeds, and rapid temperature changes at the interface,
particularly in Chapter 6. As before, we can set up events to ensure that Mat-
lab does not run out of memory. Particularly useful is an event which halts the
simulation when the moving boundary reaches the centre of the sphere. This is
the moment when the inner phase disappears, and we have purely the outer phase
left. The time at which this occurs is referred to as the extinction time, and the
extinction behaviour is commonly studied in the Stefan problem literature. In all
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simulations, we stop at this extinction behaviour, but in reality we could continue
past this time, as we are far from reaching the equilibrium temperature everywhere
in the outer phase.
Near extinction, high temperature gradients are often encountered. In fact, in
Chapter 6, if was found that we have travelling wave-like behaviour of a profile
with a very large temperature gradient at the interface. This profile moves inwards
at time increases (as in Figure 6.5). Here, the problem can become very stiff, and
we are often not able to reach the extinction time without the time-step reducing
past Matlab’s lower limit, as described above.
C.5 Discussion
We have described the basic numerical scheme used throughout Chapters 3–7, and
given some examples of implementation. Still, the problems in each chapter require
further customisation, either by necessity or simply to increase performance.
This numerical scheme is efficient and effective and gives very good results. The
Matlab solvers ode15i and ode15s are particularly useful provided the correct
options are specified. Importantly, the runtime is low on a desktop computer even
when using highly refined meshes. This allows many simulations to be run to
investigate various parameter regimes, and explore the solution behaviour.
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