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Summary
In this thesis, we present an approach to automatically register a large set of
color images to a 3D geometric model. The problem arises from the modeling
of real-world environments, where surface geometry is acquired using range scan-
ners whereas the color information is separately acquired using untracked and
calibrated cameras. Our approach constructs a sparse 3D model from the color
images using a multiview geometry technique. The sparse model is then approxi-
mately aligned with the detailed model. We project special light patterns onto the
scene surfaces to increase the robustness of the multiview-geometry reconstruction.
Planes in the detailed model are exploited to reﬁne the registration. Finally, the
registered color images are mapped to the detailed model using weighted blending,
with careful consideration of occlusion.
Keywords: Image-to-geometry registration, 2D-to-3D registration, range scan-




1.1 Motivation and Goal
Creating 3D, color, computer graphics models of scenes and objects from the real
world has various applications, such as digital culture heritage preservation, crime
forensics, computer games and so on.
Generating digital reconstructions of historical or archaeological sites with
enough ﬁdelity has become the focus in the area of virtual heritage. With digital re-
constructions, cultural heritages can be preserved and even reconstructed. In 2003,
Jessi Stumpfel et al. [31] reconstructed the digital reuniﬁcation of the parthenon
and its sculptures, see Figure 1.1. Today, the modern Acropolis Parthenon is being
reconstructed with the help of the digital parthenon.
Figure 1.1: Sculpture from the Parthenon. This model shows the presentation of
the peplos, or robe of Athena. Image taken from [31].
In the criminal investigation, to fully understand a crime scene, words and
1
2images are often not enough to express the spatial information. Constructing a
detailed 3D digital model would be very helpful for the investigation. For example,
with the digital model, some physical measurements can still be performed even
after the original scene has been changed or cleaned up.
Figure 1.2: A partially textured crime scene model from DeltaSphere software
package.
Figure 1.2 shows a view of a mock-up crime scene model rendered from a
colored 3D digital model acquired by a Delta-sphere range scanner. The model is
reconstructed using the Delta-sphere software. However, to register an image to
the digital model using the software, users are required to manually specify the
correspondences between the image and the model. It would be extremely tedious
if a large number of images need to be registered.
To minimize the user interaction when registering images to a model, automatic
algorithms are needed. One approach is to co-locate the camera and the scanner to
acquire data [39] [10] and then optimize the camera poses based on the dependency
of intensity images of the range image and color images. However, it sacriﬁces
the ﬂexibility of color image capturing. Furthermore, the optimization is time-
consuming. Another commonly used approach explores the linear features in the
urban scene [17]. It works only if there are enough systematic parallel lines.
However, in the indoor room environments, images should be acquired from
3many diﬀerent locations as our ultimate goal is to create a view dependent room
model. In this case, the precondition of the ﬁrst approach does not hold. Neither
do the linear feature approach work as there are no systematic linear features. So
far, there are no automatic algorithms to register those images to the room model.
This thesis focuses on the registration of color information to the acquired 3D
geometry of the scene, and the interested domain is indoor room environments
rather than small objects. During the image acquisition, multiple color images
from various view points are captured. Furthermore, to allow greater ﬂexibility
and feasibility, the color camera will not be tracked, so each color image is acquired
with an unknown camera pose. In this thesis, our goal is to ﬁnd a registration
method in the indoor room environments with user interaction as less as possible.
1.2 Contribution
The main contribution of our work is the idea of taking the approach of establishing
correspondences among the color images instead of directly ﬁnding corresponding
features between the 2D and 3D spaces [17] [29]. The latter approach works well
only for higher-level features, such as parallel straight lines, and this imposes
assumptions and restriction on the types of scenes the method can handle. For
most indoor environments, these higher-level features usually exist, but they are
often too few or do not appear in most of the color images due to small ﬁeld of
view and short shooting distance. Our approach works for more types of scenes
and even for objects.
The main problem of feature correspondence is the lack of features on large
uniform surfaces. This occurs a lot in indoor environments where large plain walls,
ceiling and ﬂoor are common. We avert this problem by using light projectors to
project special light patterns onto the scene surfaces to artiﬁcially introduce image
features.
Our method requires the user to manually input only six pairs of correspon-
dences between one of the color images and the 3D model. This allows the sparse
4model to be approximately aligned with the detailed model. We detect planes in
the detailed model, and by minimizing the distances between some of the points
in the sparse model and these planes, we are able to reﬁne the multiview geometry
and the registration as a whole using sparse bundle adjustment (SBA) [19]. This
approach is able to achieve better registration accuracy in the face of non-uniform
spatial distortion in the geometric model.
Our current goal is not to render the completed model with view-dependent
reﬂection. Instead, we assign each point on the surface of the 3D model a single
color by carefully blending colors from multiple overlapping color images. Our
method takes into consideration the diﬀerent exposures of the color images and
the occlusion of surfaces in the 3D model. It produces a colored model with very
smooth color transitions and yet preserves ﬁne details.
1.3 Structure of the Thesis
The rest of the thesis is organized as follows,
• Chapter 2 describes the related research work about registering images to
models,
• Chapter 3 introduces the related background, including camera model, two-
view geometry and image features,
• Chapter 4 presents the overall method,
• Chapter 5 describes the data capturing process and data preprocessing. In
the mean time, the format of the range data is introduced,
• Chapter 6 describes the details of the multi-view geometry reconstruction,
• Chapter 7 describes the method to register the multi-view geometry to the
3D model,
• Chapter 8 describes the blending method and shows the ﬁnal registration
result,
5• Chapter 9 shows more experiment results of the colored room model and the
time complexity of the whole process. Furthermore, models derived from the
multiview geometry are shown,
• Chapter 10 concludes the whole thesis.
Chapter 2
Related Work
This thesis studies how to build a colored 3D model of indoor room environments.
Our approach is to reconstruct the multiview geometry of the scene from images
ﬁrst, and then register the multiview geometry to the 3D model captured using
a scanner. Thus, all the images used to reconstruct the multiview geometry are
registered to the 3D model.
This chapter introduces the existing automatic approaches to register color
images to 3D models. The problems of applying those approaches to the indoor
environments are studied.
2.1 Automatic Registration Methods
There are two major classes of automatic registration methods, feature-matching
methods and statistical-based methods .
2.1.1 Feature-based Automatic Registration
In [43], Zhao uses structure from motion techniques to map a continuous video
onto a 3D urban model. However, the most widely used feature-matching methods
match linear-features between images and 3D models.
In the urban environments, there are lots of structured line features. Lingyun
Liu and Ioannis Stamos proposed an automatic 3D to 2D registration method [17]
for the photo-realistic rendering of urban scenes, refer to Figure 2.1 for a model.
It utilizes parallelism and orthogonality constraints that naturally exist in urban
scenes.
The major steps of the algorithm are,
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7• Extract 3D features and represent them by rectangular parallelepiped,
• Extract 2D features and calibrate the camera by utilizing three orthogonal
vanishing points. After that, the rotation is computed and linear features
are represented by rectangles,
• Compute the translation by exhaustively matching two pairs of 2D rectangles
and 3D parallelepiped.
Figure 2.1: Details of texture-maps for a building. Those images verify the high
accuracy of the automated algorithm. Images taken from [17].
For indoor environments, most likely there are not enough parallel linear fea-
tures and no orthogonal vanishing points. So, the algorithm is not suitable for
registering color images to the indoor 3D model generally.
2.1.2 Statistical-based Registration
Besides the feature-based automatic registration, a more general multi-modal reg-
istration approach is to treat image and 3D models as random variables and apply
statistical techniques that measure the amount of dependence between the vari-
ables. This approach is widely used in many types of multi-model registrations.
8Several similarity metrics, mutual information metric, Chi-Square metric, are used
to ﬁnd the optimal solution, refer to Appendix A.
Pong, H.K. et al. [26] explore the mutual information between the normal of
objects and the intensity of color images to do the registration. The most com-
mon methods [39][10] explore the dependence between the intensity information of
color images and range images. The intensity information of range images can be
captured by the time-of-ﬂight scanners using the infrared laser. First, the scanner
emits the laser. Then the sensor captures the return laser and analyzes its energy
and the time of ﬂight to get the reﬂected intensity and the location of the scanned
point respectively. For example, Figure 2.2 is the intensity map of an oﬃce range
image captured by the DeltaSphere 3000 range scanner using the infrared laser.
Figure 2.2: The intensity map of an oﬃce range image.
Nathaniel Williams et al. [39] propose an automatic statistical registration
method based on rigidly mounting the digital camera and the laser scanner to-
gether. Thus, an approximately correct relative camera pose is known. The cam-
era pose is further reﬁned through a Chi-Square metric nonlinear optimization
between the intensity of range images and color images. Then Powell's multi-
dimensional direction set method is applied to maximize the chi-square statistic
over the six extrinsic parameters. Experiments have shown that the optimization
method is able to consistently achieve the correct alignment when a good pose are
estimated initially, refer to Figure 2.3.
9Figure 2.3: Automatic alignment results. (a) The library model with three images
rendered using their initial pose estimates. (b) The library model with all images
aligned. Image taken from [39].
However, the major limitations of this statistical registration approach are,
• the 3D range images and 2D color images are captured at the same location in
space. It limits the ﬂexibility of the 2D color sensing because the positioning
of 3D range sensor is usually more limited. Sometimes, many color images
need to be captured from various poses (angles and locations) to create a
view dependent model,
• the 3D range images and 2D color images are captured the same time. Thus,
it cannot map historical photographs or color images captured at diﬀerent
times onto the models .
It is feasible to use a tracker to track the relative position of the scanner and
the camera. However, setting up the tracker would be tedious. Moreover, it still
requires 2D images and 3D images to be captured at the same time.
2.1.3 Multi-view Geometry Approach
Besides line features and video used, another type of robust features, Scale In-
variant Feature Transform (SIFT) [20], has been used in many applications, such
as object recognition [15], panorama reconstruction [3], photo-tourism [28]. SIFT
keypoints are the local extreme extracted from Diﬀerence of Gaussian (DoG) im-
ages. They are invariant to scale transformation, and aﬃne transformation up to
certain level. Current survey [33] shows that generally it is most robust feature.
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Besides the model reconstructed from range images, there are other types of
geo-models, such as satellite map. Some works, e.g., photo tourism [28], register
color images to such models through image-based modeling approach, which is
illustrated as a special registration method here.
The photo tourism work explores photo collections about tourism locations in
3D. These photos are collected from internet and then SIFT features of them are
detected and matched. With those feature correspondences, the intrinsic, extrin-
sic parameters of cameras and multiview geometry which is a sparse point set are
reconstructed using structure from motion (SfM) [13] with the help of initial cam-
era parameters stored in exchangeable-image-ﬁle-format (EXIF) ﬁles of images.
The multiview geometry is reconstructed by adding a new view incrementally.
Each time, the pose of the new view is recovered and the 3D points generated
by the new view is added to the structure. Through the incremental approach
using structure-from-motion techniques, a sparse point set is reconstructed from
multiple color images, see Figure 2.4. The sparse point set can be registered to a
geo-referenced image.
Figure 2.4: Cameras and 3D point reconstructions from photos on the Internet
the Trevi Fountain. Image taken from [28].
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The estimated point set is related to the geo-referenced image by a similarity
transform (global translation, rotation and uniform scale). To determine the cor-
rect transformation, the user interactively rotates, translates and scales the point
set until it ﬁts the provided image or map.
There are several advantages of this approach. First, the 3D image sensor
and 2D image sensor are completely separated. Second, it allows the registration
of historical images. If there are enough corresponding image features in indoor




Registering color images to a 3D model is to recover the parameters of cameras,
which includes the focal length values and other intrinsic values, the location and
orientation of the camera taking each view. Once those parameters are known,
the 3D model can be textured by simply back-projecting the image. To familiarize
those parameters, the camera model is brieﬂy introduced here.
Later on, we are going to reconstruct the multiview geometry from two view
geometries. So after introducing the camera model, the geometry of two views is
discussed. Then, we go through current feature detection and matching methods,
which are crucial for many applications, e.g., two view geometry. The detail of
scale invariant feature transform (SIFT), used to search the feature correspon-
dences, is introduced.
Last, the standard nonlinear optimization  Levenberg Marquardt optimiza-
tion is reviewed.
3.1 Camera Model
The process of taking a photo using a camera contains transformations of infor-
mation among the following four coordinate systems,
♣ World Coordinate System: a known reference coordinate system where the
camera is calibrated,
♣ Camera Coordinate System: a coordinate system with its origin at the op-
tical center of the camera,




♣ Pixel Coordinate System: a coordinate system used to represent pixel loca-
tions.
A 3D point p is projected to a pixel location only after passing through those
four systems. Firstly, it is transformed from the world coordinate system to cam-
era coordinate system. Then it is projected to the image plane. Lastly, it is
transformed to the pixel coordinate system.
The transformation from world coordinate system to camera coordinate system
is represented by an extrinsic matrix, which is formalized by a simple translation
and rotation. The transformation from camera coordinate system to pixel coordi-
nate system, including projection to the image plane, is determined by intrinsic
parameters.
3.1.1 Intrinsic Parameters
For a viewing camera, the intrinsic parameters is deﬁned as the sets of parameters
needed to characterize the optical, geometric, and digital characteristics. Those
parameters are classiﬁed into three sets according to their functions,
• Parameters of the perspective projection, the focal length f and skew coef-
ﬁcient αc. As most cameras currently manufactured do not have centering
imperfections, skew coeﬃcient can be neglected [14], that is, αc = 0,
• Distortion parameters, radial and tangential distortion parameters,
• Parameters of the transformation between image coordinates and pixel co-
ordinates, the coordinates in pixel of the image center (the principal point)
(ox, oy) and the eﬀective size of the pixel in the horizontal and vertical di-
rection (sx, sy).
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Perspective Projection from Camera Frame to Image Coordinates
In the perspective camera model, refer to Figure 3.1, given the 3-D point p =
[x3, y3, z3]

















which simply means x = fx3
z3















Figure 3.1: Projection of a point from camera frame to image coordinates.
Lens Distortion
The projection from the camera frame to image coordinates is not purely projective
due to the existence of the lens. Often, distortions exists and thus a projection in
which straight lines in a scene remain straight in the projected image does not hold.
There are two types of distortions, radial distortion and tangential distortion.
Let (x, y) be the normalized image projection from Equation (3.1), and (xd, yd)
the coordinates of (x, y) after distortion. Note r =
√







+D1(x, y) +D2(x, y). (3.2)
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where D1(x, y), D2(x, y) model the radial distortion and tangential distortion re-
spectively.
♦ Radial distortion
Due to the symmetry and imperfection of the lens, the most common distor-
tions are radially symmetric, which are called radial distortions. Normally,
there are two types of radial distortions, the barrel distortion and the pin-
cushion distortion. Radial distortions aﬀect the distance between the image
center and image point p, but do not aﬀect the direction of the vector joining
the two points. The radial distortions can be modeled by a Taylor Expan-
sion,




♦ Tangential distortion Due to minor displacements in the lens, tangential
distortion occurs. Tangential distortion is modeled by,
D2(x, y) =
 2k4 · x · y + k5 · r2 · x
k4(r
2 + 2y2) + 2k5 · x · y
 . (3.4)
Transformation from 2D image coordinates to 2D pixel coordinates
Assuming the Charged Coupled Device (CCD) array is made of a rectangular grid
of photosensitive elements, for a point (xd, yd) in the virtual image plane and the




 (xi − ox)sx
(yi − oy)sy
 (3.5)
where (ox, oy) is the coordinates in pixel of the image center, which is called
the principal point, and (sx, sy) the eﬀective size of the pixel in the horizontal
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and vertical direction respectively. The signs change in Equation (3.5) because
the orientations of axes of the virtual image plane and physical image plane are
opposite.
















According to Equation 3.1 and Equation 3.6, without considering the distor-
tion, the intrinsic matrix Mint, which transforms a point (x, y, z) in camera








The extrinsic parameters are deﬁned as any set of geometric parameters that
identify uniquely the transformation between the unknown camera reference
frame and the world reference frame. The transformation can be described
by
• a 3-D translation vector, T , describing the relative position of the origins of
the two reference frames, and
• a 3× 3 rotation matrix, R, an orthogonal matrix (R>R = RR> = I) satis-
fying det(R) = 1.
More speciﬁcally, for any point pw in the world coordinate, its representation pc
in the camera frame is
pc =Mextpw (3.8)
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where Mext = [R| −RT ] and pw is in homogenous coordinate.
3.1.3 Camera Calibration
The objective of camera calibration is to derive the intrinsic and extrinsic param-
eters of a camera given a set of images taken using the camera. Given the 3D
coordinates of target points, a typical camera calibration method [14] consists of
following three steps,
1. Compute the projection matrix M using the direct linear transform (DLT),
2. Estimate the camera parameters (intrinsic and extrinsic) [37] from M ne-
glecting lens distortion,
3. Model ﬁtting all the intrinsic parameters and apply Levenberg-Marquardt
nonlinear optimization.
In the case of self-calibration [32][42], the 3D coordinates of interested points are
also unknown and should be estimated.
3.1.4 Image Un-distortion
Because of the high degree distortion models, refer to Equations 3.3 and 3.4, there
exists no algebraic inversion of Equation 3.2 to evaluate the undistorted pixels
from distorted pixels directly. The most common way to undistorted the image is
to undistort the whole image together. During the undistortion, for each pixel in
the undistorted image, the following steps are applied,
1. Derive the corresponding distorted sub-pixel coordinate from undistorted
pixel coordinate,
2. Compute the color of distorted sub-pixel coordinate using bilinear interpo-
lation,
3. Assign the color to the undistorted pixel coordinate.
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3.2 Two-view Geometry
In the two-view geometry reconstruction, only two images are concerned. The
reconstruction mainly consists three steps, (1) corresponding features searching,
(2) camera intrinsic parameters and poses recovery, and (3) 3D points recovery.
In this section, assume the camera intrinsic parameters are given, we focus on the
recovery of the relative camera pose P ′ = [R|T ] and 3D points. Here, the relative
camera pose P ′ simply means that if the pose of the left camera is [I|0], the pose
of the right camera would be [R|T ] in the two view system. In this section, the
3D computer vision book [37] and multiview geometry book [13] are taken as the
references.













Figure 3.2: The two-view system.
In Figure 3.2, with two views, the two camera coordinate systems are related
by a rotation R and a translation T ,
pr = Rpl + T , (3.9)
where pl, pr are in the respective camera coordinate systems. Given the condition
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that vectors pr, as T and pr − T are coplanar, then,
prT ×(pr − T ) = 0. (3.10)
Combining with equation (3.9), then,
prT ×(Rpl) = 0. (3.11)
For any three dimensional vector u ∈ R3, we can always associate it to a skew
symmetric matrix û ∈ R3×3 such that the cross product u× v = ûv for all v ∈ R3.
Given T = (tx, ty, tz)>, then ,








given T = (tx, ty, tz)>. This can also be written as
pr
>Epl = 0, (3.12)
where E = T̂ R is the essential matrix [18]. Equation 3.12 is the algebraic rep-
resentation of epipolar geometry for known calibration, and the essential matrix
relates corresponding image points expressed in the camera coordinate systems.
However, sometimes the two cameras may not be calibrated. To generalize
the relation, fundamental matrix F, ﬁrst deﬁned by Olivier D. Faugeras [8], is
introduced. Let Kl, Kr be the intrinsic matrices of the left and right camera
respectively, then,
p>r Fpl = 0, (3.13)
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where pl = K−1l pl and pr = K−1r pr are the points in the respective pixel coordinates.
Speciﬁcally, given the corresponding point pair pl : (x, y, 1) and pr : (x′, y′, 1), the
equation 3.13 is equivalent to
(x′x, x′y, x′, y′x, y′y, y′, x, y, 1)f = 0, (3.14)
where f is the 9-vector made up of the entries of F in row-major order. From a
set of n corresponding-pairs, (xi, yi, 1)↔ (x′i, y′i, 1) for i = 1, ..., n, we obtain a set
of linear equations of the form














1 x1 y1 1











n xn yn 1
 . (3.16)
It is a homogeneous set of equations, and f can one be determined up to scale.
Given 8 non-degenerate corresponding points, f can be recovered through SVD.
This method is well known as the 8-point algorithm [13]. However, among the
corresponding point pairs, there are outliers. Thus, we compute the fundamental
matrix using the 8-point algorithm in the RANdom SAmple Consensus (RANSAC)
approach [9], which is an algorithm to estimate parameters of a mathematical
model from a set of observed data which contains outliers. To further improve the
robustness to outlier noise, all the points are normalized [12].
Given Kl, Kr and F, the essential matrix E = K>r FKl. Because E = T̂ R and
T̂ is a skew symmetric matrix, a 3× 3 matrix is an essential matrix if and only if
two of its singular values are equal, and the third is zero. So the essential matrix
E computed should be enforced by setting its singular values to (1, 1, 0).
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3.2.2 Camera Pose Recovery from Essential Matrix
In the two view system, the relative camera pose P ′ = [R|T ] should be known to
compute 3D points from feature correspondences. Given the left and right intrinsic
matrix Kl, Kr respectively, we focus on how to derive the relative camera pose
from essential matrix here. First the property of essential matrix is studied and
then four possible candidates of the relative camera pose from essential matrix are
presented algebraically.
Property of Essential Matrix
In E = T̂ R, because T̂ is skew-symmetric,which can be written as T̂ = αUZU>
where U is orthogonal and α is a scale factor. Noting that, up to sign, Z =







Up to scale, T̂ = Udiag(1, 1, 0)WU> and E = T̂ R = Udiag(1, 1, 0)(WU>R) is
the singular value decomposition (SVD) of E. So a 3 × 3 matrix is an essential
matrix if and only its singular values are (1, 1, 0) up to scale.
Extract Camera pose from Essential Matrix
Suppose that the SVD of E is Udiag(1, 1, 0)V>. There are only (ignoring signs)
two possible factorizations E = T̂ R as follows: T̂ = UZU>, R = UWV> or
R = UW>V>. By T̂ T = 0, it follows that T = U(0, 0, 1)> =u3, the last col-
umn of U. However, the sign of E, and consequently T , cannot be determined.
Thus, corresponding to a given essential matrix, based on two possible choices of
R and two possible signs of T , there are four possible choices of the camera matrix
P′, speciﬁcally, [UWV >| ± u3] and [UW>V>| ± u3].
Geometrically, there is only one correct relative camera pose. The ambiguity
of camera poses can be removed by checking that all points recovered should be
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in front of both views.
3.2.3 Three-D Point Recovery
Given the intrinsic parameters and the relative camera pose P ′, the 3D point of
any feature correspondence can be recovered. There are commonly two ways to re-
cover 3D points, direct linear transformation method (DLT)[13] and triangulation
method [13].
Direct linear transformation method (DLT) is commonly used. Let projection
matrices M = Kl[I|0] and M′ = KrP′, and denote Mi, M′i as i-th row vector of
M and M′ respectively, for any inlier feature correspondence (x, y, 1)↔ (x′, y′, 1),








p3 = 0. (3.18)
The triangulation method ﬁnds the shortest line segment between any two
points between those two rays. The mid-point of the line segment is the 3D
point desired. Triangulation method is geometrically more meaningful than DLT.
However, it cannot recover the 3D points which are visible from more than two
views.
3.3 Image Feature Detection and Matching
Image feature detection and matching is the ﬁrst and most crucial step in many
applications, such as,
¦ image alignment, e.g., panorama reconstruction,




¦ image indexing and content-based retrieval.
Generally, image feature detection intends to ﬁnd the feature location. During
feature matching, descriptors used to represent the features are matched. For
example, after detection of corners, for each corner, the surrounding subregion
can be used as the corner descriptor. To match corners, those subregions are
matched using template matching techniques.
To detect the same point independently in all images, the features used should
be repeatable. For each point, to recognize the correspondence correctly, a reliable
and distinctive descriptor should be used.
In the rest of current section, we study the most common used features, corners,
and then scale invariant feature transform (SIFT), which is proved to be the most
robust local invariant feature descriptor. The subsection introducing SIFT is based
on the work of David Lowe [20].
3.3.1 Corner Detection and Matching
A corner is the intersection of two edges. Unlike the edge features which suﬀer
from the aperture problem, a corner's location is well-deﬁned. The most used two
corner detection methods are
• Harris-corner detection [11]. The basic idea is to recognize a corner by
moving a small window. If a large response is generate whichever direction
the window moves in, a corner is detected.
• Tomasi and Kanade's corner detection [35]. The detection is based on the
fact that intensity surface has two directions with signiﬁcant intensity dis-
continuities at corners.
When the correspondences of corners are searched, the subregions region around
corners are matched by template matching. There are many template matching
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methods, such as square diﬀerence, cross correlation, correlation coeﬃcient. De-
tails can be found in the manual about cvMatchTemplate function in Opencv
library.
3.3.2 Scale Invariant Feature Transform (SIFT)
Blobs are circular regions whose gray scale intensity diﬀer from their surroundings.
They have a center of mass and scale. Since Laplacian represents the second-order
intensity change in the image, local extrema in certain Laplacian functions can be
treated as blobs.
Mikolajczyk and Schmid [23] shows that local extreme of the normalization of
the Laplacian of Gaussian, σ2∇2G∗I(x, y) where ∗ is the convolution, produce the
most stable image features compared to a range of other possible image functions,
such as the gradient, Hessian, or Harris corner detection function. So local extrema
in a Laplacian of Gaussian are treated as blobs from now on.





). The Laplacian of Gaussian (LoG) is deﬁned by the sum of the
second derivation of the smoothed image Gσ,









= σ∇2G, σ∇2G can be computed from the ﬁnite diﬀerence approxi-
mation to ∂G/∂σ, using the diﬀerence of nearby scales at kσ and σ,
σ∇2G = ∂G
∂σ
≈ G(x, y, kσ)−G(x, y, σ)
kσ − σ (3.20)
We have the diﬀerence of Gaussian function,
DoG(x, y, σ) = G(x, y, kσ)−G(x, y, σ) ≈ (k − 1)σ2∇2G. (3.21)
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The diﬀerence of Gaussian function convolving with the image I(x, y) gen-
erates a Diﬀerence of Gaussians (DoG) image DoG(x, y, σ) ∗ I(x, y), which is a
close approximation to the Laplacian of Gaussian images. Scale Invariant Fea-
ture Transform (SIFT) [20] interest points are local extrema of the Diﬀerence of
Gaussians (DoG) images. To achieve scale invariance, images are downsized to
























Figure 3.3: Diﬀerence of Gaussian images are generated by subtracting adjacent
Gaussian images for each scale level. Image taken from [30].
• Detection,
SIFT keypoints are points of local extreme in the diﬀerence of Gaussian
images, refer to Figure 3.3. Those local extremum can be detected by com-
paring the intensity of an interested pixel with intensities of its 9 − 8 − 9
neighborhoods of pixels, refer to Figure 3.4.
• Sub-pixel reﬁnement and weak point rejection,
A 3D quadratic function is ﬁt to the local sample points to determine that
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Figure 3.4: Local extreme of DoG images are detected by comparing a pixel (red)
with its 26 neighbors (blue) in 3 × 3 regions at the current and adjacent scales.
Image taken from [30].
sub-pixel location of the extreme using Newton's method. The quadratic
function is also used to reject unstable extrema with low contrast. Another
type of unstable extreme are SIFT points along the edge where a SIFT
has a large principal curvature α and a small one β in the perpendicular
direction. To eliminate those SIFT points, γ = α/β is threshold, say, if
γ < τ then the SIFT point is stable. Given Hessian matrix H estimated by













where Tr(H), Det(H) are the trace and determinant of H respectively.
• Dominant orientation computation,
First, the Gaussian image G closed to the scale is determined. Then gra-
dients in the area around the keypoint (x, y) are computed. The orienta-





(G(x+ 1, y)−G(x− 1, y))2 + (G(x, y + 1)−G(x, y − 1))2
θ(m,n) = tan−1((G(x, y + 1)−G(x, y − 1))/(G(x+ 1, y)−G(x− 1, y))).
The orientation histogram covers the 360 degree range of orientation using
36 bins. Each sample added to the histogram is weighted by a Gaussian
centered at the keypoint location. Peaks in the orientation histogram are
dominant directions of local gradients.
Feature Descriptor
Descriptors are necessary to match SIFT keypoints from diﬀerent images. A SIFT
descriptor consists of a set of orientation histograms of subregions around the
keypoint. Furthermore, the coordinates of the descriptor are rotated relative to
the keypoint's dominant orientation to achieve orientation invariance.
Descriptors are used to ease the matching. A simple matching strategy would
be "exhaustive search". Between two images A and B, for any descriptor p from
A, matching it with all the descriptors from B, the one with the smallest distance
would be the optimal match. There maybe similar features causing ambiguity
during the matching. To eliminate the ambiguities, a threshold is applied to the
ratio of the best two optimal matches. If the ratio satisﬁes the constraint, the
best match is selected as the correspondence of p. Otherwise, it fails to ﬁnd any
correspondence of p from descriptors of B. Figure 3.6 shows the matching result
where most of correspondences are correct visually.
3.4 Levenberg Marquardt Non-linear Optimization
Levenberg Marquardt non-linear Optimization has become the standard nonlin-
ear optimization method. It is a damped Gaussian Newton method [16] [22]. The
damping parameter inﬂuences both the direction and the size of the step, and it
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Image gradient Keypiont descriptor
Figure 3.5: A keypoint descriptor is created by ﬁrst computing the gradient mag-
nitude and orientation at each image sample point in a region around the keypoint
location, as shown on the left. These are weighted by a Gaussian window, indi-
cated by the overlaid circle. These samples are then accumulated into orientation
histograms summarizing the contents over 4×4 subregions, as shown on the right,
with the length of each arrow corresponding to the sum of the gradient magni-
tudes near that direction within the region. This ﬁgure shows a 2×2 descriptor
array computed from an 8×8 set of samples, whereas the experiments in this paper
use 4×4 descriptors computed from a 16×16 sample array. The image and the
description taken from [20].
leads to a method without a speciﬁc line search. The optimization is achieved by
controlling its own damping parameter adaptively: it raises the damping parame-
ter if a step fails to reduce the error; otherwise it reduces the damping parameter.
In this manner, the optimization is capable to alternate between a slow descent
approach when being far from the optimal and a fast quadratic convergence when
being at the optimal's neighborhood.
In this thesis, Levenberg Marquardt optimization is used for the nonlinear opti-
mization. More speciﬁcally, an existing package SBA [19] which applies the sparse
Levenberg Marquardt method to the optimization of multiview geometry is used.
More detailed introduction to the nonlinear optimization, including Levenberg
Marquardt method, can be found in [21].
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Figure 3.6: SIFT matching result: the bottom image is the SIFT matching result
of the top images.
Chapter 4
Overview of Our Automatic Registration Method
To fulﬁll the goal, we present an image based modeling method to register images
to the 3D model in the indoor environments with limited user interactions. The
details are,
Step 1. Data capturing. First, we scan the whole room. Then, color images
are taken from diﬀerent locations inside the room. Projectors are used
to increase the complexity of features;
Step 2. Data preprocessing. We calibrate the camera and undistort all the
color images;
Step 3. Computing the fundamental matrix and construct feature-connect-
components to remove outliers;
Step 4. Recovering the relative camera pose for all the image pair;
Step 5. Reconstructing the multiview system from two view systems;
Step 6. Registering the multiview system to the model. First, we manual
register one view which appears in the multiview system to the 3D
model. Then, poses of other views can be derived after evaluating the
relative scale between the multiview system and the model;
Step 7. Applying plane-constrained bundle adjustment to reﬁne the camera
poses;
Step 8. Registering color images to the model. Many details, such as occlu-
sion, diﬀerent brightness are handled during the blending.
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Our sparse geometry reconstruction method is similar to the methods in photo-
tourism work [28] and M.Brown, David Lowe's work [2]. The blending part is
similar to the one in [3]. However, several improvements have been made to
reduce the error of the ﬁnal registration.
The ﬁrst improvement is images are acquired with the help of projectors. Most
often, images of indoor rooms are lack of features which are used to generate sparse
geometry. During the data capturing process, we use projectors to increase the
number of features.
The second improvement is the sparse geometry are reconstructed based on
two-view geometry. When constructing a multi-view system, a new view is added
when the size of multi-view system increases. [28] computes the pose of new view
directly from existing 3D points using RANSAC approach [9]. It works only if
there are enough number of 3D points. [2] initializes the new view the same
pose with the one matches most. However, it is slow to ﬁnd the optimal solution
because the initialization may be far from the optimal solution and sometimes it
may fail to ﬁnd the solution. It suﬀers from degenerate cases, refer to Section 3.2.
Given the camera intrinsic parameters, we compute the relative camera pose of
each pair views taking care of the structure degenerate case, and then register the
two view geometry to the multiview geometry.
The third improvement is a plane constrained bundle adjustment is applied to
optimize the sparse geometry and thus reﬁne the relative poses of cameras to the
model.
The fourth improvement is HDRShop [7] is used to convert all the images
to the same exposure level before blending. Furthermore, unlike panorama re-
construction [3] using multi-band blending [4] directly, a lot of detailed problems,
such as occlusion, diﬀerent reﬂectance from diﬀerent locations, are handled during
blending.
Chapter 5
Data Acquisition and Pre-processing
Our multiview geometry reconstruction consists of the following four steps, data
acquisition, camera calibration and image undistortion, feature detection and
matching, structure from motion. The output of the whole reconstruction pro-
cess is a sparse point set together with views associated, see Figure 6.2.
5.1 Data Acquisition
In the data acquiring process, range images and color images are captured by a
laser scanner and a camera respectively. More speciﬁcally, we use the DeltaSphere-
3000 3D laser scanner and the single-lens reﬂex (SLR) Cannon 40D to do the
scanning and photo capturing. Tripods are used to stabilize the scanner and the
camera. Two NEC-NP50 projectors together with a computer are used to project
feature patterns to the wall to increase features.
Figure 5.1: Equipments used during data acquisition. Left is the DeltaSphere 3000




5.1.1 Range Data Representation
The DeltaSphere 3000 laser scanner, refer to Figure 5.1, is used to acquire the
range data. It captures the range information by using the time of ﬂight of the
infra-red laser that is reﬂected back from the environment. It uses a mirror tilted at
45 degrees which is used to reﬂect the laser from the scanner into the environment.
The mirror rotates about a ﬁxed axis to produce a vertical scan line. The reﬂected
laser from the environment gets reﬂected by the mirror into the scanner where the
time of light of the laser is used to estimate the range of the 3D point. The raw
range data produced is an array of 3D points which contains millions of points.
These points are described by their position when scanned and by the intensity of
the laser's reﬂection. Each point is described by following four elements,
♣ Range, the distance of the point from the scanner,
♣ Theta (θ) , azimuth which is the horizontal heading of the point in degrees,
♣ Phi (φ), elevation which is the point's angle above or below the horizon,
♣ Intensity, the intensity of the laser reﬂection
According to the ﬁrst capitals of those four elements, a ﬁle format named RTPI
is deﬁned. The RTPI ﬁle may contain missing samples. When the laser hits a
reﬂective surface point and fails to get back to the sensor in the scanner, that
point would be a missing sample. Missing samples also appear when the lasers
are absorbed by objects. Given the range value r, azimuth value θ and evaluation
value φ of a point (x, y, z), refer to Figure 5.2 then,
x = sin θ ∗ cosφ ∗ r
y = sinφ ∗ r
z = − cos θ ∗ cosφ ∗ r
The RTPI ﬁle is triangulated by connecting neighboring pixels in the intensity









Figure 5.2: The recovery of 3D point in the right hand coordinate system.
Figure 5.3: The intensity image of RTPI. Each pixel in the intensity image refers
to a 3D point.
5.1.2 Image Data Capturing
Most often, images of indoor rooms are lack of features which are used to generate
sparse geometry. In this case, projectors are used to project sift-feature-patterns.
SIFT Feature Pattern
The SIFT feature pattern we use is generalized by dividing a highly detailed image
into 16 × 16 blocks and re-arranging these blocks. The detailed image should be
bright enough because the projectors are light sources which increase the lights
hitting the objects inside the room. The detailed image we used is generated by
reverse the intensity of an highly detailed image. Then, it is divided into blocks
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and those blocks are rearranged to,
¦ increase the number of features by reducing smoothness of the image,
¦ reduce repeated features by randomize the neighborhood of features.
Finally, the feature pattern is generated, refer to Figure 5.4. It contains more than
10000 distinguished SIFT features.
Figure 5.4: The sift pattern.
Photo Taking
To guarantee the accuracy, we tap the camera and switch it to manual focus,
Aperture Value (Av) mode. In Av mode, once the desired aperture is set by the
user, the shutter speed is set automatically by the camera to obtain the correct
exposure suiting the environmental brightness. So all the images taken share the
same intrinsic parameters with optimal exposures. Furthermore, the live viewing
shotting feature of Cannon 40D is used to help us adjust the focal length at
beginning.
During the image acquisition, once an image with pattern projected is cap-
tured, we switch oﬀ the projectors and then capture another image without mov-
ing the tripod and modifying the camera orientation such that it shares the same
pose with the previous one. To avoid the motion degeneracy [36], images are taken
from diﬀerent locations except the case just presented.
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5.2 Camera Calibration and Image Un-distortion
Even though we can calibrate the images by optimizing the intrinsic parameters
provided in the EXIF tags of image ﬁles, the results are often not the same with the
one calibrated using check-board. To achieve high accuracy during the registration
of sparse geometry and the scanned model, all the intrinsic parameters are ﬁxed
and calibrated using matlab toolbox. Furthermore, to eliminate the distortion, all
images are undistorted initially, refer to Section 3.1.4.
5.3 SIFT-Keypoint Detection and Matching
In this process, sift feature keypoints are detected using SIFT++ [38], which is
an open C++ implementation of [20]. According to Section 3.3, the local extreme
are detected in the layer pyramid and then reﬁned to sub-pixel position using
Newton's method. Descriptors are computed to represent the SIFT keypoints.
Those keypoint descriptors are matched using the approximate nearest neighbors
kd-tree package ANN [1] pairwisely.
Outliers exist in the matches found. Similar to the photo-tourism work [28],
two ways mean to remove these outliers. First, for each pair, RANSAC method [9]
is used to compute a fundamental matrix [13]. Second, geometrically consistent
matches are organize into feature-connect-components, or tracks [28]. A consistent
track is a connected set of matching keypoints across multiple images such that
there is at most one keypoint for one image inside the track. Refer to Figure 5.5,
the track marked by the dash line is inconsistent and thus removed because it has




Figure 5.5: Feature connected component: an outlier case.
Chapter 6
Multiview Geometry Reconstruction
As feature-patterns are used, for any two consecutive images, we need to detect
whether they are associated views, refer to Figure 6.1 for two associated views,
which means one is the view with patterns projected and the other the normal
view. The detection is quite straight forward by checking the corresponding sift
locations and compare the brightness. The one with patterned projected has more
bright pixels, refer to Figure 6.1. As the purpose of using projectors is to increase
the number of features only, from this stage on, we assume all the images are the
normal images without pattern projected to ease the description.
Figure 6.1: The associated views: one is patterned and the other is the normal
view.
Our multi-view system is reconstructed from two-view systems. During the
multi-view system reconstruction, the two-view system with the largest number
of 3D points reconstructed is initialized as the multi-view system. Sparse bundle
adjustment (SBA) [19] is applied to reﬁne the camera pose.
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Note V as the set of view-pairs and M the set of views inside multi-view sys-
tem, the details are,
1. Choose the view-pair (vi, vj) with largest number of corresponding-pairs,
compute the two-view geometry and thus generate a set of 3D points S,
update V = V − {(vi, vj)},
2. Select the view-pair where one view is in V and the other in M such that
the largest number of 3D points in the multiview system are visible. Update
V = V − {(vi, vj)},
3. Register the two-view system to the multiview system,
4. Extend the structure,
5. Optimize the structure,
6. Repeat steps (2)∼(6) until V = ∅ or no more views can be added.
Refer to Figure 6.2 for the multi-view geometry of the room after the whole re-
construction process.
6.1 Camera Pose Recovery in Two-view System
The camera pose recovery from essential matrix, refer to Section 3.2.2, works only
in the general case. There are two types of non-general cases, or degenerate cases
[36]. One is the motion degeneracy where the camera rotate about its center
only with no translation. The other is the structure degeneracy where all the
corresponding points fall on the same plane or a critical surface. The epipolar
geometry is not deﬁned for the motion degeneracy. For the structure degeneracy,
given the intrinsic parameters, the epipolar geometry can be uniquely determined.
The motion degeneracy is avoided by acquiring images from diﬀerent view
locations. So only structure degeneracy should be handled here. The structure
degeneracy can be detected after the fundamental matrix computation. A homog-
raphy is computed from the inlier feature correspondences of fundamental matrix
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Figure 6.2: The multi-view system of the room. The blue points are the 3D
points recovered from SIFT features. Those pyramids represent the cameras at
the recovered locations and orientations.
using RANSAC approach. Also, the inlier ratio of homography constraint is eval-
uated. When the ratio is high, say >95%, degenerated case occurs. In this case,
to recover the relative camera pose, those two views are set to share the same pose
and then bundle adjustment is applied.
So the overall camera pose initialization is
• Compute the fundamental matrix using normalized 8 points algorithm in
the RANSAC approach and remove outliers,
• Compute the homography transform in the RANSAC approach;
• If more than 95% of points are inliers, then it is degenerated case and two
views are set to share the same pose; else, compute the essential matrix and
extract the relative camera pose from essential matrix, and apply positive
depth constraint to eliminate ambiguities,
• Apply bundle adjustment to reﬁne the relative camera pose.
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6.2 Register Two-view System to Multiview System
Here, a view is called unregistered if it is not in the multiview system. Then the
goal of registering two-view system to multiview system is to derive the camera
pose of the unregistered view in the two view system to the multiview system by
using the one already registered. The registration between two-view system and
multiview system is not trivial. Because both of them are up to unknown scale to
the real model, scale between multiview system should be evaluated ﬁrst. Then
the camera pose of the unregistered view can be recovered. Lastly, the camera
pose is reﬁned using nonlinear optimization.
6.2.1 Scale Computation
Assume the extrinsic matrices of the common view in the two view system and
multiview system are [R′|T ′] and [R|T ] respectively, for a particular feature (x, y)
in the common view, its corresponding 3D points in these two systems are p′ and
p respectively, then the scale s can be computed by,









There are many such feature points that have corresponding 3D points in both
the two view system and multiview system. A consistent average is selected to be
the scale between two view system and multiview system.
6.2.2 Unregistered Camera Pose Computation
In the two view system whose left and right views have extrinsic parameter [I|0]
and [R′|T ′] respectively, assume the left view is registered and its extrinsic ma-
trix is [R|T ], given the scale s, for any point p3 in the multiview system and its
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corresponding point p′3 in the two view system, we have,







R′(Rp3 + T ) + T ′
' R′Rp3 +R′T + sT ′
which means the extrinsic matrix of the right view in the multiview system is
[R′R|R′T + sT ′].
If the right view is registered in the multiview system and its extrinsic matrix
is [R|T ] and other conditions keep the same, then







(Rp3 + T )− T ′]
' R′>Rp3 +R′>T − sT ′
which means the extrinsic matrix of the left view in the multiview system is
[R′>R|R′>T − sT ′].
6.2.3 Last Camera Pose Reﬁnement
After Section 6.2.2, the camera pose [R|T ] of the new registered view in the mul-
tiview system is known. The pose should be reﬁned using nonlinear optimization.
Before applying the optimization, the outliers are detected and removed.
Inlier / Outlier checking
Due to the existence of outliers, the projection error e of any related 3D point P3
should be check.
K[R|T ]P3 ' [ x′ y′ 1 ]> (6.1)
e = ‖(x, y, 1)> − pi(K[R|T ]P3)‖2, (6.2)
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where ' is the homogenous equivalent, pi stands for the homogenous normaliza-
tion.
If the error is larger than a threshold, say 1600, the point should be considered
as outlier and thus removed from the point set.
Last Camera Pose Optimization
The pose of the last camera is optimized by minimizing the projection error of the
2D-3D correspondences.
6.3 Structure Extension and Optimization
6.3.1 Three-D Point Recovery from Multi-views
To guarantee the correctness of the structure, a point is added once it is visible
from m, m ≥ 2, registered views. Let nj, j = 1, ...,m be the indices of those m
registered views, then direct linear transformation (DLT) is used to recover the
3D location of each feature point. Let Mi = KPicam, and Mij is j-th row vector of
Mi.
For any inlier feature correspondence, let (xni , yni , 1) be the pixel location of





























P3 = 0. (6.3)
If the camera poses are correct, the points recovered should be in front of all the
cameras. In particular, m is set to be 3 to remove outliers.
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6.4 Outliers Detection
Once the point P3 is derived, the average projection error should be evaluated to






‖pi − pi(MniP3)‖2. (6.4)
The point P3 is considered as an outlier if e ≥ τ where e is a threshold which is
set as 500 in the program.
6.4.1 Structure Optimization
The error of the latest multiview system is much larger than the previous multiview
system because the joining of the last camera. To stabilize the structure and
motion, the structure and last camera view are reﬁned using SBA ﬁrst. Then the
whole structure and all camera poses are optimized using SBA.
Chapter 7
Registration of Multiview Geometry with 3D Model
To register the multiview system to the 3D model, one view inside the multiview
system is registered to the 3D model. Then the scale between current multiview
system and the model is computed based on the view just registered. Lastly,
inside the multiview system, poses of the rest of views are derived from the pose
of manual registered camera, the scale and the camera poses in the multiview
geometry.
7.1 User Guided Registration of Multiview Geometry with 3D Model
One view inside the multiview system is registered to the 3D model by manually
specifying at least six correspondences, refer to Figure 7.1. The camera pose can
be computed from the user input. Then, the image can be registered to the model
by back-projection.
7.1.1 Semi-automatic Registration System
A semi-automatic registration system is designed to register multiple images to a
range image. As those images share a common known intrinsic parameters, the
goal of the image registration process becomes determining the camera's extrinsic
parameters.
The major steps of the semi-automatic registration system are,
1. User speciﬁes at least 6 point-correspondences between the range image and
the color image, refer to Figure 7.1 where the green and red points are
the feature point speciﬁed and blue points are the corresponding points to
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visualize the correspondences. Those 6 points must not fall onto the same
line,
2. Evaluate the projection matrix, which maps the 3D points to the image
points, through linear least-square method,
3. Extract the extrinsic matrix Pcam = [R|T ] where R is the rotation matrix
and T is the translation vector, based on the projection matrix and the
intrinsic parameter. Make sure that det(R) > 0,
4. Enforce the rotational property of R in the extrinsic matrix through SVD
method by setting all the singular values to one,
5. Optimize the translation vector T ,
6. Apply Levenberg Marquardt nonlinear least-squares optimizing algorithm to
the 6 unknowns of the extrinsic parameters,
7. Make sure that all the 3D points are in front of the camera. If all the 3D
points are in back of the camera, reﬂex the camera based on the plane formed
by those input 3D points.






‖pj2 − pi(K[R|T ]P j3 )‖2
where P j3 and pj2 are the corresponding 3D and 2D points.
The open computer vision (OpenCV) library also provides functions to com-
pute the extrinsic matrix, refer to cvFindExtrinsicCameraParams2. It works al-
most the same as the proposed algorithm. However, the function is unstable.
First, it does not make sure that det(R) = 1 when computing the projection ma-
trix. Second, step 7 is necessary to handle the structure degenerate case, that
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is, all the 3D points fall on the same plane. In the case, there are two optimal
solutions which is reﬂective about the plane.
Figure 7.1: The graphic interface about the semi-automatic registration. The
top-left sub-window shows the intensity map of range image and the top-right
sub-window shows a color image. Those colored points are user speciﬁed feature
locations.
Back-projection Registration
To visualize the registration result, the color image is back-projected to the inten-
sity image of range data. For each pixel in the intensity image, its corresponding
3D point is projected to the color image and the color of the projected location is
assigned to the pixel.
More speciﬁcally, let D(xr, yr) be the function which returns the 3D location
of pixel (xr, yr) in the rang image, C(x, y, j) the color of pixel (x, y) of image j,
for range image r and color image i, we have
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D(xr, yr) = [ x3 y3 z3 ]
>,
M [ x3 y3 z3 1 ]
> ' [ x2 y2 1 ]>,
C(xr, yr, r) = C(x2, y2, i) if (x, y) is inside the image.
Refer to Figure 7.2, the registration is correct except those occluded regions.
Figure 7.2: The registration result using back-projection.
7.1.2 Computing Scale between Multiview Geometry and the 3DModel
As the multiview system reconstructed is up to an unknown scale. The relative
scale between multiview system and the 3D model should be computed.
3D Correspondences Searching
The 3D point of sift keypoints are unknown. To search for the corresponding 3D
points, triangles are projected to the image. If the project triangle contains a
feature inside, then the correspondence of the feature can be evaluated according
to points of the triangle.
There maybe many such triangles. For each feature point, the nearest tri-
angle is selected. Because points of the triangle are quite near each other, the






Figure 7.3: The feature point inside the projected triangle 4abc.
Scale Computation
Similar to Section 6.2.1, assume the extrinsic matrices of the common view associ-
ated with the multiview system and the model are [R′|T ′] and [R|T ] respectively.
For a particular feature (x, y) in the common view, its corresponding 3D points
are p′ and p respectively, then the scale s can be computed by,
K(R′p′ + T ′) ' α[ x y 1 ]> (7.1)
K(Rp+ T ) ' β[ x y 1 ]> (7.2)
s = β/α (7.3)
There are many such feature points that have corresponding 3D points in both
the multiview system and the model. A consistent average is computed to be the
scale between two view system and multiview system.
7.1.3 Deriving Poses of other Views in the Multiview System
Once the scale is known, the camera poses of other views to the model can be
derived. Given following inputs,
• the scale s of the multiview system relative to the model;
• the extrinsic matrix of register view [R|T ] to the range image and the ex-
trinsic matrix of register view [R1|T1] in the multiview geometry ,
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for a particular view which has the pose [R2|T2] in the multiview geometry, the
pose related to the model can be computed by,
s(RPm + T ) = R1Pvg + T1
Pvg = R
>
1 [s(RPm + T )− T1]
R2Pvg + T2 = R2R
>
1 [s(RPm + T )− T1] + T2
' R2R>1 RPm +R2R>1 (T − T1/s) + T2/s,
which means the pose to the range image is [R2R>1 R|R2R>1 (T − T1/s) + T2/s].
7.2 Plane-Constrained Optimization
Geometric constrained sparse bundle adjustment methods [34] [27] have been used
to reﬁne the multi-view geometry and improve the augmented reality. Here, we use
plane constraints to reﬁne the registered multiview system. The detailed processes
are,
Figure 7.4: The registered multiview system and the green planes detected from
the model.
1. Detect large planes detection using the PCA method [24], refer to Figure 7.4
and 7.5 for the planes and multiview system,
2. Compute the relation of points and planes, if the distance of a point to a
plane is less than a threshold, then the point is associated to the plane,
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Figure 7.5: The plane constrained multiview system together with the model.
3. Add the sum of the squared distances between the 3D points and their
associated planes as a new term to the error function of the original sparse
bundle adjustment. A constant coeﬃcient is multiplied to the new term so
that it would not dominate the error fundtion details refer to Appendix C,
4. Run the sparse bundle adjustment on the new system.
Our registration reﬁnement approach is more appropriate than using the ICP
algorithm. The ICP algorithm treats the two models as rigid shapes, so it is not
able to adjust the registration to adapt to the distortion in the detailed model.
Moreover, the intrinsic and extrinsic parameters of the views still need to be
further tuned, which cannot be achieved using the ICP algorithm. The bundle
adjustment approach we are taking is powerful enough to address all these issues.
Certainly, this approach works well only if planes exist in the scene. Our
method can be extended to deal with scenes that have very little planar surfaces.
The idea is very similar to the ICP algorithm, in which we associate each point
in the multiview system with its nearest point in the detailed model, and use the
distance between them as part of the error metric in the bundle adjustment. How-
ever, this approach requires more changes to the original sparse bundle adjustment
implementation, unlike in the planar case, in which each plane can be set up as a
"view" and the distances between it and the associated 3D points can be treated
as pixel errors in the "view".
Chapter 8
Color Mapping and Adjustment
Given the pose of each camera, the color information can be mapped to the model
by assigning the color information for each surface point, refer to Figure 8.1.
However, due to the complexity of 3D geometry and diﬀerences of view locations,
pixel color mapping is not trivial.
During the panorama reconstruction [3], after making the brightness consistent,
unmodelled eﬀects exist, such as vignetting (intensity decreases towards the edge
of the image), parallax eﬀects due to unwanted motion of the optical center, mis-
registration errors due to mismodelling of the camera. Multi-band blending [4]
is applied to handle these problems and generates seamless panoramas. In our
color-model registration, there are many more detailed problems need to be taken
care of. These problems can be classiﬁed as
• Occlusion. Some of the rays emanating from the views actually intersect
more than one surface in the detailed model. Because, color values are
assigned to each intersected point of the 3D model, some regions are assigned
wrong color information, refer to the region of blue dashed polygons in Figure
8.1.
• Misalignment along 3D boundaries. The eﬀect of inaccurate registration is
often magniﬁed near large depth discontinuities, where the color spills over
to the wrong side of the depth boundaries. From the model, we can see that
a small misalignment along the boundary of sharp depth change region can
cause a large mis-registration area in the further region, refer to the regions
within red dashed polygons in Figure 8.1
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• Brightness inconsistency. The images are taken under diﬀerent exposure-
levels. Even if they are adjusted to the same exposure-level, the brightness
of overlap regions may still be quite diﬀerent due to the diﬀerent reﬂectance
from diﬀerent view locations.
Figure 8.1: The registration of a view by specifying six correspondences.
8.1 Occlusion Detection and Sharp Depth Boundary Mark Up
To deal with the occlusion problem, the depth buﬀer of the model is rendered using
frame buﬀer object (FBO) oﬀ-screen rendering during which the size of rendered
image can be set. So when we do the back-projection to assign the colors to pixels
in the range image, the colors are assigned only if the depths are consistent with
rendered depths. For image i, the registration binary map is noted as Di, refer to
the bottom images of Figure 8.2 for an example. In Figure 8.2, the top left image
is the rendered image.
8.1.1 Depth Buﬀer Rendering
Setting up Cameras in OpenGL
In OpenGL, many types of camera views can be set during rendering, such as
perspective view, orthogonal view. After image undistortion, the images can be
treated as images taken by an ideal pinhole camera. We can model it by setting
a perspective camera model in OpenGL.
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For a pinhole camera,the transformation of a 3D point from the world coordi-
nate system to a 2D image point in the viewport is summarized by the following
two matrices, model view matrix, and projection matrix, refer to equation 8.2.
If the camera pose associated with the model is [R|−RT], the corresponding







r11 r12 r13 (−r11tx − r12ty − r13tz)
r21 r22 r23 (−r21tx − r22ty − r23tz)
r31 r32 r33 (−r31tx − r32ty − r33tz)
0 0 0 1

(8.1)
where T = (tx, ty, tz)> is the position of the viewpoint in the world coordinate
system.
Notices that for any point (x, y, z, 1)>, after being multiplied by the model view
matrix, the transformed z-coordinate should be negative, because the camera is
looking in the −z direction in the eye coordinate system. If it is not the case, we
change the signs of the rij in the model view matrix computation.




























where w and h are the width and height of the view-port in pixels respectively, and
n and f are the distances of the near and far plane from the viewpoint respectively.
Depth Rendering
Frame buﬀer object (FBO) oﬀ-screen rendering technique is applied to render the
depth buﬀer. As the depth value store in the depth buﬀer is going to used for
occlusion checking, the near plane n is set as largest as possible and the far plane
f as small as possible in the Equation 8.1.1. Refer to the top left image for a
depth rendering image in Figure 8.2. In particular, a rendering size 1024 × 1024
is used.
8.1.2 Occlusion Detection
Two occlusion tests are applied, normal occlusion test and depth occlusion test.
Normal Occlusion Test
Given any point p and its normal n, then the point is visible from the camera
whose view location is v only if
(p− v) · n < 0.
Depth Occlusion Test
Given the 3D point (x3, y3, z3), the projection matrixM ,wi, hi, wr, hr are the width
and height of given image and render image respectively, assume the array D
has size wr × hr , then glReadPixels(0, 0,Wr, Hr, GL_DEPTH_COMPONENT,
GL_FLOAT, D) can read back the data from OpenGL depth buﬀer and store it
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xr = x2/wi ∗ wr;
yr = y2/hi ∗ hr;
d = D[yr ∗ wr + xr];
dp =
fn
f − d(f − n) ;
‖dp/z − 1‖ < τ
where τ is the threshold, which is set as 0.008 in the program.
The 3D point can be assigned the color of pixel (x2, y2) from the image only if
Equation 8.4 holds.
8.1.3 Depth Boundary Mask Image Generation
To ﬁx the problem caused by the mis-alignment of the boundary of large depth
variation, we create a depth boundary mask image (DBMI) by dilating the edge
image so that pixels near to or on the depth boundaries have value of 1, and the
result of the pixels have value 0. The white pixels are assigned an extremely low
weight during the weighted blending and the signiﬁcance map computation, refer
to Section 8.2.2 and Section 8.2.3 respectively. So if those regions are not marked
up in some images, the correct color can still be recovered during blending. From
now on, the DBMI of image i is noted as Bi, refer to the top right image of Figure
8.2 for an example.
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Figure 8.2: (Top left)the depth rendering image where white pixels are in far
region or miss scanned samples. (Top right). Depth boundary mask image of the
left image. (Bottom) the binary mask where the color image can be re-mapped.
8.2 Blending
The blending process contains three sub-steps, exposure uniﬁcation, weighted
blending and preservation of details.
8.2.1 Exposure Uniﬁcation
The response curve of the camera is calibrated by HDRShop [7]. As images are
captured using the same aperture size but diﬀerent shutter speeds, a standard
image is selected and other images are adjusted to the standard according to the
ratio of exposure times, which are extracted in the EXIF-ﬁles of images.
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8.2.2 Weighted Blending
Even though images have been adjusted to the same exposure, the general bright-
ness is still not consistent due to diﬀerent reﬂectance from diﬀerent view-locations.
In order to combine information from multiple images, a weight W i(px, py) to each
pixel (x, y) of image i is assigned where the 3D point correspondents to (x, y) in
the intensity image is (px, py),
W i(px, py) = (1−
√
((x− w)/w)2 + ((y − h)/h)2
2
)
×Di(px, py)× (.9− .899×Bi(px, py))
+ (1−Bi(px, py))× .01
where w and h are half of the image width and height respectively, and Bi is the
boundary mark up binary image. Note Mi(x, y) as the color of pixel (x, y) in the








The middle image in Figure 8.4 shows the weighted blended result.
8.2.3 Preservation of Details
The registered image is blurred after weighted blending. Here, we extract the
detail and add it back to the weighted blended result.
First, the signiﬁcance map S is constructed.
W j(px, py) = argmax
i
W i(px, py).S(px, py) = j
The dominant registration result Cm, refer to the top image in Figure 8.4, is
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generated by assigned the pixel the most signiﬁcant color, that is,
C(x, y) =MS(x,y)(x, y).
Note the boundary of signiﬁcance map S as S ′, which is a binary map. S ′(x, y) = 1
if S(x, y) 6= S(x− 1, y) or S(x, y) 6= S(x+ 1, y).
Next, a high pass detail H is
Dilate(S ′, S ′t, t) (8.4)
H(x, y) = (C(x, y)− Cσ(x, y))× (1− S ′t(x, y)) (8.5)
Cσ(x, y) = C(x, y) ∗ gσ(x, y) (8.6)
where gσ(x, y) is a Gaussian of standard deviation σ, and the ∗ operator denotes
convolution. Dilate dilates the source image using the speciﬁed structuring ele-
ment, in Operation (8.4) a 3× 3 rectangular structuring element is used and t is
the number of the dilate operation applied.
Thus, the ﬁnal registration is H +M, refer to the bottom image in Figure
8.4. Figure 8.3 shows the comparison of a poster from the middle image and the
bottom image in Figure 8.4.
Figure 8.3: (Left) Result of weighted blending without preservation of details.
(Right) Result of weighted blending with preservation of details.
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Figure 8.4: (Top)The dominant registration result. (Mid) The weighted blended
result. (Bottom) Final registration result of weighted blending with preservation
of details.
Chapter 9
Experiment Results and Time Analysis
We have tested the multiview geometry implementation on many sets of input.
For the case shown in Figure 9.7, it is found that we cannot recover the correct
relative camera pose from the essential matrix if structure degeneracy occurs. We
also extend our work to image based building modelling.
9.1 Results of Multiview Geometry Reconstruction
The multiview geometry reconstruction implementation has been tested on many
examples. In the ﬁrst group of test cases, feature papers are used to wrap small ob-
jects, and then multiview geometries are reconstructed, see Figure 9.1 and Figure
9.2. In the second group of test cases, projectors are used to project feature-
pattern onto plain walls in the room environments, see Figure 9.3. We also test
the program on outdoor environments. For example, the multiview geometry is
reconstructed from images about the Riverwalk building, see Figure 9.4. In these
images showing the reconstructed multiview geometries, the color pyramids show
the poses of cameras.
9.2 Results of Textured Room Models
Here, more experimental results about the 3D visualization of color models are
shown, refer to Figure 9.5 and Figure 9.6.
9.3 Related Image Based Modeling Results
Together with my colleague, Ionut, we have worked on a related project, modeling
objects from images. The ultimate goal is to reconstruct building models. First, a
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Figure 9.1: (Left) A view about the feature paper wrapped box. (Right) The
reconstructed multiview geometry which contains 26 views.
Figure 9.2: (Left) An overview of the multiview geometry about a cone-shape
object. (Right) The side view of the multiview geometry.
3D sparse point set is generated by the multiview geometry reconstruction, then
following six steps are applied,
Step 1. Show the 3D points in the orthogonal view, refer to 1st image in
Figure 9.7;
Step 2. Find the top view of the building by ﬁnding the up vector, refer to
2nd image in Figure 9.7;
Step 3. Select the area of the top-down view representing the building Mod-
eling, refer to 3rd image in Figure 9.7;
Step 4. Draw the contour using lines, refer to 4th image in Figure 9.7;
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Figure 9.3: (Left) A feature pattern projected room image. (Right) The recon-
structed multiview geometry.
Figure 9.4: (Left) A far view of the River Walk building. (Right) The recon-
structed multiview geometry which contains 91 views.
Step 5. Remove all points outside rectangle and get the building geometry,
refer to 5th image in Figure 9.7;
Step 6. Map textures to the geometry, refer to 6th image in Figure 9.7.
Figure 9.7 shows the process of generating a color model from the multiview
geometry. The model is mocked up using books and a box and the last image is
one image used to reconstruct the multiview geometry. Some buildings are also
modeled refer to Figure 9.8.
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Figure 9.5: (Top) the result captured by a virtual camera inside the colored 3D
model together with camera views recovered from the multiview geometry recon-
struction. (Bottoms) 3D renderings of the ﬁnal colored model.
9.4 Time Analysis of the Automatic Registration Method
The implementation is in C++ using MFC, OpenGL and OpenCV libraries. Given
30 color images whose sizes are 1936 × 1288, refer to the case of Figure 9.6, the
feature detection and matching cost 230.6s and 333.8s respectively. The recon-
struct the multiview geometry takes 73.4s to generate a sparse point set containing
7452 3D points. The rendering and blending takes about 2 mins. The times were
obtained from the program and running on a Intel-Duo-Core CPU with 2.33 GHZ
processor and 4 GB of RAM.
65
Figure 9.6: Registration of the multiview geometry with another scanned model.
The top image is the intensity image of the model with color registered. The mid
image is a view inside the model and the bottom two images show the 3D model.
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Figure 9.7: Those six images are ordered from left to right, from top to bottom.
Image 1 shows the reconstructed 3D together with camera views; Image 2 is the
top view of the point set; Image 3 shows selecting the region of the model; Image
4 shows the contour linked up by lines; Image 5 shows the model reconstructed;
Image 6 shows the textured model. The last image is a color image taken by a
camera.
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Figure 9.8: The top two images are the views about the 3D reconstructed color
model from diﬀerent angles. The bottom two images are the views about the 3D
reconstructed model, in which the little red points are the 3D points recovered
and the red planes represent the cameras.
Chapter 10
Conclusion and Future Work
We have presented a practical and eﬀective approach to register a large set of color
images to a 3D geometric model. Our approach does not rely on the existence
of any high-level feature between the images and the geometric model, therefore
it is more general than previous methods. In the case where there is very little
image features in the scene, our approach allows the use of projectors to project
special light patterns onto the scene surfaces to greatly increase the number of
usable image features. To reﬁne the registration, we use planes (or any surfaces)
in the geometric model to constrain the sparse bundle adjustment. This approach
is able to achieve better registration accuracy in the face of non-uniform spatial
distortion in the geometric model. We have also described a way to blend images
on the geometric model surface so that we obtain a colored model with very smooth
color and intensity transitions and the ﬁne details are preserved.
The future work can be done in the following three areas. Firstly, with the
usage of projectors to increase the number of features, dense surface estimation can
be applied by a dense disparity matching which estimates correspondences from
images by exploiting additional geometrical constraints [25]. Secondly, the speed
of the overall algorithm proposed can be improved by using GPU version SIFT
program SiftGPU [40]. Lastly, a 3D room model with view-dependent surface
reﬂectance [6] [41] can be built.
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This appendix introduces three common used information metrics, mutual infor-
mation metric, chi-square test and normalized cross correlation. This appendix is
based on the work of Nathaniel Williams et al. [39].
A.1 Mutual information Metric
A.1.1 Basic Information Theory
The entropy η of an information source with alphabet S = {s1, s2, ..., sn} is:









pi log2 pi, (A.1)
where pi is the probability that symbol si will occur in S and log2 1pi indicates the
amount of information (self-information as deﬁned by Shannon) contained in si
which corresponds to the number of bits needed to encode si.
A.1.2 Mutual information Metric Evaluation between two Images
Mutual information is a statistical measure assessing the dependency between two
random variables, without requiring that functional forms of the random variables
be known [5]. It can be thought of as a measure of how well one random vari-
able explains the other, i.e., how much information about one random variable
is contained in the other random variable. If random variable r explains random
variable f well, their joint entropy is reduced.
Initially a joint image intensity histogram Hfr is computed by binning the
corresponding image intensity pairs from Ir and If , if the pixels are in a valid
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area of the pixel mask M . The intensity of each image is scaled to the range
[0...255]. The histogram is made up of 256 × 256 bins, initially all set to 0. For
each corresponding pixel pair (x, y),
M(x, y) > 0→ (A.2)
Hfr(If (x, y), Ir(x, y))+ = 1. (A.3)
From this histogram we build the probability density, Pfr, by dividing each entry
by the total number of elements in the histogram. For this metric the total number





Pfr is smoothed by a Parzen Window with a Gaussian kernel(standard devi-
ation of 2 pixels). The marginal probability densities are estimated by summing
over the joint densities.





















Pfr(x) ∗ logPfr(x). (A.9)
(A.10)
From these entropies, the mutual information metric is




For the chi-square goodness-of-ﬁt computation, the data are divided into k bins







where Oi is the observed frequency for bin i and Ei is the expected frequency for
bin i.
Chi-square is used to assess two types of comparisons,
1. tests of goodness of ﬁt. A test of goodness of ﬁt establishes whether or not
an observed frequency distribution diﬀers from a theoretical distribution;
2. tests of dependence. A test of dependence assesses whether paired observa-
tions on two variables, are dependent of each other
A.2.2 Chi-Squared Test about Dependence between two Images
The calculation of the marginal probabilities is exactly the same as the mutual
information metric computation, including the use of a Parzen smoothing window.
We calculate the distribution as if If and Ir were statistically independent
Efr(x, y) = Pf (x) · Pr(y). (A.13)
From all the distributions, the metric is,
∑
xy





A.3 Normalized Cross Correlation(NCC)
A.3.1 Correlation





n− 1 . (A.15)
Standard deviation and variance only operate on one dimension. However
many data sets have more than one dimension, and the aim of the statistical
analysis of these data sets is usually to check if there is any relationship between
these dimensions. Covariance is a measure to ﬁnd out how much the dimensions
vary from the mean with respect to each other. It is always measured between
two dimensions.




n− 1 . (A.16)
Given dimensions x, y, then the covariance is,
cov(X, Y ) =
∑n
i=1(Xi −X)(Yi − Y )
n− 1 , (A.17)
where X and Y are means of X and Y respectively.
The correlation coeﬃcient ρX,Y between two random variables X and Y with





A.3.2 Normalized Cross Correlation(NCC) between two Images
The two intensity images Ir and If are broken up into a set of patches Nr and
Nf respectively. The size and number of each patch along the x and y dimensions
is a factor of the overall image size. For each corresponding patch (Nr(u, v) and
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Nf (u, v)) that does not fall into an invalid area of the pixel mask, the normalized
cross correlation is computed,
NCC(Nr, Nf ) =
C(Nr, Nf )√
C(Nr, Nr)× C(Nf , Nf )
, (A.19)
where
Nr = Nr(u, v), (A.20)






(A(x, y)− A)(B(x, y)−B). (A.22)
The result of the NCC patch comparison is in the range [−1, 1]. The −1 indicates
that the patches are anti-correlated while 1 indicates a strong correlation. The
result of the metric between Ir and If is the average of the patches that show a
positive correlation.
Appendix B
Methods to check whether a Point is inside a Triangle on a
Plane
Here, given four points in the 2D image plane, we present two methods to check
whether the fourth point (x, y) lies inside the triangle formed by ﬁrst three points
(xi, yi) where i = 1, 2, 3.
















If any wi, i = 1, 2, 3 is negative then (x, y) is outside the triangle. If all wi, i =
1, 2, 3, are positive then (x, y) is inside the triangle. Otherwise, (x, y) is on the
boundary.
The second method is the side-checking method. It is based on the concept
that if the fourth coordinate and the coordinates of the triangle lie on the same
side, the answer is positive.
v1 = (x2 − x1)(y − y1)− (y2 − y1)(x− x1) (B.2)
v2 = (x3 − x2)(y − y2)− (y3 − y2)(x− x2) (B.3)
v3 = (x1 − x3)(y − y3)− (y1 − y3)(x− x3) (B.4)
If v1, v2, v3 share the same sign, then the point (x, y) is inside the triangle
(excluding the boundary). This method is cheaper to compute and more stable
for near-degenerate triangles. It works for any convex n-gon provided the vertices
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are given in order.
Appendix C
Plane Constrained Sparse Bundle Adjustment
The goal of structure from motion is to recover the parameters of the camera
view Vj = Kj[Rj|Tj] where Kj and [Rj|Tj] are intrinsic and extrinsic matrices
respectively, and the 3D points Pi for which the mean squared distances between
the observed image points pji and the re-projected image point VjPi is minimized.








‖ pij − pi(VjPi) ‖2 (C.1)
where pi stands for the homogenous normalization and Pi is visible from Vj and
the projection is pij.
Due to the sparseness property of the relation between 3D points and camera
views, sparse bundle adjustment is applied to do the optimization. The exist-
ing sparse bundle adjustment package SBA 1.4 [19] takes intrinsic and extrinsic
parameters as the input, and optimizes them using sparse Levenberg Marquardt
optimization. The intrinsic inputs are ﬁve parameters, α0, α1, α2, α3, α4, which
stand for the horizontal focal distance, horizontal principal value, vertical prin-
cipal value, aspect ratio and skew value. More speciﬁcally, the relation between







The goal of our plane constrained sparse bundle adjustment is to involve the
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geometrical constrain in the multiview geometry optimization. In practice, a plane
is treated as a virtual view during the sparse bundle adjustment. The plane is
represented by a point t = [t0, t1, t2] on the plane and its normal n = [n0, n1, n2].
For any real camera view, among the input intrinsic parameters, α3 can never be
zero. In order to distinguish with real camera views, we set α3 = 0 for any virtual
views. For any 3D point q, if it belongs to a plane, we set the projected pixel





[n0, n1, n2] · (q − t),
py = px,
f = p2x + p
2
y,
where β is a user input scale.









All the other Jacobian entries are set to zero as the corresponding parameters are
ﬁxed.
So the parameters passed in are
[n0, n1, n2, 0, 0, 1, 0, 0, 0,−t0,−t1,−t2].
During optimization, the order of all views would be plane virtual views, manual
register views, and all other camera views. If there are totalm planes, then camera
poses of the ﬁrst m+ 1 views are ﬁxed and other poses are reﬁned.
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Algorithm 1 The projection function for virtual plane view
1: if(a[3] == 0){
2: n[0] = α[0] ∗ (M[0] - t[0]) + α[1] ∗ (M[1] - t[1])
+ α[2] ∗ (M[2] - t[2]) ;
3: n[0] = β ∗ n[0];
4: n[1] = n[0];
5: return;
6: }
Algorithm 2 The Jacobian matrix computation for virtual plane view
1: if(a[3] == 0){
2: for(index = 0; index < 11; index++)
3: jacmKRT[0][index] = 0;
4: jacmKRT[1][index] = 0;
5: }
6: jacmS[0][0] = β ∗ α[0];
7: jacmS[1][0] =jacmS[0][0] ;
8: jacmS[0][1] = β ∗ α[1];
9: jacmS[1][1] =jacmS[0][1] ;
10: jacmS[0][2] = β ∗ α[2];
11: jacmS[1][2] =jacmS[0][2] ;
12: return;
13: }
