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Abstract—This paper proposes a low-complexity joint phase
noise (PHN) estimation and decoding algorithm for orthogonal
frequency division multiplexing relying on index modulation
(OFDM-IM) systems. A factor graph (FG) is constructed based
on the truncated discrete cosine transform (DCT) expansion
model for the variation of PHN. In order to explicitly take
into account the structured and sparse a priori information of
the frequency-domain symbols provided by the soft-in soft-out
(SISO) decoder, the generalized approximate message passing
(GAMP) algorithm is employed. Furthermore, to solve the
unknown and nonlinear transform matrix problem introduced
by the PHN, the mean-field (MF) method is invoked at the
observation nodes on the FG. Monte Carlo simulations show
the superiority of the proposed algorithm over the existing
variational inference (VI) and extended Kalman filter (EKF)
methods in terms of their bit error rate (BER) performance
and complexity. In addition, we demonstrate that the OFDM-IM
scheme outperforms its conventional OFDM counterpart in the
presence of PHN.
Index Terms—Orthogonal frequency division multiplexing,
index modulation, phase noise, discrete cosine transform, message
passing receiver.
I. INTRODUCTION
Orthogonal frequency division multiplexing (OFDM) is one
of the most popular multi-carrier techniques thanks to its
effectiveness and low-complexity implementation in dispersive
wideband channels. Recently, OFDM combined with index
modulation (OFDM-IM) has emerged as a a promising energy-
and spectral-efficient 5G technique [1]–[4]. In the OFDM-
IM scheme, some of the subcarriers are activated and their
indices are used to transmit additional information on top
of the conventional phase shift keying (PSK) or quadrature
amplitude modulation (QAM) signal constellations. Hence,
OFDM-IM is capable of providing a better tradeoff between
the bandwidth efficiency and the bit error rate (BER) over
its conventional OFDM counterpart [1]. Moreover, OFDM-
IM has the potential to attain a lower peak-to-average power
ratio (PAPR) and to improve the energy efficiency compared
to conventional OFDM under the same spectral efficiency [3]
[4].
Nonetheless, similar to a conventional OFDM system, car-
rier frequency offset (CFO) error caused by Doppler shifts
and phase noise (PHN) from local oscillators deteriorate the
orthogonality among OFDM-IM subcarriers. Consequently, it
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introduces intercarrier interference (ICI) and hence degrades
the performance of OFDM-IM systems. However, most of
OFDM-IM studies found in the literature assume perfect-
ly known frequency-selective fading channels. In [5], null
subcarriers were exploited to improve the accuracy of CFO
estimation without accounting for the effect of PHN. In fact,
in contrast to the channel impulse response (CIR) and the
CFO, which can be assumed to be quasi-static compared to
the OFDM-IM symbol rate, the PHN changes rapidly and thus
cannot be mitigated using pilot symbols [6], [7]. As a result, it
becomes much more challenging to design a low-complexity
receiver for OFDM-IM with PHN impairment. Specifically,
unlike the case without PHN, the maximum likelihood (ML)
detector [1] performed within each subblock independently is
not effective since the frequency-domain PSK/QAM symbols
and the IM symbols from all subblocks are coupled together
due to the existence of PHN. Thus the complexity of the
optimal receiver becomes prohibitively high because an ex-
haustive search over all feasible combinations of PSK/QAM
and IM symbols in a whole OFDM-IM block is required [1].
In addition, the PHN also distorts the estimation of PSK/QAM
and IM symbols, especially when more than one subcarriers in
a subblock are activated. Therefore, low-complexity joint PHN
estimation and OFDM-IM detection algorithms are essential
to enjoy advantages from the OFDM-IM scheme.
However, the existing joint PHN estimation and OFDM
symbol detection problems are mainly discussed in uncod-
ed scenarios [6]–[8]. In this article, we consider channel
coding-aided systems and develop a low-complexity iterative
decoding algorithm for OFDM-IM symbols communicating
in frequency-selective fading channels affected by PHN. Re-
cently, message passing algorithms based on factor graphs
(FGs), such as belief propagation (BP) [9], mean-field (MF)
approximation based variational methods [10] and generalized
approximate message passing (GAMP) approach [11], have
been widely used in the design of iterative wireless receivers.
For spatial modulation aided systems, a GAMP equalizer is
developed in [12] and further generalized in [13] and [14],
where perfectly known block Rayleigh fading channels are
considered.
To address the above issues, in this paper we propose a
low-complexity message passing based joint PHN estimation
and decoding method for OFDM-IM transmitting in dispersive






















































































































Fig. 1. The transceiver of the LDPC-coded OFDM-IM system.
frequency-domain OFDM-IM symbols and invoke the MF
approach at the observation nodes to circumvent the nonlinear
transform matrix problem imposed by the PHN. Instead of
directly linearizing the PHN vector using the first-order Taylor
expansion [6] or locally linearizing the system model using the
previous PHN estimates [7], we employ the truncated discrete
cosine transform (DCT) expansion model for approximating
the PHN process1. In contrast to [15], where point estimation is
made using the expectation-maximization algorithm, the mea-
sures of the accuracy of the DCT coefficients’ estimates are
calculated for providing the uncertainty over PHN estimates.
Simulation results show that the proposed algorithm outper-
forms the conventional variational inference (VI) based and
extended Kalman filter (EKF) based methods. Moreover, the
OFDM-IM scheme with the proposed method is demonstrated
to be more robust than its classical OFDM counterpart in the
presence of PHN.
II. SYSTEM MODEL
Consider2 a turbo OFDM-IM system having Nq subcarriers
as depicted in Fig. 1, where the Nq subcarriers are split into
G subblocks each containing Ng  Nq/G subcarriers. In
each subblock, only Kg subcarriers are activated to transmit
PSK/QAM symbols. Specifically, an Mi-length sequence of
information bits b is encoded by a Rc-rate LDPC encoder,
yielding an Mc-length codeword vector c. These Mc bits in
c are then partitioned into two sequences, where the first
sequence denoted as c1 is fed into the IM selector, whilst the
second sequence denoted as c2 is mapped onto classic M -ary
PSK/QAM constellation with alphabet S  {s1, . . . , sM}. As
shown in Fig. 1, the bits in c1 are mapped into IM symbols
1A lowpass process such as the PHN process is well modeled by the DCT
expansion, which has been widely used in image and audio compression areas.
2Notation: Xmn and xn denote the (m,n)th and the nth entry in matrix X
and vector x, respectively. Xn,: and X:,n represent the nth row and the nth
column of matrix X, respectively. IN indicates the N ×N identity matrix.
D(x) is a diagonal matrix with the elements of vector x on its diagonal.
Nc(x; m̂x, v̂x) represents the Gaussian random variable x with the mean m̂x
and variance v̂x. The relationship f(x) = cg(x) for some positive constant
c is written as f(x) ∝ g(x). We use < · >b(x) to stand for the expectation
with respect to a density b(x). δ(·) is the Dirac delta function and · is used
to represent the integer floor operation. The operator  denotes element-wise
product and ||Ω||0 the size of set Ω. (·) is the real part of a vector or
scalar. The symbol C represents the field of complex.
according to a mapper μ1 : {0, 1}Mg1 → Ω, where Ω =
{ω1, . . . ,ωΥ} contains Υ = 2Mg1 legitimate combinations,
each of which is formed with Kg activated indices selected
from Ng available indices. In other words, the γth candidate
of Ω can be denoted by ωγ = [ωγ,1, . . . , ωγ,Ng ]
T ∈ {0, 1}Ng ,
where ωγ,i = 1 if the ith subcarrier is activated, and ωγ,i = 0












representing the binomial coefficient. On the other
hand, the bits in c2 are mapped onto classic PSK/QAM
constellation according to a mapper μ2 : {0, 1}Mg2 → S and
hence we have Mg2 = log2 M .
By collecting the Kg PSK/QAM symbols assigned to
the Kg active indices of the gth subblock as xg,d =
[xg,d(1), . . . , xg,d(Kg)]
T , xg,d(kg) ∈ S, g = 1, . . . , G, we
denote the frequency-domain symbols in the gth subblock by
xg = I
0
gxg,d  [xg(1), . . . , xg(Ng)]T , where I0g consists of
the Kg columns from INg having the activated indices. Here
the activation pattern constraint is formulated as xAPg ∈ Ω,
where xAPg (n) = 0 if xg(n) = 0 and x
AP
g (n) = 1 otherwise.
Next, we concatenate the G symbol vectors using the OFDM-
IM block creator to form an OFDM-IM symbol, which can
be written as x = [xT1 , . . . ,x
T
G]
T  [x1, . . . , xNq ]T ∈ CNq×1,
where the nth element in x obeys xn ∈ {S, 0}. Note that
with a little ‘abuse’ of notation, we denote the bit vector corre-
sponding to xg by cg = [cIMg,1, . . . , c
IM
g,Mg1




{0, 1}Mg , where cIMg,i , i = 1, . . . ,Mg1, is the ith index
selection bit, cSg,j, j = 1, . . . ,Mg2, the jth symbol mapping
bit, and Mg  Mg1 +Mg2.
After employing the inverse fast Fourier transform (IFFT)
and inserting an Lcp-length cyclic prefix (CP), the time-
domain symbols are transmitted over an Lh-tap (Lh  Lcp)
frequency-selective fading channel affected by PHN. At the







where Kq  GKg is used to normalize the transmitted power,
θ = [θ1, . . . , θNq ]
T is the discrete PHN sample vector, F is
the discrete Fourier transform (DFT) matrix obeying FHF =

























































Fig. 2. Factor graph representation of the probabilistic model (3).
NqINq , H = D(FI0Lhh) with I0Lh being constructed by the
first Lh columns from INq , and w is the zero-mean Gaussian
noise vector with a variance of 2σ2.
In order to reduce the total number of unknown PHN
samples, we employ a truncated DCT expansion model [15]
to interpret the PHN process, i.e., the vector u  ejθ is
approximated as u = Φα, where Φ ∈ CNq×LPN is the known
DCT matrix (see [15]), and α = [α1, . . . , αLPN ]
T is the DCT
coefficient vector to be estimated. To this end, the received




D(Φα)FHHx+w  D(Φα)Λx +w, (2)
where the matrix Λ is defined as Λ  1√
Kq
FHH. Based
on (2), we obtain the joint a posteriori probability density
function (pdf) of x and α





where fM (x, c,b) represents the coding and modulation con-
straints; P (x) and p(α) are the a priori information of the
data symbol x and the DCT coefficient vector α, respectively;
frn(zn,α)  p(rn|zn,α) = Nc(rn; (Φn,:α)zn, 2σ2) denotes
the likelihood function with zn  Λn,:x. The factor graph
corresponding to (3) is shown in Fig. 2.
III. THE PROPOSED JOINT PHN ESTIMATION AND
DECODING ALGORITHM IN THE OFDM-IM SCHEME
As seen in (2), the frequency-domain OFDM-IM symbols
are coupled by the transform matrix D(Φα)FHH, which
imposes challenges on the detection. Moreover, the complex-
ity of the optimal receiver of OFDM-IM symbols is much
higher than that of traditional OFDM symbols, since it is
required to detect both the subcarrier index-modulated and the
PSK/QAM modulated symbols. In the following, we study a
low-complexity method for joint PHN estimation and decoding
in the OFDM-IM scheme. First, we observe that BP is com-
patible with the discrete probabilistic model, whilst MF has
simple rules for updating the beliefs of continuous variables
belonging to an exponential family [16], and GAMP can
efficiently estimate a vector transformed from a known linear
matrix [17]. We thus classify the factor nodes into three dis-
joint subsets, i.e., ABP  {fM,g}Gg=1, AGAMP {fδn}Nqn=1,
and AMF{frn}Nqn=1. In this way, the messages can be easily
calculated according to the amalgamated message passing
rules.
Specifically, we use the extrinsic information provided
by the soft-in soft-out (SISO) decoder, which is denoted
by {P (cIMg,1), . . . , P (cIMg,Mg1 ), P (cSg,1), . . . , P (cSg,Mg2 )}, to con-
struct the sparse a priori information for the frequency-domain
symbols in the gth subblock, instead of approximating the
prior probability mass function (pmf) to be in the separate
form, i.e. P (x) =
∏Nq
n=1 P (xn). According to the mappers μ1














, γ = 1, . . . ,Υ,










m = 1, . . . ,M, k = 1, . . . ,Kg, (4)
where the coded bit vectors corresponding to ωγ and sm are
denoted by [cωγ1 , . . . , c
ωγ
Mg1




tively. Thus, the a priori pmf of x given by the SISO decoder






















where Iγ is the support set of vector ωγ , i.e., Iγ = {i|ωγ,i =
1, i ∈ Ig}, with Ig  {(g − 1)Ng + 1 : gNg}, Īγ is the
complementary set of Iγ , and xi ∈ {xg,d(1), . . . , xg,d(Kg)}.
Given (5) and the message from the variable node xi to the
factor node fM,g, i.e., mxi→fM,g (xi) ∝ Nc(xi; ϑ̂i, vϑi), the
parameters of which are later updated by (18), the a posteriori
pmf b(xi) of xi can be calculated by (6) for xi = sm, sm ∈ S,









s∈S D(xi = s) + E
, xi ∈ S,
E∑
s∈S D(xi = s) + E
, xi = 0,
(8)
where D(xi) and E are given by (9) and (10), respectively.





sb(xi = s), vxi =
∑
s∈S
|s|2b(xi = s)− |x̂i|2. (11)
Given the posterior pmf b(xi) in (8), the message from the
factor node fδn to the variable node zn, i.e., mfδn→zn(zn) ∝
Nc(zn; ξ̂n, vξn), is calculated according to the GAMP rule











































































































2 − 2{sϑ̂∗j }
vϑj
}
P (xj = s)
)
. (10)




|Λn,i|2vxi , ξ̂n =
∑
i
Λn,ix̂i − ζ̂nvξn , (12)
where ζ̂n is related to the estimate of zn and is later updated
by (17). Then given the posterior pdf b(α)∝N (α; α̂,Vα),
which is later updated by (19), the message mfrn→zn (zn) is
calculated by using the MF method [10, Eq. (18)]
mfrn→zn (zn) ∝ exp{< log frn(zn,α) >b(α)}

















· 2(Vi,j + α̂∗i α̂j). (15)
In (15), α̂i and Vi,i are the ith and the (i, i)th entries of α̂ and
Vα, respectively, which are later updated by (19). Given the
messages mfδn→zn(zn) and mfrn→zn (zn), the a posteriori pdf











Then the output scalar function gout(ξ̂n, vξn , η̂n, vηn) defined
in original GAMP is updated by ([11, Eqs. (3a) and (3b)])


















In the GAMP algorithm ([11, Eqs. (4a) and (4b)]), the variance












n,i + x̂i. (18)
Then, given the a posteriori information of the additional
variable zn, the message passing from the observation node
rn to the DCT coefficient vector α can be updated as
mfrn→α(α) ∝ exp
{








Given the message mfrn→α(α), the posterior pdf of the DCT











where ̂z = [|ẑ1|2 + vz1 , . . . , |ẑNq |2 + vzNq ]T , while its
covariance matrix and mean vector are
Vα = 2σ




Finally, the extrinsic log-likelihood ratios (LLRs) of the sub-
carrier selection bits and the PSK/QAM mapping bits can be
calculated based on the Turbo principle [13], [14].
We summarize the proposed DCT model based joint PHN
estimation and decoding algorithm for OFDM-IM symbols in
Algorithm 1.
A. Complexity Analysis
In Table 1, we compare the complexity of the proposed
algorithm with the existing approaches. Considering that all
algorithms employ the standard Bahl, Cocke, Jelinek, and
Raviv (BCJR) decoding, we only focus on the complexity
of the iteration between the demodulator and the PHN es-
timator. For the proposed method, the demodulator requires
O(GNgM) operations for the calculations of (9) and (10),
and two Nq-point FFTs for calculating {ξ̂n}Nqn=1 and {ϑ̂i}Nqi=1
which are in the order of O(2Nq logNq) [17]. For the optimal
receiver, a complexity order of O(2GMg ) is required for the
soft demodulation. Furthermore, the existing PHN estimation
methods in [6] and [7] are combined with the proposed
soft demodulation algorithm. The VI approach in [6] has to
calculate an inversion of a nontrivial matrix which requires a
complex order of O(N3q ). The complexity of the EKF method
in [7] is in the order of O(Nq) by using the linearized system
model. For the proposed DCT model based PHN estimation
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TABLE I
COMPARISONS OF COMPUTATIONAL COMPLEXITY (FOR EXAMPLE: Nq = 256, LPN = 2, G = 64, M = 4, AND Mg = 4.)
Algorithm Complexity of the demodulator Value Complexity of the PHN estimator Value
Proposed O(GNgM + 2Nq logNq) O(5120) O(2NqLPN ) O(1024)
Optimal Detector O(2GMg ) O(1.2× 1077) − −
EKF [7] − − O(Nq) O(256)
VI [6] − − O(N3q ) O(1.7× 107)
Algorithm 1 Joint PHN estimation and decoding algorithm for
OFDM-IM symbols in frequency-selective fading channels.
1: Initialization: t = 0 (iteration index)









3: For t = 1, . . . , Tmax, (Tmax is the maximum number of
iterations)
4: − PHN estimation step: For n = 1, . . . , Nq , compute
{vtξn , ξ̂tn} and {ẑtn, vtzn} from (12) and (16), respectively.
5: Compute {Vtα, α̂t} from (19).
6: − Decoupling step: For n = 1, . . . , Nq , compute
{η̂tn, vtηn}, {ẑtn, vtzn}, {ζ̂tn, vtζn}, {ϑ̂ti, vtϑi} from (14), (16),
(17) and (18), respectively.
7: − Decoding step: For n = 1 . . . , Nq, {ϑ̂ti, vtϑi} →
Decoder.
8: Compute (4) by using the information from the decoder.
9: − Denoising step: For n = 1, . . . , Nq , compute {x̂tn, vtxn}
from (11).
algorithm, O(2NqLPN) operations are needed for calculating
(14) and (19) assuming D(̂z) ≈ ̂zINq , where ̂z is the
average of the elements in ̂z .
IV. SIMULATION RESULTS
In this section, the performance of the proposed joint PHN
estimation and decoding algorithm for OFDM-IM symbols
is evaluated and compared with that of conventional VI [6]
and EKF [7] approaches. In all simulations, we employ a
0.73-rate LDPC code with a codeword length of 6048. The
number of available subcarriers in an OFDM-IM block is
selected to be 256, i.e. Nq = 256. A Rayleigh fading
channel [1], the CIRs of which are generated according to
the distributions N (hl; 0, 0.1), l = 1, . . . , 10, is considered.
The length of the CP is set to be 16. The Wiener model,
i.e., θn = θn−1 + 	n with 	n being a Gaussian random
variable with zero mean and standard deviation σ, is used to
generate the PHN samples [15]. One pilot symbol is inserted
every 64 subcarriers to make the algorithm bootstrap. The
maximum number of iterations between the demodulator and
the decoder is Tmax = 20. According to the design guide given
in [18] that the OFDM-IM scheme explicitly outperforms its
OFDM counterpart when the throughput is relatively low, we
only consider low-order modulations such as binary phase shift
keying (BPSK) and quadrature phase shift keying (QPSK).
Fig. 3 shows the BER performance of the proposed algo-
rithm for the OFDM-IM characterized by {M = 2, Ng =
4,Kg = 1} (denoted by “Proposed”) and for traditional
BPSK modulated OFDM (denoted by “OFDM BPSK”). The
Wiener models with standard deviations σ = 0.5◦ and 3◦





































Fig. 3. The BER performance of the proposed algorithm for OFDM-IM
(2, 4, 1) and classic BPSK-modulated OFDM compared with existing VI [6]
and EKF [7] methods. Wiener PHN models with standard deviations of σ =
0.5◦ and 3◦ are considered.
are both considered. Additionally, the existing VI [6] and
EKF [7] methods proposed for joint PHN estimation and
uncoded OFDM detection are now extended to the OFDM-
IM scheme by combining them with our proposed message
passing based demodulating algorithm. For comparison, the
BER curve without PHN mitigation (denoted by “No PHN
cancel.”) is provided. The BER curve of the OFDM-IM system
with perfectly known PHN (denoted by “known PHN”) is also
plotted as a benchmark. We observe that the performance loss
of the proposed method compared with the case with known
PHN is negligible when σ = 0.5◦, which demonstrates
the effectiveness of the DCT model based PHN mitigation
algorithm. As expected, significant performance loss is seen
if we ignore the PHN impairment. It is also seen that the
proposed method outperforms the VI and EKF approaches
especially for severe PHN. The VI method delivers poor BER
performance because it directly linearizes the system model by
approximating the vector of PHN samples based on the first-
order Taylor expansion. The accuracy of this approximation
degrades with the increase of the PHN intensity. For the EKF,
the system model is locally linearized using the first-order
Taylor expansion given the PHN estimates obtained from the
previous iteration, which introduces significant performance
loss for strong PHN. Moreover, compared to classic OFDM,
the OFDM-IM system employing the proposed method is more
robust to the effect of PHN.
In Fig. 4, we compare the BER performance of the OFDM-
IM characterized by {M = 4, Ng = 4,Kg = 3} (denoted by
“Proposed”) with conventional QPSK modulated OFDM (de-
noted by “OFDM QPSK”) having the same spectral efficiency.
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Fig. 4. The BER performance of the proposed algorithm for OFDM-IM
(4, 4, 3) and classic QPSK-modulated OFDM compared with existing VI [6]
and EKF [7] methods. Wiener PHN models with standard deviations of σ =
0.5◦ and 3◦ are considered.




































Fig. 5. The BER performance of the proposed algorithm for OFDM-IM
(4, 4, 3) and classic QPSK-modulated OFDM compared with existing VI [6]
and EKF [7] methods in terms of BER versus iteration index. Wiener PHN
models with standard deviations of σ = 0.5◦ and 3◦ are considered.
The BER performance of three aforementioned algorithms all
degrades upon increasing the standard deviation of the Wiener
model. Similar trend to that in Fig. 3 is observed that the
proposed algorithm exhibits the best performance among them.
Fig. 5 shows the BER performance as a function of the number
of iterations under the same conditions of Fig. 4. We observe
that the convergence of the VI method is slow compared to
the EKF and the proposed algorithm, which explains its error
floor in Fig. 4 when σ = 3◦.
V. CONCLUSIONS
In this paper, we studied a low-complexity joint PHN
estimation and OFDM-IM detection in LDPC-coded systems.
The PHN process was approximated by the DCT model.
Based on this we explicitly represented the sparse a priori
information and constructed a proper FG according to the
joint a posteriori pdf. The GAMP technique defined over this
FG was modified for the soft demodulation. Then the MF
algorithm was applied at the observation nodes to calculate
the extrinsic information for the frequency-domain OFDM-
IM symbols and update the PHN estimates in a Turbo fashion.
Our simulation results showed that the proposed algorithm: 1)
significantly decreased the complexity of the optimal receiver;
and 2) outperformed the existing VI and EKF approaches with
acceptable complexity. Also, we observed that the OFDM-IM
scheme employing the proposed method is more robust than
its classic OFDM counterpart.
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