Convergence of a crystalline approximation for an area-preserving motion  by Ushijima, Takeo K. & Yazaki, Shigetoshi
Journal of Computational and Applied Mathematics 166 (2004) 427–452
www.elsevier.com/locate/cam
Convergence of a crystalline approximation
for an area-preserving motion
Takeo K. Ushijimaa, Shigetoshi Yazakib;∗
aDepartment of Mathematics, Faculty of Science and Engineering, Tokyo University of Science, 2641 Yamazaki,
Noda-shi, Chiba 278-8510, Japan
bDepartment of Applied Mathematics, Faculty of Engineering, Miyazaki University, 1-1 Gakuen Kibanadai Nishi,
Miyazaki 889-2192, Japan
Received 9 October 2002; received in revised form 26 May 2003
Abstract
We consider an approximation of area-preserving motion in the plane by a generalized crystalline motion.
The area-preserving motion is described by a parabolic partial di7erential equation with a nonlocal term, while
the crystalline motion is governed by a system of ordinary di7erential equations. We show the convergence
between these two motions. The convergence theorem is proved in two steps: :rst, an a priori estimate
is established for a solution to the generalized crystalline motion; second, a discrete W 1;p norms of the
error is estimated for all 16p¡∞ and, passing p to in:nity, a discrete W 1;∞ error estimate is obtained.
We also construct an implicit scheme which enjoys several nice properties such as the area-preserving and
curve-shortening, and compare our scheme with a simple scheme.
c© 2003 Elsevier B.V. All rights reserved.
MSC: 65M06; 65M12; 65L; 65D99; 53A04; 45L05; 34A34; 34A99; 35R10; 41A25; 45K05
Keywords: Area-preserving; Curve-shortening; Crystalline approximation; Crystalline curvature; Crystalline motion;
Discrete version of Wirtinger’s inequality; A priori estimate; Convergence; Semi-discrete problem; Discrete W 1;p norm;
Crystalline algorithm
 The authors were supported in part by Grant-in-Aid for Encouragement of Young Scientists No. 13740061, 14740085,
15740073. This work was initiated while the second author was visiting the National Tsing Hua University, Taiwan during
the summer 1999; this visit was sponsored by the National Center for Theoretical Sciences.
∗ Corresponding author.
E-mail addresses: ushijima takeo@ma.noda.tus.ac.jp (T.K. Ushijima), yazaki@cc.miyazaki-u.ac.jp (S. Yazaki).
0377-0427/$ - see front matter c© 2003 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2003.08.041
428 T.K. Ushijima, S. Yazaki / Journal of Computational and Applied Mathematics 166 (2004) 427–452
1. Introduction and main result
We concern a motion of closed plane curves (t) which are evolved by the evolution law:
v=  − 2	
L
: (1.1)
Here v is the inward normal velocity,  the curvature and L the length. It can be veri:ed that through
the evolution,
A(t) =−1
2
∫
(t)
(x; n) ds
is conserved, where x denotes point on (t), n the inward unit normal vector of (t) and s the
arc-length parameter, respectively. The quantity A(t) is the area enclosed by (t). Hence, we call
this problem area-preserving motion by curvature. We can also see that the length L(t) is mono-
tone decreasing in time t. The purpose of this article is to approximate this problem by a system
of ordinary di7erential equations and show its convergence. We also construct a numerical
scheme based on this approximation, show numerical examples and examine convergence of the
scheme numerically.
If the curvature of initial curve, say 0, is positive everywhere, then it holds that the curvature
of (t) is positive everywhere for all t ¿ 0 and the evolution is described by an initial and periodic
boundary value problem for the following nonlocal partial di7erential equation (see [3]):
t = 2 + 3 − 2	L 
2; L=
∫ 2	
0
−1 d: (1.2)
Here the curvature =(; t) is a 2	-periodic function of the normal angle . This problem possesses
a classical time local solution. Moreover, Gage showed the following result.
Proposition 1.1 (Gage [3]): The solution of (1.2) exists globally in time and the solution  con-
verges to a constant exponentially, namely, (t) converges to a circle as t tends to in9nity, in the
C∞ metric.
If the initial curve 0 has a curvature which changes sign, then the solution may develop singu-
larities. However, to our knowledge such a result has not yet been proved.
Hereafter we only consider the case where
(A1) the curvature of 0 is positive everywhere:
Let us introduce an approximate problem for (1.1) which is derived by the so-called crystalline
approximation. The notions of crystalline approximation, crystalline motion and crystalline curvature
below were originally introduced by Taylor [13] (see also [14]) and independently by Angenent
and Gurtin [1] for studying crystal growth mathematically. As for the recent development in this
direction, we refer to [5,12] and references there in.
Firstly we approximate the curve (t) by so-called admissible piecewise linear closed curve
(t). Here the admissible piecewise linear curve is the piecewise linear curve that satis:es the
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Fig. 1. The admissible n-polygon in the case Mj ≡ M. Here nj = −t(cos j; sin j) is the inward normal vector of the
jth side with j = jM and xj is the position vector of the jth side. The jth side moves toward nj direction with the
speed vj = (x˙j ; nj).
following properties:
1. there exists a :nite set  that consists of angles such that the all normal angles of the curve
belong to the set , which is called the angle set of the curve, and
2. each normal angle of adjacent sides is adjacent number in the set .
Let n be the number of elements in the set . Under the assumption (A1), the admissible piecewise
linear curves are convex n-polygons.
Secondly, we de:ne the so-called crystalline curvature j of the jth side of the admissible curve
as follows:
j =
j
dj
:
Here dj denotes the length of the jth side, Mj the angle between the jth side and the (j − 1)th
side, respectively, and j=tan(Mj=2)+tan(Mj+1=2). Setting Mj ≡ M=2	=n, we can see that the
crystalline curvature is the inverse of the radius of the largest inscribed regular polygon, while usual
curvature is the inverse of the curvature radius. In this sense crystalline curvature is a generalization
of usual curvature (see Appendix B in [17]).
Finally, we approximate the original motion by the so-called crystalline motion. Here the crystalline
motion is a motion of the admissible curve which moves keeping admissibility. Namely, each side
of the admissible curve moves in the normal direction only. Such motion can be described by a
system of ordinary di7erential equations (see [1,10]):
d˙j =−j(v+ v)j (j = 0; 1; : : : ; n− 1):
Here and in what follows, we use the notation u˙ = du=dt. In the above equations, vj denotes the
normal velocity of the jth side of the piecewise linear curve  (see Fig. 1) and we set
(v)j =
1
j
(
vj+1 − vj
sin Mj+1
− vj − vj−1
sin Mj
)
:
We note that vj; j; dj are periodic in the index j with period n since the curve  is closed. We
approximate the evolution law (1.1) by
vj(t) = j(t)−
∑
i i
L(t)
:
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Here L(t) =
∑n−1
j=0 dj(t) is the length of (t). We note that solutions to this approximate evolu-
tion law also satisfy area-preserving and curve-shortening properties. Substituting the approximate
evolution law into the ordinary di7erential equations above, we obtain the following approximate
problem:
˙j = 2j ()j + 
3
j −
∑
i i
L
2j ; L =
n−1∑
i=0
i−1i (j = 0; 1; : : : ; n− 1): (1.3)
Note that
∑
i i =
∑n−1
i=0 i ∼ 2	 holds for large n.
Proposition 1.2 (Yazaki [18]): The solution of (1.3) exists globally in time and the solutions j
converge to a constant, namely (t) converges to so-called the Wul; shape as t tends to in9nity,
in the Hausdor; metric.
Let us make a comment on the relation between our problem and the classical curvature Oow:
V = : (1.4)
The classical curvature Oow (1.4) is the gradient Oow for the length L of the curve, while our
problem (1.1) is the gradient Oow for L under a constraint that the circumscribed area A is constant.
In the case of the classical curvature Oow (1.4), the crystalline approximation works very well.
The convergence results between the solution of the classical curvature Oow (1.4) and the solution of
corresponding crystalline motion are established by several authors (see [2,6–8,11,15]). Moreover, the
ePciency of the numerical scheme based on crystalline approximation, which we call the crystalline
algorithm, is demonstrated in [9,15,16]. One of our motivations is to extend the class of problems
to which the crystalline algorithm is applicable.
We establish a convergence result between (1.2) and (1.3) in Section 4 (Theorem A below).
Hereafter we only consider the case where
(A2) Mj ≡ M= 2	n ;
which is a reasonable assumption from the point of view of convergence (see Appendix B in [17]).
In this case j ≡ = 2 tan(M=2), and Eqs. (1.3) reduce to
˙j = 2j ()j + 
3
j −
n
L
2j ; L = 
∑
i
−1i (j = 0; 1; : : : ; n− 1): (1.5)
Our main result is the following convergence theorem between the solution of the area-preserving
motion (1.2) and the solution of the corresponding crystalline motion (1.5). Put j = jM.
Theorem A. Assume (A1) and (A2). We also assume that
max
06j¡n
|(j; 0)− j(0)|=O(M 2) and
max
06j¡n
∣∣∣∣(j; 0)− j+1(0)− j−1(0)4 sin(M=2)
∣∣∣∣=O(M 2) (1.6)
hold as M→ 0. Then for all T ∈ (0;∞) there exists a constant C such that
sup
0¡¡2	; 0¡t¡T
|(; t)− M(; t)|6C(M 2):
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Here (; t) is solution of (1.2) and M(; t) is the continuous function which is derived by linear in-
terpolation from solution j(t) of (1.5) such as M(; t)=j+1(t)+(1−)j(t) (=j+; ∈ [0; 1]).
We will prove the theorem in Sections 3 and 4. We note that in the case of the classical curvature
Oow, convergence results are obtained by a comparison theorem. However, in our case such a
comparison theorem is not available, because of the presence of the nonlocal term.
Remark 1.3. Usually in a crystalline algorithm, the initial curve 0 is approximated by a circum-
scribed piecewise linear closed curve 0 . By this way of approximation, the assumption on the initial
data (1.6) is achieved (see [15,16]).
In the next section, we will construct a numerical scheme which is based on the approximation
above. We will show this numerical scheme enjoys good properties such as area-preserving and
curve-shortening. We also examine convergence of the scheme numerically and compare the scheme
with a simple scheme to emphasize the advantage of crystalline approximation.
2. Numerical experiments
In this section, we discretize (1.5) in time and propose a full discrete implicit crystalline algorithm.
Also, we show a numerical convergence, give some examples and compare our scheme with a simple
scheme.
2.1. Numerical scheme
A numerical scheme based on crystalline approximation is presented in this subsection. We assume
(Al) and (A2).
In order to maintain the area-preserving property, we discretize Eq. (1.5) at time tm as follows:
(Dt)mj = 
m
j 
m+1
j (ˆ)
m+1=2
j + 
m
j ˆ
m+1=2
j 
m+1
j −
n
Lm+1=2
mj 
m+1
j : (2.1)
Here m=0; 1; 2; : : : is a step, and mj ; ˆ
m+1=2
j and L
m+1=2
 approximate j(tm), j(tm+1=2) and L(tm+1=2),
respectively. We set
(Dt)mj =
m+1j − mj
 m
; mj =

dmj
; ˆm+1=2j =

dm+1=2j
;
dm+1=2j =
dm+1j + d
m
j
2
; Lm+1=2 = 
n−1∑
j=0
1
ˆm+1=2j
=
n−1∑
j=0
dm+1=2j ;
and  m denotes the mth time increment de:ned later. The mth time is tm =
∑
06i¡m  i. Note that
ˆm+1=2j 	= (mj + m+1j )=2. Eqs. (2.1) can be changed as follows:
(Dtd)mj =−(ˆ + ˆ)m+1=2j +
n2
Lm+1=2
(j = 0; 1; : : : ; n− 1): (2.2)
432 T.K. Ushijima, S. Yazaki / Journal of Computational and Applied Mathematics 166 (2004) 427–452
By this way of discretization, the area-preserving property holds in the following sense:
(DtA)m =−
n−1∑
j=0
dm+1=2j v
m+1=2
j =−
n−1∑
j=0
dm+1=2j
(
ˆm+1=2j −
n
Lm+1=2
)
= 0:
Here Am denotes the area enclosed by the solution polygon, say 
m
 , and approximates A(tm) which
is the area enclosed by (tm). Also, at the time tm; v
m+1=2
j = ˆ
m+1=2
j − n=Lm+1=2 approximates vj(tm).
Moreover, we can also verify the curve-shortening property, namely,
(DtL)m =
n−1∑
j=0
(Dtd)mj =−
n−1∑
j=0
ˆm+1=2j +
n22
Lm+1=2
=
2
Lm+1=2

n2 − n−1∑
j=0
1
dm+1=2j
n−1∑
j=0
dm+1=2j

6 0:
Here we have used summation by parts and the Schwarz inequality. Thus we have the following
proposition.
Proposition 2.1. The solution of Eqs. (2.2) satis9es area-preserving and curve-shortening proper-
ties.
Since the discretized problem (2.2) is fully implicit, to ensure the unique solvability, we use the
following adaptive time step control:
 m =
!M2
4 + M2
(
min06j¡n dmj

)2
: (2.3)
Here we set
M2 = 2(1− cosM) = M 2 + O(M 4); != (1− ")min{"; 1− "}1 + " ;
and " is an appropriate constant in (0,1). Under this time step control we can prove the following
unique solvability result.
Proposition 2.2. The full discretized problem (2.2) possesses a unique solution {dmj }06j¡n and
there holds
(1− ") min
06j¡n
dmj 6d
m+1
j 6 (1 + ") max06j¡n
dmj :
Proof. Hereafter we use the notations (·)max, (·)min and
∑
j (·)j for max06j¡n (·)j, min06j¡n (·)j and∑
06j¡n (·)j, respectively. To show the solvability, we use the next iteration: for k = 0; 1; 2; : : :
zk+1j = z
0
j − 2
(
( + 1)
(
2
zkj + z
0
j
)
− 2n∑
i z
k
i +
∑
i z
0
i
)
 m
with the initial data z0j = d
m
j .
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By using the variable time step (2.3), one can obtain the boundedness:
(1− ") z0min ¡zkj ¡ (1 + ") z0max
and the contraction map:
‖zk+1 − zk‖∞6 l‖zk − zk−1‖∞; l= 12(1 + ") ¡ 1:
Here ‖(·)‖∞ denotes the maximum norm max06j¡ n|(·)j|. Hence there exists the limit limk→∞ zkj =
dm+1j and also the boundedness above leads the second assertion.
From this proof, we can see that the assertion of this proposition holds as long as "∈ (0; 1) even
if " depends on step m such as "= "m.
We can also prove a global existence result. It is a consequence of area-preserving and curve-
shortening properties. This result can be proved in almost the same manner as in the proof of Lemma
3.1 of [18].
Proposition 2.3. Assume (A1) and (A2). Let us 9x the number of sides n. The solution of the full
discretized problem (2.2) exists globally in the following sense:
∞∑
m=0
 m =∞:
Remark 2.4. Generally speaking, we can expect that the discretization which maintains conservation
laws such as area-preservation leads to numerical stability. So the numerical solution mj might be
bounded uniformly in n and m.
For :xed n, the convergence between the solution of (1.5) and (2.2) can be easily veri:ed.
However, this convergence depends on n and we could not obtain satisfactory convergence result
between the solution of (1.2) and (2.2), yet.
2.2. Numerical examples
Now let us show several numerical examples which are obtained by the scheme explained in the
previous section.
Firstly, we show numerical simulations in Fig. 2. In both upper and lower :gures, far left :g-
ures are the initial polygons 0 in case n = 7 (upper) and 160 (lower), respectively, which are
circumscribed polygons of an ellipse with the major axis 6.0 and the minor axis 0.5.
Secondly, we examine the area-preserving and the curve-shortening properties of our scheme.
In Table 1, we show the time evolutions of the area and the length of the numerical solution in
case n = 1280 which starts from the same initial ellipse data as in Fig. 2. From the table we can
see that the area-preserving property holds very precisely, and the isoperimetric ratio for polygon
(see [18]) Im = (L
m
)
2=2nAm approaches 1. This means that a solution polygon approaches to a
regular n-polygon.
Thirdly, we examine the convergence of our scheme numerically. In Fig. 3, we show the conver-
gence of a numerical solutions whose initial data is the same ellipse as in Fig. 2. In both :gures, the
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Fig. 2. Time evolution of a solution polygon. Case n= 7 at time tm = 0; 1; 2; 3; 4; 5; 6; 25:2 (upper, from left to right) and
case n= 160 at time tm = 0; 0:5; 1; 1:5; 2; 2:5; 3; 9:2 (lower, from left to right).
Table 1
Area-preserving and curve-shortening properties (n= 1280)
Time (tm) Area (Am) Length (L
m
) Isoperimetric ratio (I
m
 )
0.0 9.425805 24.281590 4.977658
1.0 9.425805 14.106479 1.679995
2.0 9.425805 11.518907 1.120194
3.0 9.425806 10.977531 1.017373
4.0 9.425806 10.896318 1.002375
5.0 9.425806 10.885152 1.000322
6.0 9.425806 10.883638 1.000044
7.0 9.425806 10.883433 1.000006
8.0 9.425806 10.883405 1.000001
9.0 9.425806 10.883401 1.000000
abscissa have a logarithmic scale of the number of sides n. The ordinate have a logarithmic scale
of the error between the numerical solutions for n and n=2 with L2 norm ‖(· ; tm)− 2(· ; tm)‖2
(left) and L∞ norm ‖M(· ; tm) − 2M(· ; tm)‖∞ (right), respectively. We plot the graphs at time
tm = 0; 1; 2; 3; 4; 5; 6; 7; 8; 9 with n= 160; 320; 640; 1280. The upper graph is corresponding to smaller
time tm. From the :gure we can see that the rate of convergence is the order M2. Actually, as
shown in Table 2, the slope of each graph is almost −2 by the least square method.
Fourthly, we compare our crystalline algorithm (Fig. 5) with a simple algorithm (Fig. 4). This
simple algorithm is constructed as follows: (1) take approximation points on the initial curve, (2)
compute unit normal vectors and approximate curvature on each points using the nearest three points
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Fig. 3. Convergence of crystalline algorithm: L2 error (left) and L∞ error (right) vs. n, respectively, in logarithmic scale.
Table 2
The slope of each graph in Fig. 3
Time (tm) Gradient (L2 error) Gradient (L∞ error)
0.0 −2:000541 −1:999685
1.0 −2:214466 −1:801971
2.0 −2:259118 −2:205937
3.0 −2:027110 −2:034264
4.0 −1:978912 −1:999457
5.0 −1:963810 −1:981727
6.0 −1:960467 −1:968685
7.0 −1:959502 −1:960958
8.0 −1:959405 −1:958734
9.0 −1:959359 −1:957920
and the Frenet–Serret formula, (3) discretize the Eq. (1.1) directly and move the points in normal
vectors by this discretized equation. We also use an adaptive time step control which is the same
kind one as our crystalline algorithm. We show computations by this simple algorithm in Fig. 4 and
computations by our crystalline algorithm in Fig. 5. In these computations, the initial curve is the
same ellipse (x2 + y2=32 = 1).
In the case of the simple algorithm, the computation highly depends on the choice of the initial
approximation points as one can see the situation in Fig. 4. The number “arrange” indicates the way
of distribution of the initial approximation points: the points are distributed as the angles between
the adjacent points are almost same in the case of arrange=0, while the points are distributed as
the distances between the adjacent points are almost same in the case of arrange=1. In each cases,
concentration of the points are observed and the :nal shapes seem to be far from circle. Even in
the case (d), although the :nal shape seems to be close to a circle, the computation will apparently
cease, since the time step will be very small by the concentration of the points. Moreover, as one
can see in Tables 3 and 4, area-preserving property does not hold.
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Fig. 4. Computation by a simple algorithm: (a) n= 12, arrange = 0, (b) n= 12, arrange = 1, (c) n= 48, arrange = 0, (d)
n= 48, arrange = 1.
Fig. 5. Computation by crystalline algorithm: (a) n= 12, (b) n= 48.
In contrast, in the case of our crystalline algorithm, concentration of the points do not occur
and the :nal shapes well approximate a circle both for large and small n without any arti:cial
tricks like redistribution of the points. See Fig. 5. Moreover, as one can check in Tables 3 and 4,
area-preserving and curve-shortening properties hold very well.
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Table 3
Simple algorithm vs. crystalline algorithm (n= 12)
Time Simple (arrange = 0) Simple (arrange = 1) Crystalline
Area Length Area Length Area Length
0.0 8.2940 13.2358 8.8827 13.1199 10.0920 13.6714
2.0 8.3866 12.1381 9.1356 11.3974 10.0920 11.4987
4.0 8.4184 11.7380 9.1505 11.0031 10.0920 11.3962
6.0 8.3948 11.5290 9.1436 10.9238 10.0920 11.3930
8.0 8.3500 11.4179 9.1377 10.9085 10.0920 11.3929
10.0 8.3014 11.3577 9.1345 10.9055 10.0920 11.3929
12.0 8.2563 11.3246 9.1329 10.9049 10.0920 11.3929
14.0 8.2176 11.3062 9.1322 10.9048 10.0920 11.3929
16.0 8.1856 11.2958 9.1319 10.9048 10.0920 11.3929
18.0 8.1599 11.2899 9.1317 10.9048 10.0920 11.3929
20.0 8.1395 11.2865 9.1317 10.9048 10.0920 11.3929
Table 4
Simple algorithm vs. crystalline algorithm (n= 48)
Time Simple (arrange = 0) Simple (arrange = 1) Crystalline
Area Length Area Length Area Length
0.0 9.3279 13.3555 9.3848 13.3374 9.4740 13.3840
2.0 9.3292 11.3713 9.4023 11.2853 9.4740 10.9779
4.0 9.3184 11.0315 9.4031 10.9410 9.4740 10.9201
6.0 9.3073 10.9720 9.4027 10.8901 9.4740 10.9190
8.0 9.3009 10.9613 9.4024 10.8830 9.4740 10.9190
10.0 9.2977 10.9594 9.4023 10.8820 9.4740 10.9190
12.0 9.2963 10.9590 9.4022 10.8818 9.4740 10.9190
14.0 9.2956 10.9589 9.4022 10.8818 9.4740 10.9190
16.0 9.2954 10.9589 9.4022 10.8818 9.4740 10.9190
18.0 9.2952 10.9589 9.4022 10.8818 9.4740 10.9190
20.0 Stop Stop 9.4022 10.8818 9.4740 10.9190
3. A priori estimate
Theorem A could be obtained from an a priori estimate (Theorem B) and a rather general conver-
gence theorem (Theorem C) below. Firstly, we prove the a priori estimate in this section. Secondly,
we show the convergence theorem in the next section.
Now we show the a priori estimate for the solution of our problem (1.5). This is a discrete version
of Proposition 3.6 in Gage [3].
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Theorem B. Assume that j(t) is a solution of (1.5). Let M be sup0¡t¡T max06j¡n j(t), then
there exist positive constants c1; c2 and c3, which depend only on the initial polygon 0 such that
c1 logM6 c2 + c3T:
Remark 3.1. Using the local existence theorem for the system of ordinary di7erential equations (1.5)
and the theorem above, we can see that the solution of (1.5) exists globally in time and remains
bounded. Moreover, this bound does not depend on n (or M), since the constants c1; c2 and c3 in
the theorem depend only on the initial polygon 0 .
As in the proof of Lemma 3.1 in [3], we can show the next lower bound of j by using the
maximum principle and the isoperimetric inequality for polygons (see [18] for the proof):
I(t) =
L(t)
2
∑
j jA(t)
≡ L(t)
2nA
¿ 1: (3.1)
Lemma 3.2. For any  satisfying ¿n=8A, min(t)¿ min(0)e−t holds uniformly in M.
Proof. Let uj(t) = j(t)et for a constant . Then uj satis:es the evolution equation
u˙ j = 2j (u)j + f(j)uj; (3.2)
where f is a quadratic polynomial: f(x)= x2−nx=L+ whose discriminant Df is (n=L)2−4.
The isoperimetric inequality (3.1) provides Df6 n=2A−4. Hence for suPciently large ; Df ¡ 0
holds and we obtain f¿ 0.
Let u, be umin(0)=(1 + ,) for any :xed ,¿ 0. Fix any T ¿ 0. Suppose that min06t6T; 06j¡n uj(t)
attains u, at j = j0 and t = t0 (t0¿ 0 is clear). At this point, however, u˙ j0(t0)6 0, (u(t0))j0¿ 0
and f(j0(t0))uj0(t0)¿ 0. This is a contradiction to (3.2) and proves that umin(t) is a non-decreasing
function. Therefore
min(t) = umin(t) e−t¿ umin(0) e−t = min(0)e−t ¿ 0
holds.
We introduce now the median crystalline curvature which is similar to the median curvature in
Gage and Hamilton [4] and the median discrete weighted curvature in Gira˜o [7].
∗(t) = max
06j¡n
min
j+16i6j+[n=2]
i(t): (3.3)
In order to obtain the estimate of maximum crystalline curvature, we :rst prove the next geometric
estimate.
Lemma 3.3. ∗(t)6 2L(0)=A holds for t¿ 0.
Proof. We assume that j0 is a value of j which attains the maximum in (3.3). Let [n=2] be n=2 for
n even and (n− 1)=2 for n odd. A polygon lies between parallel lines whose distance is less than
j0+[n=2]∑
j=j0+1
(djtj; nj0) =
j0+[n=2]∑
j=j0+1
sin(j − j0)dj = 
[n=2]∑
j=1
sin j
j0+j
6

∗
[n=2]∑
j=1
sin j6
4
∗
;
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since
∑[n=2]
j=1 sin j6 4=. Here tj and nj are the unit tangent and the normal vector of the jth side
of the solution polygon , respectively. The diameter is bounded by L=2 and the area is bounded
by the width times the diameter: A6 2L(t)=∗(t). Hence ∗(t)6 2L(0)=A holds.
We will estimate the following entropy:
E(t) = 
∑
06j¡n
log j(t):
Let us introduce the forward di7erence operator D:
(D)j =
j+1 − j
2 sin (M=2)
:
Then we have the summation by parts:∑
06j¡n
j()j =−
∑
06j¡n
(D)2j :
The following lemma is a key for estimate of E(t). One can :nd the original idea in [4] for
smooth closed curves and [7] for polygons.
Lemma 3.4. Let u0; u1; : : : ; un−1 be n positive numbers with un = u0; u−1 = un−1. Then∑
06j¡n
(u2 − (Du)2)j6 nu2∗ + 2u∗
∑
06j¡n
uj;
where u∗ is the median of u de9ned in (3.3).
To prove this lemma, we use the following discrete version of Wirtinger’s inequality, together
with a slight modi:cation of the argument in the Fourth paragraph of Section 2 in [7]. For the
reader’s convenience, we do not omit the proof.
Proposition 3.5. Let f0; f1; : : : ; fm be m+1 real numbers with f0 =fm=0. Assume 26m6 n=2.
Then ∑
06j¡m
(f2 − (Df)2)j6 0:
Proof. Put (-f)j =fj+1 − 2fj +fj−1. The kth eigenvalue of (-f)j + "fj = 0 (16 j¡m) with
f0 = fm = 0 is "k = 2(1 − cos(k	=m)) (16 k ¡m). By summation by parts
∑
06j¡m fj(-f)j =
−∑06j¡m (fj+1 − fj)2, we have "16∑06j¡m (fj+1 − fj)2=∑06j¡m f2j .
Then
∑
06j¡m f
2
j − (2 sin(M=2))2
∑
06j¡m (Df)
2
j ="16 0. Note that "1¿ 2(1 − cosM) since
26m6 n=2. Therefore we obtain the assertion.
Proof of Lemma 3.4. The set U ={ j|uj ¿u∗; 06 j¡n} can be divided uniquely into the union of
a maximal subsets of the form Uj = {k ∈U | k ≡ ij + lmod n; l=0; 1; : : : ; mj− 2}. Let Ij = {ij− 1}∪
Uj; I =
⋃
jIj and J = {0; 1; : : : ; n− 1} \ I . Here the elements of the sets U and I are counted modulo
n. Note that Ij has mj elements (mj¿ 2). In consideration of de:nition (3.3), mj6 n=2 holds.
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We have, from the de:nition of J ,∑
j∈J
(u2 − (Du)2)j6
∑
j∈J
u2∗6 nu
2
∗:
By virtue of Proposition 3.5 with m=mj¿ 2, fl= uij+l−1− u∗ for 16 l¡mj and f0 =fmj =0,
it holds that
mj−2∑
l=1
(u2 − (Du)2)ij+l−1 =
mj−2∑
l=1
(fl + u∗)2 −
mj−2∑
l=1
(Df)2l
= 2u∗
mj−2∑
l=1
fl + u2∗(mj − 2) +
mj−2∑
l=1
(f2 − (Df)2)l
= 2u∗
mj−2∑
l=1
uij+l−1 − u2∗(mj − 2) +
∑
06l¡mj
(f2 − (Df)2)l
− (f2 − (Df)2)0 − (f2 − (Df)2)mj−1
6 2u∗
mj−2∑
l=1
uij+l−1 +
(
uij − u∗
2 sin(M=2)
)2
−(uij+mj−2 − u∗)2 +
(
uij+mj−2 − u∗
2 sin(M=2)
)2
:
Therefore, by using uij−16 u∗¡uij and uij−1+mj−2¿u∗¿ uij+mj−1, we have∑
i∈Ij
(u2 − (Du)2)i = (u2 − (Du)2)ij−1 +
mj−2∑
l=1
(u2 − (Du)2)ij+l−1 + (u2 − (Du)2)ij+mj−2
= u2ij−1 −
(
uij − uij−1
2 sin(M=2)
)2
+
mj−2∑
l=1
(u2 − (Du)2)ij+l−1 + u2ij+mj−2
−
(
uij+mj−1 − uij+mj−2
2 sin(M=2)
)2
:
6 u2∗ + u
2
ij+mj−2 − (uij+mj−2 − u∗)2 + 2u∗
mj−2∑
l=1
uij+l−1 +
(
uij − u∗
2 sin(M=2)
)2
−
(
uij − uij−1
2 sin(M=2)
)2
+
(
uij+mj−2 − u∗
2 sin(M=2)
)2
−
(
uij+mj−1 − uij+mj−2
2 sin(M=2)
)2
6 2u∗
mj−1∑
l=1
uij+l−1:
From the estimates above, the assertion is proved.
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Now, let us estimate E(t).
Lemma 3.6. For any 9xed T ¿ 0; E(t) is bounded on [0; T ).
Proof. One obtains E˙(t)=
∑
j (
2−(D)2)j−n2
∑
j j=L, using summation by parts. By Lemma
3.4, we have

∑
j
(2 − (D)2)j6 n2∗ + 2∗
∑
j
j:
Let C∗ = 2L(0)=A, then
E˙(t)6 n2∗ +
(
2∗ − n
2
L
)∑
j
j = n2∗ +
(
2∗ − nL
)(
(n)2
L
− L˙
)
6 nC2∗ − 2C∗L˙ + 2C∗
(n)2√
2nA
:
Here we have used the equation 
∑
j j = (n)
2=L − L˙; L˙6 0 and the isoperimetric inequality
(3.1). Therefore
E(t)6E(0) + nC2∗t + 2C∗L(0) + 4C∗
√
(n=2)3
A
t6C0 + C1T (3.4)
holds, where C0 and C1 depend only on 0 and M.
Lemma 3.7. For a constant C2 = C2(0 ;M), we have

∑
06j¡n
(D)2j6 
∑
06j¡n
2j + 2n
2
∫ t
0
d
d 
(
1
L( )
) ∑
06j¡n
j( ) d + C2:
Proof. We have

d
dt
∑
j
(
2 − (D)2 − nL
)
j
= 
d
dt
∑
j
j
(
 +  − nL
)
j
= 2
∑
j
(
˙

)2
j
+
n2
L
∑
j
˙j +
n2
L2
L˙
∑
j
j
¿ n2
d
dt
(
1
L
∑
j
j
)
− 2n2 d
dt
(
1
L
)∑
j
j:
Then

d
dt
∑
j
(D)2j6 
d
dt
∑
j
2j − 2n2
d
dt
(
1
L
∑
j
j
)
+ 2n2
d
dt
(
1
L
)∑
j
j:
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Hence

∑
j
(D)2j6 
∑
j
2j + 2n
2
∫ t
0
d
d 
(
1
L( )
)∑
j
j( ) d + c2;
c2 = 
∑
j
((D(0))2 − (0)2)j + 2n2 1L(0)
∑
j
j(0)6C2
holds, where C2 depends only on 0 and M.
Corollary 3.8. If max(t)6M on [0; T ), then for a constant C3 = C3(0 ;M)

∑
06j¡n
(D)2j6 (MC3)
2:
Proof. By using the isoperimetric inequality (3.1), we have
2n2
∫ t
0
d
d 
(
1
L( )
)∑
j
j( ) d 6 2(n)2M
(
1
L(t)
− 1
L(0)
)
6
4(n=2)3=2√
A
M:
Then

∑
j
(D)2j6 nM
2 +
4(n=2)3=2√
A
M + C2 =M 2
(
n+
4(n=2)3=2√
AM
+
C2
M 2
)
6 (MC3)2:
Here we have used n=
∑
j jdj; L˙(t)6 0 and so the fact that M¿ n=L(0).
Proof of Theorem B. Let t1 be a value where max(t1)=3M=4 and j1 a value of j which attains the
maximum of j(t1), i.e. j1(t1)=3M=4. By using the Schwarz inequality, sin M6M and Corollary
3.8, we have
j1(t1)− j(t1)
2 sin(M=2)
=
∑
j6i¡j1
(D)i6
√ ∑
j6i¡j1
−1
√ ∑
j6i¡j1
(D)2i 6MC3
√
j1 − j
2 sin(M=2)
:
Therefore
j(t1)¿ j1(t1)−MC3
√
j1 − j =
(
3
4
− C3
√
j1 − j
)
M
holds.
If C3
√
j1 − j6 1=4 for m values of j (there is at least one value of j; j= j1, then m¿ 1), we
can estimate E(t1) as follows.
E(t1) = 
∑
j∈J1
log j(t1) + 
∑
j∈J2
log j(t1)¿m log
(
M
2
)
+ (n− m) log(min(0)e−t1):
Here J1={ j | |j1−j|6 (4C3)−2} and J2={ j | |j1−j|¿ (4C3)−2}. For any 0¿ 0 and j1, if there
are m values of j such that |j1 − j|6 0, then inf n¿4m¿ 0 and supn¿4m¡∞ hold. Moreover,
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we have the following estimates:
inf
n¿4
n= 2	; sup
n¿4
n= 8; inf
n¿4
A = A (the enclosed area by 0);
sup
n¿4
max(0) = C¡∞ and sup
n¿4
max
06j¡n
|(D(0))j|¡∞ (by (1:6));
inf
n¿4
min(0) = C ′ ¿ 0 (see [15;Remark3:5]);
inf
n¿4
L(0)¿
2	
C
and sup
n¿4
L(0)6
8
C ′
:
Hence by these estimates, Lemma 3.2 and (3.4), there exist constants c1; c2 and c3, and the assertion
is proved.
4. Convergence theorem
In this section we establish a convergence theorem between a nonlocal partial di7erential equation
(4.1) and a system of ordinary di7erential equations (4.2) below. Our goal is to obtain the following
theorem.
Theorem C (Convergence theorem): Assume (H1)–(H5). Let u be a solution of the continuous
problem (4.1) and let vh be the continuous piecewise linear interpolant of the solution vj to the
semi-discrete problem (4.2). Then there exists a positive constant CR such that
‖u(·; t)− vh(·; t)‖p6CRh2 and ‖ux(·; t)− (D’vh)(·; t)‖p6CRh2;
hold for all p (16p¡∞) and 06 t ¡T∗, and moreover,
‖u(·; t)− vh(·; t)‖C(0;R)6CRh2 and ‖ux(·; t)− (D’vh)(·; t)‖C(0;R)6CRh2;
hold for 06 t ¡T∗. Here we set T∗ =min{T; Th} and the discrete Lp norm ‖(·)‖p will be de9ned
in (4.3).
Let us make clear problems (4.1) and (4.2) and hypotheses (H1)–(H5).
Continuous problem. We call the following one dimensional periodic boundary value problem for
a nonlocal partial di7erential equation the continuous problem.
ut(x; t) = auxx(x; t) + f; 0¡x¡R; 0¡t¡T;
u(x; 0) = u0(x); 0¡x¡R;
u(0; t) = u(R; t); ux(0; t) = ux(R; t); 0¡t¡T: (4.1)
Here, we set
a= a(x; t; u(x; t)); f = f(x; t; u(x; t); G[u]); G[u] = G[u](t) =
∫ R
0
g(u(6; t)) d6:
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We make the following assumptions on this problem.
(H1) a= a(x; t; z); f(x; t; z; w); g= g(z) are smooth, bounded and
inf
0¡x¡R; 0¡t¡T;−∞¡z¡∞a(x; t; z)¿ 0:
(H2) There exists a unique time local classical solution u(x; t) for the continuous problem (4.1).
T denotes the maximal existence time of the solution u(x; t).
Semi-discrete problem. We call the following initial value problem for a system of ordinary dif-
ferential equations that is obtained via spatial discretization of the continuous problem (4.1) the
semi-discrete problem.
v˙j(t) = aj(’v)j(t) + fj; 06 j¡n; 0¡t¡Th;
vj(0) = v0j ; 06 j¡n;
v−1(t) = vn−1(t); vn(t) = v0(t); 06 t ¡Th: (4.2)
Here, we set
xj = jh; h= R=n; aj = a(xj; t; vj(t));
fj = f(xj; t; vj(t); Gh[v]); Gh[v] = Gh[v](t) =
∑
06k¡n
g(vk(t))h:
The di7erence operator ’ for {8j}, which is periodic in the index j with period n, is de:ned as
follows:
(’8)j = (D2’8)j =
8j+1 − 28j + 8j−1
’2
; (D’8)j =
8j+1=2 − 8j−1=2
’
; ’= ’(h):
We will also use the following di7erence operators.
(h8)j = (D2h8)j; (Dh8)j =
8j+1=2 − 8j−1=2
h
; (Mh8)j =
8j+1=2 − 8j−1=2
2
:
Note that (D’Mh8)j = (MhD’8)j = (D’8)j and (M 2h 8)j = (Mh8)j.
We make the following assumptions on the semi-discrete problem (4.2).
(H3) There exists a unique time local solution {vj(t)} for the semi-discrete problem (4.2). Th de-
notes the maximal existence time of the solution {vj(t)}. There exists a constant C such that
sup06j¡n; 0¡t¡Th |vj(t)|6C and C does not depend on h.
(H4) Assumption on the initial condition: There exists a positive constant C0 such that
max
06j¡n
|u0(xj)− v0j |6C0h2; max06j¡n
∣∣∣∣∣u
0(xj+1)− u0(xj−1)
2’
− v
0
j+1 − v0j−1
2’
∣∣∣∣∣6C0h2:
(H5) Assumption on discretization parameter ’=’(h)¿ 0: There exists a positive constant C’ such
that |’(h)− h|6C’h3. We also assume h6 1.
The solution of the ordinary di7erential equations (4.2) is a vector valued function {vj}. From this
function we can obtain a continuous function vh(x; t), which is de:ned on [0; R]× (0; Th), by linear
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interpolation in the spatial direction. We also call this function vh the solution of the semi-discrete
problem (4.2).
4.1. Proof of Theorem A
Let us prove Theorem A, namely, the convergence between the two problems (1.2) and (1.5). If
we set
a(x; t; z) = z2; f(x; t; z; w) = z3 − R
w
z2; g(z) =
1
z
; R= 2	; ’(h) = 2 sin
h
2
;
in Theorem C, we can see that hypotheses (H1) and (H5) are satis:ed. And the hypothesis on the
initial data (H4) is clear (see Remark 1.3). As we noted in Section 1, the former problem possesses
a global solution and it remains bounded. The later problem also possess a global solution and it
remains bounded uniformly in n (see Remark 3.1). Hence hypotheses (H2) and (H3) are satis:ed.
Therefore we obtain Theorem A.
4.2. Proof of Theorem C
As we noted in Section 1, the presence of the nonlocal term prevents the use of the comparison
theorem. In stead of this powerful tool, we estimate discrete W 1;p norms of the error ej(t)=u(xj; t)−
vj(t) for all p¿ 1. Let us explain the outline of the proof. Firstly, for p¿ 2 we obtain the di7erential
inequalities for discrete Lp norms of ej and (D’e)j ((4.8) and (4.9)). Secondly, we derive time global
boundedness of (D’e)j and the convergence in discrete H 1 norm, using (4.8), (4.9), and time global
boundedness of ej. Thirdly, we obtain the estimate for all W 1;p norms. Passing p to in:nity, we
obtain the discrete W 1;∞ estimate (4.12). Finally, by linear interpolation in spatial direction, we
obtain the result.
4.2.1. Notations and formulae
Before proceeding, let us introduce some notation.
For vector valued function 8(t)= {8j(t)}∈Rn; ‖8‖∞(t) and ‖8‖p(t) denote the discrete L∞ norm
max06j¡n|8j(t)| and the discrete Lp norm
 ∑
06j¡n
|8j(t)|ph


1=p
(16p¡∞); (4.3)
respectively. For a continuous function 8(x; t); ‖8(·; t)‖C(0;R) denotes sup0¡x¡R |8(x; t)|.
For the solution u(x; t) of (4.1) we set uj(t)=u(xj; t) and let vj(t) be the solution of (4.2). From a
vector valued function 8j(t)= uj(t) (or vj(t)), we obtain a continuous function 8h(x; t) on 06 x6R
by interpolation as follows:
8h(x; t) =
x − xj
h
8j+1(t) +
xj+1 − x
h
8j(t); xj6 x¡xj+1; 06 j¡n:
We also interpolate the subscripts of 8j(t) = uj(t) (or vj(t)) as follows:
8j+s(t) = s8j+1(t) + (1− s)8j(t); 06 s6 1; 06 j¡n:
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Then we have
uh(xj+s; t) =
{
uj+s(t) 	= u(xj+s; t); 0¡s¡ 1;
uj+s(t) = u(xj+s; t); s= 0; 1;
06 j¡n;
vh(xj+s; t) = vj+s(t); 06 s6 1; 06 j¡n:
Here, we set
xj+s = xj + sh= (j + s)h; −16 s6 1; 06 j¡n:
We interpolate the :rst order di7erence of 8h = uh (or vh) as follows:
(D’8h)(x; t) =
x − xj
h
(D’8)j+1(t) +
xj+1 − x
h
(D’8)j(t); xj6 x¡xj+1; 06 j¡n:
We will use the following formulae many times
(D’68)j = (D’6)j(Mh8)j + (Mh6)j(D’8)j = (D’86)j;∑
j
6j(D’8)j =−
∑
j
(D’6)j8j;
∑
j
6j(’8)j =−
∑
j
(D’6)j(D’8)j;
∑
j
(Mh6)j;j(D’8)j =
∑
j
6j;j(D’8)j:
Proof. We set ej(t) = u(xj; t)− vj(t) = uj(t)− vj(t). We note that hypotheses (H2)–(H4) lead to
sup
0¡t¡T∗
‖e‖∞(t)¡∞; (4.4)
and
‖e‖∞(0)6C0h2; ‖D’e‖∞(0)6C0h2: (4.5)
(1) Di;erential equation for ej
Upon di7erentiating ej with respect to t, after a long calculation, we obtain
e˙ j(t) = aj(’e)j + C1; jej +
∑
k
C3; k; jekh+ (ajC2; j + C4; j)h2: (4.6)
Here Ci (i = 1; 2; : : : ; 4) are given by
C1; j =
∫ 1
0
F(xj; t; zs; j) ds; F(x; t; z) = az(x; t; z)uxx(x; t) + fz(x; t; z; G[u]);
C2; j = C ′2; j
h2
’2
+
’2 − h2
h2’2
uxx(xj; t); C ′2; j =
∫ 1
0
(s− 1)3
6
(uxxxx(xj+s; t) + uxxxx(xj−s; t)) ds;
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C3; k; j = C3; jC ′3; k ; C3; j =
∫ 1
0
fw(xj; t; vj; Gs;h) ds; C ′3; k =
∫ 1
0
gz(zs;k) ds;
C4; j =
∫ 1
0
fw(xj; t; vj; Gs;h) ds C ′4; C
′
4 =
h
8
∑
k
∫ 1
−1
∫ 1
0
=2(1− s)@
2g
@x2
(u(xk+=s=2; t)) ds d=:
Here we set zs; j = suj + (1− s)vj. Those are all bounded:
sup
16i64; 06j¡n; 0¡t¡T∗
|Ci;j(t)|¡∞; sup
06k¡n; 0¡t¡T∗
|C ′3; k(t)|¡∞:
The di7erences of aj; C1; j ; C2; j ; C3; j ; C4; j are in the following forms:
(D’a)j = K1; j + K2; j(D’e)j; (D’C1)j = K3; j + K4; j(D’e)j;
(D’aC2)j = K5; j + K6; j(D’e)j; (D’C3)j = K7; j + K8; j(D’e)j;
(D’C4)j = K9; j + K10; j(D’e)j: (4.7)
Here all constants Ki are bounded, namely,
sup
0¡t¡T∗
‖Ki‖∞(t)¡∞; i = 1; 2; : : : ; 10:
(2) Di;erential inequalities for ‖e‖p and ‖D’e‖p (p¿ 2)
Di7erentiating ‖e‖p with respect to t and using (4.6), (4.7), the formulae above and p¿ 2,
after long calculation we can obtain
1
p
d
dt
‖e‖pp6CI
(
‖e‖p−1p ‖D’e‖p +
∑
j
|ej|p−1(D’e)2j h+ ‖e‖pp + ‖e‖p−1p−1(‖e‖1 + h2)
)
:
(4.8)
Here we set CI = sup0¡t¡T∗{‖K1‖∞; ‖K2‖∞; ‖C1‖∞; ‖C3‖∞; ‖aC2‖∞ + ‖C4‖}.
In the same manner as above, we obtain
1
p
d
dt
‖D’e‖pp6CII
(∑
j
|ej‖(D’e)j|p−1h
+
∑
j
|ej‖(D’e)j|ph+ ‖D’e‖p−1p−1h2 + ‖D’e‖pp(1 + h2)
)
: (4.9)
Here the constant CII depends on sup0¡t¡T∗ ; 36i610{‖C1‖∞; ‖Ki‖∞}.
(3) Boundedness of ‖D’e‖∞
Using the HVolder inequality, from inequality (4.9) we have
1
p
d
dt
‖D’e‖pp6CII(‖e‖p‖D’e‖p−1p + ‖e‖∞‖D’e‖pp + ‖D’e‖pp(1 + h2) + cR‖D’e‖p−1p h2):
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Here we set cR =max{1; R}. Hence, using (4.4) we have
d
dt
‖D’e‖p6CII(‖e‖p + ‖e‖∞‖D’e‖p + ‖D’e‖p(1 + h2) + cRh2)
6CII(cR‖e‖∞ + (‖e‖∞ + 1 + h2)‖D’e‖p + cRh2)6CIII(‖D’e‖p + 1):
Here we set CIII =CII sup0¡t¡T∗{‖e‖∞+2; cR(1+ ‖e‖∞)}. From the inequality above, we have
‖D’e‖p(t)6 (‖D’e‖p(0) + 1)eCIIIt :
Using the HVolder inequality and (4.5), there holds
‖D’e‖p(t)6CIVeCIIIT∗ ; 06 t ¡T∗ (CIV = cRC0 + 1);
uniformly in p. Therefore, as p→∞, we obtain
‖D’e‖∞(t)6CIVeCIIIT∗ (4.10)
uniformly in 06 t ¡T∗ and h6 1.
(4) Convergence of ‖e‖2 and ‖D’e‖2
Setting p= 2 in (4.8) and (4.9) and using the Schwarz inequality and (4.4), we have
d
dt
‖e‖226 2CI
(
‖e‖2‖D’e‖2 +
∑
j
|ej|(D’e)2j h+ ‖e‖22 + ‖e‖21 + ‖e‖1h2
)
6 2CI
(
‖e‖22 + ‖D’e‖22
2
+ ‖e‖∞
∑
j
(D’e)2j h+ ‖e‖22 + R‖e‖22 +
‖e‖21 + h4
2
)
6C ′I (‖e‖22 + ‖D’e‖22 + h4);
and
d
dt
‖D’e‖226 2CII
(∑
j
|ej‖(D’e)j|h+ ‖e‖∞
×
∑
j
(D’e)2j h+ ‖D’e‖1h2 + ‖D’e‖22(1 + h2)
)
6 2CII
(‖e‖22 + ‖D’e‖22
2
+ ‖e‖∞‖D’e‖22 +
R‖D’e‖22 + h4
2
+ ‖D’e‖22(1 + h2)
)
6C ′II(‖e‖22 + ‖D’e‖22 + h4):
Here, we set C ′I =CI sup0¡t¡T∗{3(1+R); 1+2‖e‖∞}; C ′II =CII sup0¡t¡T∗{5+R+2‖e‖∞}. Hence
setting J2(t) = ‖e‖22(t) + ‖D’e‖22(t), we have
d
dt
J2(t)6CV(J2(t) + h4) (CV = C ′I + C
′
II):
Therefore we obtain J2(t)6 (J2(0) + h4)eCVT∗ ; 06 t ¡T∗, namely,
‖e‖22(t) + ‖D’e‖22(t)6 (‖e‖22(0) + ‖D’e‖22(0) + h4)eCVT∗ ; 06¡T∗:
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Taking (4.5) into account, we can derive
‖e‖2(t)6CVIh2; ‖D’e‖2(t)6CVIh2: (4.11)
Here we set CVI =
√
2(cRC0)2 + 1eCVT∗=2. By the Schwarz inequality, we can also obtain
‖e‖1(t)6
√
RCVIh2; ‖D’e‖1(t)6
√
RCVIh2:
(5) Convergence of ‖e‖∞ and ‖D’e‖∞
Using (4.4), (4.10), (4.11) and the HVolder inequality, we have
1
p
d
dt
‖e‖pp6CI
(
‖e‖p−1p ‖D’e‖p +
∑
j
|ej|p−1(D’e)2j h+ ‖e‖pp + ‖e‖p−1p−1(‖e‖1 + h2)
)
6CI
(
‖e‖p−1p ‖D’e‖p + ‖D’e‖∞
×
∑
j
|ej|p−1|(D’e)j|h+ ‖e‖pp + cR‖e‖p−1p (‖e‖1 + h2)
)
6CI
(‖e‖p−1p ‖D’e‖p
+‖D’e‖∞‖e‖p−1p ‖D’e‖p + ‖e‖pp + cR‖e‖p−1p (
√
R‖e‖2 + h2)
)
6CVII
(‖e‖p−1p ‖D’e‖p + ‖e‖pp + ‖e‖p−1p h2):
Here, we set CVII = CI sup0¡t¡T∗{1 + ‖D’e‖∞; cR(CVI
√
R+ 1)}. Hence, we obtain
d
dt
‖e‖p6CVII(‖e‖p + ‖D’e‖p + h2):
We can also estimate as follows:
1
p
d
dt
‖D’e‖pp6CII
(∑
j
|ej‖(D’e)j|p−1h
+
∑
j
|ej‖(D’e)j|ph+ ‖D’e‖p−1P−1h2 + ‖D’e‖pp(1 + h2)
)
6CII(‖e‖p‖D’e‖p−1p + ‖e‖∞‖D’e‖pp + cR‖D’e‖p−1p h2 + ‖D’e‖pp(1 + h2)):
Hence we obtain
d
dt
‖D’e‖p6CVIII(‖e‖p + ‖D’e‖p + h2);
here we set CVIII=CII sup0¡t¡T∗{2+‖e‖∞; cR}. Now we can see that I(t)=‖e‖p(t)+‖D’e‖p(t)
satis:es
d
dt
I(t)6CIX(I(t) + h2) (CIX = max{CVII; CVIII}):
Therefore I(t)6 (I(0) + h2)eCIXT∗ ; 06 t ¡T∗.
450 T.K. Ushijima, S. Yazaki / Journal of Computational and Applied Mathematics 166 (2004) 427–452
From this inequality and (4.5), we see that
‖e‖p(t)6CXh2; ‖D’e‖p(t)6CXh2; 06 t ¡T∗;
hold uniformly in p. Here we set CX = (2cRC0 + 1)eCIXT∗ . Tending p to in:nity, we obtain
‖e‖∞(t)6CXh2; ‖D’e‖∞(t)6CXh2; 06 t ¡T∗; (4.12)
for all h6 1.
(6) Convergence of ‖eh‖C(0;R)
Finally, we prove the convergence result. For xj6 x¡xj+1, we set " = "(x) = (x − xj)=h.
Then at x = xj + "h we have
|u(x; t)− uh(x; t)|6C ′Rh2; C ′R = sup
0¡t¡T∗
max
06j¡n
sup
xj¡x¡xj+1
|B0; j(x; t)|;
B0; j(x; t) = "
∫ 1
0
(1− s){"uxx(xj+"s; t)− uxx(xj+s; t)} ds;
and
|uh(x; t)− vh(x; t)|6 "|u(xj+1; t)− vj+1(t)|+ (1− ")|u(xj; t)− vj(t)|
6 "‖u− v‖∞(t) + (1− ")‖u− v‖∞(t) = ‖u− v‖∞(t)6CXh2;
for 06 t ¡T∗. Hence, we obtain
|u(x; t)− vh(x; t)|6 |u(x; t)− uh(x; t)|+ |uh(x; t)− vh(x; t)|6 (C ′R + CX)h2;
for 06 x¡R and 06 t ¡T∗. On the other hand, we have
|ux(x; t)− (D’uh)(x; t)| = |ux(xj+"; t)− "(D’uh)j+1 − (1− ")(D’uh)j|
6
|’− h|
’
|ux(xj; t)|+ "h |’− h|’ |uxx(xj; t)|+ |B1; j|h
2 +
h
’
|B2; j+"|h2
6C ′′Rh
2; C ′′R = sup
0¡t¡T∗
max
06j¡n
sup
xj¡x¡xj+1
‖B3; j(x; t)|;
B1; j = "
∫ 1
0
(1− s)
(
"uxxx(xj+s"; t)− h’uxxx(xj+s; t)
)
ds;
B2; j =−14
∫ 1
0
(1− s)2(uxxx(xj+s; t) + uxxx(xj−s; t)) ds;
B3; j =
h
’
C’|ux(xj; t)|+ "h h’C’|uxx(xj; t)|+ |B1; j|+
h
’
|B2; j+"|;
and
|(D’uh)(x; t)− (D’vh)(x; t)|
6 "|(D’u)j+1(t)− (D’v)j+1(t)|+ (1− ")|(D’u)j(t)− (D’v)j(t)|
=‖(D’u)− (D’v)‖∞(t)6CXh2; 06 t ¡T∗:
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Hence we obtain
|ux(x; t)− (D’vh)(x; t)|
6 |ux(x; t)− (D’uh)(x; t)|+ |(D’uh)(x; t)− (D’vh)(x; t)|
6 (C ′′R + CX)h
2; 06 x¡R; 06 t ¡T∗:
Therefore setting CR =max{C ′R; C ′′R}+ CX, we :nally obtain
‖u(·; t)− vh(·; t)‖C(0;R)6CRh2; ‖ux(·; t)− (D’vh)(·; t)‖C(0;R)6CRh2;
for 06 t ¡T∗.
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