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2. 
ABSTRACT 
T h i s  report describes the procedures f o r  u s i n g  d ig i t a l  computer 
programs for analyzing GERT networks which contain nodes of the 
EXCLUSIVE-OR type and branches which have both a probabili ty and a 
time associated w i t h  them. The time associated w i t h  a branch can be 
a random variable. 
time and the variance i n  the time t o  go from each source node of the 
GERT network t o  each sink node. 
The program calculates the probabili ty,  the expected 
Programs have been written i n  FORTRAN I 1  and FORTRAN I V  and have 
been exercised on the I B M  1130, GE 225 and CDC 3400 computers. 
report  details the operating procedures fo r  u s i n g  these programs. 
examples are  included t o  i l l u s t r a t e  the important facets  involved i n  
us ing  the programs. 
(1) printout of a l l  loops and paths associated w i t h  the network; and 
( 2 )  deletion of loops tha t  have a probabili ty o f  occurrence less  t h a n  
a value specified by the user. 
This 
Four 
Special options included i n  the program are:  
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USER MANUAL FOR 
GERT EXCLUSIVE-OR PROGRAM 
The procedure f o r  us ing  a d ig i ta l  computer program for analyzing 
GERT networks containing only EXCLUSIVE-OR nodes i s  presented i n  this 
report. The programs are modifications of the original program developed 
a t  The RAND Corporation by A.  B. Nelson. 
is  not included i n  this report. 
topics i s  g iven  a t  the end of th i s  report. 
Three FORTRAN versions o f  a d ig i ta l  computer program are avail-  
Background information on GERT 
A bibliography on GERT and related 
able f o r  obtaining pertinent information fo r  GERT networks containing 
only EXCLUSIVE-OR nodes. The u t i l i za t ion  procedure described i n  this 
report applies t o  the GE 225 FORTRAN I1 version and the IBM 1130 
FORTRAN IV version. The i n p u t  t o  these programs i s  identical (even 
though the two FORTRAN versions are s l i gh t ly  d i f f e ren t ) .  The FORTRAN IV 
version has been r u n  on the CDC 3400. 
The program determines t h e  source nodes, the s i n k  nodes, the 
pa ths  connecting the source nodes t o  the s i n k  nodes, and the loops of 
the network. The standard o u t p u t  from the program includes: 
p r i a t e  problem identification headings; (2)  the paths and loops of a 
network; (3 )  the probability of realizing a sink node from any source 
(1 )  appro- 
node; and ( 4 )  the mean and variance of the time t o  real ize  a s i n k  node, 
g iven  t ha t  the sink node is  realized and given an i n i t i a l  source node. 
The opt ion  ex is t s  t o  delete the loop and/or path output for  large o r  
complex networks i f  i t  is  so  desired. The exercising of this op t ion  
can be beneficial on machines h a v i n g  re la t ive ly  slow printers  (such 
as the I B M  1130) or  on h i g h  speed p r  nters where the s t anda rd  operat 
practice i s  t o  have a re la t ively low p r i n t  l imi t .  
Input t o  the program includes appropriate problem iden t i f i ca t  
information and the branches of the network. Information concerning 
each branch includes the s tar t  node and end node for the branch, the 
4. 
on 
probabili ty of real iz ing the branch, and data about the moment gener- 
ating function (M.G.F. )  of the random variable associated with the 
branch. 
parameters of the M . G . F .  
of the network based on the i n p u t  information. T h e  desired o u t p u t  
s t a t i s t i c s  are computed us ing  the values associated with the loops and 
paths of the network. 
The M.G.F. i s  described by a three- le t te r  code and up t o  two 
The program determines a l l  paths and loops 
The reader i s  referred t o  the GERT report (15, pp.  81-84) f o r  
information concerning the method f o r  calculating the output s t a t i s t i c s .  
The d e f i n i t i o n  of variables and the techniques employed i n  the program 
a re  described i n  a separate report ( 1 1 ) .  T h i s  report describes the i n p u t  
procedure, the o u t p u t  formats and the options available t o  the user. 
Examples t o  i l l u s t r a t e  these facets  of the program are presented. 
Program Operating Procedure 
The i n p u t  specification f o r  the f i r s t  data card t o  the program 
and the f i r s t  data card f o r  each network are  given i n  Table 1 .  Each 
branch of a network must be described by a separate card as shown i n  
























Table 1 - Input t o  GERT Program 
FIRST CARD OF THE DATA INPUT DECK 
The f i r s t  card of the i n p u t  deck is  the means by which the 
dis t r ibut ion codes are placed i n  the machine. These codes 
a re  then used t o  check t h e  d i s t r ibu t ion  codes i n  the i n p u t  
network. 
F ie ld  1 (cc. 1-9) = ABDEGNOPU 
FIRST CARD OF EACH INPUT NETWORK IN THE INPUT DECK (HEADER CARD) 
The f i r s t  card of each i n p u t  network contains the user 
name and the problem ident i f icat ion.  
this card are  the three program control options availab’le 
t o  the user. 


























Problem designation ( r igh t  j u s t i f i e d )  may 
be any combination of alphabetic or  
numeric characters 
Month ( r i g h t  j u s t i f i e d )  
Day ( r igh t  j u s t i f i e d )  
Year 
Loop printout control o p t i o n :  
pr int  loops; If posi t ive,  do not p r i n t  
print  loops 
P a t h  printout control option: I f  blank, 
print  paths; If posi t ive,  do not p r i n t  paths 
Loop deletion probabili ty (F10.8); i f  this 
i s  l e f t  blank, no loops will be deleted 
Option f o r  adjustment o f  the equivalent 
branch printout when the loop deletion 
option i s  exercised; i f  t h i s  i s  l e f t  blank, 
printed. If t h i s  f i e l d  contains a posit ive 
number, the equivalent branch printout will 
be adjusted so tha t  the probabi l i t ies  fo r  
a l l  equivalent branches emanating from a 
given source node sum t o  one. 
I f  b l a n k ,  
+ha - - + e n - l  - - l  - a S l  - + * A  h u - m c h  * , -1  nine -un 



















i .  
~ 
Type of * F i e l d  
D i  s tri but  i on 4 5 6 7 8 9 10 1 1  
B (Binomial)  Prob. n P 
D (Discrete) Prob. 1 T1 Prob. 2 T2 Prob. 3 T3 Prob. 4 T4 
E (Exponent ia l  ) Prob. 1 / a  
GA (GAmma) Prob. 1 /a 
GE (GEometri c )  Prob. P 
NB (Neg. Binomial Prob. r P 
NO (Normal) Prob. m U 
P (Poisson)  Prob. x 
- - - - - 
- - - - - - - - - - - b - - - - - - - - - - - - - - - - - - - - - - - - - - - U (Uniform) Prob. a b 
~ 
6. 
Table  2 - Inpu t  t o  GERT Program f o r  Each Branch o f  the  Network 
Each network i s  s p e c i f i e d  by d e f i n i n g  i t s  branches as shown below: 
1. Node beginning the branch; 
2. Node t e r m i n a t i n g  the branch; 
3. 
4. 
5 .  
Type of d i s t r i b u t i o n  of time a s s o c i a t e d  w i t h  the  branch;  
P r o b a b i l i t y  o f  r e a l i z i n g  the branch i f  i t s  beginning node 
is  r e a l i z e d ;  and 
Coefficients d e f i n i n g  the time d i s t r i b u t i o n .  
One d a t a  ca rd  i s  r e q u i r e d  f o r  each branch o f  the network. 
of the d a t a  c a r d s  i s  n o t  s i g n i f i c a n t .  
The o r d e r  
The f i e l d s  on each d a t a  ca rd  are: 
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Node beginning branch ( r i g h t  j u s t i f i e d )  
Node t e rmina t ing  branch ( r i g h t  j u s t i f i e d )  
Type o f  d i s t r i b u t i o n  [ B y  D ,  E ,  G A Y  G E ,  
NB, N B ,  P ,  U] ( l e f t  justif ied) 
I 
The d e f i n i t i o n  of  these fields depends 
on the type  o f  d i s t r i b u t i o n  (see below). 
The format  f o r  a l l  f i e l d s  i s  F7.3. t 


















r -  
7. 
Fig. 1. 
programmed are  shown i n  Table 3 .  
each branch is used i n  the calculation of the mean and variance o f  the 
The equations and moments of the d is t r ibu t ions  tha t  have been 
Since only the mean and variance of 
system, other dis t r ibut ions can be accommodated by the program by 
specifying the normal dis t r ibut ion w i t h  mean and s t anda rd  deviation 
values of the dis t r ibut ion of in te res t  (1, p.  87). 
shown tha t  nth central moments f o r  the network only depends on j 
central  moments of the branches, j=l  , 2 ,  . . . n .  T h i s  should  aid i n  
Further, i t  can be 
developing programs for computing higher moments. 
IBM 1130 versions of the program will accept an i n p u t  network contain- 
i n g  up t o  one hundred branches although, as will be demonstrated by the 
The GE 225 and 
f i r s t  example problem, storage l imitations can r e su l t  i n  a smaller 
problem being too large fo r  the computer i f  there are many possible 
p a t h s  through a network. 
o u t  and execution of the problem i s  terminated. 
placed on the numbering o f  nodes i s  tha t  a l l  node numbers must be 
posi t ive integers greater  than zero and - <loo. 
any order,  i . e . ,  they do not have t o  be in ascending order as i n  the 
When t h i s  occurs, an e r ro r  message i s  printed 
The only res t r ic t ions  
Node numbers can be i n  
case i n  most CPM programs. 
For the computer program only one branch can join a given s t a r t  
and end node. There can, however, be another branch between the two 
nodes i f  the roles  of the s t a r t  node and end node are  reversed as i s  
shown below: 
8 
Not permissible Permissible 
-1 a. 
I 
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Fig .  1 - Arrangement of I n p u t  Data Deck fo r  a 
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If  the network of in te res t  h 
11. 
s more t h a n  one branch between the same 
. -  
. -  
I- 
D 
two nodes as shown on the previous page on the l e f t ,  then e i ther :  
( 1 )  the techniques discussed in the GERT report (15, pp. 20, 32) 
should be used t o  reduce the parallel paths t o  t h e i r  equivalent single 
p a t h  prior t o  inputting the network into the computer program; or  
( 2 )  a dummy node should be inserted for  one of the branches as shown 
below: 
Program control options are included t o  allow the user t o  
decide whether o r  n o t  the loops and paths of the network are t o  be 
printed. For networks having a large number of loops and paths i t  
may be beneficial t o  delete the printing of the loops and/or pa ths .  
The nodes associated with loops and paths  are p r i n t e d  depending on 
the values inserted into Fields 7 and 8 of the heading card associated 
with a network. 
low probability o f  occurrence can be exercised t h r o u g h  Field 9 of 
data card 1.  
considered. 
a b i l i t y  of realization less  t h a n  o r  equal t o  6 then 6 can be read i n  
as the deletion probability in Field 9 and no loops w i t h  lower prob- 
a b i l i t i e s  will be included. 
fo r  the equivalent network will depend upon the size the complexity of 
the network as well as the magnitude of 6 .  
An option t o  delete higher order loops which have a 
If t h i s  option f ie ld  i s  l e f t  blank, a l l  loops will be 
I f ,  however, loops should be deleted tha t  have a prob- 
The e f fec t  upon the accuracy of the resu l t s  
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va r ious  6 l e v e l s  i s  inc luded as a p a r t  of t h e  f i r s t  example problem. 
Since t h e  d e l e t i o n  o f  h ighe r  order loops hav ing low p r o b a b i l i t y  o f  
occurrence in t roduces  some e r r o r  i n t o  t h e  f i n a l  ou tpu t ,  t h e  p r o b a b i l -  
i t i e s  f o r  a l l  equ iva len t  branches o f  t h e  network emanating f rom a 
g i ven  source node may n o t  sum t o  one. 
t o  a d j u s t  t h e  p r o b a b i l i t i e s  so t h a t  t hey  sum t o  one by t h e  va lue  
s p e c i f i e d  i n  F i e l d  10 o f  t h e  f i r s t  da ta  card. 
of t h e  t ime  t o  t r a v e r s e  t h e  equ iva len t  branch are adjusted by t h e  
d i v i d i n g  by t h e  nonadjusted p r o b a b i l i t i e s .  
The user can cause t h e  program 
The mean and var iance 
M u l t i p l e  networks can be analyzed by separa t ing  t h e  da ta  
decks w i t h  a blank card. 
b lank  card and a card w i t h  a negat ive  value i n  columns 1-4. 
p o r t r a y s  t h e  o rgan iza t i on  o f  t h e  da ta  f o r  ana lyz ing  two networks. 
The l a s t  da ta  deck should be f o l l o w e d  by a 






















Four example problems will be presented. The f i r s t  problem 
i l l u s t r a t e s  i n  de ta i l  the o u t p u t  o f  the GERT program. 
starts with a simple network which i s  expanded i n  a modular manner 
t o  i l l u s t r a t e  the use and e f fec t  o f  some of the program options. 
Run times will a lso be given for  some of  the problem variations t o  
indicate what m i g h t  be expected for s imilar  problems. No def in i t e  
rule  has been established for  r u n  time required for  networks w i t h  a 
given number of input branches since the r u n  time depends strongly 
on the nature of the network i n  addition to  the number of branches 
of the network. 
the game i s  won by the f i r s t  player t o  w i n  two consecutive games. 
The t h i r d  example i s  a model of a manufacturing process and the f o u r t h  
example i s  for  a two-port related to a portion of a launch vehicle 
under t e s t  d u r i n g  countdown. Only the f i n a l  resu l t s  are presented 
fo r  the l a s t  three example problems. 
T h i s  example 





















The network f o r  this example (15, pp. 87-90) i s  shown in Fig. 2. 
The  i n p u t  data fo r  the network i s  shown i n  Table 4. The printouts from 
the program fo r  t h i s  example will now be described. 
i s  an echo check of the input network as shown i n  Table 4. 
i n  Field 3 indicates t ha t  a l l  times f o r  this example are  discrete.  
Table 2 ) .  
network can be reconstructed. Also, since Fields 7 ,  8, 9 ,  and 10 of  the 
The f i r s t  output 
The "D" code 
(See 
I t  should be noted t h a t ,  given the echo check, the i n p u t  
heading card are  blank, a l l  loops and p a t h s  will be printed and no higher 
order loops will be deleted. 
Intermediate output available from the program is shown i n  Tables 
5 through 7. Table 5 presents the i n p u t  data fo r  each branch i n  terms 
of i t s  mean and variance. 
network. 
loop are  given on one l ine .  
below t h i s  l ine .  
T a b l e  6 gives a l i s t i n g  of the loops o f  the 
The order of the loop and the probabili ty associated w i t h  the 
The component loop information i s  recorded 
The code w(0) i s  the probabili ty associated w i t h  the 
loop or  component loop. 
loops are  printed,  e .g . ,  3 5 indicates a loop w i t h  branches go ing  from 
After the word NODES, the nodes i n  the component 
node 3 t o  node 5 and then node 5 to  node 3 .  
NE i n  Table 7 are the s t a r t  and end nodes for each path. 
of real iz ing a given path i s  l i s t ed  under "PROB" and the mean and variance 
The output variables NS and 
The probabili ty 
of the time t o  traverse a path given tha t  i t  i s  realized a re  l i s t ed  as 
"M T" and " V  T , "  respectively. On the r i g h t  on the next l i ne ,  the nodes 
of the path are then l i s t ed .  The  f inal  resu l t s  are  shown i n  Table 8. In 
Table 8, 
sink nodes under "EXIT." 
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17. 
Table 5 - Calculation of Branch Parameters 
__ EAN 
FRCP T O  PROB L .  ,'I VAR--- 
5 e C O O  -C).OOO 4 5 0.300 - . - ____ 
4 6 0.700 2 . do0 ? .000 
Table 6 - Listing o f  Network Loops * 
Reproduced L,., * l . l I from 
--I* a-aiiaoir copy. 
*This table i s  taken from the IBM 1130 Computer which prints only the columns 
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Execut ion t ime f o r  t h i s  program on bo th  the  GE 225 and t h e  I B M  1130 was 
i n  t h e  neighborhood o f  one minute. I t  should be mentioned t h a t  t h e  
t imes g iven f o r  t h i s  and the  remaining examples are  o n l y  approximate 
s i n c e  n e i t h e r  machine has an i n t e r n a l  c lock .  The t imes were recorded 
by machine opera tors  and are  probably somewhat l a r g e r  than was requ i red .  
I n  o rde r  t o  f u r t h e r  check run  t ime, a d d i t i o n a l  problems were 
r u n  us ing  s e r i e s  o f  "modules" based on t h e  network o f  F ig .  2. Run 
t ime  was n o t  apprec iab ly  increased by t h e  two-module t e s t  problem. 
However, t h e  three-module problem shown i n  Fig.  3 d i d  inc rease the  
runn ing  t ime. F i ve  cases were considered and a r e  l abe led  l A ,  l B ,  l C ,  
1 D  and 1E. 
f o r  t he  d e l e t i o n  p r o b a b i l i t i e s  as shown by F i e l d  9 f o r  t h e  f i r s t  f o u r  
problem heading cards i n  Table 9. Problem 1E i l l u s t r a t e s  t h e  use o f  
t h e  o p t i o n  t o  a d j u s t  t he  equ iva len t  p r o b a b i l i t i e s  ( a  1 i n  F i e l d  l o ) ,  
and t h e  o p t i o n  t o  not p r i n t  loops and paths (ones i n  F i e l d s  7 and 8).  
Table 10 shows the  e f f e c t  o f  the var ious  d e l e t i o n  values upon t h e  
f i n a l  r e s u l t s  f o r  t he  network. Problem 1A i s ,  o f  course, t h e  most 
The f i r s t  f o u r  cases 1A through 1D invo lved  d i f f e r e n t  values 
accura te  one s ince  no h igher  order  loops were de le ted .  
accuracy decreases w i t h  an increase i n  t h e  d e l e t i o n  p r o b a b i l i t y .  
no rma l i z ing  o f  t h e  values (case 1E) compensates f o r  the  d e l e t i o n  o f  
loops  b u t  o n l y  p a r t i a l l y .  Table 11 shows the  e f f e c t  o f  t h e  d e l e t i o n  
As expected, 
The 
p r o b a b i l i t y  on the  number o f  h igher  o rde r  loops. 
I\UII +;-e b 1111G $fir. I V I  +ha b B # b  nn+wnrb # I C  b.I"I I. c f  F jg .  3 js a r i p r ~ x j m ~ t e ! y  A mjnutes f e r  
t h e  GE 225. 
1130 i s  8 minutes. 
If a l l  loops and paths a re  p r i n t e d ,  t h e  run  t ime  on the  I B M  
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Table 9 - Header Cards f o r  t h e  F i ve  Problems 
P h i l  Ishmael 1A 4291968 0 0 .o 
.00001 P h i l  Ishmael 16 4291968 0 0 
P h i l  Ishmael 1C 4291968 0 0 .00005 
Ph i l  Ishmael 1D 4291968 0 0 . 0001 
Ph i l  Ishmael 1E 4291968 1 1 .0001 1 
Table 10 - Equ iva len t  Branches o f  t h e  Network 
ENTRY EXIT PROBLEM PROBABILITY MEAN TIME VARIANCE TIME 
1 27 1 A  0.469389E 00 0.177158E 02 0.127568E 03 
1B 0.469346E 00 0.177100E 02 0.127190E 03 
1c 0.469839E 00 0.177710E 02 0.130857E 03 
1D 0.470503E 00 0.178136E 02 0.132018E 03 
1 E  0.469787E 00 0.177867E 02 0.131815E 03 
1 28 1A 0.530634E 00 0.178962E 02 0.120472E 03 
1B 0.530586E 00 0.178905E 02 0.120094E 03 
1c 0.531142E 00 0.179515E 02 0.123761E 03 
1 D  0.531022E 00 0.179398E 02 0.123131E 03 
1E 0.530213E 00 0.179125E 02 0.122942E 03 
2 28 1 A  0.545194E 00 0.179425E 02 0.125641E 03 
1B 0.545145E 00 0.179367E 02 0.125263E 03 
1c 0.545870E 00 0.180078E 02 0.129291E 03 
1 D  0.545211E 00 0.179658E 02 0.127725E 03 
1E 0.545008E 00 0.179592E 02 0.127675E 03 
2 27 1A 0.454829E 00 0.188962E 02 0.120472E 03 
1B 0.454788E 00 0.188905E 02 0.120094E 03 
1c 0.455265E 00 0.189515E 02 0.123761E 03 
1D 0.455162E 00 0.189398E 02 0.123131E 03 
1E 0.454992E 00 0.189329E 02 0.123084E 03 
22. 
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loops and paths, the r u n  time on the IBM 1130 i s  reduced s ignif icant ly .  
A four-module problem t h a t  was run on the CDC 3400 required only 
36 seconds fo r  execution. 
The network of F i g . 3  i s  more complex than i t  appears. Actually 
i t  i s  a good check f o r  program capability since i t s  analysis involves 
a t o t a l  of 124 loops and 54 paths. The four-module problem mentioned 
above i s  too large f o r  the standard GE 225 and IBM 1130 versions of  
the GERT program even though there a re  only 40 branches i n  the input 
network. The reason fo r  t h i s  i s  t h a t  the dimensioned variable LOOP(1) 
t h a t  keeps track o f  a l l  nodes i n  f i rs t -order  loops and a l l  nodes 
comprising paths through the network i s  only dimensioned a t  1000 whereas 
i t  becomes much larger  than tha t  for a four-module network due t o  the 
large number of paths each containing several branches of the network. 
A l t h o u g h  the GE 225 and IBM 1130 versions should handle many problems 
having more than 40 branches i n  the input, when a program does become 
too large an e r ro r  message will be printed and execution will be 
terminated. If  no larger  computer i s  available,  reference t o  the 
companion manual (11)  w h i c h  contains a detailed description of how the 
program works will indicate the modifications t o  the program which 
could allow the problem of in te res t  t o  be r u n .  Table 12 shows how the 
number of loops and paths increase as the number of  modules are  increased. 
12 - Number nf Innpz and Paths  f o r  a Series o f  1 
Through 4 blodules of the Network of Fig. 2 .  
Numb e r of Number of Number of Number of Values 
Modules Loops Paths o f  LOOP ( I ) 
1 4 6 45 
2 24 18 190 
3 124 54 735 
4 624 162 2746 
24. 
Example 2 
The G E R T  program was used t o  analyze the three-player game 
(15, pp. 91-93) depicted by the network shown in Fig. 4. 
(devoted by A ,  B ,  and C )  take turns playing a game according t o  the 
following rules:  
winner of the match between A and B then plays C ;  the winner of the 
second match then plays the loser of the preceding match until  a player 
Three players 
a t  the s ta r t  A and B play while C s i t s  out; the 
w i n s  twice i n  succession, i n  which case he i s  declared the winner of 
the game. 
the probabili ty of A beating B ,  of B beating C ,  and C beating A are  equal. 
A l s o ,  the time element i s  assumed t o  be one for  each game played. 
program was r u n  t o  analyze the game when the independent variable was pAB. 
The i n p u t  data fo r  this example for one run (pAB = 0.20) i s  shown i n  
F i g  5. 
and paths was not requested. 
i s  given in Table 13. 
fo r  various values of pAB. 
the game is  symmetrical. 
I t  i s  assumed i n  this analysis t h a t  PAB = pBc - pCA; t ha t  i s ,  
The GERT 
Note on the header card t h a t  the intermediate printout of loops 
The computer output for  the case PAB = 0.20 
Summary resul ts  of the program are  shown i n  Table 14 
Only values of PAB - < .5 are  tabulated because 
The resu l t s  shown in Table 14 indicate t h a t  player A has the highest 
probabili ty of winning the game fo r  values of pAB i n  the range from 0.10, 
t o  0.50. 
expected number and variance of games played before a winner i s  declared 
increases. 
Also, as pAB moves from the value 0.50 toward the value 0.10, the 
The run time fo r  the network of Fig. 4 averaged about 0.75 
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27. 
Table 13 - Computer Output f o r  Example 2 w i t h  PAB - 0.20 
Example 3 
The t h i r d  example i s  a model o f  a manufactur ing process (15, pp. 
57-60). On a produc t ion  l i n e  a p a r t  i s  manufactured a t  t h e  beginning o f  
t h e  t ime. 
Before the  f i n i s h i n g  operat ions are s t a r t e d  on t h e  p a r t ,  i t  i s  inspected--  
The manufactur ing opera t ion  i s  assumed t o  take f o u r  hours. 
w i t h  25 percent  o f  the  p a r t s  f a i l i n g ’ t h e  i n s p e c t i o n  and r e q u i r i n g  rework. 
The i n s p e c t i o n  t ime ( i n c l u d i n g  time spend w a i t i n g  f o r  i n s p e c t i o n )  i s  
assumed t o  be d i s t r i b u t e d  according t o  t h e  negat ive exponent ia l  d i s t r i -  
b u t i o n  w i t h  a mean of  one hour. Reworking r e q u i r e s  t h r e e  hours, and 30 
percent  o f  t h e  reworked p a r t s  f a i l  t h e  nex t  inspec t ion .  The i n s p e c t i o n  
o f  reworked i tems i s  a l s o  d i s t r i b u t e d  according t o  t h e  negat ive exponent ia l  
w i t h  a mean of one-hal f  ho:?r. P a r t s  which f a i l  t h i s  second insDect ion  
a r e  scrapped. If t h e  p a r t  passes e i t h e r  o f  the  f i r s t  two inspec t ions ,  i t  
i s  s e n t  t o  t h e  f i n a l  f i n i s h i n g  operat ion which takes 
o f  t h e  t ime and 14 hours 40 percent o f  thet ime. A f 
10 hours 60 
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29. 
takes one hour ,  re jec ts  5 percent of the par ts ,  w h i c h  are  then scrapped. 
The GERT network for  this process i s  shown in Fig. 6 
Reworked 
P a r t  
I n s p e c t i o n  7 
P a r t  F i r s t  
Maxu f a c t ur ing I n s p e c t i o n  Reworking scrapped  
4s 
e -- 
Operat ions  of 
Accepted 
P a r t s  
Fig. 6 - GERT Network o f  a Manufacturing Operation 
The  network of Fig. 6 has parallel  pa ths  between nodes 6 and 7. T h i s  
must be modified as described ea r l i e r .  T h e  equivalent M.G.F. f o r  the 
above two paral le l  branches i s :  ME(s) = 0.6eloS + 0.4e14’. T h u s  two 
probabi l i t ies  and two  times must be inputted on the same i n p u t  card 
for nodes 6 and 7 as described i n  Table 1 for  discrete  dis t r ibut ions.  
An a l te rna te  approach t o  resolving the paral le l  branches i s  t o  add a 
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Fig. 7 - Adding a Branch t o  Eliminate Parallel  Branches Between Nodes 
Both  methods were applied t o  t h i s  problem and identical resu l t s  obtained. 
The input data f o r  Example 3 w i t h  the parallel  branches reduced 
t o  an equivalent branch i s  given i n  F ig .  8. The computer resu l t s  for  
t h i s  network are given i n  Table 15. 
scrapped (Node 5)  i s  a b o u t  12  percent and the propor t ion  of good parts 
(Node 8) i s  about 88 percent. 
good parts i s  about  18 hours w i t h  a variance of  about  7 hours. 
variance fo r  scrapped parts i s  quite large i n  comparison t o  the mean 
and i s  due t o  the large relat ive difference i n  the time required t o  
scrap a par t .  
one half hours while others receive 17 o r  18 hours of  processing before 
they are scrapped. 
The proportion of parts being 
The mean processing time required for  
The 
On the average, some parts are scrapped a f t e r  eight and 













































The fourth example is  taken from a study of a space vehicle count- 
down ( 3 ,  pp. 39-42) .  The example deals w i t h  a two-port which i s  defined 
as follows ( 3 ,  p. 2 2 ) :  
"A two-port i s  a network representation of a portion of 
the vehicle under t e s t .  
an ac t iv i ty  can cause d u r i n g  countdown. Such an ac t iv i ty  can 
be a means of changing module s ta tus .  
planned and unplanned. 
variables o f  i n t e re s t  a re  the time before and a f t e r  the t e s t ,  
and the module conditions. 
duration. Given the s ta r t ing  time, the a c t i v i t y ' s  termination 
time can be derived. The module's condition can be considered 
as an ac t iv i ty  i n p u t  that  i s  possibly changed by ac t iv i ty  per- 
formance. The module's c o n d i t i o n  will be adequately described 
by two possible states--no undiscovered malfunctions, and 
undiscovered malfunctions. 
output s t a t e s ,  the term two-port i s  used t o  describe the count- 
down ac t iv i ty .  '' 
I t  defines the possible transformation 
The changes are both 
For countdown analysis,  the s ta tus  
The time variable describes ac t iv i ty  
Since there are  two i n p u t  and two 
The network for the present problem i s  shown i n  Fig. 9. The a c t i v i t i e s  
of i n t e re s t  are designated by lower-case alphabetical characters. ' Some 
of the nodes are  not numbered because they represent an additional break- 
down of a c t i v i t i e s  t ha t  a re  aggregated a t  a higher level fo r  t h i s  
example. Thus a c t i v i t i e s  b and k each represent three a c t i v i t i e s  b u t  
they are considered t o  be only one for  t h i s  problem. Even t h o u g h  some 
of the nodes of F ig .  6 a re  not EXCLUSIVE-OR nodes, the GERT program 
can be used because no more t h a n  one branch ever goes into the AND side 
of a node. 
Table 16 contains numerical values f o r  s ix  a rb i t ra ry  two-ports. 
v 
I W U  d ~ i i i i i ~  s t a r t  ;;~dcs are  s e d  when i n n u t t i n 9  the Droqram . -  since nodes 1 
and 11 both have branches looping back t o  them; however, i n  discussing 
the output, the equivalent branches will be described as i f  nodes 1 and 
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The ou tpu t  f o r  t he  s i x  t e s t s  i s  shown i n  Table 17. Node 1 
represents  t h e  s t a t e  o f  no undiscovered mal funct ions a t  t h e  beginning 
of t h e  t e s t  and node 6 represents t h e  s t a t e  o f  no undiscovered mal- 
f unc t i ons  a t  t h e  end o f  t h e  t e s t .  
t h a t  t h e r e  a re  undiscovered mal funct ions a t  the beginning o f  a t e s t  
and node 16 represents  t h e  s t a t e  o f  undiscovered ma l func t i ons  a t  t he  end 
of a t e s t .  
which was t h e  bes t  one, i t  i s  seen i n  Table 17 t h a t  Tests 3 and 6 are 
b e t t e r  than t h e  o t h e r  f o u r  bo th  from a p r o b a b i l i t y  s tandpo in t  and from 
t h e  s tandpo in t  of expected t ime  requ i red  t o  per form the  t e s t .  
d i s t i n c t i o n  between Tests 3 and 6 i s  n o t  as c l e a r  and t h e  choice between 
Node 11 represents  the  c o n d i t i o n s  

























t h e  two would depend on o the r  f a c t o r s  such as the  o t h e r  t e s t s  
countdown, t h e  p o s i t i o n  of t h i s  t e s t  i n  the  countdown, and t h e  
window o f  the  countdown. 
.957 18.18 811.2 ,991 7.30 291.8 .997 3.38 105.5 
,043 28.11 1111.8 .009 13.85 440.1 .003 13.48 137.0 
.840 57.20 1085.4 .936 42.39 410.6 .947 35.68 115.4 
.160 25.01 1083.0 .064 10.34 409.9 .053 3.62 114.7 





Tes t  6 Test  4 Tes t  5 
.974 12.91 588.1 .986 22.08 943.4 .999 3.66 127.5 
.026 21.97 849.4 ,014 30.49 1527.7 .001 13.00 158.7 
.873 53.44 812.4 .925 75.17 1478.9 .989 40.02 140.6 
.127 18.32 810.6 .075 27.01 1476.1 .011 3.96 140.0 
35. 
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