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Hitchin systems, higher Gaudin operators and r-matrices
B. Enriquez and V. Rubtsov
Abstract. We adapt Hitchin’s integrable systems to the case of a punctured
curve. In the case of CP 1 and SLn-bundles, they are equivalent to systems studied
by Garnier. The corresponding quantum systems were identified by B. Feigin, E.
Frenkel and N. Reshetikhin with Gaudin systems. We give a formula for the higher
Gaudin operators, using results of R. Goodman and N. Wallach on the center of
the enveloping algebras of affine algebras at the critical level. Finally we construct
a dynamical r-matrix for Hitchin systems for a punctured elliptic curve, and GLn-
bundles, and (for n = 2) the corresponding quantum system.
Introduction. In [13], N. Hitchin introduced a class of integrable systems, attached
to a complex curve X and a semisimple Lie group G. The problem of quantization of
these systems was then connected by A. Beilinson and V. Drinfel’d to the Langlands
program. This quantization makes use of differential operators on the moduli space
of G-bundles on X , obtained from the action of the center of the local completion of
the enveloping algebra of a Kac-Moody algebra, at the critical level.
This program can also be carried out in the case of curves with marked points. In
the particular case of the punctured CP 1, the action of the center of the enveloping
algebra was studied by B. Feigin, E. Frenkel and N. Reshetikhin in [6]; they obtained
an integrable system whose first operators are identical to Gaudin’s operators ([9]).
In this paper, we consider the question of expressing the action of higher central
elements. We first note, that the Adler-Kostant-Symes (AKS) scheme, which allows
to write families of commuting operators ([2], [14], [21]), can be applied in the present
situation, and then show that the higher Hamiltonians obtained in [6], coincide with
those. So our problem turns out to be equivalent to expressing higher central elements
in the enveloping algebras at critical level, a problem which was solved by several
authors ([10], [12]). Here we show how the results of [10] can be used to derive a
simple expression of higher Gaudin Hamiltonians.
We then turn to the case of punctured elliptic curves. We show that the integra-
bility of Hitchin’s system can be deduced from an r-matrix argument. Here r-matrix
relations contain additional terms, due to an invariance under the Cartan algebra
action. The r-matrix depends on the moduli parameters, so it reminds dynamical
r-matrices. In the case of one puncture, our L-operator and r-matrix seem connected
with those considered respectively by I. Krichever and A. Gorsky and N. Nekrasov in
[15] and [11], and H. Braden, T. Suzuki and E. Sklyanin [5], [19]. It is also analogous
to the r-matrix appearing in the work of G. Felder and C. Wieczerkowski on the
Knizhnik-Zamolodchikov-Bernard equation on elliptic curves ([7]). We give the form
of the first Hamiltonians in this case; one of them contains a Weierstass potential, and
so is analogous to the Calogero-Moser Hamiltonian. We compute the corresponding
quantum Hamiltonians, in the case G = GL2.
We would like to thank V. Drinfel’d, B. Feigin, G. Felder, E. Frenkel, A. Gorsky,
N. Nekrasov, A. Reyman, and A. Stoyanovsky for discussions connected with the
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us their paper [4]. The work of V.R. was supported by the CNRS, and partially by
grant RFFI 95-01-01101; he is grateful to the Centre de Mathe´matiques de l’E´cole
Polytechnique, where this work was done, for hospitality.
1. Hitchin and Beilinson-Drinfeld systems in the case of a general punc-
tured curve.
1.1. Hitchin systems. Let X be a smooth compact complex curve, xi (i = 1, · · · , N)
be distinct points on X. Set X = X − {xi}. Let G be a reductive complex Lie
group, B ⊂ G and T ⊂ B Borel and Cartan subgroups of G; let g, b and t be
their Lie algebras. Let MG(X) be the moduli space of principal G-bundles on X
with choices of a B-orbit in each fibre over xi. Let us identify g with its dual,
using a non-degenerate invariant form 〈, 〉g. Let P ∈ MG(X), then T ∗PMG(X) is
formed of the ξ ∈ H0(X,ΩX(
∑N
i=1(xi)) ⊗ gP ), such that ξ has the expansion near
xi, ξ =
1
ui
ξi + regular, and ξi ∈ (bxi)
⊥; bxi is the subspace of the fibre of gP at xi,
corresponding to the B-orbit at Pxi , ui is a local coordinate at xi. The Hitchin map
H : T ∗MG(X)→HX =
r⊕
i=1
H0
(
X,Ωdi
X
((di − 1)
N∑
l=1
(xl))
)
,
is then defined by (H(P, ξ))l = Pdl(ξ); r is the rank of G, dl (1 ≤ l ≤ r) are the
characteristic degrees of g and Pdl corresponding invariant polynomials. The generic
fiber of the natural projection MG(X) →MG(X) is (G/B)N if genus(X) > 1, the
generic bundle having no automorphisms; on the other hand, we have for genus(X) >
0, dimHX = dimHX+
∑r
l=1(dl−1)N = dimHX+N(dimB−r). If genus(X) = 1, an
open subset ofMG(X) is identified with T/W (W is the Weyl group of G) if N = 0,
and with T ⋊W \ [T ×(G/B)N ] for N ≥ 1 (onlyW acts in the first factor, and T ⋊W
acts diagonally on (G/B)N ); on the other hand, dimHX =
∑r
i=1(di − 1)N if N ≥ 1,
and r if N = 0. If genus(X) = 0 and N ≥ 3, an open subset of MG(X) is identified
with G \ (G/B)N , whereas dimHX =
∑r
l=1[(dl − 1)(N − 2) − 1]. The cases N ≤ 2
give trivial moduli spaces and HX . So in all cases
dimMG(X) = dimHX .
We can see as in [13] that the functions on T ∗MG(X), defined by the coordinates
of H, Poisson commute. Moreover, for G = GLn(C) we can consider the spectral
cover of X, defined as {(x, λ)|λn +
∑
l≥1Hiλ
n−l = 0}, for (Hl) ∈ H fixed, in the
total space of ΩX(
∑N
i=1(xi)); it has ramification of order n at the points xi, in the
generic situation. It is possible to build a line bundle over the spectral cover, and to
study the integrability of the system as in [13].
1.2. Beilinson-Drinfeld systems. To quantize the Hitchin systems, Beilinson and
Drinfeld ([4]) define dimMG(X) commuting differential operators on MG(X), with
symbols the coordinates of the map H (here we assume no marked points). They
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are constructed as follows: a base point x on X being fixed, MG(X) is identified
with G(Ox) \ G(kx)/G(A) (Siegel-Weil); Ox and kx are respectively the local ring
and field at x, and A = H0(X − {x},OX). Then the center Z(U−h∨(g(kx))loc)
of U−h∨(g(kx))loc (local completion of the enveloping algebra of the critical level
extension of g(kx)) acts by differential operators on the line bundle (det)
−h∨ over
MG(X). This procedure can easily be extended to the punctured case: remark that
MG(X) = G(Ox) \ G(kx)/Γ, where Γ ⊂ G(A) is formed of the regular maps from
X−{x} to G, taking values in B at points xi. Let (λi)1≤i≤N be a system of dominant
weights of G. We define a line bundle L(λi) on MG(X) as follows: (λi) defines a
character of Γ (by the maps Γ→ BN → TN ) and so a line bundle L′(λi) on G(kx)/Γ,
then L′(λi)⊗(det)
−h∨ has a natural action of G(Ox); L(λi) is then the quotient bundle.
The center of U−h∨(g(kx))loc then acts on this bundle by differential operators as
before.
2. Hitchin systems in the rational case.
In this section and the following, we set X = CP 1, and denote by zi the coor-
dinate of the marked point xi (i = 1, ..., N); we assume that no xi coincides with
∞.
We will express the corresponding Hitchin systems, and recall an r-matrix result
of Semenov about them.
An open subset ofMG(X) is formed by parabolic structures on the trivial bun-
dle; this subset, that we call M
(0)
G (X) is isomorphic to G \ (G/B)
N [the left action
of G is diagonal].
Recall the Springer resolution T ∗(G/B)→ N , N the nilpotent cone of g ([20]).
Then we construct, by reduction, the resolution
T ∗[G \ (G/B)N ]→ {(η(i)) ∈ NN |
N∑
i=1
η(i) = 0}/G
(the action of G on the last term is by conjugation). When the η(i) are regular,
the parabolic structure corresponding to (η(i))i=1,···,N is (giB)i=1,···,N , where gi are
elements of G conjugating η(i) to elements of b ⊂ g. The 1-form ξ is then
(1) ξ =
N∑
i=1
η(i)
z − zi
dz.
The Poisson structure on T ∗M
(0)
G (X) corresponds, in terms of the (η
(i)), to the
product of Kostant-Kirillov structures on each N . In tensor notation: {η(i)⊗,η(j)} =
δij [P, 1⊗ η(j)] = −δij [P, η(i)⊗ 1], P the permutation operator. We deduce from this:
(2) {η(z)⊗, η(w)} = [
P
z − w
, η(z)⊗ 1 + 1⊗ η(w)],
where η(z) =
∑N
i=1
η(i)
z−zi
. So we have:
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Proposition 2.1.— ([18]) Let us endow NN with the product of Kostant-Kirillov
structures on each factor. Then the mapping NN → g[[z−1]], (η(i))1≤i≤N 7→ η(z) =∑N
i=1
η(i)
z−zi
, is Poisson.
We deduce from this that the coefficients of the forms Pdi(η(z)) are in involution,
because all the central functions on g[[z−1]] are in involution. (This gives another
proof of involutivity of Hitchin’s Hamiltonians.) Let us give now the expression of
the corresponding flows:
Proposition 2.2.— Decompose Pdl(η(z)) as
∑
a1+···+aN=dl−1
Hdl,(ai)∏
N
i=1
(z−zi)ai
(dz)dl ,
and denote by ∂dl,(ai) the flow generated by Hdl,(ai). Then we have the identity of
rational functions in z
(3)
∑
a1+···+aN=dl−1
∂dl,(aj)(η
(i))∏N
j=1(z − zj)
aj
= [P ′dl(η(z)),
η(i)
z − zi
].
For g = sln(C), the r.h.s. is [dl(
∑N
j=1
η(j)
z−zj
)dl−1, η(i)]. For g arbitrary, the flows
corresponding to d1 = 2 are
(4) ∂iη
(j) = −
[η(i), η(j)]
zi − zj
for j 6= i, and ∂iη
(i) =
∑
j 6=i
[η(i), η(j)]
zi − zj
.
We note that in the case g = sln(C), the flows ∂i already appeared in [8] (we
thank J. Harnad for pointing out this reference to us). Their integration was studied
by many authors (cf. e.g. [1], [3]).
3. Gaudin systems.
1. The moduli stack in the rational case.
Let again g be an arbitrary reductive complex Lie algebra, G be the adjoint
group. Let ∆ be the set of the roots of g w.r.t. t, g = t ⊕
⊕
α∈∆ gα the associated
decomposition of g, R be the root lattice of g, W the Weyl group of g. Classes
of principal G-bundles on X = CP 1 are parametrized by Hom(R,Z)/W ; to ̟ ∈
Hom(R,Z) we associate the Lie algebra bundle on CP 1
(5) g(̟) = t⊕
⊕
α∈∆
gα(̟(α)∞),
and the associated G-bundle G(̟) = Adg(̟). Its automorphism group is a subgroup
of G(C[z]),
(6) P̟ = L̟U̟, U̟ =
∏
α∈∆
Nα(H
0(̟(α)∞)),
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L̟ the subgroup of g with Lie algebra l̟ = t ⊕
⊕
̟(α)=0 gα. The moduli space of
G-bundles on CP 1 − {zi} is
(7) MG(X) =
∏
[̟]∈Hom(R,Z)/W
M̟G(X),
where M̟G(X) is identified with P̟ \ (G/B)
N , where the action of G(C[z]) is the
composition of the morphism G(C[z]) → GN , g(z) 7→ (g(zi))i, and the left transla-
tion. Let (λi)i be integral dominant weights of G, Lλi be the associated line bundles
on G/B; ⊠Ni=1Lλi is a G
N -equivariant bundle on (G/B)N , so it is P̟-equivariant;
let L(λi) be the quotient bundle on M
̟
G(X).
2. The FFR scheme.
The procedure of sect. 1.2 was applied in [6] to the case of the punctured CP 1.
Let us set some notations. Let for each i, ki and Oi be the local field and ring at zi; let
g˜ the central extension of ⊕ig(ki) by the cocycle c((ai), (bi)) =
∑N
i=1 resxi〈ai, dbi〉gK,
with values in the abelian algebra CK. Let g˜+ be the preimage of g(⊕iOi) in g˜; g˜+
is then isomorphic to g(⊕iOi)⊕CK. Let for λ integral dominant weight of g, Vλ be
the corresponding irreducible representation of g; and let for k ∈ C, and λ1, ..., λN
integral dominant weights of g, V k(λi) be the representation of g˜+ in Vλ1 ⊗ ...⊗ VλN ,
where elements of g(⊕iOi) act as their images in g⊕N , and K by k. Let g¯(zi) be the
Lie algebra of regular maps from X to g; choose and denote the same way a lifting
of this algebra to g˜.
Let gˆ be the universal central extension of g((u)), and V−h
∨
0 be the critical
level vacuum module over it. Central fields T (ζ) ∈ Z(U−h∨(gˆ)loc)[[ζ
±1]] are in cor-
respondance with imaginary weight singular vectors
∑
I(−l)J(−k)...v0 ∈ V
−h∨
0 ,
I, J, ... ∈ g. Following [6], the action of T (ζ) on H0(MG(X),L(λi)) can be described
as follows. We have an identification
(8) H0(MG(X),L(λi)) = H¯
−h∨
(λi)
= {µ ∈ (V−h
∨
(λi)
)∗|µ is g¯(zi)−invariant},
where for any k, Vk(λi) is the induced representation Ind
g˜
g˜+
V k(λi). According to [6], 3,
lemma 1,
(9) H¯−h
∨
(λi)
≃ (Vλ1 ⊗ · · · ⊗ VλN )
∗.
The field T corresponds to an imaginary weight singular vector
∑
I(−l)J(−k)...v0 ∈
V−h
∨
0 , I, J, ... ∈ g. Due to the “swapping” identity (3.1) of [6], the action of this
singular vector on (Vλ1 ⊗ · · · ⊗ VλN )
∗ is
(10)
∑ 1
(l − 1)!
∂l−1I(u)
1
(k − 1)!
∂l−1J(u)...,
where I(u) =
∑N
i=1
I(i)
u−zi
.
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For example, the operators corresponding to the degree two Casimir element
are the Gaudin Hamiltonians H2,i, such that the combination H2(ζ) =
∑N
i=1
H2,i
ζ−zi
satisfies
(11) H2(ζ) =
∑
i
ei(z)ei(z),
with (ei) an orthomormal basis of g.
3. The AKS scheme.
On the other hand, the expression (1) gives a realization of the Lie algebra
u−1g[[u−1]]. More precisely, we have a Lie algebra morphism π : u−1g[[u−1]]→ g⊕N ,
defined by π(Iu−k) =
∑N
i=1 I
(i)zk−1i . Let us show how the AKS scheme enables us
to construct a commuting family in U(u−1g[[u−1]]). Let us decompose the central
extension CK → gˆ → g((u)) as gˆ = a ⊕ b, a = σ(u−1g[[u−1]]) and b = α−1(g[u]),
α being the projection and σ being a section of u−1g[[u−1]] to gˆ. Then, U gˆ = Ua⊕
(U gˆ)b. We have then an algebra morphism Z(U gˆ) → Ua, given by the projection
to the first factor, whose image is a commuting family in Ua. Let us specialize this
construction to the critial level. We have then a sequence of morphisms
Z(U−h∨ gˆ)→ U(u
−1g[[u−1]])→ (Ug)⊗N ,
the last one being given by π. This gives a family of commuting differential operators
on (G/B)N .
Remark. According to [17], Gaudin systems can be obtained from quantum tops
systems by a reduction procedure, which explains that the AKS scheme can be applied
to them.
4. Coincidence of the AKS and FFR systems.
To see that these operators are the same as those obtained by the previous
construction, let us work out the AKS scheme more explicitly. The central field T (u)
associated to
∑
I(−l)J(−k)..., is the normally ordered product
(12)
∑ 1
(l − 1)!
1
(k − 1)!
...(∂l−1I¯(u)(∂k−1J¯(u)...()))
(where the parenthesis stand for the normal ordering operation); here
(13) I¯(u) =
∑
n∈Z
I(−n− 1)un = I+(u) + I−(u),
I+(u) =
∑
n≥0 I(−n−1)u
n. The transform of this expression by the AKS procedure
will be, due to the conventions (AB)(u) = (A+B +BA−)(u),
(14)
∑ 1
(l − 1)!
1
(k − 1)!
...(∂l−1I+(u)(∂
k−1J+(u)...())).
But the image by π of I+(u) is I(u) =
∑N
i=1
I(i)
u−zi
; this shows
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Proposition 3.1.— The expressions (10) and (14) for AKS and FFR Hamiltonians,
coincide.
5. Application: expression of the higher Gaudin operators in the sln case.
The following can then be deduced from [10], using the Newton identities.
Proposition 3.2.— Let (sp)p≥0 be the sequence of polynomials in n, defined by
s1 = 0, s2 = n/2, s3 = −2n/3, and for p ≥ 2,
(15) (n− p)sp − 2(p+ 1)sp+1 − (p+ 2)sp+2 = 0;
let λ1, · · · , λn be the solutions of the equation
(16) λn − s1(n)λ
n−1 + s2(n)λ
n−2 − s3(n)λ
n−3 · · · = 0,
and let H = diag(λ1, · · · , λn). Let us set, kH = Ad(k)H, for k ∈ K = SU(n,C);
and let dk be a Haar measure on K. Then the higher Gaudin Hamiltonians are the
operators Hl,ai , (
∑N
i=1 ai = l − 1), defined for each l = 2, ..., N by
(17)
∑
a1+...+aN=l−1
Hl,ai∏N
i=1(ζ − zi)
ai
=
∫
K
(
(kH)(i)
ζ − zi
)l
dk.
4. An r-matrix for the case of punctured elliptic curves.
Let us turn now to the case where X is an elliptic curve C×/qZ (q < 1). We
denote by zi (i = 1, · · · , N) the coordinates of the marked points. We fix from now
on, G = GLn(C). Consider the open subset M
(0)
G (X) of MG(X), formed of the
space of bundles on X, direct sums of line bundles of degree 0. These bundles are
parametrized by the symmetric product X
(n)
; to (t1, · · · , tn) ∈ (C×)n, we associate
the bundle E(tα) = C
× × Cn/{(z, ξ) ∼ (qz, diag(tα)ξ)} over X ; changing (tα) into
(qaαtα) (with the aα integers) gives an isomorphic bundle, the isomorphism being
(z, ξ) 7→ (z, diag(zaα)ξ).
Now, the preimage in MG(X) of this open subset can be identified with
T ⋊ Sn \ (C
×)n × (G/B)N/[(tα, giB) ∼ (q
aαtα, diag(z
aα
i )giB)],
T ⋊ Sn acting diagonally on (G/B)
N , and by permutations on (C×)n. We denote it
by M(0)G (X). The cotangent to M
(0)
G (X) is now the quotient by Sn of the reduction
by T of T ∗((C×)n × (G/B)N). The Springer resolution gives now a mapping from
T ∗M
(0)
G (X) to
T ⋊ Sn \ {(pα, tα, ηi) ∈ C
n × (C×)n ×NN |(
N∑
i=1
ηi)t = 0}/
/{(pα, tα, ηi) ∼ (pα, q
aαtα,Ad(diag(z
aα
i ))ηi)},
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bijective over the open subset, defined by the condition that each ηi be regular. This
map is compatible with the Poisson bracket given by the product of {pα, tβ} = δαβtβ ,
and Kostant-Kirillov on each copy of N .
The corresponding 1-form ξ ∈ H0(X, gl(E(tα))(−
∑N
i=1(zi))) can be seen as a
1-form ξ˜ on C× with values in gln(C), with simple poles at ziq
Z, and such that
ξ˜(qz) = Ad(tα)ξ˜(z); it is given by ξ˜(z) = ξ¯(z)
dz
z , with
(18)
ξ¯(z)αβ =
N∑
i=1
η
(i)
αβ
θ(t−1α tβzz
−1
i )
θ(t−1α tβ)θ(zz
−1
i )
ifα 6= β, ξ¯(z)i =
1
θ′(1)
pα +
N∑
i=1
1
θ′(1)
θ˙
θ
(zz−1i )η
i
i .
Here θ(z) =
∏
i≥0(1− q
iz)
∏
i≥1(1− q
iz−1); θ has the properties θ(qz) = −z−1θ(z),
θ(z−1) = −z−1θ(qz); we denote θ˙(z) = z dθdz (z).
We will show that the commutativity of the coordinates of the tr ξ˜(z)k in a basis
of the space of k-forms on X−{zi} can be deduced, as in prop. 2.1, from an r-matrix
argument:
Proposition 4.1.— Let r(z, w, tα) and ρ(z, w, tα) be the matrices acting on C
n ⊗
Cn, with elements
(19) r(z, w, tα)
γδ
αβ =
(
−
θ(t−1α tβzw
−1)
θ(t−1α tβ)θ(zw−1)
δδγαβ +
1
θ′(1)
θ˙
θ
(zw−1)δγδαβ
)
(1− δαβ)
and
(20) ρ(z, w, tα)
γδ
αβ =
1
θ′(1)
θ(t−1α tβzw
−1)
θ(t−1α tβ)θ(zw−1)
[
θ˙
θ
(tαt
−1
β )+
θ˙
θ
(t−1α tβzw
−1)
]
δδγαβ(1−δαβ);
let ξ¯(z) be given by formula (18); let us endow the system of variables (pα, tα, ηi)
with the Poisson brackets, product of {pα, tβ} = δαβtβ and Kostant-Kirillov on each
copy of N ; then we have
(21)
{ξ¯(z, tα)⊗, ξ¯(w, tα)} = [r(z, w, tα),ξ¯(z, tα)⊗ 1 + 1⊗ ξ¯(w, tα)]
+ ρ(z, w, tα)[(
N∑
i=1
ηi)t ⊗ 1− 1⊗ (
N∑
i=1
ηi)t].
Proof. In the case of the brackets {ξ¯αβ, ξ¯βγ}, α, β, γ all different, it is a consequence
of the formula
θ(tzw−1)
θ(t)θ(zw−1)
θ(tt′w)
θ(tt′)θ(w)
−
θ(t′−1zw−1)
θ(t′−1)θ(zw−1)
θ(tt′z)
θ(tt′)θ(z)
=
θ(tz)
θ(t)θ(z)
θ(t′w)
θ(t′)θ(w)
;
to show it, let F (z, w, t, t′) be the difference of both sides. We have F (qz, w, t, t′) =
t−1F (z, w, t, t′); moreover F has no poles for z → 0 or z → w; since t /∈ qZ, this
shows F = 0.
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In the case of the brackets {ξ¯αα, ξ¯αβ}, α 6= β, it follows from
1
θ′(1)
t
d
dt
[
θ(tw)
θ(t)θ(w)
] +
1
θ′(1)
θ˙
θ
(z)
θ(tw)
θ(t)θ(w)
=−
θ(tzw−1)
θ(t)θ(zw−1)
θ(tz)
θ(t)θ(z)
+
1
θ′(1)
θ˙
θ
(zw−1)
θ(tw)
θ(t)θ(w)
;
this equality is proven as follows; let F (z, w) be the difference of the two sides, then
F (qz, w) = F (z, w) and F (z, w) has no poles for z → w or z → 0, which shows
that F (z, w) does not depend on z; pose F (z, w) = ϕ(w), then ϕ(qw) = tϕ(w) (this
follows from θ˙θ (qz) = −1+
θ˙
θ (z), obtained by derivation of the functional equation in
θ); and ϕ(z) has no poles either, so F (z, w) = 0.
In the case of the brackets {ξ¯αβ, ξ¯βα}, α 6= β, it follows from the fact, that if we
pose
F (z, w) =
θ(t−1z)
θ(t−1)θ(z)
θ(tw)
θ(t)θ(w)
+
θ(t−1zw−1)
θ(t−1)θ(zw−1)
1
θ′(1)
[
θ˙
θ
(z)−
θ˙
θ
(w)],
we have F (z, w) = F (zζ, wζ) for any ζ ∈ C×. Indeed, F (qz, w) = tF (z, w) −
1
θ′(1)
t θ(t
−1zw−1)
θ(t−1)θ(zw−1)
, so with ϕ(z, w) = F (z, w) − F (zζ, wζ), we have ϕ(qz, w) =
tϕ(z, w); as F (z, w) has no poles in z (or in w), ϕ has no poles either, and so it
vanishes. So F is only a function of zw−1, that we can evaluate when w → 1; this
evaluation gives the matrix elements of ρ.
The brackets {ξ¯αα, ξ¯ββ} are all zero, and the [r, ξ¯⊗ 1+ 1⊗ ξ¯]ββαα also; finally, the
brackets {ξ¯αβ, ξ¯γδ} (α, β, γ, δ all different) are all zero, as well as the matrix elements
[r, ξ¯ ⊗ 1 + 1⊗ ξ¯]βδαγ .
Now, after the reduction by T , the tr ξ¯(z)s will be in involution.
Let us give now the explicit form of the Hamiltonians generated by tr ξ¯(z)2. We
have
tr ξ¯(z)2 =
n∑
α=1
(pα +
N∑
i=1
η(i)αα
θ˙
θ
(zz−1i ))
2 + 2
∑
1≤α<β≤n
( N∑
i=1
η
(i)
αβ
θ(tαt
−1
β zz
−1
i )
θ(tαt
−1
β )θ(zz
−1
i )
)
·
·
( N∑
i=1
η
(i)
βα
θ(tβt
−1
α zz
−1
i )
θ(tβt
−1
α )θ(zz
−1
i )
)
;
since
ξ¯(qz) = Ad(tα)ξ¯(z)− (
N∑
i=1
η(i))t,
we have
(tr ξ¯2)(qz) = (tr ξ¯2)(z) + tr(
N∑
i=1
η(i))2t − 2
N∑
i=1
θ˙
θ
(zz−1i ){
n∑
α=1
ηαα(
∑
i
η(i)αα)},
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so that
tr ξ¯(z)2 = H0 +
N∑
i=1
Hi
θ˙
θ
(zz−1i ) +
N∑
i=1
(
θ˙
θ
(zz−1i )
)2
{
n∑
α=1
ηαα(
∑
i
η(i)αα)};
using
(
θ˙
θ
(zz−1i )−
θ˙
θ
(zz−1j ))
2 = ℘(ln(zz−1i )) + ℘(ln(zz
−1
j ))
− 2
θ˙
θ
(ziz
−1
j )[
θ˙
θ
(zz−1i )−
θ˙
θ
(zz−1j )] + [
θ˙
θ
(ziz
−1
j )]
2,
θ(tzz−1i )
θ(t)θ(zz−1i )
θ(t−1zz−1j )
θ(t−1)θ(zz−1j )
= [
θ˙
θ
(zz−1i )−
θ˙
θ
(zz−1j )]
θ(t−1ziz
−1
j )
θ(t−1)θ(ziz
−1
j )
− [
θ˙
θ
(t−1)−
θ˙
θ
(t−1ziz
−1
j )]
θ(t−1ziz
−1
j )
θ(t−1)θ(ziz
−1
j )
if j 6= i,
= ℘(ln(zz−1i ))− ℘(ln(tzi)) else
[we set z = eτ , so near τ = 0, θ˙
θ
(z) ∼ 1
τ
, ℘(τ) ∼ 1
τ2
], we find
(22)
Hi = 2
n∑
α=1
pαη
(i)
αα + 2
n∑
α=1
∑
j 6=i
η(i)ααη
(j)
αα[
θ˙
θ
(ziz
−1
j )−
θ˙
θ
(zjz
−1
i )]
+ 2
∑
α 6=β
∑
j 6=i
η
(i)
αβη
(j)
βα
θ(tβt
−1
α ziz
−1
j )
θ(tβt
−1
α )θ(ziz
−1
j )
(a less symmetric form could be obtained using θ˙
θ
(z)+ θ˙
θ
(z−1) = 1, and the irrelevance
of combinations of the
∑N
i=1 η
(i)
αα), and
(23)
H0 =
n∑
α=1
p2α +
∑
j<i
η(i)ααη
(j)
αα[
θ˙
θ
(ziz
−1
j )]
2 − 2
∑
α<β
N∑
i=1
η
(i)
αβη
(i)
βα℘(ln(tαt
−1
β ))
− 2
∑
α<β
∑
i6=j
η
(i)
αβη
(j)
βα[
θ˙
θ
(tβt
−1
α )−
θ˙
θ
(tβt
−1
α ziz
−1
j )]
θ(tβt
−1
α ziz
−1
j )
θ(tβt
−1
α )θ(ziz
−1
j )
.
Remark. It is interesting to compare these results with those of [15], [5], [19], [11].
The system considered in these papers is connected with the case N = 1. Also there
should be some connection between the r-matrix (19) and the ones from [5] and [19].
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5. Gaudin-Calogero system in the sl2 case.
Let us see now how to construct a quantization of the system of the last section
when G = GL2. We will construct differential operators on
M
(0)
G (X) = T ⋊ Sn \ (C
×)n × (G/B)N/[(tα, giB) ∼ (q
aαtα, diag(z
aα
i )giB)],
whose symbols will be the Hitchin’s Hamiltonians, tr ξ¯(z)s, for n = 2.
For this, we consider an integer k and a system of dominant weights (λi)i=1,···,N ,
and the algebra A = Diff((C×)n,L⊠nk )⊗⊗
N
i=1Diff(G/B,Lλi) [here Lk = π
∗O(k(1)),
π the projection C× → X , Diff(X,L) = H0(X,L ⊗ DX ⊗ L−1), for X an analytic
variety and L a line bundle on X ]. Let (tα)1≤α≤n be the coordinates on (C
×)n, and
pˆα = tα
∂
∂tα
+ k θ˙θ (tα); let again, e
(i)
αβ denote the action of eαβ ∈ gln(C) on the i-th
factor of the second part of A. Consider now the matrix L(z) ∈ gln(C)⊗A, defined
by
(24)
L(z)αβ =
N∑
i=1
e
(i)
αβ
θ(t−1α tβzz
−1
i )
θ(t−1α tβ)θ(zz
−1
i )
if α 6= β,
L(z)αα =
1
θ′(1)
pˆα +
N∑
i=1
1
θ′(1)
θ˙
θ
(zz−1i )e
i
αα.
Let us perform now the reduction of A w.r.t. T . It can be done as follows: let
A[0] be the weight zero subalgebra of A, A[0] = {x ∈ A|[hαα, x] = 0, 1 ≤ α ≤ n} and
Ared = A[0]/(hαα)1≤α≤n (where (hαα)1≤α≤n is the left, or right ideal generated by
the hαα in A[0]). Then Ared is the algebra of globally defined differential operators
on (C×)n × [T \ (G/B)N ], twisted by the quotient of L⊠nk ⊠⊠
N
i=1Lλi .
From trL(qz)2 = trL(z)2 + tr(L(z)h + hL(z)) + tr(h2), we see that trL(z)s,
s = 1, 2 define elements of [A/
∑2
α=1Ahαα] ⊗ H
0(X,O(s
∑N
i=1(zi))), which also
belong to Ared ⊗H0(X,O(s
∑N
i=1(zi))). Then
Proposition 5.1.— The expansions of trL(z)s, s = 1, 2, along bases of H0(X,O(s∑N
i=1(zi))), form a commutative family inA
red. These operators are S2-invariant and
invariant under the action of Z2 defined by (aα) · (tα, giB) = (qaαtα, diag(z
aα
i )giB),
and hence define operators onM
(0)
GL2
(X), twisted by the line bundle associated with
(k, λi). Their symbols coincide with Hitchin’s Hamiltonians.
Proof. If w ∈ S2, then w
∗L(z) = L(z); let εα be the α-th basis vector of Z
2,
then ε∗αL(z) = Ad(diag(1, · · · , z, · · · , 1))L(z) (z in α-th position). The last statement
follows from the fact that the symbol of pˆα is pα, and the symbol of e
(i)
αβ is η
(i)
αβ .
The first statement follows from a direct computation, using the explicit form of the
Hamiltonians:
(25)
Hˆi = pˆh
(i) + 2
∑
j 6=i
h(i)h(j)[
θ˙
θ
(ziz
−1
j )−
θ˙
θ
(zjz
−1
i )]
+ 2
∑
j 6=i
(
e(i)f (j)
θ(t2ziz
−1
j )
θ(t2)θ(ziz
−1
j )
+ e(j)f (i)
θ(t−2ziz
−1
j )
θ(t−2)θ(ziz
−1
j )
)
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and
(26)
Hˆ0 = pˆ
2 +
∑
j<i
h(i)h(j)[
θ˙
θ
(ziz
−1
j )]
2 − 2
N∑
i=1
e(i)f (i)℘(ln(t2))
− 2
∑
i6=j
e(i)f (j)[
θ˙
θ
(t2)−
θ˙
θ
(t2ziz
−1
j )]
θ(t2ziz
−1
j )
θ(t2)θ(ziz
−1
j )
.
Equations (25) and (26) define differential operators acting onC××[T \(CP 1)N ];
(t, ti) being the product coordinates on C
× × (CP 1)N , we have pˆ = 2t ∂
∂t
+ 2k θ˙
θ
(t2),
h(i) = 2(ti
∂
∂ti
+ λi), e
(i) = t2i
∂
∂ti
+ 2λiti, f
(i) = − ∂
∂ti
.
For N = 1, this system is reduced to
Hˆ0 = pˆ
2 − 2e(1)f (1)℘(lnt2), Hˆ1 = e
(1)f (1).
Remarks. 1. A natural module for Ared is Fun(C×)⊗ (Vλ1 ⊗ · · · ⊗ VλN )[0]. More
precisely, we can pose the eigenvalue problem Hˆiψ = µiψ, Hˆ0ψ = µ0ψ, ψ a function
of C×, with values in ⊗Ni=1Vλi , whose component in (⊗
N
i=1Vλi)[λ¯i], ψλ¯i(t), satisfies
ψλ¯i(qt) = z
λ¯1
1 · · · z
λ¯N
N z
ℓψλ¯i(t), for each system of weights (λ¯i), ℓ being a fixed integer.
The space of such functions, with only poles at qZ, is stable under the actions of Hˆ0
and the Hˆi.
2. Prop. 5.1 suggests that the operators constructed here coincide with the
result of the action of the center of the enveloping algebra at the critical level, when
k = 2. Indeed in this case, after [22], the quotient of L⊠2k by S2 coincides with
(det
|M
(0)
GL2
(X)
)−2, on which this center should act.
After obtaining the main results of this paper, we learnt about the paper of N.
Nekrasov [16], where Hitchin systems for degenerate curves are described as many-
body problems.
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