In this paper, we describe the results of an empirical study on two spam detection methods: Support Vector Machines (SVMs) and Naive Bayes Classifier (NBC). 
Introduction
Of the 31 billion e-mail messages that move across the Internet and private networks daily now, about two-thirds are person-to-person communications and the rest is made up of s p a . By 2006, a little over half of the 60 billion messages sent daily will be person-to-person [ 1 11. Spams have become such an escalating problem in the Internet that it threatens to erode the efficiency and effectiveness people enjoy with the Internet communication.
There are many anti-spam strategies and methods. In this paper, we describe the results of an empirical study on two spam detection methods: Support Vector Machines (SVMs) and Naive Bayes Classifier (NBC). The reason for choosing these two methods is that both have good theoretical foundations, scale up well with large data, and lend themselves to the text classification problem. In our study, we imple- We also wrote a program that converts emails into feature vectors using both TF and TFIDF term weighting methods. The evaluation criteria include accuracy rate, recall, precision, miss rate, and false alarm rate. The results indicate that both approaches have their pros and cons.
The rest of the paper is organized as follows. Section 2 provides an overview of the two SPAM detection methods. Section 3 discusses the design considerations of the comparative study. Section 4 describes the experiments. The.
analysis of the results are presented in Section 5. Finally, Section 6 concludes the paper with remarks on future work.
Overview of Methods

Text classification
We consider spam detection as a text classification problem. There are two classes for email messages: y i E {-l,-kl} where -1 indicate nonspam and +I spam. A feature is a word in an email message and a feature vector xi represents an email in the feature space. Given n labeled training examples: (XI, VI), ..., (xn, y , ) , the task is to learn from the training examples a hypothesis that can be used to classify unseen email messages.
Support Vector Machines
Support vector machines are a family of learning methods [l, 10, 14, 151. Linear hard-margin SVMs [ 
Naive Bayes Classifier
The naive Bayes algorithm is among the most effective probabilistic approaches for learning to classify text documents [71. The general framework of the naive Bayes classifier is as follows. Given labeled training examples to the learner, it can learn from the examples to predict the labels for unseen documents.
There are two main issues in this approach: document representation and probability estimation 171. Because of its independence assumption, the classification made by the naive Bayes classifier is defined as follows:
where TJNB denotes the label for an unseen document. In the context of spam detection, emails are documents of interest and they have two labels: spam and nonspam.
Design Considerations
Feature selection
Before running the learner, we need to convert email messages into feature vectors in the preprocessing step.
Feature selection removes irrelevant or inappropriate words from the original messages. Common words such as "have" and "get" are usually stripped away, reducing the dimensionality of feature vectors.
Sometimes spammers send emails which contain only an advertising picture without any words. It i s hard for learning methods to catch such spam emails. In this case, the email header information is a good source of information.
Feature Vector Construction
There are different ways of constructing feature vectors out of the training examples. In our study, we use both term frequency (TF) and term frequency with inverse document frequenry (TF-IDF). Let 
T F j 5 (TF(w1, d j ) , T F ( w 2 , 4 ) , . . 7 TF(wn,dj)) (7)
where n is the number of words in d j . The norm of TF is given by So (6) is rewritten as (9) Finally, we get the feature vector xi which represents d j : where
The normalization component is supposed to adjust the weights so that small and large documents can be compared on the same scale. 
TF(w,, d j ) ' IDF(W,)).
Performance measures
Error rate, which is also the common performance measurement, is given by 1 -Amtest.
Precision and recall are used in information retrieval and measure the generalization error of a hypothesis h.
Precision is defined as
The precision i s the ratio of f++ in the examples which are classified as positive.
Recall is defined as
Rect,,t(h) =
The recall is the probability of a hypothesis h correctly classifies examples which belong to the positive class yi = 1. svm-classify testLdata.txt model predictions it starts the classification of the data in the testdata.txt with the model and generates the predictions, the name of the prediction file.
Experiments
For the NBC approach, two Java programs, NaiveBayesLearn and NaiveBayesClassifier, were written. NaiveBayesClassifier computes the Ieave-one-out estimates in the learning process and classifies new text examples using the naive Bayes classifier.
By calling
The NaiveBayesLearn is invoked as follows: 
Results Analysis
The learning process for SVMs is carried out with regard to each of the nine data sets, and each of TF and TF-IDF. 
Accuracy rate
Accuracy results are shown in Figures 1 and 2 . The naive Bayes classifier classified the test email better than the linear S V M s with the high and stable accuracy in the TF and TF-IDE When the value of the C parameter is large, the linear SVMs behaves like the hard-margin SVMs which work only for data linearly separable. The TF-IDF usually works better than the TE
Precision and recaIl
Figures 3 and 4 are precision-recall graphs for TF and TF-IDF, respectively. They capture the relationships between the recall and precision as different data sets are used in the learning process. The graphs indicate that both the recall and precision are high in the experiments. In the TF case, C = 1 was best, and in the TF-IDF case, the NBC was best. 
Miss rate and false alarm rate
The miss rate and false alarm rate When C was 0.01, the false a l m rates for the several data sets were very high, since the small C value made the margin of the hyperplane narrower.
The miss rates and false alarm rates for the NBC were stable in almost all the data sets.
C parameter
References C = 1 correctly classified better than other C values on average. The smaller value for C increases the number of training errors, while the larger C value leads to the high VC-dimension.
ConcIusion
In our experiments, the naive Bayes classifier has a consistent performance for all the data sets. It bas been known that probabilistic approaches such as NBC are among the most effective methods for text document classification [7] . The classifiers (or the classifications of unseen cases) are generated through counting the frequency of various training data combinations, instead of explicit searching through the hypothesis space. It scales up well with large data and is not sensitive to noisy data. To be effective, the approach requires many initial probabilities. In the context of span detection, even though the independence assumption is not accurate, it makes the problem tractable. And surprisingly NBC works very well in practice for many text classification probIems, notwithstanding the incorrectness of the independence assumption [2] .
The linear SVMs have several advantages. When using the tool, the only parameter to tune is the C values. When C value i s large, the performance of the SVMs is less dependent on the choice of C 133. Another important feature is that SVMs are less influenced by the sizes of training cases in the two classes because they are not geared toward minimizing the error rate, but instead attempt to separate the patterns in feature space. However, the performance is the potential issue. If there are large number of training cases, learning process can be long. Execution can be slow for nonlinear SVMs [3] .
To get more accurate results, such study needs to be repeated on larger data sets. It is also clear in our study that the performance of those classification methods really depend on the training examples, i.e. the feature vectors extracted from the original email messages. In the experiments, only words in the message body were used as the candidates of the features. More important information might be missed in the feature extraction process. For example, the subject title of email can be the good candidate of the features. And also, recent spam messages are coded with html so it might be a good idea to include the html codes in the features. The preprocessing before running the learners is the important phase for the learners to perform better classification. For the further analyses, the spam emails for training and testing should be decomposed into the multiple classes according to the kinds of spam emails such as investment and vacations. This makes the analysis results more useful and refined.
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