In recent years analysis of the mixture models under Bayesian framework has received considerable attention. However, the Bayesian estimation of the mixture models under doubly censored samples has not yet been reported. This paper proposes a Bayesian estimation procedure for analyzing lifetime data under doubly censored sampling when the failure times belong to a two-component mixture of the Weibull model. An extended version of the likelihood function for doubly censored samples for the analysis of a mixture of lifetime models has been introduced. The posterior estimation has been considered under the assumption of gamma prior using a couple of loss functions. The performance of the different estimators has been investigated and compared through the analysis of simulated data. A real-life example has been included to demonstrate the practical applicability of the results. The results indicated the preference of the estimates under squared logarithmic loss function (SLLF) for the estimation of the mixture model. The proposed method can be extended for more than two component mixtures.
INTRODUCTION
As a result of the adaptability in fitting time-to-failure of a very widespread multiplicity to multifaceted mechanisms, the Weibull distribution has assumed centre stage especially in the field of life-testing and reliability in survival analysis. It has shown to be very useful for modelling and analyzing lifetime data in medical, biological and engineering sciences (Lawless, 1982) . Much of the attractiveness of the Weibull distribution is due to a variety of shapes based on its parameters. Nevertheless, the exponential, gamma and Weibull distributions are widely used in life-testing and reliability experiments under different scenarios. However, the exponential distribution is suitable only when the hazard rate is constant. When the hazard rate changes with time, the gamma and Weibull distributions are the most suitable due to the flexibility of the scale and shape parameters of these distributions. The Weibull distribution has an extra edge over the gamma distribution as its distribution function and hazard function can be expressed in closed forms, which is not possible for the gamma distribution when the shape parameter is not an integer (Danish & Aslam, 2012) .
Finite mixture distributions consist of a weighted sum of standard distributions and are a useful tool for reliability analysis of a heterogeneous population. They provide the necessary flexibility to model failure distributions of components with multiple failure modes. Furthermore, it is the logical way of modelling a probability distribution of a population with distinct subpopulations. However, the additional modelling capability comes at a cost of additional parameters and analytic difficulties. 
METHODS AND MATERIALS

The model and likelihood function
The probability density function (pdf) of the Weibull distribution, defined by Weibull (1951) is:
The cumulative distribution function (CDF) of the distribution is:
A density function for the mixture of two component densities with mixing weights (̟ ,1-̟ ) is:
The cumulative distribution function for the mixture model is: 
, can be written as:
Substituting the corresponding entries using equations (1) is the beta prior for the mixing parameter π. Under the assumption of independence, these priors have been combined to produce a joint improved gamma prior for parameter as:
where a 1 ,a 2 ,a 3 ,b 1 ,b 2 and b 3 are the parameters of prior distribution named as hyper-parameters.
The posterior distribution under gamma prior has been derived as: 
... (11) where 3 and B (x,y) is a standard beta function.
Loss functions and Bayes estimators
The performance of different Bayes estimators can be compared in terms of posterior risks associated with each estimator. The posterior risk is defined to be the expected value of a loss function. We have assumed a couple of loss functions for posterior estimation and the description of these loss functions is as following:
Squared error loss function (SELF):
The squared error loss function proposed by Legendre (1805) and Gauss (1810) is defined as: L(θ,θ SELF ) = (θ -θ SELF ). The Bayes estimator under this loss function is: θ SELF = E(θ).
Squared logarithmic loss function (SLLF):
Another loss function Brown (1968) is called the squared based on logarithmic loss function. It can be defined as:
The Bayes estimate under SLLF is: θ SLLF = exp {E(log θ )}. 
Similarly, the Bayes estimators for other parameters can be derived and the generalized version of the Bayes estimator can be written as: 
The generalized version of the posterior risk is as following: 
where B (x, y) is the standard beta function; (B, E) SELF and ρ (B, E) SELF are the Bayes estimator and posterior risk under SELF respectively, and ξ (x wir ) has been defined in (6) . 'K' is a helping constant used to derive the generalized Bayes estimates. Now, the Bayes estimators and posterior risks for θ 1 , θ 2 and π under SELF can be derived by putting 
... (19) where
is trigamma function; (B,E) SLLF and ρ(B,E) SLLF
are Bayes estimator and posterior risk under SLLF respectively, and Ω(x wi ) has been defined in (8) .
Prior elicitation
Elicitation is a method to formulate the prior beliefs regarding some quantities into a probabilistic model. Under Bayesian inference it can be regarded as a technique to specify the values of hyper-parameters in a prior distribution for one or more parameters of the sampling distribution. It is not easy to have an accurate elicitation, because in many real-life situations the experts are often not familiar with the concept of probabilities. Even when the expert is familiar with the probabilities and their concept, it is by no means straightforward to evaluate exactly a probability value for an event exactly. In such cases, elicitation encourages the expert and the facilitator to consider the meaning of the parameters being elicited. This has two helpful consequences. We have used the method suggested by Aslam (2003) for the prior elicitation. This method uses the prior predictive probabilities for elicitation. It compares the prior predictive distribution with expert's assessment about this distribution and permits the choice of the hyper-parameters that make the assessment agree closely with the member of the family. The prior predictive Table 1 . Table 1 ; , , f y 0.10 0.10 is the mixture density for future observation from the model (3). According to equation (20) , the prior predictive distribution under gamma prior; presented in equation (9) As we have to elicit six hyper-parameters (a 1 , a 2 , a 3 ,  b 1 , b 2 , b 3 ) we have to consider six integrals. The set of hyper-parameters with minimum values has been chosen to be the elicited values of the hyper-parameters. By considering the prior predictive distribution in equation (21), we have assumed the expert's probabilities to be 0.10 for each integral. We considered the following integrals: (Aslam, 2003) . For the elicitation purpose the expert probability assumed to be so that the sum of probabilities for all the integrals is less than or equal to one. Generally these probabilities are considered the same for each integral Kazmi et al. (2012) .
SIMULATION STUDY AND RESULTS
As the analytical comparisons among the performance of different estimators are not possible, a simulation study has been conducted to serve this purpose. The performance of various estimators has been investigated and compared with respect to different priors, loss functions, parametric values, mixing weights and sample sizes. The parametric 
Real-life example
This section covers the analysis of a real-life dataset regarding the breaking strengths of 64 single carbon fibers of length 10 presented by Lawless (2003) . The idea has been to determine whether the results and properties of the Bayes estimators explored by a simulation study, have the same behaviour under a real-life situation. We have used the Kolmogorov-Smirnov and chi square tests to see whether the data follow the Weibull distribution. These tests show that the data follow the Weibull distribution at 5 % level of significance with p values 0.38473 and θ 1 , θ 2 , π n Using SELF Using SLLF 0.82786, respectively. We have taken n = 64, π = 0.45 and the data has been classified into two populations using probabilistic mixing (as discussed in the previous section), which produced: r 1 = 4, r 2 = 3, s = 58, m 1 = 18, m 2 = 33, so that the censoring rate is close to 20 % (that has been used in simulation study). The analysis under real-life data replicated the findings explored in the simulation study. The posterior risks under SLLF are the minimum for all the cases. The increase in the value of the mixing parameter (π) imposes a positive impact on the performance of the estimates for the first component of the mixture. This is simply due to the reason that the increase in the values of the mixing parameter will incorporate a larger proportion of the sample values for the analysis of the first component of the mixture. Hence, the results under real-life data gave us more confidence to suggest the use of SLLF for the estimation of the parameters of the mixed Weibull distribution under doubly censored samples.
Hazard rate for the mixture of Weibull distribution
The hazard rate is a useful way of describing the distribution of 'time to event' because it has a natural interpretation that relates to the ageing of a population. The hazard function is the risk of failure in a small time interval, given survival at the beginning of the time interval. As a function of time, a hazard function may be increasing, i.e. as time increases the rate for failure increases. For example, when a patient is untreated for a disease such as cancer or the medication do not work properly; or when a person is recovering from severe trauma like a surgery, The hazard function may be constant, meaning the rate of failure is the same regardless of how much time has passed. The constant hazard rate is mostly unrealistic. The hazard rate for the mixture of Weibull distribution has been compared under a range of parametric values.
The hazard rate function for the mixture of Weibull distribution is: ... (15) The graphs for the hazard rate of the mixture model for different parametric values and for the various ranges of the variable, are presented in the following.
The graphs suggest that the hazard rate for the mixture model is monotonically decreasing over time for α 1 , α 2 < 1. If α 1 = α 2 = 1, the hazard rate is a constant function except for PR4 and PR5. Similarly for α 1 , α 2 > 1, the hazard rate has different patterns for various combinations of the parameters. On the other hand, if we mix the above situations, that is, if we take (α 1, α 2 ) = {(0.50, 1.00), (0.50, 1.50), (1.00, 1.50)}, the behaviour of the hazard rate becomes different. Using α 1 = 0.50 and α 2 = 1.00, the hazard rate is decreasing but the tendency is different. In case where α 1 = 0.50 and α 2 = 1.50, the hazard rate is decreasing except under PR4 and PR5. For α 1 = 1.00 and α 2 = 1.50, the hazard function of the mixture density is decreasing, increasing and constant for different choices of the parametric values.
CONCLUSION
The Bayesian analysis of the Weibull distribution has been discussed by many authors under different censoring techniques. However, the Bayesian estimation of the mixture of Weibull distribution under doubly censored samples has not been reported in literature to date. This issue has been addressed in this paper. The paper proposes the Bayesian analysis of the doubly censored lifetime data using a two-component mixture of Weibull distributions under different loss functions using gamma prior. From the detailed analysis it can be concluded that the estimates under squared logarithmic loss function (SLLF) can be preferred for the estimation of the mixture model. The proposed estimators are consistent and capable of providing stable results from moderate to large samples. The findings of the study are useful for analysts from different fields dealing with the analysis of lifetime models, when causes of failures are more than one and the data is doubly censored. The study can further be extended for more than two component mixtures of the Weibull distribution.
