Virtual Reality and immersive experiences, which allow players to share the same virtual environment as the characters of a virtual world, have gained more and more interest recently. In order to conceive these immersive virtual worlds, one of the challenges is to give to the characters that populate them the ability to express behaviors that can support the immersion. In this work, we propose a model capable of controlling and simulating a conversational group of social agents in an immersive environment. We describe this model which has been previously validated using a regular screen setting and we present a study for measuring whether users recognized the attitudes expressed by virtual agents through the realtime generated animations of nonverbal behavior in an immersive setting. Results mirrored those of the regular screen setting thus providing further insights for improving players experiences by integrating them into immersive simulated group conversations with characters that express different interpersonal attitudes.
Introduction
Interactive systems that offer an increased level of immersion have recently acquired a very high interest in both research and industrial areas, in particular in the video game industry. Two kinds of immersive systems are typically found, Head Mounted Display HMD (where the user wears a device in front of his eyes) such as the Oculus Rift 1 and Spatially Immersive Display SID (where the user is surrounded by different screens) like the CAVE [Cruz-Neira et al. 1993] or the Allosphere [Amatriain et al. 2009] . Thanks to such immersive systems, the user is not just looking at a viewpoint projected on a screen, but becomes the reference of the viewpoint. By combining stereoscopic display and real-time adaptation to the user's orientation, these systems reproduce perspectives, distances and orientations to lure the users into thinking they are within the virtual space. Previous work highlighted how these systems can lead to an increased feeling of immersion in video games [Lugrin et al. 2013] and an increased level of presence [Slater et al. 2013] . Researchers working in the domain of immersive virtual environments (IVE) usually describe presence as the feeling of actually being in the simulated environment [Cummings and Bailenson 2015; Heydarian et al. 2014] . The effect of presence or immersion on the user experience is still unclear and is still being investigated. However several works highlighted learning enhancement in educational applications [Limniou et al. 2008 ] with a high level of immersion; they also reported high arousal in emotional response [Diemer et al. 2015] when the feeling of presence is high. The potential of these systems could offer new opportunities for experimenting on the interactions (involving social and emotional aspects) that happen between a user and the virtual environment. More specifically, the motion of virtual characters aimed at expressing socio-emotional meaningful behavior (e.g. interpersonal attitudes) becomes important for game developers wanting to design more appealing user experiences.
However, investigating and developing applications or games with these systems raises also new research questions. It seems reasonable to wonder if the paradigms used for traditional regular 2D displays are still relevant when applied for an IVE. Camera movements, perspectives or viewpoints need to be rethought, which might lead to a different perception of the virtual world.
In this paper, we are transposing a multi-agent group simulation model, originally developed for regular computer displays and validated through an online study [Ravenet et al. 2015] , into an immersive system. A particularity of this model is that it allows virtual agents to vary their animated behaviors (turn-taking strategies and nonverbal behaviors) depending on the attitudes that they aim at expressing towards each other. Attitudes can be described, following Scherer's definition of interpersonal stance [Scherer 2005] , as "an affective style used naturally or strategically in an interaction with a person or a group of persons". A two-dimensional representation of interpersonal attitudes is described in [Argyle 1988 ]. These two dimensions are status and affiliation. In our work we adopted this representation and we define 4 possible attitudes corresponding to the two extremes of each dimension: Dominant or Submissive, Friendly or Hostile.
As opposed to the online study described in [Ravenet et al. 2015] , in this study participants are immersed in the scene using a CAVE system and the simulation is running in real-time (instead of prerecorded video uploaded in the online study). The conversing groups that this system simulates can be used to populate a virtual world with characters expressing different interpersonal attitudes through different animated behaviors: turn-taking (using a fictitious language), accompanying gestures, rotations of the gaze and the body, and walking rearrangements into F-formations (geometrical structure of gatherings as described by Kendon [Kendon 1990] ). Each of these behaviors is influenced by the attitudes an agent expresses towards the other. In this paper we describe a deployment of our model into an IVE, and a study conducted to assess whether the attitudes expressed by the virtual agents are recognized by users in this new configuration.
State of the art
In [Fox et al. 2009] , the authors present a thorough review of previous research that exploits virtual reality and 3D environments for advancing in the field of social sciences. In particular, they highlight that in several cases users are able to recognize and produce nonverbal behaviors in a virtual environment similarly as in real world interaction. More specifically, those behaviors were interpersonal distances and gaze [Bailenson et al. 2001] . Furthermore, they show that IVEs are useful for studying social phenomena (e.g. by replicating dangerous situations in a safe environment for therapy or training) and they encourage researchers to take advantages of these technologies to perform further studies. For instance, in [Philipp et al. 2012] , the authors report that the sole presence (without interaction) of virtual agents in an immersive virtual scene elicited more smile responses from participants to positive stimuli. In [Bombari et al. 2015] , the authors describe how powerful it is to include virtual humans in social experiments conducted within IVE as they offer a way to standardized the interaction partners and simulate a broad range of different interactions at a very low-cost.
Other works on virtual agents and IVEs typically explored the benefit of an immersive setting over a traditional one-screen setting, in particular in learning or medical applications [Hartanto et al. 2015] . In [Patel et al. 2006] , the authors presented an experiment for measuring the difference between learning tai chi through videos or an immersive virtual setting. They report that participants performed better using the IVE.
These works highlighted the potential of IVEs for simulating social settings, however, a few works addressed the issue of transferring the acquired knowledge from a one-screen display setting to an immersive one. In [McMahan et al. 2012] , the authors investigated the effect of interaction and display fidelity on the user's performance, sense of presence, engagement and perceived usability of a FPS game in a CAVE setting. Their results suggest that the fidelity levels increased the user experience.
Building on our previous work and the insights provided in this section, we propose to investigate how users perceive the attitudes of a group of virtual characters simulating a conversation in an Immersive Virtual Environment. We conducted a study that follows an experimental design proposed in a previous work addressing the expression of attitudes in a traditional one-screen display setting [Ravenet et al. 2015] . However, in this paper, we deploy a behavior model into an IVE and we investigate whether this alternative configuration allows for a proper perception of the simulated agents' motions for expressing their attitudes.
The Immersive Social Virtual Agents Group Simulator
In this section we describe the system that allows us to simulate a group conversation among virtual characters that express different social attitudes towards each other through real time generated nonverbal behaviors (e.g. turn-taking behaviors, gestures or interpersonal distance). We first briefly describe the computational model of our system and then we describe its deployment in an immersive setting.
The Social Virtual Agents Group model
This model allows each virtual agent in a group to express an attitude towards another member, thus resulting in different behaviors being produced in real-time. An agent will be able to adapt dynamically its turn-taking behaviors, its gestures and its distances and orientations towards the other members of the group. The agents' utterances (the content of the speech) are semantically meaningless because our focus was to model nonverbal behavior while still making it possible for the agents to simulate a conversation without the influence of their verbal behavior on expressed attitudes. Therefore, we are using a fictitious language. In this way, different agents' turn-taking behaviors and utterances of different duration can be still produced, but a user cannot intervene in the conversation because the spoken language is incomprehensible. However, the agents consider the user as a (listener) member of the group and they spatially arrange in order to make space for him/her. The model is composed of three components (see figure 1), each component being responsible for a particular set of behaviors and we briefly present them here (more details can be found in [Ravenet et al. 2015] ).
Turn-taking component.
The turn-taking component establishes when an agent starts or stops talking, when it interrupts the others or when it is interrupted itself depending on which agents are currently speaking and on the attitudes it expresses towards each other. This component works as a state machine (inspired by [Thórisson et al. 2010] ) and it alternates the agent's role between speaker and listener (according to Goffman's definition of conversational roles [Goffman 1981]) . The states and transitions were designed following the literature on turntaking, conversational agents and attitude expression.
Group Behavior component.
The Group Behavior component changes the desired target for the agent's gaze and body orientation. It also computes the desired interpersonal distances for an agent towards all other members of the group (including the user). The final computation of the gaze, orientation and distance is supported by an adapted version of the Impulsion Social AI Engine [Pedica et al. 2010] . The rules for the adaptation of these behaviors were constructed following the literature on small group formations (c.f. F-formations [Kendon 1990 ]), interpersonal distances (c.f. proxemics theory [Hall 1969 ]) and attitude expression. 
Conversational Behavior Component.
The conversational Behavior component produces nonverbal behaviors accompanying the utterances of the virtual agent and it varies the behaviors that are being produced depending on the attitudes that the agent aim to express. It can influence the amplitude and the strength of its gestures along with its facial expression (positive, negative or neutral). It takes the attitudes as input and alters the nonverbal signals produced by the Behavior Planner of the Greta/VIB system [Pecune et al. 2014 ] thanks to the model presented in [Ravenet et al. 2013 ]. This model is based on a machine learning approach. A Bayesian classifier was learned from crowdsourced data of agent behaviors expressing attitudes and a model for expressing these attitudes was built upon it.
The full model has been implemented in Unity3D, similarly to the online study conducted in [Ravenet et al. 2015] . Benefiting from the portability of the Unity3D framework, we deployed the system in an immersive CAVE system at the CERV laboratory in Brest. In the next section, we give more details on the technical aspects of this implementation.
The CAVE system
The CAVE system displays a virtual environment on four screens, using stereoscopic images, that surround the user [Cruz-Neira et al. 1993] . Three wall screens are set in front of the user, on his right and on his left and a 6 square meters-size ground screen below the user. This immersive system works with four short focal length projectors which are directed toward the three walls and the face on the ground. For tracking purposes, we used OptiTrack motion capture system and Motive software 2 . The OptiTrack is composed of eight infrared cameras placed on the top of the frame circumnavigating around the capture volume. The cameras can track the user's head thanks to passive sensors attached to the 3D glasses the user is wearing to visualize the stereoscopic rendered scene. The user's head position is used in Unity3D to place the camera and then to continually redrawn the virtual environment to preserve the viewer's perspective.
In this configuration, we added in our model the capacity to map the location of the glasses in the real world (thanks to the Opti-Track system) to the location of the user in the virtual space. This allows us to be able to represent the user as a physical entity in the virtual scene (i.e. another agent), in order for the virtual agents to place themselves in a circle that includes the user in their group. In the current setting, the agents are considering only the physical proximity of the user in order to include him/her in the group formation but they are not addressing him/her their turn, because of the fictitious language that they use.
The fully implemented system supports the creation of different groups of characters within a scene that simulate conversations. The virtual characters can express different attitudes towards each other (Dominant, Submissive, Friendly or Hostile). The user can typically approach a group and join a conversation and the agents react (in real-time) by (re)arranging themselves in order to make physical space and keep the F-formation system. However, in this study participants were standing still while observing the simulated group conversation as part of the group (i.e. we controlled for their motion because this would have added an additional bias to the conditions if, for example, they would look at the agents from different distances from the group members).
Evaluation

Objectives
The objectives of our evaluation was to assess whether the attitudes expressed by a group of agents through their behaviors, such as getting closer for expressing a friendly attitude for instance, would be correctly recognized by the participants when immersed in the virtual scene inside the group. It was unpractical to test all possible group configurations, we fixed the number of agents in our conditions to 4 (2 males and 2 females). We also divided the study in two trials. In the first trial (Status Trial), the agents could express only attitudes on the Status axis (Dominant vs. Submissive) and in the second trial (Affiliation Trial), the agents could express only attitudes on the Affiliation axis (Friendly vs. Hostile). To avoid any bias due to the appearance and the gender of the agents we determined 12 different group configurations to assure an equitable presentation of the four agents and the attitudes (6 in each trial).
Each participant was assigned to a trial and to a specific group configuration. They observed 4 conversations (each lasting one minute). Even though the participants were not involved in the verbal conversation, they were still part of the group surrounded by the agents. We asked participants to observe with particular attention the two central agents, with respect to the four agents in the group, that were in front of them. These two agents, that we named Left Agent and Right Agent, expressed differently their attitude following Sadler's intercomplementarity theory [Sadler and Woody 2010]: i) In two conversations they expressed complementary attitudes, which are opposite on the status axis (i.e. dominant and submissive) or similar on the affiliation axis (i.e. friendly and friendly) ii) In the other two conversations they showed anti-complementary attitudes, which are opposite on the affiliation axis (i.e. friendly and hostile) or similar on the status axis (i.e. dominant and dominant).
Therefore, we defined the following independent variables:
• The Expressed Status of Left Agent, which corresponds to the status expressed by the Left Agent in the Status trial (similarly we define The Expressed Affiliation of Left Agent in the Affiliation trial).
• The Expressed Status of Right Agent, which corresponds to the status expressed by the Right Agent in the Status trial (similarly we define The Expressed Affiliation of Right Agent in the Affiliation trial).
Each variable had two levels, dominant and submissive in the Status trial (hostile and friendly in the Affiliation trial). We also defined the following dependent variables:
• The Measured Status of Left Agent, which corresponds to the user perception of the status of the Left Agent in the Status trial (similarly we define The Measured Affiliation of Left Agent in the Affiliation trial).
• The Measured Status of Right Agent, which corresponds to the user perception of the status of the Right Agent in the Status trial (similarly we define The Measured Affiliation of Left Agent in the Affiliation trial).
Hypotheses
Based on the results of the previous online study, we formulated the following hypotheses:
• H1.S: The Left Agent is perceived more dominant when it expresses a dominant attitude than when it expresses a submissive attitude.
• H1.A: The Left Agent is perceived more friendly when it expresses a friendly attitude than when it expresses a hostile attitude.
• H2.S: The Right Agent is perceived more dominant when it expresses a dominant attitude than when it expresses a submissive attitude.
• H2.A: The Right Agent is perceived more friendly when it expresses a friendly attitude than when it expresses a hostile attitude.
Procedure
In order to assess the participants' perception of the agents' attitudes, we used an adaptation of the questionnaire provided in [Funder et al. 2000 ]. We designed a questionnaire for each trial. For each measured attitude, we selected 4 items (i.e. those with higher reliability), 2 with positive valence and 2 with negative valence.
The questions are summarized in Table 1 . All questions used a 5-points Likert scale (anchors: Completely Disagree and Completely Agree).
Participants
Twenty-four subjects, twelve for each trial, were recruited.
In the Status trial, 16.7% were women and 83.3% men, they were mostly from 31 to 40 years old (58.3%).
In the Affiliation trial 25% of the subjects were women, and 75% were men, mainly aged from 21 to 30 (66.66%).
Almost all the participants were French (100% in the Status trial and 83% in the Affiliation trial), we had two foreign ones from Lebanon and Madagascar.
Each participant was assigned to a specific group configuration and then observed 4 simulated conversations (we had two participants assigned to each possible group configuration) in a fully counterbalanced order, thus avoiding first and second carryover effects [Bradley 1958 ].
We invited participants in the CAVE and explained to them the study's procedure while already wearing the glasses for 3D vision and the head tracking system. We showed a tutorial were all agents were expressing neutral attitudes. We used life-sized agents that, at the beginning of each condition, placed themselves in a circle in order to include the participant and then started the simulated conversation (see Figure 2 ). During the experiment, after each stimuli of about 1 minute, participants filled in on a separate desktop PC the questionnaire about their subjective evaluation of the agents' attitudes in the condition just observed.
Results
We combine the answers to the questions in order to obtain a single normalized value for each dependent variable.
Status trial.
We first conducted a MANOVA 2x2 on our variables. A main effect of the expressed Status of Left Agent (W ilksLambda = 0.36, F (2, 10) = 8.9,p < 0.05) and the expressed Status of Right agent (W ilksLambda = 0.29, F (2, 10) = 12.5, p < 0.005) were identified, which could indicate that varying the expressed attitudes Table 1 : On the left, the questionnaire used after each scene in the Affiliation trial and on the right, the questionnaire used in the Status trial.
has an effect on the measured attitudes. Additionally, no effect of the interaction of the independent variables was identified.
Following-up, we ran an ANOVA for each dependent variable. The expressed Status of Left Agent had a significant effect on its measured Status (F (1, 11) = 18.24,p < .005). The measured Status of Left Agent was higher when the Left Agent was expressing Dominance (M = .67, SE = .04) than Submissiveness (M = .40, SE = .02).
A similar effect was identified for the effect of the expressed Status of Right Agent on its measured Status (F (1, 11) = 15.8, p < .005) with a higher value for the measured Status when the expressed Status was Dominant (M = .66, SE = .04) than Submissive (M = .42, SE = .04). Consequently, H1.s and H2.s are supported by our experiment. An additional MANOVA with the group arrangement and the gender of the participant as between-subject factors revealed no significant differences (all p > .07).
Affiliation trial.
Our procedure is the same as in the Status Trial. Using a MANOVA 2x2, we first identified a main effect from the expressed Affiliation of Left Agent (W ilksLambda = 0.44, F (2, 10) = 6.3, p < 0.05) but not from the expressed Affiliation of Right Agent (W ilksLambda = 0.62,F (2, 10) = 3, p > 0.05). Again, no effect of the interaction of the variables could be identified.
Then, the conducted ANOVAs revealed that the expressed Affiliation of Left Agent had a significant effect on its measured Affiliation (F (1, 11) = 13.2, p < .005), being higher when expressing a Friendly attitude (M = .6, SE = .05) as opposed to an Hostile one (M = .44, SE = .04).
The tests also revealed a significant effect of the expressed Affiliation of Right Agent on its measured Affiliation (F (1, 11) = 6.2, p < .05) as its value was higher when the expressed attitude was a Friendly one (M = .57, SE = .05) as opposed to an Hostile one (M = .41, SE = .04). These results support H1.a and H2.a. An additional MANOVA with the group arrangement and the gender of the participant as between-subject factors also revealed no significant differences (all p > .25).
Conclusion and Future Work
We presented an evaluation study to investigate whether the attitudinal behaviors of a group of agents could be recognized by a user in a shared IVE. The agent model was adapted to the IVE in order to be able to produce the behaviors in real-time and to render the scene while taking into account the physical position of the user within it.
Results confirm that participants were able to recognize the attitudes expressed by the virtual agents in the group through a variety of nonverbal behaviors (c.f. Section 4). The Status level (respectively the Affiliation level) was rated significantly higher when the agents were expressing a Dominant (respectively Friendly) attitude rather than a Submissive (respectively Hostile) attitude. These results mirror those of our previous experiment where participants were looking at videos from generated scenes on a regular screen. These results allow us to assume that the attitudes, expressed by the behaviors produced by our model, could be identified when the user is observing the group from within the virtual environment. Moreover, no statistical interaction between the variables has been found, which means that the attitude expressed by an agent might be correctly recognized independently of the attitude shown by the other agents.
There are some limitations that we aim to address in the future. First, our model focus mainly on producing behaviors to fulfill the role of the speaker. The turn-taking module computes the behaviors of the agent when it wants to take the turn, when it has it or when it is ending (or losing it). When the agent is a listener, only the gaze and body orientations are impacted. In order to address this limit, we aim to incorporate backchannels and to model explicitly listener's behavior. It could be interesting then to impact also the agent's prosody with the expression of attitudes, in both speaker and listener roles.
Secondly, in our scenario the user is merely an observer. Even though, in this immersive system, the agents share the virtual environment as the user and they place themselves to include him/her in their group, they do not involve the user in the conversation (in terms of turn-taking), or they do not take into account his/her behaviors while triggering their turn-taking behaviors. An interesting development could be the integration of a multi-party dialog manager that takes into account the behaviors of the users as well, such as in [Yumak et al. 2014 ].
