While there has been a keen interest in studying computation at the edge of chaos for dynamical systems undergoing a phase transition, this has come under question for cellular automata. We show that for continuously deformed cellular automata there is an enhancement of computation capabilities as the system moves towards cellular automata with chaotic spatiotemporal behavior. The computation capabilities are followed by looking into the Shannon entropy rate and the excess entropy, which allows identifying the balance between unpredictability and complexity. Enhanced computation power shows as an increase of excess entropy while the system entropy density has a sudden jump to values near one. The analysis is extended to a system of non-linear locally coupled oscillators that have been reported to exhibit spatiotemporal diagrams similar to cellular automata.
I. INTRODUCTION
The transition from regular towards chaotic behavior is one of the defining characteristics of complex non-linear dynamical systems. There has been a keen interest in the behavior of a dynamical system as it undergoes such transition, which comes from the fact that it is precisely in such region where enhanced or improved computational capabilities of the system are claimed to be found [1] [2] [3] , this is known as the edge of chaos (EOC) hypothesis. In this context, computation in a dynamical system can have different meanings 4 . The most common interpretation of computational capacity is related to the ability of the system to perform some "meaningful" task. Meaningful can be understood, given some initial condition, as the system transforming the input in some prescribed way into some output data.
More broadly, it can be understood related to the system capability to behave as a universal Turing machine given some proper input and "programming". A related but different point of view is to associate computation to the generic production, storage, transmission and manipulation of information. It is in this last sense that any dynamical system can be seen as some device amenable to be characterized by its intrinsic computational abilities 5 .
Measures of the computational capabilities of a system have been developed that aim at quantifying the efficiency, in terms of resources, while characterizing the balance between irreducible randomness and pattern production 5 .
In favor of the EOC hypothesis several systems modeling natural and artificial phenomena exhibit interesting, if not some type of critical behavior, precisely at the edge of chaos [6] [7] [8] [9] [10] .
It is not clear, for some one dimensional systems, if the EOC criticality plays a role in the enhancement of computational capabilities, for example in cellular automata. Cellular automata (CA) are discrete space, dynamical systems that act over a spatially extended grid taking values over a finite alphabet, resulting in the evolution of the spatial configuration in discrete time steps. There has been a discussion if meaningful computation abilities in CA are found and should be sought at EOC regions.
Langton 2 has used the density of quiescent states in the cellular automaton rule, usually denoted by the letter λ, as the control parameter to explore such questions. The quiescent state is chosen as some arbitrary value in the CA alphabet, and the λ parameter is the ratio between the number of times the quiescent state does not appear in the CA rule In this paper, we show that improvement of computational capabilities indeed occurs at the edge of chaos for some continuously extended CA rules, but not following Langton λ parameter and therefore, not in the sense of Packard simulations. We will not be seeking to discover useful computational of the CA but instead, improvement of intrinsic computation as measured by entropic based measures of structure and disorder. To support this claim we follow the behavior of a CA as one entry in its rule table is continuously varied between 0 and 1 and use it as control parameter the value of the continuously varying entry. After discussing CA, we turn our attention to a system of one dimensional non-linear locally coupled oscillators that have been found to exhibit dynamical behavior similar to those of CA 13 . The quest is to find if in this system with a continuous control variable space, enhanced computation at the EOC can also be found.
II. CONTINUOUS STATES CELLULAR AUTOMATA
To start formalizing some of the expressed ideas, for our purposes it suffices to consider one dimensional CA as a tuple {A, r, φ} consisting of a set of states A, a radius r which defines a neighborhood structure from −r to r, and φ a local rule φ : A 2r+1 → A. The local rule acts simultaneously over a numerable ordered set S of cells which can be bi-infinite, but in any case, each cell is properly labeled by natural numbers as in {. . . , s −1 , s 0 , s 1 , . . .}.
At a given time step t each cell is in a state belonging to A and the whole cell array configuration is denoted by S (t) . The evolution of the cell array from time t to time t + 1 is given by the global function induced by φ: Consider two state A = {0, 1} cells with a rule defined over a one neighborhood radius r = 1 such that, a cell s i will be updated in the next time step according to the current value of the cell and its two nearest neighbors: s
). Such cellular automata are named elementary cellular automata or ECA 11 . To specify a rule function φ a look up table can be given, for example as shown in Table I s When ordered lexicographically the rule has the binary representation 00101110 equivalent to the decimal number 46 (the reader should notice that according to the definition given in the introducion, the λ parameter for this rule is 0.5). CA rules are named by their decimal representation. The space of cellular automata with binary alphabet and nearest neighbor interaction will then be a discrete space of eight dimensions or an eight dimensional hypercube where there are 2 2 3 = 2 8 = 256 rules.
There is no apparent geometry in the CA discrete space, as there is no natural way to define a transition between CA rules in the hypercube allowing for the smooth change of one cellular automaton to a neighboring one while their behavior also changes gradually. and rule 110 , a continuous transition from the former to the later can be done if we define a CA rule as 0ξ101110, where ξ goes from 0 to 1 in a continuous manner ( Figure   1 ), such that for ξ = 0 we get rule 46 and for ξ = 1 rule 110 is recovered. In order for the transition to work, first a real valued function β must be defined, for example 
where n(≡ ⌊x⌋) is the largest integer smaller than x. As explained, if n is an integer number f (n) is given by the discrete CA rule.
The price paid in Pedersen extension is that the states of the cells are no longer binary values {0, 1} but any real value in the interval [0, 1]. In order to recover the discrete binary nature of the cell states, we observe the system via a binarizing measuring device: we use the mean value over the whole cell array for a given time step as a threshold value, any cell with a state value over the mean is projected to 1, otherwise to 0.
In our simulations, an array of 5×10 3 cells were used and the initial random configuration (random binary digits were taken from www.random.org ) was left to evolve in 5 × 10 Before we proceed, we need some measures that can capture the computational capabilities of a system and distinguish from the random portion of the output on the one hand, and data structuring on the other.
III. ENTROPIC MEASURES
As a measure of unpredictability we use Shannon entropy rate h µ . When a bi-infinite
. . of emitted symbols s i has been observed, h µ is the amount of information produced per symbol. If we consider the bi-infinite sequence as a time series, then, it is the amount of new information in an observation of let say cell s i , considering the state of all previous cells s j , j < i 17 . In terms of Shannon entropy
where H(X|Y ) denotes the Shannon conditional entropy of random variable X given variable
The block entropy of a bi-infinite string S measures the average uncertainty of finding blocks of a given length within the string. Block entropy is calculated by the equation
where the sum goes over all sequences S L of length L drawn from the alphabet A, and p(S L ) is the probability of observing one particular string S L in the bi-infinite string S. Entropy density, also known as entropy rate, can be understood as the unpredictability that remains when all that can be seen has been observed, and can also be defined through a limiting process of the normalized block entropies
For a necessarily finite data, the entropy rate has to be estimated. There is a body of literature dealing with the estimation of entropy rate for finite sequences [19] [20] [21] . Here h µ will be estimated through Lempel-Ziv factorization procedure that has been extensively discussed in the literature and has been used before in the context of CA 22, 23 . In short, Lempel-Ziv factorization performs a sequential partition of a finite length string adding a new factor if and only if, it has not been found in the prefix up to the current position of analysis 24 . In order to emphasize that a finite size estimate of h µ through the Lempel-Ziv procedure is being used, we change to the notation h LZ instead. 
in m factors such that each factor s(l k−1 + 1, l k ) complies with
The partition F (S N ) is unique for every string. For example the sequence u = 101101110001 has a Lempel-Ziv factorization F (s) = 1.0.11.0111.00.01, each factor is delimited by a dot.
For a data stream of length 1 ≪ N < ∞, h LZ is defined by
where C LZ (S) = |F (S N )| is the number of factors in the Lempel-Ziv factorization. The entropy rate for an ergodic source is then given by
For a finite data stream of length N where the above limit can not be strictly realized, the entropy rate is then estimated by h LZ where we drop the argument N when no ambiguity arises. The error in the estimation for a given value of N has been discussed before 26 .
Excess entropy E, introduced by Grassberger as effective complexity measure 27 , has been used in several contexts 5 including the analysis of CA as a measure of correlation along different scales in a process and related to the intrinsic memory of a system. For a biinfinite string, the excess entropy measures the mutual information between two infinite halves of the sequence and is related to the correlation of the symbols at all possible scales.
Excess entropy can be defined in several equivalent ways, for example as the convergence of the entropy rate 17,27
is the mutual information between X and Y , and
, where H(X) is the Shannon entropy of the random variable X. As already explained, mutual information is a measure of the amount of information one variable carries regarding the other, and it is a symmetric measure
measure how much the entropy density is being overestimated as a result of making measurements of the probability of only string blocks up to length L, in other words, how much information still has to be learned in order to assert the true entropy of the source 17 . As entropy decreases with length L, if such decrease is fast enough, the sum (7) will converge. E(S) is the intrinsic redundancy of the source or apparent memory of the source 17 . It measures structure in the sense of redundancy being a measure of pattern production. Feldman 17 has proven that equation (7) is equivalent, in the ergodic case, to the mutual information between two infinite halves of a bi-infinite string coming from the source output. Structure in this context then means how much information one halve carries about the other and vice-versa, a measure related again with pattern production and context preservation as redundancy.
Numerically, when dealing with finite data streams, excess entropy has to be effectively estimated. Here we use a random shuffle based excess entropy estimate using the Lempel-Ziv estimation of entropy rate and given by
S (M ) is a surrogate string obtained by partitioning the string S in non-overlapping blocks of length M and performing a random shuffling of the blocks. The shuffling for a given block length M destroys all correlations between symbols for lengths larger than M while keeping the same symbol frequency. M max is chosen appropriately given the sequence length as to avoid fluctuations. In spite that E LZ is not strictly equivalent to the excess entropy as given by equation (7), it is expected to behave in a similar manner 28 .
Finally, information distance d(s, p) will be used. Information distance is derived from The information distance is defined by 
which will have the same interpretation than d(s, p) as much as the normalized (5) estimates the entropy density.
IV. RESULTS

A. Continuously deformed cellular automata
Having defined our entropic measures of randomness and complexity, we first explored the CA space. The logic followed was to focus in rule 110 and all rules that result from flipping a single entry in its rule by a state flip in only one entry, the final or ending rule. We find in all cases that the transformation from rule 110 to any of the ending rules proceeds, at a specific ξ value, to a disordered state where entropy rate reaches the maximum value of 1 and then at some other ξ value, the system transforms to a behavior similar to the final rule. For specific ending rules, a clear jump in the excess entropy was found at the verge of falling into the final rule.
That is the case for the transformation to ending rule 46 (binary representation 00101110), so the behavior around this rule was studied modifying each entry one at a time. Fig. 2 left b) , while largely keeping the shift behavior, shows the production of local structures that persist in time while traveling across the cell sites. Also, interactions between the structures are also seen. The value of ξ = 0.018, for which the peaking of E LZ is observed, we believe is a region of enhancement of computation capabilities of the system at the EOC.
Large E LZ comes as a result of pattern prevalence over disorder: a high disorder configuration has a large entropy density estimated by h LZ and almost zero excess entropy estimated by E LZ . This relation between entropy rate and excess entropy has been discussed numerous times in the past 5, 17, 31 . In a random sequence, there is no correlation between sites values at any length scale, and therefore, no mutual information can be found between two halves of the sequence. An increase in excess entropy can come from the formation of patterns not involving symbol erasure. If we relate computational capability, as stated in the in-troduction, as the storage, transmission, and manipulation of information, then the excess entropy increase signals an enhancement of such capabilities. Indeed, an increase in excess entropy means larger mutual information between two halves of a sequence which is directly related to storage and, less directly, to transmission of information. As excess entropy is also related to pattern formation, it can also signal the manipulation of information. So, the increase of E LZ is related to the enhancement of computation. The second condition that must be tested is that the jump in entropy density is witnessing a phase transition to a chaotic regime.
In order to test the hypothesis of transition to a chaotic regime, we performed the following simulation: the initial configuration was perturbed by changing one cell value in the cell array, and the system was left to evolve the same amount of time steps. We then calcu- Low values of entropy rate can come as a result of the erasing of one symbol, say 0, at the expense of the other. In order to clarify how much of the entropy rate behavior could be due to the erasure (production) of 0s (1s) the entropy rate for random arrangements of cell values, with different symbol density, was calculated for the whole range of possible values. In figure 2b , the curve labeled h ρ is the entropy rate for the random arrangement having the same symbol density as the corresponding CA sequence with entropy density h LZ for the given ξ value. The difference between both curves is a measure of how much lowering of the entropy rate is due to the structuring of the spatial cell values independent of the production of one symbol. Such a difference has been called multi-information in other contexts 28 . It must be noted that just before the entropy jump, in the region of the EOC, multi-information increases significantly as h ρ jumps before h LZ .
Besides the sensitivity to initial conditions, we looked for an additional criterion that points to the idea that after the E LZ peak, the system is indeed in chaotic behavior. A dynamical system is said to be chaotic if and only if it is transitive and its set of periodic points is dense in the phase space 32 . For a system to be transitive, it is not hard to see that surjectivity is a necessary condition. Hedlund 33 proved that a one dimensional discrete CA is surjective if and only if it is k-balanced for all k ∈ N. We say that a discrete CA
for a set V , |V | means cardinality. For the binary alphabet used here, 1-balance means that the rule table will have the same number of 1s and 0s, namely 4. To prove k-balance, a random initial configuration is chosen, such that the density of either symbol is 1/2, all spatial configurations up to time step k, must conserve the same density for the symbols.
Rule 46 is 1-balanced but is not k-balanced for k > 1. For continuous CA, proving k-balance for all k ∈ N can be more involved as time evolution occurs over a continuous state cell array, but the output is the discrete binary projection of the continuous cell array. We use the following criteria: if starting with a random initial binary configuration, after a sufficient number of time steps, the spatial configurations of the discrete projection preserves the density of both symbol at 1/2, then the continuous rule is taken to be k-balanced. If we assume that Hedlund condition is still necessary, we need to prove that the high entropy states in figure 2 are k-balanced, while the low entropy states are not. We performed such test numerically and found it to be true. The compliance of Hedlund rule, together with the sensitivity to the initial conditions points to the idea that certainly the values of ξ where E LZ has a peaked maximum, is a region in the EOC.
If k-balance of the CA is a necessary condition for chaotic behavior, then CA rules which are not 1-balanced for more than one entry will never achieve such balance by changing a single entry in the rule Furthermore, it could be hypothesized that non-chaotic rules that are 1-balanced or can be brought to 1-balance by the deformation of a single entry in the rule table, are those were a transformation to a chaotic regime could be expected. Such is the case in the set of ECA for thirty-seven rules including rule 46 but also rules 78 and 108 which are also neighbors of rule 110. We have found a chaotic transition for rule 78 at the rule table entry site corresponding to the 101 triplet entry, and also enhancement at the EOC for this transition.
Strong fluctuations in density were found in the EOC region, differing from rule 46. The chaotic transition was also found for rule 108 together with a smaller but clear peak of E LZ at the EOC.
B. Non-linear locally coupled oscillators (NLCO)
Next, we set to explore if the same enhancement of computational capabilities at the EOC could be found in a system of non-linear coupled oscillators introduced by Alonso 13 .
Alonso has argued about the similarities in the behavior of the NLCO and the CA. obeys, for the phase evolution, a system of equations given by
ω is the proper frequency of the oscillators, and γ controls the self-feedback of the oscillator relative to the coupling given by the third term in the right hand of equation (11) . The number of oscillators N is taken even, and the alternating term in the coupling term is to guarantee balance in the interaction of the array of oscillators. Cyclic boundary conditions are enforced. The state of the system is given by the value, at a given time, of the phases θ i of each oscillator which will be observed indirectly by the activity given by sin θ i . As done with the CA, a similar binary partition scheme is introduced: the mean value of the activity is measured for a given time step and used as a threshold to binarize the data.
Simulations were performed following the same criteria as in the CA case, 5000 coupled oscillators were left to evolve for 5000 discrete time steps while the activity of the oscillators was recorded. Averaging was performed over 30 different random initial phases configurations. The system of equations (11) was solved numerically using a Runge-Kutta method of order 4.
In the case of the oscillators, the variables (ω, γ) vary continuously, and the control parameters space is therefore continuous. A detailed study of the "phase" diagram has been done before ( Figure 3 In the case of the NLCO, no significant change in the production of one symbol is found, and the density of 1s is more or less constant; therefore the decrease of h µ for the smaller values of ω is a result of correlations between the oscillators phases.
Similar to the CA, enhancement of computation at the EOC is also found.
V. COMPLEXITY-ENTROPY MAPS
We finally look into the complexity-entropy map 5 of both systems. The entropy map for cellular automaton rule 78 is shown in figure 5a . Rule 46 has a similar diagram. The map was calculated by continuously varying the sixth entry in the rule table. Feldman et al. 31 discussed the interpretation of complexity-entropy diagrams; it measures the system intrinsic computation capabilities in a parameterless way. As already discussed, we also found enhanced computation at the EOC for rule 78 (See supplementary material). The complexity-entropy map of figure 5a is typical of systems transforming from non-chaotic to a chaotic regime, the reader may compare our plot with that reported by Crutchfield and Young for the logistic map exhibiting the well-known period-doubling cascading 37 . For values of entropy rate near zero, the system is rather simple, and the E LZ values are small.
It is only with the introduction of some unpredictability that the system can accommodate more complex behavior. It is precisely at those value around h LZ = 0.2 where the E LZ attains a maximum that corresponds to the EOC. However, it is only to a certain value that a system can accommodate randomness while attaining higher intrinsic computation capability.
Further increase of entropy rate results in the decrease of the system intrinsic computation capability and at h LZ = 1, E LZ is again at zero. A similar interpretation can be made of the complexity-entropy diagram for the NLCO the main difference is that the curve is smoother pointing to a continuous first derivative. The striking similarity between our plots and those reported by Crutchfield and Young for well-studied systems, further points to the fact that the studied systems undergo a transition to chaotic behavior as the parameter ξ is varied.
VI. CONCLUSIONS
In conclusion, we have argued for the existence of enhanced computation at the edge of chaos for continuously deformed cellular automata, different from the reports of Langton and Packard. By using a continuously varying parameter that allows transforming from one CA rule to another, geometry in the CA space was recovered. Our approach does not carry the limitations pointed out against Langton studies. The evidence heavily points to the existence, for specific CA rules, of a transition towards a chaotic regime where enhanced intrinsic computation can be found at the EOC. We directly measured such enhancement by looking into a measure of structural complexity while following the behavior of the entropy rate of the system. k-balanced analysis seems to be a useful tool to identify other rules where the same phenomena could be expected. The analysis was extended to a system of nonlinear coupled oscillators whose behavior has a strong resemblance to CA spatiotemporal patterns. For this system also improved intrinsic computation at the EOC was identified.
The complexity-entropy diagrams show a striking resemblance to the ones reported for well studied non-linear systems were chaotic transitions are known to happen.
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This work was partially financed by FAPEMIG under the project BPV-00047-13. EER which to thank PVE/CAPES for financial support under the grant 1149-14-8. Infrastructure support was given under project FAPEMIG APQ-02256-12. the system of non-linear oscillators in the lower plot. Rule 78 was continuously deformed using as ξ parameters the fifth entry in the rule table (010ξ1110). A binary generating partitions using the mean value as a threshold is used. Phase transition, in the case of rule 78 shows at the diverging point h * LZ ≈ 0.2, below that point the regular behavior corresponding to rule 78 prevails which behaves as a type II automata according to Wolfram classification. Above h * LZ chaotic behavior is observed. The diagram corresponding to the oscillator system has a more smooth curve, but still, only a limited amount of randomness is allowed in the system in order for E LZ to achieve a maximum, above that level on unpredictability the system complexity start falling towards zero.
