Here the All-pairs shortest path problem on weighted undirected sparse graphs is being considered. For the problem considered, we propose "disassembly and assembly of a graph" algorithm which uses a solution of the problem on a small-dimensional graph to obtain the solution for the given graph. The proposed algorithm has been compared to one of the fastest classic algorithms on data from an open public source.
Introduction
The APSP (all-pairs shortest path problem) is one of the most popular tasks in graph theory because the shortest paths between all pairs of vertices are used for solving many problems involving discrete optimization (TSP, theory of transportation task etc). Moreover, the task itself is of great interest in research.
Recently this problem has gained new interest due to a growing number of highly detailed graphs that are generated automatically and describe structures from the real world. Such graphs have about 10 6 or more vertices and this number will inevitably increase. So the acceleration of APSP solving for high-dimensional graphs is becoming highly important.
Because of its popularity, there are a lot of APSP solution algorithms but there isn't any method to obtain the solution as fast for different kinds of input data. That's why APSP solution algorithms can be classified according to the type of graph as follows: directed [3] , complete [5] , weighted [4] , unweighted [1] and sparse [7] .
Here we present an algorithm for solving the APSP for weighted, undirected and highdimensional sparse graphs with non-negative weights.
This paper is organized as follows. In section , we introduce notation and the problem definition, in section 2, we describe the algorithm and in section 3 we show the results in comparison with one of the most renowned APSP algorithms.
1 Notation and problem definition
Terms and definitions
Here, we consider a connected, undirected and sparse graph G = (V, E, w), where each edge e (v i , v j ) has a non-negative weight w (i, j). The given graph G is considered to be simple (has no loops or multiple edges).
Denote by |V | = n the order of a graph or cardinality of vertices set. Denote by |E| = m the size of a graph or cardinality of edges set.
Denote by w (i, j) the weight of the edge between vertices v i and v j (w (i, j) = ∞, for nonconnected vertices). A degree d (v i ) of vertex v i is the number of edges incidental to v i . A graph is called sparse if m ≪ n 2 . A path is an alternating sequence of vertices and edges v 0 , e 1 , v 1 , . . . , v k−1 , e k , v k , beginning and ending with a vertex. In that sequence, each vertex is incidental to both the edge that precedes it and the edge that follows it. A length of a path is the sum of the weights of its edges. A distance m (i, j) between v i and v j is the length of the shortest path p
between these vertices. A distance matrix is a matrix in which each element at the intersection of ith row and jth column contains the length of the shortest path between v i and v j . A graph is said to be connected if every pair of vertices in the graph is connected by some path, i.e. m ij < ∞, ∀i, j. Between any pair of vertices there can be more than one shortest path. We do not consider it as an essential issue in this paper, so the references to the shortest path can mean any of them.
A matrix is called a precedence matrix if each element p ij of the matrix corresponds to the vertex that precedes vertex v j in the path from v i to v j . Therefore the elements of P can be determined by
Using P the shortest path p s ij from v i to v j in a connected graph can be obtained by the recursive formula:
Now, we shall give the following supplementary definitions. Let us call a graph sequence
. Every next graph G p+1 of the sequence is obtained from the previous G p by the removing the k vertices and the edges incidental to them, plus the addition of new edges and by recalculating the weights of the edges adjacent to the deleted ones.
For these graphs, we get 
Problem definition
Given a connected, undirected, simple, weighted and sparse graph G = (V, E, w), where each edge has a non-negative weight w : E → [0, ∞). Find the shortest paths between every pair of vertices of the graph, i.e. find the distance matrix M and the precedence matrix P of the graph.
Algorithm of the solution 2.1 Main idea
The main idea of the introduced algorithm is to reduce the problem on a large graph to the problem on a smaller graph. The algorithm can be partitioned into 3 stages.
1. Compression. A large initial graph is replaced by a small graph.
2. Microsolution. The APSP for the small graph is solved by using any known method.
3. Restoring. The APSP solution for the small graph is projected onto the initial graph.
While using this method we must satisfy the following conditions: a) validity "-the compression must keep information about the shortest paths of the initial graph; b) efficiency "-the introduced method must be quicker than all others.
The algorithm in which similar ideas were used are considered in [6] . Here we introduce an algorithm of a graph disassembly/assembly for large sparse graphs. At the disassembly stage, we consistently remove vertices, and then solve the APSP for the resulting small graph. At the assembly stage the initial graph is restored with the calculation of distances and paths.
Disassembly
The disassembly stage consists of consistent approximation of the initial graph G 0 = (V 0 
for any pair v
At the beginning of the algorithm any element of P ′ is equal to infinity p ′ ij = ∞, ∀i, j. To preserve the information about the shortest paths, for each element of P ′ that satisfies
Note: if vertex v p i , which is to be removed, is adjacent only to one vertex of G p , so, as there are no shortest paths passing through v p i , the vertex and the incidental edge are simply removed without the shortest path preservation.
We use three parameters for the disassembly stage. d max "-is the maximum degree of the vertices to be removed. n min "-is the order of graph G r , which is the last (smallest) graph of the shrinking sequence. I max "-is the limit of the increasing number of edges after the removal of one vertex. The assignment of values to d max , n min and I max is a problem in itself, which will be discussed elsewhere. The results, which are shown in part 3, have been obtained by assignment d max = I max = ∞, n min = 1.
Let us try to remove vertex v 
Thus we'll obtain the change in the size of graph G p+1 relative to G p after the removal of vertex v Change the elements of the matrix P ′ by (2) . n c = n c − 1, t = p, p = p + 1. If n c = n min , end of algorithm. Else, while n c > n min for vertices v Algorithm of the graph disassembly
Else end of algorithm.
Step 2. Vertices inspection and removal Vertices inspection and removal (v p i , n c , I max , d max , n min , p, P ′ ), go to step 1. Output: graph G r = G p . Fig. 2 : Algorithm of the graph disassembly.
The assembly algorithm is shown in Figure 3 .
Assembly algorithm
Step 1. Go to a larger graph If p ≤ r, count matrix M ′ r−p by (6), (7) and matrix P ′ by (8) and (9), p = p + 1. Else end of algorithm. Output: matrix M ′ 0 , matrix P ′ . Fig. 3 : Assembly algorithm.
Results
All the tests have been performed on a computer equipped with an Intel Core 2 Duo E8400 (3 GHz) CPU and 2 GBs of RAM on the 32-bit edition of Windows XP. The source code has been written on C++ programming language in Borland C++ Builder 6. Weighted graphs of the USA road networks from an open public source (G1 − G10) [8] have been used as the test data. Connected subgraphs with sizes from 10 3 to 10 4 of 10 pieces for each size have been derived from graphs G1 − G10. Another set of test data are the graphs of Russian cities' road networks ((GR, for detailed specifications look at [2] ). The details of the test graphs are shown in 1. Test parameters are d max = I max = ∞, n min = 1. This means that all the graph vertices except one were deleted. That's why the microsolution stage was not performed. The proposed algorithm's (denote as PA) has been compared to the binary heap implementation of the Dijkstra's algorithm (denote as DB, [1] ), which was performed for every vertex of the test graphs. The test results are shown in 2. The proposed algorithm speeds up the solving of APSP an average of 47 times faster in comparison with the Dijkstra algorithm. For each and all test graphs the algorithm is faster than the Dijkstra's algorithm (the minimum speed up is 34 times faster). During the tests, the vertices degrees were increased to a maximum of 17. This means that the complexity of the vertices removal increases during the disassembly only slightly.
Conclusion
The proposed algorithm noticeably accelerates the solving of the APSP for graphs of road networks, which is confirmed by the tests. The objects of further research may be the selection of the algorithm parameters based on a fast analysis of graph properties, the modification of the disassembly and assembly order and the scalability issues of the algorithm relative to the increasing of a graphs' dimensions. Also, it is interesting to modify the algorithm to solve the problem quicker, but within a given error.
