A considerable amount of recent research in visual word recognition has been directed at determining whether the speed with which a word is identified is affected by the extent to which that word is orthographically similar to other words (see Andrews, 1997 , for a review). For example, many of these studies have centered on the question of whether and how identification time might be related to Coltheart's N (Coltheart, Davelaar, Jonasson, & Besner, 1977). This metric indexes the size of a word's orthographic neighborhood, which is defined as the set of words that can be created by changing one letter of the word while preserving letter positions. For example, the words pike, pine, pole, and tile are all orthographic neighbors of the word pile. By this definition, some words are orthographically unique and possess no neighbors (e.g., idol), whereas other words possess large orthographic neighborhoods (e.g., rate, with 21 neighbors). For most models of word recognition, the size of a word's orthographic neighborhood does have processing implications.
tailed serial verification process then checks or verifies each candidate item to determine whether it matches the sensory representation. The verification process is frequency ordered, in such a way that high-frequency words in the candidate set are checked before low-frequency words. Lexical selection is accomplished when a correct match is found. Because a word's orthographic neighbors are highly similar to the word itself, they would tend to be members of the candidate set. Consequently, increases in the size of a word's neighborhood should produce increases in the size of the candidate set which should in turn produce increases in the time required for lexical selection. Thus, according to the activation-verification model, there should be an inhibitory neighborhood size effectlonger response latencies for words with large neighborhoods than for words with small neighborhoods. Coltheart et al. (1977) were the first to specifically examine the effects of neighborhood size. In their study, in which word frequency was controlled but not manipulated, manipulations of neighborhood size had no effect on the lexical decision latencies to words. More recently, however, Andrews (1989) reported data suggesting that not only did neighborhood size affect response latency, but that it interacted with word frequency. In particular, in Andrews's experiments, lexical decision and naming latencies to low-frequency words with large neighborhoods were shorter than the latencies to low-frequency words with small neighborhoods. For high-frequency words, neighborhood size had little or no effect on response latencies.
Subsequent research (Andrews, 1992; Forster & Shen, 1996; Sears, Hino, & Lupker, 1995) has generally confirmed this facilitatory neighborhood size effect for lowfrequency words (a notable exception being Johnson & Pugh, 1994 , who reported that neighborhood size effects are inhibitory when pronounceable nonwords are used in a lexical decision task, a finding that was not replicated by Sears et al.) . What should be noted is that these reports of facilitatory neighborhood size effects are clearly at odds with serial-search models (e.g., Forster, 1976; Paap et al., 1982) , because, as we have noted above, larger neighborhoods should produce larger candidate sets, which should in turn increase the amount of time required for a verification or comparison process.
Although some investigators have focused on the neighborhood size effect and its implications for models of lexical selection, studies by Grainger and colleagues (Grainger, 1990; Grainger & Jacobs, 1996; Grainger, O'Regan, Jacobs, & Segui, 1989; Grainger & Segui, 1990) suggest that the frequency of a word's orthographic neighbors relative to its own frequency (referred to as neighborhood frequency) is also an important factor in word recognition. In Grainger et al.'s (1989) Experiment 1, for example, neighborhood frequency was manipulated by using words with no neighbors, words with some neighbors but none of higher frequency, words with exactly one higher frequency neighbor, and words with many higher frequency neighbors. Target word frequency was equated across these four conditions.
Because there was no difference in the lexical decision latencies between the first two conditions, Grainger et al. (1989) concluded that neighborhood size per se had little or no effect. However, responses to words with one higher frequency neighbor were slower than responses to words with no higher frequency neighbors. Grainger et al. (1989) argued that, consistent with the account provided by serial-search models, this result indicates that the existence of higher frequency neighbors delays lexical selection. As Grainger et al. (1989) noted, serial-search models would predict that higher frequency neighbors of a target word would delay lexical selection, because a target word's higher frequency neighbors would have to be evaluated first during the frequency-ordered search for the target's representation. As Grainger et al. (1989) also noted, however, these models further predict a cumulative inhibitory neighborhood frequency effect, because as the number of higher frequency neighbors increases, so too would the delay in finding the target's lexical representation. This prediction was not upheld. That is, responses to words with many higher frequency neighbors were not significantly slower than responses to words with a single higher frequency neighbor. Similar results were reported by Grainger and Segui (1990) and Grainger (1990) : Lexical decision latencies to words with higher frequency neighbors were delayed, but no cumulative inhibition was observed.
In contrast, Paap and Johansen (1994) reported not only an inhibitory neighborhood frequency effect in a lexical decision task, but also a cumulative inhibitory effect. In their study, lexical decision latencies to very high frequency, high-frequency, low-frequency, and very low frequency words were submitted to a regression analysis, which revealed that increases in the number of higher frequency neighbors were associated with increases in lexical decision latencies. However, the error rate for the very low frequency words was quite high (23.5%), which suggests that many of these words were either unknown or had uncertain spellings for their subjects. Because all of these very low frequency words had higher frequency neighbors, and because the mean response latency for these words was very slow (690 vs. 619 msec for the lowfrequency words), it seemed likely that these words were the cause of both the inhibitory neighborhood frequency effect and the cumulative inhibitory effect. This suspicion was confirmed in a reanalysis of Paap and Johansen's data, in which the very low frequency words were excluded. In this analysis, both the basic effect and the cumulative effect disappeared. 1 Sears et al. (1995) noted the apparent contradiction between the findings of Andrews (1989 Andrews ( , 1992 and those of Grainger and colleagues. In particular, they noted that because low-frequency words with large neighborhoods are more likely to possess higher frequency neighbors than are low-frequency words with small neighborhoods, reports of facilitatory neighborhood size effects and inhibitory neighborhood frequency effects would seem to be contradictory. To shed more light on this issue, Sears et al. conducted six experiments in which neighborhood size and neighborhood frequency were factorially manipulated (i.e., words had either a small or a large neighborhood and had no neighbors of higher frequency or at least one higher frequency neighbor). The results of this investigation were straightforward: Facilitatory neighborhood size effects were consistently observed, but no inhibitory neighborhood frequency effects were obtained. In fact, Sears et al. repeatedly found that responses to words with higher frequency neighbors in lexical decision and naming tasks were actually faster than responses to words without higher frequency neighbors. In contrast to the conclusions of Grainger and colleagues, Sears et al. suggested that higher frequency neighbors do not inhibit lexical selection but instead, may actually facilitate it.
Grainger and Jacobs's (1996) Multiple Read-out Model
Recently, Grainger and Jacobs (1996) have described an activation-based model that can apparently accommodate not only facilitatory neighborhood size effects, but also inhibitory and facilitatory neighborhood frequency effects in lexical decision tasks. Grainger and Jacobs's multiple read-out model is based on the architecture of the interactive-activation model (McClelland & Rumelhart, 1981) , in which a set of lexical and sublexical units accumulate activation over time. The distinguishing feature of this model is that it incorporates a number of variable decision criteria that can influence the nature of orthographic neighborhood effects in lexical decision. More specifically, the model possesses three decision criteria that influence the speed at which positive and negative lexical decisions are made. These are the M criterion, which is sensitive to single lexical unit activation; the Σ criterion, which is sensitive to global or summed lexical activation; and the T criterion, which is a temporal deadline used for negative responses. According to the model, if either the M criterion or the Σ criterion are reached before the T criterion is reached, a positive lexical decision response is made; otherwise, a negative response is made. According to the model, when a word is presented, the lexical unit of the word and the lexical units of its neighbors are activated. A positive response can be made when the word's lexical unit reaches an activation threshold set by the M criterion (whereby lexical selection has been achieved), or when the total lexical activity generated by the word and its neighbors exceeds the current Σ criterion. The M criterion is fixed in the model, but the setting of the Σ criterion can be strategically adjusted, and its particular setting will determine whether positive responses are based more on lexical selection or on global lexical activity. More specifically, when the Σ criterion is set relatively high, the M criterion will usually be reached first, and most "word" responses will occur following lexical selection. Conversely, when the Σ criterion is set relatively low, the Σ criterion will usually be reached before the M criterion, and most "word" responses will be made on the basis of global lexical activity, prior to lexical selection. Thus, the Σ criterion provides a means of making fast positive lexical decisions before a word is completely identified, under the assumption that lexical decision responses do not always require unique word identification (see, e.g., Seidenberg, Waters, Barnes, & Tannenhaus, 1984; Waters & Seidenberg, 1985) .
According to Grainger and Jacobs (1996) , the particular setting of the Σ criterion will determine whether inhibitory neighborhood frequency effects or facilitatory neighborhood size effects will be observed in a lexical decision experiment. More specifically, inhibitory neighborhood frequency effects will arise when the Σ criterion is set relatively high and "word" decisions are mainly based on lexical selection being completed (the M criterion). For example, according to the model, when the nonwords used in a lexical decision experiment are all very word-like (i.e., when they have large neighborhoods), inhibitory neighborhood frequency effects should occur, because subjects will be inclined to keep their Σ criterion high and, thus, the M criterion will tend to drive responding. That is, because nonwords with large neighborhoods will generate a great deal of lexical activity, it will be difficult to distinguish them from the words on the basis of this activity (i.e., via the Σ criterion). Thus, in order to avoid making errors, subjects will need to keep their Σ criterion high, meaning that most responses will be made on the basis of lexical selection (i.e., the M criterion being reached). Since the lexical selection process is strongly affected by inhibition from higher frequency neighbors, an inhibitory neighborhood frequency effect would result.
Conversely, when the nonwords used in an experiment are less word-like (i.e., when they have few neighbors), the Σ criterion will play more of a role, and a facilitatory neighborhood size effect should be observed. More specifically, because nonwords with few neighbors generate very little lexical activity, they are easy to distinguish from the words on the basis of global lexical activity. In these situations, subjects will be inclined to set their Σ criterion at a low level, because the lexical activity generated by a stimulus will reliably signal whether or not it is a word. Facilitatory neighborhood size effects will then occur, because words with large neighborhoods will generate more lexical activity than will words with small neighborhoods and, thus, words with large neighborhoods will cause the Σ criterion to be reached quite rapidly. These are essentially the patterns of effects that Grainger and Jacobs (1996) observed in their experiments, and thus, the model was successful in simulating these outcomes.
The strength of Grainger and Jacobs's (1996) model lies in its ability to account for reports of facilitatory neighborhood size effects (e.g., Andrews, 1989) and reports of inhibitory neighborhood frequency effects (e.g., Grainger et al., 1989) in lexical decision. Furthermore, Grainger and Jacobs have claimed that the model can even simulate the facilitatory neighborhood frequency effects reported by Sears et al. (1995) . More specifically, when the model was tested on the identical set of words and nonwords used in one of Sears et al.'s experiments (Experiment 4A) , settings of the Σ and T criteria could be found such that the model produced a small facilitatory neighborhood frequency effect in addition to a facilitatory neighborhood size effect. 2
The Present Experiments
According to many models of word recognition, the lexical selection process is a core process in understanding words. The purpose of the present experiments was to evaluate the multiple read-out model's assumptions about this process-specifically, its assumptions about how the process is affected by orthographic neighborhood variables. To do so, we purposely selected tasks in which accurate responding could only be based on the successful completion of lexical selection (i.e., a single unit's activation level reaching the M criterion), and not on the amount of overall lexical activity (as, presumably, can occur, through use of the Σ criterion, in lexical decision tasks). Specifically, in Experiments 1 and 2, we used a perceptual identification task. In Experiment 3, we employed a semantic categorization task, in an attempt to extend the conclusions we drew from Experiments 1 and 2 and to reconcile those conclusions with Forster and Shen's (1996) results in their semantic categorization task.
The multiple read-out model makes two clear predictions in these types of tasks. Focusing initially on the perceptual identification task of Experiments 1 and 2, the first prediction is that facilitatory neighborhood size effects should not be observed. That is, accurate performance in the perceptual identification task requires that a single word be identified, and this will only be accomplished, according to the model, if the activation level in the appropriate lexical unit reaches the M criterion. In fact, the Σ and T criteria were omitted from the simulations of performance in Grainger and Jacobs's (1996) version of the perceptual identification task (i.e., their progressive demasking task). Because the Σ criterion is the component of the model that allows it to simulate facilitatory neighborhood size effects in lexical decision, the omission of this criterion eliminates the model's ability to produce similar effects in perceptual identification. Second, the model predicts that there will be clear inhibitory neighborhood frequency effects in a perceptual identification task. That is, according to the model, more lexical inhibition will arise for words with higher frequency neighbors than for words without higher frequency neighbors. As such, it would be less likely that the M criterion would be reached (and, hence, the word recognized) when processing words with higher frequency neighbors than when processing words without higher frequency neighbors. Grainger and Jacobs (1996) were quite explicit with regard to both of these predictions. For example, when discussing the predictions of the model for a perceptual identification task (their Experiment 1A), they wrote:
The model predicts the presence of an inhibitory effect of neighborhood frequency for the conditions tested in Experiment 1A. It also predicts the absence of a facilitatory effect of neighborhood density, because the latter is assumed to result from the use of the Σ and T criteria. By hypothesis, these criteria are not operational in the perceptual identification task. (p. 525) Similar predictions would hold for the semantic categorization task (i.e., does the word name an animal?). This task also requires that words be uniquely identified, because accurate responding would depend on retrieving the appropriate meaning information. In the multiple read-out model, this can only be accomplished via the M criterion, and thus, as with the perceptual identification task, the Σ criterion should play no role, and facilitatory neighborhood size effects should not occur. However, intralexical competitive processes should produce an inhibitory neighborhood frequency effect.
We should note that other investigators have examined orthographic neighborhood effects on perceptual processing. The majority of these studies, however, have used the progressive demasking task rather than the standard perceptual identification task (e.g., Grainger & Jacobs, 1996; Grainger & Segui, 1990; Snodgrass & Mintzer, 1993) . In this task, a trial consists of a continuous sequence of stimulus word and mask presentations. Over the course of a trial, the visibility of the stimulus word is gradually increased by decreasing the mask duration and increasing the word duration simultaneously. The subjects' task is to stop the demasking sequence as soon as they believe that they have identified the word. Response latencies are measured from the beginning of the sequence until the subjects' response (at which point they are requested to report the word).
Using this procedure, Grainger and Segui (1990) found that words with high-frequency neighbors took longer to identify than words with no higher frequency neighbors. Grainger and Jacobs (1996) have reported similar results. In terms of the multiple read-out model, these results would seem to confirm that the identification of words with higher frequency neighbors is relatively impaired. With respect to the effects of neighborhood size, however, the results, to date, have been less clear. Snodgrass and Mintzer (1993) found both facilitory and inhibitory neighborhood size effects and concluded that the specific nature of the neighborhood size effect was largely mediated by guessing strategies.
We did not choose to investigate orthographic neighborhood effects with a progressive demasking task, for two reasons. First, because there is currently very little data on the effects of orthographic neighbors in a standard perceptual identification task, we felt that it was neces-sary to obtain converging evidence of the role of orthographic neighbors in data-limited tasks by using a datalimited task other than progressive demasking. Although Grainger and Jacobs (1996) have reported an inhibitory neighborhood frequency effect in a standard perceptual identification task, neighborhood frequency and neighborhood size were not factorially manipulated in that experiment (only small neighborhood words were used), and consequently the generality of their finding is somewhat limited.
Second, although all perceptual identification tasks are undoubtedly vulnerable to decision-making/guessing strategies, the perceptual demasking task seems to be especially susceptible because the task involves multiple exposures of the stimulus that, by necessity, add a time component to the trials. The result of this particular procedure would seem to be to encourage subjects to use information from the early exposures in order to generate and test hypotheses about the stimulus on the later exposures. Given that there will often be some ambiguity based on the early exposures, selection of the incorrect candidate for hypothesis testing may often occur. The result would be either an error (if the subject chose to respond with that candidate before the stimulus has been unambiguously identified) or a delay in producing the correct response (see Luo & Snodgrass, 1994 , for an analogous argument applied to a picture identification task).
More important, selection of these candidates would probably be affected by neighborhood characteristics. For example, a word from a large neighborhood would seem to have a lower probability of being the first candidate selected for testing than would a word from a small neighborhood, just based on chance alone. As well, words having a higher frequency neighbor may have a lower chance of being selected, because the candidate selection process may be partly driven by familiarity. In both cases, the result would be the appearance of an inhibitory effect on lexical selection that was actually due to nonlexical factors. The standard perceptual identification task, of course, only involves a single presentation, and thus, although the task is undoubtedly not completely uncontaminated by guessing strategies, it should not be influenced by such hypothesis-testing strategies.
EXPERIMENT 1
In this experiment, we factorially manipulated word frequency, neighborhood size, and neighborhood frequency. The subjects attempted to identify briefly presented words that were forward and backward masked. The dependent variable was the percentage of correct identifications.
In addition, two visibility conditions were used. In Experiment 1A (the high-visibility condition), forward and backward mask durations of 500 msec were employed. In Experiment 1B (the low-visibility condition), the forward and backward mask durations were 42 msec. (Words were presented for 28 msec in both experiments.) On the basis of the results of a pilot experiment in which a number of mask durations were examined, we expected that performance would be approximately 80% in the highvisibility condition and approximately 50% in the lowvisibility condition. Our purpose in manipulating stimulus visibility was to ensure that our test of the multiple read-out model's predictions (inhibitory neighborhood frequency effects and null neighborhood size effects), as well as our subsequent conclusions, were not limited to one particular level of identification performance.
Method
Subjects. Eighty-two undergraduate students from the University of Western Ontario participated in this experiment for course credit. Thirty-six participated in Experiment 1A (high-visibility condition), and 46 participated in Experiment 1B (low-visibility condition). All were native English speakers and reported that they had normal or corrected-to-normal vision.
Stimuli. All the stimuli were five-letter words. Descriptive statistics for these stimuli are listed in Table 1 . (The complete set of experimental words used is presented in the Appendix.) Half of these words were high-frequency words (mean Kučera and Francis, 1967 , normative frequency per million words of 101, range of 51-207), and the remainder were low-frequency words (mean normative frequency per million words of 19.1, range of 1-49).
The second factor manipulated was neighborhood size. Half of the words possessed a small neighborhood (i.e., at least one and no more than three neighbors); these had a mean neighborhood size of 2.1. The other half possessed a large neighborhood (i.e., at least five neighbors); these had a mean neighborhood size of 7.5. To be considered a neighbor of a target word, a word had to appear either in the Kučera and Francis (1967) norms or in an 80,000-word computer-based dictionary.
The third factor manipulated was neighborhood frequency-the presence or absence of higher frequency neighbors in a word's orthographic neighborhood. Half the words had at least one neighbor of higher frequency than themselves, whereas the other half of the words did not. The mean Kučera and Francis (1967) normative frequency of the highest frequency neighbor of each word was 310.2 for the high-frequency words with higher frequency neighbors and 253.4 for the low-frequency words with higher frequency neigh- Note-HF, higher frequency. NBF refers to the mean frequency of the highest frequency neighbor.
bors. Finally, for both the low-and the high-frequency words with no higher frequency neighbors, the mean frequency of the highest frequency neighbor of each word was substantially lower than the mean frequency of the word itself. Apparatus and Procedure. The stimuli were presented on a 17-in. color VGA monitor driven by a 80486-based microcomputer. The presentation of the stimuli was synchronized with the vertical retrace rate of the monitor (14 msec). At a viewing distance of 50 cm, the word stimuli subtended a visual angle of approximately 1.2º.
A trial sequence consisted of a forward mask, a word, and a backward mask. Each trial was initiated by a 1-sec 2000-Hz warning tone, after which a fixation point appeared at the center of the video monitor. Two seconds after the onset of the fixation point, a forward mask (#####) was presented directly above the fixation point for 500 msec in Experiment 1A (high-visibility condition) and for 42 msec in Experiment 1B (low-visibility condition). The forward mask was then removed, and a word was presented at the exact position of the mask (words were presented in uppercase letters because the descenders of lowercase letters are not masked by the # character). Words were presented for 28 msec (two vertical traces of the video monitor). Following the presentation of the word, a backward mask (#####) was presented for either 500 msec (Experiment 1A) or 42 msec (Experiment 1B). The backward mask was replaced by five question marks (?????), and 1 sec later, a prompt appeared at the bottom center of the video monitor ("What was the word?"). The subjects responded by typing in the word they had identified. They were instructed to use the editing keys on the keyboard to correct any typing errors, and to press the Enter key when they were satisfied with their response. There were no time constraints for responding.
Each subject completed 30 practice trials prior to the collection of data (these practice stimuli were not used in the experiment proper, and the data from these practice trials were not analyzed). During the practice trials, the duration of the word presentations was gradually decreased from 196 to 28 msec, to familiarize the subjects with the brief presentations. The 1st and 2nd stimuli were presented for 196 msec; the 3rd and 4th for 140 msec; the 5th and 6th for 84 msec; and the 7th, 8th, 9th, and 10th for 42 msec. The remaining 20 practice stimuli were presented for 28 msec, the same stimulus duration employed in the experiments. During the practice trials, the subjects were provided with feedback as to the accuracy of each response, and if an error was made, the correct word was presented on the computer monitor. No feedback was provided during the experimental trials.
Design. A 2 (word frequency: high, low) ϫ 2 (neighborhood size: small, large) ϫ 2 (neighborhood frequency: no higher frequency neighbors, higher frequency neighbors) factorial design was employed in both experiments. There were 15 words in each of the eight conditions, for a total of 120 words (see the Appendix). An additional 50 words of various word frequencies and neighborhood sizes were used as fillers. The order in which the 170 words were presented in the experiment was randomized individually for each subject.
Results
Tables 2 and 3 show the percentage of correct identifications for each of the eight stimulus conditions in Experiments 1A and 1B. The data for each experiment were submitted to a 2 (word frequency) ϫ 2 (neighborhood size) ϫ 2 (neighborhood frequency) repeated measures analysis of variance (ANOVA). Both subject (F s ) and item (F i ) analyses were carried out. The overall neighborhood size effect was inhibitory: Words with large neighborhoods were identified less frequently (76.6%) than words with small neighborhoods (79.9%). The main effect of neighborhood frequency (the presence or absence of a higher frequency neighbor) was not significant (F s Ͻ 1; F i Ͻ 1). Thus, overall there was no inhibitory neighborhood frequency effect (78.5% for words with higher frequency neighbors and 78.0% for words with no higher frequency neighbors).
The interaction between word frequency and neighborhood size was not significant (F s Ͻ 1, F i Ͻ 1), since both the low-and the high-frequency words exhibited an inhibitory neighborhood size effect. The interaction between neighborhood size and neighborhood frequency also was not significant [F s (1,35) = 1.42, MS e = 91.69, p Ͼ .20;
There was a marginally significant interaction between word frequency and neighborhood frequency [F s (1,35) = 3.39, MS e = 76.56, p Ͻ .08; F i Ͻ 1]. The three-way interaction between word frequency, neighborhood size, and neighborhood frequency was also marginally significant [F s (1,35) = 4.06, MS e = 63.86, p Ͻ .06; Table 2 reveals the likely source of these marginal interactions. That is, there was an inhibitory neigh- . However, the neighborhood frequency effect was facilitatory, not inhibitory: Words with higher frequency neighbors were identified more frequently (44.7%) than words with no higher frequency neighbors (40.5%).
As was the case in Experiment 1A, the neighborhood size ϫ neighborhood frequency interaction was not significant [F s (1,45) = 1.59, MS e = 109.70, p Ͼ .20; F i Ͻ 1], nor was the neighborhood size ϫ word frequency interaction (F s Ͻ 1; F i Ͻ 1). The interaction between word frequency and neighborhood frequency was significant [F s (1,45) = 8.16, MS e = 99.49, p Ͻ .01; F i Ͻ 1] and was due to the fact that the facilitatory neighborhood frequency effect was much more pronounced for the lowfrequency words. That is, for the low-frequency words, a facilitatory neighborhood frequency effect of 7.15% was observed [F s (1,45) = 34.2, MS e = 69.12, p Ͻ .001; F i (1,56) = 2.03, MS e = 380.61, p = .16]. For the highfrequency words, the neighborhood frequency effect was only 1.25% (F s Ͻ 1; F i Ͻ 1).
The three-way interaction between word frequency, neighborhood size, and neighborhood frequency was marginally significant [F s (1,45) = 3.16, MS e = 103.36, p Ͻ .09; F i Ͻ 1]. The general trend in the data suggests that the low-frequency words exhibited a more consistent neighborhood frequency effect, and planned comparisons supported this interpretation. That is, for the lowfrequency words, a facilitatory neighborhood frequency effect was evident for both the small-and the largeneighborhood words [t (45) = 3.52, p Ͻ .01; t (45) = 4.06, p Ͻ .001, respectively]. However, for the high-frequency words, only the small-neighborhood stimuli exhibited a facilitatory neighborhood frequency effect [t (45) = 2.08,
For the large-neighborhood words, there was no facilitatory (or inhibitory) neighborhood frequency effect [t (45) = 0.82, n.s.]. What all of these interactions seem to suggest is simply that low-frequency words are more sensitive to neighborhood frequency manipulations than are high-frequency words, as has also been reported to be true in the naming and lexical decision tasks.
Combined analyses. A combined analysis of the data from Experiments 1A and 1B was performed to determine whether the neighborhood frequency effect and the neighborhood size effect significantly interacted with stimulus visibility (i.e., high visibility or low visibility, corresponding to Experiments 1A and 1B, respectively). In the subject analysis, the data were submitted to a 2 (visibility) ϫ 2 (word frequency) ϫ 2 (neighborhood size) ϫ 2 (neighborhood frequency) mixed model ANOVA. . These interactions reinforce the observations made above; namely, (1) the neighborhood size effect changed from being inhibitory in Experiment 1A (the high-visibility condition) to being facilitatory in Experiment 1B (the low-visibility condition), and (2) although there was no significant effect of neighborhood frequency in the high-visibility condition, there was a significant facilitatory neighborhood frequency effect in the low-visibility condition.
The three-way interaction between visibility, word frequency, and neighborhood frequency was significant [F s (1,80) = 10.71, MS e = 89.45, p Ͻ .005], which, as we have noted, reflected the fact that only the low-frequency words exhibited a significant facilitatory neighborhood frequency effect, and only in the low-visibility condition (Experiment 1B). Finally, the three-way interaction between word frequency, neighborhood size, and neighborhood frequency was also significant [F s (1,80) = 6.71, MS e = 86.08, p Ͻ .05], owing to the varying nature of the neighborhood size and neighborhood frequency effects for the high-frequency and the low-frequency words. No other interactions were significant (all ps Ͼ .10). In the item analysis, the main effect of visibility was significant [F i (1,224) = 286.67, MS e = 265.15, p Ͻ .001], as was the main effect of word frequency [F i (1,224) = 4.81, MS e = 265.15, p Ͻ .05]. No other effect was significant (all ps Ͼ .10).
Discussion
The important findings of Experiment 1 are as follows. First, we found that words with higher frequency neighbors did not consistently show lower levels of per-formance than did words without higher frequency neighbors (i.e., there was no evidence of an overall inhibitory neighborhood frequency effect). In Experiment 1A (highvisibility condition), only the low-frequency, smallneighborhood words showed any trend in this direction (with the other three word types actually showing trends in the opposite direction), and in Experiment 1B (lowvisibility condition), words with higher frequency neighbors were identified more frequently than words with no higher frequency neighbors. It is worth noting that Grainger and Jacobs's (1996) inhibitory neighborhood frequency effect was based entirely on low-frequency words with small neighborhoods, because neighborhood frequency effects were examined only for those types of words. In any case, the present results clearly do not support the multiple read-out model's prediction that the existence of higher frequency neighbors globally inhibits perceptual identification.
Second, although the multiple read-out model did not predict any neighborhood size effects, the data from both experiments clearly show effects of neighborhood size on identification performance. More specifically, in the high-visibility condition, the neighborhood size effect was inhibitory (words with large neighborhoods were identified less frequently than words with small neighborhoods), and in the low-visibility condition, the neighborhood size effect was facilitatory (words with large neighborhoods were identified more frequently than words with small neighborhoods). The latter finding particularly raises problems for the multiple read-out model, because the mechanism used to explain facilitatory neighborhood size effects in lexical decision (the Σ criterion) is not operational in the perceptual identification task and, thus, the model would predict that there should be no effect of neighborhood size (and certainly not a facilitatory effect) in this task.
The change in the nature of the neighborhood size effect from an inhibitory one in the high-visibility condition to a facilitatory one in the low-visibility condition deserves additional comment. The inhibitory neighborhood size effect in the high-visibility condition is perhaps not too surprising, given that other investigators have reported inhibitory neighborhood size effects with the perceptual identification task (Snodgrass & Mintzer, 1993) . However, like Snodgrass and Mintzer, we are reluctant to attribute this effect to lexical selection, because, on the basis of previous research, the lexical level influences of large neighborhoods appear to be facilitatory rather than inhibitory (Andrews, 1997) . In this respect, the facilitatory neighborhood size effect (as well as the facilitatory neighborhood frequency effect) observed in the low-visibility condition nicely parallels the effects reported for English words in naming and lexical decision tasks (e.g., Andrews, 1989 Andrews, , 1992 Sears et al., 1995) . Thus, we are inclined to believe that these previously reported phenomena reflect the "true" effects of these factors on the lexical selection process. That is, both being from a large neighborhood and having higher frequency neighbors seem to facilitate lexical selection.
This conclusion, of course, raises the question of why we did not observe a facilitatory neighborhood size effect in the high-visibility condition. A likely possibility is that the inhibitory neighborhood size effect was due to the effects of an "informed" guessing process that would be employed by the subjects when a word was generally largely visible. Our reasoning is as follows.
On the basis of the relatively high level of performance in the high-visibility condition, it appears that the stimuli were reasonably visible. Thus, on virtually all the trials, including the error trials, the subjects probably saw something. In particular, there may have been a reasonably large number of trials in which what they saw would not have allowed them to identify the target uniquely but would have allowed them to delimit a set of possibilities. Those possibilities would essentially be a subset of the words in the target's neighborhood. On those types of trials, one would expect that neighborhood characteristics would then become an important factor in determining the ultimate response. In particular, having a large neighborhood or having a higher frequency neighbor would disadvantage a word by making it less likely that the word itself would be given as the guessed response.
Support for this hypothesis can be gained by considering the nature of the error responses for words in Experiment 1A (high visibility) from large and small neighborhoods. 4 If this hypothesis is correct, the subjects should be producing error responses from the word's neighborhood (rather than correct guesses) much more often when the word has a large neighborhood than when the word has a small neighborhood. This was in fact the case. For the target words with large neighborhoods, 36.5% of the incorrect responses were neighbors of the target word, whereas for the target words with small neighborhoods, 20.7% of the incorrect responses were neighbors. (For the target words with higher frequency neighbors, 23.8% of the incorrect responses were higher frequency neighbors of the target word.) The likely implication is that there were, therefore, more accurate "guesses" for words from small neighborhoods than for words from large neighborhoods. If so, this would mean that the accuracy for smallneighborhood words was more inflated from informed guessing than the accuracy for large-neighborhood words was. Thus, any processing advantage that large neighborhoods would produce would be counteracted. (By the same argument, accuracy for words without higher frequency neighbors would also have been more inflated by guessing than would accuracy for words with higher frequency neighbors, making it even more surprising that we did not observe an inhibitory effect of neighborhood frequency in this experiment.)
In contrast, the low levels of stimulus visibility in the low-visibility condition may have created a situation in which there were substantially fewer trials in which the subjects had available to them a set of possibilities from which to make an informed guess (i.e., on most trials they either perceived the stimulus or saw very little, and thus they truly were just guessing). If so, there would have been relatively fewer trials on which the word's neighborhood's characteristics were affecting the decision-making/ guessing process. Thus, the tendency for guesses based on neighborhood characteristics to counteract any lexical selection advantage that large neighborhoods or higher frequency neighbors provide would also have been somewhat less.
The data from the error trials of Experiment 1B (the low-visibility condition) are consistent with this hypothesis. For the target words with large neighborhoods, 17.9% of the incorrect responses were neighbors of the target word, and for the target words with small neighborhoods, 9.0% of the incorrect responses were neighbors. (For the target words with higher frequency neighbors, 10.8% of the incorrect responses were higher frequency neighbors of the target word.) Two points need to be made about these results. First, although the difference was smaller in the low-visibility condition than in the high-visibility condition, the proportion of incorrect responses that were neighbors was once again greater for large-neighborhood targets than for small-neighborhood targets. Thus, these results are further evidence that neighborhood characteristics do have the expected effect on guessing behavior. More important, in comparison with the high-visibility condition, these results represent substantial reductions in the percentage of errors that were neighborhood errors. As such, it follows that there were relatively fewer opportunities for informed guesses in the low-visibility condition than in the high-visibility condition. (Similarly, for the words with higher frequency neighbors, there was a reduction in the proportion of errors that were higher frequency neighbors of the target, from 23.8% in the highvisibility condition to 10.8% in the low-visibility condition.) Thus, whatever guessing advantage that words from small neighborhoods and words without higher frequency neighbors had would have been smaller in the low-visibility condition than in the high-visibility condition. The result, of course, would be that it would have been easier for any processing advantage that words from large neighborhoods or words with higher frequency neighbors had to emerge in Experiment 1B.
Regardless of whether this explanation of the difference in the neighborhood size effects between Experiments 1A and 1B is correct, one rather important fact remains. We have obtained absolutely no evidence for an inhibitory neighborhood frequency effect in either of these experiments. Although the absence of such an effect in Experiment 1A might not raise problems for the multiple readout model, the presence of a facilitatory neighborhood frequency effect in Experiment 1B is exactly the opposite of what the model predicts. As such, we felt it was important to turn our full attention to this effect and to ask whether we could replicate these findings. Accordingly, in Experiment 2, neighborhood frequency effects were again examined in a perceptual identification task, and to further increase the generalizability of our replication, a completely different set of stimuli was used (i.e., fourletter words). By demonstrating that a facilitatory neighborhood frequency effect also occurs for four-letter words, the effect witnessed in Experiment 1B cannot be attributed to some peculiarity of the set of five-letter words used in that experiment.
EXPERIMENT 2
In this experiment, the focus was solely on the effects of neighborhood frequency in perceptual identification. Three stimulus conditions were created: words that possessed (1) no higher frequency neighbors, (2) one higher frequency neighbor, or (3) two higher frequency neighbors. Word frequency and neighborhood size were equated across these conditions. In addition, two visibility conditions were used. In Experiment 2A (the highvisibility condition), forward and backward mask durations of 500 msec were employed, which were identical to the mask durations used in Experiment 1A. In Experiment 2b (the low-visibility condition), the forward and backward mask durations were 42 msec, identical to the mask durations used in Experiment 1B. Our purpose in Note-HF, higher frequency. NBF1 refers to the mean frequency of the highest frequency neighbor. NBF2 refers to the mean frequency of the second-highest frequency neighbor.
manipulating stimulus visibility was to determine whether we would replicate the pattern of results observed in Experiments 1A and 1B: no neighborhood frequency effect under the high-visibility condition and a facilitatory neighborhood frequency effect under the low-visibility condition.
Method
Subjects. Sixty undergraduate students from the University of Western Ontario participated in this experiment for course credit. Twenty-eight participated in Experiment 2A (high-visibility condition), and 32 participated in Experiment 2B (low-visibility condition). All were native English speakers and reported that they had normal or corrected-to-normal vision. None of these individuals had participated in Experiment 1.
Stimuli. The stimuli were low-and high-frequency four-letter words, with a mean Kučera and Francis (1967) normative frequency per million words of 43.5 (range of 4-97). The descriptive statistics for these stimuli are listed in Table 4 . (The complete set of words used in Experiments 2A and 2B is presented in the Appendix.) All the words had large neighborhoods, each word possessing at least five neighbors, with a mean neighborhood size of 8.0. None of these words had been used in the previous experiments.
The single factor manipulated in this experiment was neighborhood frequency-that is, the presence or absence of a higher frequency neighbor in the word's orthographic neighborhood. There were three neighborhood frequency conditions. Target words possessed (1) no higher frequency neighbors, (2) one higher frequency neighbor, or (3) two higher frequency neighbors. For the words with no higher frequency neighbors, the mean Kučera and Francis (1967) frequency of the highest frequency neighbor of each word was substantially lower than the mean target frequency. For words with one higher frequency neighbor, the mean Kučera and Francis normative frequency of the highest frequency neighbor of each word was substantially higher than the mean target frequency. The words in this condition only possessed one neighbor substantially higher in frequency, although the next highest frequency word in the neighborhood was often very similar in frequency to the target. Finally, for words with two higher frequency neighbors, the mean Kučera and Francis normative frequency of the two highest frequency neighbors of each word was substantially higher than the mean target frequency.
Apparatus and Procedure. The apparatus and procedure were identical to those of Experiment 1. Each subject completed 30 practice trials prior to the collection of data. The procedure for these practice trials was identical to that of Experiment 1.
Design. The three neighborhood frequency conditions (no higher frequency neighbors, one higher frequency neighbor, two higher frequency neighbors) produced a one-factor repeated measures design. There were 25 words in each of the three conditions, for a total of 75 words. The order in which the 75 words were presented in the experiment was randomized individually for each subject. Table 5 shows the percentage of correct identifications for each of the three stimulus conditions of Experiments 2A and 2B. The data were submitted to a one-factor ANOVA. Again, both subject (F s ) and item (F i ) analyses were carried out.
Results
High-visibility condition (Experiment 2A). Overall identification performance was 74.3%, which was very similar to the performance observed in the large neighborhood conditions of Experiment 1A (76.6%). The neighborhood frequency manipulation did not have a significant effect on identification performance [F s (2,54) = 1.42, MS e = 50.11, p Ͼ .20; F i Ͻ 1]. That is, as was the case in Experiment 1A, no inhibitory (or facilitatory) neighborhood frequency effect was observed in the highvisibility condition.
On error trials, 25.9% of the incorrect responses were neighbors of the target word. For the words with higher frequency neighbors (i.e., for the words in the one higher frequency neighbor condition or the two higher frequency neighbors condition), 18.8% of the incorrect responses were higher frequency neighbors of the target word.
Low-visibility condition (Experiment 2B). In the low-visibility condition, overall identification performance dropped to 32.5%, comparable with the performance observed in the analogous conditions of Experiment 1B (40.6%). As in Experiment 1B, there was a significant effect of neighborhood frequency [F s (2,62) = 13.50, MS e = 70.59, p Ͻ .001; F i (2,72) = 2.05, MS e = 364.02, p = .13]. As is shown in Table 5 , words with higher frequency neighbors were identified correctly more frequently than were words with no higher frequency neighbors, replicating the facilitatory neighborhood frequency effect observed in Experiment 1B.
Planned comparisons confirmed that identification performance was superior for both sets of words with higher frequency neighbors. That is, words with one higher frequency neighbor were identified more frequently than words with no higher frequency neighbors [t (31) = 5.16, p Ͻ .001], and words with two higher frequency neighbors were identified more frequently than words with no higher frequency neighbors [t (31) = 3.73, p Ͻ .01]. There was a marginally significant difference in identification performance between the one higher frequency neighbor and the two higher frequency neighbor conditions [t (31) = 1.88, p = .07]. On error trials, 14.3% of the incorrect responses were neighbors of the target word. For the words with higher frequency neighbors, 9.8% of the incorrect responses were higher frequency neighbors of the target word. Two points need to be made about these error results. First, as compared with the high-visibility condition (Experiment 2A), the percentage of errors that were neighborhood errors was reduced (25.9% vs. 14.3%), which again suggests that there were relatively fewer opportunities for informed guesses in the low-visibility condition. Second, for the words with higher frequency neighbors, there was a reduction in the proportion of errors that were higher frequency neighbors of the target, from 18.8% in the high-visibility condition to 9.8% in the low-visibility condition. As a consequence, any processing advantage that words with higher frequency neighbors have would have been more likely to emerge in the low-visibility condition, because it would have been less likely to be counteracted by informed guessing based on neighborhood characteristics.
Combined analyses. A combined analysis of the data from the low-visibility and the high-visibility conditions was performed to determine whether the neighborhood frequency effect significantly interacted with stimulus visibility. The subject means were submitted to a 2 (visibility) ϫ 3 (neighborhood frequency) mixed model ANOVA. The main effect of visibility was significant [F s Finally, in order to address any lingering concerns about the generalizability of the facilitatory neighborhood frequency effect across items in the low-visibility condition, an item analysis of the combined data from the lowfrequency, large-neighborhood conditions of Experiment 1B and the analogous conditions of Experiment 2B (no higher frequency neighbors, one higher frequency neighbor) was performed. The main effect of experiment was marginally significant [F i (1,76) = 3.73, MS e = 349.89, p = .057], since the items used in Experiment 1B were identified more frequently (40.6%) than the items used in Experiment 2B (32.2%). The main effect of neighborhood frequency was also significant [F i (1,76) = 4.61, MS e = 349.89, p Ͻ .05], since words with higher frequency neighbors were identified more frequently than words with no higher frequency neighbors (41.0% and 31.8%, respectively). Equally important, the interaction between experiment and neighborhood frequency was not significant (F i Ͻ 1). An identical item analysis of the combined data from Experiments 1A and 2A (the high-visibility conditions) revealed no effect of experiment or neighborhood frequency and no interaction (all F i Ͻ 1).
Discussion
The results of this experiment are quite clear: In the high-visibility condition, no facilitatory or inhibitory neighborhood frequency effects were observed, but in the low-visibility condition, it was easier to identify words with higher frequency neighbors than words with no higher frequency neighbors. Apart from replicating the pattern of neighborhood frequency effects observed in Experiments 1A and 1B with a completely different set of stimuli, these findings clearly demonstrate that inhibitory neighborhood frequency effects are not readily obtained in the standard perceptual identification task.
EXPERIMENT 3
As has been noted, according to the multiple read-out model, facilitatory neighborhood size effects in lexical decision are not due to the lexical selection process per se but are instead due to a variable response criterion that is sensitive to the degree of overall lexical activation (the Σ criterion). According to the model, words with large neighborhoods will generate more lexical activity than will words with small neighborhoods and will, therefore, allow this lowered Σ criterion to be reached more rapidly. This will in turn produce a facilitatory neighborhood size effect. However, in tasks such as perceptual identification, where a word must be uniquely identified, the Σ criterion is assumed to play no role, because the degree of overall lexical activation does not provide any information as to the correct response. In these situations, the lexical selection processes must run to completion, with the intralevel inhibition between the lexical units in the model strongly influencing performance. Thus, the model makes two predictions in this task: (1) There will be no neighborhood size effect, and (2) because higher frequency neighbors of a target word will inhibit the lexical unit of the target word, there will be an inhibitory neighborhood frequency effect.
Clearly, our perceptual identification data do not provide any support for these predictions. However, as has been noted, the perceptual identification task is not the only task in which the multiple read-out model makes these predictions. In fact, it makes these same predictions for any task in which a word must be uniquely identified. For example, a semantic categorization task (e.g., does the word name an animal?) would also require that words must be uniquely identified, because accurate responding would depend on retrieving the appropriate meaning information. Thus, as with the perceptual identification task, the Σ criterion should play no role in a semantic categorization task, and facilitatory neighborhood size ef-fects should not occur. Instead, intralexical competitive processes should produce an inhibitory neighborhood frequency effect. Forster and Shen (1996) have recently examined neighborhood size and neighborhood frequency effects in a semantic categorization task. They reported that neither neighborhood size nor neighborhood frequency seemed to affect performance, owing to the fact that neither effect was statistically significant in their item analyses. These results led Forster and Shen to suggest that neighborhood size effects (and, presumably, neighborhood frequency effects) in lexical decision tasks may be due to decision biases, and not to the lexical selection process. It should be noted, however, that Forster and Shen observed both a significant facilitatory neighborhood size effect and a significant facilitatory neighborhood frequency effect in their subject analyses. Furthermore, this significant neighborhood size effect was obtained despite the fact that their manipulation of neighborhood size was quite weak-the "large-neighborhood" words in their experiments had only three or four neighbors. (In contrast, the large-neighborhood words in the present experiments had at least five neighbors.) Thus, although Forster and Shen's results strongly suggest that facilitatory neighborhood size effects and facilitatory neighborhood frequency effects are at least partially caused by decision biases in the lexical decision task, it would seem premature to conclude that neither factor (neighborhood size, neighborhood frequency) actually affects lexical selection.
In Experiment 3, we reexamined the question of whether there are neighborhood size and neighborhood frequency effects in a semantic categorization task. Our purpose in conducting this experiment was twofold. First, as was argued above, the multiple read-out model clearly does predict an inhibitory neighborhood frequency effect in a task of this sort, and we wished to provide another evaluation of that model's predictions. Second, because Forster and Shen's (1996) conclusions were based on a null effect of a rather weak manipulation in a negatively biased analysis (i.e., the statistical power of item analyses is reduced, owing to a greatly deflated alpha value when items have not been selected randomly; Cohen, 1976) , we felt it was important to revisit this issue. Accordingly, in this experiment, neighborhood size and neighborhood frequency were factorially manipulated (i.e., words had either a small or a large neighborhood and had no neighbors of higher frequency or at least one higher frequency neighbor), and the task was to make an animal or a nonanimal judgment. As in Forster and Shen's experiment, only a single category was used throughout the present experiment, and we considered only the response latencies to nonexemplars (no decisions). The reason for this is that latencies to animal exemplars are contaminated by both semantic priming effects and category typicality effects, whereas response latencies to nonexemplars are not. These two modifications simplify the interpretation of the task latencies (Bradley & Forster, 1987) .
Method
Subjects. Thirty-five undergraduate unpaid student volunteers from the University of Calgary participated in this experiment. All of the subjects were native English speakers and reported that they had normal or corrected-to-normal vision. None of these individuals had participated in the previous experiments.
Stimuli. The experimental words (the nonexemplars) were all of low frequency, with a mean Kučera and Francis (1967) normative frequency of 22.2 per million words (range of 1-49). The descriptive characteristics of these stimuli are listed in Table 6 . (The complete set of experimental words used in Experiment 3 is presented in the Appendix.) To create a suitably large set of experimental words, we used both four-and five-letter words, since we could not create a large set of animal names that were only four, or only five, letters in length. The majority of the experimental words (69%) had been used in Experiments 1 and 2.
Words with large neighborhoods had at least five neighbors, with a mean neighborhood size of 7.2. Words with small neighborhoods had at least one neighbor and no more than three neighbors, with a mean neighborhood size of 2.0. The mean Kuč era and Francis (1967) normative frequency of the highest frequency neighbor of each word was 293.6 for the words with higher frequency neighbors and 9.6 (substantially lower than the mean target frequency) for the words with no higher frequency neighbors.
There were 24 words in each of the four experimental conditions, and an additional 96 four-and five-letter words that were animal names. Thus, a total of 192 words were presented in the experiment. The animal names included mammals, fish, reptiles, birds, amphibians, and insects, but excluded humans. This point was made clear in the instructions to the subjects (e.g., the subjects were told that the word ant should be categorized as an animal).
Apparatus and Procedure. The stimuli were presented on a 17-in. color VGA monitor driven by a Pentium-class microcomputer. The subjects indicated the semantic category of the stimuli (animal or non-animal) by pressing one of two buttons on a response box. The subjects used their preferred hand to respond to the animal items. The presentation of the stimuli was synchronized with the vertical Note-HF, higher frequency. NBF refers to the mean frequency of the highest frequency neighbor.
retrace rate of the monitor (14 msec), and response latencies were measured to the nearest millisecond. At a viewing distance of 50 cm, the word stimuli subtended a visual angle of approximately 1.2º. Each trial was initiated by a 1-sec 2000-Hz warning tone, after which a fixation point appeared at the center of the video monitor. One second later, the stimulus was presented directly above the fixation point in uppercase letters. The subject's response terminated the stimulus display. The next trial was initiated after a timed interval of 2 sec.
Each subject completed 20 practice trials prior to the collection of data (these practice stimuli were not used in the experiment proper). The practice trials consisted of 10 animal words and 10 non-animal words. The order in which the 192 stimuli were presented in the experiment was randomized individually for each subject. The subjects were provided with a rest period after every 48 trials.
Design. A 2 (neighborhood size: small, large) ϫ 2 (neighborhood frequency: no higher frequency neighbors, higher frequency neighbors) factorial design was employed. Since only the negative trials (i.e., the non-animals) were considered in the analysis, these factors were only relevant to the negative stimuli. Table 7 shows the mean response latencies for correct responses and the mean error rates in each of the four conditions of this experiment. As has been noted, as in the Forster and Shen (1996) study, only the data from the negative trials were analyzed. Response latencies were submitted to both subject (F s ) and item (F i ) analyses. Only the latencies for correct responses were analyzed.
Results
In the analysis of response latencies, the main effect of neighborhood size was significant in both the subject [F s (1,34) = 26.19, MS e = 501.59, p Ͻ .001] and the item [F i (1,92) = 9.53, MS e = 979.77, p Ͻ .01] analyses. Words with large neighborhoods were responded to an average of 20 msec faster than words with small neighborhoods. Thus, these data indicate that a facilitatory neighborhood size effect (in particular, an effect that is significant even in an item analysis) can be observed in a semantic categorization task. The main effect of neighborhood frequency was not significant (F s Ͻ 1; F i Ͻ 1); nor was the interaction between neighborhood size and neighborhood frequency [F s (1,34) = 1.49, MS e = 675.32, p Ͼ .20; F i Ͻ 1]. Thus, overall there was, once again, no inhibitory neighborhood frequency effect (and, in fact, the trend was in the opposite direction).
Error rates were also submitted to a 2 (neighborhood size) ϫ 2 (neighborhood frequency) repeated measures ANOVA. The main effect of neighborhood size was not significant (F s Ͻ 1); nor were the main effect of neighborhood frequency [F s (1,34) = 2.31, MS e = 12.07, p Ͼ .10], and the interaction between neighborhood size and neighborhood frequency [F s (1,34) = 2.86, MS e = 15.66, p Ͼ .10].
Discussion
The first point to make about these results is that, once again, no inhibitory neighborhood frequency effect was observed, despite the fact that, as in the previous experiments, the multiple read-out model predicts such an effect. Indeed, for the words with large neighborhoods, the trend that was observed was, once again, a trend for a facilitatory neighborhood frequency effect.
The second point to make about these results is that there was a facilitatory neighborhood size effect, which was significant in both the subject and the item analyses. Recall that Forster and Shen (1996) found significant facilitatory neighborhood size effects in their subject analyses, but not in their item analyses, which led them to suggest that the neighborhood size effect may be partially or entirely due to decision biases. However, given the results of this experiment, we suspect that the main reason Forster and Shen did not obtain a significant facilitatory neighborhood size effect in their item analyses was because their neighborhood size manipulation was relatively weak.
More specifically, in Forster and Shen's (1996) experiments, four neighborhood size conditions were used: Words possessed no neighbors, one neighbor, two neighbors, or three or four neighbors. In contrast, in this experiment, a larger range of neighborhood sizes was employed: Words with large neighborhoods had a mean neighborhood size of 7.2, and words with small neighborhoods had a mean neighborhood size of 2.0. In fact, relative to other studies in which neighborhood size has also been manipulated as a dichotomous variable (large vs. small), Forster and Shen's stimuli would all be classified as small-neighborhood words. In Andrews's (1989) Experiment 1, for example, the words with small neighborhoods had a mean neighborhood size of 2.3, whereas the words with large neighborhoods had a mean neighborhood size of 13.0. Similarly, in Sears et al.'s (1995) Experiment 1, words with small and large neighborhoods had mean neighborhood sizes of 3.6 and 10.5, respectively. Thus, using the criteria employed by other investigators, there were no large-neighborhood words in the Forster and Shen experiments, and consequently the statistical power to detect a neighborhood size effect would necessarily have been somewhat small. When that fact is coupled with the negative bias inherent in item ANOVAs (Cohen, 1976) , it is not surprising that Forster and Shen were unable to obtain a significant neighborhood size effect in their item analysis.
It should also be noted again that the appearance of a facilitatory neighborhood size effect in this task also is contrary to the predictions of the multiple read-out model. The mechanism hypothesized to produce facilitatory neighborhood size effects in the model (the Σ criterion) is assumed to play no role in a semantic categorization task. Overall then, the results of this experiment, like the results of the previous experiments, would appear to cause considerable problems for the multiple read-out model.
GENERAL DISCUSSION
In terms of the initial motivation for this research, this set of experiments contains a number of important findings. First, we have found no evidence whatsoever of an inhibitory neighborhood frequency effect on perceptual identification performance. In Experiment 1A, the identification of words with higher frequency neighbors was equivalent to that of words with no higher frequency neighbors, and in Experiment 1B, the neighborhood frequency effect was facilitatory, not inhibitory. This pattern of results was replicated in Experiment 2, using a different set of stimuli. These results are difficult to reconcile with the multiple read-out model, because the model predicts that any effect of neighborhood frequency in the perceptual identification task should be inhibitory. That is, although the absence of such an effect might not raise problems for the model, there is no simple way in which the presence of a facilitatory neighborhood frequency effect could be accommodated.
Second, the results of Experiment 1B indicate that identification performance was facilitated when a word possessed a large neighborhood, a result that is also inconsistent with the multiple read-out model. More specifically, because the mechanism used to explain facilitatory neighborhood size effects in lexical decision (the Σ criterion) is not operational in the perceptual identification task, the model would predict that there should be no effect of neighborhood size (and certainly not a facilitatory effect) in this task.
Third, we found that words with large neighborhoods are responded to more rapidly in the semantic categorization task. Although this result would seem to be inconsistent with that of Forster and Shen (1996) , as was noted earlier, the inconsistency is more apparent than real. That is, these investigators did find a significant facilitatory neighborhood size effect in their subject analyses in both of their experiments. More important, Forster and Shen's neighborhood size manipulation was more limited than ours, since only words with what are typically thought of as small neighborhoods were employed in their experiments. Thus, the source of the discrepancy between our results and those of Forster and Shen is probably due to this difference in the neighborhood size manipulation.
In contrast, the facilitatory neighborhood size effect observed in Experiment 3 is clearly inconsistent with the multiple read-out model. According to the model, facilitatory neighborhood size effects should not occur in a semantic categorization task, because the mechanism used to explain such effects (the Σ criterion) is not operational in tasks of that sort.
Although our data do not completely rule out the multiple read-out model, they do pose a fairly serious challenge for it. The multiple read-out model specifically predicts that facilitatory neighborhood size effects and facilitatory neighborhood frequency effects will only be found in lexical decision tasks. Thus, our demonstrations of such effects in perceptual identification and semantic categorization tasks directly contradict the model's predictions.
Recall that one of the strengths of the multiple read-out model is its ability to accommodate facilitatory neighborhood size effects and both inhibitory and facilitatory neighborhood frequency effects in lexical decision tasks. According to the model, facilitatory neighborhood size effects are not actually lexical selection effects but are instead due to a variable response criterion that is sensitive to the overall degree of lexical activation (the Σ criterion). Under the right circumstances, the placement of this criterion could even produce a facilitatory neighborhood frequency effect. The inhibitory neighborhood frequency effect, in contrast, is assumed to result from intralevel competitive processes that occur during the process of lexical selection, and thus this phenomenon is assumed to be a "true" lexical selection effect. Our results challenge this interpretation, and in so doing, they question the assumption that the neighborhood size effect is not a "true" lexical selection effect.
With respect to the issue of the locus of the neighborhood size effect, it should first be noted that facilitatory neighborhood size effects have considerable generalizability (see Andrews, 1997 , for a review). They have now been observed in lexical decision, naming, perceptual identification (Experiment 1B), and semantic categorization (Experiment 3) tasks. The fact that the neighborhood size effect persists in tasks that require semantic access reinforces the notion that it reflects basic lexical selection processes. Facilitatory neighborhood size effects have also been observed when target words are embedded in sentences and eye fixations are measured. That is, Lima and Inhoff (1985) found that first fixation durations and gaze durations for words with large neighborhoods (low-constraint words in their study) were shorter than those for words with small neighborhoods (highconstraint words). This entire pattern of results would seem to argue that the advantage enjoyed by words with large neighborhoods is due to the nature of our mental architecture, rather than being an artifact of laboratory procedures (i.e., the decision-making operations in a lexical decision task).
In contrast, inhibitory neighborhood frequency effects have not been consistently observed in these same tasks (Andrews, 1997) . For example, the majority of studies that have used the naming task have reported facilitatory neighborhood frequency effects, the single exception being Carreiras, Perea, and Grainger (1997) . In this study, the neighborhood frequency effect was inhibitory for words with small neighborhoods but slightly facilitatory for words with large neighborhoods, producing an overall null effect. Furthermore, although the original reports of such effects in lexical decision were quite clear (e.g., Grainger et al., 1989) , as has been noted, in subsequent studies null and even facilitatory neighborhood frequency effects have been reported (e.g., Forster & Shen, 1996; Sears et al., 1995) . Inhibitory neighborhood frequency effects have also been elusive in semantic categorization tasks. In Carreiras et al.'s semantic categorization experiment, there was an inhibitory neighborhood frequency effect, but only for words with large neighborhoods. For words with small neighborhoods, a significant facilita-tory neighborhood frequency effect was observed (which, as was noted, was also the case in Forster and Shen's study). Finally, in the present experiments, no inhibitory neighborhood frequency effects were observed in either the semantic categorization or the perceptual identification task, despite the fact that, according to the multiple read-out model, it is in these types of tasks that the effect should be most pronounced.
Clearly, the literature to date offers no compelling support for two of the basic premises of the multiple readout model-that facilitatory neighborhood size effects are due to a variable response criterion instead of lexical selection processes, and that the lexical selection processes themselves produce an inhibitory neighborhood frequency effect. Consequently, it seems appropriate to also consider the present findings in terms of other models of word recognition.
As previously noted, facilitatory neighborhood size effects are, in general, incompatible with serial-search models of lexical selection (i.e., Forster, 1976; Paap et al., 1982) . Facilitatory neighborhood frequency effects are clearly incompatible with such models as well, because higher frequency neighbors encountered during the serial search would delay (not facilitate) lexical selection. Consequently, the results of our perceptual identification experiments would be difficult to explain in terms of serial-search models.
Given the difficulties that facilitatory neighborhood effects pose for serial-search models, most investigators have turned to activation-based models of word recognition to explain these effects. In particular, Andrews (1989) has argued that facilitatory neighborhood size effects can be accommodated by the interactive-activation model (McClelland & Rumelhart, 1981) . In the interactiveactivation model, the presentation of a word activates the lexical units of the word and its neighbors, and lexical selection is achieved when the word's lexical unit reaches a critical activation threshold. For high-frequency words, which have high resting activation levels, lexical selection can often occur through direct bottom-up activation alone. Thus, the activation of neighbors will play very little role in the process.
On the other hand, because low-frequency words have lower resting activation levels, the build-up of bottom-up activation in a word's lexical unit will be much slower. In these situations, the activation of the word's lexical unit can be facilitated by the reciprocal activation mechanism embodied in the model. That is, the partially activated units corresponding to the word and its neighbors send excitatory feedback back down to their sublexical units, which, in turn, send activation back up to the lexical units, increasing the activation of the lexical units themselves. These lexical-to-sublexical activation reverberations continue until the activation of the word's lexical unit exceeds the activation threshold, at which point lexical selection is achieved. The point to note, then, is that low-frequency words with large neighborhoods would benefit more from this reciprocal activation process than would low-frequency words with small neighborhoods, because a greater number of lexical units would participate in the reciprocal activation process. Thus, the expectation would be that words with large neighborhoods would be recognized faster than words with small neighborhoods, as Andrews (1989) and others have observed. As a result, words with large neighborhoods should be reported more readily in perceptual identification tasks and responded to more rapidly in semantic categorization tasks, because the lexical selection process, the process that is being facilitated, is intrinsic to those tasks.
Similarly, the facilitatory neighborhood frequency effects witnessed in Experiments 1B and 2B could also be explained by the same mechanism. That is, higher frequency neighbors, which possess high resting levels of activation, could produce stronger top-down activation, which could accelerate the reciprocal activation process and facilitate the processing of words with higher frequency neighbors (Sears et al., 1995) . As such, all the results of the present experiments would seem to be compatible with the interactive-activation model.
In fact, it would appear that the interactive-activation model could accommodate either facilitatory or inhibitory orthographic neighborhood effects, depending on whether top-down excitatory feedback or lexical inhibition is assumed to govern the process. The idea would simply be that, if the model were to explain the numerous reports of facilitatory orthographic neighborhood effects, the role of lexical inhibition in the model would have to be presumed to be minor in comparison with the role of lexical-sublexical feedback activation. The extent to which these modifications would harm the model's ability to account for other word recognition phenomena would, of course, need to be evaluated.
What should also be noted is that, because the multiple read-out model is an offshoot of the interactive-activation model, the multiple read-out model itself could also account for the present data if some of its assumptions were changed. In the case of the multiple read-out model, however, these changes would clearly not be minor ones. The model is based specifically on the assumptions that (1) intralevel inhibition is a major component of lexical processing and (2) lexical-sublexical feedback activation is not. With these assumptions, the model was able to account for the inhibitory neighborhood frequency effects that Grainger and colleagues reported. Furthermore, these assumptions then made it necessary to account for all facilitatory effects in terms of the activity of external factors, such as the Σ criterion in a lexical decision task. As such, to change either of these assumptions would be to change the model itself. Thus, at present, it makes sense to distinguish between the two models in terms of their ability to account for the present results. The interactive-activation model appears to be able to do so quite adequately. The multiple read-out model does not.
Finally, as the reader will note, the models discussed here are all based on the principle that it is the existence of large neighborhoods or higher frequency words that causes the mental representations to be established in particular ways, which then leads to the observed effects. That is, the assumption is that it is the existence of certain sets of words in the language that causes our mental representations to be set up in a particular way. What is worth keeping in mind is that the factors we manipulated here (neighborhood size and neighborhood frequency) are correlational. Thus, the direction of causation of neighborhood effects may actually be somewhat different than that proposed by all these models. That is, it may be the case, for example, that words with large neighborhoods may be easier to process, not because their large neighborhood is somehow mentally represented, but rather because they have an orthographic structure that is "user friendly" and, hence, many words may have been created to exploit that structure. If so, there would seem to be a whole class of models, based not on lexical representations but on orthographic representations and orthographic processing, that may actually provide the best account of neighborhood effects. borhoods were used. As noted, according to the multiple read-out model, when the nonwords are all very word-like (i.e., have large neighborhoods), inhibitory neighborhood frequency effects (and null neighborhood size effects) would be expected, because subjects would be inclined to keep their Σ criterion high, meaning that their M criterion would drive responding. However, in this experiment, a facilitatory neighborhood size effect was observed, as was a trend toward a facilitatory neighborhood frequency effect. Nonetheless, Grainger and Jacobs found that they could simulate these results by adjusting the Σ and T criteria. What Grainger and Jacobs did not report, however, were the results of the simulations for the nonwords in Experiment 5. Because nonword latencies and error rates are strongly affected by modifications of the Σ and T criteria and because the specific purpose of Experiment 5 was to induce changes in these criteria by introducing difficult nonwords, the question of the adequacy of the simulation of nonword performance would seem to be a key one. Thus, at present, it is somewhat difficult to accurately evaluate the model's ability to simulate the full pattern of data from Sears et al.'s experiments.
3. As it turns out, no effects were significant in item analyses in either of the perceptual identification experiments reported in the present paper (Experiments 1 and 2). We do not, however, regard this as an issue. The reason is that although Clark (1973) has argued that items, as well as subjects, should be considered as a random factor in these types of analyses, it is seldom the case that the selection of items is ever random in any sense of the term. That is, typically, the items used in these types of experiments have been selected because they satisfied an extensive set of criteria, which is certainly the case here (see, e.g., Table 1 ). Consequently, as Wike and Church (1976) and others (Cohen, 1976; Keppel, 1976; Smith, 1976) have argued, item analyses would clearly be inappropriate in the present situation for a number of reasons, not the least of which is their strong negative bias (i.e., when items have not been selected randomly, the statistical power of item analyses is reduced because of a greatly deflated alpha value). Lingering concerns that readers might have about the generalizability of our perceptual identification results across items are addressed by the fact that the neighborhood frequency effects in Experiment 2, using an entirely new set of items, are quite similar to those in Experiment 1. Moreover, the neighborhood frequency effect was significant in an item analysis when the stimuli from Experiments 1B and 2B were combined.
4. We thank Leann Stadtlander for suggesting this analysis. 
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