The quantitative integration of nuclear measurements into the in situ petrophysical and geophysical evaluation of rock formations has been elusive because of the lack of efficient algorithms to simulate them. We discovered a new method for rapid numerical simulation of borehole neutron measurements using Monte Carlo (MC)-derived spatial flux sensitivity functions (FSFs) and diffusion flux-difference (DFD) approximations. The method calculates spatial sensitivity flux perturbations using fluxdifference approximations of one-group neutron diffusion models. By invoking appropriate boundary conditions, the one-group, time-independent neutron diffusion solution is implemented for nonmultiplying systems in 2D and 3D cylindrical coordinates. The solution is differentiated with respect to the neutron cross section to obtain an expression for flux-difference due to cross-section perturbations. Constant transport-correction coefficients for cross-section parameters are calculated with a flux-fitting method to account for deviations of borehole neutron measurements from the physics of diffusion. Thereafter, spatial FSF responses are rapidly and accurately calculated using a first-order Rytov DFD approximation. Estimated flux-differences are next used to calculate lumped higher order perturbation terms. The DFD technique is tested and benchmarked against MC calculations in the presence of standoff, invasion, and well deviation for wireline and logging-whiledrilling tools. Benchmark examples and application in highly deviated wells indicate that neutron porosity logs can be accurately and efficiently simulated with the new DFD method, even in complex geometrical and physical conditions, with errors lower than 1.2 porosity units.
INTRODUCTION
Reliable integrated petrophysical interpretation of nuclear logs has been elusive for a long time due to inefficient methods for fast and accurate simulation of borehole nuclear measurements. The traditional method for simulating borehole nuclear measurements is with the Monte Carlo N-particle transport code (MCNP, X-5 Monte Carlo Team, 2003) . Although it is accurate and flexible, MCNP is computationally expensive and inefficient for inversion. Differential flux sensitivity methods (Watson, 1984 (Watson, , 1992 Couët and Watson, 1993; Case et al., 1994 ) that use perturbation theory (Lewins, 1965; Greenspan, 1976) have proven to be the best option for fast and interactive modeling of nuclear measurements. The introduction of the concept of spatial flux sensitivity functions (FSFs, Mendoza et al., 2007) and the method of linear iterative refinement (Mendoza et al., 2010a (Mendoza et al., , 2010b prompted the development of inversion-based methods for petrophysical interpretation of wireline and loggingwhile-drilling (LWD) nuclear logs (Heidari et al., 2009 (Heidari et al., , 2012 Ijasan et al., 2011; Mendoza et al., 2012) . In comparison to MCNP, the linear iterative refinement (LIR) technique is much faster. Guo and Wang (2009) document the application of a neutron diffusion code (Butler et al., 1992) that approximated the Boltzmann transport equation to rapidly simulate neutron logs. This approach exhibits limitations in the presence of shale layers (with high neutron absorbers) and across thin beds. At the same time, second-order calculation methods, such as Zhou et al. (2009) described for simulation of borehole gamma-gamma measurements, have opened alternate routes for fast modeling of nuclear borehole measurements.
The goal of LIR is to select an FSF with an equivalent detector response as that of the measurement in the presence of borehole environmental conditions, bed thickness, and/or bed dip. The technique works by iterative linear interpolation among Monte Carlo (MC)-derived FSFs, precalculated in homogeneous base cases, such that the resultant FSF represents an equivalent detector response in a homogeneous formation. Applications of LIR indicate that its accuracy is primarily governed by the degree of variability and magnitude of perturbations encountered in rock formations while logging, particularly for neutron porosity simulations. The LIR uses first-order perturbations wherein rock variability introduces higher order effects in the form of flux perturbations. Such degrees of variability are primarily driven by shoulder-bed effects, bed relative dip, mud-filtrate invasion, and borehole environmental properties. These situations occur frequently in measurements across highpermeability and high-porosity rocks in which adequate petrophysical and geometrical modeling can improve the estimation of hydrocarbon reserves and flow quality. Across layers, invasion zones, or borehole-formation regions of significant contrasts or perturbations in the neutron energy cross section, FSFs exhibit significant flux perturbations that cannot always be adequately predicted by the LIR. This behavior yields inaccurate neutron porosity simulations in cases such as invasion of gas formations, washouts, and in high-angle/horizontal (HA/HZ) wells. A brute-force approach to circumventing this problem is to precalculate FSFs for a wide array of borehole environmental conditions, e.g., several borehole sizes, and several tool-binning orientations for sector LWD logs. The technical problems with this approach are a longer computation time and the larger storage disk space required by the calculations.
A similar situation of significant flux perturbations has been observed when modeling borehole sigma measurements across bed boundaries between sands and shales. Mimoun et al. (2011) show that a diffusion model can be used to approximate such flux perturbations and hence improve the accuracy and reliability of borehole sigma models. Greenspan (1976) highlights several other formulations for calculation of related flux perturbations.
In this paper, we introduce a new rapid transport-diffusion approximation that accurately calculates spatial flux perturbations in the presence of complex formation geometries that give rise to significant contrasts in the neutron energy cross section or hydrogen index (HI). Such cases include mud-filtrate invasion, borehole standoff, and well deviation. We assume that the difference in flux due to cross-section perturbations from a background FSF (MCderived for a homogeneous base case) can be approximated by the physics of neutron diffusion. Likewise, to account for neutron scattering collisions (Dworak et al., 2001) in the method, we introduce transport-correction coefficients in the diffusion model. The method enables the calculation of neutron diffusion fluxdifferences (DFDs) as approximations to FSF perturbations; hence, it improves the calculation of raw detector responses and the modeling of neutron porosity measurements, particularly in complex geometrical and physical conditions. The DFD method is benchmarked with full MCNP calculations when performing qualitative and quantitative comparisons of perturbed FSFs and neutron porosity responses.
METHOD
The basis of sensitivity functions originates from importance calculations relating to the solution of the time-independent Boltzmann integrodifferential adjoint transport equation (Greenspan, 1976) , given by
where Ψ þ R is the adjoint flux at position r of energy E and direction Ω with respect to a detector at observation point r R , Σ t is the total macroscopic energy cross section (i.e., Σ t ¼ Σ a þ Σ s ), Σ s is the macroscopic scattering energy cross section, and Σ a is the macroscopic absorption energy cross section. Below, we introduce a concise diffusion approximation of equation 1 to improve the efficiency of its numerical solution.
Diffusion formulation
We assume that FSF perturbations due to changes in formation HI from a homogeneous background case B can be described by diffusion. Therefore, we invoke a modified one-group, timeindependent neutron diffusion model for nonmultiplying systems (Tittle, 1961) given by
where D is the thermal diffusion coefficient, ∇ 2 is Laplace's operator, α is a modified neutron cross-section parameter, ψ R is the spatial diffusion scalar flux at observation location R in particles per second per unit area, S o is the source strength in particles per second per unit volume, and δ is the Dirac delta function. The 2D solution of equation 2 in cylindrical coordinates, where r ¼ rðr; zÞ and r S ¼ r S ðr S ; z S Þ, gives rise to the Green's function kernel G α (Mandelis, 2001) due to a neutron point source of unity strength and located at r S , namely,
where n is the nth eigensolution; J 0 and J 1 are zero-and first-order Bessel functions of the first kind; β n is the nth zero (root) of J 0 , i.e., J 0 ðβ n Þ ¼ 0; κ n is ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi α 2 þ ðβ n ∕r ex Þ 2 p ; and r ex is the extrapolation radial length for which the Green's function G α ¼ 0 when r ¼ r ex . The solution in equation 3 is differentiated with respect to the cross-section parameter α to obtain a diffusion sensitivity function, given by
The Green's function kernel and its derivative, G α and J α in equations 3 and 4 serve as the building blocks for spatial transport-DFD approximations due to cross-section perturbations Δα in a homogeneous background case with cross-section parameter α B . Figure 1 shows calculated diffusion kernels for α −1 B equal to 30 cm. It follows that the space-integrated DFD function at r, due to a response distributed source in B at r S , for a detector located at r R is given by
where FSF B is the MC-derived FSF in B, representing the source distribution, such that ∫ dr S FSF B ðr R ; r; r S Þ ¼ 1, with G α;B and J α;B calculated from equations 3 and 4, respectively. Using a first-order Rytov approximation (Habashy et al., 1993) , the spatial neutron DFD due to perturbation Δα can be written as
where FSF DFD is the DFD perturbed spatial sensitivity flux in a formation model with parameter α and Δα is the formation perturbation given as α − α B . The Green's function kernels G α and J α in equations 3 and 4 represent 2D cylindrical coordinate geometry, i.e., r ¼ rðr; zÞ. The diffusion formulation is conveniently extended to 3D cylindrical geometry, i.e., r ¼ rðr; z; θÞ, by using Green's function solutions in spherical coordinates, i.e., r ¼ rðr; θ; ϕÞ, and a coordinate transformation. In spherical coordinates, G α and J α are given by
and
respectively. In the kernel solution, jr − r S j is the distance between the source location and observation point. The transformation from cylindrical to spherical coordinates is given by
such that equations 7 and 8 can be applied to 3D cylindrical geometry. Equations 7-9 describe the 3D kernel functionality for 3D DFD calculations in the presence of 3D model perturbations, e.g., deviated beds, thinly bedded formations, eccentered tool geometry, noncircular borehole, and non-borehole-symmetric invasion in HA/ HZ wells, among others.
Boundary conditions and flux continuity
At formation boundaries and/or invasion fronts r b where Δαðr b þ εÞ ≠ Δαðr b − εÞ for ε → 0, flux continuity is ensured by the condition 
Transport correction
One-group neutron transport, from source to detection in welllogging applications, is primarily composed of an asymptotic/ diffusion part and a transient part (Dworak et al., 2001 ). The transient part, consisting of neutron scattering collisions and higher order interaction terms, introduces a departure from a full diffusion problem, particularly across high neutron absorbers where the transient part dominates the total flux. Assumptions implicit in diffusion theory, such as isotropic particle transport (Stacey, 2007) , are inadequate to represent such higher order interaction effects. An approximate modification is in order. Butler et al. (1992) show that the coefficients of a diffusion model can be systematically modified to reproduce higher order transport effects resulting from the transient part of neutron transport. In our DFD model, departures from a full diffusion solution due to higher order transport effects are partially accounted for in MCderived FSF B , as shown in equation 6. Also, the neutron diffusion model is modified such that
where L 0 1E is a modified one-group travel length, L m is the formation migration length, and η is the transport-correction coefficient. Neutron characteristic lengths, i.e., the diffusion length (L d ), slowing-down length (L s ), and migration length (L m ), are calculated with the Schlumberger nuclear parameter calculator (SNUPAR; McKeon and Scott, 1989) . Accordingly, the transport-correction coefficient η is calculated by flux-fitting 1D radial FSFs, MCderived in homogeneous base cases across various formation lithologies, to the Green's function solutions of equations 3 and 4. The systematic flux-fitting method, described in Figure 2 , implements a nonlinear optimization approach to select the transport-correction coefficient η that minimizes the misfit between the perturbed DFD solution and MC-derived fluxes. By adjusting the neutron cross section in terms of η, this strategy causes the diffusion model to account for higher order transport effects resulting from the transient part of neutron transport.
Detector response perturbation
The Taylor's series expansion for estimating detector response perturbations (X-5 Monte Carlo Team, 2003) is given by 
where ΔN m is the mth-order change in detector response at detector location r R ,
dα m is the mth-order response sensitivity coefficient, N B is the background detector response, and N is the perturbed detector response due to Δα. It follows that
The DFD technique aims to estimate the contribution of higher order terms (m > 1) in equation 12 through a diffusion model. Upon prediction of FSF DFD , as in equation 6, lumped higher order perturbation calculations are carried out to estimate detector responses before calibration to neutron porosity, i.e.,
where ΔFSF is the flux perturbation (FSF DFD − FSF B ) due to Δα. The second term on the right-hand side (RHS) of equation 14 is the first-order perturbation term, whereas the third term is a lumped higher order perturbation term that accounts for flux perturbation effects. It is worth noting that effects due to higher order terms and flux perturbations are minimized when Δα ≪ α B , a condition LIR aims to achieve so that the third term on the RHS of equation 14 is negligible, whereby a first-order perturbation is an accurate representation of the physics of the problem. The selection of a FSF B such that Δα is minimized improves the accuracy of the perturbation calculation, especially in the case of LIR. For highly perturbed situations, first-order perturbations are inadequate and LIR becomes inaccurate.
NUMERICAL RESULTS
We implement the rapid DFD method described above for two generic neutron-neutron tool models: 1) a dual-detector wireline neutron tool with an americiumberyllium (AmBe) neutron source in an 7.6-cm (3.0-in) tool sonde (Mendoza et al., 2007) 2) a dual-detector LWD neutron tool with a deuterium-tritium (DT) 14 MeV neutron source in a 22-cm (8.5-in) drill collar. Similarly, density measurements are numerically simulated using a generic dual-detector LWD gamma-gamma tool (Ijasan et al., 2011) .
Transport-correction coefficients η
Using the flux-fitting method shown in Figure 2 , η is calculated for far and near detectors of the generic tools described above. The DFD model is recomputed in successive iterations, as shown in Figure 2 , until reaching the lowest possible 1D FSF misfit between the DFD model and MC calculations. The modified travel length, L 0 1E , that minimizes the flux misfit is output for each formation base case. For robustness, 1D FSFs in base cases of water-and gas-filled lithologies (sandstone, limestone, and dolomite) are used in the calculations. Figure 3 shows crossplots of L 0 1E , L d , and L m for the wireline and LWD models. In the modified diffusion model, the equivalent neutron mean-free-path traveled is greater because of scattering interactions; therefore, L 0 1E is greater than L d (Figure 3a  and 3c ). This behavior implies that transient effects originate apparent cross sections smaller than the diffusion cross section (Ellis and Singer, 2007) . (Figure 3b and 3d) indicates minimal scatter plot of a one-group calculation. In addition to transport effects, η (see Table 1 ) depends on tool design and detector spacing because the FSF is dependent on the detector r R ; i.e., η ¼ ηðr R Þ. Figure 3 shows that η is approximately constant per detector across various formation lithologies and fluid constituents for wireline and LWD tools. It is also worth noting that 1∕η is larger for a 14 MeV LWD tool than for an AmBe wireline tool (Table 1) because faster neutrons require larger corrections to the neutron cross section α (equation 11). The modified one-group travel length L 0 1E is a formation parameter representative of the lumped transportdiffusion model. It describes the effective mean-free-path traveled by neutrons from their generation to their detection per detector and per tool model. It also serves as modification to the diffusion theory in which we account for scattering interactions.
Diffusion distributed functions in homogeneous formations
We observe homogeneous perturbations in neutron cross sections as porosity and/or fluid constituents vary in base-case formations. Using the MC-derived background FSF, FSF B calculated in a limestone block with an LWD tool, we illustrate the rapid calculation of the perturbed FSF DFD (using the DFD model) due to homogeneous formation perturbations and compare to FSF MC (full MCNP calculations). In this exercise, the 2D kernel functionality (equations 3 and 4) in the Rytov DFD model (equations 5 and 6) is adequate to calculate the required properties of the FSF DFD . Figure 4 shows the normalized 2D forward and derivative diffusion distributed functions ψ B and J B , respectively, for the near and far detectors of the LWD tool across a limestone block. The ψ B functions describe detector diffusion fluxes with a distributed neutron source defined by the FSF maps FSF B (Figure 4a and 4e) . Qualitative comparison of ψ B and FSF B emphasizes the isotropic nature of the diffusion model. Figure 4c and 4g shows the derivative diffusion distribution functions J B . Intuitively, neutron flux responses decrease in magnitude as HI increases, whereby J B becomes negative. The DFD functions J B ∕ψ B , shown in Figure 4d and 4h, measure the logarithmic change of detector FSFs with respect to the limestone cross section, i.e., the Rytov functional formulation in equation 6. It also measures the range and volume of formation wherein perturbations will influence the detector responses. Normalized 1D projections of the flux functions, shown in white, are superimposed to the plots shown in Figure 4 . The 1D vertical projections are obtained by integrating the FSF in the radial and azimuthal directions, whereas 1D azimuthal projections are obtained by integrating the FSF in the vertical and radial directions. Similarly, 1D radial projections are obtained by integrating the FSF in the vertical and azimuthal directions, whereas the radial J-factor is a cumulative function of the 1D radial projection. Figure 4 shows 1D vertical projections and radial J-factors.
The workflow diagram in Figure 5 summarizes the DFD calculation algorithm, described in the method and equations 3-14, for simulation of neutron near-to-far ratio porosity ϕ N . The workflow highlights pertinent aspects of the DFD model for forward modeling of ϕ N measurements as discussed in this paper. We apply the DFD method using diffusion distributed functions shown in Figure 4 to Borehole neutron porosity measurements D155 estimate flux perturbations due to homogeneous perturbations in the limestone block (as indicated in equation 6). Qualitatively, 1D FSF radial and vertical projections are compared despite using the 2D kernel functionality. Figure 6 compares the perturbed FSF DFD with FSF MC (full MCNP calculations) in water-and gas-filled base-case formations perturbed from the limestone block (see Table 2 for base-case descriptions). We observe that the DFD method accurately reproduces full MCNP calculations as formation porosity and/or fluid constituents vary. For the cases shown in Figure 6 , 
Borehole standoff effects in LWD measurements
During measurement acquisition in HA/HZ wells, LWD tools tend to stand at the bottom of the hole because of gravity. This behavior gives rise to 3D tool eccentricity effects such that standoff is nonsymmetric around the borehole. Hence, differing degrees of standoff originate for different tool azimuthal orientations. These effects are further complicated in noncircular and washed-out boreholes. On account of such effects, the 3D DFD functionality, as described in equations 7-9, is implemented for the case of LWD standoff perturbations.
Assuming the 22-cm (8.5-in)-collar LWD neutron tool across base cases described in Table 2 , in a 30-cm (12-in) borehole, ϕ N errors for DFD and LIR are estimated for three sector binning orientations: bottom (B), left (L), and up (U). With the LWD tool collar standing at the bottom of the borehole, zero standoff is observed at the B sector orientation, whereas 8.9 cm (3.5 in) maximum standoff is observed at the U sector orientation. Figure 7 shows the corresponding ϕ N errors for three sector orientations, whereas spatial 3D FSFs using MCNP (FSF MC ), DFD (FSF DFD ), and LIR (FSF LIR ) in LIME05W base case (see Table 2 ), for bottom and up orientations, are qualitatively compared in Figures 8 and 9 .
At the B sector orientation, LIR ϕ N errors (Figure 7a ) are approximately 3 pu primarily because FSF LIR fails to match full MC-derived FSF MC (Figure 8 ). This behavior is evident in the 1D azimuthal projections shown in Figure 8e and 8j. Due to the broad azimuthal aperture of neutron responses (Ijasan et al., 2011) , standoff crevices at the B sector contribute significantly to porosity sensitivity. Scattering collisions in the crevices results in a more tapered FSF in comparison to a slick borehole. This tapering, evident in the azimuthal projection of FSF MC , is adequately reproduced by FSF DFD . At the U sector orientation (Figure 9 ), discrepancies between FSF LIR and FSF MC are more conspicuous in the 1D radial and azimuthal projections (Figure 9c , 9e, 9h, and 9j). Standoff effects on FSFs are adequately reproduced in FSF DFD , due to lumped higher order perturbation, thereby resulting in DFD ϕ N errors lower than 1 pu (Figure 7) . The significant LIR ϕ N errors are due to inadequacy of first-order perturbation to quantify standoff effects.
Invasion effects in wireline measurements
Invasion effects are investigated by assuming a wireline tool in a 20-cm (8-in) borehole, and fresh-water invasion into a 30% gas-filled limestone formation, with zero residual gas saturation. The saturating gas is assumed to be methane (CH 4 ) of density 0.0178 g∕cm 3 . Additionally, pistonlike radial invasion is assumed such that invaded and virgin zones consist of 30% water-and gasfilled limestone formations, respectively; L m values calculated with SNUPAR (12.20 and 34.60 cm for the invaded and virgin zones, Figure 9 . Qualitative comparisons of 3D FSFs calculated with MCNP, DFD, and LIR methods of LWD detector responses at up, U sector orientation across a 5%, water-filled limestone formation. The borehole is assumed filled with fresh water. The top and bottom row panels describe FSFs of far and near detectors, respectively. (a, f) Perturbed detector FSFs using full MCNP calculations FSF MC and (b, g) perturbed detector FSFs using the DFD method, FSF DFD viewed at the cross section S-S′ shown in the borehole schematic describing the corresponding tool orientation in the borehole; 1D FSF projections are identified with solid red lines, i.e., vertical projection, radial J-factor, and azimuthal projection in polar coordinates. (c, h) One-dimensional FSF radial projections, (d, i) 1D FSF vertical projections, and (e, j) 1D FSF azimuthal projections; DFD calculations were performed by invoking their 3D kernel functionality. respectively) indicate a significant contrast between invaded and virgins zones. In this benchmark example, MCNP, LIR, and DFD calculations are used to simulate neutron porosity measurements for 25 instances of radial invasion length into the formation. Figure 10 shows quantitative and qualitative comparisons of detector FSFs, count rates, and calibrated neutron porosity; panels in the second and third columns display 1D FSF radial and vertical projections when the invasion front is 2.91, 7.23, 17.30, and 26.37 cm Figure 11 . Comparisons of LWD neutron porosities ϕ N-MC , ϕ N-DFD , and ϕ N-LIR , in sandstone pu, simulated with MCNP, DFD, and LIR methods, respectively, in a slick borehole for the synthetic model described in Table 3 from the borehole wall. Figure 10c and 10d in the first column shows ϕ N measurements and errors, respectively, for all 25 instances of the invasion front. Similar to standoff perturbations, FSFs obtained with LIR in this invasion benchmark example are biased by formation properties near the borehole. As observed in Figure 10g and 10h, FSF LIR matches FSF MC only in the invaded zone, whereas FSF DFD matches FSF MC in invaded and virgin zones. This is the main source of error in detector measurements calculated with LIR. The maximum ϕ N error with LIR is 6.8 pu, whereas the error with the DFD approximation is 1.1 pu. It is worth noting that DFD results for the 25 invasion fronts were obtained with only three base-case FSF B -LIME30G for invasion fronts shorter than 8.25 cm, LIME05W for invasion fronts shorter than 17.30 cm but longer than 8.25 cm, and LIME30W for invasion fronts longer than 17.30 cm from the borehole wall (see Table 2 for a summary of base-case properties). The base cases are selected by volumetrically averaging the formation L m first and subsequently picking the closest FSF B in the library set that corresponds to the averaged L m (see Figure 5 ) and such that it minimizes Δα in equation 6.
MODELING APPLICATIONS IN HIGH-ANGLE AND HORIZONTAL WELLS
Reliable integrated petrophysical interpretation of nuclear logs requires fast, efficient, and accurate modeling workflows and inversion methods for improved confidence in inferred petrophysical properties. HA/HZ wells, in comparison to vertical wells, give rise to more pronounced shoulder-bed effects and significant formation variability at bed boundaries. They introduce significant formation perturbations while logging, especially across beds of large contrast in HI and in the presence of borehole environmental effects.
Using the DFD method discussed above and invoking a LWD neutron tool model, we perform simulation of neutron measurements across layers in a synthetic earth model penetrated by an 85°well. Azimuthal LWD measurements, for complete tool rotation, are binned assuming a 16-sector binning scheme, and logged at 3.81 cm (0.125 ft) per sample in true vertical depth. Tables 3 and  4 describe the corresponding layer matrix and fluid constituents in the earth model. The 3D kernel functionality described in equations 7-9 is used to calculate 3D DFD perturbations for the Synthetic case of a HA well in a slick borehole Figure 11 compares neutron porosity images ϕ N-MC , ϕ N-DFD , and ϕ N-LIR in sandstone pu calculated with MCNP, DFD, and LIR, respectively, for the synthetic model described in Table 3 . Layer true stratigraphic thickness (TST) is 40 cm (1.3 ft) , and the tool collar is slick in the borehole with no standoff. The MC-simulated wireline neutron log, ϕ N;WL-MC (dashed black line) is included in Figure 11f for qualitative comparisons. Also shown is the simulated LWD compensated density, ρ CO-LIR assuming the generic LWD gamma-gamma tool described earlier. Figure 11f (lower left) shows bottom, B sector neutron and density logs simulated in the 85°well across the synthetic model. The brown shaded zones, layer I of Table 3 , consist of 5% porosity shale matrix. In this layer, neutron logs (ϕ N-MC , ϕ N-DFD , ϕ N;WL-MC , and ϕ N-LIR ) show a significantly higher apparent porosity than the density log (ρ CO-LIR ) -characteristic of shale layers. The yellow shaded zones, layers II and III of Table 3 , consist of gas-filled sandstone. Simulated neutron porosities are smaller than simulated apparent density porosities (calculated from the simulated density log), thereby giving rise to the characteristic crossover of gas-saturated layers. In layer IV, comprising 30% water-filled sandstone, a false gas crossover is observed because of shoulder-bed effects. This behavior is typical across highly deviated beds because of differing volumes of investigation of density and neutron measurements. We observe an overlap of neutron and density logs in layer V, consisting of 5% water-filled sandstone. Figure 11g and 11h shows the porosity errors of ϕ N-LIR and ϕ N-DFD in comparison to ϕ N-MC , respectively; average porosity residuals, per depth and azimuth, are shown in Figure 11i and 11j, respectively. We observe that ϕ N-LIR yields large errors, as high as 8 pu, at measurement locations affected by shoulder beds. On the other hand, because the DFD method accurately calculates flux perturbations, ϕ N-DFD exhibits improved neutron porosity as the tool transverses across bed boundaries. Figures 12 and 13 show 3D FSFs obtained from DFD and MCNP at depths in the B sector orientation of the well where the ϕ N-LIR errors are the largest, i.e., at bed boundaries with pronounced formation variability. In these figures, we 
Synthetic case of a HA well with invasion effects
Dynamic petrophysical conditions of invaded formations introduce significant perturbations in the form of complex geometries, especially in HA/HZ wells. Due to gravity segregation of invading and in situ fluids in HA/HZ wells, the spatial distribution of mud filtrate tends to be nonsymmetric around the perimeter of the borehole, i.e., longest at the bottom, and gradually shortest toward the top of the borehole. This phenomenon is usually referred to as 3D "teardrop" invasion profile.
Assuming the synthetic earth model described in Table 3 , approximate teardrop invasion profiles are modeled as 3D eccentric cylinders within the bed layers. Oil-based mud (C 14 H 30 0.8 g∕cm 3 ) is assumed as the invading borehole fluid, whereas the bed layer residual fluid saturations are assumed to be 0%. The radial length of invasion is also assumed to be inversely proportional to layer pore volume and dependent on matrix type. For example, the 30% porosity sand layers III and IV exhibit shallower invasion depths than the 5% porosity layers II and V. The shale layer I has the shallowest depth of invasion. Table 4 describes the assumed invasion profiles for each of the layers included in this model. Figure 14 shows the geometry of invasion profiles and LWD (neutron and density) simulation results. The contrast between invaded and virgin zones is largest in layer III (see Table 4 , L m contrasts of 28.20 cm). Furthermore, the bottom sector logs in Figure 14 . Comparisons of LWD neutron porosities ϕ N-MC , ϕ N-DFD , and ϕ N-LIR , in sandstone pu, calculated with MCNP, DFD, and LIR methods, respectively, in a slick borehole for the invaded synthetic model described in Table 4 Figure 14f show that ϕ N-LIR in comparison to ϕ N-MC yields the largest discrepancy, as much as 10 pu, in the invaded layer III. Figures 15 and 16 describe 3D FSFs at logging depths in the bottom sector orientation across gas-filled layers II and III, respectively. The top row panels describe complex formation geometries in the vicinity of the tool caused by well deviation and invasion. Qualitative observations of 1D FSF radial and vertical projections in Figure 14c , 14d, 14g, and 14h show that FSF LIR does not accurately reproduce the spatial fluxes, whereas FSF DFD yields a better agreement with FSF MC despite the complex geometry.
COMPUTATIONAL SPEED
Rapid numerical simulation of nuclear logs is crucial for the development of advanced petrophysical interpretation methods that invoke quantitative integration with other logs (e.g. resistivity, sonic, and magnetic resonance). The interpretation of nuclear measurements has not kept pace with the interpretation of resistivity logs mainly because the MCNP code has traditionally been used for their numerical simulation. Although it is accurate and flexible, MCNP is computationally expensive; hence, it is not suitable for inversion-based interpretation methods. Table 5 compares the computational speeds of MCNP, LIR, and DFD for the numerical simulations of neutron porosity measurements discussed in this paper; LIR is two times slower than DFD because it interpolates within the FSF library to obtain the most representative detector response of the formation model. The degree of variability and complexity in the formation tends to increase the number of iterations in the FSF refinement. For the cases discussed in this paper, simulations were performed with a minimum and maximum of two and three iterations, respectively. The DFD perturbation method, summarized in the workflow in Figure 5 , does not require iterations in its numerical implementation, thus the improved computational speed compared to LIR. For adequate comparison of CPU time in Table 5 , the computational time required to generate the base-case library set for DFD and LIR methods was subtracted from MCNP CPU times.
DISCUSSION
In LWD measurements, standoff has a greater effect on neutron logs than on density logs acquired at the bottom of the borehole. For example, density porosity could increase by 1 pu, whereas neutron porosity could increase by as much as 6 pu in shales and 1 pu in gas-bearing zones. Such a behavior can be attributed to (1) nonlinearity between formation property and neutron response and (2) wider azimuthal aperture of neutron sensitivity in comparison to density sensitivity. For these reasons, the LIR as applied to ϕ N simulation is not accurate to quantify flux perturbations due to standoff, thereby resulting in larger ϕ N errors than with the DFD. These errors, proportional to standoff size, are especially severe at low porosities and across gas-filled formations because of large borehole-formation contrasts.
The observed false gas crossover across layer IV in Figure 11f Table 2 . On the other hand, the DFD method does not require extensive library precalculations because perturbed FSFs can be rapidly and accurately calculated upon demand and each base-case DFD function can be reused for any perturbation magnitude, variation, and/or lithology ( Figure 5 ). This implementation reduces computational time and memory requirements for the library by a factor of 144 because FSFs are calculated only for those formation base cases described in Table 2 . Similarly, in the benchmark invasion case documented in Figure 10 , only three base-case FSFs were used to perform calculations for all 25 invasion fronts. This important property further decreases computational time and memory requirements.
CONCLUSIONS
We developed and validated a new transport-diffusion method based on flux-difference approximations, i.e., Rytov DFD, for rapid and efficient simulation of neutron porosity measurements acquired with wireline and LWD tools. The new DFD method performs 3D spatial flux perturbations and implements a lumped higher order perturbation calculation for simulating neutron porosity measurements. Empirical transport-correction coefficients implemented with the simulation method remain constant per detector and per tool across rocks with various solid compositions and fluid constituents.
The new DFD method is more accurate than LIR for neutron porosity modeling in the presence of neutron cross-section perturbations caused by shoulder-bed effects, standoff, mud-filtrate invasion, and formation dip. Simulations indicate that the accuracy of neutron porosities calculated with the DFD method is approximately 1 pu, whereas errors associated with LIR can be as high as 10 pu at bed boundaries in HA/HZ wells. It was found that the DFD method is two times faster than LIR in most simulation cases documented in this paper.
Calculation of perturbed detector sensitivity functions is a crucial step in the numerical simulation of nuclear measurements. Qualitative comparisons against MCNP of FSFs obtained with the DFD method and LIR showed that DFD is more accurate, reliable, and efficient than LIR for calculating detector sensitivity fluxes. Another crucial step in nuclear porosity modeling is accurate perturbation calculations. First-order perturbation for neutron porosity simulations is accurate in simple formation geometries with minimal variability in rock properties, e.g., vertical wells penetrating horizontal beds. The magnitude of flux perturbations increases with formation variability (e.g., HA wells penetrating gas-saturated formations with borehole environmental effects), to the extent that higher order perturbation terms dominate the calculations. In these situations, LIR porosity errors could be as large as 10 pu. The DFD circumvents such a problem by implementing a lumped higher order perturbation model; associated errors in simulated neutron porosity are drastically reduced to below 1 pu for complex formation geometries, even in extreme cases of standoff, invasion, shoulderbed effects, and HA wells.
The availability of rapid, accurate, and efficient algorithms, such as the DFD method, to simulate borehole nuclear measurements opens the possibility of developing rapid inversion-based petrophysical and compositional interpretation methods in conjunction with resistivity and magnetic resonance logs. 
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