Abstract. Humans and animals acquire their wide repertoire of motor skills through an incremental learning process, during which progressively more complex skills are acquired and subsequently integrated with prior abilities. Inspired by this general idea, we develop an approach for learning motor skills based on a two-level curriculum. At the high level, the curriculum specifies an order in which different skills should be learned. At the low level, the curriculum defines a process for learning within a skill. We develop a set of integrated motor skills for a planar articulated figure capable of doing parameterized hops, flips, rolls, and acrobatic sequences. The same curriculum can be applied to yield individualized motor skill sets for articulated figures of varying proportions.
Introduction
"You have to learn to crawl before you walk" is a common maxim that summarizes the approach that humans and animals adopt when faced with the task of learning a complex motor skill. Instead of attacking a difficult learning problem in a monolithic fashion, it is nearly always beneficial to break the problem down to a sequence of manageable stages and sub-goals that are of progressively greater complexity. Humans make extensive use of this heuristic to learn many motor skills, including crawling, walking, running etc [11] . The sequenced acquisition of skills is not only a valuable heuristic in nature, but it is also an active area in machine learning and robotics, e.g., [1, 4, 6] . The defined order for learning skills and then integrating them can be thought of in terms of a curriculum, not unlike the training program provided an athletics coach.
In this paper we investigate a curriculum-based learning methodology for the progressive and largely autonomous development of motor skills. We propose the decomposition of skill acquisition into high-level and low-level curricula. A highlevel curriculum defines an order for the acquisition of skills. A low-level curriculum allows for acquisition of individual parameterized skills using a multi-staged achieve-explore-generalize process. In our framework, the curriculum serves as a high level learning script that our physically-simulated agents can execute to acquire skill-sets that are customized to their body morphology. The learning of the curriculum itself is left as an important open problem for future work. Our primary contributions are: (1) the low-level curriculum structure, which shapes the development of parameterized skills; and (2) a proof-of-concept for the application of curriculum-based learning to the control of highly dynamic unstable articulated figure motion. Our work thus begins to build a bridge between curriculum learning ideas and methods for controlling agile locomotion. Our curriculum learning approach is demonstrated on a planar, physicallysimulated articulated figure that consists of two rigid bodies (links) connected by one actuated joint and an attached, fixed foot. Figure 1 (left) illustrates its canonical form. This is a generalization of the Acrobot mechanism that is commonly used as a testbed for underactuated control [3, 5, 13] . Unlike the original Acrobot, our mechanism has its lower link unconstrained and is therefore free to hop, flip, and roll. Figure 1 (right) shows a number of variations that have a diverse range of proportions and mass distributions.
Related Work
Aspects of progressive learning strategies can be found in a variety of previous work. It is related to reward shaping [12, 8] , macro actions [9, 10] , hierarchical reinforcement learning, and continuation methods for walking skills [15] . In the context of deep learning, it has been shown that multi-stage curriculum learning strategies give rise to improved generalization and faster convergence of neural networks on vision and language tasks [2] .
The sequenced acquisition of skills is an ongoing active area of research in machine learning and robotics. Asada et al. [1] develop vision-driven behaviors for a mobile robot by using a 'learning from easy missions' (LEM) strategy to provide fast-bootstrapping for reinforcement learning applied to mobile robot steering control. A developmental approach to hierarchical knowledge regarding sensorimotor movement is proposed by Hart in [4] , along with providing an excellent overview of this area. A discrete event dynamical systems (DEDS) structure is used in combination with a language of typed control expressions in order to generate reaching, touching, and tracking behaviors for a robot arm. Konidaris and Barto [6] introduce a skill discovery method for reinforcement learning in continuous domains that constructs chains of skills leading to an end-of-task reward. This is applied to a 2D simulated pinball domain. Relatedly, the work of Neumann et al. [7] also propose the use of temporally-extended motion templates in a reinforcement learning framework. These are applied to one-link and twolink pendulum tasks. Stout and Barto [14] explore the use of a competence-based intrinsic motivation as a developmental model for skill acquisition. A grid-world proof-of-concept example is provided as an initial demonstration of these ideas. 
Motor Control and Curriculum Learning
The learning of an integrated set of skills is accomplished using two levels of curriculum, as shown in Fig. 2 . First, individual skills are structured in a high-level curriculum, in order of increasing difficulty. The specific acrobot skills are illustrated in Fig. 4 . The learning of each individual skill progresses through three learning phases: Achieve, Explore, and Generalize, as shown in Fig. 2 (bottom) . Given an initial attempted action, Achieve builds on this attempt by searching for a refined action that accomplishes the desired motion without falling. Exploration then uses this action as a seed point for exploring many similar actions, thereby finding motions that vary in style and distance traveled. Finally, Generalization produces a compact model of the observations acquired during the exploration. This allows for explicit parameterizations of the motions, such as hops at specific speeds or flips of specific heights. For most skills, this is created by selecting particular examples that interpolate and extrapolate well. Figure 3 (left) shows a block diagram of the control system for the Acrobot. Upon each landing, i.e., the foot striking the ground, a skill emits a motor action, which represents the desired angle of the controllable joint, θ d , and the joint stiffness, k p , as a piecewise constant function of time, using N = 3-6 pieces. A critically-damped proportional-derivative (PD) controller computes the joint torque that is provided as input to the physics simulation at every time step.
A skill is a mapping I × T → A, where I is a set of skill-specific parameters that parameterizes the initial conditions, T is a set of skill-specific task parameters, and A is the Motor Action space. The mapping specifies the action that should be initialized by the controller in order to accomplish the goals given by the task parameters from the given initial conditions. The table in Fig. 3 shows the initial condition parameterization and the task parameterization for every skill. Once the Acrobot lands from a flip or a roll, the Hop skill is automatically initialized to revert back to a hopping motion. To enable this, we will learn an additional hop recovery mapping, R : s → α v , that predicts the value of α v that will most likely lead to a successful recovery from state s.
The high-level curriculum begins with the hop skill becuase of its low complexity, and its use as a recovery mechanism for other skills, such as the Flip. The Hop-Flip then further uses the Flip as a starting point, with the intuition that the a flip from the rest is not much different from a flip from a slow hop, followed by learning the task for progressively higher velocities. Similar logic applies to the order in which the remaining skills are learned.
During the low-level curriculum, a skill is learned by measuring outcomes of actions through repeated trials. Each trial consists of a fixed sequence of skills, e.g., a Hop-Flip trial consists of five Hops at a given speed, followed by an attempted Hop-Flip, followed by five recovery hops on landing. The goal of the Achieve phase is to find a successful trial and is guided by an objective function specific to this purpose. The result of a successful trial is a tuple E = (I, A, T ). Given an intial success, the Explore phase rewards the achievement of a wide variety of outcomes. This is done by exploring variations of existing successful actions. During the execution of the learning algorithm, the Acrobot will accumulate a large database of Experiences E = {E i } by conducting many trials. During the Generalization phase, the collected experiences can be used to create a function I × T → A. The desiderata are that a model should cover a large range of task parameters and that they integrate well with existing skills. Please see the long version of this paper for many further details.
Results
The simulation is implemented using Open Dynamics Engine (ODE), with a time step of 0.0005 s. This allows for 30× real-time simulation and 10-20 trials/s. The canonical Acrobot has 0.6 m body and leg links and a 0.3 m foot, with masses of 5, 5, and 1 kg, respectively. Please refer to the video 1 for the results. The seed Motor Actions A init that must be provided for Hop, Flip and HopRoll took less than a few minutes to create in each case. The entire curriculum was allowed to run for 300,000 trials (about 8 hours), but we found that it is possible to learn all skills in as little as 20,000 trials (about 30 minutes). As is often the case with online algorithms, the results progressively deteriorate given fewer trials. In our case this manifests as skills being generally less reliable, and covering smaller range of task parameters. The number of trials is usually split as 10% for Hop, 10% for Flip, 40% for Hop-Flip, 30% for Hop-Roll, and 10% for Acrobatics. These ratios reflect the difficulty of learning each skill. Chaining the Flip, Hop-Roll and Hop-Flip skills into Acrobatics is relatively easy since each skill returns actions that already lie on reliable manifolds in the action space. We randomly sample parameters for the Flip, Hop-Flip and HopRoll skills to obtain successful Acrobatics trials with a high probability. Please refer to the long version of this paper for specific details.
Since our framework is largely independent of the exact proportions of the Acrobot, we successfully learn all skills for several variations (shown in Fig. 1 ) with no parameter tuning. The Hop-Roll skill of Acrobot C2 was the only exception and required manual adjustment of the initial action.
The skills can be used by a planner for high-level tasks, such as terrain traversal. The planner monitors the ground ahead, and queries the Hop-Flip or Hop-Roll skills for an action that can achieve the appropriate displacement.
We have presented a curriculum learning approach that progressively builds on prior abilities when learning more complex skills. We demonstrate that challenging skills, such as acrobatic sequences, can be learned efficiently in this framework. Furthermore, we show that the same curriculum can be applied to varying morphologies to produce skill sets adapted to the individual body types.
Many challenges remain. Currently, the design of the high-level curriculum requires human insight. We do not yet address the problem of learning active feedback strategies for our skills, despite this being an important element of control. More work is needed to reduce the number of trials needed to learn the motor tasks. Lastly, we need to develop a better understanding of which types of motion skills can benefit most from a developmental approach.
