1. Introduction and summary. In this paper we study some analytic continuation properties of the mapping function of a region B with an analytic boundary.
We are interested in relating the continuability properties with the set of moments (1) fim.n = I I xmyndxdy (m, n = 0, 1, • • • )
which is an easily obtained set of geometric quantities related to the region B. It is considerably more convenient to deal with the complex "moments" (2) am,n = I I zmzndxdy; z = x + iy.
In view of the relationships m, n (3a) am,n = E (i)m~'(iY~kCm,jCn,ktXj+k,m+n-j-k, j=0,4=0 m. n (3b) flm,n = ( -i)n2~m~n E Cm,jCn,kO-j+k,m+n-j-k, i=0,k=0 we are at liberty to pass from one set of moments to another. The relevance of the moments (1) to plane sets 51 is that they form a "complete set" of domain functionals when the domains 5 have been suitably restricted. We may define this notion as follows: Let © designate a family of sets S and let Fn = Fn(S) (w = l, 2, • • • ) be a sequence of set functionals each of which is defined for all 5£©.
The sequence {Fn) will be called complete for © if
Fn(S) = Fn(T), (n = 1, 2, 3, • • • ), S, T, E, ©
By way of proof, suppose that S-T, a.e. We wish to show S=T. Suppose there were a point P in 5 but which is not in P. Such a point cannot be an exterior point of P. For then, we could find a neighborhood N oi P which is contained in 5 and in the exterior of P. Thus 5 and P would differ by more than a set of measure 0. Such a point P cannot also be a boundary point of PHILIP DAVIS AND HENRY POLLAK [January T. For in such a case we could, by hypothesis, find a neighborhood N of P which is interior to S and which contains a point P' which is in the exterior of T. Then we could find a neighborhood N' of P' which is interior to S and exterior to T. This again is impossible since S and T would differ by more than a set of measure 0. The assumption that P is not in T is therefore false. Similarly, if P is in T, we may prove it is in 5. Therefore S=T. implies S=T.
Proof. This is now a consequence of the completeness of the powers in L(C).
Before we proceed with the general exposition, we shall give a short summary of the methods and results. For this purpose, we shall think of a simplyconnected domain B with an analytic boundary; some of the results in the body of the paper, however, are for multiply connected regions.
To begin with the methods, let us see briefly why the moments of the domain B and the continuability of various mapping functions ought to be related to one another. We start by considering the transform /w-w--ff l-^^, License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
where M is any function mapping b onto the circumference of the unit circle, with m as its inverse. If we pick for M a particular mapping function of B, this procedure gives, then, relationships between the continuability of m, through the continuability of S, to the moments of B. Another important tool is the inversion formula for the transform P,
given by
where Kb is the Bergman kernel of B. Theorem 4 states that if m(z) maps the unit circle onto B such that m(0) = 0, then a necessary and sufficient condition for h(m(z)) to be an entire function is that
Here, as defined previously, h is an indefinite integral of g. If we choose g(z) = z*, we obtain that a necessary and sufficient condition for (m(z))k+1, and hence (m(z))k+1, to be entire is that I r r i'n lim I I I znzkdA = 0. n-* oo ; J J r Other choices of g give further theorems about m. Later theorems discuss the possibilities for h(m(z)) to be polynomial, and to be an entire function of a specified order a.
Finally, we study the meaning of
n-* oo I J J r itself. For regions with an analytic boundary, this may be identified as the parameter on the furthest curve of a family to which a certain function continues; for domains with a nonanalytic boundary, this limit has not been identified thus far.
2. Preliminary identities and expansions. We shall assume that we are dealing with a finite region B (see Fig. 1 ) lying in the complex z = x+iy plane and bounded by A+l analytic Jordan curves bo, bi, ■ • • , by. It is assumed that bo surrounds the others. The finite simply connected region which each bk, AjSl, bounds is designated by Bk. Bo will designate the infinite region whose boundary is bo-The following notation will be employed: for a point \ jl Bo Fig. 1 set S, S will designate its closure, S will designate its complement with respect to the Riemann sphere, and 5 will designate the conjugate of 5. That is, S is the reflection of 5 in the line y = 0. Our grasp on the moments (2) (or (1)) is through the transform
Here dAw is the area element in the w variable. Certain aspects of the related transform We shall restrict the functions g to which T is applied to those with the following properties:
(a) they are regular in B and continuous in B, (b) they possess an integral (6) Kz) = r g(t)dt which is a single-valued analytic function throughout P. By the complex form of Green's theorem, 
It is clear from (4) or from (7) that, starting from a given g(w), the transform T defines A^+l analytic functions in B0, Bi, ■ ■ ■ , Bm-It is clear, moreover, from (7) , that it also defines an analytic function in B itself. These N-\-2 analytic functions are not continuations of one another. Nevertheless, the set of functions defined in this way will be designated simply by/(z). To avert any possible ambiguity, we shall also use/o(z), • • • ,/v(z), to designate the "components" olf(z). Our first object is to obtain some representations for T(g). Let Dk (k = 0, 1, ■ ■ ■ , N) be a region which contains bk. In particular, Dk may be an annulus-like strip which contains bk. Let the function (8) f = Mk(w) with inverse w = mk(£) be regular and schlicht in Dk and map bk onto | f | = 1. Then from (7) we have
We now employ the following notation: let t(z) be regular in a region 5. By t(z) we shall mean the "reflection" of t(z), that is, t(z) is that function regular in S and defined by (10) t(z) = [<(*)]-.
Since f f = 1 on | f | = 1, we have
Hence, (9) can be written in the form
The paths of integration in (12) may now be deformed provided that no singularities of the integrand are encountered. If the inverse transformations f = Mk(w) are applied to (12), there results
Iff
h(mk~(l/Mk(w))) (13) f(z) =-2.
-dw. 
Thus, for the unit circle,
However, it can also be obtained explicitly in many cases where a mapping function is not immediately available. Thus, e.g., consider the algebraic curve C:
(18) x4 + y4 = 1. (21) f(z) = -E ±~^J1 dw.
2iri k=oJ bk z -w This representation can be obtained directly from (7) and (15). Let a designate a point of the finite plane which does not lie on b. Let da = dist(a,b).
Then, for |z -a\ <da we have
uniformly for wEb and so
By expanding (z -w)_1 in negative powers of z, we obtain a representation of /(z) valid in a neighborhood of z = <» ;
If the point a, \a\ < °o, is located in 50, 5i, • • • , or Bn, then a similar process applied to (4) yields
and when o= »,
By comparing (22) and (24), (23) and (25) These identities can also be established by applying Green's theorem directly to the left hand members and using (16). By passing to the plane of the unit circle, and using (8) and (16), we have
As a special case of (27'), we select g(w) = W. This yields The convergence of (30) is uniform and absolute in B. The coefficients an(z) may, in view of the 2nd equation of (30) and (29), be written in the form
where Pn(z) is a polynomial^) of degree n. Thus, we may write
In the equation (32), it is not necessary for z to lie exterior to B. Take any z^O, then there is a region Cr: G(z, 0)> -logr>0, 0<r<l containing the origin such that z is exterior to Cr. G(z, 0) designates the Green's function for the region B with pole at z = 0. For such a z, (z -w)~l as a function of w is regular in Cr. Hence the series (32) converges(") uniformly and absolutely for w in Cr. We may conclude further, that if 5 is any point set which is bounded away from z = 0, then (32) converges absolutely and uniformly for all z in 5 and for all w in a sufficiently small neighborhood N of the origin. Take 5 as b. Then for any function t(z) which is regular in B and continuous in B we have, for wEN,
But, in view of the orthogonality of the set $*, we must have, in addition, (34) t(w) = E ( JJ t(w)$l(w)dA\ €(w).
By comparing (33) and (34), we obtain
Take now, t(w) =$*(w). These functions are, in view of (29) and the stated hypotheses on b, regular on b. Hence we have
From (32), the transform (4) can be written as
6. An inversion formula for P. We now derive an inversion formula for T(g) under the assumption that g is analytic in B. Under this assumption, h is also regular in B, and hence, we may find contours A We can now establish that the singularity structure of f,(z) is identical to that of h(S,(z)). Now, the function h(Sj(w)) is regular on bj and hence by our Lemma, fhj(h(Sj(w))/(z -w))dw -h(Sj(w)) may be continued analytically across bj to the complete interior of B. On the other hand, consider the remaining integrals fbk(h(Sk(w))/(z -w))dw, zEBj, k^j. These can obviously be continued analytically from Bj into the complete interior of B. However, due to the presence of the contour bk itself, this continuation may possibly not be singlevalued. We now prove that the period around each contour is zero and hence the integrals are single-valued. We now wish to refer the continuation properties of / to the mapping functions mk instead of to the Schwarz functions Sk. We first introduce some geometrical notations. Xlv.i^7 Having fixed an Mk, we may set up the correspondence C<^CR (depending upon Mk) as explained above. In the theorem which follows, the regions C and Cr will have this meaning. as to be regular in BkVJC. By Theorem 2, fk(z) -h(mk(l/Mk(z))) is regular in B. Hence, h(mk(l/Mk(z))) can be continued across b't so as to be regular in C. Designate this composite function by p(z). As z varies in C, 1/Mk(z) varies in Cr. Set t = l/Mk(z), then for tEC%, z = mk(l/t). Thus, z is a regular function oit iortEC\\. Hence p(mk(l/t)) is a regular function of tin Cr. But, p(mk(l/t)) = h(mk(l/Mk(mk(l/t)))) =h(mk(t)). Thus, h(mk(t)) is regular in Cr.
Conversely, let h(mk(t)) continue analytically so as to be regular in Cr. is regular in B. Therefore fk(z) must be regular in C. In this theorem as it is phrased above, the region C must be taken interior to Dk. However, if by Mk we understand an interior mapping function of bk (A = 0) and an exterior mapping function (A^l), then any C lying in B and bordering on bk will be admissible.
Corollary. Let B be a simply connected region and let m(z) map the interior of the unit circle onto B such that m(0) =0. Then, f(z) =fo(z) continues analytically into B -(0) if and only if h(m(z)) is an entire function.
Proof. Under the correspondence C<->Cr (see Fig. 2b ), any simply connected region lying in B, bordering on an arc of b and not containing the origin corresponds to a finite simply connected region lying in | f | > 1, bordering on an arc of |f| =1, and vice-versa. The corollary now follows.
Additional corollaries can be obtained by specializing the function g.
Thus, e.g. if g(z) =1, then the above results read directly on m(z).
8. Analytic continuation and moment properties. In the present section, we relate the analytic continuability of the mapping function of a simply connected domain with the growth properties of certain sequences of moments. Proof. From the previous Corollary, a necessary and sufficient condition that h(m(z)) be entire is that/(z) continue analytically to z = 0. From (25) and the Cauchy-Hadamard formula for the radius of convergence of a power series, we obtain (55).
Corollary.
Let m(z) be defined as above. A necessary and sufficient condition that \m(z)]h+l be an entire function is that In §8 we investigated the case <r = 0. In the present section we shall study the case <r>0 in more detail.
If P designates the maximum distance from 0 to B, then (85) yields the immediate estimate (86) a ^ R.
In many cases the weak inequality in (86) can be strengthened. Let Wo(f) map the interior of |f| =1 conformally onto the interior of Co, and assume that h(mo(Z)) is regular in |f| gr, r>l.
Then, using the same technique as that employed in the proof of Theorem 5, we can show that (87) a S max | m0(£) | .
Ifl=r-'
Hence, in this case (87') o-< R.
Thus, the equality sign in (86) can hold only if h(m0(z)) is nonanalytic on the outer boundary. This occurs, e.g., in the case of the unit square .S with g = l. In this case, an explicit computation yields cr = 21/2 = P. The converse is not true. There are simply connected domains with a nonanalytic boundary for which cr<P. Thus, for instance, let B be the crescent shaped region formed by the two circles cy: \z\ gl, c2: |z -1/21 gl/2. We have, for w>0, (88) \ i z"dA = I j z"dA -j I zndA = -I I zndA. It is of considerable interest to identify the constant ag more precisely for simply connected domains with an analytic boundary.
To this end, we make the following definitions.
We assume here that B contains the origin.
(6~i Cf., for example, Titchmarsh, [6, p. 253].
I n \ 2-plane _ r-plane j/*"-^w.
o o Fig. 3 For values of r, 0^r^i? = maxzgB| z|, define a one-parameter family of curves CT as follows, (see Fig. 3 ). The curve Cr is therefore contained in B and, under the interior map M(z) has an image C*. Under the map f' = l/f, C* has an image Dr. For small values of r, Dr is a very large circle-like curve which tends to <* as r->0. As r->R, Dr becomes the circle |f| =1 itself. If ri<r2, it is clear that Dri contains DT2 in its interior. It should be emphasized that the family Dr is a fixed set of curves which depend upon B, but not upon g. If g is analytic in B, then h(m(£)) is analytic in |f| 2=1 and therefore, for values of r sufficiently close to R, it can be continued analytically to Dr. As r-->0, and Dr expands, this property will, in general, cease. We make the following definition: r0 is the greatest lower bound of quantities r such that h(m(z)) is continuable analytically to Dr. The differential geometry of reflection has been studied by E. Kasner('). The identity (95) is reminiscent of the theory of permutable functions as developed by Ritt(8) and others.
We have already seen that an analytic curve determines S(z) uniquely. The converse is also true:
Theorem.
Let S(z) be regular and single valued in a doubly connected annulus-like region A. Then S(z) cannot be the Schwarz function for two distinct homotopic analytic curves lying in A.
Proof. Let & and C2 be two analytic curves lying in A and bounding the (finite) simply connected regions Bi and B2 respectively.
Assume that S(z) is the Schwarz function for both d and C2. As a special case of (27) Though the singularity structure of S(z) is completely given by Theorem 2, it is of interest to obtain results on this question which are independent of the transform/(z).
We note first of all that S(z) cannot be regular throughout the interior of its curve. For, from, (96) with m = n = 0, (101) 0 < Area (B) = -f S(z)dz = 0 2iJ c assuming regularity. We may even state that S(z) cannot be equal to the derivative of a function which is analytic and single valued on C. This statement may be generalized in two ways; Theorem.
Let g be regular in B, and let g(S(z)), initially known to be regular near C, continue analytically to be regular in all of B. Then g is identically constant.
Proof. We have
Therefore g'(z) =0 and the conclusion follows. The same conclusion holds if we require that g'(z)g(S(z)) be the derivative of a function analytic and single valued on C.
It follows from this theorem that the singularities of S(z) cannot be annihilated by its being operated upon by a regular function.
Theorem. Let B be contained in \z\ <d. Letf(z) be analytic in \z\ <d2 and satisfy xf (x) +/(x) >0 for real x>0. Then S(z)f(zS(z)) cannot be regular in B (or cannot be the derivative of a function which is analytic and single valued on C). The conclusion now follows as before. As a corollary we cite: Pe/ £(z), r(z) be regular in B and assume that p(z) = [r(z) ]_ along C. Then £ and r are constants. For, p(z)= [r(z)]~ on C. Therefore p(z)=f(z) on C or £(z) =r(5(z)). The conclusion now follows the previous theorem.
Theorem (9) .
The Schwarz reflection function S(z) of an analytic curve C is rational if and only if C is a circle. Comparing leading coefficients, we find aoaoZm =z and so m = l, a0a0 = l.
Then,
R(z) = az + ft, aa = 1, Re (aft) = 0.
Case 2. Suppose m<n. Then as before, Q\ bozP", and since (P, Q) = l, Q = const, or Q = const, z. Since P is of smaller degree than Q, we must actually have R(z) =c/z. Now R(R(z)) =z implies c = c. Thus, in this case, 
