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Abstract
The modified Maxwell’s Stekloff eigenvalue problem arises recently from the inverse electro-
magnetic scattering theory for inhomogeneous media. This paper contains a rigorous analysis
of both the eigenvalue problem and the associated source problem on Lipschitz polyhedra.
A new finite element method is proposed to compute Stekloff eigenvalues. By applying the
Babusˇka-Osborn theory, we prove an error estimate without additional regularity assumptions.
Numerical results are presented for validation.
1 Introduction
Target signature using transmission eigenvalues [15] or Stekloff eigenvalues [9] has attracted a lot
of attention in the context of non-destructive testing. These eigenvalues can be obtained through
the scattered field and used to reconstruct the properties of the scatterer. Recently, [10] extended
the concept of Stekloff eigenvalues to the Maxwell’s equations and obtained a new eigenvalue
problem. They show that the so-called modified Maxwell’s Stekloff eigenvalues can be used to
detect changes in the scatterer using remote measurements. In this paper, we shall focus on
the numerical computation of the Stekloff eigenvalues. Our purpose is to analyze this eigenvalue
problem and propose a convergent finite element method.
There are two relevant spaces to be approximated: the curl space of the domain and the H1 space
of the boundary. We use the curl conforming edge elements [22] for the former and the Lagrange
elements for the latter. Among the techniques used to analyze the edge elements, the discrete com-
pactness property is a powerful one, which was discussed in [19] for the lowest-order edge element.
It was further analyzed in [21] for the Maxwell’s equations with impedance boundary conditions.
The analysis holds when the mesh is quasi-uniform on the boundary (which condition was later
removed by [13]). While for our case, due to the surface-divergence-free boundary condition, we are
able to follow the argument of [21] without the quasi-uniform assumption. The interpolation error
is also indispensable in proving the convergence. The standard result concerning the edge element
was provided by [1], which requires that both the interpolated function and its curl belong to the
Sobolev space with index greater than one half. However, since we demand certain uniformity of
the interpolation error, it would be better if no additional regularity were assumed. Fortunately,
[4] pointed out that the regularity for the curl of the function can actually be weakened. Relying on
this insight, we prove the error estimate when no regularity assumption is made. This interpolation
result among others were collected in [11]. We refer the readers to [16] and [21] for comprehensive
surveys on the edge elements.
To prove the error estimate for the eigenvalue problem, we follow the classical approach [3, 5, 23].
First, we show the discrete solution operator of the source problem converges in norm to the
continuous one. Second, we estimate the convergence order of the eigenvalues by the Babusˇka-
Osborn theory. An interesting phenomenon appears when considering the convergence of the
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solution operator. We can prove, without much efforts, that the surface-divergence-free part of the
boundary error holds the same order as the error in the curl norm. In contrast, the boundary error
will normally miss a half order. This fact was observed in different circumstances, e.g., [20, 24]. In
proving the convergence order of the eigenvalue, we propose a discrete eigenvalue problem which
is different from the one in [10] such that we can directly apply the Babusˇka-Osborn theory (see
[14] for a different framework). Both formulations, ours and the one in [10], stem from the same
continuous eigenvalue problem and provide similar numerical results. Unfortunately, we are not
able to prove the method in [10].
The modified Maxwell’s Stekloff eigenvalue problem is quite new. We provide a rigorous analysis
for the source problem and the eigenvalue problem on Lipschitz polyhedra. Then a finite element
method is proposed and the error estimates are proved. The rest of the paper is arranged as follows.
In Section 2 we introduce the definitions of various Sobolev spaces and show the well-posedness of
the Maxwell’s equation with surface-divergence-free Neumann data, which is the source problem
associated to the modified Maxwell’s Stekloff eigenvalue problem. In Section 3, we prove the
discrete compactness property and obtain the error estimate for the source problem. Section 4
contains the eigenvalue problem and its finite element approximation. Using the Babusˇka-Osborn
theory, we obtain the convergence order for the eigenvalues. In Section 5, numerical examples are
presented. We make some conclusions and discuss future work in Section 6.
2 The Source Problem
We first introduce some preliminaries and refer the readers to [8, 16, 21] for details. Let Ω ⊂ R3
be a simply connected bounded Lipschitz polyhedron with boundary Γ. Let ν be the unit outer
normal vector of Γ. Denote by Hs(Ω) and Ht(Γ) the standard complex valued Sobolev spaces on
Ω and Γ for s ∈ R and t ∈ [−1, 1], respectively. Define
Hs(Ω) :=
(
Hs(Ω)
)3
, Ht(Γ) :=
(
Ht(Γ)
)3
, L2(Ω) :=
(
L2(Ω)
)3
, L2(Γ) :=
(
L2(Γ)
)3
,
H(curl; Ω) := {u ∈ L2(Ω) | curlu ∈ L2(Ω)},
H0(curl; Ω) := {u ∈H(curl; Ω) |ν × u = 0 on Γ},
H(div; Ω) := {u ∈ L2(Ω) | divu ∈ L2(Ω)},
H0(div; Ω) := {u ∈H(div; Ω) |ν · u = 0 on Γ},
L2t (Γ) := {µ ∈ L2(Γ) |ν · µ = 0 a.e. on Γ}.
We denote the norms ofHs(Ω) andHt(Γ) respectively by ‖·‖s,Ω and ‖·‖t,Γ, and equipH(curl; Ω)
with the norm ‖u‖2
curl,Ω := ‖u‖20,Ω + ‖curlu‖20,Ω.
Denote by Γj , j = 1, . . . , J , the boundary faces of Ω. For ψ ∈ L2(Γ), let ψj = ψ|Γj . The space
Ht(Γ) for t > 1 is defined as [7]
Ht(Γ) = {ψ ∈ H1(Γ) |ψj ∈ Ht(Γj)}
with ‖ψ‖2t,Γ := ‖ψ‖21,Γ +
∑J
j=1 ‖ψj‖2t,Γj .
Let ∇Γ, divΓ, curlΓ and curlΓ denote, respectively, the surface gradient, surface divergence, surface
vector curl and surface scalar curl. See, for example, [8] for their definitions. The following adjoint
relations hold for φ ∈ L2t (Γ) and ψ ∈ H1(Γ):
〈φ,∇Γ ψ〉 = −〈divΓ φ, ψ〉, 〈φ, curlΓ ψ〉 = 〈curlΓ φ, ψ〉.
Define the surface-divergence-free space as
H(div0Γ; Γ) := {µ ∈ L2t (Γ) | divΓ µ = 0},
and equip H(div0Γ; Γ) with the norm ‖ · ‖0,Γ. Let
γt :
(
C∞(Ω)
)3 → L2t (Γ) and γT : (C∞(Ω))3 → L2t (Γ)
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be the tangential operators that map v to ν×v|Γ and (ν×v|Γ)×ν, respectively. It is well-known
that γt and γT can be continuously extended to H(curl; Ω). The images γt(H(curl; Ω)) and
γT (H(curl; Ω)) are characterized in [8] as H
−1/2(divΓ; Γ) and H
−1/2(curlΓ; Γ):
H−1/2(divΓ; Γ) := {µ ∈ V ′T | divΓ µ ∈ H−1/2(Γ)},
H−1/2(curlΓ; Γ) := {µ ∈ V ′t | curlΓ µ ∈ H−1/2(Γ)}.
Here Vt and VT denote the traces ofH
1(Ω) such that Vt = γt(H
1(Ω)) and VT = γT (H
1(Ω)). The
spaces V ′t and V
′
T are, respectively, the duals of Vt and VT with L
2
t (Γ) acting as the pivot space.
For the characterization of these spaces on Lipschitz polyhedra, we refer the readers to [6]. Denote
by vT = γTv the tangential component of v. Two useful facts are γT (∇p) = ∇Γp for p ∈ H1(Ω)
(see Proposition 3.6 of [8]) and curlΓ uT = ν · curlu for u ∈H(curl; Ω) (see (40) of [8]).
Consider the source problem associated with the modified Maxwell’s Stekloff eigenvalue problem.
Given f ∈H(div0Γ; Γ), find u ∈H(curl; Ω) such that
(curlu, curl v)− κ2(ǫru,v) = 〈f ,vT 〉, ∀v ∈H(curl; Ω). (1)
Here κ is the wavenumber which is real and positive and ǫr is the relative permittivity. Assume
that the media is isotropic and dialectic, i.e., ǫr is a positive scalar function. In addition, we require
that ǫr is piecewise smooth and bounded below. More precisely, suppose that there is a partition
{Ωm}Mm=1 of Ω satisfying Ω = ∪Mm=1Ωm, Ωm ∩ Ωn = ∅ when m 6= n, and each subdomain Ωm is
connected and has a Lipschitz boundary. There exists a constant α > 0 such that ǫr ∈ C1(Ωm)
and ǫr > α.
For u,v ∈ L2(Ω) and f , g ∈ L2t (Γ), define
(u,v) =
∫
Ω
u(x) · v(x)dV (x) and 〈f , g〉 =
∫
Γ
f(x) · g(x)dA(x).
We also use 〈·, ·〉 to denote the duality on the boundary betweenH−1/2(divΓ; Γ) andH−1/2(curlΓ; Γ),
which is the case of 〈f ,vT 〉 in (1). The inclusion H(div0Γ; Γ) ⊂ H−1/2(divΓ; Γ) holds and
thus the right-hand-side of (1) is well-defined. Note that 〈µ, ζ〉 regarded as a duality between
H−1/2(divΓ; Γ) and H
−1/2(curlΓ; Γ) and 〈µ, ζ〉 regarded as an inner product in L2t (Γ) coincide
when µ ∈ L2t (Γ) ∩H−1/2(divΓ,Γ) and ζ ∈ L2t (Γ) ∩H−1/2(curlΓ,Γ).
Define a subset Z(Ω) of H(curl; Ω) by
Z(Ω) = {u ∈H(curl; Ω) | b(u, q) = 0, ∀q ∈ H1(Ω)},
where b(·, ·) :H(curl; Ω)×H1(Ω)→ C is defined by
b(u, q) = (ǫru,∇q).
Equip Z(Ω) with the norm ‖ · ‖curl,Ω. The following two lemmas are on the decomposition of
H(curl; Ω) and the regularity of functions in Z(Ω).
Lemma 1. The space H(curl; Ω) can be decomposed as
H(curl; Ω) = Z(Ω)⊕∇(H1(Ω)/C).
Proof. By the Poincare´’s inequality, ∇(H1(Ω)/C) is a closed subspace of H(curl; Ω). In addition,
it is easily seen that b(u, p) is an inner product of u and ∇p for u ∈H(curl; Ω) and p ∈ H1(Ω)/C.
Thus Z(Ω) is the orthogonal complement of ∇(H1(Ω)/C). Then the decomposition is a direct
consequence of the projection theorem.
Lemma 2. For u ∈ Z(Ω), there exists s1, 0 < s1 6 1/2, such that for 0 6 s < s1, it holds that
u ∈H1/2+s(Ω) and uT ∈ L2t (Γ). Furthermore,
‖u‖1/2+s,Ω 6 C‖u‖curl,Ω and ‖uT ‖0,Γ 6 C‖u‖curl,Ω.
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Proof. Since u ∈ Z(Ω), we have (ǫru,∇p) = 0 for all p ∈ H1(Ω). Hence div(ǫru) = 0. Therefore
divu = −ǫ−1r ∇ǫr · u, which yields ‖divu‖0,Ω 6 C‖u‖0,Ω. On the other hand, due to the Green’s
formula
(ǫru,∇p) + (div(ǫru), p) = 〈ν · (ǫru), p〉, ∀p ∈ H1(Ω),
it holds that ν · (ǫru) = 0. Thus ν ·u = 0 and u ∈H(curl; Ω)∩H0(div; Ω). By Proposition 3.7 of
[2] (see also Theorem 3.50 of [21]), there exists sΩ > 0 such that for all 0 6 s < s1 := min(sΩ, 1/2),
u ∈H1/2+s(Ω) and
‖u‖1/2+s,Ω 6 C
(
‖curlu‖0,Ω + ‖divu‖0,Ω + ‖u‖0,Ω
)
6 C‖u‖curl,Ω.
Due to the fact that ν · u = 0 and the trace theorem, uT ∈ L2t (Γ) and ‖uT ‖0,Γ 6 C‖u‖1/2+s,Ω.
The proof is complete.
Now we study the well-posedness of the source problem (1). Define the sesquilinear forms a :
H(curl; Ω)×H(curl; Ω)→ C:
a(u,v) = (curlu, curl v)− κ2(ǫru,v),
and a+ :H(curl; Ω)×H(curl; Ω)→ C:
a+(u,v) = (curlu, curl v) + (ǫru,v).
We shall relate (1) to the problem of finding u ∈ L2(Ω) such that
(I +K)u = z, (2)
where z ∈ Z(Ω) satisfies
a+(z,v) = 〈f ,vT 〉, ∀v ∈ Z(Ω), (3)
and K : L2(Ω)→ Z(Ω) ⊂⊂ L2(Ω) is such that
a+(Kg,v) = −(κ2 + 1)(ǫrg,v), ∀v ∈ Z(Ω). (4)
The following lemma states that (3) and (4) are well-posed.
Lemma 3. For f ∈ H(div0Γ; Γ) and g ∈ L2(Ω), there exist a unique solution z ∈ Z(Ω) of (3)
and a unique solution Kg ∈ Z(Ω) of (4). Furthermore,
‖z‖curl,Ω 6 C‖f‖0,Γ, ‖Kg‖curl,Ω 6 C‖g‖0,Ω.
Proof. It is clear that a+(·, ·) is coercive on Z(Ω) and bounded on Z(Ω) ×Z(Ω). Moreover, the
right-hand-side of (3) and (4) are bounded with respect to v, i.e.,
|〈f ,vT 〉| 6 ‖f‖0,Γ‖vT ‖0,Γ 6 C‖f‖0,Γ‖v‖curl,Ω and |−(κ2 + 1)(ǫrg,v)| 6 C‖g‖0,Ω‖v‖curl,Ω.
Therefore the uniqueness, existence and the continuous dependence hold for z and Kg.
The equivalence of (2) and (1) is shown in the following lemma.
Lemma 4. Given f ∈ H(div0Γ; Γ), u ∈ H(curl; Ω) is a solution of (1) if and only if u ∈ L2(Ω)
is a solution of (2).
Proof. Let f ∈H(div0Γ; Γ). If u ∈H(curl; Ω) is a solution of (1), letting v = ∇p in (1), we have
(ǫru,∇p) = 0 for p ∈ H1(Ω). Thus u ∈ Z(Ω). Letting v ∈ Z(Ω) in (1), we obtain that
a+(u,v) + a+(Ku,v) = a+(z,v), ∀v ∈ Z(Ω).
By the coercivity of a+(·, ·), u satisfies (2).
Conversely, if u ∈ L2(Ω) is a solution of (2), then it holds that u = z −Ku. This implies that u
actually belongs to Z(Ω). For all v ∈ H(curl; Ω), due to Lemma 1, there exist v0 ∈ Z(Ω) and
p ∈ H1(Ω) such that v = v0 +∇p. Since u solves (2), we have that
a(u,v) = a(u,v0) = a+((I +K)u,v0) = a+(z,v0) = 〈f , (v0)T 〉 = 〈f ,vT 〉, ∀v ∈H(curl; Ω),
i.e., u is a solution of (1).
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Definition 1. We call κ2 a Neumann eigenvalue of the Maxwell’s equation if there exists a non-
trivial function u such that
curl curlu− κ2ǫru = 0, in Ω,
ν × curlu = 0, on Γ.
In the rest of the paper, we assume that κ2 is not a Neumann eigenvalue. The following lemma
shows the well-posedness for the source problem.
Lemma 5. The operator K : L2(Ω)→ L2(Ω) is compact. Given z ∈ L2(Ω), there exists a unique
solution u ∈ L2(Ω) of (2), which depends continuously on z. Furthermore, (1) has a unique
solution u ∈ Z(Ω) satisfying
‖u‖curl,Ω 6 C‖f‖0,Γ. (5)
Proof. By Lemma 2, K is a continuous operator from L2(Ω) to H1/2+s(Ω), which is compactly
embedded in L2(Ω). Hence K is compact. Since κ2 is not a Neumann eigenvalue, we have the
uniqueness for (1). By Lemma 4, the uniqueness also holds for (2). Then the Fredholm alternative
ensures the existence of a unique solution u ∈ L2(Ω) of (2) and
‖u‖0,Ω 6 C‖z‖0,Ω. (6)
By Lemma 4, u is also the solution of (1). Taking v = u in (1) and recalling that u ∈ Z(Ω), we
have that
‖u‖2
curl,Ω − C‖u‖20,Ω 6 a(u,u) = 〈f ,uT 〉 6 ‖f‖0,Γ‖u‖curl,Ω.
Using the above inequality and (6), we obtain (5).
Lemma 6. Let z ∈ Z(Ω) be the solution of (3) for f ∈H(div0Γ; Γ) and u ∈ Z(Ω) be the solution
of (2). There exists s2, 0 < s2 6 1/2, such that, for 0 6 s < min{s1, s2},
‖Ku‖1/2+s,Ω + ‖curlKu‖1/2+s,Ω 6 C‖f‖0,Γ.
Furthermore, curlu ∈H1/2(Ω) with ‖curlu‖1/2,Ω 6 C‖f‖0,Γ and curl z ∈H1/2(Ω) with
‖z‖1/2+s,Ω + ‖curl z‖1/2,Ω 6 C‖f‖0,Γ,
where 0 6 s < s1.
Proof. Since Ku ∈ Z(Ω), by Lemmas 2, 3 and 5, we have for 0 6 s < s1 that
‖Ku‖1/2+s,Ω 6 C‖Ku‖curl,Ω 6 C‖u‖0,Ω 6 C‖f‖0,Γ.
Given v ∈H(curl; Ω), let v0 ∈ Z(Ω) and p ∈ H1(Ω)/C be such that v = v0+∇p due to Lemma 1.
From (4), Ku satisfies
a+(Ku,v) = −(κ2 + 1)(ǫru,v), ∀v ∈H(curl; Ω). (7)
By the Green’s formula, ν × curlKu = 0. Consequently, curlKu ∈ H0(curl; Ω) ∩H(div; Ω).
By Proposition 3.7 of [2] there is s0Ω > 0 such that curlKu ∈ H1/2+s(Ω) for 0 6 s < s2 :=
min(s0Ω, 1/2). Furthermore,
‖curlKu‖1/2+s,Ω 6 C
(
‖curlKu‖0,Ω + ‖curl curlKu‖0,Ω
)
6 C
(
‖Ku‖curl,Ω + ‖u‖0,Ω
)
6 C‖f‖0,Γ.
For the term curlu, we apply the regularity result in [12] to obtain that
‖curlu‖1/2,Ω 6 C
(
‖curlu‖0,Ω + ‖curl curlu‖0,Ω + ‖ν × curlu‖0,Γ
)
6 C‖f‖0,Γ.
Using the previous results, it holds for 0 6 s < s1 that
‖z‖1/2+s,Ω + ‖curlz‖1/2,Ω 6 C
(
‖z‖curl,Ω + ‖curlu‖1/2,Ω + ‖curlKu‖1/2,Ω
)
6 C‖f‖0,Γ,
where we have used curl z = curlu+ curlKu.
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In fact, given f ∈H(div0Γ; Γ), (3) and (4) can also be defined on H(curl; Ω).
Lemma 7. Given f ∈H(div0Γ; Γ) and g ∈ L2(Ω), there exist a unique solution z ∈ Z(Ω) of
a+(z,v) = 〈f ,vT 〉, ∀v ∈H(curl; Ω), (8)
and a unique solution (Kg, φ) ∈ Z(Ω)×H1(Ω)/C of
a+(Kg,v) + b(v, φ) = −(κ2 + 1)(ǫrg,v), ∀v ∈H(curl; Ω), (9)
b(Kg, q) = 0, ∀q ∈ H1(Ω)/C. (10)
Furthermore, z is the solution of (3) and Kg is the solution of (4).
Proof. The right-hand-side of (3) is a continuous linear functional of v ∈H(curl; Ω). Then by the
coercivity and boundedness of a+(·, ·), there exists a unique solution of (8). For any p ∈ H1(Ω),
taking v = ∇p in (8) yields z ∈ Z(Ω). Thus z is also the solution of (3).
It is clear that a+(·, ·) is Z(Ω)-coercive and the Babusˇka-Brezzi condition holds due to
sup
v∈H(curl;Ω)
|b(v, q)|
‖v‖curl,Ω >
|(ǫr∇q,∇q)|
‖∇q‖curl,Ω > C‖∇q‖0,Ω > C‖q‖H1(Ω)/C, ∀q ∈ H
1(Ω)/C.
Therefore, there is a unique solution (Kg, φ) ∈ H(curl; Ω) ×H1(Ω)/C of (9)-(10). Due to (10),
Kg ∈ Z(Ω). Taking v ∈ Z(Ω) in (9), Kg satisfies (4).
3 Finite Element Method for the Source Problem
In this section, we propose a finite element method for (1) and prove its convergence. Let τh be a
regular tetrahedral mesh for Ω with size h. Since Ω is a polyhedron, the faces of τh on Γ induce a
triangular mesh for Γ. We use the notations in Chapter 5 of [21] to denote by Wh ⊂H(div,Ω) the
divergence-conforming finite element space of degree k, by Vh ⊂ H(curl; Ω) the curl-conforming
finite element space of degree k, and by Uh ⊂ H1(Ω) the H1-conforming finite element space of
degree k. We shall mainly discuss the case when k = 1, though the analysis extends to k > 1 if
higher regularity of the solution is assumed.
Denote by π1h :H(curl; Ω) ⊃ V → Vh and π2h :H(div; Ω) ⊃ W →Wh the interpolation operators.
Here V and W are suitable subspaces such that the interpolations are well-defined and bounded
(see, e.g., Lemma 5.38 of [21]). The finite element spaces Wh, Vh and Uh satisfy the de Rham
complex (see, e.g., (5.59) of [21]), which implies
curlVh ⊂Wh, ∇Uh ⊂ Vh, and curl π1hv = π2hcurl v for v ∈ V . (11)
Following the definition of Z(Ω), define
Zh = {uh ∈ Vh | b(uh, ph) = 0, ∀ph ∈ Uh}.
The discrete problem for (1) is to find uh ∈ Vh such that
a(uh,vh) = 〈fh,vh,T 〉, ∀vh ∈ Vh, (12)
where fh ∈H(div0Γ; Γ). We note that fh could be taken as f in (1) or some approximation of f .
Similar to the continuous counterpart, we transfer (12) into finding uh ∈ L2(Ω) such that
(I +Kh)uh = zh, (13)
where zh ∈ Zh satisfies
a+(zh,vh) = 〈fh,vh,T 〉, ∀vh ∈ Zh, (14)
and Kh : L
2(Ω)→ Zh ⊂ L2(Ω) is such that
a+(Khg,vh) = −(κ2 + 1)(ǫrg,vh), ∀vh ∈ Zh. (15)
Using the same arguments as the proofs of Lemmas 3 and 4, we can show the well-posedness of
(14) and (15) as well as the equivalence of (12) and (13).
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Lemma 8. Given fh ∈ H(div0Γ; Γ) and g ∈ L2(Ω), there exist unique solutions zh and Khg of
(14) and (15), respectively. Furthermore, uh ∈ Vh is a solution of (12) if and only if uh ∈ L2(Ω)
is a solution of (13).
Proof. The well-posedness of (14) and (15) follows the coercivity and boundedness of a+(·, ·). In
addition, we have
‖Khg‖curl,Ω 6 C‖g‖0,Ω
with C independent of h. By (11), the finite dimensional space ∇(Uh/C) is a closed subspace of
Vh. Therefore, we have the decomposition
Vh = Zh ⊕∇(Uh/C).
Due to Lemma 4, (12) is equivalent to (13).
Next we prove the well-posedness of (13). We first show that the finite element solutions of (14)
and (15) approximate the solutions of (3) and (4), respectively. Similar to the equations (8) and
(9)-(10), consider the problems of finding zh ∈ Vh such that
a+(zh,vh) = 〈fh,vh,T 〉, ∀vh ∈ Vh, (16)
and (Khg, φh) ∈ Vh × Uh/C such that
a+(Khg,vh) + b(vh, φh) = −(κ2 + 1)(ǫrg,vh), ∀vh ∈ Vh, (17)
b(Khg, qh) = 0, ∀qh ∈ Uh. (18)
The next lemma claims the well-posedness of (16) and (17)-(18), the equivalence of (14) and (16),
and the equivalence of (15) and (17)-(18). In addition, the quasi-optimal error estimates of the
finite element solution zh and Khg are obtained.
Lemma 9. Given fh ∈ H(div0Γ; Γ) and g ∈ L2(Ω), there exist, respectively, a unique solution
zh ∈ Vh of (16) and a unique solution (Khg, φh) ∈ Vh×Uh/C of (17)-(18). Furthermore, zh ∈ Zh
and Khg ∈ Zh are the solutions of (14) and (15), respectively. Given f ∈H(div0Γ; Γ), if z ∈ Z(Ω)
and Kg ∈ Z(Ω) solve (3) and (4), respectively, then the following error estimates hold
‖z − zh‖curl,Ω 6 C inf
vh∈Vh
‖z − vh‖curl,Ω + C‖f − fh‖0,Γ,
‖(K −Kh)g‖curl,Ω 6 C inf
vh∈Vh
‖Kg − vh‖curl,Ω + C inf
ψh∈Uh
‖∇φ−∇ψh‖0,Ω.
Proof. Noticing that Vh and Uh are conforming finite element spaces that satisfy (11), we can show
the well-posedness and the equivalence similarly to Lemma 7. The second error estimate follows
Theorem 2.45 of [21]. To show the estimate for z − zh, let zh ∈ Z be the solution of
a+(z
h,v) = 〈fh,vT 〉, ∀v ∈H(curl; Ω).
By the well-posedness of (8), it holds that
‖z − zh‖curl,Ω 6 C‖f − fh‖0,Γ.
On the other hand, using the Cea’s lemma, we have that
‖zh − zh‖curl,Ω 6 C inf
vh∈Vh
‖zh − vh‖curl,Ω.
Then the estimate for z − zh is obtained using the triangular inequality.
Let Λ = {hn}∞n=1 be such that hn → 0 as n → ∞. Unlike the compact embedding of Z(Ω) into
L2(Ω), Zh is not a subset of Z(Ω). Thus Zh does not have the same compactness property. Yet
what holds for Zh is the so-called discrete compactness.
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Definition 2. We say that {Zh}h∈Λ has the discrete compactness property if for each {vh}h∈Λ
such that vh ∈ Zh and ‖vh‖curl,Ω 6 C for all h ∈ Λ, there exists v ∈ Z and a subsequence, still
denoted as {vh}, such that ‖vh − v‖0,Ω → 0 as h→ 0 in Λ.
In the following, we give a proof for the discrete compactness of {Zh}h∈Λ.
Lemma 10. The collection of spaces {Zh}h∈Λ has the discrete compactness property.
Proof. Let {vn}∞n=1 be such that vn ∈ Zhn ⊂ Vhn and ‖vn‖curl,Ω 6 C for all n. By definition,
(ǫrvn,∇qn) = 0, ∀qn ∈ Uhn . (19)
Let vn = vn,0 +∇pn be the decomposition of vn by Lemma 1, i.e., pn ∈ H1(Ω)/C is such that
(ǫrvn,∇q) = (ǫr∇pn,∇q), ∀q ∈ H1(Ω)/C. (20)
Taking q = pn in (20), we have that ‖∇pn‖0,Ω 6 C‖vn‖0,Ω 6 C. Therefore, {vn,0} ⊂ Z(Ω)
with ‖vn,0‖curl,Ω 6 C for all n. Due to the compact embedding of Z(Ω) into L2(Ω), there exists
v ∈ L2(Ω) and a subsequence of {vn,0}, still denoted by {vn,0}, such that
‖vn,0 − v‖0,Ω −→ 0, as n→∞.
Since v coincides with the weak limit of vn,0, v belongs to Z(Ω).
On the other hand, by Lemma 2, vn,0 ∈ H1/2+s(Ω). Furthermore, due to the de Rham complex,
curl vn,0 = curl vn ∈ Whn . Consequently, (2.4) of [18] is applicable, which guarantees that the
interpolation operator π1hn is well-defined for vn,0, and for each element K ∈ τh, it holds that
‖(I − π1hn)vn,0‖0,K 6 C
(
h1/2+sn ‖vn,0‖1/2+s,K + hn‖curl vn,0‖0,K
)
. (21)
For this reason, π1hn∇pn is also well-defined. By using (11), we have that
curl π1hn∇pn = π2hncurl∇pn = 0.
Since π1hn∇pn belongs to Vhn , there exists φn ∈ Uhn such that π1hn∇pn = ∇φn. Combining (19)
and (20), we obtain that
(ǫr∇pn,∇pn) = (ǫr∇pn, (I − π1hn)∇pn) = −(ǫr∇pn, (I − π1hn)vn,0),
which implies that
c‖∇pn‖0,Ω 6 ‖(I − π1hn)vn,0‖0,Ω =
(∑
K
‖(I − π1hn)vn,0‖20,K
)1/2
.
Using the above inequality, (21) and Lemma 2, we have that
‖∇pn‖0,Ω 6 C
(
h1/2+sn ‖vn,0‖1/2+s,Ω + hn‖curl vn,0‖0,Ω
)
6 C
(
h1/2+sn ‖vn,0‖curl,Ω + hn‖vn,0‖curl,Ω
)
6 Ch1/2+sn −→ 0,
as n→∞. Therefore,
‖vn − v‖0,Ω 6 ‖vn,0 − v‖0,Ω + ‖∇pn‖0,Ω −→ 0, as n→∞.
The proof is complete.
Definition 3. If for each bounded set A ⊂ L2(Ω), {Khv
∣∣∀v ∈ A, ∀h ∈ Λ} is relatively compact
in L2(Ω), we say that the set of bounded linear operators {Kh}h∈Λ is collectively compact from
L2(Ω) to L2(Ω).
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By the same arguments for Theorem 7.18 of [21], we can deduce from the discrete compactness of
{Zh}h∈Λ the collectively compactness of {Kh}h∈Λ.
Lemma 11. {Kh}h∈Λ is collectively compact from L2(Ω) to L2(Ω).
Now we are in the position to prove the well-posedness of (13) and the error estimate for uh. Notice
that when g in (9)-(10) belongs to Z(Ω) and g in (17)-(18) belongs to Zh, by letting v = ∇φ and
vh = ∇φh, we see that φ = 0 in H1(Ω)/C and φh = 0 in Uh/C.
Theorem 1. There exists a unique solution uh ∈ Zh of (13). Furthermore,
‖u− uh‖curl,Ω 6 Ch1/2‖f‖0,Γ + C‖f − fh‖0,Γ.
Proof. By Lemma 11 and Theorem 2.51 of [21], there exists a unique solution of (12) with
‖uh‖0,Ω 6 C‖zh‖0,Ω 6 C‖fh‖0,Γ
and
‖u− uh‖0,Ω 6 C
(
‖z − zh‖0,Ω + ‖(K −Kh)u‖0,Ω
)
.
By (13), it holds that
‖uh‖curl,Ω = ‖zh −Khuh‖curl,Ω 6 C‖fh‖0,Γ + C‖uh‖0,Ω 6 C‖fh‖0,Γ.
Meanwhile, using (2) and (13), we have that
‖u− uh‖curl,Ω = ‖z −Ku− zh +Khuh‖curl,Ω
6 ‖z − zh‖curl,Ω + ‖(K −Kh)u‖curl,Ω + ‖Kh(u− uh)‖curl,Ω.
Due to the well-posedness of (17)-(18), there exists a constant C independent of h such that
‖Kh(u− uh)‖curl,Ω 6 C‖u− uh‖0,Ω. Combining the above results, we get
‖u− uh‖curl,Ω 6 C
(
‖z − zh‖curl,Ω + ‖(K −Kh)u‖curl,Ω
)
.
Together with Lemma 9, Lemma 5.1 of [4] and the regularity results given in Lemma 6, we obtain
the desired estimate.
4 The Eigenvalue Problem and its FE Approximation
The modified Maxwell’s Stekloff eigenvalue problem is to find λ ∈ C and non-trivial u ∈H(curl; Ω)
such that
a(u,v) = −λ〈SuT ,vT 〉, ∀v ∈H(curl; Ω). (22)
Here S is defined by
S : L2t (Γ) −→ H(div0Γ; Γ), µ 7−→ curlΓ q,
where q ∈ H1(Γ)/C is the solution of the problem
〈curlΓ q, curlΓ ψ〉 = 〈µ, curlΓ ψ〉, ∀ψ ∈ H1(Γ)/C. (23)
Let u be the solution of (1) with f ∈ H(div0Γ; Γ). We define the Neumann-to-Dirichlet operator
T of (1) by
T : H(div0Γ; Γ) −→ H(div0Γ; Γ), f 7−→ SuT .
Using the similar arguments as in [10], we can show that T is compact and self-adjoint for Lipschitz
polyhedra.
Lemma 12. The operator T :H(div0Γ; Γ)→H(div0Γ; Γ) is compact and self-adjoint.
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Proof. Given f ∈ H(div0Γ; Γ), let u be the solution of (1) and q ∈ H1(Γ)/C the solution of (23)
with µ = uT . By the regularity result in [12], curlΓ uT ∈ L2t (Γ) and
‖curlΓ uT ‖0,Γ = ‖ν · curlu‖0,Γ 6 C(‖curlu‖0,Ω + ‖curl curlu‖0,Ω + ‖ν × curlu‖0,Γ)
6 C‖f‖0,Γ.
We apply Theorem 8 of [7] to claim that q belongs to H1+t(Γ)/C for 0 6 t < s3 where
s3 := min{sΓ, 1} (24)
with sΓ > 0 depending on the geometry of Γ. In addition, (2.2) of [17] shows that
‖q‖H1+t(Γ)/C 6 C‖curlΓ uT ‖0,Γ 6 C‖f‖0,Γ. (25)
Hence Tf = SuT = curlΓ q ∈Ht(div0Γ,Γ), which implies that T is compact.
Given f , g ∈ H(div0Γ; Γ), to see that T is self-adjoint, let u and v be the solutions of (1) with
data f and g, respectively. Then
〈Tf , g〉 = 〈SuT , g〉 = 〈uT , g〉 = 〈g,uT 〉 = a(v,u) = a(u,v) = 〈f ,vT 〉 = 〈f ,SvT 〉 = 〈f ,Tg〉.
The proof is complete.
There is a one-to-one correspondence between the eigenpairs of (22) and those of T . In fact, if
(λ,u) is an eigenpair of (22), then T (−λSuT ) = SuT . Hence (−1/λ,SuT ) is an eigenpair of T .
On the other hand, if (µ, g) is an eigenpair of T , then letting w be the solution of (1) with data
g, we see that SwT = Tg = µg. Thus (−1/µ,w) is an eigenpair of (22). Then the existence of a
discrete set of eigenvalues of (22) is guaranteed by Lemma 12.
In the following we propose a finite element method for (22). To approximate the operator S, an
equivalent form of S is considered in [10]:
Sµ = µ+∇Γ p,
where p ∈ H1(Γ)/C is the solution of
〈∇Γ p,∇Γ ψ〉 = −〈µ,∇Γ ψ〉, ∀ψ ∈ H1(Γ)/C.
The approximation of S in [10] is defined as
S
+
hµh = µh +∇Γ ph
with ph ∈ ∂Uh/C being the solution of
〈∇Γ ph,∇Γ ψh〉 = −〈µh,∇Γ ψh〉, ∀ψh ∈ ∂Uh/C.
Here ∂Uh represents the finite element space of H
1(Γ). Unfortunately, the range of S+h is no longer
a subset of H(div0Γ; Γ), which complicates the analysis. Nonetheless, the numerical results show
that the use of S+h computes correct eigenvalues.
To this end, we define a different discrete operator Sh based on the original expression of S (see
also [14]):
Sh : L
2
t (Γ) −→ H(div0Γ; Γ), µh 7−→ curlΓ qh, (26)
where qh ∈ ∂Uh/C is the solution of
〈curlΓ qh, curlΓ ψh〉 = 〈µh, curlΓ ψh〉, ∀ψh ∈ ∂Uh/C. (27)
The discrete Stekloff eigenvalue problem is then to find (λh,uh) ∈ C× Vh such that
a(uh,vh) = −λh〈Shuh,T ,vh,T 〉, ∀vh ∈ Vh, (28)
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where vh,T := (vh)T . Let uh be the solution of (12) given fh = f ∈H(div0Γ; Γ). The correspond-
ing discrete Neumann-to-Dirichlet operator T h can be defined as
T h : H(div
0
Γ; Γ) −→ H(div0Γ; Γ), f 7−→ Shuh,T .
It is easy to check that if (λh,uh) is an eigenpair of (28), then (−1/λh,Shuh,T ) is an eigenpair
of T h; if (µh, gh) is an eigenpair of T h, then (−1/µh,vh) is an eigenpair of (28), where vh is
the solution of (12) with data gh. Note that T h is not self-adjoint. Its adjoint operator is T
∗
h :
H(div0Γ; Γ) → H(div0Γ; Γ), g 7→ Svh,T with vh the solution of (12) with data Shg. In fact,
given f , g ∈ H(div0Γ; Γ), we let uh and vh be, respectively, the solutions of (12) with data f and
Shg. Then 〈T hf , g〉 = 〈Shuh,T , g〉 = 〈Shuh,T ,Shg〉 = 〈uh,T ,Shg〉 = 〈Shg,uh,T 〉 = a(vh,uh) =
a(uh,vh) = 〈f ,vh,T 〉 = 〈f ,Svh,T 〉.
To estimate T −T h, we split the error (T −T h)f into (S −Sh)uT and Sh(uT −uh,T ), and treat
them separately.
Lemma 13. Let u ∈ Z(Ω) be the solution of (1) with f ∈ H(div0Γ; Γ). Then, for 0 6 t < s3,
where s3 is given by (24), it holds that
‖(S − Sh)uT ‖0,Γ 6 Cht‖f‖0,Γ.
Proof. Let q ∈ H1(Γ)/C and q̂h ∈ ∂Uh/C be the solutions of (23) and (27) with µ = uT and
µh = uT , respectively. By Cea’s lemma,
‖curlΓ q − curlΓ q̂h‖0,Γ 6 ‖curlΓ q − curlΓ πΓhq‖0,Γ 6 ‖q − πΓhq‖H1(Γ)/C 6 Cht‖q‖H1+t(Γ)/C,
where πΓh stands for the interpolation from H
1(Γ) to ∂Uh. Using (25), we have that
‖curlΓ q − curlΓ q̂h‖0,Γ 6 Cht‖f‖0,Γ,
which is the desired inequality.
Lemma 14. Let u ∈ Z(Ω) and uh ∈ Zh be, respectively, the solutions of (1) and (12) with the
same data f ∈H(div0Γ; Γ). Then
‖Sh(uT − uh,T )‖0,Γ 6 Ch1/2‖f‖0,Γ.
Proof. Let uh = uh,0 +∇ph be the decomposition of uh due to Lemma 1. We estimate the norm
of ∇ph following the same procedure as Lemma 10 and use Theorem 1 to deduce that
‖u− uh,0‖curl,Ω 6 ‖∇ph‖0,Ω + ‖u− uh‖curl,Ω 6 Ch1/2+s‖uh,0‖curl,Ω + Ch1/2‖f‖0,Γ
6 Ch1/2
(
‖uh‖curl,Ω + ‖f‖0,Γ
)
6 Ch1/2‖f‖0,Γ.
By the definition of Sh, we have
‖Sh(uT − uh,T )‖0,Γ = ‖Sh(uT − uh,0,T )‖0,Γ 6 ‖uT − uh,0,T ‖0,Γ
6 C‖u− uh,0‖curl,Ω 6 Ch1/2‖f‖0,Γ,
where we have used Lemma 2 for u− uh,0.
Combining Lemmas 13 and 14, we obtain the convergence of T h to T .
Theorem 2. For 0 6 t < s3, we have
‖T − T h‖ 6 Chmin{1/2,t}.
We have shown that T and T h are compact and T is self-adjoint. In addition, T h converges to
T in norm. In the following, we apply the Babusˇka-Osborn theory [3] to show the convergence
order of the eigenvalues of T h. Let µ be a non-zero eigenvalue of T with multiplicity m and
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µj,h, j = 1, . . . ,m, be the eigenvalues of T h that approximate µ. For a simple closed curve Γ ⊂ ρ(T )
which encloses only one eigenvalue µ of T , we denote the projection operator E(µ) by
E(µ) =
1
2πi
∫
Γ
(z − T )−1dz.
Let f1, . . . ,fm ∈ E := E(µ)H(div0Γ; Γ) ⊂H(div0Γ; Γ) be a basis of eigenvectors of µ with ‖f i‖0,Γ =
1 for i = 1, . . . ,m. Since T is self-adjoint, E is the span of f1, . . . ,fm. Define
µ̂h =
1
m
m∑
j=1
µj,h. (29)
The following theorem shows that µ̂h converges to µ with order at least min{1, 2t}.
Theorem 3. Let µ be an eigenvalue of T and µ̂h be defined by (29). It holds that, for 0 6 t < s3,
|µ− µ̂h| 6 Chmin{1,2t}.
Proof. By the Babusˇka-Osborn theory [3],
|µ− µ̂h| 6 1
m
m∑
j=1
|〈(T − T h)f j ,f j〉|+ C‖(T − T h)|E‖‖(T − T ∗h)|E‖. (30)
Let uj and ujh be the solutions of (1) and (12) with f = f j and fh = f j , respectively. Let u˜
i and
u˜
i
h be the solutions of (1) and (12) with f = Shf i and fh = Shf i, respectively. We have that
a(uj ,v) = 〈f j ,vT 〉, a(u˜i,v) = 〈Shf i,vT 〉, ∀v ∈H(curl; Ω), (31)
a(ujh,vh) = 〈f j ,vh,T 〉, a(u˜ih,vh) = 〈Shf i,vh,T 〉, ∀vh ∈ Vh, (32)
Using (31)-(32) and Theorem 1, we obtain that
|〈(T − T h)f j ,Shf i〉| = |〈SujT − Shujh,T ,Shf i〉| = |〈ujT − ujh,T ,Shf i〉| = |a(uj − ujh, u˜i)|
= |a(uj − ujh, u˜i − u˜ih)| 6 ‖uj − ujh‖curl,Ω‖u˜i − u˜ih‖curl,Ω
6 Ch1/2‖f j‖0,ΓCh1/2‖Shf i‖0,Γ 6 Ch.
Notice that f i = Su
i
T /µ and ShS = Sh. We apply Theorem 2 and Lemma 13 to get
|〈(T − T h)f j ,f i − Shf i〉| 6 ‖(T − T h)f j‖0,Γ‖(S − Sh)uiT /µ‖0,Γ
6 Chmin{1/2,t}‖f j‖0,ΓCht‖f i‖0,Γ
6 Chmin{1/2,t}+t.
The above two inequalities imply that
1
m
m∑
j=1
|〈(T − T h)f j ,f j〉| 6 Chmin{1,2t}.
On the other hand, ‖(T − T h)|E‖ 6 ‖T − T h‖ 6 Chmin{1/2,t} by Theorem 2.
For ‖(T − T ∗h)|E‖, we apply T − T ∗h on the eigenvector f i. Decompose u˜ih into u˜ih = u˜ih,0 +∇ph
according to Lemma 1 and use the arguments of Lemma 14 to deduce
‖(T − T ∗h)f i‖0,Γ = ‖S(uiT − u˜ih,T )‖0,Γ = ‖S(uiT − u˜ih,0,T )‖0,Γ
6 ‖uiT − u˜ih,0,T ‖0,Γ 6 C‖ui − u˜ih,0‖curl,Ω 6 C‖∇ph‖0,Ω + C‖ui − u˜ih‖curl,Ω
6 Ch1/2+s‖u˜ih,0‖curl,Ω + Ch1/2‖f i‖0,Γ + C‖f i − Shf i‖0,Γ
6 Ch1/2‖f i‖0,Γ + C‖(S − Sh)uiT /µ‖0,Γ 6 Chmin{1/2,t}‖f i‖0,Γ.
Consequently, ‖(T − T ∗h)|E‖ 6 Chmin{1/2,t}. The min{1, 2t} order convergence is obtained by
plugging all the estimates into (30).
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Define λ = −µ−1, λj,h = −µ−1j,h, j = 1, . . . ,m, and
λ̂h =
1
m
m∑
j=1
λj,h. (33)
We conclude this section with the estimate of λ− λ̂h using Remark 7.3 of [3].
Corollary 1. Given an eigenvalue λ of (22) and λ̂h be defined by (33), it holds that, for 0 6 t < s3,
|λ− λ̂h| 6 Chmin{1,2t}.
5 Numerical results
In this section we present some numerical examples. We show the computed eigenvalues of
both
a(uh,vh) = −λh〈Shuh,T ,vh,T 〉, ∀vh ∈ Vh, (34)
and
a(u+h ,vh) = −λ+h 〈S+hu+h,T ,vh,T 〉, ∀vh ∈ Vh. (35)
Write x < a if x1 < a, x2 < a and x3 < a. Consider three different domains including the unit
cube Ω1 = {x ∈ R3 | 0 < x < 1}, the “L-shaped” domain Ω2 = Ω1 ∩ {x ∈ R3 | 1/2 6 x 6 1}c and
the unit ball Ω3 = {x ∈ R3 | |x| < 1}. The tetrahedral meshes are generated by Gmsh. By the
definition of Sh in (26), the equation (34) becomes
a(uh,vh) = −λh〈curl qh,vh,T 〉, ∀vh ∈ Vh,
0 = 〈curl qh − uh,T , curlψh〉, ∀ψh ∈ ∂Uh/C.
We use the linear edge element of the first family for uh, vh and the linear Lagrange element for qh,
ψh. Denote by u and q the column vectors of the unknown coefficients of uh and qh, respectively,
and by ub and ui the parts of u that belong to the boundary and interior degrees of freedom,
respectively. Then the matrix form of (34) readsAii Aib OAbi Abb O
O O O
uiub
q
 = −λh
O O OO O Bb
O B⊤
b
−MH1
uiub
q
 , (36)
where the subscripts b and/or i stand for the interior or boundary indices. Note that Bi (which
represents 〈curl qh,vh,T 〉 with interior bases vh) equals the zero matrix due to vh,T = 0 for interior
bases vh (see, e.g., Lemma 5.35 of [21]). To use only the boundary degrees of freedom, we can
write (36) as
(Abb − AbiAii−1Aib)ub = −λhBbMH1−1B⊤b ub. (37)
However, since (37) contains the inverse of a matrix, we solve (36) rather than (37).
In the same way, the matrix form for the alternative eigenvalue problem (35) readsAii Aib OAbi Abb O
O O O
uiub
q
 = −λ+h
O O OO Mcurl,bb Cb
O C⊤
b
MH1
uiub
q
 .
And the corresponding compact form is
(Abb − AbiAii−1Aib)ub = −λ+h (Mcurl,bb − CbMH1−1C⊤b )ub.
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We show the average of the computed eigenvalues (and the convergence order) for the unit cube
and the L-shaped domain in Table 1 and Table 2, respectively. Since the exact eigenvalues of Ω1
and Ω2 are unknown, we use the relative errors and define the convergence order by
rℓ = − log
|λhℓ − λhℓ−1 |
|λhℓ−1 − λhℓ−2 |
/
log
√
Nℓ√
Nℓ−1
,
where Nℓ ∝ h−2ℓ is the number of the edges on the boundary.
Nℓ 360 1656 6174 23868
Avg. of λj,hℓ j = 1, 2, 3 -2.3373 -2.2184 -2.1840 (1.89) -2.1747 (1.92)
λ+j,hℓ -2.2288 -2.1862 -2.1747 (1.98) -2.1722 (2.32)
λj,hℓ j = 4, 5 -3.0413 -2.6891 -2.6082 (2.24) -2.5875 (2.01)
λ+j,hℓ -2.7418 -2.6199 -2.5893 (2.10) -2.5826 (2.25)
λj,hℓ j = 6, 7, 8 -6.5322 -5.5094 -5.1086 (1.42) -4.9932 (1.84)
λ+j,hℓ -5.6449 -5.1702 -5.0162 (1.71) -4.9693 (1.76)
Table 1: Average of computed eigenvalues for Ω1 and the convergence orders.
Nℓ 405 1584 6183 24168
Avg. of λj,hℓ j = 1 -1.3769 -1.2488 -1.1799 (0.91) -1.1537 (1.41)
λ+j,hℓ -1.2714 -1.2117 -1.1696 (0.52) -1.1505 (1.15)
λj,hℓ j = 2, 3 -2.5634 -2.3926 -2.3381 (1.68) -2.3217 (1.76)
λ+j,hℓ -2.3906 -2.3420 -2.3237 (1.43) -2.3178 (1.67)
λj,hℓ j = 4 -3.9772 -3.3877 -3.2077 (1.74) -3.1562 (1.83)
λ+j,hℓ -3.2803 -3.2001 -3.1584 (0.96) -3.1420 (1.36)
Table 2: Average of computed eigenvalues for Ω2 and the convergence orders.
For the unit cube, the convergence orders of the first two eigenvalues are approximately two,
which is optimal. While for the “L-shaped” case, because of the singularity of the domain, the
convergence orders are deteriorated. Among all the eigenvalues the converging order of the first one
is the lowest. This phenomenon is consistent with standard results for elliptic eigenvalue problems
on reentrant domains.
For Ω3, since the exact eigenvalues λ∗’s are given in [10], the convergence order is defined as
rℓ = − log |λhℓ − λ∗||λhℓ−1 − λ∗|
/
log
√
Nℓ√
Nℓ−1
.
Nℓ 597 3276 9431 21185
Avg. of λj,hℓ j = 1, . . . , 3 -1.2034 -1.1185 (1.96) -1.1016 (2.05) -1.0956 (2.08)
λ+j,hℓ -1.1934 -1.1163 (1.94) -1.1007 (2.05) -1.0951 (2.08)
λj,hℓ j = 4, . . . , 8 -2.7631 -2.4809 (2.04) -2.4293 (2.02) -2.4106 (2.09)
λ+j,hℓ -2.5370 -2.4298 (1.85) -2.4073 (1.93) -2.3985 (2.12)
λj,hℓ j = 36, . . . , 48 -24.1948 -9.5396 (2.67) -7.9114 (2.16) -7.3732 (2.09)
λ+j,hℓ -9.8043 -7.8168 (1.52) -7.2672 (1.75) -7.0371 (1.92)
Table 3: Average of computed eigenvalues for Ω3 and the convergence orders.
Similar results are observed in Table 3. The convergence orders are all approximately two, which
is optimal.
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6 Conclusion and Future Work
In this paper, we propose a finite element method for a Maxwell’s equation with surface-divergence-
free Neumann data. The discrete compactness property of the edge element spaces is proved and
used to derive the error estimate. Furthermore, we show the convergence of a finite element method
for the modified Maxwell’s Stekloff eigenvalue problem.
The convergence order we have proved is suboptimal, which is partially owing to the lack of sharp
regularity results. We plan to investigate the possibility to improve the order. Another interesting
problem is the error estimate for the finite element method using (35) proposed in [10]. The
numerical examples suggest that this method converges and possesses correct convergence order,
which makes it worthwhile for further study.
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