Abstract-In remote sensing, it is often difficult to acquire or collect a large dataset that is accurately labeled. This difficulty is often due to several issues including but not limited to the study site's spatial area and accessibility, errors in global positioning system (GPS), and mixed pixels caused by an image's spatial resolution. An approach, with two variations, is proposed that estimates multiple target signatures from mixed training samples with imprecise labels: Multi-Target Multiple Instance Adaptive Cosine Estimator (Multi-Target MI-ACE) and MultiTarget Multiple Instance Spectral Match Filter (Multi-Target MI-SMF). The proposed methods address the problems above by directly considering the multiple-instance, imprecisely labeled dataset and learns a dictionary of target signatures that optimizes detection using the Adaptive Cosine Estimator (ACE) and Spectral Match Filter (SMF) against a background. The algorithms have two primary steps, initialization and optimization. The initialization process determines diverse target representatives, while the optimization process simultaneously updates the target representatives to maximize detection while learning the number of optimal signatures to describe the target class. Three designed experiments were done to test the proposed algorithms: a simulated hyperspectral dataset, the MUUFL Gulfport hyperspectral dataset collected over the University of Southern MississippiGulfpark Campus, and the AVIRIS hyperspectral dataset collected over Santa Barbara County, California. Both simulated and real hyperspectral target detection experiments show the proposed algorithms are effective at learning target signatures and performing target detection.
I. INTRODUCTION
A Common use for hyperspectral imagery is to classify a scene or detect targets within a scene. Hyperspectral data is well suited for discrimination between classes because the hundreds of narrow bands can be used to detect subtle spectral shifts caused by materials differences in chemistry, physiology, and structure. However, each pixel measures the interaction of electromagnetic radiation with multiple surface constituents, regardless of spatial resolution [1] . Often targets of interest do not comprise a whole pixel resulting in a mixed-signal and require sub-pixel target detection.
Often hyperspectral target detection is complicated by the amount or accuracy of labeled data available for a research objective. These complications come from many sources, but can be mostly summarized into three categories. First, precise training labels for targets are often difficult to obtain for multiple scenarios. For example, a targets GPS coordinates can have an accuracy of several meters. Additionally, pure pixels of the target are difficult to find on the landscape. Secondly, the number of training pixels for a target class is small compared to the non-target training pixels. Especially for hyperspectral images covering a large spatial area, there are often only a few pixels for target training. Lastly, because each pixel is an interaction of multiple surface constituents, many targets are sub-pixel and the targets' proportion is unknown. These complications can make obtaining the best-suited target signature difficult which will ultimately drive the success of the target detection algorithm.
The multiple instance learning (MIL) framework can overcome the need to have precise training labels [2] , [3] . This framework is based on the concept of positive and negative bags. Each bag may contain many instances, but a bag is labeled positive if at least one of the instances in it falls within the target class (Figure 1 and 2 ). This framework alleviates the need to have accurate labels which are inherently difficult to collect. Since the introduction of the MIL problem, numerous MIL algorithms have been proposed. A pair of MIL algorithms known as the multiple instance adaptive cosine estimator (MI-ACE) and the multiple instance spectral match filter (MI-SMF) have been used with hyperspectral data and have shown competitive results with other algorithms in terms of single target concept estimation and detection. However, these algorithms only determine one signature for a target. Most targets cannot have the within-class spectral variability explained by a single signature. For example, vegetation targets can vary by an individuals structure, biochemistry, phenology. Urban targets can contain a lot of material diversity (e.g., concrete, asphalt, paint) that also changes with age.
In this paper, we propose the Multiple Target Multiple Instance Adaptive Cosine/Coherence Estimator (MTMI-ACE) and Multiple Target Multiple Instance Spectral Match Filter (MTMI-SMF) algorithms to extend the MIL framework and learn multiple target signatures compared to a single target signature. The objective of the MTMI-ACE and MTMI-SMF algorithms is to learn a dictionary of target representations, focusing on maximizing detection of those targets against a background. Our overarching objective is to demonstrate the improvements and advantages of these algorithms for hyperspectral target detection. Specifically, we addressed the following research statements: 1) Introducing a discriminative concept learning term. 2) Conduct comprehensive experiments on simulated and real hyperspectral datasets. 3) Compare proposed algorithms with state-of-the-art multiple instance learning algorithms. 
A. Related Work
One of the earliest proposed MIL algorithms is the Diverse Density algorithm [4] and the Expectation-Maximization with the Diverse Density (EM-DD) algorithm [5] . These algorithms learn a target concept that is close to the intersection of as many positive bag instances while being as far from any negative bag instances. Namely, the algorithm estimates a target concept by using a probabilistic measure to estimate which instances are diversely dense and likely to be a target concept. These algorithms only learn one target signature and uses Euclidean distance to measure the similarity between instances.
In contrast, the Multiple Instance Adaptive Cosine Estimator (MI-ACE) [6] and Multiple Instance Spectral Matched Filter (MI-SMF) [6] algorithms were developed using the cosine similarity to estimate a target concept. The MI-ACE algorithm estimates a single target signature that optimizes the widelyused ACE sub-pixel target detector on a training dataset with multiple-instance-style imprecise labels. The MI-SMF algorithm does the same but using the SMF sub-pixel target detector. However, these algorithms assume that a target's spectral variability can be captured with a single target signature.
Another algorithm that belongs to the MIL framework is the Functions of Multiple Instances (FUMI) algorithm [7] . FUMI extends the approach of the Sparsity Promoting Iterated Constrained Endmember (SPICE) algorithm [8] . SPICE is an unsupervised algorithm that learns the sub-pixel proportions and endmembers of an unlabeled dataset for unmixing imagery. FUMI extends the SPICE algorithm by using labeled data to learn a target's signature as well as non-target prototypes. Since the origination of FUMI, different variations of the algorithm have been developed, such as the convex FUMI (cFUMI) [9] , extended FUMI (eFUMI) [9] and dictionary learning FUMI (dlFUMI) [10] . While cFUMI assumes the exact target locations in a training image, the eFUMI and dlFUMI algorithms need only an approximate knowledge of target locations in training data. eFUMI learns multiple target signatures by determining the convex combinations of target and non-target signatures using an expectation-maximization approach. dlFUMI is a multiple instance dictionary learning method that estimates target atoms that describe distinctive and representative features of the target class and background atoms that account for the shared features found across both target and non-target data points.
The Multiple Instance Hybrid Estimator (MI-HE) algorithm learns multiple target and background signatures that maximize the probability that positive bags are labeled positive and negative bags are labeled as negative [11] . MI-HE works within the multiple instance framework, and the objective function is simplified by only needing to maximize a single instance from each positive bag. Unlike many other algorithms that assume a noisy-OR model [12] , MI-HE implements a hyperparameter adjustable generalized mean to vary the operation between a min and max operation. Additionally, the algorithm solves for a sparsity vector to support dictionary element diversity. The MI-HE algorithm also determines multiple target signatures but using a data mixing model and optimizing the response of the hybrid sub-pixel detector within a MIL framework. The algorithm iterates between estimating a set of discriminative target and non-target signatures and solving a sparse unmixing problem.
The newest algorithm to the MIL framework and hyperspectral target detection is the Multiple Instance Learning for Multiple Diverse characterizations Adaptive Cosine Estimator (MILMD-ACE), and Multiple Instance Learning for Multiple Diverse characterizations Spectral Match Filter algorithms (MILMD-SMF) [13] . This algorithm learns multiple target concepts by maximizing the collective dictionary's detection statistic across the positive bags while minimizing the detection across negative instances. A unique aspect of this algorithm is the assumption that each positive bag is constructed with multiple target types, which deviates from the traditional MIL framework.
II. METHODS

A. Multiple Target MIL
This algorithm fits the MIL framework and assumes the data is grouped in to bags with bag level labels [2] . With this, let X = {x 1 , ..., x N } be training data with each sample, x i being a vector with dimensionality D. The data is grouped into J bags B = {B 1 , ..., B J } with labels, The objective function of the original MI-ACE algorithm has been extended to include multiple target signatures in a dictionary, S. Which contain k th target signatures in the dictionary, S, shown in Equation (1).
The goal of MTMI-ACE and MTMI-SMF is to estimate the target signatures that maximize the corresponding detection statistic for the target instances in each positive bag and minimize the detection statistic over all negative instances. This is accomplished by maximizing the following objective function (Eq. 2):
Here N + and N − are the number of positive and negative bags respectively, N − j is the number of instances in negative bag j. x * j is the selected instance from the positive bag B + j that is most likely a target instance in the bag. The selected instance is identified as the point with the maximum detection statistic given a target signature, s k .
D is the detection response of the given detector. In this paper, two detectors are used to produce detection responses: the adaptive cosine estimator (ACE) and the spectral match filter (SMF). These detection statistics have been reviewed in the literature for their advantages in performing hyperspectral target detection [14] - [17] . The ACE and SMF detectors using target signature s for input instance x j can be written as [6] :
Where U and E are the eigenvectors and eigenvalues of the covariance matrix. In MTMI-ACE and MTMI-SMF the covariance matrix can be calculated using just negative bags or all bags. It follows the assumption that the instances in the bags follow the normal distribution with mean vector µ b and covariance matrix. ACE is normalized by not only the target signature, but also the instance. Because of this the instances spectral magnitude will not affect the statistic, but only the relative spectral shape. With the SMF detection statistic, the magnitude of the instance will affect the statistic because the instance is not normalized.
The objective function is comprised of three terms and a constraint in order to determine multiple target signatures. The first term is the average of the positive bag instances with maximum detection characteristics using the learned target signatures. By including the max operation in the first term, each target signature will learn a particular target type of interest. This is introduced because it is assumed every positive bag does not contain every target type. The dictionary of learned target signatures will maximize the objective function by individually maximizing a subset of positive bags. The second term is the average of the negative bag instances detection statistics using the learned target signatures. Additionally, this term penalizes the algorithm for learning any target signature that is like the background. The third term, known as the uniqueness term, is introduced to encourage the algorithm to learn different target signatures by penalizing the algorithm when similar target signatures are learned within the dictionary. The uniqueness term hyperparameter weight α restricts how similar the target signatures can be. The larger the weight, the more the algorithm will be encouraged to learn different signatures. Finally, the constraint is included to restrict the algorithm from learning target signatures of large magnitude.
The MTMI-ACE and MTMI-SMF algorithms have two primary steps, initialization and optimization. The initialization process uses a greedy approach along with clustering to aid in computation complexity and target representative diversification. The optimization process learns the number of needed signatures to optimally describe the target class while generalizing the signatures considering all of the positive bags. These steps are described in the following sections.
B. Target Concept Initialization
In order to reduce the computation complexity of the initialization process, the K-Means clustering algorithm [18] is used to aid in target concept initialization. K-Means is used by clustering all of the data, regardless of bag structure, into C clusters. Then, the cluster centers that maximize the objective function are greedily selected and added to the dictionary of target signatures until K signatures have been selected. This computation complexity is
, where C is the number of clusters, N + and N − are the number of positive and negative instances, respectively, and i is the number of iterations until K-Means converges. The first term corresponds to K-Means clustering, and the second term corresponds to determining the cluster centers that maximize the objective function. As long as the number of clusters, C, and the number of iterations i, remains small, the K-Means approach will have a smaller computational cost than searching through all of the positive instances. With using K-Means, the algorithm only needs to search through C candidates instead of N + candidates to initialize a target signature.
C. Target Concept Optimization
The objective function optimization is posed as a lagrangian problem, and the update equation for the k th target signature is derived. The derivation of the update equation is shown in Appendix A. The result is shown in Equation (7) and (8) .
The update equation for optimizing a signature, Equation (7), is interpretable. There are three terms to optimize the k th signature. The first term is the average of the selected positive instances that are expected to be a target and are the same target type asŝ k . The second term is the average of all of the negative instances, and the third term is the average of all other target signatures. This shows that the optimal target signature for a particular target type is the average of the expected positive instances that belong to that target type, minus the average of the background, minus the average of the other target types. Finally depending on the application, α is configurable to allow for more different or similar target signatures. Finally, all target signatures are optimized iteratively and simultaneously until the bag identifiers, 1, and each target signature's bag representatives,x * k , remain the same, or the max number of iterations have been reached.
At this point, all of the positive instances pertaining to each target concept have been determined, and the algorithm has optimized the signatures.
D. Learning Number of Target Concepts
During optimization, the number of target concepts is learned by removing unnecessary target signatures. Target signatures are removed by observing the bag identifiers, equation (8) , for each of the k target signatures during the iterations of optimization. If the bag identifiers for the k th target are 0 for all j bags, then the k th target signature will be dropped from the set of target signatures S. This will occur when the detection similarity between the k th target signature, the signature being dropped, and all of its positive bag representatives, x * k , are less than the other target signature's detection similarities to their corresponding bag representatives. When this occurs, the target signature being dropped does not describe the target class better than the other target signatures. This target signature is dropped to increase the target signature uniqueness. Through the optimization process, the algorithm learns the number of signatures by removing redundant or nonoptimal target signatures. With this, MTMI-ACE and MTMI-SMF remove the need for domain-specific knowledge for how many target signatures may exist; while still being adjustable by changing the value of α to encourage more or less target signature uniqueness. Where a lower α value allows more target signatures to be learned. The algorithm pseudocode is provided in Algorithm 1. normalize:x =x ||x|| 5: end if 6: Greedily initialize S, as the cluster centers that maximize the obj. fun., Equation (2) 7: repeat 8: Update the set of x * j,k for eachŝ k using Equation (3) 9:
Determine indicator 1 + j,k for each target signatureŝ k using Equations (8) 10:
Removeŝ k from S Updateŝ k using Equation (7) 15: 
III. EXPERIMENTS
In the following, MTMI-ACE and MTMI-SMF are evaluated and compared to several MIL framework methods using simulated data and two real hyperspectral datasets. The simulated data experiments are included to illustrate the properties of MTMI-ACE and MTMI-SMF, ultimately providing insight into how and when the methods are effective. The hyperspectral datasets are included to illustrate how MTMI-ACE and MTMI-SMF perform in real-world scenarios with two different bagging methods (Figures 1 and 2) . In this section, we will compare our proposed algorithms with other MIL algorithms from the literature including: Multiple Instance Learning for Multiple Diverse characterizations (MILMD) [13] , Multiple Instance Adaptive Cosine Estimator (MI-ACE) [6] , Multiple Instance Spectral Matched Filter (MI-SMF) [6] , Multiple Instance Hybrid Estimator (MI-HE) [11] , dictionary learning Functions of Multiple Instances (dlFUMI) [10] , and extended Functions of Multiple Instances (eFUMI) [9] .
A. Simulated Data: Single Target 1) Experimental Dataset: Simulated data were generated from four spectra selected from the ECOSTRESS Spectral Library [19] , formally known as the ASTER Spectral Library [20] . Those four spectra were from the rock class (red slate, verde antique, phyllite, and pyroxenite) and had 211 bands ranging from 400 -2500nm. The simulated dataset was generated following steps and code detailed in [9] , [21] . Red slate was chosen as the target, and all other rock classes were used as background or negative bags. Specifically, the parameters used to simulated dataset were 15 positive bags, 20 negative bags, 500 points in each bag, 250 target points in each positive bag, 0.3 mean target proportion, and 20 signal to noise ratio. Two simulated datasets were generated using those parameters with one designated for training and the other for testing.
2) Effects of K: The K parameter in the Multiple-Target Multiple Instance algorithm controls the number of target signatures that the algorithm initializes. During the optimization process, K decreases to increase the diversity promoting term, α. Often the user does not know what the appropriate K value is for their dataset and research question. In this experiment, all MTMI-ACE and MTMI-SMF parameters were kept constant (α = 0.01) while the K value was changed from 2, 3, 5, and 10. Ten iterations of the simulated dataset were performed for each K. The same simulated dataset parameters described above were used in this experiment. Figure 3 shows the calculated target signatures and average AUC with changing K. Only results from MTMI-SMF are shown because MTMI-ACE had very similar results across K experiments. The average AUC and standard deviation for each experiment do not change. The consistent AUC is due to MTMI-ACE and MTMI-SMF only finding one target signature during the optimization process, and a high agreeance in that target signature across iterations. Increasing K did increase processing time, but ultimately, the algorithms were able to agree on the appropriate total number of signatures for the simulated dataset.
3) Effects of α: The α parameter controls the similarity or diversity of target signatures obtained from MTMI-ACE and MTMI-SMF. A smaller α will allow for more similar target signatures, while a larger α will force target signatures to be more diverse. Changing the α parameter can have a large effect on returned target signatures depending on the spectral variability in the dataset. In this experiment, all MTMI-ACE and MTMI-SMF parameters are kept constant (K = 2) while the α value is changed from 0, 0.01, 0.1, 0.5, 1, 10, 100. Ten iterations of the simulated dataset were performed for each α. The same simulated dataset parameters described above were used in this experiment. Figure 4 shows the target signatures and average AUC with changing α across ten iterations of simulated data. Only results from MTMI-SMF are shown because MTMI-ACE had very similar results across α experiments. The average AUC and standard deviation for each experiment stay consistent until α is greater than 1. At α greater than 1, the standard deviation begins to increase, and the AUC value decreases. The target signatures show few deviations across iterations with α less than 10, but at α equal to 10 or 100 the target signatures deviate significantly across iterations.
4) Single Target Detection Results:
In this experiment, the simulated datasets target signature pixel proportion was varied from 0.1, 0.3, 0.5, and 0.7. Ten iterations of the simulated dataset were performed for each proportion. All other parameters of the simulated dataset were kept constant and are detailed above. MTMI-ACE and MTMI-SMF parameters were α = 0.01 and K = 2. The detection results for a single target are shown in Table I for all algorithms. As the proportion increases, so do the average AUC values across all algorithms. This pattern is expected because the larger proportions result in a stronger target signal. MTMI-ACE and MTMI-SMF outperformed other MIL algorithms in this experiment. Additionally, these algorithms show an increase in performance compared to the original target signature paired with ACE or SMF detectors. MI-ACE and MI-SMF also perform well due to the simulated dataset being created using a single target signature. These results highlight that the MTMI-ACE/MTMI-SMF algorithms perform as well as MI-ACE/MI-SMF in a simple scenario. However, MILMD-ACE/MILMD-SMF, although similar to our proposed method, did not perform as well because the algorithms require that two targets are present in the training dataset and cannot return a single target.
B. Simulated Data: Multiple Targets 1) Experimental Dataset:
In this experiment, the simulated dataset was created using two target signatures. Pyroxenite and verde antique were chosen as the two targets, while red slate and phyllite were used as negative bags. Specifically, the parameters used to simulated dataset were 10 positive bags, 20 negative bags, 500 points in each bag, 250 target points in each positive bag, 0.3 mean target proportion, and 20 signal to noise ratio. Two simulated datasets were generated using those parameters with one designated for training and the other for testing. MTMI-ACE and MTMI-SMF parameters were α = 0.01 and K = 2.
2) Multiple Target Detection Results: Table II shows the detection results from the two target simulated dataset. MTMI-ACE and MTMI-SMF perform well for detecting pyroxenite and verde antique compared to many of the other algorithms. The ability to determine multiple targets lead to an increase in average AUC compared to MI-ACE and MI-SMF, which can only return one target signature. MILMD-SMF also detected the two targets well, but return target signatures favored the verde antique target leading to a decrease mean AUC for pyroxenite target detection.
C. MUUFL Gulfport Data 1) Experimental dataset:
The MUUFL Gulfport Hyperspectral dataset was used to perform experiments on real hyperspectral data that contained sub-pixel targets (Figure 1 ). This dataset was collected over the University of Southern Mississippi-Gulfpark Campus with 1m spatial resolution and 72 bands ranging between 367.7nm to 1043.4nm. In this study, we are using two images (flight 1 and flight 3) which cover the same spatial area but were flown 10 minutes apart. These images contain 57 human-made targets made of cloth panels in four different colors: brown (15 panels), dark green (15 panels), faux vineyard green (12 panels) and pea-green (15 panels). The targets spatial location are shown as scattered points over a Red/Green/Blue image of the scene in Figure 5 . This dataset is a very challenging target detection task as trees partially or fully occlude many of the targets. Furthermore, the targets vary in size and could be 0.25m 2 , 1m 2 and 9m 2 . Thus, a target that has 0.25m 2 covers at most a 0.25 proportion of the pixel signature if the pixel falls directly on the target. However, many of these targets straddle multiple pixels and are occluded, resulting in a highly mixed, sub-pixel target detection task. A bag included all pixels in a 5 x 5 rectangular region around each ground truth point. This size was chosen since the accuracy of the GPS device used to record the ground truth locations had 5m accuracy. Two iterations were run in which flight 1 was selected for training and flight 3 for testing, and vice versa. The target types were iterated through, selecting a single target type as a positive bag and all other 2) Target Detection Results: Table III shows the AUC results for the MUUFL Gulfport dataset for the two training and testing splits. MTMI-ACE and MTMI-SMF ranked among the highest performing for most MUUFL Gulfport classes across the training/testing split. In cases were MTMI-ACE/MTMI-SMF were not the highest performing, MI-ACE and MI-SMF algorithms generally performed the best (e.g., faux vineyard green with flight 1 train and flight 3 test). It is worth noting that the MILMD algorithm, which is most similar to our proposed algorithm, did have comparable results to the MTMI algorithm. MI-HE, dlFUMI, and eFUMI algorithms were not able to construct target signatures that result in high AUC detection values. These targets can be very hard to detect because many are occluded by trees and results in lower AUC values compared to other datasets. In many cases, multiple target signatures did not yield higher detection rates, as is evident by MI-ACE and MI-SMF performing equally well or better for classes. 
D. AVIRIS Santa Barbara Data 1) Experimental dataset:
The Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) Santa Barbara dataset was used to perform experiments on real hyperspectral data that contained training data in the form of polygons that may not contain all pure pixels (Figure 2) . The imagery was collected with the AVIRIS sensor as part of the HyspIRI Airborne Preparatory Campaign on 4/16/2014 [22] . AVIRIS measures 224 bands of radiance between 360 and 2500 nm with a full width at half-maximum of 10 nm [23] . This study uses a spatial subset of imagery from the Santa Barbara flight box, which includes ten of the eleven flight lines that were acquired with a 35 northeast-southwest orientation and 18 m spatial resolution (Figure 6 ). These ten flight lines cover a diverse landscape that is approximately 12,980 km 2 . For more information about imagery pre-processing and development of the training dataset, please refer to [19] . The original training data was collected to classify plant species, but this study grouped plant species into their plant functional types (PFTs). This resulted in nine classes of PFTs: annual herb (AH), deciduous broadleaf tree (DBT), deciduous shrub (DS), evergreen broadleaf tree (EBT), evergreen broadleaf shrub (EBS), evergreen needleleaf shrub (ENS), evergreen needleleaf tree (ENT), rock/soil (RS), and urban (URB). The training dataset comprised of polygons designating where on the landscape pure patches of species existed. These locations were identified in the field and using AVIRIS and National Agriculture Imagery Program (NAIP) imagery. However, it is often difficult to find 100% pure patches of species on the landscape, so patches having greater than 75% single species composition were recorded. Each polygon was treated as a bag, and often, the pixels in a positive bag do not all belong to the target class. Often in traditional classifiers, these non-target pixels will add too much variability and confusion. Data were split into training and testing using 5 K-Fold cross-validations. Iterating through each class, all polygons matching that class label were selected as positive bags, while all other polygons were chosen as negative bags. For MTMI-ACE/MTMI-SMF parameters, the background mean and covariance were calculated from all pixels in the reference library, the K was 15, and α was 1.
2) Target Detection Results: Table IV shows the average AUC for MTMI-ACE and MTMI-SMF compared to the other algorithms for the AVIRIS Santa Barbara dataset. MTMI-ACE and MTMI-SMF generally outperform the comparison algorithms for most of the target types except DS and EBT classes. These two classes had better AUC results using MI-ACE and MI-SMF, which finds a single target that best represents the positive bags. The MILMD-ACE algorithm, another multiple target multiple instance algorithms, also performed well when detecting PFT targets. Average AUC values between MTMI-ACE, MTMI-SMF, and MILMD-ACE were often very comparable with the standard deviations. For example, the RS class the MILMD algorithm performed better based on average AUC, but once the standard deviation is accounted for the results are not different.
In this dataset, the PFT classes contain multiple plant species resulting in more spectral variability within a class. The ability to choose multiple targets for a class allows for the opportunity to capture this spectral variability. This was especially true for classes such as AH, DBT, EBS, and ENT, where the additional targets from MTMI-ACE/MTMI-SMF yielded improved detection abilities compared to MI-ACE/MI-SMF. Not only does a single PFT class have spectral variability, but multiple PFT classes can also have spectral overlap making it difficult to discriminate between classes. For example, ENS and ENT classes can have significant overlap between classes, but MTMI-ACE/MTMI-SMF algorithms were able to distinguish the positive and negative bags from each other and yield appropriate target signatures. While on the other hand, the URB class was easily detected by most algorithms because it is so different from the negative bags, which in this case were mostly vegetation. 
IV. CONCLUSION
In this work, the Multi-Target MI-ACE and Multi-Target MI-SMF algorithms for MIL problems are proposed and investigated. Both algorithms can learn multiple discriminative target concepts from ambiguously labeled data. Comprehensive experiments show that the proposed Multi-Target MI-ACE and Multi-Target MI-SMF algorithms are effective in learning discriminative target concepts. These two algorithms achieved superior performance over other state-of-the-art MIL algorithms in several experiments that tested different target detection scenarios. Additionally, MTMI-ACE and MTMI-SMF present a few advantages over comparison algorithms. First, the appropriate number of target signatures for a targets detection is returned, reducing the need for a users knowledge of the targets spectral variability. Second, the MTMI-ACE and MTMI-SMF algorithms do not require that more than one target needs to be present in positive bags, increasing the number of applications. Lastly, these algorithms efficiently determine target signatures compared to other sampling algorithms. Although this paper focuses on hyperspectral target detection, the Multi-Target MI-ACE and Multi-Target MI-SMF algorithms are a general MIL concept that could be applied to problems with mixed and ambiguously labeled training data. 
APPENDIX OPTIMIZATION UPDATE EQUATION DERIVATION
The objective function is written in Equation (9) . In Equation (10) the detection statistic function, D, is expanded out for the ACE statistic showing the whitened data and inner product. The derivation in this Appendix may be done using the SMF statistic following the same format exceptx would be replaced withx. 
The optimal update equation for each target signature,ŝ k , can be solved for using the associated Lagrangian, written in Equation (11) .
The derivative of the Lagrangian with respect to the target signature is taken and shown in Equation (12) . Here the max operation on the first term is expanded out using an indicator function.
∂L ∂ŝ
The positive bag indicator for target signatureŝ k is defined as 
Finally, the update equation for the k th target signature with the lagrangian multiplier is shown in Equation (16) . 
