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Resumen El avance tecnolo´gico ha permitido construir controladores
cada vez ma´s elaborados a la hora de desarrollar una interfaz hombre-
ma´quina amigable. En esta direccio´n, el reconocimiento de gestos hechos
con las manos ha recibido gran atencio´n ya que su implementacio´n so´lo
requiere de un hardware mı´nimo.
Este trabajo presenta el prototipo de un sistema reconocedor de gestos
capaz de detectar las manos y realizar su seguimiento. Segu´n el gesto del
cual se trate se generan comandos que al transmitirlos de manera infra-
rroja permiten controlar un dispositivo electro´nico. Durante el desarrollo
se combinaron soluciones de distintas a´reas entre las que se destacan: re-
des neuronales, procesamiento de ima´genes y electro´nica. Los resultados
obtenidos han sido satisfactorios. Cabe aclarar que, si bien el desempen˜o
de la solucio´n obtenida ha sido medido al controlar las funciones ba´sicas
de un televisor, la misma puede ser aplicada en numerosas situaciones.
Keywords: Segmentacio´n de Manos, Reconocimiento de Gestos, Inter-
faz Hombre-Ma´quina, Control de Dispositivos
1. Introduccio´n
Una interfaz hombre-ma´quina juega un papel importante a la hora de trans-
mitir una intencio´n de un usuario a un dispositivo. A medida que la tecnolog´ıa
avanza se incorporan al mercado soluciones nuevas con distintos tipos de hard-
ware y una forma de comunicacio´n propia. Elementos convencionales como el
mouse y teclado, hacen que la operatoria en ocasiones sea compleja. En cuanto a
los comandos por voz, si bien han sido ampliamente utilizados, presentan serias
limitaciones ante la diversidad de idiomas o cuando deben operar en ambientes
ruidosos.
Por lo antes dicho, hoy en d´ıa existe mucho intere´s en el reconocimiento de
gestos hechos con las manos. En la actualidad hay diferentes trabajos realizados
con aplicacio´n en a´reas muy diferentes como por ejemplo realidad aumentada,
control de dispositivos o reconocimiento del lenguaje de sen˜as Argentino entre
otras [6,7,11]. Tambie´n existen trabajos relacionados donde se utilizan los gestos
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hechos con las manos para controlar las funciones ba´sicas de un equipo de audio
ubicado dentro de un veh´ıculo [9].
Para llevar a cabo el reconocimiento de gestos hechos con las manos deben
resolverse dos partes perfectamente diferenciadas. La primera de ellas se reﬁere
espec´ıﬁcamente a la segmentacio´n de las manos y la segunda se ocupa de la
caracterizacio´n y reconocimiento del gesto. Ambas presentan diferentes niveles
de complejidad segu´n el tipo de ca´mara que se utilice as´ı como la cantidad y el
tipo de gestos a reconocer.
En lo que se reﬁere a la ca´mara de video, existen dispositivos que brindan
informacio´n en 3D permitiendo captar no so´lo el desplazamiento de los objetos
sino la profundidad a la cual se encuentran con respecto el punto de observacio´n
[2]. Por ejemplo en [5] se utiliza un mapa de profundidad para ayudar a la
segmentacio´n. La eleccio´n de la ca´mara es una relacio´n de compromiso entre el
costo del equipamiento necesario para resolver el problema y la complejidad del
algoritmo de segmentacio´n a desarrollar. En este trabajo se ha decidido utilizar
una ca´mara de video convencional e identiﬁcar la zona en la cual se encuentran
las manos a trave´s de un reconocedor de colores de piel basado en una red
neuronal similar a la indicada en [12, 15]. Para llevar a cabo su entrenamiento
se construyo´ una base de datos de colores de piel ya que al momento de disen˜ar
este prototipo no se dispon´ıa de este tipo de informacio´n.
Para la segunda parte del problema es necesario tener en cuenta la diversidad
de formas que puede tomar una mano humana a la hora de realizar un gesto. El
reconocimiento esta´ ligado a la eleccio´n especiﬁca de los gestos que se quieren
procesar.
Este trabajo presenta el prototipo de un sistema reconocedor de gestos he-
chos con una mano. Segu´n el gesto del cual se trate, genera comandos que al
transmitirlos de manera infrarroja permiten controlar un dispositivo electro´nico.
Se trata de una solucio´n de bajo costo para la que se describe tanto el disen˜o de
hardware como el software de control. En este caso particular, fue utilizado para
reemplazar el control remoto de un TV, posibilitando cambiar de canal y subir o
bajar el volumen con so´lo mover una mano frente al televisor. Su disen˜o modular
permite incorporar el reconocimiento de nuevos gestos as´ı como los comandos
necesarios para operar con otros aparatos.
Utilizar gestos hechos con las manos para interactuar con dispositivos puede
resultar sumamente u´til para personas con movilidad reducida.
2. Hardware para Captura y Control de dispositivos
Una parte fundamental en la construccio´n de este prototipo fue la eleccio´n de
los componentes de hardware para obtener un dispositivo embebido que respon-
diera tanto a los requerimientos de software como a los de futuras ampliaciones
de hardware. Los requerimientos propuestos que deb´ıa cumplir son los siguientes:
bajo costo econo´mico, capacidad de co´mputo para procesamiento de ima´genes,
capacidad de comunicacio´n con otros dispositivos a bajo nivel, taman˜o reducido,
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(a) (b) (c) (d)
Figura 1: Mo´dulos que componen el hardware. (a) Raspberry PI 3. (b) Ca´mara
web. (c) Sensor de luminosidad. (d) Emisor y receptor infrarrojos.
bajo consumo de energ´ıa, capacidad de funcionar con bater´ıas y capacidad de
actualizacio´n de hardware y software.
Teniendo en cuenta los requerimientos antes mencionados se decidio´ utilizar
una Raspberry Pi 3 (Fig. 1a) como corazo´n del dispositivo. Cuenta con 1Gb
de memoria RAM y un procesaror ARM Cortex-A53 de 1.2GHz con 4 nu´cleos
lo que ofrece un nivel de co´mputo aceptable para procesamiento de ima´genes
moderado. Tambie´n tiene un taman˜o reducido, capacidad de comunicacio´n con
otros dispositivos a trave´s de su GPIO y de sus 4 puertos USB. Cuenta con
comunicacio´n inala´mbrica v´ıa WiFi y Bluetooth. Requiere una alimentacio´n de
5V y 1.5A para nuestro tipo de aplicacio´n, lo que hace posible el uso de bater´ıas,
como por ejemplo un powerbank. Todo esto a un costo razonable.
Para capturar los gestos de las manos se utilizo´ una ca´mara web convencional
(Fig. 1b) con una tasa de adquisicio´n de unos 20 cuadros por segundo a una
resolucio´n de 1280 x 1024 p´ıxeles. Para controlar las funciones del TV se utilizo´
un mo´dulo emisor de luz infrarroja (Fig. 1d) y un mo´dulo receptor infrarrojo
que permite incorporar al sistema los co´digos de aquellos controles remotos que
no tengan co´digos conocidos. Tambie´n se utilizo´ un mo´dulo para sensar la luz
ambiente (Fig. 1c) con el objetivo de realizar ajustes en la luminosidad de la
imagen capturada con la ca´mara web.
3. Software para Reconocimiento de Gestos
Teniendo en cuenta que esta es la primera versio´n del dispositivo, se decidio´
limitar su funcionamiento a una aplicacio´n relativamente simple que no deman-
dara una gran cantidad de co´mputo. De esta manera se construyo´ un prototipo
funcional tanto de hardware como de software que permite reemplazar el control
remoto de un televisor convencional por un controlador que reciba las instruccio-
nes a trave´s de gestos realizados con las manos. En este sentido se limita tanto
el modelo de representacio´n como la cantidad de gestos de la mano, aunque en
futuras versiones se tiene planiﬁcado ir incorporando un modelo ma´s complejo
como el planteado aqu´ı [10].
Respecto del software utilizado para el desarrollo de este prototipo, se utilizo´
la versio´n Jessie de Raspbian, que es el sistema operativo con soporte oﬁcial
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de Raspberry. El sistema fue implementado en Python por su facilidad para
prototipado ra´pido y por la gran disponibilidad de bibliotecas que ofrecen tanto
algoritmos tradicionales como de vanguardia. Para las partes que requirieron
procesamiento de ima´genes se utilizo´ la biblioteca OpenCV que tiene una so´lida
madurez y sus algoritmos esta´n altamente optimizados, incluso para aprovechar
las caracter´ısticas de la GPU. Tanto para el entrenamiento y funcionamiento de
la red neuronal RCE como para el algoritmo de seguimiento de la mano se utilizo´
una implementacio´n propia optimizada para NumPy.
En las secciones que siguen a continuacio´n se describen en detalle los pasos
de cada una de las etapas en las que se divide todo el proceso de reconocimiento
del gesto para controlar un TV. En el esquema de la ﬁgura 2 se puede observar
todo el proceso que realiza el software del dispositivo.
Adquisicio´n Segmentacio´n Extraccio´n de
Caracter´ısticas
Deteccio´n de
Gesto
Ejecucio´n de
Accio´n
Captura de
Luminosidad
Deteccio´n de
movimiento
Captura
de imagen
Ajuste de
red RCE
Segmentacio´n
con red RCE
Unio´n de
fragmentos
Extraccio´n
de contorno
Ca´lculo de
estad´ısticas
Filtrado de
regiones
Ana´lisis de
forma de mano
Ana´lisis de
la trayectoria
Identiﬁcacio´n
del gesto
Bu´squeda
de comando
Env´ıo de
comando IR
Figura 2: Proceso de reconocimiento del gesto y ejecucio´n de comandos.
3.1. Adquisicio´n
La etapa de adquisicio´n se divide en dos partes. La primera consiste en la
captura, mediante una ca´mara web convencional, de una imagen RGB con una
resolucio´n de 1280 x 1024 p´ıxeles a una tasa de adquisicio´n que puede variar
de 10 a 20 cuadros por segundo. Una vez obtenida la imagen correspondiente
al cuadro actual, se la compara con la del cuadro adquirido anteriormente para
determinar si se produjo movimiento y as´ı evitar el procesamiento innecesario.
La segunda parte consiste en la adquisicio´n de la cantidad de luz ambiente a
trave´s de un transductor que mide esta variable en lux (lumen/m2). Este valor
obtenido permite ajustar la luminosidad de la imagen en la etapa de segmenta-
cio´n y de esta manera corregir las variaciones en la iluminacio´n que afectan a
los colores.
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3.2. Segmentacio´n
Para realizar la deteccio´n del color de piel en la imagen se utilizo´ una red neu-
ronal RCE [8] (Restricted Coulomb Energy). Esta arquitectura de red presenta
tres capas de neuronas, donde la primer capa y la segunda esta´n completamente
conectadas, y la segunda capa con la tercera solo este´n conectadas parcialmente.
La capa de entrada es decir la primera, es representada por los valores del espa-
cio de color utilizado, en este caso RGB. La capa intermedia, llamada capa de
prototipo, contiene informacio´n de color de los p´ıxeles, los cuales corresponden
a valores RGB que representan colores de piel que fueron incorporados durante
el entrenamiento de la red o etapa de aprendizaje. La u´ltima capa o capa de sa-
lida contiene las clases a las que puede corresponder el color del pixel entrante.
En este caso so´lo hay una u´nica clase que responde para determinar si un color
corresponde o no a la piel humana.
Para realizar la segmentacio´n de la piel humana se ingresa cada pixel de la
imagen a la red RCE para determinar si e´ste se corresponde o no al color de la
piel. Como resultado de esta operacio´n se obtiene una ma´scara preliminar a la
que luego se le aplica una operacio´n morfolo´gica de cierre para unir a´reas que
pudieran haber quedado desconectadas.
Es importante destacar que antes de realizar la segmentacio´n, con el obje-
tivo de subsanar el problema de inestabilidad que provocan las variaciones de
iluminacio´n, se aplica un ajuste a la red RCE segu´n la luz ambiente captada
por el sensor de luminosidad. Esta correccio´n se aplica a los valores RGB de las
neuronas de la capa intermedia para neutralizar los cambios de intensidad de luz
que esta´n presentes en la imagen.
3.3. Extraccio´n de caracter´ısticas
En esta etapa, luego de obtenidas las a´reas de la imagen donde se localiza la
piel, se determina cuales de todas esas porciones pueden corresponderse con la
mano de una persona.
El proceso inicia con la ma´scara que representa a todos los p´ıxeles reconoci-
dos como piel en la etapa anterior. A e´sta ma´scara se le aplica un algoritmo de
extraccio´n de contornos para obtener un listado de estos. Cada contorno agrupa
p´ıxeles interconectados en la ma´scara que forman una regio´n donde potencial-
mente podr´ıa haber una mano.
Una vez obtenido el listado, por cada contorno se calcula el a´rea, el per´ımetro
y los ejes principales que son propiedades que dan una pauta de las caracter´ısticas
geome´tricas generales de la regio´n.
Finalmente, para ﬁltrar el listado, se analiza cada contorno o regio´n compa-
rando sus propiedades con las propiedades de una regio´n que contiene una mano,
descartando aquellos que diﬁeren mucho de lo esperado. Como resultado de es-
ta comparacio´n se obtiene un listado de contornos candidatos que representan
regiones potenciales donde puede encontrarse una mano.
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3.4. Reconocimiento del gesto
Para determinar si las regiones candidatas obtenidas en la etapa anterior se
corresponden o no con una mano se aplica la te´cnica de Template Matching . En
esta te´cnica se utiliza un listado de plantillas pre-deﬁnidas que representan las
formas de las manos aceptadas o reconocidas por la aplicacio´n. Cada regio´n del
listado de candidatas se compara con cada plantilla pre-deﬁnida para determinar
el grado de correlacio´n que existe entre ambas. La forma de la mano reconocida
es la que mayor valor de correlacio´n tenga, siempre que se supere un umbral
establecido como para´metro de conﬁguracio´n.
Una vez que se obtiene una regio´n candidata que coincide con alguna de las
formas pre-deﬁnidas de mano, se inicia el proceso de seguimiento tomando como
referencia la posicio´n de la regio´n como posicio´n de inicio. Luego se analiza la
secuencia posterior de ima´genes localizando la mano para determinar la evolucio´n
de su posicio´n. Cuando la distancia entre la posicio´n inicial y la posicio´n actual
de la mano supera un valor determinado por un para´metro de conﬁguracio´n
se establece la direccio´n del movimiento y se procede a determinar si el gesto
coincide con los deﬁnidos en la aplicacio´n.
3.5. Ejecucio´n de Accio´n
Identiﬁcado el gesto de la mano, se determina el comando infrarrojo que e´ste
tiene asociado para enviarlo al TV. Para ello, se utiliza un pequen˜o mo´dulo de
hardware que genera una sen˜al infrarroja que es recibida por el TV, quien la
decodiﬁca e interpreta para ejecutar la funcio´n asociada a dicha sen˜al.
Para codiﬁcar los comandos infrarrojos se utiliza la biblioteca LIRC (Linux
Infrared Remote Control). Esta biblioteca permite decodiﬁcar y reproducir una
secuencia de pulsos infrarrojos de la misma manera que lo hace un control remoto
convencional. Cuenta con una gran cantidad de co´digos predeﬁnidos de controles
remotos e incorpora un servicio con la capacidad de copiar, desde un control
remoto, aquellos co´digos que no esta´n predeﬁnidos.
(a) (b) (c)
Figura 3: Reconocimiento del gesto y accio´n realizada. (a) Subir el volumen. (b)
Bajar el volumen. (c) Siguiente canal.
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4. Pruebas/Resultados
4.1. Sistemas de Color y Red Neuronal RCE
Para la segmentacio´n de manos se utilizo´ una red neuronal RCE [8] que
determina cuando un pixel de la imagen se corresponde con el color de la piel.
En la revisio´n de la literatura sobre la segmentacio´n de piel basada en el color del
pixel [1, 4, 13, 14] se encuentra que distintos algoritmos aplicados a ima´genes en
diferentes sistemas de representacio´n del color obtienen resultados aceptables.
Por este motivo, se decidio´ realizar una serie de pruebas en los sistemas de
representacio´n RGB, HSL, HSV, YCbCr, Cie-LAB para determinar cual es el
ma´s conveniente. Para realizar las pruebas en los distintos sistemas se utilizo´ la
base de datos MOHI [3] que contiene muestras de manos de 250 personas y una
base de datos construida ad hoc con ima´genes que no contienen piel.
En la ﬁgura 4 se muestran los resultados obtenidos en las distintas pruebas
realizadas. Para cada sistema de color se muestran dos barras que expresan el
promedio de p´ıxeles clasiﬁcados como piel cuando la imagen contiene piel y cuan-
do no contiene piel. En general se puede observar que no hay grandes diferencias
entre los distintos sistemas. Tambie´n se puede observar que una mejora en la
deteccio´n de los pixeles de la BDD con piel incrementa la cantidad de p´ıxeles
detectados en la BDD sin piel y viceversa. En consecuencia, se decidio´ optar
por utilizar el sistema RGB para la segmentacio´n con la red RCE para evitar el
costo del co´mputo de la transformacio´n a otro sistema.
RGB LAB HSL HSV YCbCr
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Figura 4: Red neuronal RCE en diferentes sistemas de representacio´n del color.
4.2. Reconocimiento de Gestos
Con el prototipo terminado se realizaron pruebas para medir su precisio´n en
un ambiente controlado. Para esto se utilizaron 11 sujetos en dos condiciones
diferentes de iluminacio´n. Una condicio´n de iluminacio´n es baja (30 lux) y la
otra condicio´n de iluminacio´n es media (al menos unos 600 lux). De cada sujeto
se tomaron 3 formas de la mano (ﬁgura 6): mano abierta con dedos separados,
mano abierta con dedos juntos y mano cerrada con indice y pulgar separados.
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Con cada forma se realizaron movimientos en dos direcciones opuestas (arriba y
abajo). En la tabla de la ﬁgura 5 se pueden observar los resultados obtenidos.
Gesto
Distancia 180 cm Distancia 300 cm
+600 lux 30 lux +600 lux 30 lux
Mano Abierta - Dedos separados - Arriba 100% 100% 100% 100%
Mano Abierta - Dedos separados - Abajo 100% 100% 100% 100%
Mano Abierta - Dedos juntos - Arriba 100% 45% 100% 33%
Mano Abierta - Dedos juntos - Abajo 100% 45% 100% 33%
Mano con ı´ndice y pulgar - Arriba 40% 0% 30% 0%
Mano con ı´ndice y pulgar - Abajo 40% 0% 30% 0%
Figura 5: Resultados en porcentaje de la deteccio´n de los gestos.
(a) (b) (c)
Figura 6: Formas de manos procesadas. (a) Mano Abierta con dedos separados.
(b) Mano abierta con dedos juntos. (c) Mano con ı´ndice y pulgar.
Para las pruebas con las formas de las manos se puede observar que para los
casos de mano abierta se pueden detectar bien en condiciones de iluminacio´n
aceptable. Para los casos de mano abierta con dedos juntos se puede observar
que falla cuando la iluminacio´n es baja. Para los casos de la mano con ı´ndice y
pulgar se observa que la deteccio´n falla de manera importante en las 2 condicio-
nes de iluminacio´n. La principal causa de este problema es la sombra que genera
la ﬂexio´n de los dedos. Esta sombra hace que la segmentacio´n falle al no poder
reconocerla como piel y se produzcan separaciones importantes que hacen que
la regio´n de la mano se extraiga parcialmente. Luego no se encuentran coinci-
dencias o bien porque la regio´n extra´ıda se descarta porque no cumple con las
propiedades geome´tricas esperadas o porque la te´cnica de Template Matching
falla porque no es robusta para encontrar coincidencias parciales.
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5. Conclusiones y Trabajos Futuros
En este trabajo se ha presentado la primera versio´n de un prototipo de un sis-
tema reconocedor de gestos realizados con las manos para controlar las funciones
de un TV.
Uno de los resultados positivos de este trabajo es que se ha obtenido una
segmentacio´n de piel aceptable utilizando una red neuronal RCE que funciona
independientemente del sistema de color en que utiliza la imagen.
Un aspecto au´n no resuelto es la sensibilidad del reconocedor propuesto a la
variacio´n de la luz ambiente. En este sentido, se encontro´ una solucio´n parcial a
esta diﬁcultad utilizando lecturas de un sensor de luz para adaptar la red neuro-
nal RCE a las condiciones de iluminacio´n del ambiente. Cuando hay ausencia de
luz ambiente o esta es notablemente baja, la correccio´n por intensidad de la luz
no resulta suﬁciente para una ca´mara web convencional. En este caso es conve-
niente realizar una adaptacio´n de la ca´mara para que funcione con iluminacio´n
infrarroja.
Debido a que este es un trabajo inicial, hay algunas l´ıneas de trabajo que
se esta´n desarrollando y otras l´ıneas que quedan por explorar y desarrollar.
Actualmente se esta´ trabajando para mejorar la segmentacio´n de las a´reas de
la piel. Muchas veces debido a la combinacio´n de iluminacio´n con la posicio´n
de las manos, se producen sombras en las uniones de las falanges que provocan
que la segmentacio´n deje los dedos separados de las manos. Una solucio´n que
se esta´ explorando es la incorporacio´n al entrenamiento de la red neuronal RCE
ejemplos de piel con sombra, lo que permitir´ıa mejorar la segmentacio´n en la
unio´n de las falanges. Los resultados obtenidos en algunas pruebas preliminares
que se realizaron al momento de la escritura de este documento son prometedores
en este aspecto.
En lo que se reﬁere al hardware, au´n resta explorar las maneras de contro-
lar las funciones distintos dispositivos electro´nicos mediante red cableada, red
inala´mbrica, bluetooth e infrarrojo para aprovechar las capacidades del dispo-
sitivo y expandirlas. Finalmente quedan por analizar algunas alternativas de
reemplazo de la Raspberry Pi 3 para reducir el costo. Dispositivos como Orange
Pi, en sus versiones Zero, One y Lite podr´ıan reducir el costo entre un tercio
y la mitad de una Raspberry. Estos dispositivos son compatibles y ofrecen ca-
racter´ısticas de hardware similares con algunas limitaciones que van desde una
menor cantidad de memoria RAM, menos puertos USB hasta la ausencia de
WiFi y bluetooth segu´n el modelo.
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