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Introduction
This paper develops a new dynamic loss-distribution model suitable for the risk-neutral valuation of credit derivatives such as collateralized debt obligations (CDO's), forward starting CDO's (FCDO's), options on CDO's, leveraged super-senior tranches with loss triggers (LSS-LT's), and others. Since riskneutral valuation is the valuation of a given derivative relative to the current prices of other derivatives on the market, the accurate calibration of the model to all relevant current market prices is of central importance. The principal goal of this article is thus to develop a dynamic model that can, as a first step, be rapidly and accurately calibrated to the market prices 3 of CDO's, and, as a second step, can be used to assist in the valuation of dynamics-sensitive derivatives such as FCDO's, options on CDO's, LSS-LT's, and others.
There is currently no liquid market for dynamics-sensitive products such as FCDO's on tranches, options on CDO tranches, or LSS-LT's.
4 The problem is thus somewhat different from that for CDO's on standardized tranches such as those on the iTraxx or CDX index, for which there is a relatively liquid market. In particular, there are no market prices for dynamics-sensitive derivatives on tranches that need to be calibrated to. In spite of the lack of a liquid market, however, one can consider the case of a client that approaches, say, an investment bank, to ask for a quote on a product such as an FCDO on a standardized iTraxx tranche. What is needed in this case is a model that will take the full set of available spot prices for CDO's on the iTraxx tranches and produce a range of prices for the FCDO, any one of which will be consistent with the CDO spot prices. The investment bank will then negotiate with the client to decide on one of the prices in the arbitrage-free range. In addition, if a liquid market for dynamics-sensitive derivatives does become available in the future, the model should have the calibration capabilities necessary to deal with such a market. This paper describes a simple and easily implementable model that represents a first step towards fulfilling these needs. A particularly appealing feature of the model is the ease and speed with which it can (through a linear programming optimization procedure) be calibrated not only to all available market prices of CDO's on a give reference portfolio, but also to a wide range of market prices for FCDO's, options on CDO's, and LSS-LT's.
A two-step model-building process is developed. The first step involves calibrating a particular static model to all market prices available for CDO's on a given reference portfolio (say the iTraxx index) on a given day. The second step involves introducing a dynamic model that is guaranteed to be consistent with the static model, so that the market prices of the CDO's will automatically be reproduced by the dynamic model. This new dynamic model will contain addi-tional parameters governing the dynamic behavior, and this additional flexibility is what gives rise to arbitrage-free price ranges for dynamics-sensitive derivatives. Or, if market prices are available for some dynamics-sensitive derivatives, the additional parameters allow these prices to be calibrated to.
The static model calibrated to in the first step of the calibration procedure is that introduced in Walker (2005 Walker ( , 2006 and further developed in . This model is specified in terms of the loss distribution F ( , t), which defined to be the probability that the total portfolio loss exceeds the value at time t.
5 Because the function F ( , t) defines a two-dimensional surface in the three-dimensional (F, , t) space, this model is called the "loss-surface" model. The loss distribution F ( , t) to be determined by calibration can be any function (within a discretized time and loss representation) that is consistent with the constraint that losses do not decrease with time. The ease and precision with which such an approach can be calibrated to all available market prices has been extensively tested. Walker (2006) has calibrated the model to iTraxx midpoint quotes for each of the 97 trading days between 6 May 2005 and 19 September 2005, with excellent success. Also, Torresetti et al. (2006) have developed an efficient way of calibrating this approach to prices lying within the bid-ask spread and have also subjected their approach to extensive testing by calibrating it with high accuracy to 616 sets of CDX prices taken daily between 13 November 2003 and 14 June 2006, and to 473 sets of iTraxx prices taken daily between 21 June 04 and 23 May 06. Both of these approaches produce as a numerical output a discretized loss distribution F ( , t) that accurately reproduces all available market prices for a given day for CDO's on the given reference portfolio. Further testing of the static model for the purposes of hedging has been carried out in Walker (2008) .
The second step of the model-building process will be to establish a dynamic model that is capable of reproducing any discretized loss distribution function F ( , t) that has the correct general properties (i.e. is consistent the constraint that losses are non-decreasing with time). For this purpose, a discrete-time multi-step Markov loss model is introduced. In each time step of the model, transitions from a given loss state to all states having losses greater than or equal to that of the initial loss state are allowed. (It should be emphasized that the term "multi-step," in the phrase "multi-step Markov model," does not refer to time steps; in this paper, a one-step model is a model in which the loss in a given time step can jump only to an adjacent loss state, whereas a multi-step model is a model in which the loss can jump to one of many possible higherloss states.) It is conjectured (supporting reasons are given) that a multi-step Markov model can always be found that reproduces any acceptable discretized loss distribution F ( , t) . Hence, all market prices of CDO's that have been used to determine a particular F ( , T ) are automatically reproduced by the dynamic model. The condition that the dynamic model should reproduce a particular loss distribution is imposed by applying an optimization procedure subject to linear constraints. Because of the fact that the constraints are linear, the procedure is particularly fast and efficient. The dynamic model thus established can then be used to produce arbitrage-free price ranges for dynamics-sensitive derivatives such as FCDO's, and could be calibrated to market prices for such derivatives should such a market be developed. Examples involving FCDO's, options on CDO's, and LSS-LT's are given.
A number of previous articles have studied Markov models of dynamic loss distributions. Two early articles (Schönbucher, 2005; Sidenius et al., 2005) give broad general descriptions of portfolio losses in terms of continuous-time Markov models. The generalized Poisson loss model of Brigo et al. (2006) allows for more than one default in any small time interval. van der Voort (2006) and Hull and White (2006) describe discrete-time one-step (binomial) models. In the Hull and White (2006) model, individual obligors are modelled in terms of hazard rates that have a deterministic drift component, and in addition, impulses that induce obligor correlation. Both Brigo et al. (2006) and Hull and White (2006) are able to calibrate precisely to all available CDO market quotes (for all tranches and maturities). Schönbucher (2005) shows that a continuous-time one-step Markov model can in principle be calibrated to an arbitrary loss surface, and hence to any arbitrage-free set of CDO tranche prices. Arnsdorf and Halperin (2007) , Laurent et al. (2007) and Lopatin and Misirpashaev (2007) describe continuous-time onestep Markov models which make use of this property, and implement them in terms of a deterministic portfolio loss intensity that is a function of loss and time. Frey and Backhaus (2007) describes a Markovian model related to, but more general than, that of Laurent et al. (2007) . Arnsdorf and Halperin (2007) give a detailed example of the calibration of such a model to all available iTraxx tranche spreads for a particular day. Furthermore, in order to give their models the possibility to control the values of dynamics-sensitive derivatives even in the case of a complete CDO market, Arnsdorf and Halperin (2007) and Lopatin and Misirpashaev (2007) add a stochastic component to the loss intensity.
In contrast to the models described in the previous paragraph, the model of this article is a discrete-time Markov model. It can be shown that in the discretetime case, a one-step model is not sufficient to allow calibration to a generic discrete-time loss surface. However, strong arguments are given to support the conjecture that a multi-step Markov model can be calibrated to a generic loss surface. This calibration is carried out in this paper by applying linear constraints to the multi-step Markov model. Even in the case of calibration to a complete CDO market, there is sufficient freedom left that the model can be calibrated to a range of values of dynamics-sensitive derivatives.
Other research on dynamical models includes the articles of Albanese et al. (2005) ; Andersen (2006); Bennani (2005) ; Chapovsky et al. (2007) ; Di Graziano and Rogers (2006) ; Epple et al. (2007) ; Errais et al. (2006) ; Jackson and Zhang (2007) ; Mortensen (2006); Sidenius (2006) .
Hedging is an important issue in the risk-management of CDO tranches. The industry standard approach to hedging is implemented via a static copula approach, as described in detail, for example, in Petrelli et al. (2007) . Recently, the dynamic delta-hedging of a CDO tranche with the corresponding CDS index has been described by Elouerkhoui (2007) ; Frey and Backhaus (2007) ; Laurent et al. (2007) . Hedging of CDO tranches within the framework of the model of this article is implemented via the static component of the model, as described in detail in Walker (2008) . The delta hedging of a single tranche with the index, either statically or dynamically, does not hedge the correlation risk of the tranche. Changes in correlation result in changes in the relative portioning out of the total expected losses of index to the different tranches. Thus, to include the hedging of correlation risk in the hedging procedure, one must use a portfolio consisting of a number of tranches with weights adjusted in such a way that the relative changes in mark-to-market values of the different tranches tend to cancel out. The index must also be included so that the changes in the mark-to-market value of the index (i.e. changes in total expected losses) are also hedged. This hedging procedure is backtested for the challenging period following the May 2005 downgrade of Ford and General Motors and found to work very well (Walker, 2008) .
There are two types of forward starting CDO contracts that are currently discussed in the literature. In one type, described by Andersen (2006) , losses occurring before the start time are not counted. Thus, for this type of CDO, negotiated at time t = 0, if the total portfolio loss (assuming unit initial notional) at the start time T * > 0 is called L T * , then the losses insured against in a forward-starting contract on a 3%-6% mezzanine tranche are those occurring between times T * and the contract maturity T , and lying between L T * + 0.03 and L T * + 0.06. This type of contract will be called an FCDO, following Andersen (2006) , and it is this type of contract for which a detailed example is given below. This type of contract requires a dynamic model for its analysis.
In the second type of forward CDO contract, the 3%-6% tranche is defined to be any losses between 3% and 6% of the initial portfolio value. Losses to this tranche may occur between time t = 0 and the start time of the forward CDO contract, and these are not insured against. It is the losses that occur to what remains of this tranche at the start time T * that are insured against during the period between T * and the maturity T . One could get the same protection against losses by going long (buying protection) on a CDO contract with maturity T , and simultaneously going short (selling protection) on a CDO contract with maturity T * , both contracts being on the 3%-6% tranche. For this reason, this type of contract will be called a long-short FCDO, or an LS-FCDO. This type of contract does not require a dynamic model for its valuation. The spread for an LS-FCDO with start time T * and maturity T can be found in terms of the spread and risky duration for ordinary CDO's with maturities T * and T (e.g. see Walker (2006) ). Both the FCDO and the LS-FCDO have their associated options. Andersen (2006) ; Arnsdorf and Halperin (2007); Elouerkhoui (2007) , and Jackson and Zhang (2007) 
Review of CDO Tranche Valuation
This paper assumes as a starting point that all available CDO tranche-maturity prices have been calibrated to in terms of the model of Walker (2006) . A brief description of this model and the calibration process is given here. It would also be possible to use the closely related models described in Torresetti et al. (2006) and Walker (2008) .
Consider a basket of credit default swaps of total notional unity. Losses to the total basket notional occur as individual names in the basket default. CDO's can be valued by ignoring all details of the individual names defaulting and by focusing solely on the losses occurring to the total notional of the basket. This will be the approach taken here. To describe the tranching of these losses, one introduces a set of discrete losses k , k = 1, 2, . . . , n T r + 1, increasing with k, where n T r is the total number of tranches. Also, 1 = 0 and nT r+1 = 1 − R. (A fixed recovery rate of R is assumed in this article. Since the total basket notional is taken to be unity, the maximum possible basket loss is nT r+1 = 1 − R.) Tranche k is thus associated with losses from k to k+1 , and the maximum possible loss for tranche k is Δ k,0 = k+1 − k . The specific example studied in this article will be for CDO contracts on the standardized iTraxx Europe tranches, for which there are n T r = 6 standardized tranches, and for which the values of k , k = 1, . . . , n T r + 1 are [0 0.03 0.06 0.09 0.12 0.22 1-R]. Thus, for example, the most risky tranche is the k = 1 tranche, also called the equity tranche, and consists of losses from 0 to 0.03 (i.e. from 0 to 3% of the total notional). In the numerical examples of this paper, the industry-standard value R = 0.4 is used.
Before proceeding with the main discussion, I note that, in the initial examples of the use of the dynamical model given below, a discrete loss grid comprised of only the n T r + 1 discrete fractional portfolio losses k will be used. Although this is a rather coarse grid, it has the advantage of simplicity, and it calibrates very accurately to all available market prices of CDO's. Furthermore, because it calibrates accurately to all available market prices of CDO's, no market information is lost because of the use of this relatively coarse and simple loss grid. In the valuation of LSS-LT's described below, however, it is shown how to extend the approach to finer loss grids by studying an example where the allowed discrete losses take the n T r + 1 = 11 values [0 0.015 0.03 0.045 0.06 0.075 0.09 0.105 0.12 0.17 0.22 1-R]. The advantage of this finer loss grid is that it allows smoother interpolation of calculated LSS-LT spreads for curves such as those shown in Fig. 7 .
CDO tranches can be valued if the loss distribution F ( , t), i.e. the probability that the loss exceeds at time t, is known. To value a particular tranche (say tranche k), however, one does not need the full loss distribution, but only the quantity f (k, t), defined to be the expected tranche-k loss at time t, per unit maximum tranche loss. This quantity is an average of the loss distribution over the potential losses of tranche k, i.e.
The quantity L t is the loss at time t associated with unit notional of the CDO reference portfolio. For tranches k = 1, . . . , n T r − 1, f (k, t) also has the interpretation of expected tranche loss per unit tranche notional. (For tranche n T r the maximum tranche loss is 1 − R − nTr whereas the initial tranche notional is 1 − nT r .)
The present value at the contract initiation time t = 0 of the expected tranche losses per unit maximum tranche loss is, for tranche k and a contract of maturity T ,
where df (k, t) ≡ (∂f (k, t)/∂t)dt, and r F is the risk-free interest rate, assumed constant. The expected tranche width at time t, per unit maximum tranche loss, is reduced from unity by tranche losses and is given by (1 − f (k, t)). The expected value, per unit maximum tranche loss, of the quarterly premium payments (which are made at the rate of w(k, T ) bps/yr at times t j , j = 1, 2, . . . , N p (T ), with N p (T ) being the total number of payments for maturity T ) is found to be
where δ j = t j −t j−1 , and u f (k, T ) is an upfront payment (usually nonzero for the k = 1 equity tranche only, in which case w(k = 1, T ) = 500 bps/yr). Also, the combination
takes into account to a good approximation the so-called accrued payment which must be made when a default occurs at a time in between t j−1 and t j .
The upfront payment u f (k = 1, T ) for an equity tranche, or the premium payment w(k, T ) for the other tranches, is chosen by the market in such a way that the contract is agreed to have zero cost at the initiation time t = 0 to both the protection buyer and the protection seller, i.e.
Eq. 4, as it has been derived here, is accurate only for tranches k = 1, 2, . . . , n T r − 1. Small corrections are necessary to obtain an accurate result (not needed in this article) for the super-senior (k = n T r ) tranche. The result corresponding to Eq. 4 for the index is (2005, 2006) , shows the mid-point quotes used there to obtain the tranche loss functions f (k, t). The 0 to 3% (equity) tranche is quoted as a percentage upfront payment, assuming subsequent quarterly payments at a rate of 500 basis points per year. The other tranches are quoted as basis points per year, again assuming quarterly payments. Market prices were available only for CDO contracts having maturities of 3, 5, 7, and 10 years. Source: Julien Houdain and Fortis Investments.
where s(T ) bps/yr is the market determined spread for the index. The quantity q(t) in this result is the expected loss of unit notional of the reference portfolio at zero recovery, and is defined by
This article considers the expected tranche loss functions f (k, t) to be known quantities, obtained by calibration to market prices for CDO tranches in a way that will now be sketched. In order to treat a specific example, the functions f (k, t) obtained from the principal example of Walker (2005 Walker ( , 2006 will be used below as the starting point for the initial numerical example of this article. The market prices calibrated to in Walker (2005 Walker ( , 2006 are reproduced in Table 1 . Since market prices were given only for maturities of 3, 5, 7 and 10 years, an interpolation procedure was used to obtain reasonable prices for all tranches for maturities 1, 2, 4, 6, 8, and 9 years. (Cubic spline interpolation was used for maturities between 3 and 10 years, and linear extrapolation to an arbitrarily chosen 1-year spread was used below the 3-year maturity.) These tranche prices (now given for all annual maturities from 1 to 10 years) are shown graphically in Fig. 1 , where the term structure for each tranche can be seen to be a smooth function of maturity. For the numerical work, f (k, t) was parameterized in terms of its annual values f (k, m), m = 0, 1, . . . , T Max , with T Max = 10 years, and with values in between the annual values being determined by linear interpolation. Because F ( , t) is a non-increasing function of , f (k, m) must be a non-increasing function of k (to see this use Eq. 1). Also, since losses can not decrease with time, f (k, m) must be non-decreasing in m. These constraints Table 1 . Note the units given in the legend: for example, the 10-year premium for the 3 − 6% tranche is approximately 45 × (10 bps) ≈ 455 bps, in agreement with the value quoted in Table 1 . Calibration to this set of term structure curves gives the tranche loss functions f (k, t).
can be expressed as
The quantities f (k, m) can then be determined from the solution (if it exists) of the linear programming problem Maximize the number 0 subject to: the constraints (7), and constraints that impose (4) and (5) for all tranche prices represented by markers in Fig. 1 . (8) A solution to this problem for a set of f (k, m) that perfectly reproduces the tranche prices indicated by the markers in Fig. 1 was obtained in Walker (2006) . It is this set of values that will be used as the starting point of a number of numerical examples in this article. It is clear from (1) that knowing the functions f (k, m) at a given time m does not uniquely determine the loss distribution F ( , m) as a function of the continuous loss variable . Only the average value of F ( , m) for each tranche k is determined. For simplicity in what follows, it will be assumed that the total portfolio loss at any time t can have only the discrete values k , k = 1, . . . , n T r + 1. The loss distribution F ( , m) will thus be piecewise constant and will be given by
This choice for F ( , m), when inserted into (1) for t = m, trivially reproduces the correct values of the tranche loss functions f (k, m), and hence also precisely reproduces the set of tranche prices given in Fig. 1 . The constant value of
The probability that the basket loss at time m is k is called p (k, m) and is given by
The inequalities satisfied by the probabilities p(k, m), which follow from 7, are
The success of this approach in being able to accurately calibrate to all available market prices for CDO's for any given day, as demonstrated in detail in Walker (2005 Walker ( , 2006 and in Torresetti et al. (2006) , results from the fact that the tranche loss functions f (k, m) were taken to have a general form, subject only to the constraints of Eq. 7.
In summary, the procedure described above leads to a completely specified static loss-surface model described in terms of the parameters f (k, m), or, equivalently, in terms of the parameters F (k, m) or p (k, m) . This model is completely specified because, in addition to requiring the model to reproduce all available market prices, a particular interpolation scheme has been imposed. This model gives precise prices for CDO's of all annual maturities, and all standardized tranches, and, in this sense, can be viewed as a "complete-CDO-market" model. Thus, the results obtained for the dynamic Markov model introduced later in the paper can be viewed as characteristic of those obtained by first calibrating to the market prices of a complete CDO market.
Although the values of the parameters obtained as just described will be useful for the numerical examples, it should be emphasized that the development of the dynamical model in further work in this article depends only the the assumption that there is a static model characterized known probabilities p(k, m) that satisfy the constraints of Eq. 11.
The loss-surface model just described is a simple and computationally efficient model that precisely reproduces all CDO spreads available on the market by using a relatively course grid of discrete losses. A procedure for incorporating a finer grid of discrete losses is described in section 7.
A Discrete-Time Multi-Step Markov Loss Model
The model described in the previous section, which can be specified in terms of the quantities p(k, m) giving the probability that the basket has loss k at time m, is said to be a static model. There is no way of following the time evolution of the loss for such a model. For example, for such a model, there is no way of specifying the probability that the loss at time m + n (n > 0) is s (≥ r ) given that the loss a time m is r . This section shows how to construct a dynamic multi-step Markov loss model that is consistent with the static model of the previous section. (Recall that the term "multi-step," in the phrase "multi-step Markov model," does not refers to time steps; in this paper, a multi-step Markov model is a model in which the loss at any time step can jump to one of many possible higher-loss states.)
An arbitrary set of loss probabilities p(k, m) consistent with the constraints of (11) is assumed to be given. The goal is to find a dynamic model that reproduces these p (k, m) . If this set of p(k, m) has been derived by calibrating to a set of market and interpolated term structure prices such as those given in Fig. 1 , then these prices will automatically be reproduced by the dynamic model. The dynamic model is constructed by assuming that a basket in state r (with loss r ) at time m can make a transition to any state s at time m + 1 such that s = r, ..., n T r + 1. The state r = n T r + 1 is an absorbing state.
The probability of a transition from state r at time m to a state s at time m + 1, s = r, . . . , n T r + 1, is called q (r, m, s) , and must be determined in such a way as to satisfy, for m = 1, . . . , T max − 1,
Also, the transition probabilities must satisfy, for m = 1, . . . , T max ,
Recall that the probabilities p(k, m) satisfy the constraints (11). It is of interest to ask, for a given set of p(k, m)'s satisfying these constraints, whether or not one can always find a set of transition probabilities q(r, m, s) that satisfies (12) and (13). In other words, can one always find a multi-step Markov model that is consistent with a given static model? (It is easy to show that it is not in general possible to find a one-step Markov model (for a one-step model, q(r, m, s) = 0 for s > r + 1)that satisfies (12) and (13)).
One way to answer this question is to start with a numerically given set of probabilities p(k, m) produced by calibration to a given set of CDO prices as discussed in section 2. One can then determine numerically, by linear programming, whether or not, for a given time step m, a set of q(r, m, s)'s can be found that satisfy (12) and (13). For the data on a given day, with annual time steps m = 1, . . . , T max − 1 = 9 as described in section 2, there are T max − 1 = 9 such sets of equations to be solved. This procedure has been carried out for 73 different sets of p(k, m)'s, obtained by calibrating to market prices on 73 different trading days between 6 May, 2005 and 20 September, 2005. In each case a multi-step Markov model was found that was consistent with the static model. In fact, the Markov model found is not unique, and there is a continuous spectrum of Markov models, each of which reproduces the CDO prices calibrated to. This non-uniqueness of the multi-step Markov model determined by calibration to the CDO prices is an important asset, as it reflects in a realistic manner the incompleteness of the market when no FCDO's, or options on CDO's, or other dynamics sensitive derivatives, are included in it, and is what gives the flexibility to allow calibration to a range of market prices of derivatives such FCDO's, options on CDO's, etc.
Note that there are (n T r + 1)(n T r + 2)/2 distinct parameters q(r, m, s) for each m. These are restricted by n T r independent equations from (12) (one of these equations is linearly dependent on the others since nT r+1 r=1 p(r, m) = 1). There are also n T r + 1 equality constraints on the q(r, m, s)'s coming from the equalities (13). Thus, given that the relations (12) and (13) can be satisfied, there will be a maximum of
free parameters at each time step m. The work of this and the preceding paragraph supports the follow conjecture:
Conjecture: Suppose that, for a given time step from time m to time m+ 1, one is given two sets of probabilities p(r, m) and p(r, m + 1), r = 1, ..., n T r + 1, where n T r is an arbitrary positive integer. These probabilities must satisfy (11). If the inequality constraints of (11) are taken to be strict inequalities, then there exists a nonempty N free -dimensional feasible region corresponding to the linear programming problem defined by (12) and (13). If the parameters p(k, m) and p(k, m+1) are such that some of the inequality relations of (11) are equalities, a non-empty feasible region still exists, but this feasible region may have dimension less than N free .
A proof of this conjecture for a two-state Markov model (n T r +1 = 2) is straight forward. A proof for the three-state case (n T r + 1 = 3) is given in the appendix. The results of the appendix are of interest because they show in detail the relationship between the constraints satisfied by the probabilities p(r, m) and p(r, m + 1), and the existence of a multi-step Markov model. Given a Markov model as specified by given values of the quantities q(r, m, s) one can find Q(s, T * + n|r, T * ), defined to be the probability that the basket loss at time T * + n is s , given that the basket loss at time T * is r , by repeated application of the equation
The conditional basket loss distribution, F (s, T * + n, |r, T * ), defined to be the probability that the loss at time T * + n is s given that the loss at time T * is r , is given by
These two quantities are useful for valuing derivatives such as FCDO's, options on CDO's, and LSS-LT's.
FCDO Tranche Valuation
Consider an FCDO that has a start time T * > 0. It will be convenient to define a random variable L t equal to the total basket loss at time t. The total basket loss at time T * is then L T * . Then FCDO tranche k is defined to be the tranche associated with losses occurring at times t > T * and lying between L T * + k and L T * + k+1 (e.g. see Andersen (2006) ). The expected loss of FCDO tranche k at times t > T * is therefore
where
is the expected loss per unit initial tranche notional for tranche k at time t (counting only losses occurring between times T * and t) conditional on the basket loss at time T * being r . Tranches are valued by balancing the present value of the expected tranche losses against the present value of the expected premium payments, i.e. by ensuring that the equation
is satisfied. The present value at time t = 0 of the expected losses per unit initial tranche notional for FCDO tranche k with start time T * and maturity T is therefore
where df (k, r, T * , t) ≡ [∂f (k, r, T * , t)/∂t]dt, and r F is the risk-free rate, assumed constant. Also, the present value at time t = 0 of the premiums paid per unit initial tranche notional on this tranche is
Here, T ef f (k, T * , T ) is the risky duration, as seen from time t = 0, of the expected premium payments for the FCDO contract. It is assumed that premium payments at an annualized rate of w(k, T * , T ) are made quarterly in arrears during the period from T * to T , this being at the times t j , j = 1, . . . , N p . The j-th payment is made for protection during the interval δ j = t j −t j−1 (with t 0 = T * ). Furthermore, if a default occurs at some time t in the interval (t j−1 , t j ), an accrued payment of w(k, T * , T )δ t φ t times the default loss associated with the tranche notional must be made; here δ t = δ j and φ t = (t − t j )/δ j for t in (t j−1 , t j ). In addition, the possibility of an upfront payment of u f (k, T * , T ) per unit initial tranche notional initial tranche notional, made at time t = 0, has been included. (Equivalently, an upfront payment of exp (r F T * )u f (k, T * , T ) could be made at time T * .) In the numerical examples below, an upfront payment will be included only for the equity (k = 1) tranche; also, for equity tranches only, a quarterly premium payment of w(k = 1, T * , T ) = 500 bps will be assumed. Finally, the quantity C * ≡ nT r r=1 p(r, T * ), which is usually close to unity. Now suppose that there is a liquid market for FCDO's and that an FCDO buying protection on tranche k has been purchased some time ago at a premium of w old (k, T * , T ). If today's premium for the same contract is w(k, T * , T ), then the mark-to-market value, per unit initial expected tranche notional, of the contract purchased at w old (k, T * , T ) can be shown to be
for k = 2, . . . , n T r − 1. For the equity tranche, k = 1, the mark-to-market value is the upfront payment required to purchase a new contract that cancels the previous one. In order to mark an FCDO to market as accurately as possible on a given day, the multi-step discrete-time Markov loss model should be calibrated to all available relevant prices for that day; relevant prices include those for CDO's, FCDO's, options on CDO's, LSS-LT's and others.
Valuation of Options on Tranches
Consider a European option, with exercise date T * and maturity T , to buy protection on a tranche of losses. Assume that only losses occurring after the exercise date are counted, so that the losses associated with a given tranche are defined in exactly the same way as in section 4 on the valuation of FCDO's. Recall that v(k, s, T * , T ) (defined by (20)) is the present value at time T * , of expected losses per unit tranche notional to tranche k occurring between times T * and T , conditional on the basket loss being s at time T * . Also T ef f (k, s, T * , T ) (defined by (21)) is the risky duration of the spreads associated with the same tranche. Then the fair value of the spread (or the upfront payment if k = 1) for this tranche, evaluated at time T * conditional on having arrived at state s at this time, is determined by the equation
For k = 1, w(k, s, T * , T ) = 500 bps, and this equation determines the fair value discounted to time t = 0, u f (k, s, T * , T ), of the upfront payment to be paid at time T * . For k = 2, . . . , n T r −1, u f (k, s, T * , T ) = 0 and this equation determines the fair value of the spread w(k, s, T * , T ). The value, per unit tranche notional, at time t = 0, of the option to buy protection (called here a call option) on tranche k at the strike spread of w is now found to be, for k = 2, . . . , n T r − 1
Similarly, for an option to buy protection on the equity tranche,
The corresponding equations for the values of European options to sell protection (called here put options) on a given tranche are obtained from (24) by replacing w(k, s, T * , T ) − w with w − w(k, s, T * , T ), and from (25) by replacing u(k, s, T * , T ) − u with u − u(k, s, T * , T ). In a manner reminiscent of the Black-Scholes result for the value of an option on a stock, the spread dynamics, and in particular the volatility of the spreads, play an important role in determining the value of the option. For example, the artificial case of a spread volatility of zero would mean that the FCDO spread for tranche k, conditional on being in loss state s at time T * , w(k, s, T * , T ), would be equal to the unconditional FCDO spread w(k, T * , T ), and this for all values of s. In this case, from Eq. 24, the value of an at-the-money call option (i.e. having strike spread w = w(k, T * , T )) would be zero. When the spreads have a non-zero volatility, so that the values of w(k, s, T * , T ) are different for different values of s, at-the-money options have a non-zero value. The example of Fig. 3 below shows how tuning the parameters of the dynamical risk-neutral measure allows one to adjust the value of an at-the-money option. (This is analogous to the effect of varying the volatility in the Black-Scholes model.) Also as in the (constant volatility) Black-Scholes model, although the at-themoney option value can be adjusted by changing the model parameters, it turns out that, once the at the money option value is frozen, little can be done in the present implementation of the model to fit to different shapes of curves of option price versus strike, as will be commented on in more detail below.
Consider now an investor that buys an option to buy protection on a tranche, and simultaneously sells an option to sell protection on the same tranche, both at the same strike price w. This is equivalent to buying an FCDO to buy protection at a premium of w. Using this result, and (22) for the mark-to-market value of the FCDO purchased at w, then gives the put-call parity relation
for options on CDO's. An option for which the strike price w is equal to the FCDO premium w(k, T * , T ) is called an at-the-money option, and its value is called V AT M (k, T * , T ), which is the same for both the put and the call option. So long as the strike price is not too far from the at-the-money strike, a useful approximation is to assume that the option value varies linearly with its strike price w. Under this assumption the option values can be approximated by
In the second (and fourth) of these equations, s> (and s< ) indicates a sum over those values of s for which w(k, s, T
* , T ) > w (and w(k, s, T * , T ) < w).
The quantities T ef f call (k, T * , T ) and T ef f put (k, T * , T ) are the risky durations for the premium payments associated with the call and put options, respectively, and are evaluated taking account of the fact that the option must be exercised for the premiums payments to occur. In agreement with the put-call parity relation
Equations (27) are useful because they parameterize the curves of put and call values versus strike price in terms of the three option parameters V AT M , T
ef f call
and T ef f put , in addition to the FCDO premium, for a given set of values for k, T * and T . Equations (27) are also useful for obtaining a qualitative idea of the variation of an option's value due to a variation of its strike price. Corresponding equations can be found for options on the equity tranche.
FCDO and Option Examples
In this section, a fairly detailed discussion, together with illustrative results, is given of a procedure that can find and calibrate to sets of arbitrage-free spreads for FCDO's. Also, a brief presentation of similar results for options on CDO's is given.
If a liquid market for FCDO's existed, market prices for FCDO spreads would be established on a given day, and one could then attempt to calibrate the Markov model to these existing market prices. As noted in the introduction, there is no market for FCDO's with any liquidity. Thus, the current role for any model of FCDO's is to ascertain an allowable (i.e. consistent with existing CDO prices) range for FCDO prices. It is then up to negotiations between buyer and seller to agree on a price within the allowable range. The object of this exercise is to demonstrate that there is a significant range of arbitrage-free prices available to buyers and sellers. In addition to showing how to find an arbitrage-free price range for a given FCDO, the first examples of this section show how to find arbitrage-free sets of prices for a number of FCDO's, and how to calibrate the model to them. The arbitrage-free ranges of prices demonstrated will not be the maximum possible arbitrage-free ranges, because the model of this paper is not the most general possible model, and because the calibration procedure chosen does not give all possible prices for a given model. These arbitrage-free price ranges may nevertheless be a useful initial guide to buyers and sellers.
A check of whether or not a set of FCDO spreads supplied by the user can be calibrated to by the methods of this article can be carried out by the following procedure:
For the time step from time m to time m + 1 maximize the number 0 subject to: the constraints (12) and (13), and a constraint that imposes (19) for all user-supplied FCDO spreads to be calibrated to at this time step.
Do this for
The fact that the constant 0 is maximized is just a trick to test, using standard linear programming techniques, whether or not the constraint equations can be satisfied. If the constraints can be satisfied for all time steps, then a dynamical risk-neutral measure has been found (characterized by the values of the q(r, m, s)'s that have been determined in this process) that accurately reproduces all of the FCDO spreads calibrated to, as well as all CDO and index prices initially calibrated to as described in Section 2. It is important that the procedure (29) is carried out by starting with m = 0, and proceeding with m = 1, 2, . . . , in order as indicated in the last instruction of (29). Also, FCDO's maturing at time m 0 + 1 (as well as options on tranches maturing at time m 0 + 1 and LSS-LT's maturing at time m 0 + 1 if one wishes to include these) are calibrated to during the time step from m 0 to m 0 + 1 (in terms of constraints on the parameters q (r, m 0 , s) ). This is not the most general calibration procedure that one could imagine (since the spreads of FCDO's maturing at time m 0 + 1 depend on q(r, m, s) for m = 0, 1, . . . , m 0 ), but it is a procedure that is fast and easy to implement, and can calibrate to a substantial range of spreads. In this article, whenever calibration to a set of dynamicssensitive derivatives is said to have been carried out, it will have been carried out by a procedure analogous to that of (29).
To get further into the details consider the problem of finding an arbitragefree set of FCDO contracts on the 3-6% tranche of the iTraxx index to be negotiated on 21 June 2005, with a starting time of 20 June 2008 (i.e. T * = 3 years), and with maturities T = 4, 5, . . . , 10 years, when the existing CDO prices are as given by the markers in Fig. 1 . The first step is to apply the procedure (29) to the case where there are no FCDO spreads to be constrained to. This gives one of many possible dynamical models (characterized by the q(r, m, s)'s that have been determined in this step) that perfectly reproduces the given CDO prices. The dynamical model thus determined is then combined with Eq. 19 to find an arbitrage-free spread for the FCDO contract for k = 2, T * = 3, and T = 4. The value obtained is called w i (k = 2, T * = 3, T = 4). As a check, the procedure (29) can again be applied, but now including the constraint imposed by Eq. 19 that the spread for the FCDO contract for k = 2, T * = 3, and T = 4 is the value just obtained. The check is guaranteed to be successful.
To now find the maximum value of w(k = 2, T * = 3, T = 4) that can be attained with the calibration procedure (29), try calibrating to a trial value of w(k = 2, T * = 3, T = 4) that is larger than the initial value w i (k = 2, T * = 3, T = 4) found in the preceding paragraph. This may (if the trial value is sufficiently small) or may not (if the trial value is too large) work. By successive iterations of this trial and error approach one can find a good approximation to the maximum arbitrage-free value of w(k = 2, T * = 3, T = 4) that can be found by the calibration procedure (29). In a similar way one can find a minimum value of w(k = 2, T * = 3, T = 4). The maximum and minimum values for w(k = 2, T * = 3, T = 4) found by this procedure are 140 and 70 bps/yr, and these points are plotted in Fig. 2 . Note that calibration to the chosen trial values in this example for FCDO's of maturity T = 4 years is carried out during the application of (29) to the time step from m = 3 years to m + 1 = 4 years and involves choosing appropriate values of q(r, m, s) for m = 3. To achieve a relatively simple calibration procedure, no attempt is made to maximize or minimize w(k = 2, T * = 3, T = 4) with respect to the q(r, m, s)'s having m < 3. Thus, there may well be arbitrage-free FCDO spreads for the k = 2, T * = 3, T = 4 contract that are consistent with the model of this article, but are beyond the reach of the calibration procedure employed. The calibration procedure is thus not ideal, but is fast, easy to implement, and gives a very substantial range of spreads (in the example just discussed, from 70 to 140 bps/yr) that can be calibrated to.
Note that if one solves Eq. 19 for w(k, T * , T ), when k has one of the values k = 2, 3, . . . , n T r −1, one finds that w(k, T * , T ) is given as a nonlinear function of the parameters q(r,m,s) defining the risk-neutral measure. Direct maximization or minimization of w(k, T * , T ) with respect to the parameters defining the riskneutral measure is thus a constrained nonlinear optimization problem. The procedure described in the preceding paragraph is a fast and relatively simple way of solving this problem, since it involves only the repeated application of the linear programming procedure (29). For tranche k = 1 only, where contracts are valued in terms of the size of the upfront u f (k = 1, T * , T ) payment, the direct maximization or minimization of u f (k, T * , T ) can be formulated as a linear programming optimization problem.
In a manner similar to that described above, one can find the maximum allowable value for w(k = 2, T * = 3, T = n > 4), given previously determined maximum values for w(k = 2, T * = 3, T = m), m = 4, 5, . . . , n − 1, and do this successively for n = 4, 5, . . . , T Max . These results are plotted as the markers on curve w3c of Fig. 2 . Also similarly, curve w3a can be constructed from a determination of successive minimum values for w(k = 2, T * = 3, T = n), n = 5, 6, . . . , T Max . Finally, the midpoint values between the minimum and maximum spreads at each annual maturity T > 3 were calculated and plotted as the curve w3b. The set of values on curve w3b was checked for consistency by applying the procedure (29) and this check was successful.
Similarly, it can be shown that each of the three curves for start time T * = 5 in Fig. 2 (labelled w5a, w5b, and w5c) gives a set of T * = 5 prices that are consistent with all CDO prices and the 7 FCDO prices indicated on the w3b curve of this figure. Only negotiation in the market can determine which, if any, of these three curves will represent the ultimately agreed to set of market prices. It is clear that there are many possible ways that the procedure (29) could be used to construct an arbitrage-free set of FCDO spreads (always calibrating to those having the smallest maturity first, then next smallest, etc.). It is not easy, however, to think of a systematic way of describing all possible sets of allowable FCDO spreads. Calibration to FCDO prices for other start times, maturities, and tranches can be carried out in the same way. Now suppose that, in addition to a liquid market in CDO's with prices given by the markers in Fig. 1 , there is a liquid market for FCDO's for which the market prices are given by the markers on the FCDO term-structure curves w3b and w5b shown in Fig. 2 , but that there is no well-established market for options. In this case, the model is first calibrated so that it precisely reproduces the CDO and FCDO prices just mentioned. Then the model can be used to calculate potential option prices that are consistent with the established CDO Figure 2: The curves labelled w3a, w3b and w3c represent three different plots of FCDO spread (for the 3-6% tranche) versus maturity for contracts with start time T * = 3 years. Each of these curves is consistent with all CDO prices indicated by the markers in Fig. 1 . The curves labelled w5a, w5b and w5c are similar except that they correspond to start time T * = 5 years, and are consistent not only with the CDO prices, but with all FCDO spreads indicated by the markers on curve w3b. Note that all of the T * = 5 curves have been shifted downwards by 100 bps relative to the scale on the spread axis (so that the spread at maturity 10 years for the curve w5b is approximately 530 bps).
and FCDO spreads. The establishment of allowable option prices is essentially the same as the establishment of allowable FCDO spreads, except that now, for options on tranche k with exercise date T * and maturity T , the spreads w(k, s, T * , T ) are calibrated to (rather than the spreads w(k, T * , T ) for the FCDO case). Since s here can take the values s = 1, 2, . . . , n T r , there are in principle several different parameters to be fixed in order to determine a single option price. In the examples treated here, only the spread for s = 1 has a significant impact on the option price and the calibration can be restricted to fixing this spread.
As an example, consider options on the 3-6% tranche with exercise date T * = 5 years and maturity T = 10 years. An implementation of the above valuation equations allows one to show that all at-the-money values lying between 505 bps and 650 bps are consistent with the complete set of CDO and FCDO prices just mentioned. Fig. 3 shows the curves of option values obtained by calibrating the at-the-money option values to the three different possibilities 505, 580 and 650 bps. Note that, for each of these three sets of curves, the curves for the put and call option values cross at the same strike price of 540 bps, which is the FCDO premium for the 3-6% tranche for T * = 5 years and T = 10 years from curve w5b of Fig. 2 , in agreement with the put-call parity relation of (26). Note also Figure 3: The figure shows three different sets (labelled by a, b, and c, corresponding to at-the-money values of 650 bps, 580 bps, and 505 bps, respectively) of call and put option values for the 3-6% tranche with an exercise date of T * = 5 years and maturity T = 10 years. Call option curves have negative slope, whereas put option curves have positive slope. Each set consisting of one put option curve and one call option curve represents a possible choice for put and call option prices that are consistent with both the CDO prices indicated in Figs. 1 and the FCDO prices indicated by curves w3b and w5b in Fig.2. that the linear approximation of equations (27) is in good agreement with the results shown in the figure for a relatively large range of strike prices. If the option prices are specified in terms of the linear approximation, the limits of validity must also be specified, particularly as the linear approximation is not always valid over as wide a range as is the case here. Again, as in the case of FCDO valuation, it is the job of the buyers and sellers in the market to establish which of the choices for option pricing shown in Fig. 3 , if any, could be agreed upon.
Suppose that market prices have been established for the CDO prices of Fig. 1 , the FCDO prices of curves w3b and w5b of Fig. 2 , and the at-the-money option value for curve b of Fig. 3 . Then the Markov model can be calibrated so as to reproduce these prices, and the result can be used to produce term structure curves (plots of price versus maturity) for FCDO spreads and at-themoney option values for different start times T * . Examples are given in Figs. 4 and 5.
In closing this section, it should be noted that, as just described, although the dynamical model can be tuned to produce a range of at-the-money option values, the shapes of the curves of option price versus strike can not so easily be changed. This has to do with the coarseness of the loss grid that has been adopted for this calculation. This coarse grid greatly simplifies the problem of calibrating Figure 5 : A possible set of term-structure curves for at-the-money option prices for exercise date T * = 5 years, and for the tranches indicated in the legend. These option values have been obtained from a model that was calibrated to the prices of the CDO's shown in Fig. 1 , to the prices of the FCDO's of curves w3b and w5b in Fig. 2 , and to the at-the-money option value for curves b in Fig. 3 , and hence are consistent with these prices. the model to produce specified at-the-money option values for different option contracts (having different exercise dates and maturities). On the other hand, the coarseness of the loss grid takes away the ability to significantly adjust the shape of the curve of option value versus strike spread. This is somewhat similar to the constant volatility Black-Scholes option model in which the shape of the curve of option price versus strike is fixed by the constant value of the volatility. The solution to the problem in the present case would be to introduce a finer loss grid. Although this presents no difficulty in principle, the problem of calibrating to both the at-the-money option value and the shape of the curve of option price versus strike, for a number of different option contracts, is a formidable nonlinear optimization problem quite different from the fast and straight-forward linear programming optimization procedure described by Eq. 29 and employed throughout this article.
In the following section, where LSS-LT's are discussed, a finer loss grid will be introduced. In the case of LSS-LT's this poses no difficulty because calibration can be carried out by a linear-programming optimization procedure.
LSS-LT Example
Leveraged super-senior tranches with loss triggers (LSS-LT's) have an "exotic" option payout, and are considered to be challenging instruments to value. LSS-LT's are discussed, for example, in Arnsdorf and Halperin (2007) , Brigo et al. (2006) , Hull and White (2006) , and Sidenius et al. (2005) . Rather than valuing these derivatives by Monte Carlo methods (as in Sidenius et al. (2005) ), or by backward recursion (as in Arnsdorf and Halperin (2007) and Hull and White (2006) ), this article develops an analytic approach to valuation. Also, the finding of arbitrage-free ranges of values for LSS-LT's, and the simultaneous calibration of the model to the spreads of a number of LSS-LT's, are demonstrated.
Senior tranches have a low risk of being hit by defaults, and hence pay a relatively low spread to an investor. Because an investor in such a tranche will effectively be expected to post a collateral equal to the tranche notional, the return on the invested capital will also be relatively low. In a leveraged super-senior contract, the investor is liable for a smaller posted collateral, equal to a certain fraction U < 1 of the tranche notional. Because the protection buyer is now not protected against default losses that exceed the fraction U of the tranche notional, a loss trigger (LT) is introduced. The first time t that the total basket losses exceed a pre-specified trigger level K(t), the contract is wound up and settled on a mark-to-market basis; i.e the investor pays the protection buyer an amount, for an initial tranche notional of unity, equal to where V M2M (t) is the mark-to-market value of the fully collateralized CDO at time t (which is a random variable with a value conditional on the state of the basket at time t).
In the valuation procedure and in the concrete examples described below, the super-senior tranche is taken to be the 12%-22% tranche, and the trigger level K(m) is taken to be a deterministic non-decreasing function of the discrete time variable m such that K(m) is the trigger level for transitions that take place from time step m − 1 to time step m. A procedure will now be described that yields, in terms of the transition probabilities Q (s, m, r, n) The discounted expected values of these payoffs can be evaluated in terms of the transition probabilities Q(s, m + 1, r, m) and the loss probabilities p(r, m), and summed over all time steps to give the time t = 0 value of the LSS-LT to the protection buyer at a given spread w LSS−LT . The fair spread of the LSS-LT, i.e. the value of w LSS−LT at which the value of the LSS-LT contract to the protection buyer (or seller) is zero, can now also be found. The model of this article is a discrete-loss model, and, in previous examples, the discrete losses allowed to the initial basket notional were taken to be [0 0.03 0.06 0.09 0.12 0.22 1-R]. This set of losses is the smallest set that allows perfect calibration to the CDO prices on the market (as given in Fig. 1) , and leads to a particularly simple and efficient computational approach. In valuing LSS-LT's, all loss trigger levels between two neighboring discrete losses (e.g. between 0.03 and 0.06) are equivalent. Thus, to obtain a somewhat finer discrimination between different loss trigger levels, a discrete-loss model with the n T r + 1 allowed losses k , k = 1, . . . , n T r + 1 of [0 0.015 0.03 0.045 0.06 0.075 0.09 0.105 0.12 0.17 0.22 1-R], where now n T r = 11, will be considered in this section. Calibration of such a model to market prices of CDO's can be carried out, for example, as in Walker (2006) . Thus, as in section 2, a set of loss probabilities p(k, m) can be obtained to form the starting point for the work beginning in section 3. The calculations of section 3 which lead to the conditional transition probabilities Q (s, m, r, n) are unchanged except for the change in the value of n T r .
As a first example consider an LSS-LT on the 12-22% tranche with a constant loss trigger level of K = 6.75% and a posted collateral of U = 10% of the tranche notional. (This loss trigger level is associated with the mid-point of the k=5 = 6% to k=7 = 7.5% loss interval.) The model is calibrated by first finding values of Q(s, m + 1, r, m) for m = 2 which give a fair spread of the LSS-LT contract of maturity 3 years which is close to the maximum possible value allowed by the model as implemented here. This gives a point at maturity = 3 years on the upper term-structure curve of Fig. 6 . Repeating this procedure for maturities 4,...,10 years gives the full upper curve. The spreads on this curve are consistent with each other, and with all CDO spreads shown on the term-structure curves of Fig. 1 . A similar procedure, except that the fair spread is minimized, gives the lower curve of Fig. 6 . In the absence of market prices on derivatives requiring a dynamic model, such as FCDO's, options on FCDO's, and LS-FCDO's, either of the two curves of Fig. 6 (and, presumably, many curves in between these two) represents an acceptable set of LSS-LT fair spreads, and can be calibrated to. If a well-developed market for FCDO's, options on FCDO's and LS-FCDO's, exists, then the model should (and can be, as described above) calibrated to the available market prices. This will reduce the difference in the upper and lower term-structure curves for LSS-LT's allowed by the model.
As a second example, the risk-neutral measure which was calibrated so as to produce the upper curve of Fig. 6 was used to produce the plot of fair LSS-LT spreads shown in Fig. 7 . Loss trigger levels that are constant in time were assumed. Notice that, for a given value of the posted collateral U , as the loss trigger level K becomes very small, the fair LSS-LT spread tends towards the corresponding CDO spread of 12.5 bps. The reason for this is that, if the loss trigger level is sufficiently small the basket losses incurred up to the trigger activation time are very likely not to hit the super-senior tranche, and the fact that the posted collateral is less than the full tranche notional is unlikely to make a difference. Furthermore, if for some given loss trigger level the posted collateral becomes very small, then the fair spread becomes correspondingly small, and will tend to zero when the posted collateral tends to zero. Finally, it is of interest to note that, based on general considerations, Gregory (2008) has argued that at large values of K, the LSS-LT spread should vary linearly with the value of U . This prediction is verified with impressive (4-figure) accuracy for the largest value of K (K = 11.25) in Fig. 7. 
Conclusions
This paper has described a dynamic discrete-time multi-step Markov loss model that can be simultaneously calibrated to a wide range of portfolio credit deriva-tives, including CDO's, and dynamics-sensitive derivatives such as forwardstarting CDO tranches (FCDO's), options on CDO tranches, and leveraged super-senior tranches with loss triggers (LSS-LT's), etc. Analytic formulae for the valuation of all of the above-mentioned derivatives have been developed, and calibration is efficiently carried out by a linear programming procedure. Furthermore, in the absence of a liquid market (which is the case at present) for dynamics sensitive tranche derivatives such as FCDO's the model can provide a range of FCDO prices that are consistent with existing CDO market prices: this provides a starting point for price negotiations between a buyer and a seller of the FCDO. A number of examples show that, even when the model is calibrated to a complete market of CDO tranches (see the discussion in the second-last paragraph of section 2), there is still a wide range of arbitrage-free prices that dynamics-sensitive derivatives can be calibrated to. This appendix presents an analytic proof of the conjecture of section 3 for the special case of a 3-state multi-step Markov model, i.e. for n T r + 1 = 3. The results show in detail that a sufficient condition for a multi-step Markov model consistent with a given loss distribution F (k, m) to exist, is that the loss distribution satisfies the general constraints (7), or equivalently, that the loss probabilities p(k, m) satisfy (11).
It is necessary to investigate whether or not the linear programming problem posed by (12) and (13) has a solution for the special case of n T r + 1 = 3 where the probabilities p(k, m) satisfy (11).
In what follows, the time step from time m to time m + 1 will be considered. Also, to begin with, the case p(1, m) > 0 and p(2, m) > 0 is considered. For n T r +1 = 3, the result (12), together with the first line of (13) The validity of the inequalities on the right hand sides of these two results follows from the general constraints on the quantities p(k, m) noted in (11). In summary, for n T r + 1 = 3, there is at least one multi-step Markov model consistent with a given set of probabilities p(k, m) and p(k, m + 1), k = 1, . . . , n T r +1 which satisfy all of the inequality constraints of (11), but with p(1, m) > 0 and p(2, m) > 0. Furthermore, if all of the inequality constraints of (11) are replaced by strict inequalities there is an N free -dimensional spectrum of Markov models. (For n T r +1 = 3, N free = 1 2 (n T r +1)(n T r +2)−2n T r −1 = 1.) Markov models are also easily found for cases other than p(1, m) > 0 and p(2, m) > 0. For example, for p(1, m) = p(2, m) = 0 (and hence p(3, m) = 1), only the transition probability q(3, m, 3) = 1 is relevant (there being no transitions out of states 1 and 2). There is thus a unique Markov model in this case, so the spectrum of allowed Markov models has zero dimensions. In general, if the parameters p(k, m) and p(k, m + 1) are such that some of the inequality relations of (11) are equalities, a spectrum of Markov models still exists, but this spectrum may have dimension less than N free .
Another possible route to making progress in proving the conjecture, is to appeal to Farkas' Lemma (thanks to the referee for this suggestion). Farkas' Lemma states that either Ax = b, x ≥ 0,
has a solution, or yA ≤ 0, yb > 0,
has a solution, but not both. In (34), x (to be solved for) and b (given) are column vectors, and A is a 2-dimensional array (given). In (35), y (to be solved for) is a row vector. The conjecture can be proved if the linear programming problem posed by (12) and (13) is found to have a non-empty feasible region, and the dependence of the dimension of the feasible region on the values of the probabilities can be determined. The linear programming problem posed by (12) and (13) can be formulated as in (34), where x and b are the column vectors whose transposes are 
If it can be shown that there is no solution of (37), then at least the existence part of the conjecture will have been proved.
