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Abstract
An ordered partition Π of the vertex-set resolves a (not necessarily connected) graph G if the representations of all vertices are
distinct. The minimum k such that there is a resolving k-partition Π of G is called the partition dimension of G, and denoted by
pd(G) or pdd(G) for a connected or a disconnected G, respectively. In this paper, we determine the partition dimension of some
homogenous disconnected graphs, namely a disjoint union of stars, double stars and some cycles.
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1. Introduction
The concept of the partition dimension for a connected graph was ﬁrstly introduced by Chartrand et al. [4]. Haryeni
and Baskoro[11] extended such a concept so that it can be also applied for disconnected graphs, as follows. LetG(V, E)
be any (not necessarily connected) graph. Let Π = {S 1, S 2, . . . , S k} be an ordered k-partition of V(G). If all distances
d(v, S i) are ﬁnite for all vertices v ∈ V, then deﬁne the representation of vertex v with respect to Π is the k−tuple
(d(v, S 1), d(v, S 2), · · · , d(v, S k)), and denoted by r(v|Π). The k-partition Π is a resolving partition if all vertices have
distinct representations. The smallest integer k (if it is ﬁnite) such that G has a resolving k-partition is called the
partition dimension of G and denoted by pd(G) or pdd(G) for connected or disconnected G, respectively. If there is
no integer k such that G has a k−resolving partition, then we deﬁne that pdd(G) = ∞.
Chartrand et al. [4] determined the partition dimension of a double star graph T (r, s) of order n ≥ 6. Chartrand et
al. [5] also characterized the graphs of order n ≥ 2 with partition dimension 2, n or n − 1. Furthermore, Tomescu[13]
characterized all the graphs of order n ≥ 9 with partition dimension n− 2. Other studies regarding partition dimension
of graphs are on circulant graphs[9], complete multipartite graphs, windmills, and caterpillars [7], some wheel-related
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graphs[12,14], Cayley digraphs[8], graphs from corona product [1,2,16] and Cartesian product graphs[15]. However all
these results are for connected graphs.
In this paper, we continue studying the partition dimension for disconnected graphs. We determine the partition
dimension for some homogenous disconnected graphs, namely a disjoint union of stars
⋃m
i=1 K1,ni , a disjoint union of
double stars mT (r, s) and a disjoint union of cycles.
2. Main Results
In the following lemma, Chartrand et al. [5] proved that if two vertices in G have the same distance to the other
vertices, then these vertices belong to distinct partition Π of V(G).
Lemma 1. [5] Let Π be a resolving partition of V(G) and u, v ∈ V(G). If d(u,w) = d(v,w) for all w ∈ V(G) − {u, v},
then u and v belong to distinct elements of Π.
Recently in the case of disconnected graphs G, Haryeni and Baskoro[11] gave the upper and lower bounds of the
partition dimension of G, if it is ﬁnite, as follows.
Theorem 2. [11] Let G =
⋃m
i=1 Gi. If pdd(G) < ∞, then max{pd(Gi) : 1 ≤ i ≤ m} ≤ pdd(G) ≤ min{|V(Gi)| : 1 ≤ i ≤
m}.
Furthermore, for a partition Π = {S 1, S 2, . . . , S k = S 0} of V(G) and t ∈ N, Haryeni and Baskoro[11] deﬁned a vertex
v as a t−distance vertex if d(v, S j) = t for all S j ∈ Π not containing v. In the following theorem, we give the partition
dimension of a disjoint union of m copies of stars.
Theorem 3. Let K1,ni be a star with ni pendant vertices and G =
⋃m
i=1 K1,ni where 3 ≤ n1 ≤ n2 ≤ · · · ≤ nm. Then
pdd(G) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
n, n1 = nm = n and m ≤ n;
n + 1, (n1 = nm = n and m = n + 1); or (n1 = n, nm = n + 1 and m ≤ n + 1);
∞, otherwise.
Proof. Let G =
⋃m
i=1 K1,ni where 3 ≤ n1 ≤ n2 ≤ · · · ≤ nm. The vertex-set and edge-set of G are V(G) = {vi|1 ≤ i ≤
m} ∪ {vi, j|1 ≤ i ≤ m, 1 ≤ j ≤ ni} and E(G) = {vivi, j|1 ≤ i ≤ m, 1 ≤ j ≤ ni}, respectively.
(i) If n1 = nm = n, then G = mK1,n. For m ≤ n we will prove that pdd(G) = n. Since pd(K1,n) = n, then we have
pdd(G) ≥ n by Theorem 2. To prove that pdd(G) ≤ n, deﬁne a partition Π1 = {S 1, S 2, . . . , S n} of V(G) where
S j = {v j} ∪ {vi, j|1 ≤ i ≤ m}. Then, all vertices vi are 1-distance vertices. Now, let x and y be any two vertices
of G and both are in S t for some t. Then, at most one of {x, y} is vt. If x = vt and y = vk,t for some k, then
d(x, S a) = 1 < d(y, S a) for a  k. Therefore, r(x|Π)  r(y|Π). If x = vi,t and y = vk,t for some i, k, then
d(x, S i) = 1 < d(y, S i) or d(y, S k) = 1 < d(x, S k). Therefore, r(x|Π)  r(y|Π). Thus, Π1 is a resolving partition
of G = mK1,n, if m ≤ n.
(ii) If G = mK1,n where m = n + 1 and since all vi must be 1-distance vertices, then pdd(G) ≥ n + 1. To prove
pdd(G) ≤ n + 1, let Π2 = {S 1, S 2, . . . , S n+1} be a partition of V(G) where S j is a (n + 1)-set consisting of one
vertex from each component such that all vi are in different partition classes. Now, consider any two vertices x
and y in the same partition class S t. If x = vi for some i, then y = vk, j for some k, j and d(x, S a) = 1 < d(y, S a)
for a  t. Thus, r(x|Π2)  r(y|Π2). Now, if x = vi, j and y = vk,l, then d(x, S a) = 1 < d(y, S a) for S a ⊇ {vi}. Thus,
r(x|Π2)  r(y|Π2). This follows that Π2 is a resolving partition of G = (n + 1)K1,n.
Now, if n1 = n, nm = n + 1 and m ≤ n + 1, then it is clear that pdd(G) ≥ n + 1. To show that pdd(G) ≤ n + 1,
let Π3 = {S 1, S 2, . . . , S n+1} be a partition of V(G) such that all vertices in each component K1,n are in different
classes, all pendant vertices in each component K1,n+1 are in different classes and all center vertices are in
different classes. It is easy to verify that all representations of vertices are different under Π3. Therefore, Π3 is
a resolving partition of G.
(iii) Let n1 = nm = n and m ≥ n + 2. By Theorem 2, if pdd(G) < ∞, then pdd(G) ≤ n + 1. Since all vertices vi are
1-distance vertices then they must be in different classes. Therefore, if m ≥ n + 2 then there are two vertices
vi in the same class, a contradiction. Therefore, pdd(G) = ∞. Now let n1 = n, nm ≥ n + 2. By Theorem 2, if
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pdd(G) < ∞ then pdd(G) ≥ pd(K1,nm ) ≥ n + 2. However, this is impossible since G contains a component of
n + 1 vertices. Therefore, pdd(G) = ∞.
Let T (r, s) be a double star graph with the vertex-set V(T (r, s)) = {u, v, ui, v j|1 ≤ i ≤ r, 1 ≤ j ≤ s} and the edge-set
E(T (r, s)) = {uui|1 ≤ i ≤ r} ∪ {uv} ∪ {vv j|1 ≤ j ≤ s}. Chartrand et al. [5] proved that pd(T (r, s)) = max{r, s}.We give a
sufﬁcient and necessary condition for a graph G = mT (r, s) where r ≥ s, such that pdd(G) = r.
Theorem 4. For r ≥ s, pdd(mT (r, s)) = r if and only if (r = 3, s = 1, 2 and 1 ≤ m ≤ 2) or (r ≥ 4, s ≤ r − 1 and
1 ≤ m ≤ r) or (r = s ≥ 3 and 1 ≤ m ≤  r2 	).
Proof. Let G = mT (r, s) where r ≥ s. Let V(G) = {ui, vi, ui, j, vi,k |1 ≤ i ≤ m, 1 ≤ j ≤ r, 1 ≤ k ≤ s}, where ui and vi are
two non pendant vertices with deg(ui) = r + 1 and deg(vi) = s + 1 for all i ∈ [1,m]. Since pd(T (r, s)) = r, then by
Theorem 2 pdd(mT (r, s)) ≥ r. Next, in the following three cases, we will prove that pdd(mT (r, s)) ≤ r.
Case 1. r = 3 and 1 ≤ m ≤ 2.
Subcase 1.1 If s = 1, then let Π1 = {S 1, S 2, S 3} be a partition of G where S j = {u j, v j} ∪ {ui, j|1 ≤ i ≤ m} for j = 1, 2
and the remaining vertices are in S 3. It is routine to verify that any two different vertices x, y of G have distinct
representations with respect to Π1. Thus, Π1 is a resolving partition of G.
Subcase 1.2 If s = 2, then let Π2 = {S 1, S 2, S 3} be a partition of G where S j = {u j, v j} ∪ {ui, j|1 ≤ i ≤ m} ∪ {v j,1} for
i = 1, 2 and the remaining vertices are in S 3. We can also check easily that any two distinct vertices x, y of G
have different representations under Π2. This follows that Π2 is a resolving partition of G.
Case 2. r ≥ 4, s ≤ r − 1 and 1 ≤ m ≤ r.
Subcase 2.1 If s = 1, then deﬁne Π3 = {S 1, S 2, . . . , S r} as a partition of G induced by the function f1 : V(G) →
{1, 2, · · · , r} as follows:
f1(ui) = i; f1(vi) = i + 1 mod r, for any i ∈ [1,m];
f1(u j,i) = i; f1(v j,1) = j + 2 mod r, for any i ∈ [1, r], j ∈ [1,m].
Let x, y be any two distinct vertices of G in S a for some a ∈ [1, r]. If x = ua and y ∈ {ui,a, v j, vk,1} for some i, j, k,
then there is t  a such that d(x, S t) = 1  d(y, S t). Thus, r(x|Π3)  r(y|Π3). If x = ui,a and y ∈ {u j,a, vk, vl,1}
for some j, k, l, then there is t such that d(x, S t) = 2  d(y, S t). Thus, r(x|Π3)  r(y|Π3). If x = vi and y = v j,1
for some i, j, then d(x, S i+1 mod r) = 1  d(y, S i+1 mod r). Thus, r(x|Π3)  r(y|Π3). Therefore, Π3 is a resolving
partition of G = mT (r, 1).
Subcase 2.2 If s = 2, then let Π4 = {S 1, S 2, . . . , S r} be the partition of G induced by the function f2 : V(G) →
{1, 2, · · · , r} as follows:
f2(ui) = f2(vi) = i, for any i ∈ [1,m];
f2(u j,i) = i, for any i ∈ [1, r], j ∈ [1,m];
f2(v j,i) = j + i mod r, for any i ∈ [1, 2], j ∈ [1,m].
Now we consider any two distinct vertices x, y of G where x, y ∈ S a for some a ∈ [1, r]. If x = ua, then
there is i  a such that d(x, S i) = 1 < d(y, S i). Therefore r(x|Π4)  r(y|Π4). If x = ui,a for some i and y ∈
{u j,a, va, v j,1, vk,2} for some j, k, then there is t ∈ [1, r] such that d(x, S t)  d(y, S t). Therefore r(x|Π4)  r(y|Π4).
If x = vi,1 for some i and y ∈ {v j,2, va} for some j, then there is t ∈ { j, a − 1, a + 1} such that d(x, S t)  d(y, S t).
Therefore r(x|Π4)  r(y|Π4). Similarly, it is for x = vi,2 for some i. This implies that Π4 is a resolving partition
of G = mT (r, 2).
Subcase 2.3 If s ≥ 3, then let Π5 = {S 1, S 2, . . . , S r} be the partition of G induced by the function f3 : V(G) →
{1, 2, · · · , r} as follows:
f3(ui) = f3(vi) = i, for any i ∈ [1,m];
f3(u j,i) = i, for any i ∈ [1, r], j ∈ [1,m];
f3(v j,i) = ( j + i − 1) mod r, for any i ∈ [1, s], j ∈ [1,m].
By using a similar way as in Subcase 2.2, we can conclude thatΠ5 is a resolving partition ofG = mT (r, s), r ≥ 4
and 3 ≤ s ≤ r − 1.
76   Debi Oktia Haryeni and Edy Tri Baskoro /  Procedia Computer Science  74 ( 2015 )  73 – 78 
Case 3. If r = s ≥ 3 and 1 ≤ m ≤  r2 	, then deﬁne Π6 = {S 1, S 2, . . . , S r} as a partition of G induced by the function
f4 : V(G)→ {1, 2, · · · , r} as follows:
f4(u j,i) = f4(vk,i) = i, for any j, k ∈ [1,m], i ∈ [1, r];
f4(ui) = 2i − 1; f4(vi) = 2i, for any i ∈ [1,m].
Now we consider any two vertices x, y ∈ S a for some a ∈ [1, r]. If x = ui or x = v j, then d(x, S t) = 1  d(y, S t)
for some t  {2i − 1, 2 j}. Thus, r(x|Π6)  r(y|Π6). If x = ui, j and y = vk, j for some i, k, then d(x, S 2i−1) = 1 <
d(y, S 2i−1) or d(y, S 2k) = 1 < d(x, S 2k). Thus, r(x|Π6)  r(y|Π6). Therefore, Π6 is a resolving partition of G.
To prove conversely, let G = mT (r, s) where r ≥ s and pdd(G) = r.We only need to consider for r ≥ 3, since for
r = 2, then G  Pn so that pdd(G) > 2. If r = 3 and s = 1, 2 then we can immediately have that 1 ≤ m ≤ 2, since for
any resolving 3-partition of G, the representations of two pendant vertices ui,a, ui,b and either vi or vi,c for some a, b, c
are one of the set {(0, 1, 2), (0, 2, 1), (1, 0, 2), (2, 0, 1), (1, 2, 0), (2, 1, 0)}. If r ≥ 4 and s ≤ r − 1, since ui is 1-distance
vertex for all i ∈ [1,m], then 1 ≤ m ≤ r. For r = s ≥ 3, since all vertices ui and v j are 1−distance vertices for any
i, j ∈ [1,m], then 1 ≤ m ≤  r2 	.
In the following theorems, we give the partition dimension of a disjoint union of some cycles.
Theorem 5. Let C4 be a cycle graph of order 4. Then pdd(mC4) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
3, m = 1;
4, 2 ≤ m ≤ 3;
∞, otherwise.
Proof. Let G = mC4. If m = 1, then pdd(G) = pd(C4) = 3. Since for any resolving 3-partition of C4 there are always
two 1−distance vertices, then pdd(G) ≥ 4 if m ≥ 2. For 2 ≤ m ≤ 3, let Π = {S 1, S 2, S 3, S 4} be a partition of G where
S j is a 4-partition consisting of one vertex from each component and any vertex in the same partition is adjacent to at
least one distinct partition, as in Fig. 1. Since every two vertices x, y ∈ V(G) have distinct representations under Π,
Fig. 1. Partition and representation of 3C4
then Π is a resolving partition of graph G = mC4 where 2 ≤ m ≤ 3. By Theorem 1, since pdd(G) ≤ 4 and any vertex
must be adjacent to two other partition classes, then pdd(G) = ∞ for all m ≥ 4.
Theorem 6. Let C5 be a cycle of order 5. Then pdd(mC5) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
3, 1 ≤ m ≤ 2;
4, m = 3;
5, 4 ≤ m ≤ 6;
∞, otherwise.
Proof. Let G = mC5 with the vertex-set V(G) = {vi, j|1 ≤ i ≤ m, 1 ≤ j ≤ 5}. Since pd(Cn) = 3, then by Theorem 2 we
have pdd(G) ≥ 3.
(i) If 1 ≤ m ≤ 2, then we will prove that pdd(G) ≤ 3. Let Π1 = {S 1, S 2, S 3} be a partition of G where S 1 =
{v1,1, v2,1, v2,2}, S 2 = {v1,2, v2,3, v2,4} and S 3 = {v1,3, v1,4, v1,5, v2,5}. We can check easily that any two vertices
x, y of G in S t for some t ∈ [1, 3] have distinct representations with respect to Π1. Therefore Π1 is a resolving
partition of G = mC5 where 1 ≤ m ≤ 2.
(ii) Since diam(C5) = 2, then for any resolving 3-partition of C5 there are 12 distinct possibilities of representations
under such partition. Thus, for m ≥ 3 we have pdd(G) ≥ 4. If m = 3, then to prove that pdd(G) ≤ 4,
deﬁne a partition Π2 = {S 1, S 2, S 3, S 4} of V(G) where S 1 = {v1,1, v2,1, v3,1}, S 2 = {v1,2, v2,2, v3,3, v3,4}, S 3 =
{v1,3, v2,4, v2,5, v3,2} and S 4 = {v1,4, v1,5, v2,3, v3,5}. It is also routine to verify that any two vertices x, y of G where
x, y ∈ S t for some t have distinct representation with respect to Π2. Thus, Π2 is a resolving partition ofG = 3C5.
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(iii) For m = 4, we suppose for the contrary that there is a resolving 4-partition of G = 4C5, namely Π3 =
{S 1, S 2, S 3, S 4}. Then for each component of G, there is S j consisting of two vertices for some j ∈ [1, 4].
A vertex v has a maximum representation if sum of d(v, S i) is maximum for all i. Since diam(C5) = 2, therefore
the maximum representation is 5. We can check easily if there is a component so that two vertices x, y ∈ S t
are not adjacent, then such a component has one vertex with maximum representation. If not, then x and y
have maximum representation. Since the number of representation of a maximum or a non-maximum is 12,
then for m = 4 every two vertices x, y ∈ S t must be adjacent. Without loss of generality we can assume that
S j ⊇ {v j,1, v j,2} ∪ {v1, j+1| j ≥ 2}. Since v1,5 ∈ S 4 is adjacent to both v1,1 ∈ S 1 and v1,4 ∈ S 3, then v2,4  S 4.
Assume that v2,3 ∈ S 4. Since v1,3 ∈ S 2 is adjacent to both v1,2 ∈ S 1 and v1,4 ∈ S 3, then v4,4  S 2. Assume that
v4,3 ∈ S 2. Next, we consider for two cases.
• If v2,4 ∈ S 1, then v2,5 ∈ S 3. This implies v4,4 ∈ S 1 and v4,5 ∈ S 3. Thus v3,4  S 2 and v3,4  S 4. Therefore
v3,4 ∈ S 1. But r(x|Π3) = r(v1,5|Π3) = (1, 2, 1, 0) for some x ∈ {v3,3, v3,5}. Contradiction that Π3 is a
resolving partition.
• If v2,4 ∈ S 3, then v2,5 ∈ S 1. This implies v4,4 ∈ S 3 and v4,5 ∈ S 1. Thus, S 2  {v3,3, v3,5}. Therefore,
v3,4 ∈ S 2. But r(y|Π3) = r(v2,3|Π) = (2, 1, 1, 0) for some y ∈ {v3,3, v3,5}, a contradiction.
Therefore, pdd(G) ≥ 5 for m ≥ 4. If 4 ≤ m ≤ 6, then we deﬁne a 5-partition Π4 = {S 1, S 2, . . . , S 5} induced by
the function f : V(G)→ {1, 2, · · · , 5} where any two vertices x, y ∈ S t for some t ∈ [1, 5] are adjacent to at least
one distinct other partition, as in Fig. 2.
Fig. 2. The 5-Partition of 6C5.
Since for any two vertices x, y ∈ S t we have d(x, S a) = 1  d(y, S a) for some a  t, then r(x|Π4)  r(y|Π4). Therefore,
we can conclude that Π4 is a resolving partition of G = mC5 where 4 ≤ m ≤ 6. Since pdd(G) ≤ 5 and every vertex
must be adjacent to two other different partition classes, and there are at most 6 combinations of two different classes,
then pdd(G) = ∞ for all m ≥ 7.
Theorem 7. Let Cni be a cycle of order ni. If m ≤ 3, then pdd(
⋃m
i=1 Cni ) = 3 for all ni ≥ 6.
Proof. For ni ≥ 6, let G = ⋃mi=1 Cni with the vertex-set V(G) = {vi, j|1 ≤ i ≤ m, 1 ≤ j ≤ ni}. Since pd(Cn) = 3
for any n ≥ 3, then pdd(G) ≥ 3. If m ≤ 3, then we will prove that pdd(G) ≤ 3. For i ∈ [1,m] and j ∈ [1, ni], let
Π = {S 1, S 2, S 3} be a partition of G induced by the function f : V(G)→ {1, 2, 3} as follows:
f (ui, j) =
{
(i + j − 1) mod 3 , j ∈ [1, 3];
(i + 1) mod 3 , otherwise.
Now we consider any two vertices x, y of G in S t for some t ∈ [1, 3]. If x = vi, j and y = vk, j for any i, k ∈ [1,m] and
j ∈ [1, 3], then d(x, S a) = 1 < d(y, S a) for some a  (i+ j−1) mod 3. Thus, r(x|Π)  r(y|Π). If x = vi, j and y = vk,l for
any j ∈ [1, 3] and l ∈ [4, ni], then d(x, S a)  d(y, S a) for some a. Thus, r(x|Π)  r(y|Π). If x = vi, j and y = vi,k for any
j, k ∈ [4, ni], then d(x, S a) < d(y, S a) or d(y, S a) < d(x, S a) for some a  (i + 1) mod 3. Therefore, r(x|Π)  r(y|Π).
This implies that Π is a resolving partition of G.
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Theorem 8. Let Cn be a cycle of order n ≥ 4. If pdd(mCn) < ∞, then m ≤ (n−1)!
2
n−1
2 	
.
Proof. Let G = mCn where n ≥ 4 with the vertex-set V(G) = {vi, j|1 ≤ i ≤ m, 1 ≤ j ≤ n}. By Theorem 2, then
pdd(mCn) ≤ n. Let Π = {S 1, S 2, . . . , S n} be a partition of G. Therefore S j consist of m vertices in distinct components
of G.Without loss of generality we can assume that vi,1 ∈ S 1 for all i ∈ [1,m]. Thus the maximum number m of Cn is
the products of combinations of the remaining other vertices can be partitioned, as follows.
• If n is even, then
m ≤
(
n − 1
2
) (
n − 3
2
) (
n − 5
2
)
· · ·
(
5
2
) (
3
1
)
=
(n − 1)!
2
n
2−1
• If n is odd, then
m ≤
(
n − 1
2
) (
n − 3
2
) (
n − 5
2
)
· · ·
(
4
2
) (
2
2
)
=
(n − 1)!
2
n−1
2
.
This concludes the proof.
Corollary 9. For all n ≥ 4, pdd(Kn ∪ mCn) = n if and only if m ≤ (n−1)!
2
n−1
2 	
.
Proof. Let G = Kn∪mCn where n ≥ 4 and m ≤ (n−1)!
2
n−1
2 	
. The vertex-set of G is V(G) = {v j, ui, j|1 ≤ j ≤ n, 1 ≤ i ≤ m}. By
Theorem 2, pdd(G) ≥ n. To prove that pdd(G) ≤ n, let Π = {S 1, S 2, . . . , S n} be a partition of G where S j consists of
both one vertex of subgraph Kn and m−vertices of subgraph mCn such that any two vertices v,w ∈ V(mCn) in S k for
some k ∈ [1, n] are adjacent to at least one distinct partition of Π. To prove that Π is a resolving partition, we consider
any two vertices x, y ∈ V(G) where x, y ∈ S t for some t ∈ [1, n]. If x = vi and y = u j,k, then d(x, S a) = 1  d(y, S a) for
some S a not containing neighbor Ny of y. If x = ui, j and y = vk,l, then d(x, S a) = 1 < d(y, S a) for some S a  Ny or
d(y, S a) = 1 < d(x, S a) for some S a  Nx. Thus, r(x|Π)  r(y|Π) so that Π is a resolving partition of G.
To prove the conversely, for G = Kn ∪mCn where n ≥ 4, let pdd(G) = n. For any n−resolving partition of G, every
v ∈ V(Kn) is adjacent so that v is 1-distance vertex and every u ∈ V(mCn) is not 1-distance vertices. Therefore by
using Theorems 2 and 8, we can immediately conclude that m ≤ (n−1)!
2
n−1
2 	
.
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