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This paper presents an exposure-based measure of volatility (EBV) of cash-flows that captures both external (macroeconomic factors) and internal risks. We achieve this by calculating a forward-looking value for the standard deviation of EBITDA (Earnings before Interest, Depreciation and Amortization) through a methodology that combines strong economic reasoning and reliable econometric techniques. Subsequently, we use the EBV estimate in two risk management tools: the Cash-flow-atRisk (CFaR) and the Merton option pricing model. We thoroughly show the application of exposurebased CFaR and the modified Merton methodology to a particular company, but we believe that our method provides a reliable tool for calculating the cash flow risk exposure of any company. This study demonstrates the application of exposure-based CFaR and the modified Merton model to a particular company, but the presented method provides a reliable tool for calculating the cash flow risk exposure of any enterprise.
The particular paper extends existing methodologies in corporate risk management by including several additional econometric steps in order to derive a proprietary measure of risk. In particular, we employ a VAR specification in order to determine exogeneity, we use the Dickey-Fuller test to examine the long-term relationship and finally we run an ARCH model in order to account for nonlinearity; furthermore, we follow an ARIMA modelling to allow for linear dependencies of CF on their lagged values and/or a white noise element.
Moreover, in order to estimate the probability distribution of future cash-flows, we run Monte Carlo simulations with two significant additional feature 1 . First, the volatility estimate is intentionally intentionally simulated out of a set of confidence intervals, giving more certainty to its extremity (after all we are seeking excessive downturn potentials). Second, we follow two major ways for calculating the mean value applied in the simulation: a forecasted return based on a model of both company specific and external factors (e.g. an ARMA time-series model) or, alternatively a slightly altered bootstrapping technique that allows superior accuracy in the estimation, as compared to the classical drift measures. Out of these possibilities we focus heavily on the former modelling technique (due to the availability of internal company data), but we argue that both of the above methods results in a robust estimation of CFaR. Another significant contribution of the current paper is the proposed interpretation of Merton's credit risk model for liquidity management. In particular, we modify the seminal structural model of default by Merton (1974) in order to derive, not the distance to default, but rather, the "distance to liquidity deficit/crisis".
The rest of the paper is structured as follows: the next section includes a succinct review of the relevant literature. The third section includes a thorough analysis of the specific steps for the calculation of the exposure-based volatility (EBV) estimate, while the fourth section presents two applications of the metric within the non-financial entity -the cash-flow-at-risk measure and Merton's (1974) model for credit risk. Finally, the last section includes the final remarks and summarizes the current analysis.
Literature review
Cash-flow-at-Risk (CFaR) attempts to estimate what is the most a company's cash-flows can suffer within a given time horizon at a given confidence level and it is considered to be the cash flow equivalent of Value-at-Risk (VaR), which is a widely used risk management tool for financial institutions. Its calculation is similar to VaR 2 with two differences: first, CFaR attempts to estimate the probability distribution of corporate cash-flows (instead of the total value of a firm) and second, its time horizon is considerably longer -three months to a year (whereas VaR is usually calculated in the very short-term -usually 10 days to a month). Although CFaR is becoming increasingly more popular with non-financial, industrial companies, there is exceptionally limited academic research regarding this risk management tool. The first ever developed measure of CFaR is usually credited to Risk Metrics (1999), but Oxelheim and Wihlborg (1987) actually developed methods for decomposing cash-flows and successfully suggested hedges to tackle various risks that arise from macroeconomic factors. Their methodology is based on strong economic reasoning combined with a regression approach to arrive at coefficients for each individual risk factor. A decade later, Risk Metrics (1999) coined the term CFaR and proposed a bottom up methodology for its calculation; they derive the cash flow distributions from random sampling (using a variance-covariance matrix) of certain defining factors (major building blocks), such as production volumes, revenue, costs, and exchange rates. 1 2 Stein et al. (2001) follow a different methodology in order to estimate the CFaR, specifically, they group comparable companies based on various characteristics (size, profitability, riskiness of cashflows, and volatility of stock prices) and thus, they are able to construct a sample of 85 000 observations using only six years of data. Out of this dataset, they calculate a forecast for cash-flows based on a simple autoregressive model and obtain the forecast errors. This top-down approach is more suitable for a cluster of companies and not individual entities and additionally cannot be applied on privately-owned corporations (since it requires stock prices). Andren et al. (2005) 3 propose an exposure-based CFaR measure which extends the Oxelheim and Wihlborg (1987) effort. In particular, they regress the company's cash-flows against certain macroeconomic variables that they are exposed to. Risk factors are further categorized in terms of value-adding and non-value-adding ones with the goodness of fit statistic (R²) being used to estimate the non-value adding macroeconomic variables and 1 -R² as an estimate of the value adding ones. Afterwards, in order to arrive at a risk distribution, they apply either random sampling from the variance-covariance matrix or historical simulation, thus obtaining data on the worst 5% tail event.
According to Andren et al. (2005) both the topdown approach of Stein et al. (2001) and the bottom up methodology proposed by Risk Metrics (1999) have significant limitations; thus, we estimate an exposure-based CFaR. Our methodology -which is described in the following section -includes several econometric steps resulting in a more robust CFaR estimate.
2.
A methodology for estimating exposure based volatility: step-by-step specifications and results
Our methodology includes the following steps: first, we establish a solid econometric model to capture movements in the mean of the explained variable based on both market (macroeconomic) factors and the variable itself; second, we prove exogeneity of each explanatory variable and long-term relationship between the former and the dependent and then establish a strong ARIMA model to allow for the inclusion of company-specific risks; the fourth step includes the creation of an ARCH model to compute a robust estimate of "forward-looking" volatility (the EBV measure). Afterwards, based on EBV, we run a Monte Carlo simulation to calculate CFaR and estimate the probability for potential lack/excess of liquidity using a minor modification of the Merton model. For the purpose of estimation, monthly data of the EBITDA of company PIMK Ltd (a Bulgarian-based international transport and logistics company) has been gathered. Figure 1 (see in Appendix) provides a visual representation of the company's monthly EBITDA and also shows the cumulative historical and one-period ahead standard deviations. It can be observed how volatility tends to peak strongly at times and then immediately recede towards lower levels. Such behavior might make risk analysis especially difficult. Even though the risk measure settles at around a mean of 50-60% (such a high level of risk is to be expected when analyzing monthly data), it would hardly present a reliable measure of volatility for probability forecasting. This is why, as reasoned above, more advanced procedures should be applied.
Choosing the appropriate variables.
A combination of economic and econometric rationale is employed in the process of picking out the most appropriate explanatory variables. PIMK is a freight transportation and forwarding company that began operating in 2006. During 2009-2011 the company's sales increased by over 40% annually, while decreased by 20% in the subsequent years; this performance made PIMK one of the fastest growing European companies in the field and among the biggest 150 companies for 2013 both in terms of revenues and net profit (source: Plimsoll, 2013, industry report). Since it is a relatively young company, with insufficient amount of data to estimate the mid-to-long-term relationship between its operations and the macroeconomy, we are using monthly data for the period January 2011-June 2014. The major risks the company faces can be summarized as follows: ♦ Business risk -the risk, associated with the company's operating earnings. Firstly, this will be measured by the volume of goods, available for transportation, through the examination of the relationship with EU's export, import and net export (data has been compiled from the ECB website). Secondly, the significance of the ability of consumers to actually purchase such goods, estimated through the level of unemployment; thirdly, exposure to the overall economy is examined through: 1) inflation, calculated as both the consumer price index (CPI) and the production price index (PPI), 2) the money supply in the economy, represented by the M3 aggregate (including all of M2 plus money market funds with greater than twentyfour hours maturity and longer-term time deposits), and 3) the overall economic development as provided by quarterly GDP. Since the series tested is monthly, interpolation 4 techniques are implemented to the higher frequency GDP series.
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♦ Price risk -the company is exposed to the risk of changes in oil prices since it uses millions of tons of oil annually for its operations. The major benchmark that is used by the greater part of European fuel providers for setting their prices is the ULSD 10 Platts Fob (Med), which is a combination of the prices of various other oil benchmarks (among others Brent and WTI). In order to estimate the degree of correlation of EBITDA returns and the volatility in oil prices, monthly quotes of both Brent and WTI areused (data was compiled from Energy Information Administration information). An additional cost is tires purchases; their pricing (usually) depends on a combination of the value of rubber, oil, inflation and exchange rates (since the raw materials are quoted in USD). For this reason, we also regress rubber prices against cash-flows, in order to capture the degree to which the latter is dependent on the former (data on rubber prices was obtained from the Singapore Stock Exchange). ♦ Operating risk -the risk associated with the company's fixed and variable costs. Variations in variable costs occur as result of changes in the major materials the company uses in its core business activities and thus, they are already factored into the price risk. All fixed costs, on the other hand, are insignificant since they are constant and thus do not cause volatility. Since an estimated EBITDA is applied, financial costs which can also be deemed as part of the company's invariable expenses -are not included in the calculation, but are taken into consideration in the final value of probable "extreme" loss that is estimated. ♦ Exchange rate risk -the company is not exposed to the risks of floating exchange rates due to the currency board (with Euro) in Bulgaria. About 95% of the major non-EU clients have set payments in euros, as well. Nevertheless, for the sake of diligence only, the EUR/USD exchange rate is also incorporated in the model. ♦ Exposure of the company to certain equity indices (in particular, the US S&P 500, the German DAX, the EU Stoxx 50 and the Stoxx transportation index, the Bulgarian Sofix, and the Turkish XU 100) is also tested, since the company is affected by major economic trends in both Bulgaria and abroad and has very strong business relations with Turkey (respective index data was obtained from Yahoo Finance).
As an initial step to the construction of the metric, unit root tests are run with each variablein order to ensure stationarity. Following that, univariate OLS is conducted to rule out all non-significant factors.
In particular, eighteen macroeconomic and market variables were regressed against the company's EBITDA. Tables 1 and 2 summarize information from the least squares tests and the respective auxiliary regressions. The empirical results suggest that only four variables (WTI, GDP, PPI and S&P 500) are statistically significant and were hence tested for exogeneity using the Granger Causality test (see next section). 
If all above variables are stationary (or properly differenced so as to be made stationary) then the equation can easily be estimated using OLS to obtain the unrestricted residual sum of squares (RSS). After that, restrictions can be introduced and the model is reestimated in order to generate the restricted RSS and test for Granger causality. Additionally, by converting the model into a vector moving average, VAR allows for tracing of the responsiveness of the dependent variable to shocks on the independent. With its qualities, this test is to bring high credibility to the implementation of any of the significant variables in the ARCH model since if the existence of unidirectional causality towards cash-flows is proven then it would be reasonable to assume that the given variable "is responsible" for changes in the expected deviations from the series' mean. Note: ** indicates statistical significance at the 95% confidence interval.
Based on the result of the OLS regressions, the return series on export, the producer price index measuring inflation, the return on West Texas Intermediate (WTI) and S&P 500, and the twice differenced series of GDP, are all tested individually with cash-flows in a VAR specification. Table 3 presents data from the VAR outputs, while Table 4 includes the results from the causality tests. Amongst all variables that have previously proven significant under the OLS assumptions, only WTI proves exogenous based on the Granger statistic. In addition, only shocks in oil cause any significant changes in cash-flows as is proven from the impulse responses and variance decompositions (results not presented here, but are available upon request). None of the other variables prove significant under the outlined assumptions and are thus, discarded from the model. 
ARMA and ARCH model construction.
The Autoregressive Moving Average model, although not theoretically grounded, has gained high popularity in practice. In general terms, the two processes (AR and MA) can be written as follows:
An autoregressive process:
A moving average process:
A combined (ARMA) process:
The estimation applied in this work follows the methodology outlined in the seminal paper of Box and Jenkins (1976) . The information criteria suggest that an ARMA (1,1) is the most appropriate, followed by a simple MA(1) and AR(1), respectively. As additional steps, stationarity in the models is tested via inspection of the inverses of the AR and MA roots and the existence of autocorrelation -through the Breusch-Godfrey statistics. A further indicator considered is the root mean squared error (RMSE) calculated from an insample forecast of the series from all three models. As can be seen from the results, outlined in Table 5 , the value of RMSE is lowest in the case of the ARMA (1,1), however, not significantly so as compared to the rest of the models. The next step is to estimate the volatility of the cash flow series using an ARCH specification. All three ARMA variationsare applied together with WTI in GARCH (1,1), TGARCH, and EGARCH models in order to derive the best-fitting model. Following Hsieh (1993) the effectiveness of each model is further tested through a BDS test, applied on the standardized residuals. The test, designed by Brocket al. (1996) , detects any remaining non-linearity in the time series by measuring the frequency of repetition of temporal patterns. Firstly, the ARMA (1,0) is applied in combination with WTI. The results show that the GARCH model under the assumption of normal distribution is most appropriate. All coefficients are highly significant (except the constant) with the residual regressions being satisfactory as well. In addition, the BDS test conducted on the standardized residuals confirms that they are i.i.d. However, the conditional standard deviation graph plots consistently high values which are in discord with the actual volatility. In the second specification -the ARMA (1,1) with WTI -all coefficients (with the exception of the AR term and the constant in the variance equation) are highly significant. The auxiliary regressions are all significant with the observed R-squared from the ARCH LM test being close to 97%. Nevertheless, as with the previous model, the conditional standard deviation does not account for the peaks and troughs in volatility. In addition to this, the BDS test results (although significant under the bootstrap probability) are insignificant under the normal probability. Finally, in the third case -the ARMA (0,1) with WTI -the EGARCH (Nelson, 1991) model is chosen with all coefficients being highly significant. The auxiliary tests detect no autocorrelation, no non-normality, and no heteroskedasticity in the residuals. A further prove of the model's appropriateness are the results from the BDS test which show that non on-linearity is detected in the standardized residuals. In addition, all criteria, namely the AIC and SIC point to the normally, rather than t-distributed exponential model which is why the former is applied. In concluding, the EGARCH model with ARMA (0,1) and WTI, under the assumption of normal distribution, provides the best results. Although the other models are also significant, they fail to capture the occasional falls and rises in volatility in the series. Furthermore, despite the criteria being lowest with the ARMA+WTI GARCH (1,1) model, firstit would be mathematically incorrect to assume that between models comparisons are reasonable since the number of observations are different under the different specifications and second, the BDS test shows remaining non-linearity in the residuals in the case of the ARMA GARCH under the normal distribution whereas non is observed with the residuals from the MA EGARCH. Table 6 summarizes the diagnostic tests results on the ARCH models. 
Calculating the exposure-based volatility (EBV).
Based on the estimated ARCH model, the exposure-based volatility (EBV) is 73%. EBV is preferable over more traditional estimates of standard deviation -e.g. historical standard deviation and the exponentially-weighted moving average (EWMA) -because it incorporates more effectively two significant and well documented volatility properties, namely volatility clustering and mean reversion. A forward-looking estimate, such as EBV, allows for actual expectations to be included in the analysis, thus, providing important insight into potential events, whereas historical variance does not take into account trends and/or potential trend changes and as a result it very often under/over-estimates reality. The EWMA can theoretically account for this property, but it only does so through its lambda term, which is difficult to construct and susceptible to change, thus misleading in the case of more abrupt changes in returns. The ARCH and GARCH models are taking into consideration these volatility properties and that's the reason they are very often preferred in financial forecasting. The EBV estimate is calculated out of a ARCH specification and so, has superior forecasting power as compared to its peers, allowing for more informed decisions on corporate development issues to be made within the environment of various risk measures. In the following section we will use EBV in two risk management tools: the Cash-flow-at-Risk and the Merton credit risk models.
Applications of the exposure-based volatility estimate
Cash-flow-at-Risk (CFaR). The calculation of
Cash-Flow-at-Risk requires an estimate of the probability distribution of future cash-flows. For a concise analysis of the existing approaches in estimating the Cash-Flow-at-Risk measure see Adrenet (2005) . In this paper, the Monte Carlo simulation method is applied due to its flexibility and the lack of constraints regarding the underlying distribution assumption. In order to determine next period's cash-flows we apply the following method proposed by Jorion (2007):
In which: ♦ ζ is a random, normally distributed (as per the EGARCH specifications), variable which is the Brownian element in the equation, driving the random shocks. In addition, the process is also geometric as all parameters are scaled by the current value of the variable; ♦ µ denotes the drift. Three major theories assume different values for the drift -a volatility eroded risk-free rate of return (namely, the no riskless arbitrage theory), zero drift (derived from the random walk hypothesis, set forth by Bachlier (1900)), and the volatility eroded historical average return. Even though all these drift approaches present reasonable estimates for expected return, this paper will apply a forecasted return of EBITDA (forecast estimation is irrelevant for this explanation). Applying this expected return (based on realistic expectations of volumes, assets, cost factors, etc. rather than random draws and/or statistics) results in a more reliable estimate of CFaR. Due to its wide applicability, however, this model may well be employed to any given company for which relevant data (for such forecasts) is not available to the analyst. In such cases the results, obtained from the above ARMA models, can be utilized to come up with an expected value for the next period return. Alternatively, we suggest sampling from the pool of historical returns (e.g. bootstrapping) with additional randomness added to each individual draw, which would allow for a combination between the inherent distribution and the ARCH multivariate normal. ♦ σ is the standard deviation. In this application we intend to apply the EBV measure within the Monte Carlo simulation environment. Using the information, provided by the EGARCH output, we calculate 1% confidence intervals for each coefficient. Our reasoning for this is the following: there exists a statistically greater chance of the actual one-period ahead volatility falling within the confidence bands than being simply the output value from the model; therefore, applying random draws from the bands for each individual parameter to arrive at a set of deviations and then converging each expected deviation to the most appropriate probability distribution (as suggested by the model) would give a more reliable downturn risk measure. An additional advantage of this simulation is that it possibly "corrects" the very probable pattern in simulated random variables. This is to say that even though modern software provide reliable random series they are all guided by certain algorithms that are bound to repeat at some point. By using random deviations from the mean in the Monte Carlo equation (rather than a fixed value for every single simulation), the possibility of such cycles to occur is significantly decreased (if not eliminated). We argue that this combination makes our method more realistic in its presentation of a lower bound tail event. Table 7 includes the results of our empirical analysis and Figure 2 visually depicts the respective results. In particular, we estimate a 7% expected return of EBITDA over the next month (the amount of 11 768 838 is the expectation of cumulative EBITDA over the next three months period) and a 5% worst loss of around BGN 417400 and BGN 723 000 over the next one month and three months, respectively. In other words, the CFaR analysis indicates that there exists a 5% risk that cash-flows will fall by BGN 3 306 558 less of the expectations over the next month. Whether the company can overcome such extreme events can be determined from information on its balance sheet. In this case, PIMK has access to a credit line of BGN 8 mil and cash-in-hand to the amount of BGN 1.2 mil. Additionally, the company is lightly leveraged compared to its peers and has an equity of over BGN 50 mil. All these result in a confident outlook regarding the company's financial health. Black and Scholes (1973) by treating an equity investment as a call option. He proposes a calculation of the distance to default, by setting a reasonable lower limit below which the assets should not fall, an expected value of the assets and their volatility. By converting this value into a standard normal distribution, he finds the probability of default. In terms of liquidity management, a slightly altered Merton model can be applied by using the EBV in a framework of an indirect cash flow statement. In particular, we take the expected value of EBITDA on the one side (for example, the three months ahead forecast) and any potential changes in working capital, expected payments on financing operations for the given period, and all expected investments (Capex), on the other (see Table 8 ). This would then represent a "synthetic" balance sheet where the left side (EBITDA) would be considered as synthetic assets and all on the right side as synthetic liabilities which would also sum up to the threshold value. This allows for an application of the volatility estimate of EBITDA in a Merton model environment, in which the result will show not exactly the distance to default but rather, in simple terms, the "distance to liquidity deficit/ crisis". In other words, given the value of BGN 8 mil. of short-term financial liabilities and current portion of long-term financial liabilities, assuming no change in the structure of non-cash working capitaland putting into the equation a value of BGN 2 mil. for expected investment for the period, a forecasted EBITDA of BGN 12 mil. with a current cash balance of BGN 1.5 mil. and at volatility of 73%, this yields a modified distance to default of 0.141 and a respective probability of default (PD) of 44.41%. This result is particularly important since it will allow management to evaluate more properly its capital strategy for the year in order to receive the lowest possible result of PD or simply put off certain investments, if it is considered that they might lead to high risk of lack of liquidity. It is especially interesting to observe how PD changes under different circumstances (Table 9 ). In particular, a change in working capital (the financial crisis has led to a chain of indebtedness, resulting in a big amount of uncollected receivables, averaging at BGN 10 mil.) can have significant effect on the PD (lowering it to 13.82% from 44.41% before, a downward correction of 68.8%). In this way, sensitivity analysis can be done to create a list of priorities with the goal to improve the company's capital structure (one of the most important, yet difficult to tackle, issues in corporate finance). Just as an example, considering that the company manages to ideally hedge its oil exposition for the period, then EBV would fall to 63% (a decrease of 14%) and would result in (given normal working capital conditions) a probability of liquidity crisis of 39.02% (a decrease of 12.15%). It should be noted of course that a one-month-ahead volatility forecast is applied over a three month period, however, it is reasoned that monthly returns tend to be significantly more volatile than quarterly due to the limited amount of time to react to events and the fact that the company runs its business by setting its goals in the short-term thus, managing stable quarterly EBITDA. All these indicate that a volatility based on lower frequency data will tend to be lower compared tovolatility based onhigher frequency data, substantiating the choice of extending the monthly EBV over the three-month horizon.
Conclusion
This paper presents a non-traditional method for calculating an exposure-based volatility (EBV) estimate of corporate cash-flows, which is subsequently applied in the calculation of, what we consider to be, two highly reliable metrics of liquidity risk; namely, Cash-flow-at-Risk (CFaR) and a modification of the Merton model for liquidity management.
In particular, this paper proposes a methodology for calculating an alternative to VaR for the nonfinancial corporation, the Cash-flow-at-Risk (CFaR).
Value at Risk (VaR) is an essential and intuitive risk management tool. Its concept and use is relatively new as major financial institutions began using VaR in the late 1980s to measure the market risks of their trading portfolios. It was the J.P. Morgan's attempt in 1994 to set a market standard (by proposing its proprietary Risk Metrics system) that led to the explosion of its acceptance (Linsmeier and Pearson, 2000) . VaR's popularity has grown to the extent that it has been included in the 1996 Amendment of the 1988 BIS Accord of the Basel Committee as a method for calculating capital requirements.VaR estimates the maximum amount of total value a firm is expected to lose under a given confidence level, while CFaR attempts to estimate the maximum cash flow shortfall that an industrial company is willing to accept, again given a specified level of statistical confidence. CFaR is an intuitive and practical corporate risk management tool, as it sums up all the company's risk exposures in a single number.
In the present empirical research, after obtaining an extreme value of EBV through random sampling from the confidence intervals of the variance equation coefficients of the ARCH model, the EBV is included in a Monte Carlo simulation from which the downside risk distribution of cash-flows is obtained. From this environment, the 5% CFaR is calculated. Furthermore, an unorthodox modification of the Merton (1974) model is built up to calculate liquidity risk. By creating a "synthetic" balance sheet, which takes after the logic behind an indirect cash flow statement, we apply EBV within the Merton equation to arrive at a probability of falling into a "liquidity crisis".
In concluding, we believe that our measure is a highly reliable and practically applicable addition to the corporate risk management toolkit. The model can be the building block (or at least an important consideration) when strategic decisions are made concerning capital structure, budgeting, and financial planning as a whole. It can further be applied for company valuation purposes where proforma financial statements, which are usually constructed, can include a worst-case scenario based on the metric or simply apply the exposurebased volatility estimate in the forecasted statements to come up with firm value estimates. Financial analysts and portfolio managers can also benefit from its applications as this can alleviate the decision-making process of whether the company is a sound asset or not (using it as a sort of stress test).
