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This work studies the analytical expressions of the expectations of the forms 
[ (I 
T 
Eg 
0 
nl,~ft~Idr)IvfU~B] and E[n(~~T~(f,v(t))dt):w(T)FX] 
with {w(t), t 3 0) being a d-dimensional Brownian motion. Its application in obtaining solutions 
of Fokker-Planck equations is studied. Finally, a generalization from Brownian motion to diffusion 
processes is given in a one-dimensional setting. 
Brownian motion * conditional expectation * diffusion processes * Fokker-Planck equations * 
parabolic PDE 
In an attempt to obtain analytical solutions of Fokker-Planck equations, one is 
confronted with the problem of finding the analytical expression of 
E[exp(-u J, .fU&,(I))d~) jt,W=ij, s>~~O, 
where &,(s) = x + CT( w(s) - w(t)) and {w(t), t 2 0} is a d-dimensional Brownian 
motion. 
It turns out that this problem can be generalized and reformulated as finding the 
analytical expression of 
assuming g is sufficiently smooth. 
Wiener integrals in function space play a major role in a number of applications 
in quantum physics, the analysis of wave scattering in random media and in 
probability theory. However, as claimed in [l], except for a few simple cases, it is 
impossible to evaluate Wiener integrals explicitly. 
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In 1973, A. J. Chorin [2] presented some formulas for the approximation of 
Wiener integrals. The approximation formula constructed by Chorin is 
x exp ( -nf’ .;-u’) du, . . . du,_, dv+O(n-‘1 
i=l 
where Xi-’ = (T/A) C,l: uj with f and g being smooth. 
Chorin’s results are generalized to stochastic Wiener integrals in [l]. 
However, the previous results are about unconditional expectation, i.e., integration 
with respect to Wiener measure over the whole function space instead of a subspace, 
i.e., conditional expectation. Also, in the previous results the Brownian motion 
considered is one-dimensional. 
In the present paper, the exact representation of conditional as well as uncondi- 
tional expectations of multi-dimensional Brownian functionals are obtained. In 
Theorem 2, f can be from a larger function class, instead of being nonnegative. 
In Section 1, a complete solution to the above problem is presented. 
In Section 2, the results in Section 1 are applied to obtain analytical solutions of 
the Fokker-Planck equation (2.1). 
Also in Section 2, the results in Section 1 are applied to obtain the moment 
generating functions of Brownian bridge functionals. 
In Section 3, certain results in Section 1 are generalized to diffusion processes in 
one-dimensional setting. 
1. Results 
Define, for fe C([O, a) x Rd): 
1 
Q0(f x1 = (2Ttld/2 exp 
( ) 
11412 
2t , 
Qn+1(f x) = Rd Qdt- 7, x -Y).!-(T, Y)Q,(T, Y) dy dT, 
t>O, x,yeRd, n=0,1,2 ,.... (1.1) 
Theorem 1. Suppose g : R’+ R’ and f: [0, T] x Rd + R’ satisfy the following 
conditions: 
(1) g(x) has the Taylor expansion on R’, i.e. 
o2 g’“‘(O) ng(x)= c TX ) --co<x<~. 
“=” 
(1.2) 
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(2) It holds that 
where 
which is nonnegative, symmetric and increasing for x 2 0. 
Then we have 
where B is a finite union of open intervals in Rd. 
In particular, 
and 
[ (I 
7 
Eg 
0 
f(t,w(t))dt):w(Ti~B]=~~Ogln~(0)j-/?,O,W~. 
In particular, 
[ (I 
T 
Eg f(t> w(t))dt )I = ,,% gva I,<, On(T xl dx 0 
where Qn(t, x), n =O, 1,2,. . , are as de$ned in (1.1). 
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(1.3) 
(1.4) 
(1.4a) 
(1.5) 
(1.5a) 
Proof. For simplicity of notation, let us denote F(t) = Ii f( u, w(u)) du, t E [0, T]. 
It is easy to see that (1.4a) and (1.5a) are direct consequences of (1.4) and (1.5), 
respectively. It, therefore, suffices to prove (1.4) and (1.5). 
We first show that 
E[g(F( T))] = ; g’“‘(o) - ErF"(n1, 
,?=” n! 
E[g(F(T))Iw(T)E B]= ii +) ECF”( T) I 4 T) E Bl, n=” . 
(1.6) 
(1.7) 
i.e., we justify the exchange of the expectations and infinite summation. 
By assumption (1) we know Cr==, (jg’“‘(O)(/n!)lxj” converges for all XE R’, and 
hence G(x) is well defined. If one denotes g,,(x) =Cy=, (g”)(O)/j!)x’, then one has 
tit% gn(F(T)) = g(F( 73) as., Ig,,(F(T))I s G(F(T)) as. 
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By noticing assumption (2) and applying the Dominated Convergence Theorem 
for (conditional) expectation, we can establish (1.6) and (1.7). 
To prove (1.4), we first note the identity 
Then, by (1.7), it is sufficient to show, for all n > 0, that 
Is Qn(Tx)dx 
EIF”mvk~l=n!S Q (r,x)d . 
B 0 X 
(1.8) 
(1.9) 
In fact, we know that the density function of w( t,), w( tJ, . . . , w( t, ) conditioning 
on w(T) E B for t, < f2 < * . + < r, < T, is given by 
p(w,,Wz,.~.,W,lw(T)EB) 
=j~ QdT- t,,x-w,,)dx * 
j, Qo(qx) dx jF, Qo(G-~J-I, wj-?-l) (1.10) 
where to = w. = 0. 
From (1.8) and (1.10) we have 
E[F”(T)I~(T)EW 
Qo(T-tn, X--w,) I? [Qo(tj-t,-1, Wj-%-l)f(tj, Wj)I. (1.11) 
j=l 
The multiple integral in (l.ll), by mathematical induction, can be easily proved 
to be J, Q,, (T, x) dx. Thus (1.4) is proved. 
To prove (1.5), we simply utilize (1.6) and the relation 
E[F”(T)lw(T)l=n! 
Qn(T w(T)) 
Q 
0 
(T w(T)) 
which can be obtained by setting g(x) = x” in (1.4a). Then 
= f g’“nljO) 
E[E(F"(T)Iw(T))~B(w(T))I 
n=o . 
=nfo g'"'(O)E[ $;; ;;;;,’ l,(w(T)) 
0 I 
Z= 
?, t?‘)(O) j- Qn(T x) dx 
6 
(1.12) 
and the proof is finished. q 
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Remark. If g(x) = C,y=, ajx’, is a polynomial of degree n, and E/jif( t, w(t)) dtl” < 
co, then (1.4)-(1Sa) hold. In fact, it is enough to notice that E(F( T)j” <CO implies 
E(F(T)(‘<oo for all 1 j s c n, i.e., (1.2) and (1.3) are obviously satisfied. 
Iff( t, w) is bounded on [0, T] x Rd, then under only assumption (1) in Theorem 
1, (1.4)-(1.5a) hold. In fact, the second assumption is also satisfied because 
G(F(T))<G(MT) where If(t,x)l~M, (f,x)~[O, T]xRd. 
By Theorem 1, we can compute the moment generating function of the Brownian 
functional jcf(r, w(t)) dt by letting g(x) = eeuX, u > 0. In this case assumption (1) 
is always satisfied and G(x) = eUIX’. Next we give a proposition stating the sufficient 
condition upon f to guarantee the validity of assumption (2) in Theorem 1. 
Proposition 1. Iff(t, w) : [0, T] x Rd + R’ satisjies 
If(t, w)l~~c,+follwlI”, Clw)E[O, TlxRd, 
where O~a<<,c,>O,d,>O, then 
E exp 
[il 
:t.(r, w(r)) dr II < 00 
where {w(t), t 2 0) is a d-dimensional Brownian motion. 
Proof. First, we have 
By the assumption, 
T 
E exp f(r, w(r)) dri] GE exp[ cOT+dOjOr Ilw(r)ll” dr] 
and 
E exp d,, [ I,: IIw(t)llU dt] 
(1.13) 
(1.14) 
= n;o~[oidf,. . . I,‘W+il IbWll-] 
cn~o$~rdt,. . j'dt. fj [Ellw(tJII""]*'" 
0 0 j=* 
= jz [ Ior (EllwWll”“)‘~” dtln 
=A$o$(-& T’t../2)n jRC, ll~ll~“e-“~“~‘~dx 
(27r) . 
=- ‘+“‘2do,,xll”] dx<co. 0 (1.15) 
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Remark. If T is sufficiently small, obviously a can be 2. 
Because of the importance of moment generating functions, it is desirable to 
investigate their properties. For this purpose, let us define, under the hypotheses of 
Theorem 1: 
T) / m=x], 
where we have used (1.4a). 
Theorem 2. (1) ForxERd, ifIf(t,x)l~cCo+do((x(la, where O~a<2, co andd, ure 
positive constants, then Q(u, t, x) satisjies the integral equation 
t 
Q(u, 4x)= Qo(~,x)--u 
H 
T,~-Y)~(~,Y)Q(~,T y)dydr. 
0 
R', Qott- 
(1.16) 
(2) ForxERd, ifIf(t,x)l~M, tc[O, T], then 
IQ,,(~,x)\~~Q~(~,x), n=0,1,2 ,..., 
n! 
(1.17) 
and hence 
lQ(u,t,x)l~e""'Q~(t,x), (t,x)~W, TlxRd. (1.18) 
(3) For x E R’, iff does not depend on t explicitly and if(x)1 s c,+ dOlxj” where 
0 s (Y < 2, co> 0, d,,> 0, then the Laplace transform of Q(u, t, x) which bJ> dejkition 
can be written as 
I 
rx 
au, s,xl = 
0 
e-“O,(t,x)E[erp(-u i”‘f(w(T))dT) / w(i)=x]di, 
(1.19) 
solves 
!q$qs+uf(x))i(*)=o, x # 0, 
lim +(x)=0, $E C(R’), 
I.X(iK 
I$‘(x)l~W x+0, l//(0--) - $/(0-t-) = 2. (1.20) 
Remark. Similar results to (3) in Theorem 2 have been obtained by Kac [5]. The 
difference between [5] and the present result is that in [5] f is assumed to be 
nonnegative or, more generally, bounded from below, while the restriction upon 
fs increasing rate as jxj+co is less severe. 
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Proof of Theorem 2. (1) From the definition of Qn (t, x), 
(-uYQn(r, x) = --u 10’ I,. Qo(t- r, x -Y)(-u)+‘Q,-,(r, y)f(r, Y) dy dr. 
Summing up from 1 to cc and noticing that the convergence of the series is guaranteed 
by the assumption in connection with Theorem 1 and Proposition 1, one gets (1.16). 
(2) Recall the identity 
o,cl,x,=J~~,dx,...j‘n~ dxn Qo(f-fn,X-Xn) I? Qo($-l,-,,XjmXj-l) 
j=1 
(1.21) 
where 0= to< t,<. . . < t, < t, x E Rd. In particular, 
Qdf, xl = 
J 
R’, Qdt- 7, x -v)Q,(T, Y) d.v (1.22) 
Identity (1.21) can be obtained by integrating (1.10) with respect to w,, wz, . . . , w,, 
then multiplying both sides by Qo( t, x), meanwhile setting B = {x}. 
From the definition of Q,,(t,x) and (1.22), the proof of (1.17) and (1.18) is 
straightforward. 
(3) Performing Laplace transformation with respect to t in the integral equation 
(1.16) gives 
J Or: 1 -,Gze -a’XpY’& U, s, y)f(y) dy. 
Then it is easy to verify that Q(u, s, x) solves (1.20). •1 
Next, let us list some simple properties of Qn( t, x), the proofs of which are 
straightforward and can be found in [lo]. To avoid confusion, we use QL(f, x) to 
denote the Q, (t, x) corresponding to f: 
(a) From (1.13), we know 
Q&,x)=+E 
n. 
[ (J;e, w(T)) d7)’ / w(t) =x-j 
n=0,1,2 ,..., (t,x)~[O,a)xR~. (1.23) 
(b) Let a be any constant; then, from (l.l), 
Q:‘(t, x) = a"Q'(t n ,X ). (1.24) 
(c) Let a(t) be a function depending only on t and A(t) = 1: U(T) dr. Then, 
Q.fn++a(r) 
n A"-'(t) 
(4x)= c ___ Q;k xl. 
j=() (n-j)! 
(1.25) 
In particular, 
Q:“‘( t, x) = q Qo( t, x). 
n. 
(1.26) 
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(d) If f( t, X) = C,“=, Ej( t)X’, a polynomial of order p, then Q{( t, x)/QO( t, x) = 
Cy!, pn,j( t)x-‘, a polynomial of order no more than np. 
It is easy to see that property (d) has the multinomial version when x E Rd. 
2. Applications 
1. Fokker-Planck equations 
Fokker-Planck equations play a fundamental role in the analysis of diffusion 
processes. It is known that the fundamental solution of a Fokker-Planck equation 
is the transition probability density of the corresponding diffusion process. To 
illustrate the application of our results in this topic, let us consider the one- 
dimensional Fokker-Planck equation 
CT2 a2 
iP(C x7 STY) = -; (f(s,y)p(4 x, s,y))+- yp(r, x, s,y). 
2 aY 
(2.1) 
In [S], the author obtained the fundamental solution of (2.1) as 
where 
B(t, x) = I x df -(r,z)dz+$f2(i,x)+;$c,x), XC at 
~x,,(s)=x+u(w(s)-w(t)), s2t20, 
and {w(t), t Z- 0} is a Brownian motion, and x0 is any fixed point, both in R’. 
By Theorem 1, under certain restrictions upon i we can obtain 
E[exp(-~S~Uiu,I;,,(ui)du)(L,(s)=y] 
=E[exp(-$I:-’ B(t+u,x+ow*(u)) du w*(s - r) = y-x 
u I 
a 1 
c C-4 
“Qn(S-t,y-x/a) = 
n=ll a2 Qo(s-4Y-xl~) 
(2.3) 
where, in the definition of Q,,, f(s, y) = B( t+ S, x-t uy) and w*(u) is another 
Brownian motion. Therefore, the fundamental solution of (2.1) is given by (2.2) 
and (2.3). 
It is interesting to observe that by (1.18) it is easy to verify that 
Qo(r, x)Hexp(-u I: h( T, W(T)) dr) 1 w(t) = x] is the fundamental solution of 
au 1a2u _=--_ 
at 2 ax2 
uV(t,x)U(t,x). 
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Therefore the fundamental solution of the Fokker-Planck equation (2.1) can be 
written as 
where U(t, x) is the fundamental solution of the above PDE with V(s, y) = 
B( t + S, x + q), u = l/a’. We are going to discuss more on this equation in the third 
part of this section. 
The general case, i.e. where the diffusion depends on x as well as t, can be reduced 
to the c = 1 case by a transformation; for details see [9]. 
2. Connection to PDE 
Let x E R” and V(X) = CT=, y(x,), and each y(x) is either lower bounded or satisfies 
the condition given by Proposition 1. From (1.18) we know, withf being V, Q( 1, t, X) 
solves 
fiu( 4 x) 
-= ;Au(t, x)- V(x)u(t, x), 
at 
lim u(t,x)=O, 
Il~ll-~ 
u(t, X)I,=” = 6(x). 
Furthermore, for x = (x, , x2,. . , xd) E Rd, (1.17) gives, 
Q(1, t,.x)=&(t,x)E exp - 
[ is 
I 
V(w(T))dT w,(t)=x,, l~j~n , 
0 )I I 
(2.4) 
Therefore we know, if V(x) is as given above, then the fundamental solution of 
(2.4) has the form 
U(C,X)= fi Ui(l, Xjj (2.6) 
:=I 
where each uj(t, x,) is the fundamental solution of a one dimensional version of 
(2.4), with V being replaced by y. 
Next, the analytical solution of a concrete example is computed. 
Example. Consider V(x) = c,“=, hixf, where Ai 3 0, 15 j s n. 
To find each u,(t, x,), we only need to compute 
o,(f,x)E[exp(-e I,: ,-tT,dr) / we-r] 
where {w(t), t a 0} is a one-dimensional Brownian motion. 
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The solution of (1.20) with f(x) = x*/8 can be obtained 
cylinder functions [7] as 
by employing parabolic 
“4l4) 
rcl(x) = - fY!YD, (o) 3 2s 1 
” “=-z-2. 
Then, (1.20) gives 
= -Jut/4 &,(u~'~~x~) dt. 
I 
(2.7) 
The second equality above is due to the formula [3] 
D,(x) = x > 0, (2.8) 
which can be considered as an interpolation formula for the function D,(x) of u, 
the points of interpolation being the nonnegative even integers. 
The last equality in (2.7) is from the simple relation 
1 
I 
cc 
--s, 
s+(n+a,Jii= 0 
e e -(n+1/4)& dt 
Therefore, for x > 0, we have 
(2.9) 
= (&it) “2 ev[($-$)x2-$ t] 4,i’:?f~~A’ H2n ($&I)_ 
(2.10) 
In the second equality above we used the relation between parabolic cylinder 
functions and Hermite polynomials 
D,(~) = e-:‘/42-n/2Hn n = 0, 1,2, . . . . 
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Setting u = (20)’ in (2.10), we obtain 
E[exp(-zl,: w2(rjdr) / w(tj=x] 
=dGexp[ (i-f)x2-T] ~,~(-~:“en~n~‘H,.,(J;,xlj 
=Genp[(&-$x’-?f] ~o&H,.(~Ixl)~2,(Oj 
=&exp[(t-f)xz-~] n~o~Hn(Jtixj)Hn(0) 
=(~)~“2exp[-~(vtctanhur-l)], x,v#O,t>O. (2.11) 
The second and the third equalities are based upon 
(2n)! 
H,,(O) = (-l)“-- 
n! ’ 
f&,+~(o)=o, n=0,1,2 )..., 
while the last equality is based upon Mehler’s formula 
f (z/2)” 
K(x)K(y) = jTI-;ienp[ 2xyz - (x2+y1)zZ 
n=O n! 1 l-z2 .
To obtain E[exp(- v2/2 ji ~~(7) dr)], we simply observe that, from (2.11), 
= (cash ~~)-“‘QO(~, x) 
therefore, 
E[ exp( -g j: w2(r) dr)] = (cash vt)-‘/2. 
(2.12) 
(2.13) 
By (2.12), we obtain 
Uj(t,X)=Qo(t,X)E exp -Aj 
[ ( I,:~2W+Ol=x] 
= 
i( 
2irs~~r)“2exp(-&x2ctanh~~), Aj>O, (2.14) 
[ Qd t, xl, A, =o, 
forj= 1,2,. . . , n. 
Therefore, the fundamental solution of (2.4) for this V(x) is given by (2.6) 
and (2.14). 
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3. Concluding remark 
As a concluding remark, it is noted that generalizations of above discussions to 
diffusion processes, instead of only Brownian motion, is possible as far as moment 
generating functions are concerned. Specifically, let &,(s) be a one-dimensional 
diffusion determined by the stochastic differential equation 
Q(s) = h(s, l(s)) ds+a dw(s), s~t~o 
&(t)=x, XE R’, (3.1) 
where (T > 0 is a constant. Then, the moment generating function of the functional 
&?, L,,(U) dl can be evaluated explicitly under certain restrictions upon f and h 
in terms of the rate of increase as 1x(+ a. 
Theorem 3. Assume that there exist 0 s cy < 1 and 0 G /3 < 2 and c0 > 0, do > 0 such that 
If(t, x)1 c co+ dolxl’, 
Ih(t, x)l c co+ dJxla, 
(3.2) ~q,+d,Ix(~, ta0, XER’. 
Then, for &((.s) solving (3.1), gives 
x,,f,WQ.(s-t,y) dy 
where, in the definition of Qn( t, x), f is replaced by 
To prove this theorem, we need a simple lemma. 
Lemma. Zff:[O,T]xRd+R d increases no more than linearly in x, i.e., there exist 
a,,, b,> 0 such that 
llf(t, x)/l’~ a,+ bol1412, (6 x1 E CO, Tlx Rd> 
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then 
E exp 4’dU) = 1 
where J~(.f> =_flf(t, w(t)) dw(t) - art Ilf(t, w(t))l12 dt. 
Proof. By Kallianpur [6, Corollary 7.2.21, it is sufficient to verify that there exist 
F > 0, M > 0 such that 
E exp(cllf(t, w(f))li2) c M t E LO, Tl. 
Proof of Theorem 3. First define 
5X,, =x+u(w(s)- w(t)), 
F h c(-> J 
s 
I 
= 
u 
” h(l 5;,,(U) dw(U - 5 
, u J 
h2(4 stx,,U)) d4 
, 
dp = exp C: 
0 
h dI? 
u 
By the assumptions and the above lemma, we know 
P(n)= Jcjexpl:(b)P(dm)=l. 
According to Girsanov [4], &(.s) solves (3.1) under the measure 
under I’, is a diffusion process with drift h( t, x) and diffusion u. 
Application of Ito’s formula gives 
1 5 - J u5 h(4 &r(O) dw(O 
s 
= H(% 5;,rw> - H(t, xl - 
I( 
aH u2 a2H 
t+ 1 -j-p (1, &t(O) dz 
, > 
(3.5) 
I’, i.e., i%,,(s), 
(3.6) 
1 
where H( t, x) = 1 I,” h (t, z) dz. Hence we have 
u 
s h 
5 (3 f U = H(s, Fx,tW) - H(t, x) - ’ aH u2a2H 1 I( t+ 12$‘s hZ (5 5;,,W dl f > 
J 
s 
= H(s, &,W, - ff(t, x> - LH(z, c%,(O) dz
t 
(3.7) 
where 
L=-$+jh(t,x)i+;$. 
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By the above discussion, one can obtain 
E[exp(-u I,’ f(l 5dO) dl)] = g[ ev( --u J:_f(t i%,,,(O) dl)] 
= E exp --u [ ( J I ‘f(z, CJz)) dz) exp 5:(a)] 
= E ev ff(s, i%(s)) - ff(t, xl - 
[ ( J ’ (uf+ LW(z, &,,(z)) dlf )I 
= E exp(H(s, &,As)) -ff(t, x))E exp - ‘f(4 &,(z)) dz 1 [ (I )I 11 8$(s) f 
J 
00 
= 9~(~*(~-t),~-~)exp[H(s,y)-H(~,x)l~(~,x,s,r)dr, (3.8) 
-m 
where 
@(t, x, S,Y) 
=E exp - ‘f(Z,x+a(w(Z)-w(t)))dZ 
[ (I I )I W(S)-w(r)=? 1 
1 (I 
s--f 
= E exp - j(t+Z,x+aw*(Z))dZ W*(H)=? 
)I 
=Qi+t,&) n&-I)Y+t,~) 
1 
v (3.9) 
and w*(u)=w(~+u)-w(t), u>OisanotherBrownianmotion. 
Combining (3.8) and (3.9), one can see that (3.3) and (3.4) hold. 
The last equality above is due to the application of Theorem 1 for which we need 
to verify the sufficient conditions upon ?: In fact, by the assumptions, it is easy to 
see that 
where ,L? = max{p, 1 + CX} < 2 and EO, d,, are positive constants depending on co, do, 
CT, u, (xl. Therefore, by Proposition 1, f” satisfies the conditions for the validity 
of (3.9). 0 
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