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Abstract
The Coordinate Bethe Ansatz (CBA) expresses, as a sum over permutations, the matrix
element of an XXX Heisenberg spin chain Hamiltonian eigenstate with a state with
fixed spins. These matrix elements comprise the wave functions of the Hamiltonian
eigenstates. However, as the complexity of the sum grows rapidly with the length N of
the spin chain, the exact wave function in the continuum limit is too cumbersome to
be exploited. In this note we provide an approximation to the CBA whose complexity
does not directly depend upon N . This consists of two steps. First, we add an anchor
to the argument of the exponential in the CBA. The anchor is a permutation-dependent
integral multiple of 2pii. Once anchored, the distribution of these arguments simplifies,
becoming approximately Gaussian. The wave function is given by the Fourier transform
of this distribution and so the calculation of the wave function reduces to the calculation
of the moments of the distribution. Second, we parametrize the permutation group as
a map between integers and we bin these maps. The calculation of the moments then
reduces to a combinatorial exercise on the partitioning into bins. As an example, we
consider the matrix element between the classical and quantum ground states.
1 Introduction
1.1 Motivation
Man has always sought to understand the origin of the Yang-Mills mass gap. In the instan-
taneous frame, it is a consequence of the ground state. This ground state may be realized,
in the Schrodinger picture, as a wave functional1 which satisfies the Schrodinger equation
[1]. Despite decades of efforts, no such solution appears to be forthcoming.
∗jarah@impcas.ac.cn
1Recall that these wave functionals associate a complex number to every field configuration on a time
slice.
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Double Well QM CP1 model Yang-Mills
States Considered Position Eigenstate x Latitude θ circle Chern-Simons no. k
Source of Potential V (x) ∂kn∂kn FkµF
kµ
Degenerate Vacua 2 2 ∞
Role of Instantons Mass Gap Mass Gap Monopole Mass?
Table 1: Three-way analogy motivating this work
On the other hand, Yang-Mills theory in 3+1 dimensions is quite similar to the CP1
nonlinear sigma model in 1 + 1 dimensions. Here also fractional instantons are somehow
involved in the generation of a mass gap [2]. Knowledge of the ground state and first
excited state wave functionals of this model would unlock exciting doors, allowing a concrete
understating of how the instantons generate the mass gap in the Minkowski theory, perhaps
as a kind of infinite-dimensional generalization of the familiar story in quantum mechanics
with a double well potential.
Our motivation is based on an analogy, summarized in Table 1, between (i) The double
well model in quantum mechanics, (ii) The CP1 nonlinear sigma model and (iii) Yang-Mills
theory. Consider the following states: (i) A position eigenstate corresponding to the point x,
(ii) A wave functional which vanishes on all field configurations but one, which wraps a circle
on CP1 at fixed latitude θ and (3) A single gauge-invariant wave functional supported on
(the gauge orbit of) a gauge field configuration with each Chern-Simons number k. While
none of these states are Hamiltonian eigenstates, there is a potential for the variables x,
θ and k arising from the (i) the quantum mechanical potential itself, (ii) the kinetic term
∂n∂n and (iii) the Yang-Mills kinetic term. The double-well potential has two degenerate
minima by definition, while the sigma model potential has degenerate minima at θ = ±pi/2
among the |θ〉 states and Yang-Mills has degerate minima when k is an integer. In each case
there are instantons of action S representing tunneling between the minima. As a result one
expects that the wave functional is suppressed by roughly e−S deep inside of the barrier.
In quantum mechanics, the mass gap may be seen as a consequence of a discrete choice in
how the wave functions are connected across the barriers. Is there a similar story in quantum
field theory? Does this cross-barrier bridge also render a monopole-operator tachyonic in
Yang-Mills? After all, it is known that in some N = 2 super Yang-Mills theories, when softly
broken toN = 1, instantons do render some monopoles tachyonic, leading to confinement [3].
To answer these questions, we need at least to understand the basic features of the ground
state and first excited wave functionals. For example, does the first excited state wave
functional have a node at the maximum of this potential, corresponding to θ = 0 in the
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sigma model or a half-integral k in Yang-Mills? How is the fractional instanton plasma, seen
in the Euclidean space sigma model in Ref. [2], manifested in the vacuum state?
This sigma model is not only solvable but has already been solved [4]. So, what are the
wave functionals? A map between the CP1 sigma model and the XXX Heisenberg spin chain
was shown in [5, 6] at the level of low energy fluctuations and in [7] in the full quantum
theory. The former applies to a spin chain of any spin s, with strong coupling at small spin
while the latter, reviewed in Appendix A, strictly speaking yields an equivalence only at
infinite s, although finite s can be used as a definition for an CP1 sigma model whose target
is a quantum deformed CP1. The spectra of these spin chains are also well-known. There
are many formalisms for writing the wave functions corresponding to these states and so
these states are also known. With the XXX states known, and the map to the sigma model
known, also the sigma model wave functionals are by definition known.
So what are the sigma model wave functionals? To actually take these spin chain solutions
and map them to something intelligible on the sigma model side was Faddeev’s challenge
to his students in [8]. The map is known in the coordinate basis of spins in the spin chain,
and so to meet the challenge one needs the matrix elements of the spin chain Hamiltonian
eigenvectors with the coordinate states, which have definite spins at each lattice site. The
challenge is indeed a challenge because, while many forms are by now known for the spin
chain Hamiltonian eigenstates in the coordinate basis [9, 10, 11, 12, 13, 14], each grows in
complexity either with the length N of the chain or else with the distance of a coordinate
state from a preferred spin state, such as the classical ground state.
Our goal is to present a method for approximating the matrix elements which depends on
the complexity of the state, but not directly on N . The individual lattice sites are replaced
by bins. The intuition is that the states which survive to the continuum limit are those
which are essentially homogeneous inside of each bin. Homogeneous means that using the
mapping to the CP1 model, each pair of adjacent lattice sites in the same bin corresponds
to the same point in CP1. Therefore the points in the sigma model correspond not to the
original lattice sites, but rather to the bins. To describe the sigma model ground state,
one then needs to calculate the spin chain matrix element for each such configuration of
bins. This calculation is very different from the Coordinate Bethe Ansatz (CBA) because
the complicated symmetric sum has been smoothed away. The goal of the present note is to
present a formalism which allows these bin states to be derived from the CBA.
3
1.2 Outline
After a review of the XXX spin chain in Sec. 2, we begin in Sec. 3 with the first key
ingredient in our construction, the anchor. The CBA gives the matrix element a between
a given spin chain basis state and a given energy eigenstate as a sum of phases eiα(g), one
for each element g of the permutation group Sn, where n = N/2 for the antiferromagnetic
ground state, in which we will be primarily interested from now on. Consider the continuum
limit, corresponding to large N . The sum may be replaced by a density function ρ(α) and
so the matrix element becomes an integral
a =
∑
g∈Sn
eiα(g) →
∫ ∞
−∞
eiαρ(α)dα. (1.1)
In other words it is given by the Fourier transform of the density function ρ(α).
If ρ(α) were a Gaussian distribution, this transform would be trivial. If it were close
to a Gaussian distribution, one could perform the Fourier transform perturbatively, using a
moment expansion of ρ(α). Unfortunately, we have observed numerically that ρ(α) is rich
in fine structure. In particular it contains a series of maxima with separations of order 2pi,
which dominate the moments, making the Gaussian approximation quite poor.
The anchor is a permutation-dependent integral multiple of 2pi which we we will subtract
from the arguments α of the phases. We refer to the difference as the anchored argument
α′. Clearly subtracting the anchor does not affect the matrix elements, as these depend
only upon eiα. Our first main result is purely numerical. We have observed, by calculating
all values of α(g) on spin chains where N ≤ 22, that the density of α′ is nearly free of
substructure and the Gaussian approximation is quite good. The standard deviation of the
unanchored arguments α √∫
Sn
α2ρ(α)−
(∫
Sn
αρ(α)
)2
(1.2)
is of order O(N)3/2. Our second main result, which is shown analytically using the binning
approximation described below, is that the standard deviation of the anchored α′ is only of
order O(N). The anchored argument α′ therefore provides a more convenient starting place
for a perturbative calculation of the Fourier transform (1.1) than the original argument α.
The other key ingredient is introduced in Sec. 4. To calculate the moments of the density
ρ(α′), the elements of the group Sn are realized as one to one maps from the integers [1, n] to
themselves. We divide this interval into q bins. For each permutation g one can determine
how many elements of the ith bin map to the jth bin. We will call this number fij(g). For a
given g, fij(g) consists of q
2 (nonnegative) integers and so is an element of Zq2 . We rewrite
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the CBA in terms of the quantities fij(g) as follows. We make the binning approximation
a =
∑
g∈Sn
eiα
′(g) ∼
∑
~p∈Zq2
eiα
′(~p)h(~p) (1.3)
where h(~p) is the number of elements g ∈ Sn such that fij(g) = pij and α′(~p) is equal to
α′(g) where g is a particular permutation such that fij(g) = pij. Our third main result is our
formula for α′(~p), or stated differently α′ as a function of the fij, in Eqs. (4.9) and (4.23).
The moments of ρ(α′) are then determined from the correlation functions of fij which in turn
depend on the functions h(~p). We calculate h(~p) using standard combinatorial arguments.
Finally in Sec. 5 we will, in the case of the matrix element between the classical and quan-
tum ground states, apply the techniques introduced above to calculate the O(N2) contribu-
tion to the second moment of the anchored ρ(α′). We will see explicitly that its coefficient
is small, but it does not vanish.
2 The Antiferromagnetic XXX Heisenberg Spin Chain
The CP1 sigma model is the continuum limit of a spin chain with an infinite spin at
each lattice site. Classically, the spin squared corresponds to the inverse coupling [5, 6] and
so low spin corresponds to a high coupling. In particular, at low spin one describes the
sigma model at strong coupling and one does not expect a sensible description of individual
instantons. Therefore, it will be essential for us to eventually extend our analysis to higher
spin. However, in the present note we will restrict our attention to spin s = 1/2.
2.1 Finite Chain
The spin 1/2 Heisenberg spin chain consists of N lattice sites. At each lattice site lies a
Hilbert space C2 with basis {|↑〉, |↓〉}. The total Hilbert space is the N -fold tensor product2
of these C2. At each lattice site l lies an su(2) Lie algebra with generators σil satisfying
[σil , σ
j
m] = 2iδlm
ijkσkl . (2.1)
This algebra acts on the C2 Hilbert space at the site l, according to the usual 2-dimensional
representation such that
σ3l |↑〉l = |↑〉l, σ3l |↓〉l = −|↓〉l. (2.2)
2As was described in Ref. [15], when N =∞ this space decomposes into superselection selectors. We will
be interested in finite N in the present note, however it is tempting to conjecture that the superselection
sector of interest corresponds to the constant bin states that we will introduce in Sec. 4.
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The XXX spin chain corresponds to the Hamiltonian
H = J
3∑
i=1
N∑
l=1
(σilσ
i
l+1 − 1) (2.3)
where 1 is the identity. We will let the constant J be positive, corresponding to the anti-
ferromagnetic spin chain. Although the eigenvalues of H depend on J , in this note we will
only be interested in the eigenvectors, which are independent of |J |. In particular, we will
restrict our attention to the antiferromagnetic ground state |Ω〉, which is the eigenstate of
H with minimal eigenvalue. This state is the same for any positive value of J .
Any state can be decomposed into the basis consisting of the tensor product of the
{|↑〉l, |↓〉l} bases at each lattice site. An element of the basis is a string of ↑’s and ↓’s. It is
described by the set of positions m(i) of the ith ↓ for all i. Therefore an arbitrary state |Ψ〉
is fully characterized by the matrix elements
a ({m(i)}) = 〈{m(i)}|Ψ〉. (2.4)
The Hamiltonian commutes with rigid rotations, which are generated by the su(2) Lie algebra
with basis
Σi =
N∑
l=1
σil . (2.5)
Therefore it can be diagonalized simultaneously with Σ3. As a result, each Hamiltonian
eigenstate can be taken to have a definite number n of spin downs.
For all Hamiltonian eigenstates Ψ, the elements a ({m(i)}) are given by the coordinate
Bethe Ansatz [9]
a ({m(i)}) =
∑
g∈Sn
exp
(
i
n∑
j=1
m(j)K(P (j)) +
i
2
∑
j<k
Φ(P (j), P (k))
)
(2.6)
where P (j) : [1, n] → [1, n] is the permutation corresponding to g ∈ Sn. The information
about the state is contained in the functions K ∈ [0, 2pi] and Φ ∈ [−pi, pi] which are related
by
2cot
(
1
2
Φ(i, j)
)
= cot
(
1
2
K(i)
)
− cot
(
1
2
K(j)
)
(2.7)
and by the Bethe equation
NK(i) = 2piQ(i) +
n∑
j 6=i
Φ(i, j) (2.8)
6
where Q(i) is an integer. In fact, a state is characterized by just the set of {Q(i)}. The
ground state for example corresponds to
N = 2n, Q(i) = 2n− 2i+ 1. (2.9)
The right hand side of Eq. (2.1) contains an ~, which we have set to unity. However in
the classical limit it is instead set to zero, in which case the lowest energy state of H becomes
a classical ground state, such as
|0〉 = |↑↓↑↓ · · ·〉 (2.10)
which corresponds to
n =
N
2
, m(i) = 2i. (2.11)
In most of this paper we will restrict our attention to the matrix element between the classical
ground state |0〉 and the quantum ground state |Ω〉
a(m(i) = 2i) = 〈0|Ω〉. (2.12)
The generalization of our results to other matrix elements with well-behaved continuum
limits is essential for our goals. While we suspect that this will be a straightforward gener-
alization of the calculations below, we leave these extension to future work.
2.2 The Thermodynamic Limit
One may automatically solve Eq. (2.7) by introducing spectral parameters λ(i), related to
K(i) and Φ(i) by
eiK(j) =
(
λ(j) + i
2
λ(j)− i
2
)
, eiΦ(j,k) =
(
λ(j)− λ(k) + i
λ(j)− λ(k)− i
)
(2.13)
so that
K(j) = −i ln
(
λ(j) + i
2
λ(j)− i
2
)
= pi − 2 ArcTan(2λ(j)) (2.14)
and
Φ(j, k) = −i ln
(
λ(j)− λ(k) + i
λ(j)− λ(k)− i
)
= 2 ArcCot(λ(j)− λ(k)). (2.15)
We recall that K ∈ [0, 2pi] and Φ ∈ [−pi, pi] and so in Eqs. (2.14) and (2.15) the ranges of
both ArcTan and ArcCot must be taken to be [−pi/2, pi/2]. Using (2.13) Bethe’s equation
(2.8) can be rewritten as a condition on the spectral parameters(
λ(j) + i
2
λ(j)− i
2
)N
=
∏
k 6=j
(
λ(j)− λ(k) + i
λ(j)− λ(k)− i
)
. (2.16)
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It will prove more convenient to rewrite Bethe’s equation using (2.14) and (2.15) to obtain
ArcTan(2λ(j)) = pi
(
1
4
− Q(j)
N
)
+
1
N
n∑
k 6=j
(pi
2
− ArcCot(λ(j)− λ(k))
)
. (2.17)
We have kept ArcCot(λ(j) − λ(k)) ∈ [−pi/2, pi/2] and ArcTan(2λ(j)) ∈ [−pi/2, pi/2] . We
would like to replace the pi/2−ArcCot above with ArcTan, where ArcTan∈ [−pi/2, pi/2].
However, using our conventions pi/2−ArcCot(λ(j)−λ(k)) ∈ [0, pi]. Therefore, to compensate
for the difference in the principal values of pi/2−ArcCot and ArcTan, we will need to subtract
pi whenever ArcCot(λ(j)−λ(k)) is negative, which occurs when λ(j) < λ(k). We will choose
the λ(j) to be monotonically increasing in j, and so we will need to subtract pi for each k
such that k > j. In other words, to bring ArcTan into the fundamental domain we must
subtract pi(n−j) from the sum, which must be added to the Q term. Restricting attention to
the ground state |Ω〉, N = 2n, Q(j) = 2n− 2j+ 1, the spectral parameters are the solutions
of
ArcTan(2λ(j)) = pi
(
1
4
− Q(j)
2n
+
n− j
2n
)
+
1
2n
n∑
k 6=j
ArcTan(λ(j)− λ(k))
= pi
(
−1
4
+
j
2n
)
+
1
2n
n∑
k 6=j
ArcTan(λ(j)− λ(k)). (2.18)
To pass to the continuum limit, one replaces the lattice site index j ∈ [1, n] with
x(j) = −1
4
+
j
2n
∈
[
−1
4
,
1
4
]
. (2.19)
Sometimes it is convenient to replace j by j−1/2 in this expression to make it symmetric in
x→ −x, however this will only affect subdominant contributions in 1/n and will not affect
our main results here. Now all functions f(j) can be replaced by interpolating functions
f˜(x), by demanding
f˜(x(j)) = f(j). (2.20)
By abuse of notation, we will drop the tildes and write simply f for both the original discrete
function and its continuous interpolation. The interpolation is not uniquely defined, however
if one imposes (2.18) then the choice of interpolation is irrelevant, since the equation only
restricts the values at integral points where (2.20) fully determines f(x).
To fix f(x) at all x ∈ [−1
4
, 1
4
]
, one replaces the sum in Eq. (2.18) with an integral
1
2n
n∑
k 6=j
ArcTan(λ(j)− λ(k))→
∫ 1/4
−1/4
dy ArcTan(λ(x)− λ(y)) (2.21)
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so that the spectral function λ(x) is determined by
ArcTan(2λ(x)) = pix+
∫ 1/4
−1/4
dy ArcTan(λ(x)− λ(y)). (2.22)
The replacement (2.21) is not an equality. It changes the equation. The solutions λ(x) will
not be solutions of the original equation, even at the lattice sites x(j). It is expected that
this correction is subdominant in the 1/n expansion. However, these subleading corrections
to the λ(x) may in principle provide leading contributions to the matrix elements.
2.3 The Ground State
One can now solve (2.22) to find the above functions of x for the quantum ground state |Ω〉.
First, let us define the density
ρ(x) =
1
∂λ(x)/∂x
(2.23)
which is unrelated to the density of phases ρ(α) introduced above. The derivative of
Eq. (2.22) with respect to x is
2
1 + 4λ(x)2
1
ρ(x)
= pi +
∫ 1/4
−1/4
dy
1 + (λ(x)− λ(y))2
1
ρ(x)
. (2.24)
Now multiply through by ρ(x). The function λ : [−1/4, 1/4] → [−∞,∞] is a bijection and
so we can pull back any function f(x) to obtain f(λ). Let λ = λ(x) and µ = λ(y). This
allows us to rewrite the entire equation using functions of λ and µ,
2
1 + 4λ2
= piρ(λ) +
∫ ∞
−∞
ρ(µ)dµ
1 + (λ− µ)2 (2.25)
where the integration measure was converted using
dy = ρ(µ)dµ. (2.26)
The equation (2.25) is usually solved using Fourier transforms. We will review the ar-
gument here, as we need to go a few steps beyond the textbook treatment to obtain all
functions of x explicitly. The Fourier transform of the left hand side, omitting the factor of
two for now, is ∫ ∞
−∞
eiλαdλ
1 + 4λ2
. (2.27)
The integrand has simple poles at λ = ±i/2. If α > 0 (α < 0) then the integrand vanishes
exponentially for a large semicircular contour on the upper (lower) half of the complex plane.
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The corresponding contour encircles the pole at +i/2 (−i/2), where the residue is −ie−α/2/4
(ieα/2/4). The contour is counterclockwise (clockwise) and so the residue theorem yields∫ ∞
−∞
eiλαdλ
1 + 4λ2
=
pi
2
e−|α|/2. (2.28)
Defining the Fourier transform of the density by
ρ˜(α) =
1
2pi
∫ ∞
−∞
eiαλρ(λ)dλ (2.29)
the Fourier transform allows Eq. (2.25) to be rewritten
LHS =
2
1 + 4λ2
=
1
2
∫ ∞
−∞
e−iλαe−|α|/2dα (2.30)
and the right hand side
= RHS = pi
∫ ∞
−∞
dαe−iλαρ˜(α) +
∫ ∞
−∞
dαρ˜(α)
∫ ∞
−∞
e−iµαdµ
1 + (λ− µ)2
=
∫ ∞
−∞
dαρ˜(α)
[
pie−iλα + pie−|α|e−iλα)
]
(2.31)
where the integral over µ was performed as in Eq. (2.28). Taking the Fourier transform of
this equation yields
e−|α|/2
2
= piρ˜(α)
[
1 + e−|α|
]
(2.32)
and so the Fourier transformed density is
ρ˜(α) =
1
2pi
1
e|α|/2 + e−|α|/2
. (2.33)
To obtain the density, one need only Fourier transform Eq. (2.33). First note that on the
real line it is equal to the analytic function given by simply removing the absolute values.
With a small perturbation which can later be removed, this function shrinks exponentially
on either the positive or negative semicircle of the complex plane. Let us choose the positive
semicircle. This contour encircles the poles at
α = pii(2k + 1), k ∈ Z (2.34)
where the residues are −i(−1)kepi(2k+1)λ/(2pi). Therefore the density is
ρ(λ) =
∫ ∞
−∞
e−iαλρ˜(α)dα =
∞∑
k=0
(−1)kepi(2k+1)λ = e
piλ
1 + e2piλ
=
1
2cosh(piλ)
. (2.35)
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Thus
dλ
dx
=
1
ρ(λ)
= 2cosh(piλ). (2.36)
This equation is the starting point for studies of the thermodynamics of this model.
We will need explicit expressions for the various functions of x. To find these, we must
solve Eq. (2.36). Multiplying through by dx/2cosh(piλ) and integrating one obtains
x+
1
4
=
∫ x
−1/4
dx =
∫ λ(x)
−∞
dλ
epiλ + e−piλ
=
∫ λ(x)
−∞
dλ
∞∑
k=0
(−1)kepi(2k+1)λ
=
∞∑
k=0
(−1)k e
pi(2k+1)λ
pi(2k + 1)
∣∣∣∣λ(x)
−∞
=
∞∑
k=0
(−1)k e
pi(2k+1)λ(x)
pi(2k + 1)
=
−i
2pi
ln
(
1 + iepiλ(x)
1− iepiλ(x)
)
=
1
pi
ArcTan
(
epiλ(x)
)
(2.37)
which is easily inverted to obtain
λ(x) =
1
pi
ln
(
Tan
[
pi
(
x+
1
4
)])
. (2.38)
Substituting this into Eqs. (2.14) and (2.15) gives the needed results
K(x) = pi − 2ArcTan
(
2
pi
ln
(
Tan
[
pi
(
x+
1
4
)]))
(2.39)
Φ(x, y) = 2 ArcCot
(
1
pi
ln
(
Tan
[
pi
(
x+ 1
4
)]
Tan
[
pi
(
y + 1
4
)])) . (2.40)
Similarly one finds
ρ(x) =
cos(2pix)
2
. (2.41)
Note that the function λ(x) given in Eq. (2.38) is an exact solution of the continuum
equation (2.22) but not of the exact discrete equation (2.18). At large n with j constant,
the jth equation in Eq. (2.18) is violated by cj/n where cj is independent of n to leading
order. The left hand side is always larger. Numerically we have found c1 = 0.45, c10 = 0.18,
c100 = 0.009, c1000 = 0.004 and so on. Shifting an individual λ to adjust for this shift yields
a change of order 1/n. However it is not obvious that when all λ are consistently adjusted
together, the correction will vanish at large n at fixed x.
In fact in Subsec. 5 we will see that the O(N2) contribution to the variance of the anchored
α is the difference between two terms which differ by about 1%. In principle, it is possible
that such a small difference is an artefact of the continuum approximation and would vanish
if we solved the original discrete system. To test this, we have used (2.18) to solve for the
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Figure 1: Histograms of the distributions of α(g) at N = 10 (top-left), N = 14 (top-right)
and N = 18 (bottom) computed numerically for 〈0|Ω〉. The distribution is dominated by
structure, making the best fit Gaussian approximation, show in blue, quite poor everywhere.
The bin size is 1 for N = 10 and N = 14 and 0.5 for N = 18.
left hand side, which we then substituted into the right hand side and so on iteratively 200
times with chain lengths of thousands and we found that convergence appears to arrive after
of order 100 recursions, with a total change in λ of less than about 1% at every site, and
much less than 1% far from the boundaries.
3 The Anchor
Recall that the coordinate Bethe Ansatz expresses the matrix elements in the form
a =
∑
g∈Sn
eiα(g) (3.1)
where the phase
α(g) = α1(g)+α2(g), α1(g) =
n∑
j=1
m(j)K(P (j)), α2(g) =
1
2
n∑
j<k
Φ(P (j), P (k)) (3.2)
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depends on the permutation g ∈ Sn. At large n, the sum (3.1) becomes an integral (1.1)
with measure given by the density ρ(α). Eq. (1.1) states that the matrix elements are given
by the Fourier transform of ρ(α). This function is shown in Fig. 1 in the case of the matrix
element 〈0|Ω〉 at N = 10, 14 and 18. The numerical precision is very high, so the scatter
seen here is intrinsic to the function. Therefore we see that ρ(α) is unfortunately rich in
substructure. In fact, this substructure lies at sufficiently large scales so as to contribute to
the Fourier transform, and so its evaluation is a difficult task.
The role of the anchor α3(g) is to shift
α(g)→ α′(g) = α(g)− α3(g) (3.3)
so as to cancel out the substructure. The anchor α3(g) will be an integral multiple of 2pi
and so the shift will not affect eiα. Therefore the substitution of α with α′ leaves the matrix
elements invariant. To see how the anchor works, and to motivate it, we will first consider
the substructure created by two actions of the cyclic group Zn.
3.1 Type I Cyclic Permutations
One can define a free action of the cyclic group Zn on the permutation group Sn as follows.
Let the generator 1 ∈ Zn act on g ∈ Sn by
1 : Sn → Sn : g 7→ g′ : P (j) 7→ P ′(j) = P (j + 1 mod n). (3.4)
Restrict our attention to matrix elements with the classical ground state |0〉, which corre-
sponds to m(j) = 2j. In this case, and only in this case, we will now show that Zn is an
exact symmetry of the phases
eiα(g) = eiα(g
′). (3.5)
Indeed, α(g′) is easily calculated
α(g′) =
n∑
j=1
m(j)K(P (j + 1 mod n)) +
1
2
n∑
j<k
Φ(P (j + 1 mod n), P (k + 1 mod n))
=
n∑
j=2
m(j − 1)K(P (j)) +m(n)K(P (1))
+
1
2
n−1∑
j=2
n∑
k=j+1
Φ(P (j), P (k)) +
1
2
n∑
j=2
Φ(P (j), P (1)). (3.6)
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Now, fixing m(j) = 2j we find
α(g′)−α(g) = −2
n∑
j=2
K(P (j))+2(n−1)K(P (1))−1
2
n∑
j=2
Φ(P (1), P (j))+
1
2
n∑
j=2
Φ(P (j), P (1)).
(3.7)
Using the antisymmetry of Φ this simplifies to
α(g′)− α(g) = −2
n∑
j=1
K(P (j)) + 2nK(P (1))−
n∑
j=2
Φ(P (1), P (j)). (3.8)
K is symmetrically distributed about pi and so the first term on the right hand side is just
−2npi. Bethe’s equation (2.8) on the other hand gives the sum of the second and third terms
to be 2piQ(P (1)). Putting this all together we obtain
α(g′)− α(g) = 2pi(−n+ 2n− 2P (1) + 1) = 2pi(n− 2P (1) + 1). (3.9)
This is an integer multiple of 2pi. Thus we have shown that these cyclic permutations
leave each summand in the matrix elements invariant, and yet they affect the arguments
α(g) and so complicate the distribution ρ(α). Clearly, to calculate this distribution, it would
be desirable to remove these spurious shifts. How can this be done?
Consider a second action of the generator of the cyclic group. Now
α(g′′)− α(g′) = 2pi(n− 2P ′(1) + 1) = 2pi(n− 2P (2) + 1) (3.10)
and so
α(g′′)− α(g) = 2pi(2n− 2P (2)− 2P (1) + 2). (3.11)
In general the element k of the cyclic group shifts the arguments by
α(g(k))− α(g) = 2pi
k∑
i=1
(n− 2P (i) + 1). (3.12)
How can we modify α(g) to prevent these spurious shifts? Recall that P : [1, n]→ [1, n]
is a bijection and so it is invertible and the inverse transforms under the cyclic action by
(P ′)−1(j) = P−1(j)− 1. (3.13)
Choose any integer k ∈ [1, n] and define
αI3(g) = −2pi
P−1(k)∑
i=1
(n− 2P (i) + 1). (3.14)
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Figure 2: Histograms of the distributions of α(g) − αI3(g) at N = 10 (top-left), N = 14
(top-right) and N = 18 (bottom) computed numerically for 〈0|Ω〉. As compared with α(g)
in Fig. 1, the standard deviations have dropped from 12.6, 20.6 and 29.7 to 8.0, 15.2 and
23.5 respectively. However the Gaussian approximation is still quite poor.
How does this transform?
αI3(g
′) = −2pi
(P ′)−1(k)∑
i=1
(n− 2P ′(i) + 1) (3.15)
= −2pi
P−1(k)−1∑
i=1
(n− 2P (i+ 1) + 1) = −2pi
P−1(k)∑
i=2
(n− 2P (i) + 1)
and so the difference is
αI3(g
′)− αI3(g) = 2pi(n− P (1) + 1) = α(g′)− α(g). (3.16)
As αI3 and α transform identically under the cyclic permutations, their difference α(g)−
αI3(g) is invariant. Thus α
I
3(g) so defined is an anchor which fixes these cyclic permutations.
However it is not the only such anchor. One may add to it any other integral multiple of
15
2pi which is invariant under these cyclic transformations and so obtain another such anchor.
Below we will see that there is another cyclic action which is not fixed, and so this choice of
αI3(g) is not optimal. In Fig. 2 we see that this α
I
3 does reduce the scatter in the distribution
of the phase arguments. At N ∼ 15 the reduction in the variance is about a factor of 2 but
at higher N it is smaller as each orbit of the Zn action is quite small in Sn. It also leaves
considerable substructure and so is not sufficient for the calculation of matrix elements in a
moment expansion.
3.2 Type II Cyclic Permutations
The symmetric group Sn admits another free Zn action, whose generator acts by
1 : g → g′ : P ′(j) = P (j) + 1 mod n. (3.17)
This action does not leave the phases invariant. But, for x not too close to the boundaries, it
leaves the phases eiα(g) reasonably invariant while dramatically shifting the arguments α(g).
Repeating the calculation as above, with this action, one obtains
α(g′)− α(g) =
n∑
j 6=P−1(n)
m(j)(K(P (j) + 1)−K(P (j))) +m(P−1(n))(K(1)−K(n))
+
1
2
n∑
j<l;j,l 6=P−1(n)
(Φ(P (j) + 1, P (l) + 1)− Φ(P (j), P (l)))
+
1
2
P−1(n)−1∑
j=1
(−Φ(1, P (j) + 1)− Φ(P (j), n))
+
1
2
n∑
j=P−1(n)+1
(Φ(1, P (j) + 1) + Φ(P (j), n)) . (3.18)
This time the calculation is more difficult. Again consider the classical ground state m(j) =
2j. Now if P is a cyclic permutation
P (j) = j + k mod n. (3.19)
then
P ′(j) = P (j) + 1 mod n = j + k + 1 mod n = P (j + 1 mod n) (3.20)
and so type II cyclic permutations are, in this case, identical to type I cyclic permutations.
Therefore as before
α(g′)− α(g) = ∆ := 2pi(n− 2P (1) + 1) = −2pi (n− 2P−1(n)− 1) . (3.21)
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Figure 3: Histograms of the distributions of α(g′)− α(g) (left) and α(g′)− α(g)−∆ (right)
at N = 14 (top) and N = 18 (bottom) computed numerically for 〈0|Ω〉. The bin width is
0.01. One sees that α(g′)− α(g) is nearly an integral multiple of 2pi, in fact 4pi as n is odd.
On the other hand, α(g′)− α(g)−∆ is quite small.
The trivial rewriting in the last step will allow this result to approximately generalize to
other permutations P as we will now explain.
Any two permutations P in the symmetric group Sn are related by a series of basic
permutations in which pairs of adjacent numbers are permuted. In particular, any P is
related to a cyclic permutation, for which (3.21) holds, by some series of basic permutations.
We have checked numerically, for N ∼ 15, that α(g′) − α(g) −∆ varies by less than about
0.05 under each basic permutation. In this sense, ∆, as defined in (3.21) is a reasonable
approximation for α(g′)− α(g) for any permutation P , even those which are not cyclic. On
the other hand, under some basic permutations α(g′) − α(g) jumps by an integer multiple
of 2pi. Therefore, ∆ contains all of the 2pi jumps resulting from the unit type II cyclic
permutation (3.17). The distributions of α(g′) − α(g) and α(g′) − α(g) − ∆ are shown in
Fig. 3. It is evident here that the second has a much smaller scatter.
Again it is not difficult to construct an anchor which reproduces this transformation law
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Figure 4: Histograms of the distributions of α(g) − αII3 (g) at N = 10 (top-left), N = 14
(top-right) and N = 18 (bottom) computed numerically for 〈0|Ω〉. As compared with α(g)
in Fig. 1, the standard deviations have dropped from 12.6, 20.6 and 29.7 to 8.2, 15.2 and
23.6 respectively. However the Gaussian approximation is still quite poor.
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Figure 5: Histograms of the distributions of α(g) − α3(g) at N = 10 (top-left), N = 14
(top-right) and N = 18 (bottom) computed numerically for 〈0|Ω〉. As compared with α(g)
in Fig. 1, the standard deviations have dropped from 12.6, 20.6 and 29.7 to 1.4, 2.2 and 3.2
respectively. Finally the Gaussian approximation is reasonable.
for an arbitrary type II cyclic permutation
αII3 (g) = 2pi
P (k)−1∑
i=1
(n− 2P−1(i) + 1) (3.22)
where k is arbitrary. However this anchor does not leave the type I cyclic permutations
invariant, and as can be seen in Fig. 4 it causes a reduction in the scatter of α which is
comparable to that of αI3.
3.3 A Universal Anchor
We propose that the argument α(g) in the Bethe Ansatz (3.1) and (3.2) be replaced by the
anchored argument
α′(g) = α1(g) + α2(g)− α3(g) (3.23)
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where the anchor α3(g) is defined by
α3(g) = 2pi
∑
j<k
θ(P (j)− P (k)) (3.24)
where the Heaviside step function is
θ(x) =
{
1 if x > 0
0 otherwise.
(3.25)
The trivial permutation P (j) = j gives α3(g) = 0. More generally, this counts the number
of pairs of sites whose order is flipped by g.
We will see that the anchored argument α′(g) has a number of nice properties, not shared
by α(g). In this subsection we will see that it is invariant under type I permutations. α3(g)
jumps by ∆ under type II permutations, and so while α′(g) is not invariant under these
permutations, its shift is relatively modest. Of course we do not want invariance under type
II permutations, as these affect eiα. Numerically, one can see in Fig. 5 that the density
of α′ has far less pronounced substructure than α and is much better approximated by a
Gaussian distribution. Later, using the binning approximation, we will show analytically
that the variance of α is of order O(N3/2) but that of α′ is only O(N). Altogether these
observations lead us to believe that α′ will be a more convenient variable than α for the
evaluation of the Fourier transform in Eq. (1.1).
How does the anchor work? For example, begin with the identity permutation P (j) = j.
Now consider the type I cyclic permutation, it yields
P ′(j) = P (j + 1) = j + 1 mod n. (3.26)
In this case P (n) = 1 and so a single entry has moved from the right to the left of all other
n− 1 entries, all of which were smaller. Thus the sum gains contributions from all elements
with j = 1
α3(g
′) = α3(g′)−α3(g) = 2pi
n∑
j<k
θ(P (j)−P (k)) = 2pi
n∑
k=2
1 = 2pi(n−1) = 2pi(n−2P (1)+1).
(3.27)
And so we see that α3 transforms just like α under this cyclic permutation of type I. In fact,
the transformation (3.26) is not only the generator of type I cyclic permutations, but also
type II cyclic permutations, which coincide in this example because g is just a shift. Now
P−1(n) = n, ∆ = 2pi(n− 1) = α3(g′)− α3(g) (3.28)
and so the anchor compensates for the type II permutation as well, as it must since this is
also a type I permutation.
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What about general elements of Sn? Beginning with an arbitrary element g ∈ Sn, a type
I permutation yields
P ′(j) = P (j + 1 mod n) (3.29)
and so our anchor transforms to
α3(g
′) = 2pi
n−1∑
j=1
n∑
k=j+1
θ(P ′(j)− P ′(k)) (3.30)
= 2pi
n−1∑
j=1
n∑
k=j+1
θ(P (j + 1)− P (k + 1 mod n))
= 2pi
n−2∑
j=1
n−1∑
k=j+1
θ(P (j + 1)− P (k + 1)) + 2pi
n−1∑
j=1
θ(P (j + 1)− P (1))
= 2pi
n−1∑
j=2
n∑
k=j+1
θ(P (j)− P (k)) + 2pi
n∑
j=2
θ(P (j)− P (1))
(3.31)
yielding a difference of
α3(g
′)− α3(g) = 2pi
n∑
j=2
θ(P (j)− P (1))− 2pi
n∑
k=2
θ(P (1)− P (k)) (3.32)
= 2pi(n− P (1))− 2pi(P (1)− 1) = 2pi(n− 2P (1) + 1)
which equals α(g′)− α(g) calculated in Eq. (3.9). Therefore α(g)− α3(g) is invariant under
type I permutations.
What about type II permutations? Now
P ′(j) = P (j) + 1 mod n (3.33)
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and so
α3(g
′) = 2pi
n−1∑
j=1
n∑
k=j+1
θ(P ′(j)− P ′(k)) (3.34)
= 2pi
n−1∑
j=1
n∑
k=j+1
θ((P (j) + 1 mod n)− (P (k) + 1 mod n)))
= 2pi
n−1∑
j=1,j 6=P−1(n)
n∑
k=j+1,k 6=P−1(n)
θ((P (j)− P (k))))
+
n∑
k=P−1(n)+1
θ(1− P (k)− 1) +
P−1(n)−1∑
j=1
θ(P (j) + 1− 1)
= 2pi
n−1∑
j=1,j 6=P−1(n)
n∑
k=j+1,k 6=P−1(n)
θ(P (j)− P (k)) + 2pi(P−1(n)− 1).
(3.35)
The difference is then
α3(g
′)− α3(g) = −2pi
n∑
k=P−1(n)+1
θ(n− P (k))− 2pi
P−1(n)−1∑
j=1
θ(P (j)− n) + 2pi(P−1(n)− 1)
= −2pi(n− P−1(n)) + 2pi(P−1(n)− 1)
= −2pi(n− 2P−1(n) + 1) = ∆ (3.36)
which agrees with the approximation to the shift in α(g) found in Subsec. 3.2. Therefore
α(g)− α3(g) is approximately invariant under both kinds of cyclic permutations.
We need more. We need α(g) − α3(g) to be free of substructure, so that its moments
yield a well-behaved expansion about a Gaussian. In the case of the matrix element of the
classical and quantum ground states 〈0|Ω〉 at N = 22, so that n = 11, these properties are
demonstrated numerically in Fig. 6. One sees that the full width half maximum of α is about
70, which is about 2n3/2 as expected. On the other hand α(g)−α3(g) is much thinner, with
a full width half maximum of only about 6. We see in the bottom panel that a Gaussian
provides a reasonable fit to the anchored α(g) − α3(g). If this has any substructure, it lies
at scales far beneath 2pi where it has little effect on Eq. (1.1) and so the matrix elements.
This is our first main result. With the anchor (3.24) the distribution of phases ρ(α) in
the CBA becomes approximately a Gaussian and so the calculation of the matrix elements
22
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Figure 6: Histograms of the distributions of α(g) (top-left) and α(g)− α3(g) (others) com-
puted numerically at N = 22 for 〈0|Ω〉. The matrix element is dominated by structure at
scales near 2pi. α(g) has rich substructure at this scale, which dominates the matrix element.
α(g)− α3(g) is much thinner, with no evidence of substructure at this scale. In the bottom
panel one sees that α(g) − α3(g) closely fits a Gaussian of deviation 3.4 (black curve), al-
though there is slight leptokurtosis. The bin width is 0.1 and cyclic permutations of type I
are used to fix P (1) = 1.
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Figure 7: Histograms of the distributions of α(g)− α3(g) computed numerically at N = 14
(left) and N = 18 (right) for 〈0|Ω〉 (red with a black Gaussian fit) and 〈1|Ω〉 (blue with a
green Gaussian fit).
in Eq. (1.1) requires only that one determine its moments. In the rest of this note, we will
describe a method for the calculation of these moments.
3.4 Other matrix elements
Of course we are not only interested in the matrix element 〈0|Ω〉. Our anchor was motivated
by the fact that the type I shift symmetry leaves eiα(g) invariant in the case of the classical
ground state |0〉. This is not true for other states. So how well does the anchor perform
when m(i) 6= 2i, corresponding to other left hand sides of the matrix element? We have only
investigated this question numerically.
First let us consider a small change, leaving all m(i) = 2i except for m(2) = 3. Let us
call this state |1〉. In Fig. 7 we see that this shift in m(2) leads to a shift in α − α3, but
the shape and variance are not noticeably affected. What about matrix elements with states
that are further from the classical vacuum? Consider two more states
|2〉 := |1, 2, 4, 7, 10, 11, 14, 15, 18〉, |3〉 := |1, 2, 3, 4, 5, 6, 7〉 (3.37)
at N = 18 and N = 14 respectively. In Fig. 8 we compare the distribution of α(g) in the case
of 〈0|Ω〉 with that of 〈2|Ω〉. The values of m(i) in the state |2〉 were chosen at random, so that
it may represent a generic state. One sees that for this state the shape of ρ(α′) is still quite
similar to the ground state and the increase in the variance is modest. On the other hand,
the state |3〉 was chosen to be as far as possible from the classical ground state. In Fig. 9 we
see that in this case the density function has noticeable, periodic substructure which will no
doubt affect the Fourier transform and will be difficult to capture in the moment expansion.
The variance is also considerably larger than in the case of the other states, although still
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Figure 8: Histograms of the distributions of α(g)− α3(g) computed numerically at N = 18
for the classical ground state 〈0|Ω〉 (red with a black Gaussian fit) and the generic state
〈2|Ω〉 (blue with a green Gaussian fit). The Gaussian approximation is quite good in both
cases, although the variances differ.
far smaller than that of the unanchored ρ(α). The viability of our strategy for calculating
the matrix elements requires that the contributions of such states to physical observables be
suppressed at large N . We note that this is the n = N/2 state with the highest energy.
4 Binning
Exact calculations of matrix elements have been a major industry for decades. However
as we are interested in the continuum field theory, our goal is somewhat different. It is more
difficult, because we will need a method which calculates matrix elements for states which
differ at arbitrarily many lattice sites from any given reference state. This distance is in
general infinite, and so if our proposal requires a computation time which is polynomial in
this distance then we are lost. That said, we do not need a closed form answer. It is sufficient
to present a method for the calculation of any matrix element, so long as the time required
for a given precision, as measured in units accessible to the continuum field theory, does
not increase with N but only with some suitable measure of the complexity of the state.
Our task is also easier because we are not interested in all states. We are only interested
in those states which survive the continuum limit. In particular, nearby lattice sites should
have similar behaviors, in the sense that they map nearby pairs of lattice sites to the same
target space point via the map in Ref. [7], which is reviewed in Appendix A.
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Figure 9: Histogram of the distribution of α(g) − α3(g) computed numerically at N = 14
for 〈3|Ω〉. There appears to be a periodic substructure. If this persists at large N it will be
an obstruction to calculating this matrix element. However we believe that matrix elements
of states so far from the classical ground state will be exponentially suppressed.
4.1 The Binning
This motivates the following approach. Let n/q be an integer. We will divide the interval
[1, n] into q bins
Si =
[
n
q
(i− 1) + 1, n
q
i
]
, i ∈ [1, q]. (4.1)
Recall that an element g ∈ Sn is completely characterized by a bijection P : [1, n] → [1, n].
Let
fij(g) =
∑
k∈Si
∑
l∈Sj
δP (k),l = |P (Si) ∩ Sj| (4.2)
where |S| is the cardinality of the set S. In other words, fij(g) is the number of entries of
Si which P maps into Sj. Clearly fij(g) contains only some of the information in P , while
P is fully equivalent to g. We will rely upon
The Binning Postulate: For the calculation of a given quantity X to any precision  > 0,
there exists a sufficiently high q() such that, if X is calculated replacing all g with the same
{fij} by the same gf then the introduced error in X will be bounded by .
It may be that the binning postulate is false, or that it is true only at some leading
orders in N . Certainly it is false for many quantities X. It is our hope that the binning
postulate is true, however, for all X accessible in the continuum field theory. This requires
that, in the continuum limit, the homogeneous bins (bins with nearly constant Ne´el order
parameter) dominate the matrix elements. In other words, we conjecture that each point
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Figure 10: Histograms of the distributions of α′(g) = α(g) − α3(g) at N = 18. In the left
panel, all values of g are considered. In the right panel, only those values with fij(g) = 3δij
are considered, yielding a standard deviation of 3.8. Therefore the intrabin scatter of α′(g)
is comparable to the full scatter in this case, and so by no means negligible.
in the continuum field theory corresponds to a bin on the spin chain, and so none
of the bins’ internal structure survives in the continuum field theory.
At least at the small values of N accessible to brute force numerical calculations, there is
no evidence that the binning postulate holds for α itself. As shown in Fig. 10 the intrabin and
interbin variances of α′ at N = 18 are comparable. Whether it holds at large N may depend
on the relation between q and N assumed in this limit. Needless to say, understanding
this issue is critical to the success of our intended program and it remains possible that an
inevitable failure of the binning postulate will obstruct our approach.
With these strong conjectures in hand our strategy is clear. We will recast our problem
in terms of f , assuming that with a suitable choice of gf the intrabin contributions to various
quantities vanish in the q →∞ limit.
We have checked this in some cases as follows. The expressions below often contain
nested sums over bins with inequalities, such as
∑q
i=1
∑q
j=i+1. The summand in which two
bins are equal, such as i = j, is not clearly defined by our procedure. For example, in terms
involving α3 or Φ it depends on the permutations of elements inside of a bin. This is intrabin
information which is present in g but not in fij. We have tried different prescriptions for these
diagonal summands, such as
∑q
i=1
∑q
j=i and also a one half weight for the diagonal summand
i = j, in several expressions throughout the paper. In each case this led to a correction which
is suppressed by a factor of 1/q with respect to the leading term. For example, the 1/q2 in
Eq. (4.21) can be made to disappear by adopting a half weight. However, in the calculation
of the O(n2) contribution to the variance of α we have assumed a symmetric form (5.16) of
the anchor α3, which fixes the convention for the diagonal summand and we found that this
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convention greatly simplifies the computation.
Now our binning approximation is
α1(g) =
n∑
j
m(j)K(P (j)) ∼ α1(f) =
q∑
i,j=1
m
(
n
q
i
)
fij(g)K
(
n
q
j
)
. (4.3)
α2(g) =
1
2
n∑
j<k
Φ(P (j), P (k)) ∼ α2(f) = 1
2
q∑
i<k
q∑
j,l=1
fij(g)fkl(g)Φ
(
n
q
j,
n
q
l
)
α3(g) = 2pi
∑
j<k
θ(P (j)− P (k)) ∼ α3(f) = 2pi
q∑
i<k
q∑
j>l
fij(g)fkl(g).
α(f) = α1(f) + α2(f)− α3(f).
Here and from now on, we drop the prime on the anchored argument α as we will no longer
need the unanchored α. These expressions are the definitions of our binned α(f), and so no
large n or q limit needs to be taken. However, even in the case of quantities for which the
binning postulate holds, we expect in general that calculations of these quantities using α(f)
will differ from those using the exact α(g) at subleading orders in an expansion in either n/q
or in q.
Our strategy will be as follows. The matrix elements of interest can be expressed in terms
of moments of ρ(α) where α is a function of g ∈ Sn. Therefore the moments are averages
over the group Sn. The binning approximation lets us replace α(g) with α(f). The moments
of α(f) are averages over the space of values of f , and no longer over the full group Sn.
Now equation (4.3) gives α(f) explicitly, and so allows one to express the moments of α in
terms of those of f , which, as we will see below, can in turn be calculated using standard
combinatoric arguments.
4.2 Simplifications at First Order
This can be somewhat simplified. First note that each of the n/q elements of Si is mapped
to some Sj by P . This yields the sum rule
q∑
j=1
fij(g) =
n
q
. (4.4)
Similarly all n/q elements of Sj are in some P (Si) yielding the second sum rule
q∑
i=1
fij(g) =
n
q
. (4.5)
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These sum rules hold individually for every g ∈ Sn.
Let us define the expectation value of fij by
〈fij〉 = 1
n!
∑
g∈Sn
fij(g). (4.6)
Higher correlators are defined similarly. It is quite clear that 〈fij〉 is independent of i and j.
Therefore the expectation value of either sum rule yields
〈fij〉 = 1
q
〈
q∑
i=1
fij
〉
=
1
q
〈
n
q
〉
=
n
q2
. (4.7)
This quantity will appear so often that we will name it
β =
n
q2
. (4.8)
Many quantities are more simply expressed in terms of the reduced
f˜ij(g) =
fij(g)
β
− 1. (4.9)
From the corresponding properties of fij one finds
q∑
i=1
f˜ij(g) =
q∑
j=1
f˜ij(g) = 0, 〈f˜ij〉 = 0. (4.10)
These sum rules hold exactly for any value of q and n, so long as n/q is an integer.
We can now use (4.3) to express the Bethe phases in terms of f˜ . The first is
α1(f) = β
q∑
i,j=1
m
(
n
q
i
)
(1 + f˜ij)K
(
n
q
j
)
. (4.11)
Let us fix our reference state to be the classical ground state |0〉 and so m(j) = 2j. Then
this becomes
α1(f) = β
q∑
i,j=1
2i
n
q
(1 + f˜ij)K
(
n
q
j
)
. (4.12)
= 2β
n
q
(
q∑
i=1
i
)(
q∑
j=1
K
(
n
q
j
))
+
2n2
q3
q∑
i,j=1
if˜ijK
(
n
q
j
)
= n2pi
(
1 +
1
q
)
+
2n2
q3
q∑
i,j=1
if˜ijK
(
n
q
j
)
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where we used the fact that K(i) is symmetric about pi. The 1/q correction to the first term
is an artefact of our treatment of interbin effects, and could be changed if we changed our
prescription for these by, for example, adding terms α4 to consider cases in which i = k but
nonetheless a given element of Si is less than one of Sk = Si and so should be included in
the sum. The binning postulate states that such corrections should not appear in continuum
field theory observables.
Next we will treat α2(f)
α2(f) =
1
2
β2
q∑
i<k
q∑
j,l=1
(1 + f˜ij)(1 + f˜kl)Φ
(
n
q
j,
n
q
l
)
. (4.13)
Note that the term with no f˜ vanishes because
q∑
j,l=1
Φ
(
n
q
j,
n
q
l
)
∼ q
2
n2
n∑
j,l=1
Φ (j, l) = 0. (4.14)
This expression is exact only at q = n and also in the large q limit for any n. The deviation
from zero at subleading orders in the q expansion is an artefact of the binning approximation,
which should not contribute to physical quantities, and so we will neglect it from now on.
It may appear that the term linear in f˜ in Eq. (4.18) vanishes as a result of the sum rule,
but it does not as i < k and so it is not summed over all bins. However j and l are summed
over all bins, and so we can apply the binned version of the Bethe equation (2.8), which in
the case of the ground state |Ω〉 is
2qK(j) = 2pi
(
2q − 2j + q
n
)
+
q∑
l 6=j
Φ
(
n
q
j,
n
q
l
)
. (4.15)
Now we are ready to evaluate the terms linear in f˜ . It turns out that they are equal, so we
will show the evaluation of the f˜ij term
1
2
β2
q∑
i<k
q∑
j,l=1
f˜ijΦ
(
n
q
j,
n
q
l
)
=
1
2
β2
q∑
i
(
q∑
k=i+1
)
q∑
j=1
f˜ij
(
2qK(j) + 2pi
(
−2q + 2j − q
n
))
= β2
q∑
i
(q − i)
q∑
j=1
f˜ij
(
qK(j) + 2pi
(
−q + j − q
2n
))
(4.16)
which can be cleaned using the sum rule
1
2
β2
q∑
i<k
q∑
j,l=1
f˜ijΦ
(
n
q
j,
n
q
l
)
= −n
2
q3
q∑
i,j
if˜ijK(j)− 2piβ2
q∑
i,j
if˜ijj. (4.17)
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As the f˜kl term is equal to the f˜ij term, we have found
α2(f) = −4piβ2
q∑
i,j
if˜ijj − 2n
2
q3
q∑
i,j
if˜ijK(j)
+
1
2
β2
q∑
i<k
q∑
j,l=1
f˜ij f˜klΦ
(
n
q
j,
n
q
l
)
. (4.18)
Here we see our first major cancellation. The second term of α2(f) exactly cancels the
second term in α1(f) as written in Eq. (4.12). Thus the function K disappears from the
phase factor α(f), and only a constant remains of α1(f).
Finally we turn to α3(f)
α3(f) = 2piβ
2
q∑
i<k
q∑
j>l
(1 + f˜ij)(1 + f˜kl). (4.19)
The term with no f˜ is easily evaluated
2piβ2
q∑
i<k
q∑
j>l
1 = 2piβ2
(
q(q − 1)
2
)2
=
pi
2
n2
(
1− 1
q
)2
. (4.20)
This cancels half of the remaining constant term in α1(f) in Eq. (4.12). These constant
terms then yield
〈α1 + α2 − α3〉 = n
2
2
pi
(
1 +
1
q2
)
. (4.21)
In the case q = n, corresponding to no binning3, the expectation values for 〈α1 + α2〉 and
for this full anchored combination are visible in Fig. 6 and one indeed sees that the later
is a bit more than half of the former. Why a bit more? Should not 1/q2 be an artifact?
When n→∞, n/q2 should either tend to a constant or else go to zero more slowly than 1/q.
And so one expects that a 1/q2 correction will be a 1/n correction. Such a 1/n correction is
expected, as we have made a rather arbitrary choice in definition of α3(g) in Eq. (3.24). We
have not included contributions from the terms j = k. If we include these contributions, then
the anchor is increased by 2pin and so the expectation value decreases by 2pin. In this case
the expectation value of the anchored phase is slightly less than half of the unanchored phase.
The expectation value of α contributes a phase to the matrix elements, and so needless to
say we need to be concerned about an O(n) change in its expectation value. The fact that
such subleading effects, as subtle as the choice of whether to include the j = k term in
3Later, when we calculate correlation functions of f ’s, we will need to assume that q . √n, but that is
not necessary here.
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the anchor, may have such a large effect on our results means that care will be needed, in
particular in such zero point effects which can leak into the next order in n.
The Bethe phase α can be simplified yet further. We have seen that it contains terms
which are constant, linear and quadratic in f˜ . The constant terms where summed in
Eq. (4.21). The two linear terms are equal, and so to evaluate their sum we will simply
multiply the f˜ij term by 2
4piβ2
q∑
i<k
q∑
j>l
f˜ij = 4piβ
2
q∑
i,j=1
(q − i)jf˜ij = −4piβ2
q∑
i,j=1
if˜ijj. (4.22)
This is equal to the first term in α2(f) as written in Eq. (4.18), leading to our second major
cancelation. Putting all remaining terms together we have found our master formula for the
anchored phase
α(f) =
n2
2
pi
(
1 +
1
q2
)
+
1
2
β2
q∑
i<k
q∑
j,l=1
f˜ij f˜klΦ
(
n
q
j,
n
q
l
)
− 2piβ2
q∑
i<k
q∑
j>l
f˜ij f˜kl. (4.23)
We will soon see that 〈f˜ f˜〉 ∼ 1/n at leading order in n and so we may already try to
estimate the fluctuations of the anchored phase in the large n and q limit. The first term
is a constant and so does not contribute. The second two have β2 = n2/q4. The q4 cancels
with the sums, up to a factor of order unity. Now the variance depends on the square of
this, and so it will be of order O(n4). On the other hand the four point function of f˜ in the
Gaussian approximation would give O(1/n2), and so we find a variance of O(n2) and so a
standard deviation of O(n).
The canceled term in Eq. (4.22) has a larger variance. Consider the square of this term.
The term contains β2 and so its square contains β4, yielding n4 as above. Again, as above,
the 1/q8 in the β4 is canceled by eight sums over bins. The difference is that this term
only contains a single power of f˜ , and so its square only contains a two-point function of
f˜ , yielding 1/n. And so the variance is of order O(n3). In Subsec. 5.1 we will see that this
leading order term is nonvanishing. Thus we arrive at our second main result: Anchoring
reduces the variance of the argument α from O(n3) to O(n2).
4.3 Bin Statistics from Partitions: One Point
Finally we are ready to calculate correlation functions of f . These are averages of products of
fij(g) over the symmetric group Sn. To calculate them, one must count how many members
g ∈ Sn give each value for a given polynomial in fij(g). Let us warm up by considering a
single fij. How many elements of g satisfy fij(g) = p?
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Let us call this number
hij(p) = Number of g ∈ Sn such that fij(g) = p. (4.24)
As the symmetric group Sn has n! elements, the probability that a given g satisfies fij(g) = p
is then
h˜ij(p) =
hij(p)
n!
. (4.25)
Recall that P must map each integer in [1, n] to a distinct integer in [1, n]. If p elements of
Si are to map to Sj, one needs to choose which p elements of Sj are in P (Si). Recalling that
each bin has n/q elements, the number of choices is
(
n/q
p
)
. One must also choose the n/q− p
elements of the complement of Sj which are in P (Si). The corresponding number of choices
is
(
n−n/q
n/q−p
)
. Finally, one may permute the elements of Si and its complement, yielding factors
of (n/q)! and (n− n/q)! respectively. The result is
hij(p) =
(
n/q
p
)(
n− n/q
n/q − p
)
(n/q)! (n− n/q)!. (4.26)
These later factors are independent of p and so will not be important in future calcula-
tions, as they only contribute to the overall normalization which is fixed by the fact that
∞∑
p=0
hij(p) = n!. (4.27)
So let us separate all of the p-independent terms into a constant c
h˜ij(p) =
hij(p)
n!
=
c
p!
(
(n/q)!
(n/q − p)!
)2(
(n− 2n/q)!
(n− 2n/q + p)!
)
=
c
p!
((n/q)p)
2
(n− 2n/q + 1)p
c =
((n− n/q)!)2
n! (n− 2n/q)! (4.28)
where we have defined the falling and rising factorials
mn =
m!
(m− n)! , m
n =
(m+ n− 1)!
(m− 1)! . (4.29)
Curiously, h˜ij(p)/c is the pth term in the Gauss series for the hypergeometric function
2F1(n/q, n/q,−n+ 2n/q;−1).
So far these expressions are exact for all n and q. We will be interested in the limit where
n/q →∞ while p, which is of order β = n/q2, will be finite or slowly tend to 0. In this limit
the rising and falling factorials are of the form x!/(x+ r)! with r <<
√
x. Indeed, r will be
finite and
√
x infinite. When x = n/q and r = p ∼ n/q2 this inequality implies n . q3.
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To find a suitable approximation for the ratios of factorials in this limit, we combine the
expansion(
1 +
a
n
)n
= ea
(
1− a
2
2n
+
a3
3n2
+
a4
2n2
− a
4
4n3
− a
5
6n3
− a
6
48n3
+O
(
1
n4
))
(4.30)
with Stirling’s approximation
n! =
√
2pinnne−n
(
1 +
1
12n
+
1
288n2
+O
(
1
n3
))
(4.31)
and the binomial expansion to obtain our main tool
x−r =
1
(x+ 1)r
=
x!
(x+ r)!
(4.32)
∼ x−r
(
1 +
−r − r2
2x
+
2r + 9r2 + 10r3 + 3r4
24x2
+
−6r2 − 17r3 − 17r4 − 7r5 − r6
48x3
)
.
With this tool in hand, we can approximate h. If we let q ∼ O(n1/2) and expand to order
O(n−1), for example, we find
h˜ij(p) =
c
p!
βp
1 + (1 + 2β)p− p2
n/q
+
(
12β − 3− 1
β
)
p+
(
12β + 9 + 6
β
)
p2 +
(
−12− 8
β
)
p3 + 3
β
p4
6n
 .
(4.33)
Note that the leading term is a Poisson distribution times eβc. Therefore the expectation
value of any function of f can be given in terms of Poisson correlators
〈p〉0 = β, 〈p2〉0 = β2 + β, 〈p3〉0 = β3 + 3β2 + β, 〈p4〉0 = β4 + 6β3 + 7β2 + β, ... .
(4.34)
In particular, by setting the expectation value of 1 to be equal to 1, we can fix c at any
desired order. In this case the relation between Eq. (4.33) and the Poisson distribution
yields
1 = 〈1〉 = eβc
[
〈1〉0 + (1 + 2β)〈p〉0 − 〈p
2〉0
n/q
(4.35)
+
(
12β − 3− 1
β
)
〈p〉0 +
(
12β + 9 + 6
β
)
〈p2〉0 +
(
−12− 8
β
)
〈p3〉0 + 3β 〈p4〉0
6n
 .
Then inserting the Poisson expectation values from Eq. (4.34) one finds
1 = eβc
[
1 +
β2
n/q
+
3β3 + 7β2 − 3β
6n
]
(4.36)
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and so obtains c at O(n−1)
c =
e−β
1 + β
2
n/q
+ 3β
3+7β2−3β
6n
. (4.37)
Any other correlator can be found similarly, using (4.33) to relate the desired correlator
to a combination of Poisson correlators. For example,
〈fij〉 = 〈p〉 = eβc
[
〈p〉0 + (1 + 2β)〈p
2〉0 − 〈p3〉0
n/q
+
(
12β − 3− 1
β
)
〈p2〉0 +
(
12β + 9 + 6
β
)
〈p3〉0 +
(
−12− 8
β
)
〈p4〉0 + 3β 〈p5〉0
6n

= β. (4.38)
This spectacular order by order cancellation is in fact required by the sum rule, as was
argued above, and so provides a consistency check of our approximations.
Higher orders in n have useful information for correlators of distinct fij. However, for
our purposes in this Subsection, for correlators at a single {i, j} it suffices to use the leading
term, given by the Poisson distribution. At this order〈
fnij
〉
= 〈pn〉0. (4.39)
We can then find arbitrary correlators of f˜ at the same point. For example〈
f˜ 2
〉
=
〈(
f
β
− 1
)2〉
=
〈f 2〉
β2
− 2 〈f〉 〈1〉
β
+ 1 =
〈p2〉0
β2
− 2〈p〉0
β
+ 1 =
1
β
. (4.40)
This is reasonable. It means that so long as β >> 1, f˜ will stay away from its minimal value
of −1, where f vanishes, and so is reasonably well approximated by a Gaussian. As α is
quadratic in f˜ , to determine its variance we will need four point functions of f˜ . If all f˜ are
at the same point, the leading order contribution is〈
f˜ 4
〉
=
〈(
f
β
− 1
)4〉
=
〈f 4〉
β4
− 4 〈f
3〉 〈1〉
β
+
6 〈f 2〉 〈1〉
β
− 4 〈f〉 〈1〉
β
+ 1
=
3
β2
+
1
β3
= 3
〈
f˜
〉2
+
1
β3
. (4.41)
The first term is usual disconnected contribution to the four point function, in which the
f˜s are paired into 3 possible pairs of pairs and their two point correlations are used. These
give a result of order 1/n2 which, combined with the n4 in α2 in Eq. (4.23) yields β2 and so
a variance of order O(n2).
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4.4 Bin Statistics from Partitions: Multiple Points
In general we will need correlators of f˜ij with different indices. There are two ways to gener-
alize the above calculation to multiple indices. The first is to use the sum rule to extrapolate
new correlators from old correlators. This is sufficient to derive all of the Gaussian terms,
as these simply come from the two point function, and the sum rule together with one two
point function yields all two point functions. So the sum rule approach will be sufficient
for our application in Sec. 5, which concerns the calculation of the O(n2) terms. However,
once that order is understood, the reader may wish to calculate the subleading terms. These
come from the essentially Poisson terms like the last term in Eq. (4.41) and many, but not
all, of these can be derived from the previous case using sum rules.
Let us begin with the sum rule approach. Once we know that in the large n and q limit,
with β unconstrained 〈
f˜ij f˜ij
〉
=
1
β
(4.42)
the sum rule (4.10) implies that〈
f˜ij f˜il
〉
=
〈
f˜ij f˜kj
〉
= − 1
β(q − 1) ∼ −
1
βq
(4.43)
for all i 6= k and j 6= l. In the last expression we have used the large q limit. A repeated
application of the same sum rule yields〈
f˜ij f˜kl
〉
=
1
βq2
=
1
n
(4.44)
for i 6= k and j 6= l. We will denote these correlations using the following diagrams〈
f˜ij
〉
=
(
•
)
,
〈
f˜ 2ij
〉
=
(
•2
)
(4.45)
〈
f˜ij f˜il
〉
=
(
• // •oo
)
,
〈
f˜ij f˜kl
〉
=

•

•
??
 .
Here the rows are the {j, l} indices which are contracted with Φ in our master formula (4.23),
while the columns are the {i, k} indices which are ordered. Recall that g ∈ Sn is represented
as a map P : [1, n] → [1, n] and so the rows correspond to the bins in the image and the
columns to the bins in the domain of the map. Inverting g corresponds to a transpose of
the diagram, but this does not affect the statistics as it is an automorphism of Sn and so
each diagram will be equal to its transpose. Similarly, rows can be freely interchanged, as
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can columns, without changing the value. Solid lines connect entries directly related by the
sum rule, and so introduce factors of −1/q whereas dashed lines connect entries which are
connected by two sum rules. At this leading order in n the dashed lines introduce factors of
1/q2.
The O(n2) approximation to the four point functions then follow from simply summing
together the three pairs of products of two point functions. For example, if i 6= k and j 6= l
then at leading order 〈
f˜ 2ij f˜
2
kl
〉
=
〈
f˜ 2ij
〉〈
f˜ 2kl
〉
=
1
β2
(4.46)
while 〈
f˜ 2ij f˜k1lf˜k2l
〉
=
〈
f˜ 2ij
〉〈
f˜k1lf˜k2l
〉
=
1
β
(
− 1
βq
)
= − 1
β2q
(4.47)
corresponding to the diagrams
〈
f˜ 2ij
〉〈
f˜ 2kl
〉
=

•2
•2
 ,
〈
f˜ 2ij
〉〈
f˜k1lf˜k2l
〉
=

• // •oo
•2
 .
(4.48)
There are contributions from other combinations of pairings of the points, but these are
subdominant in q.
In general to calculate correlators at distinct points, the sum rules are not sufficient.
However the above partition argument can be generalized. For concreteness, let us consider
a correlator corresponding to a diagram with 2 rows and 2 columns. This means that we will
be interested in two domain bins {i, k} and two image bins {j, l}. We will need to calculate
the joint probability distributions of
fij(g) = p1, fil(g) = p2, fkj(g) = p3, fkl(g) = p4. (4.49)
The joint probability h˜ is just the number of elements g satisfying (4.49) divided by n!.
It can be calculated as in the 1 × 1 case treated above. First, one needs to choose p1
elements of Sj to be in P (Si). There are
(
n/q
p1
)
such choices. Similarly there are
(
n/q
p2
)
choices
for the intersection of P (Si) and Sl. This leaves (n/q − p1 − p2) elements of Si which must
map into the complement of Sj and Sl, which has (n− 2n/q) elements, yielding
(
n−2n/q
n/q−p1−p2
)
possibilities. Now we have counted the possible images of Si, we must do the same for Sk.
Recall that p3 elements of Sk are mapped into Sj. However, p1 elements of Sj are already
full, and so only n/q − p1 slots are available. Thus the number of possible images of this
map is
(
n/q−p1
p3
)
. Similarly the choice of images of Sk in Sl yields a factor of
(
n/q−p2
p4
)
. Now
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n/q−p3−p4 elements rest in Sk which must be mapped into the remaining n−3n/q+p1 +p2
elements in the complement of Sj and Sl, yielding a factor of
(
n−3n/q+p1+p2
n/q−p3−p4
)
. Finally, once
one has chosen which slots are occupied, one multiplies by the various permutations of the
domains, yielding (n/q)!2(n−2n/q)!. As always, this last factor is independent of the pi and
so can be absorbed into a normalization constant to be fixed later. Expanding these 6 choose
functions into factorials and absorbing all terms independent of the pi into the constant c,
one obtains
h˜ij(pi) =
c
p1!p2!p3!p4!
(
(n/q)!
(n/q − p1 − p2)!
)(
(n/q)!
(n/q − p3 − p4)!
)
(4.50)(
(n/q)!
(n/q − p1 − p3)!
)(
(n/q)!
(n/q − p2 − p4)!
)(
(n− 4n/q)!
(n− 4n/q + p1 + p2 + p3 + p4)!
)
=
c
p1!p2!p3!p4!
(n/q)p1+p2(n/q)p3+p4(n/q)p1+p3(n/q)p2+p4
(n− 4n/q + 1)p1+p2+p3+p4 . (4.51)
Again this expression is exact for all n and q. One sees that the terms with isolated pi’s
cancel, only those with entire rows {p1 + p3, p2 + p4} or columns {p1 + p2, p3 + p4} remain.
The first four ratios enforce the correlations caused by the sum rules corresponding to
each of the two rows and each of the two columns, while the last enforces the sum rule on
the entire matrix. This may be expanded using our main tool (4.33) and any correlation
function may then be calculated as a sum of the corresponding Poisson correlation functions
as above. In particular the 1/q terms in general always yield factors of −1/q associated with
any two elements of the same row and column. However, since each ratio of factorials only
appears once, no diagram may contain two such lines in the same row and column. Triplets
instead appear in the 1/q2 terms, and quadruplets at 1/q3. Similarly the last term in the
second line of Eq. (4.50) yields dashed diagonal lines with factors of order 1/q2, although
the coefficient is more complicated than at leading order. While at O(n2) we have seen that
the diagrams reduce to pairs of two point functions, at O(n) it appears that only connected
diagrams contribute to the four point function. This may be expected since the 1/n3 term
in Eq. (4.41), which is at the correct order, only appears when the irreducible correlation of
four points is considered.
The generalization to j domain bins (columns) and k image bins (rows) is clear. There
are jk choices of maps and so a factor of p1!...pjk! in the denominator. The numerator
consists of j + k descending factorials, each (n/q) with an argument equal to the sum of
the p’s in the corresponding row or column. The denominator is a single ascending factorial
(n− jkn/q + 1)∑jki=1 pi .
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5 Testing the Anchor
In the large q limit, what is the variance of α?
5.1 The Variance of α1 at O(n
3)
Let us warm up with α1 as given in Eq. (4.12). There are two terms. First, a constant term,
which doesn’t contribute. We will drop it. Next is
x =
2n2
q3
q∑
i,j=1
if˜ijK
(
n
q
j
)
. (5.1)
As 〈f˜ij〉 = 0, 〈x〉 = 0 and so the variance is
〈
x2
〉
=
4n4
q6
q∑
i,j=1
q∑
k,l=1
i k
〈
f˜ij f˜kl
〉
K
(
n
q
j
)
K
(
n
q
l
)
. (5.2)
This is the sum of four terms depending on whether i = k and whether j = l, each summand
corresponding to a diagram.
When i 6= k and j 6= l one uses
•

•
??
 = 〈f˜ij f˜kl〉 = 1n (5.3)
to obtain the contribution
x1 =
4n4
q6
(
q∑
i=1
i
)(
q∑
k=1
k
)
1
n
(
q∑
j=1
K
(
n
q
j
))( q∑
l=1
K
(
n
q
l
))
(5.4)
=
4n3
q6
(
q2
2
)2
(piq)2 = pi2n3. (5.5)
When i = k and j 6= l, the matrix element
•

•
OO
 = 〈f˜ij f˜il〉 = − qn (5.6)
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yields
x2 =
4n4
q6
(
q∑
i=1
i2
)(
− q
n
)( q∑
j=1
K
(
n
q
j
))( q∑
l=1
K
(
n
q
l
))
(5.7)
= −4n
3
q5
(
q3
3
)
(piq)2 = −4pi
2
3
n3. (5.8)
Next one considers j = l but i 6= k, with matrix element(
• // •oo
)
=
〈
f˜ij f˜kj
〉
= − q
n
(5.9)
to find
x3 =
4n4
q6
(
q∑
i=1
i
)(
q∑
k=1
k
)(
− q
n
)( q∑
j=1
K
(
n
q
j
)2)
(5.10)
= −4n
3
q5
(
q2
2
)2( q∑
j=1
K
(
n
q
j
)2)
= −n3 〈K2〉 (5.11)
where we have defined the average
〈
K2
〉
=
1
q
q∑
j=1
K
(
n
q
j
)2
. (5.12)
Finally the case i = k, j = l (
•2
)
=
〈
f˜ 2ij
〉
=
q2
n
(5.13)
provides the last contribution
x4 =
4n4
q6
(
q∑
i=1
i2
)(
q2
n
)( q∑
j=1
K
(
n
q
j
)2)
(5.14)
=
4n3
q4
(
q3
3
)( q∑
j=1
K
(
n
q
j
)2)
=
4
3
n3
〈
K2
〉
.
Summing these contributions one finds the variance of α1
〈
x2
〉
=
4∑
i=1
xi =
(〈K2〉 − pi2
3
)
n3. (5.15)
Recall that the average value of K is pi, and K is not constant, so 〈K2〉 > pi2 and therefore
the O(n3) contribution does not vanish.
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What about the unanchored α = α1 + α2? Recall that the x term in α1 is canceled by a
term in α2, and so could the O(n
3) contribution to the unanchored α1 + α2 vanish? The Φ
term enters at O(n2) so it may seem promising. The trouble is the first term in (4.18). It
is identical to the α1 term considered here except with K(nj/q) replaced by −2pij/q. The
j 6= l cases then give −pi2, as pi is the average value of 2pij/q. The j = l cases give 4pi2/3, as
the average of j2/q2 is 1/3. These again appear in the numerator and do not cancel. Thus,
just the same calculation as above shows that the O(n3) terms in the variance do not cancel
without the anchor.
5.2 The Variance of α at O(n2)
Once the anchor is included, one arrives at our master formula for α in Eq. (4.23). Here all
terms that could potentially give n3 contributions on dimensional grounds are gone. The
constant term does not contribute to the variance and so we will drop it. We will also shift
α3 to make it antisymmetric in j and l, thus eliminating the zero point which created a
nonzero expectation value for 〈α3〉. We do not know if such a shift is necessary for the
binning postulate. However it does not affect the previous arguments concerning the role of
the anchor. The variance in α will therefore be equal to that of
x =
1
2
β2
q∑
i<k
q∑
j,l=1
f˜ij f˜klΦ
(
n
q
j,
n
q
l
)
+ 2piβ2
q∑
i<k
q∑
j,l
f˜ij f˜kl
(
1
2
− θ(j − l)
)
=
1
2
β2
q∑
i<k
q∑
j,l=1
f˜ij f˜kl
(
Φ
(
n
q
j,
n
q
l
)
+ 2pi − 4piθ(j − l)
)
. (5.16)
The variance is just
〈
x2
〉
=
β4
4
q∑
i1<k1
q∑
i2<k2
q∑
j1,j2,l1,l2=1
〈
f˜i1j1 f˜i2j2 f˜k1l1 f˜k2l2
〉
(5.17)
×
(
Φ
(
n
q
j1,
n
q
l1
)
+ 2pi − 4piθ(j1 − l1)
)(
Φ
(
n
q
j2,
n
q
l2
)
+ 2pi − 4piθ(j2 − l2)
)
.
We are interested in the O(n2) contribution, which arises entirely from the Gaussian
correlations, corresponding to disconnected pairs of 2 point functions. When more than one
pairing is available, the sum over pairings may increase the diagram by a factor of 2 or 3
however this requires fixing one of the indices, which costs a factor of q and so diagrams with
equal contributions from multiple pairings will always be subleading in 1/q. Thus we need
only consider diagrams with only a single choice of dominant pairing. In addition, diagrams
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with more than three rows or columns will lead to vanishing contributions, as the sums of
both indices of Φ vanish and also the sums of the anchor terms vanish due to the zero point
shift corresponding to the 2pi in (5.16). Thus in all we will only need to sum five diagrams.
We begin with easiest, corresponding to
•2
•2
 =
〈
f˜ 2ij
〉〈
f˜ 2kl
〉
=
1
β2
. (5.18)
There are only two distinct values of i1, i2, k1 and k2. As i1 < k1 and i2 < k2, this implies
that i1 = i2 = i and k1 = k2 = k. Since both points are degenerate, this means that also
j1 = j2 = j and l1 = l2 = l. Now in this case and in all cases that follow, the matrix element
is entirely determined by the diagram and the Φ factors have no i or k dependence, thus the
sums over the i and k can be factored out and evaluated separately. Thus this contribution
is
x1 =
β4
4
(
q∑
i<k
)
1
β2
q∑
j,l=1
(
Φ
(
n
q
j,
n
q
l
)
+ 2pi − 4piθ(j − l)
)2
=
n2
4q4
q2
2
q∑
j,l=1
(
Φ
(
n
q
j,
n
q
l
)2
− 8piθ(j − l)Φ
(
n
q
j,
n
q
l
)
+ 4pi2 − 16piθ(j − l) + 16piθ(j − l)
)
= n2
(〈Φ2〉
8
− pi 〈Φ>〉+ pi
2
2
)
(5.19)
where we have defined〈
Φ2
〉
=
1
q2
q∑
j,l=1
Φ
(
n
q
j,
n
q
l
)2
, 〈Φ>〉 = 1
q2
q∑
j>l
Φ
(
n
q
j,
n
q
l
)
. (5.20)
We next consider the diagram
•

•
OO
•2

=
〈
f˜ 2ij
〉〈
f˜kl1 f˜kl2
〉
= − 1
qβ2
. (5.21)
Here again there are only two values of i1, i2, k1 and k2 and so again i1 = i2 = i and
k1 = k2 = k. One of these is a double point. If it is i then j1 = j2, but if it is k then
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l1 = l2. These two cases give equal contributions, and so we consider the first and multiply
by a factor of two. Altogether
x2 = 2
β4
4
(
q∑
i<k
)(
− 1
qβ2
)
(5.22)
×
q∑
j,l1,l2=1
(
Φ
(
n
q
j,
n
q
l1
)
+ 2pi − 4piθ(j − l1)
)(
Φ
(
n
q
j,
n
q
l2
)
+ 2pi − 4piθ(j − l2)
)
.
The first line gives −n2/(4q3). To simplify the second line, we can use the binned version of
the Bethe equation (4.15) to sum over l1 and l2, leaving
x2 = − n
2
4q3
q∑
j=1
(
2qK
(
n
q
j
)
+ 4pi(j − q) + 2piq − 4pij
)2
= n2
(− 〈K2〉+ pi2) (5.23)
where we have again used the fact that the average value of K is pi.
The third diagram is
• // •oo
•2
 = 〈f˜ 2ij〉〈f˜k1lf˜k2l〉 = − 1qβ2 . (5.24)
Now there are three columns, and so there are inequivalent pairings of i and k. One may
have i1 = i2 = i, k1 = k2 = k, i1 = k2 or i2 = k1. The first two give equal contributions,
as there is a symmetry in which i and k are exchanged and the sites are inverted. Similarly
the third and fourth are equal. More subtly, the third is equal to minus one half of the first.
This is because in the first case the i and k sum is
q∑
i=1
q∑
k1,k1=i
1 =
q∑
i=1
(q − i)2 = q
3
3
. (5.25)
While in the second it is
q∑
i1=1
i1−1∑
i2=1
q∑
k1=i1+1
1 =
q∑
i1=1
i1(q − i1) = q
3
6
. (5.26)
This explains the factor of two difference. The signs are different because in the second case
one exchanges one pair of (j, l). Both Φ and also the zeroed form of α3 are antisymmetric
with respect to this interchange.
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Summarizing, we only need to consider the first of the four possibilities, and the con-
tribution of the other diagrams will give a weight factor of 1 + 1 − 1/2 − 1/2 = 1. This
is
x3 = −β
4
4
(
q∑
i<k1,k2
)
1
qβ2
q∑
j,l=1
(
Φ
(
n
q
j,
n
q
l
)
+ 2pi − 4piθ(j − l)
)2
. (5.27)
Note that this is equal to our first expression for x1 in Eq. (5.19) except for the {i, k} integral
which is multiplied by a factor of 2q/3 and the matrix element which is multiplied by −1/q.
Therefore
x3 = −2x1
3
. (5.28)
The next diagram is three by three
•

•
??
•2

=
〈
f˜ 2ij
〉〈
f˜k1l1 f˜k2l2
〉
=
1
q2β2
. (5.29)
Again, corresponding to the three columns, there are three possible values of the i and
k, yielding the same four pairings as above. The integration factors are the same and so
again the weights are 1, 1, −1/2 and −1/2 and so it will suffice to consider the possibility
i1 = i2 = i. As i is at a double point, j1 = j2. However, unlike the previous case, now there
are three rows and so l1 6= l2. This leaves us with
x4 =
β4
4
(
q∑
i<k1,k2
)
1
q2β2
(5.30)
×
q∑
j,l1,l2=1
(
Φ
(
n
q
j,
n
q
l1
)
+ 2pi − 4piθ(j − l1)
)(
Φ
(
n
q
j,
n
q
l2
)
+ 2pi − 4piθ(j − l2)
)
.
(5.31)
The first line yields n2/(12q3). As in the case of x2, the l1 and l2 may be summed in the last
line using the binned Bethe equation, leaving
x4 =
n2
12q3
q∑
j=1
(
2qK
(
n
q
j
)
+ 4pi(j − q) + 2piq − 4pij
)2
. (5.32)
Comparing with Eq. (5.23) we see that
x4 = −x2
3
. (5.33)
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The final diagram is
•

•
OO
• // •oo

=
〈
f˜i1j f˜i2j
〉〈
f˜kl1 f˜kl1
〉
=
1
q2β2
. (5.34)
Again there are three columns and so the same three values of i and k, with the same weights
and so we need only consider the first case i1 = i2 = i. Unlike the case of x4, now i1 = i2
implies that l1 = l2 = l. Thus we find
x5 =
β4
4
(
q∑
i<k1,k2
)
1
q2β2
(5.35)
×
q∑
j1,j2,l=1
(
Φ
(
n
q
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n
q
l
)
+ 2pi − 4piθ(j1 − l)
)(
Φ
(
n
q
j2,
n
q
l
)
+ 2pi − 4piθ(j2 − l)
)
.
(5.36)
The first row is identical to that of x4 in Eq. (5.31). What about the second row? If
one exchanges j with l then the Φ terms look the same, but with their indices reversed.
Transposing the indices gives a minus sign in each summand. However 2pi − 4piθ(j − l) is
also antisymmetric under the exchange of j and l, therefore both factors in the second line
change sign, leaving the second line invariant as well. Thus we have found
x5 = x4 = −x2
3
. (5.37)
Adding all of these terms together we find that the variance of the anchored α, at O(n2),
is
x =
5∑
i=1
xi =
x1 + x2
3
= n2
(〈Φ2〉
24
− pi 〈Φ>〉
3
− 〈K
2〉
3
+
pi2
2
)
. (5.38)
Is this zero? We numerically integrated the continuum expressions for Φ and K in Eq. (2.40)
to obtain 〈
Φ2
〉
= 5.44, 〈Φ>〉 ∼ −1.13,
〈
K2
〉
= 11.48 (5.39)
and so
x ∼ (0.23− 1.18− 3.83 + 4.93)n2 = 0.15n2. (5.40)
Is this compatible with zero? It is nearly twice the best fit Gaussian variance found at n = 11
in Fig. 6, but this is not obviously a sign of incompatibility as the O(n) term could easily
drive it down, with a coefficient of order unity.
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6 Conclusions
Our goal is to devise a method to calculate, to arbitrary accuracy, the ground state
and first excited state wave functionals of the CP1 nonlinear sigma model. We would like
to study the behavior of these wave functionals acting on a fixed-time configuration which
circumnavigates the target space at each fixed latitude θ, representing a time-slice of an
instanton, to learn how the two sides of the equator θ = 0 are connected for the various
states. We hope, by analogy with the double well potential in quantum mechanics, that this
will teach us how instantons generate the mass gap, and it will shed light on the role of
instantons in Yang-Mills theory.
This model is equivalent to a high spin Heisenberg XXX spin chain, for which the states
are in principle known, but in a rather unwieldy form which would be difficult to map to the
sigma model. Therefore one needs a prescription to calculate the spin chain matrix elements
which is sufficiently simple so that it can be mapped to the sigma model.
We begin, for sanity’s sake, with spin 1/2. To cast our problem in a way which is close to
continuum field theory, we collected the lattice sites into bins. We believe that it is the bins,
and not individual pairs of sites, which will eventually correspond to points in the continuum
field theory. We then average away all information involving the internal structure of the
bins. In the binning approximation, the richness of this system is smoothed away. This is
the strength of our approach, but we have not shown that this simplified system is in fact
equivalent to the unbinned system. Numerically we can precisely compute quantities for
spin chains of length up to N = 22 sites. However this means that in the ground state there
are at most 11 spin down sites. We only expect our approximation to work when the bin
size n/q and the number of bins q are infinite, but our numerics allow at most q = n/q = 3.
At these low values of q and n/q we saw no evidence that the intrabin variations are smaller
than the interbin variations, and so no evidence that the binning approximation leaves the
matrix elements invariant.
Thus the validity of our binning approach is, for the time being, taken as a postulate.
Once we are able to calculate the matrix elements, we may be able to use them to calculate
N -point functions. These are known, and so we can in principle test the consistency of the
postulate. Even if the postulate is true, we expect it to fail at subleading orders in N and
q. If these subleading orders contribute to observables, again the postulate fails.
Assuming this binning postulate, we found that standard combinatorial arguments in
terms of partitions describe the behavior of the bins. Thus instead of complexities which
are polynomial in N , the chain length N essentially disappears from the problem. This
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combinatorial approach partially fixes the behavior of q in the large N limit.
Our strategy is to encode the information about a matrix element in a single function,
ρ(α), which is the density of phases α in the CBA. The Fourier transform of ρ(α) gives a
matrix element. Such an approach would be possible even without binning, but we use the
combinatorics of the binning to calculate the moments of ρ(α).
Our initial hope was that ρ(α) would be a Gaussian, and so this would be straightforward.
However it turned it that the variance was of order O(N3). In the Gaussian approximation
this would lead to matrix elements of order e−N
3
, which is inconsistent with the fact that
there are only 2N states. Our next hope was that ρ(α) is sufficiently close to a Gaussian
so that a perturbative approach may be adopted, characterized by a moment expansion
whose subleading terms represent the deviation from Gaussianity. However we found that
this Gaussian approximation is quite poor because ρ(α) is rich in substructure which in fact
dominates both the moments and the Fourier transform.
To fix this, we modified α by introducing an anchor which leaves the matrix elements
invariant. This anchor has a number of nice properties. First, using the binning approxima-
tion we were able to show that the variance of the anchored α is only O(N2). Numerically we
were able to show, at N ≤ 22, that the anchor reduces the variance by two orders of magni-
tude. We have numerically confirmed that the modified α appears to be free of substructure
at all even N ≤ 22, several of which were shown explicitly in the text. This of course does
not guarantee that a moment expansion for ρ(α) will yield a convergent expansion for the
matrix elements, but in our opinion it is promising. Thus our proposal is to calculate the
moments of α using the combinatorial methods described and use these to reconstruct ρ(α),
whose Fourier transform gives the matrix elements. We will see if this series converges when
we do the calculation.
In general we focused our attention on a single matrix element, that relating the classical
and quantum ground states 〈0|Ω〉. The quantum ground state enters rather superficially in
the last step, when one performs a numerical integral, and so it is likely that the general-
ization to other quantum states is not difficult, although in some cases one must change the
number of spin down states n. On the other hand the properties of the classical ground
state were used in the motivation of the anchor. In general, one cannot expect the anchor to
possess all of the nice properties described above in the case of matrix elements with other
classical states. However, we checked them numerically in the cases of several classical states
and found that ρ(α) appeared to be reasonably well-fit by a Gaussian in all cases except for
one designed to be maximally far from the classical ground state. Our method for calculating
matrix elements therefore seems unlikely to work on matrix elements with such high energy
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states. That said, it is unclear whether such states survive the continuum limit. In fact the
case considered was not Ne´el ordered and so it does not survive the large s limit.
What about the Gaussian approximation? If indeed ρ(α) is a Gaussian, then matrix
elements of O(e−N) are only obtained if the variance of our anchored α is O(N). The anchor
eliminates the O(N3) part and we have calculated here the O(N2) contribution. We found
that the O(N2) coefficient is quite small and in the last step our approach was numerical.
However it appears to be inconsistent with zero. If indeed it is nonzero, then what has gone
wrong? Is our method doomed?
If the variance contains a term of O(N2), then that term will dominate the variance at
large N , which is the limit of interest. But the question is whether it will dominate the
matrix elements. If it does, then the matrix elements will be of order O(e−N
2
) and so cannot
be normalized and we will arrive at an inconsistency. This may indicate, for example, that
our binning approximation is invalid. Whether it dominates the matrix elements depends
on the distribution.
Consider the following three distributions ρ(α). The first is a Gaussian with variance
that scales as O(N2) at large N . The second is the weighted sum of two Gaussians with N -
independent weights, one with a variance of O(N) and the other with a variance of O(N2).
The third, which generalizes the second, is of the form
ρ(α) ∼ exp [−f(α,N)] , f(α,N) ∼
{
α2/N if α2 << N
α2/N2 if α2 >> N2
(6.1)
In the first case, the matrix elements will be O(e−N
2
) and so we will have an inconsistency.
In the second, at large N the broader Gaussian simply ceases to contribute to the matrix
elements, and so the matrix elements are of O(e−N) as desired, determined entirely from the
thin Gaussian. These first two cases are rather special and so unlikely. In the third case,
for the first few standard deviations the probability falls rapidly as the distribution seems
to be a thin Gaussian. So long as the cross over to the O(N2) is at sufficiently high α2 that
the area of the thin region does not tend to zero at large N , then the matrix elements will
again be determined by the thin region and so have the correct behavior. Of course there is
no guarantee that any of these cases is realized.
So which is the case at hand? Having only calculated the variance, it is too early to
say. The calculation of higher moments can distinguish these cases, although at any finite
moment, assumptions about the form of ρ(α) will be necessary to determine the potential.
In other words, a concrete statement of the absence of substructure is needed. Fig. 6 shows
that, at least at finite N , ρ(α) is leptokurtic. If this persists at infinite N , it would be
inconsistent with the first case but consistent with the others. One possible way forward will
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be to evaluate the full infinite series of moments, which will determine the density function
completely.
In fact, it is possible for us to go beyond simply calculating moments. Eq. (4.50) is the
entire joint probability density function (PDF) for fij, fil, fjk and fkl. It can be put in a
useful form with the expansion (4.33) and c can be found by imposing that 〈1〉 = 1 as was
done in Subsec. 4.3. Summing over p2 and p3 one is left with the joint PDF for p1 and p4
which are fij and fkl. This is easily converted into a joint PDF for f˜ij and f˜kl, which via
Eq. (4.23) yields ρ(α), which is the PDF for α. If this can be calculated directly, at some
order in N , the answer may be inserted into Eq. (1.1) to determine the matrix element. In
this way, no assumptions regarding substructure are needed.
Summarizing, we appear to be well along the way to calculating the matrix element of
the classical and quantum ground states of the s = 1/2 model, and the other matrix elements
appear to be similar. It is possible in principle that the anchor that we have adapted does
not render ρ(α) sufficiently close to a Gaussian for our moment expansion, but numerical
evidence at small N suggests that it does. This all relies on our binning postulate, which
allows us to neglect the internal structure of bins in the limit of a large number q of bins
of size n/q, which is also taken to be large. We have not yet needed to specify this limit
completely, but it may be that the validity of the binning postulate only allows one limit or it
may simply never be valid. Failure of the postulate need not imply abandoning our program,
but it means that we must calculate the corrections resulting from intrabin structure.
And if this all works, how do we get to higher spin? After all, there is no CBA in these
cases4? The algebraic Bethe Ansatz provides a much more complicated construction of these
states. However on the bright side they are still constructed from N commuting copies of
the creation operators B(λi), and so there is still a permutation symmetry on the λi. This
lends hope that it may be possible to write a state in some basic form, analogous to a single
summand in CBA, which upon symmetrization gives the true state. Then the technology
from s = 1/2 to handle binnings of permutations could be imported to this more complicated
setting.
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Appendix A The Map Between the Spin Chain and Sigma Model
The CP1 nonlinear sigma model and the antiferromagnetic XXX spin chain at spin s are
equivalent in the limit s→∞. This was shown classically by Haldane in Refs. [5, 6], where
it was seem that classically finite s corresponds to a finite coupling of the sigma model. At
the quantum level, the sigma model coupling runs and so there is no such dimensionless free
parameter. Nonetheless the exact quantum correspondence in the infinite s limit was shown
in Ref. [7]. We will review that argument, following the presentation in Ref. [8].
In Sec. 2 we introduced the spin 1/2 antiferromagnetic XXX spin chain. The general
spin s spin chain, introduced in Ref. [17], is similar. In this case, the Hilbert space at each
lattice site is C2s+1, and the su(2) Lie algebra, with generators Sil at each lattice site l acts
on this Hilbert space in the (2s + 1)-dimensional representation. The Hamiltonian must
include higher order couplings of neighboring sites if one demands integrability. However
these higher order couplings vanish in the continuum limit.
Define the following combinations of operators
nli =
1
2s
(
Si2l − Si2l−1
)
, pli = S
i
2l + S
i
2l−1. (A.1)
The intuition for the connection to the CP1 sigma model is as follows. In the classical ground
state, neighboring spins are antialigned and so Si2l = −Si2l−1. Classically one may replace
the Si with their eigenvalues and so conclude that |S2l|2 = s(s+ 1) and so
|nli|2 = |
1
s
Si2l|2 =
s(s+ 1)
s2
(A.2)
which in the large s limit tends to unity. More nontrivially, in the large s limit this antialign-
ment holds even quantum mechanically, in the sense that the energy required to get a finite
fractional difference between the eigenvalues of the spin operators at adjacent sites becomes
infinite. Thus it is plausible that at large s, the eigenvalues of |nl| will be concentrated on
unity, and so it is a natural coordinate for the position on CP1 represented as an S2 in R3.
In other words, the CP1 sigma model coordinate corresponds to the Ne´el order parameter
of the spin chain.
Now for a more rigorous description of the equivalence with the CP1 model. The algebra
satisfied by these new operators is easily calculated from that of su(2) to be
[pli, p
m
j ] = −iijkδlmplk, [pli, nmj ] = −iijkδlmnlk, [nli, nmj ] =
i
4s2
ijkδ
lmpl. (A.3)
We may recognize the first two of these as the canonical commutation relations of the dis-
cretized CP1 model with coupling g if nli are the coordinates at the lth lattice point and p
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is the canonical momentum
p =
1
g
n˙× n. (A.4)
However the third relation in (A.3) agrees with the commutation relations of the canonically
quantized sigma model only in the limit s → ∞, where it vanishes. Therefore the finite s
spin chain corresponds to a noncommutative deformation of the CP1 sigma model.
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