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Abstract
This thesis presents a new content-centered approach to provenance data
tracking: the Document DNA.
Knowledge workers are overwhelmed as they find it hard to structure,
maintain, and find re-used content within their digital workspace. This is-
sue is aggravated by the growing amount of digital data knowledge work-
ers need to maintain.
This thesis introduces a concept for tracing the evolution of text-based con-
tent across documents in the digital work space, without the need for a
centralized tracking system. Our concept is inspired by the DNA common
to life forms.
We present an analysis and comparison of research undertaken to sup-
port knowledge workers and review provenance data tracking systems.
Provenance data has been used for data security, databases and to track
knowledge workers’ interactions with digital content. However, very little
research is available on the usefulness of provenance data for knowledge
workers. Furthermore, current provenance data research is based on cen-
tral systems and tracks provenance at the file level.
We conducted three user studies to explore current issues knowledge work-
ers face when working with digital content. The first study examined cur-
rent knowledge workers’ problems when re-using digital content. The sec-
ond study examined to what extend the issues detected in our first study
are addressed by document management systems. We found that docu-
ment management systems do not fully address these issues, and that not
iv Abstract
all knowledge workers make use of the document management system
available to them. The third study examined reasons for low user satura-
tion of available document management systems. As a result of these three
studies we identified task categories and a variety of related issues.
Driven by these findings, we developed a conceptual model for Document
DNA, which tracks the provenance of data used in the identified tasks. To
show the effectiveness of our approach, we created a software prototype
and conducted a realistic user study. Our software prototype is a Microsoft
Word Add-In that tracks the evolution of content included in Microsoft
Word documents. In our final user study, participants executed example
tasks gathered from real knowledge workers with and without the support
of our software prototype. The results of our study confirm that the Doc-
ument DNA successfully addresses the issues identified. The participants
were significantly faster when performing the tasks using the software pro-
totype; most participants using traditional methods failed to identify the
provenance of the data, whereas the majority of participants using the soft-
ware prototype succeeded.
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1
Introduction
It has been predicted that between 2012 and 2020, the amount of digital
data in the United States will double every three years (Gantz and Reinsel,
2012). Keeping this data organized and accessible has become such an
issue, that books have been published on how to navigate the Data Smog
(Shenk, 1998). In addition, data has become increasingly mobile as it is now
commonplace to collaborate using digital data. Recent security breaches
(Black, 2013) add security and privacy concerns regarding the storage and
access to digital data.
Knowledge workers primarily work with data and information that is
both physical and digital. With the ever growing expanse of data that is
born digitally, this means that they are even more affected than most by
the issues outlined above since their work is centered on information, and
therefore typically digital content. The amount of time knowledge work-
ers spend maintaining and organizing their digital content is considerable
(RealWire, 2013).
Digital content is often created by refining and combining already exist-
ing content, which again increases the mobility of the content. Research is
a prime example of this, as we often build on previous knowledge to create
new ideas and results. The information about the history of the creation
process of content is often referred to as provenance data (Simmhan et al.,
2005). Provenance data is metadata on content describing who changed the
content when, how it was changed, and what tools were involved.
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There has been ongoing research on metadata annotation systems to
support knowledge workers. However, most of the proposed systems are
file-centered and centralized, which does not address the high mobility of
content. There is little research on provenance annotations and no research
on whether or not such annotations would help knowledge workers.
This thesis investigates the use of distributed content-centered prove-
nance data to support knowledge workers in coping with the increasing
amounts of digital data. Specifically, it evaluates current and recent re-
search conducted on metadata annotation systems, and includes three ex-
ploratory studies investigating current issues of knowledge workers and
metadata annotation systems. The thesis proposes a model for distributed
and content-centered provenance data tracking and a prototype imple-
menting the concept, called Document DNA (DDNA). To evaluate DDNA,
a user study was executed in which realistic data and scenarios from knowl-
edge workers were used. The study measured the difference in result qual-
ity for tasks performed between users with access to provenance data and
users without access. The study results show that users with access to
the DDNA prototype produce task results of a significantly higher result
quality than users who worked on the file-folder system.
1.1 Hypothesis and Research Questions
This section first outlines the hypothesis of this research. Based on the
hypothesis, the research questions are developed, which motivated this
research.
Hypothesis:
Content-centered provenance data tracking increases the qual-
ity of the results of tasks knowledge workers perform when
working with digital data.
Based on this hyptothesis, we now introduce the research questions
guiding and directing this research.
1 What tasks do knowledge workers perform when working with digital
content? Task in this context means every activity of a knowledge worker
involving digital content. We need to answer this question to be able to
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identify issues related to those tasks.
2 What are the issues with current systems aimed to support knowledge
work? This question aims to assess the current situations knowledge work-
ers face in their everyday work when using digital data. We need to assess
what systems are available to knowledge workers and identify issues re-
lated to these systems. We can then determine if the identified issues can
be addressed by a content-centered provenance data tracking system.
3 How can content-centered provenance data tracking be designed and
implemented? If the answer to the second question includes that a prove-
nance data tracking system would address the issues found, we need to
know how to design and implement such a system. We need to target the
tasks identified, and avoid the issues found, in order to be successful.
4 How can we measure the effect of using content-centered provenance
data tracking? Measuring the result quality of tasks is a good way to de-
tect if the issues found have been addressed sufficiently. A higher result
quality means that issues are lessened or resolved. We need to determine
how to measure result quality for the tasks we have identified to be able to
evaluate the validity of the solution we propose. We need to find measure-
ments that are both realistic and measurable in a controlled environment.
5 Does content-centered provenance data tracking increase the result qual-
ity of the tasks identified? Current studies tracking the provenance data
generated by knowledge workers show that a high amount of provenance
data is created by knowledge workers. However, there are no studies which
objectively measure improvement gained on the knowledge workers’ side
when presented with that provenance data. The only evidence of improve-
ment given is anecdotal (e.g., a knowledge worker told the researchers
of insights gained from using their system). Therefore, we need to con-
duct our own study to evaluate if the information gained through content-
centered provenance data tracking is increasing the result quality of tasks
executed by knowledge workers.
The next section introduces the contributions made in this thesis.
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1.2 Contributions
This thesis has seven main contributions:
1. A review and analysis of current and recent projects aimed to address
the issues knowledge workers face when working with digital data,
resulting in a requirements list for a more successful system.
2. An exploratory user study designed to discover issues knowledge
workers have when working with digital data.
3. The results from a questionnaire that surveyed knowledge workers in
businesses who use document management systems (DMS) (e.g., Mi-
crosoft Sharepoint) to explore issues these knowledge workers have
in relation to those systems.
4. A case study examining issues with the introduction of DMS.
5. The design of a conceptual model for content-centered provenance
data tracking for text-based digital documents.
6. The implementation of a distributed software system for content-
centered provenance data tracking in Microsoft Word documents.
7. An evaluation of the usefulness of content-centered provenance data
in a user study.
1.3 Thesis Structure
This section outlines how the chapters in this thesis address the research
questions and what chapters include which contributions.
Chapter 2 This chapter defines the terms knowledge worker and prove-
nance data in the context of this research. We also provide an overview
of current issues discussed for knowledge workers using digital data, and
identify task categories related to knowledge workers, to answer the first
research question. The chapter also includes a discussion of metadata an-
notation systems that are either automated or user driven. We identify
advantages and issues of the different systems and use these to create re-
quirements for our own system, contributing to the answer of the third
research question.
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Chapter 3 The third chapter discusses provenance annotation systems
that target knowledge workers. We discuss whether or not the systems
address the requirements and use the insights gained to refine and affirm
the requirements.
Chapter 4 This chapter answers the second research question by conduct-
ing three exploratory user studies investigating issues of knowledge work-
ers using digital data. The first study is used to confirm issues identified
in Chapter 2. To verify that these systems do not address the issues found
sufficiently, the second study targets knowledge workers using DMS. The
study also confirms the tasks identified in Chapter 2 and verifies that the
DMSs do not sufficiently support them. The third study is a case study that
exposes the issues connected to introducing a DMS to a work environment.
The chapter finishes with a list of issues connected to the found tasks.
Chapter 5 The fifth chapter contributes to answer Research Question 3 by
introducing the design for a distributed and content-centered provenance
data tracking system, DDNA. The chapter finishes with a summary on how
the requirements defined in Chapter 3 are met by the design.
Chapter 6 This chapter introduces our implementation of DDNA and is
therefore answering Research Question 3. We include various examples
and scenarios describing the functionality of the prototype.
Chapter 7 The final chapter answers Research Questions 4 and 5. We
define the three attributes speed, accuracy and confidence to measure the
result quality of knowledge workers conducting tasks. This chapter also
includes the description of a realistic data set and realistic scenarios using
this data set. Additionally, this chapter includes our evaluation study using
the introduced scenarios. The study’s results show a significant increase in
result quality for the tasks performed in the given scenarios.

2
Background
In Chapter 1 we used the terms knowledge worker and provenance data to
describe the motivation for this research. However, these two terms are
broad and are used differently in different research fields. This chapter
begins by defining what knowledge worker means in the context of this re-
search. Also, the term information is clarified with regards to knowledge
workers. We follow by identifying the issues of the file-folder system, cur-
rently used by most knowledge workers, including detailed examples. Af-
terward, we discuss automated and manual metadata annotation systems,
because those aim to address the issues found with the file-folder system.
Most of the metadata annotation systems annotate some form of prove-
nance data, which is why we follow with a review of the definitions of
provenance data in different fields. We also introduce our own definition
of provenance data. This chapter closes with a summary of the requirements
for a metadata annotation system based on the analysis from the discussed
metadata annotation systems.
2.1 Knowledge Workers and Digital Data
What are knowledge workers and what differentiates them from other users
of digital documents? Drucker (1964) was the first to use the term, but
failed to provide a clear definition. Cortada (1998) ponders what consti-
tutes a knowledge worker as follows:
What is a ”knowledge worker?” What is ”knowledge work?” How
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are those questions different from ”What is an Information Age Worker?”
or simply, ”What is the ’Age of Information’?” Is knowledge work
tasks that require people to talk, write, think and apply knowledge?
Doesn’t a farmer talk, think and apply knowledge? What about a fac-
tory worker operating a CAD/CAM system driven by a computer with
more capacity than all the computers build in the 1950s? Is a foreman
on a construction job using a laptop to read blueprints and specifi-
cations not a knowledge worker? Or, are knowledge workers simply
ministers, teachers, lawyers, accountants, librarians some managers,
and consultants?
This quote highlights how ambiguous the term is, despite being used for
over 30 years. Originally the term knowledge worker was used to differ-
entiate between people who mainly produce or maintain knowledge, and
those who produce material goods. However, since the shift from the in-
dustrial age to the information age, the number and variety of knowledge
workers have greatly increased. This is apparent in Cortada’s statement,
because more than half of his examples refer to computers and the use of
digital information.
Reinhardt et al. (2011) attempted to clarify the term by introducing dif-
ferent types of knowledge workers, shown in Table 2.1. They define ten
roles of knowledge workers and describe what actions they perform. Using
these actions, we extract the following task categories that need supporting:
Information Search, Information Organization, (Co)-Authoring Information and
Information Dissemination. The other tasks are either assigned to less than
four roles or do not require the use of digital documents. We will validate
the choice of these tasks in Chapter 4.
With the general task categories established, we still have to clarify our
understanding of tasks. The term task has been defined in many ways
using very different approaches. Shepherd (2015) discusses a wide range
of these approaches, two examples of which are defining tasks based on
human behavior and based on the goals of activities. Our understanding of
task is most similar to that of Papantoniou (2014), adapting and extending
the definition, we define tasks as an activity with:
• an emphasized cognitive component (e.g. calculation, decision mak-
ing)
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• operating in a complex, changing environment (i.e. tasks cannot be
predetermined), and
• involving digital content.
So far, we have used the term information without specifying if we mean
digital, physical or both types. The concept of the paperless office may lead
to a complete removal of physical information from the office, or at least
remove the gap between digital and physical information, so we explore
this concept first.
According to Sellen and Harper (2003), the establishment of the paper-
less office has been an ongoing goal of researchers and businesses since the
mid 1970s. There are two main advantages of establishing the paperless
office, firstly saving the need for paper, and secondly removing the need
to bridge the gap between physical and digital information. However, the
paperless office is far from being achieved in today’s businesses. The U.S.
Environmental Protection Agency estimates that each office worker con-
sumes an average of 10,000 sheets of copy paper per year. The authors
argued that paper will never completely vanish from office space and that
the paperless office is a myth. They base their argument on statistics of
paper usage growth (Sellen and Harper, 2003, p. 11) and the advantages
paper holds over digital information. Sellen and Harper used the term ’af-
fordances’ to describe the advantages and disadvantages of different means
to use information. Paper brings the following positive affordances into the
work process of knowledge workers (Sellen and Harper, 2003, p. 17):
1. the ability to quickly share (printed) digital information without hav-
ing to rely on digital means; and
2. the physical properties of paper allow for many human interactions
(such as grasp and fold) that digital data does not support.
Since the introduction of tablets and smart phones has decreased the num-
ber of spaces into which digital information could not previously be brought
and shared, the first point has become less relevant. However, the second
point is still relevant, as lightweight flexible digital screens are not com-
monplace yet.
There have been efforts to bridge the gap between paper information
and digital information stored in the digital space. Two recent examples
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Role Description Typical Knowledge
Actions (expected)
Controller People who monitor the
organizational perfor-
mance based on raw
information.
Analysis, dissemination,
information organization,
monitoring
Helper People who transfer in-
formation to teach others,
once they have passed a
problem.
Authoring, analysis, dis-
semination, feedback, in-
formation search, learn-
ing, networking
Learner People who use informa-
tion and practices to im-
prove personal skills and
competence.
Acquisition, analysis, ex-
pert search, information
search, learning, service
search
Linker People who associate and
mash up information from
different sources to gener-
ate new information.
Analysis, dissemination,
information search, in-
formation organization,
networking
Networker People who create per-
sonal or project related
connections with people
involved in the same kind
of work, to share infor-
mation and support each
other.
Analysis, dissemination,
expert search, monitoring,
networking, service search
Organizer People who are involved
in personal or organiza-
tional planning of activi-
ties, e.g., to-do lists and
scheduling.
Analysis, information
organization, monitoring,
networking
Retriever People who search and
collect information on a
given topic.
Acquisition, analysis, ex-
pert search, information
search, information orga-
nization, monitoring
Sharer People who disseminate
information in a commu-
nity.
Authoring, co-authoring,
dissemination, networking
Solver People who find or pro-
vide a way to deal with a
problem.
Acquisition, analysis, dis-
semination, information
search, learning, service
search
Tracker People who monitor and
react to personal and orga-
nizational actions that may
become problems.
Analysis, information
search, monitoring, net-
working
Table 2.1: Types of Knowledge Workers according to Reinhardt et al. (2011), c©2011
John Wiley & Son
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are SOFIA by Jervis and Masoodian (2013) and the Human Centered Work-
place (HCW) by Dighe and Hinze (2012). SOFIA allows for the linkage of
physical folders and their contents in the office with digital counterparts,
whilst the HCW allows for the linkage of printed documents to their digi-
tal versions, thereby merging the digital file-folder system with its physical
counterpart.
While we acknowledge that physical information still has a part to play
in today’s office, this research focuses on digital information for the follow-
ing reasons:
1. the amount of digital data increases faster than the amount of physi-
cal; and
2. there are means developed to bridge the gap between physical and
digital data.
2.2 The File-Folder System — Issues
The digital file-folder system mirrors the paper-based files and folders that
most offices use to store documents, where the folder and file names rep-
resent metadata of the files. However, we believe that the file-folder system
is not ideally suited for handling large quantities of content and the flaws
of this system are preserved within the digital file-folder system.
This observation that the file-folder system does not reflect the needs
of the human mind was first made by Bush (1945). Barreau and Nardi
(1995) were the first to conduct a study on user habits when organizing
documents and when searching for documents stored on their PC. They
found that people were content with the way the file-folder system worked.
Digital folders usually serve as categories within which files are placed,
and it is not common to create a large tree of categories to reflect files’
attributes, such as time and place of creation for image files.
However, other researchers (such as Fertig et al. (1996a)) began to ques-
tion the efficiency of the file-folder system, in particular the large amount
of time spent on searching for files. Depending on the operating system
and file type, additional metadata annotation options exist outside of the
file-folder system. However, the file-folder system represents the constant
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used for all files and is therefore our focus. We believe that the digital
file-folder system is fundamentally flawed in the following ways:
1. It is file-centered, instead of content-centered.
2. It is inflexible, i.e., adding new categories to a file can result in the
need to rework the existing folder tree.
3. Maintaining a file-folder system scales badly, because maintaining a
large file-folder system is time consuming.
We now discuss these issues in detail using Example 1 as a base scenario,
Example 2 for the issue of file-centricity and Example 3 for the issue of
inflexibility and maintenance.
Example 1 A user wants to store their papers according to whether or not they are
long papers, short papers and whether or not they include pictures. The user also
wants to store all illustrations separately. As shown in Figure 2.1, the user creates
the folder Papers as a sub-folder of folder Work. Papers has 4 sub-folders, Long-
papers, Shortpapers, JournalArticles and Pictures. The Longpapers folder
also has a sub-folder for all files related to the CHI conference in 2013, CHI’13.
Figure 2.1: Example of a Folder with Files
2.2.1 File-Centricity
File-centricity in the context of this research means that a metadata sys-
tem’s focus is on the file level, instead of on the content level. This means
that metadata specific only to parts of content in the file will be attached
to the file. Following this principle, content in files will be associated with
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metadata that is not necessarily related to that content, but related to other
parts. Furthermore, the user is not able to distinguish which content piece
was the trigger for a specific metadata annotation.
The main issue with file-centricity of the file-folder system is the limited
scope of the metadata provided by it, and the increasing complexity in-
volved with adding more metadata through sub-folders. In order to attach
three pieces of metadata to a file, the user needs to create three folders. As
shown in Example 2:
Example 2 Following Example 1, the folder /Work/Papers/Longpapers/Chi’13/
includes several versions of a long paper written for CHI’13. However, the file
Chi’13 draft with figures.docx includes illustration a that is also used in short
papers and journal articles. If the user decides that they want to be able to access all
files including illustration a at the same time, they need to create a folder /Paper-
s/Including illustration a/, in order to represent all documents including a ver-
sion of illustration a, as shown in Figure 2.2. The file Chi’13 draft with figures.docx
needs to be in two folders following that strategy.
Figure 2.2: Changed Folder Structure
The file-folder system allows for each file to be linked in several folders,
therefore allowing the user to attach multiple folder names (and even con-
tradicting ones) as metadata to a file. For example, the file Chi’13 draft.
docx could be linked in the short paper folder, whilst being stored in the
long paper folder at the same time. However, if this option was used to the
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fullest extent, it would need to ultimately represent all possible combina-
tions of metadata.
2.2.2 Inflexibility
When users create new folders representing new metadata, they need to
update their file-folder structure, as shown in Example 3:
Example 3 If the user introduces two new folders /Work/Papers/Accepted/
and /Work/Papers/Rejected/ to the folder structure shown in Figure 2.1, they
would need to update their existing folders by sorting the existing files and folders
into one of the two new folders. The amount of time necessary for making such
adaptation grows with the complexity of the existing folder structure, which often
can be considerable. In this example, we need to sort files from three old folders
into six new ones.
Figure 2.3: Sorting Files According to Changes Made to the Folder-Structure
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Another issue is that even though a folder name represents metadata for
content in a file, the two are separately stored. This separation means that
when manipulating the content of a file, the change will not be automati-
cally represented by the folder structure. Following Example 1, if the user
decides to adjust the paper Chi’13 final.docx to be a short paper instead of
a long paper, this change is not reflected by the folder structure automat-
ically. Instead, the user needs to move the file into the new appropriate
folder, which assumes that the user remembers to do so. This example
shows that in order to keep the metadata annotation of a file-folder sys-
tem correct, the user needs to maintain awareness of all locations in the
file-folder structure where files are stored. The result is that users spend a
large amount of time maintaining annotations when files are manipulated.
2.2.3 Scaling
There are two reasons why scalability is an issue associated with the file-
folder system:
1. Linked Files / File Maintenance: The only way to overcome some of
the file-centered limits of the metadata annotation in the file-folder
structure is to make heavy use of the linking property of the system.
This requires that every needed metadata tuple is represented by a
unique folder path. The worst case complexity of the file-folder struc-
ture is exponential growth, because the possible metadata combina-
tions grow exponentially. When updating content, users still need to
be aware of all the folders to which they linked files to, because those
links can become outdated due to file maintenance.
2. Folder Maintenance: The accuracy of the file-folder system relies on
manual maintenance. Users need to be aware of all concerned files
whenever they manipulate the folder structure, which in the worst
case can be all files. The users may then need to re-arrange all files
because of a change made to the folder structure.
These two points illustrate why the file-folder system is not scalable.
Over the last 15 years, several systems have been proposed to address is-
sues with the file-folder system. One of the main approaches to replace the
file-folder architecture has been Desktop Search. Desktop Search systems
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rely on full text indexing and/or additional metadata (Chirita et al., 2005).
Even though full text indexing has been added to many file-folder systems,
it is not further discussed in this work, as the indexing also suffers from
the same issues as other metadata annotation systems. These issues are
listed at the and of the next section. Most metadata solutions rely on the
addition of metadata annotation independent of the file-folder structure.
While those systems address issues stated for the file-folder system, they
have other issues that prevent them from replacing the file-folder system.
Those issues will now be discussed.
2.3 Metadata Annotation — Manual and Automated
We divide metadata annotation into two categories: manual and auto-
mated. Manual metadata annotation systems are those systems that de-
pend on the user to take action to create and maintain the metadata. Au-
tomated metadata annotation systems automatically create and maintain
metadata. We introduce and discuss five manual and four automated meta-
data annotation systems to highlight general issues that prevent those sys-
tems from replacing or complementing the file-folder system.
2.3.1 Manual Annotation
This section introduces five systems supporting user-guided metadata an-
notation to files.
VennFS
VennFS is a new approach to display and sort files apart from a hierarchical
folder structure by De Chiara et al. (2003). Instead of assigning files to
folders, VennFS allows users to assign files to categories represented by
elliptical shapes on a two dimensional plane. These shapes can overlap, so
that a file can be assigned to several categories, as shown by the screen shot
of the VennFS interface in Figure 2.4.
To assign files to different categories, the user can either drag the file into
one of the elliptical shapes, or create a new elliptical shape around existing
files. VennFS also allows the user to weight the strength of a category-file
link. This is represented by the distance between files and the center of the
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Figure 2.4: VennFS Interface as in De Chiara et al. (2003), c©2003 IEEE
shape. VennFS also displays time, such as the last point of access on a file
automatically. This is done via color coding, red files are ‘new’ and blue
files are ‘old’.
The authors provide no details on how the assignment of files to cate-
gories is represented internally; we assume this is integrated in the VennFS
file manager and not attached directly to the files through the file system
functionality.
Analysis VennFS has the advantage of allowing for multiple categories for
each file, and more importantly, for representing the strength of category
file relationship. This augments the file navigation and search capabilities
of users, because they can start with the strongest related files.
One disadvantage is the users’ dependency on the VennFS system to use
those relationships. Files that are transferred to other users will not include
file metadata unless the other user is also using VennFS.
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XanaWord Central Annotation System
XanaWord is an editing environment developed by Di Iorio and Vitali
(2003), based on the Xanalogic concept by Nelson (1999). XanaWord’s fo-
cus is the development and use of web pages. The authors stated that often
users would re-use content of other web pages or include those sources in a
new project. This re-use is accomplished by using links to re-used contents.
Re-used contents may also be edited, leading to an update of the re-used
content.
Since users do not always own the editing rights to content they want
to re-use, XanaWord allows for users to edit the re-used content and store
the new version separately in an online repository by storing the changes
made. The changes are then applied dynamically whenever the resource
is accessed. This results in a stored relation between the different versions,
since the original source is always accessed when the new version is ac-
cessed.
Analysis One advantage of XanaWord is that it keeps track of the original
source of used content. Users are able to find the original content that they
adapted and re-used in their documents.
One disadvantage is the dependency on an SQL database. This means
that users who are not connected to XanaWord cannot use the modified or
original content, since the connection is not visible to them. DiIorio and
Vitali did not discuss the details of the system’s implementation.
Desktop+
Desktop+ is an approach that allows users to sort and access files indepen-
dent from a hierarchical folder system (Fallin and Wyvill, 2003). Similar
to VennFS, Fallin and Wyvill used a pile metaphor that is directly imple-
mented on the desktop, instead of elliptical shapes in a separate environ-
ment. A pile represents a category. However, piles are not assigned any
explicit identifier to represent the category the pile represents, forcing the
user to memorize the categories. When a user moves the cursor over a pile,
the pile opens up and shows all documents in an uncluttered way. The
user is also able to apply queries directly to the Desktop+ environment
to search for files. Whilst the user is in this search mode, a radar view is
available, which still shows all the files. All this is visible in the screen
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shot taken from the prototype in Figure 2.5. The authors also conducted
extensive user studies to test the new system.
Analysis Desktop+ lacks the ability to represent the strength of a file-pile-
relationship that VennFS has. Users are dependent on keeping their data in
the Desktop+ system, since all metadata is stored in the Desktop+ system.
This means the pile metaphor is lost outside the system. Desktop+ does
not contain any advantage not already found in VennFS.
pStore
Xu et al. (2003) made a further step in the area of user-guided context
annotation. They propose a system that does not support one schema (like
piles or elliptical shapes), but instead introduces a framework called pStore
that allows for the user to establish as many different relation schemes in
between files as needed.
pStore builds on a flat file base (no folders) and only needs unique file
or object identifiers. The architecture of the system is shown in Figure 2.6.
Figure 2.5: Desktop+ Interface Screenshot as in Fallin and Wyvill (2003)
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Figure 2.6: pStore Architecture as in Xu et al. (2003) Rights to individual papers re-
main with the author or the author’s employer. Permission is granted for
noncommercial reproduction of the work for educational or research pur-
poses. This copyright notice must be included in the reproduced paper.
USENIX acknowledges all trademarks herein.
The framework supports relations based on content, context, versioning
dependencies and more. The relations are stored in RDF format apart
from the files as subject relation object. Subjects and objects can both be
files, whereas only objects can also be values. pStore introduces a valu-
able concept; new versions of files are always stored as new files and the
connections to the old versions are kept as a relation.
Analysis pStore is advanced compared to VennFS or Desktop+ because
of the range of describable relationships; however, it still has the disadvan-
tage that files copied outside of the system will lose all the information
about those relationships and that the user has to manually provide most
relationships.
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Archosum
Archosum is an organization software for files that aims to combine the
benefits of keyword systems and a hierarchical folder structure (Hopkins
and Vassileva, 2005). The authors’ approach introduces the concept of an
abstract entity. For example, Archosum links a file that is a ‘song’ to the ab-
stract entity ‘song’, instead of linking all ‘song’ files directly to each other.
A file can be linked to several abstract entities and can therefore be part
of many categories. The authors mention a peer-to-peer approach to ex-
change abstract entities and the connections to the files, however, the links
to the abstract entities are stored separately and are not usable without the
Archosum system.
Analysis This approach is similar to VennFS and Desktop+, since it in-
troduces the possibility to link files to more categories than a hierarchical
folder system can. It shares the same disadvantage of the other two sys-
tems in requiring the user to assign files to their categories, which makes
the system prone to errors or missing connections.
One advantage of the Archosum system is the possibility to exchange
information about abstract entities with other users, thereby enabling the
users to share the information about their files and the categories those files
belong to.
We conclude that userguided context annotation systems do provide a
variety of relationships and are very accurate, since the user provides the
relations. However, we also found the reliance on both user input and a
central repository to manage relations to be significant disadvantages.
2.3.2 Automated Metadata Annotation
This section introduces four approaches to automated metadata annota-
tion. These systems use context as metadata. Context in this case refers to
information associated with files, such as size or life span, or information
about file use, such as any software that is used when the file is accessed.
Automated Context Annotation and Self-* Storage Systems
Soules and Ganger (2003) observe two approaches for context annotation for
files in their paper, “Why can’t I find my files? New methods for automat-
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ing attribute assignment”. These approaches are either based on content
analysis or user input. However, they state that both approaches are unre-
liable because of their reliance on either user input (users make errors) or
automated content analysis (automated processes are inaccurate).
They state that the context of files is much more likely to reveal mean-
ingful relationships and therefore their approach tries to capture context.
Soules and Ganger name two contexts that they find valuable: applications
that were used when the files were accessed and file locations. They do not
propose a solution for storing these contexts or how to display them to the
user.
Mesnier et al. (2004) take an approach similar to Soules and Ganger
(2003), whereby they automatically assign file categories based on their
context. They are particularly interested in self managing systems, so they
aim to create a storage system that is able to predict file contexts in order
to store them accordingly. For example, a frequently accessed file needs to
be stored on fast access storage.
Figure 2.7 shows the categories that Mesnier et al. aimed to predict and
the policies they implement for those categories. Category prediction is
based on decision trees and learning algorithms.
Analysis We consider the use of file context by Soules and Ganger to be
a valuable approach and Mesnier et al. demonstrated that the approach
can work for a storage management system. However, we believe that the
contexts they chose were not the best suited for helping users organize
their files because the technical values of files, such as size and lifespan,
are not assumed to be that meaningful to users.
Figure 2.7: Categories as in Mesnier et al. (2004) c©2004 IEEE
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Documentation Know-how Sharing by Automatic Process Tracking
Prior to Soules and Ganger, Satoh and Okumura (1999) used file context
for automated annotation. Their Know-how Sharing Agent tracks every
copy action performed, as well as email and World Wide Web access that
occurs while working with documents. This system is limited to the use
of particular software, like Netscape or the Lotus Notes, which is dated by
today’s standards.
When a user creates a new document, the Know-how Sharing Agent
identifies the keywords in the documents and finds other documents that
use similar keywords. The Know-how Sharing Agent is able to provide
sources and links that were used in the creation of the similar documents.
Tracked data is stored in central databases and retrieved by the Know-how
Sharing Agent when needed.
Analysis Satoh and Okumura considered the flow of information through
a series of applications part of file context and consider this insight useful.
Their system has the disadvantages of relying on central databases and
specific software systems.
OmniStore
OmniStore is a storage and annotation system for personal area networks
(PAN) proposed by Karypidis and Lalis (2006). The system provides a
central storage backbone for data used in PANs, enabling the access and
usage of greater amounts of data on small portable devices than the devices
are capable of on their own. OmniStore also provides the user with one
unified storage area for all devices connected to their PAN, freeing them of
copying the needed data from device to device. Following the OmniStore
architecture, every PAN based device uses an OmniStore Daemon to access
the OmniStore repository.
Since access to files is always managed by the OmniStore repository,
the system can take advantage of the available sensors of the accessing
device, such as the GPS of a smart phone. This additional metadata can
then be added to the repository, in the form of key value pairs. Karypidis
and Lalis (2007) improved on their work, by allowing the key value pairs
to be aggregated into more meaningful data; such as defining the context
‘Hot Day’ by a temperature range, and adding this context to every file
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annotated with a temperature in that range.
Analysis The first advantage of the system is that the context is added
automatically by the OmniStore backbone. This means that the user does
not need to enter metadata into the system. The second advantage is that
the system is connected to all devices in the PAN, meaning that the user
can take advantage of the metadata with all devices that they use in the
PAN.
A disadvantage is the need for a connection to the OmniStore repository.
In case files are transferred to another user not using OmniStore, or not
connected to that particular repository, the additional recorded metadata is
unavailable.
Automated context annotation systems free the user from defining the
relationships between entities. However, it also makes these systems prone
to errors in detecting those relationships. The systems also fail to detect
meaningful and important relationships when many relations are detected.
Like user-guided annotation systems, the need for a central repository to
manage the relationships is a disadvantage because the metadata use is
limited by the reach of the system.
2.3.3 Summary of Metadata Annotation Systems
There are more systems available or proposed than we discussed here
(Schu¨tte, 1998; Fertig et al., 1996b; Bagga and Baldwin, 1998; Nelson, 1999;
Schleimer et al., 2003; Grevstad, 2003; Ding et al., 2004; Boese and Howe,
2005; Signer, 2010). However, they do not add any new advantages or dis-
advantages we have not already discussed. We identified three issues in
the reviewed annotation systems:
1. The annotations are stored separately, leading to the need of an ad-
ditional centralized system to store and manage these annotations.
Users who do not use the annotation software cannot access the an-
notations.
2. Either the user needs to create the annotations themselves or the an-
notations are created automatically. Both are prone to errors.
2.4 Provenance Data 25
3. Annotations are stored in different formats and are not usable by
other systems.
The third issue is supported by Svensson (2009), who stated that most an-
notation approaches limit annotations to context that can directly be gained
from sensors, such as location, user or activity. However, each approach
Svensson reviewed stored the contextual annotations in a different way,
making it hard to re-use this information. We believe that this issue is
magnified when using semantic annotations, since different approaches as-
sign different identifiers to categories. It could be argued that cloud based
systems, such as Google Docs, are slowly replacing the file-folder system.
However, these systems also suffer from the above mentioned issues as
they are based on file-folder structures.
However, there were two valuable concepts in the reviewed systems:
1. The concept of tracking the flow of information.
2. The concept of expressing different levels of strength of relations.
The flow of information named in the first concept is considered data
provenance. Data provenance is a wide term and we therefore need to
define it in relation to this work.
2.4 Provenance Data
Provenance of an object refers to how the current object’s state came to
be, e.g., the history of the object. Provenance for physical objects is typ-
ically limited to the history of the ownership and storage of the object.
Provenance data is valuable for determining the authenticity and condi-
tion of objects like art, antiques, wine, books or collections of records. One
example of such use is shown by Schibille et al. (2008), who discuss the
provenance of late antique window glass from the Petra church in Jordan.
In this research, we limit provenance to information. For digital informa-
tion provenance must be considered differently to that of physical objects.
Both the storage and the ownership of digital objects are very different
from physical objects. For example, physical objects cannot exist in several
locations at the same time. The rate in which digital objects change location
and ownership is also vastly increased when compared with the rate for
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physical objects.
The other main difference between physical objects and digital objects
is that physical objects are rarely manipulated in the same way, especially
when goods of great value like antiques, wines or archeological artifacts
are concerned. Digital objects on the other hand are constantly evolving.
This is especially true when considering that changing location or owner-
ship often comes with a change of format, which changes the underlying
structure of digital information.
We now introduce the most prominent examples of provenance data of
digital objects.
2.4.1 Provenance in Scientific Research
One of the cornerstones of scientific research is the production of data sets.
The quality of produced data sets is often used to judge the overall quality
of a piece of scientific work. Provenance is one of the tools used to measure
the quality of a scientific data set. In this case, provenance means the
methods, such as algorithms and experimental set ups used; and sources,
such as data gained by sensors or cited sources, used to produce the data
set (Barga et al., 2010). Provenance of scientific data sets is then used to
judge the reproducibility and values of the data set.
2.4.2 Provenance in Databases
Data in databases is constituted of tuples. Using queries, these tuples can
be manipulated, combined, aggregated and filtered in order to create views
or result sets for data warehouses. According to Tannen (2008), the history
of actions that preceded a view or result set is considered provenance for
data sets in databases. They state that this provenance data is of high
importance to establish the relationship between the result set or view and
the source data used to create them. The nature of this relationship is of
importance when judging the quality or suitability of the produced result
set or view, because the relationship illustrates how the view was created.
In databases, provenance is used to establish relationships between raw and
processed data to give the users of this data a tool to judge the usefulness
of the processed data.
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2.4.3 Provenance in Semantic Web
The Semantic Web utilizes structured data (for example: ontologies) and
automated reasoning, to allow users to answer complex questions using
the world wide web as a knowledge source. Provenance in Semantic Web
research is used to assess the quality of an answer gained using the Se-
mantic Web, by including the reasoning process in addition to the sources
used (Shadbolt et al., 2006). Issues often arise when the quality of the
information sources are unknown due to frequent modifications, thus ver-
sions of sources and algorithms used are also important. In this domain,
provenance is used to allow users to assess the quality of an answer gained
through querying the Semantic Web.
2.4.4 Provenance as used in this Thesis
Our evaluation in Section 2.3.3 has shown that a focus digital files is not
sufficient, instead an annotation system needs to recognize parts of files,
which refer to as digital objects. Digital objects in this context are units of
digital information that can be transported on their own and are meaning-
ful to the sender or recipient. Provenance for digital objects is data that
answers the following four questions, which we derived from the above –
discussed definitions of provenance:
1. What is the origin of a digital object?
2. Which digital objects are derived from the current object?
3. Do digital objects share a common origin?
4. How do objects that share the same origin differ?
A digital object is considered to originate from another digital object if a
series of manipulations lead from one object to the other.
This means that provenance in this context enables the user to find all
other forms of an digital object (including origins and objects that origi-
nated from it) and provides the ability to determine which of those objects
is the most recent one. These four questions can be encapsulated into the
following two requirements:
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R1 Relationship Detection — The system needs to be able to determine if
two digital objects are related, i.e., is one originating from the other,
or do they share a common point of origin? (Q1 & Q2 & Q3)
R2 Relationship Metric — The system needs to enable the user to deter-
mine the nature of the difference between two related digital objects.
For example, how much do they differ in content? (Q4)
Additionally, we found that the reliance on a centralized architecture
is a major disadvantage to an annotation system. The same holds true for
relying on either manual user input for annotation, or inaccurate automatic
annotation. We therefore formulate these two additional requirements:
R3 Distributed — The metadata needs be stored with the content, instead
of separately. (Q3)
R4 Automated — The metadata needs to be created automatically and
accurately. (Q3)
2.5 Summary
In this chapter, we introduced the terms ‘provenance data’ and ‘knowl-
edge worker.’ We identified issues with the file-folder system and reviewed
automated and manual metadata annotation systems that aim to address
those issues. By analyzing the advantages and disadvantages of those sys-
tems, we derived four requirements for a successful annotation system. In
the next chapter, we review five systems that track provenance data and
discuss whether they meet these requirements.
3
Related Work
In this chapter we introduce five systems that utilize provenance data and
discuss the advantages and disadvantages of those systems by analyzing
whether or not they meet the requirements defined in the last chapter.
We discuss the main disadvantage shared by these systems but also name
insights gained from them.
3.1 Versioning Control Systems (VCS)
Versioning control systems, such as SVN and CVS (Apache Software Foun-
dation, 2014; The CVS Team, 2008), allow users to keep track of all changes
made to a set of files, called a repository. As shown in Figure 3.1, a central
server hosts a repository which contains the data and a history of changes
made to the data. Each set of changes between a save (commit) is called
a diff. After the initial check out of a repository, a user can manipulate
their local copy of the data included in the repository at will. After saving
changes to the content, the user may opt to commit their new local copy to
the central repository.
The server saves the new content, creates and saves a diff file containing
the changes made or stores the old content as an old version. The current
revision number is increased by one. A user can request updates to their
local copy in case other users connected to the same repository have com-
mitted changes. Users can request to access older versions of the content
from the central repository by specifying the revision number they desire.
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There are decentralized VCS, such as Git (Hamano and Torvalds, 2014)
and Mercurial (Mackall, 2014) that allow users to manage their reposi-
tory locally and synchronize repositories with a common ancestor between
users.
Figure 3.1: Work-flow for Versioning Systems
3.1.1 Analysis
We will now analyze VCS against the requirements listed in Section 2.4.4.
Requirement 1 The manipulation history of a file fulfills Requirement 1
for different versions of the same file kept in a repository. However, copied
and pasted content is not tracked, which means that Requirement 1 is only
partially fulfilled.
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Requirement 2 This requirement can also only be partially fulfilled, as
diffs between two versions of the same file can be used to determine the
changes made from one version to the other but not determine if two files
share copied and pasted content.
Requirement 3 This requirement is partially solved by distributed VCS.
Users are able to create cloned repositories on their local machines and can
therefore access and manipulate the included information at all times. At
certain points the local repository is then pushed to the central repository
or synchronized with other local repositories. If conflicts occur, such as
other users committing conflicting changes earlier, merging algorithms are
used. However, merging can be difficult and also result in loss of progress
made on local repositories. The other versioning systems function com-
pletely centralized, therefore not meeting the requirement, since the user
needs to keep all changes made in the repository. For example, a user
might give a file to someone not using the versioning system and all ma-
nipulations they make would be lost to the central repository.
Requirement 4 Versioning systems require being set up for both the cen-
tral system and the local users, as well as an amount of maintenance (for
example: conflict resolution). This leads to users not using versioning sys-
tems for small projects as the amount of work needed to utilize a versioning
system is to high in relation. However, small projects can grow and if a ver-
sioning system is set up later, much data may be lost already. We therefore
conclude that Requirement 4 is only partially met.
An additional issue is one directly derived from the file-folder system,
file-centricity. Versioning systems focus on files and the changes made in
them. However, these systems do not track copied versions of the same
content in other files, even if they are stored in the same repository. This
can be vital provenance data and should not be omitted. A partial excep-
tion is made by GIT, which is able to detect copy/pasted content in a file
through analysis of the diffs. However, GIT only allows to retrieve the orig-
inal file name of the source, which becomes a broken link as soon as that
file is missing or renamed.
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3.2 Task Tracer
Task Tracer is a tool developed by Dragunov et al. (2005) to detect and
store all actions performed by knowledge workers. Task Tracer aims to
assign all detected actions to a task. The task needs to be specified by the
user before they start working. Task Tracer implements a publish subscribe
architecture, using available COM-Add-Ins in Microsoft Products, a CBT
hook, the .NET FileSystemWatcher, a hook into the Windows Clipboard,
and a hook into a phone modem to collect Caller-ID and speech-to-text
information. Hooks are callback functions that are triggered when events
defined in the hooks are detected, such as content copied into the clipboard.
Any detected action is stored as an event with a tag naming the task
that was carried out at that time. The Task Tracer also stores the type of
event, the time, the window handle of the active window at that time, the
source of the event message (for example COM-Add-In in MS Word) and
the version of the listener. Other tools can then subscribe to the Task Tracer
to retrieve any events linked to a particular task, or all events.
3.2.1 Analysis
We will now analyze Task Tracer against the requirements listed in Sec-
tion 2.4.4.
Requirement 1 This requirement is partially met, since the user can track
tasks that involve the same files. Task Tracer also tracks copy and paste
actions, therefore allowing users to determine if two files are sharing con-
tent that was directly copied and pasted from one to the other. However,
since Task Tracer operates on file level, it cannot detect if multiple copy
and paste actions involving several files means those files are related or
not. For example, if a user copies one paragraph of text from document
A to document B and then copies a picture from document B to C, the
events supplied by Task Tracer could not be used to decide whether or not
documents A and C are related or not.
Requirement 2 This requirement is met partially, as using the timestamps
on save and save as actions allows for determining which file is the newer
one when comparing two related files. However, it is not possible to make
any statements about the semantic or syntactic difference between two re-
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lated files, as the Task Tracer does not track inner-file content or the ma-
nipulations done to it.
Requirement 3 This requirement is not met, as Task Tracer centrally stores
the collected provenance data. All actions performed outside of the scope
of the Task Tracer are lost to the event data base and users are not able to
retrieve any provenance data when not connected to the Task Tracer.
Requirement 4 This requirement is partially met. The Task Tracer re-
quires the user to specify tasks when starting to work, so it is able to store
the recorded events with the appropriate task tag. However, over time the
Task Tracer is claimed to be able to adapt and detect tasks automatically.
The main contribution from Dragunov et al. (2005) in relation to this
work is the realization that copy and paste are the most used actions in
everyday work. Therefore, it is essential to track these actions and analyze
the impact these actions have on content. The Task Tracer has been used to
create a folder prediction interface (Bao et al., 2006), a website prediction
interface (Lettkeman et al., 2006), a user task prediction algorithm (Shen
et al., 2007) and a semantic search UI (Ghorashi and Jensen, 2013). It has
also been used for text classification of emails (Keiser, 2009). While these
projects do not address the underlying issues we found, they show that
provenance data tracking is suitable for a wide range of tasks.
3.3 Versionset
Karlson et al. (2011) argue that one of the main problems in knowledge
work is the rampant copying and versioning of files, which leads to a large
cognitive overhead when keeping those files organized. The argument for
rampant copying is supported by a study by Jensen et al. (2010). Versionset
was also introduced by Karlson et al. (2011) to reconcile different versions
of a single file into one entity. This was done to allow the user to quickly
recognize if a file is the most recent version or if a newer version exists
somewhere else.
The concept of this version set would also allow us to remove clutter
from folders as insignificant files, in terms of version, could be faded out of
view. Significant files are called milestones and are highlighted. However,
Karlson et al. do not explain how the milestones would be differentiated
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from less important versions of the files.
To create and maintain a version set, Karlson et al. deployed several tools
to track save, save as, and copy and paste on users machines. Versionset
then deduces the version history of a file by comparing the timestamps of
the recorded actions and the involved copies of files. This information can
be presented as a graph to the user. Karlson et al. conducted a study with
a duration of several months. The study indicated that the information
based on copy and paste actions is of great use to knowledge workers.
3.3.1 Analysis
We will now analyze Versionset against the requirements listed in Sec-
tion 2.4.4.
Requirement 1 This requirement is partially met using Versionset. Ver-
sionset tracks similar events in comparison to Task Tracer and therefore
allows for similar detection of relations between files. However, Versionset
specifically focuses on files and their versions, therefore not processing in-
terfile relations. Furthermore, this system falls short on tracking actions at
the content level, making it impossible to decide whether or not a relation-
ship chain including several files is meaningful.
Requirement 2 This requirement is partially met for versions of the same
file as Versionset provides information used to determine the newest ver-
sion of a file. However, no information is available regarding the semantic
or syntactic differences at the content level. The requirement is not met in
regards to copy/pasted content across files, as this was not the focus of the
work.
Requirement 3 This requirement is not met as Versionset requires central-
ized tools to track and analyze the provenance data. The user will lose all
provenance data as soon as they leave the reach of these tools.
Requirement 4 This requirement is met as Versionset functions without
input from the user, i.e., versions of the same file are automatically detected
and evaluated in comparison to other versions of the same file.
Karlson et al. contribute mainly by realizing that knowledge workers are
spending much time on manual versioning of their files. Their approach
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of addressing this through tracking of user actions involving these files is
addressing this issue.
3.4 TrustCloud
Another motivation for tracking provenance is security and trust. Ko et al.
(2011b) state that one of the key barriers for using clouds in businesses
is the lack of trust that customers feel towards cloud computing. Ko et
al. state that the massive amount of virtualization and data distribution
within clouds results in the need for tools to track and secure the spread of
sensitive end user data to enhance the trust users can place into the cloud.
For example, a user owning a file in the cloud should always be able
to query who else has touched or modified that file and where else this
file has been copied too. TrustCloud, developed by Ko et al. , is a concept
designed to meet these needs. In particular, Flogger (Ko et al., 2011a) is the
tool utilized in TrustCloud to track provenance data.
The architecture of Flogger consists of local Flogger listeners as well as
Flogger listeners on virtual machines building the cloud. The listeners are
recording actions processed at file system level, including the following
non-exhaustive list:
• Virtual Machine (VM) File access date/time
• VM Accessed file name and full path such as
/home/users/john/docs/sensitive.txt
• VM IP address
• VM MAC address
• Machine type i.e., VM or Physical Machine (PM)
• User Identifier (UID) & Group Identifier (GID) of file owner of the
accessed file
• UID & GID of process owner who accessed the file
• Action done to accessed file, e.g., Create, Read, Write, Socket (Send
Message), Socket (Receive Message), Delete
The data collected by the Flogger listeners is stored in local Flogs, which
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get consolidated and stored into a central data store.
3.4.1 Analysis
We will now analyze Trustcloud against the requirements listed in Sec-
tion 2.4.4.
Requirement 1 This requirement is partially fulfilled using Flogger, since
it allows the user to determine if a file is the result of a set of manipulations
(e.g., copy, save as) executed on another file. However, these actions are
strictly tracked at the file level, so a copy action executed inside a file will
not be detected. The ability to detect relationships is therefore very limited
using the data collected by the Flogger system.
Requirement 2 This requirement is partially met. The user is able to de-
termine which version of a file is the most recent one by analyzing the
timestamps recorded by the Flogger system. However, this is the full extent
of Flogger’s capability to determine the nature of relationships between
two files, and is therefore very limited.
Requirement 3 This requirement is not met, as Flogger depends com-
pletely on a centralized data store to consolidate provenance data collected
by agents on local machines.
Requirement 4 This requirement is fully met, as Flogger functions are
completely automatically after the initial setup.
Ko et al. (2011b) discuss an important use case of provenance data: trust
and control. With the use of provenance data the user is able to track
the spread of their data at all times, giving them trust and control in an
environment they use. However, we believe that to completely fulfill the
goal, the user must be also able to track content passed on between files,
as this is a very common use case as shown earlier.
Provenance data has also been used to infer trust in relationships (Gol-
beck, 2006) and to create a peer to peer based web search that users can
trust (Briggs and Smyth, 2008). However, these trust related approaches
are beyond the scope of this research and are therefore not discussed any
further.
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3.5 Revision Provenance
Zhang and Jagadish (2013) acknowledge the need for provenance data
when handling text documents, stating that the revision history of a docu-
ment would supply the provenance data needed. However, Zhang and Ja-
gadish also argue that a revision tree for a document can easily overwhelm
the user with information when all they are interested in is a small part of
the document and its history. For example, this is the case when several
users collaborate on one document and a single user is only interested in
seeing the changes made to a part of the document they are interested in.
The authors propose that in order to supply a user with provenance data
for a particular piece of text, one needs to create a revision history centered
on this piece of text and not the history of the whole document. To do this,
the revision history of the document is transformed into several histories
of revision units, which are formed by utilizing algorithms originally de-
veloped for database provenance by Zhang and Jagadish. The provenance
of these revision units is then consolidated into one provenance data set
and presented to the user. This method was tested on Wikipedia pages.
3.5.1 Analysis
We will now analyze Zhang and Jagadish’s approach against the require-
ments listed in Section 2.4.4.
Requirements 1 & 2 Zhang and Jagadish’s work is very similar to ver-
sioning control systems as it shares all the advantages and disadvantages
regarding Requirements 1 & 2, since it utilizes the infrastructure of version-
ing control systems and the data collected by them. However, Zhang and
Jagadish acknowledge the lack of accuracy caused by the file-centricity of
versioning control systems and propose a method to detect and utilize a
finer-grained unit of content to track provenance data. However, this unit
is only tracked within one file’s history, meaning the user still cannot track
the provenance of data across files.
Requirements 3 & 4 Since the system relies on a preexisting revision his-
tory, it cannot be used decentralized, therefore failing Requirement 4. How-
ever, the analysis and creation of the revision units is fully automated,
meeting Requirement 3.
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3.6 Summary
In this chapter, we discussed four related systems for tracking and utilizing
provenance data and versioning control systems in general. We defined the
following four requirements in Section 2.4.4:
1. Relationship Detection — The system needs to be able to determine
if two digital objects are related, i.e., is one originating from the other,
or do they share a point of origin?
2. Relationship Metric — The system needs to enable the user to deter-
mine the nature of difference between two related digital objects. E.g.,
how much do they differ in content semantically and syntactically?
3. Distributed — The metadata needs be stored with the content, instead
of separately.
4. Automated — The metadata needs to be created automatically and
accurately.
An overview of the findings from this chapter is shown in Table 3.1. All
of the systems have partial support for Requirements 1 & 2, but are limited
to file level observations. The exception of this is by Zhang and Jagadish,
who do track provenance on content level, but limited it to one file and its
version history.
None of the evaluated systems were able to function fully without rely-
ing on a central source for data consolation and storage, which is a major
disadvantage already observed in the metadata systems discussed earlier.
Versionset and Trustcloud collect data automatically. Both supply tools to
analyze and utilize the collected data.
VCS TaskTracer Versionset TrustCloud Rev. Prov.
1 Detection o o o o o
2 Metric o o o o +
3 Distributed o – – – –
4 Automated o o + + o
Table 3.1: Fulfillment of Requirements in the Evaluated Systems:
– not fulfilled, o partially fulfilled, + fulfilled
All of the authors of the evaluated systems had some success when test-
ing their systems in real world user environments and further studies ex-
3.6 Summary 39
ist supporting the usefulness of provenance data for knowledge workers
(Jensen et al., 2010). However, we believe that the evaluated systems’ main
disadvantage is their disability to track provenance data at the content level
instead of file level. We therefore conducted three exploratory studies to
investigate this theory further.

4
Exploratory Studies
In the second and third chapters we confirmed that the current approaches
are lacking as they are limited to file level tracking of data, which is in-
sufficient. This chapter includes three user studies further investigating
these issues and finishes with a conclusion discussing the implications we
drew in regards to the design and implementation of our provenance data
tracking system.
We first conducted an exploratory study with selected knowledge work-
ers to test our assumption that users are more interested in provenance
data that is applied and gathered at the content level. The study’s goal
was to address the first research question: What tasks do knowledge work-
ers perform when working with digital content? The second study’s goal
was to confirm that the issues found in the related work are still present.
Therefore the results are part of the answer to the second research ques-
tion: What are the issues with current systems aimed to support knowledge
work? This study is reported in Section 4.1 and is aimed at confirming the
issues stated in Chapter 2.
In the first study, we found that most of the interviewed knowledge
workers did not use a centralized document management system (DMS).
To counter any bias this had, we therefore followed the first exploratory
study with an online questionnaire aimed at 30 professional knowledge
workers who have access to a DMS. We aimed to answer the second re-
search question with this study, specifically targeting DMSs. The results of
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the study are reported in Section 4.2.
One interesting side result from the second study was the fact that some
of the targeted knowledge workers did not use, or know of, the DMS that
was supplied for them by their employer. We conducted a case study
within the work group of one of these knowledge workers to discover why
they chose not to use the DMS. This study’s aim was to answer part of the
third research question: How can content-centered provenance data track-
ing be implemented?. The results of the study are reported in Section 4.3.
4.1 Exploratory Interview Study
The first user study was an interview series with knowledge workers that
had at least five years experience of professionally working with digital
content. This user study had two goals. The first goal was to explore
what issues current users of digital documents have with the file-folder
system. The results are used to verify if the issues identified in Chapter 2
are present in the everyday work flow of the participants. Secondly we
wanted to verify the importance of relationships between content for the
participants.
4.1.1 Study Design
The participants of this study have been chosen by contacting staff from the
university as well as persons they suggested. For the guided interviews,
we prepared a number of questions, but were also open to following up on
anything interesting we would discover while talking to the participants.
Statistical information such as age, gender and profession of the partici-
pants was also gathered. The interviews were conducted at the work places
of the participants, to allow for quick access of their data. This setup would
allow the participants to demonstrate how they managed their data. The
interviews were structured around the following questions:
1. How many years have you been using digital documents in a profes-
sional environment?
2. What is your current most used document editor?
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3. How often do you re-use digital content, on a scale from 1 (never) to
5 (very often)?
4. How often do you need to find re-used content, on a scale from 1
(never) to 5 (very often)?
5. How do you organize your documents?
6. What problems do you encounter in the organization of your docu-
ments?
We explained to each participant, that a digital document could be any
digital file whose contents were accessed by the participant.
4.1.2 Results
We now give a summary of the results gained in the first exploratory user
study.
Participants
We selected the participants from university staff and a local law firm. The
only requirement was that the participants needed to have five or more
years of experience handling digital documents. We aimed for a diverse
group of participants and therefore selected participants from different ar-
eas of work. We had 20 participants overall: seven academics (computer
science), four university staff members concerned with administrative or
management tasks, three university staff members working at a library,
four language teachers, one lawyer and one legal secretary from a local
law firm. Participants were given the identifiers P1–P20. Eight participants
were male and twelve female. One participant was between 20 and 29 years
old, six were in the age group of 30–39, eight in the age group of 40–49 and
five in the age group of 50–59 years.
Digital Documents and Viewers (Questions 1 and 2)
The participants had been using digital documents for five to thirty years
(average 17.25). Most participants could not name a single editor they used
most but rather named a range of editors they use every day. Figure 4.1
shows the results: Microsoft Word was the favored document viewer for
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most participants. However, eight participants who mentioned Microsoft
Word also mentioned another document viewer. These results also indicate
that most document content is text.
Figure 4.1: Document editors used by the 20 participants (multiple answers allowed)
Re-using Content (Question 3 and 4)
We explained that content was being re-used if it was taken by the partici-
pant from another digital source. No distinction was made between content
that was changed when re-used, or content that was re-used in unchanged
form. We also included the re-use of complete documents.
The participants’ answers to Question 3 about re-using content were
recorded on a Likert scale from one to five, where 1 meant ‘never’ and 5
meant ‘very often’ (see Figure 4.2 for results). Two participants chose a
position in-between 3 and 4. We attributed one to 3 and one to 4. Every
participants had re-used documents or document parts. The majority of
participants re-used documents often and very often (4 and 5). The average
of all the answers is 4 (often).
The answer to Question 4 for how often participants needed to find re-
used content had greater variation (see Figure 3). We used a Likert scale
to record the participants’ answers. Five participants chose to answer in-
between numbers (e.g., 3.5), so we split their vote for the figure (0.5 on 3
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Figure 4.2: Frequency of content re-use
and 0.5 on 4). The average of all the answers is 3.225.
For some participants, whether or not they re-used content depended
on the context of the content. For example, academics (P1, P3, P4 and P5)
stated that they very rarely re-use or try to find re-used teaching content,
but that the opposite was true for research content.
How Content is Organized (Question 5)
We made two main observations regarding the content organization habits
of the participants.
File-Folder System The first observation was that the file-folder system
was still used by all 20 participants to organize their documents. Each
participant relied on some form of folder system to sort their documents:
either the one supplied by the operating system, or a folder system sup-
plied by another software, such as Dropbox or GoogleDrive.
The names of the files and folders were always very important to the
participants. Participant 11 used the file names for exact versioning by
incorporating dates, version numbers and purposes into the name.
The depth of the file-folder system used by the participants ranged from
zero, meaning just the desktop, to 5 or more. Exact numbers were difficult
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Figure 4.3: How often do participants want to find re-used content
to get in these instances, as users were usually not aware which of their
self-created folders was the deepest. A separate document was kept to
record locations of other documents in one of the work environments we
interviewed participants (P14, P15 and P16) in.
Many Tools — Many Places The second observation we made was the
large number of systems used to keep files and to organize them. Figure 4.4
shows the number of places in which the participants keep documents.
Only P13 kept all their files in one place, and 11 of the 20 participants had
three or more places where they would keep documents (P1, P2, P3, P4,
P5, P7, P9, P10, P12, P15, P20).
Participants would often use different systems, depending on whom
they collaborated with. For example, when P3 works with inhouse collab-
orators, they use Dropbox, but when working with outhouse collaborators,
they use GoogleDocs. The pattern we observed was that participants who
used many systems either had a heterogeneous (different software prefer-
ences) work group or many collaborators outside their work group.
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Figure 4.4: Number of places/computers in which digital documents are kept
Problems Encountered with Document Organization (Question 6)
Seventeen of the participants noted issues with the file-folder system (no
issues: P6, P13 and P20). Ten participants stated that their file-folder sys-
tem fails when they try to find documents they stored. The other seven
participants named issues resulting from the limitations of the file-folder
system, such as the lack of versioning or synchronization.
(a) Maintenance All but three participants (P6, P13 and P20) stated that
the maintenance of their file-folder system required a considerable amount
of work that they would rather spend on different tasks. This workload
was reported to become unbearable as soon as participants interacted with
people who had conflicting preferences as to how the file-folder system
should be organized. Participant 14 also reported an instance where it was
impossible to pass on the work of a retired co-worker due to the work
being saved in the wrong folder system, which then became permanently
locked after the retiree’s account was deleted. Also, duplicates continued to
be a problem for most of the participants who used a sophisticated folder
system, even though they were aware of the options to link documents.
(b) Versioning Another issue mentioned by seven participants (P2, P12,
P14, P15, P16, P18 and P19) was versioning. Dedicated versioning systems
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such as SVN or Git were only mentioned and used by one participant
from the area of computer science. Versioning issues were not necessarily
connected to duplicates, but were also triggered by working in different
environments on the same document. For example, the same document
could be accessed via a home machine, a work machine, and a tablet PC. In
general, versioning failed due to the attempt to manage it manually, instead
of having a dedicated system. One participant in a management position
stated: ”Versioning is impossible to maintain in our work group, it does
not exist.” This was due to group members having different preferences
for handling versioning.
(c) Synchronization Participants who used the same document in more
than one system, or shared access to the same document with other users,
mentioned the issue of synchronization (P1, P2, P3, P5, P8, P9, P11). They
recognized the availability of tools for synchronizing documents, but were
either not able to use them due to incompatibility between systems, or
lacked the knowledge or time to set them up.
(d) Updating Instances of the Same Content There was one issue not di-
rectly related to the file-folder-system that was unique to the employees
of the law firm (P19 and P20). They had a large body of legal documents
that included many intentional near duplicates and lots of re-used content.
Whenever a legal phrase changed, every document containing that legal
phrase needed to be found and adapted according to the change that was
made. This task was perceived to be very difficult. Because of this, lawyers
were advised to check all the provided legal documents before using them,
as they may have contained errors. Participant 20 also mentioned that let-
ters from other law firms would frequently contain such errors, indicating
that this issue is a widespread one.
4.1.3 Analysis
This study’s aim was to provide answers to the first (What tasks?) and sec-
ond (What issues?) research questions. No gender-specific differences were
detected in the interviews, nor did we observe differences based on the age
of the participants. The participants’ years of experience with digital doc-
uments in a professional environment meant that the problems identified
could not be explained by unfamiliarity with tools and systems.
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Research Question 1
Re-using content and finding re-used content are tasks that were reported
to be common for the participants, as shown in Figures 4.2 and 4.3. Ad-
ditionally, the majority (19 of 20) of the participants have content in more
than one location, as shown in Figure 4.4. These points imply that the focus
of a new DMS should be on tracking re-used content inside the documents
used by the knowledge workers. This is emphasized by the fact that par-
ticipants referred to specific content snippets instead of documents when
asked about re-finding content.
Research Question 2
We found that 17 of the 20 participants experienced problems while us-
ing the file-folder system, which can be considered the most common tool
used by knowledge workers to organize their digital content. The most fre-
quently mentioned issues were (a) maintenance of the file-folder system,
(b) versioning of documents, (c) synchronizing documents, and (d) keep-
ing track of instances of the same content. This confirms the issues with the
file-folder system we identified in Chapter 2 and also confirms that these
issues are answers to the second research question. This also confirms the
need for a new approach to help users organize their documents.
Revisiting the Requirements
We defined the following requirements for our system in Section 2.4.4:
1. Relationship Detection — The system needs to be able to determine
if two digital objects are related.
2. Relationship Metric — The system needs to enable the user to deter-
mine the nature of difference between two related digital objects.
3. Distributed — The metadata needs be stored with the content, instead
of separately.
4. Automated — The metadata needs to be created automatically and
accurately.
The issues (b), (c) and (d) are addressed by Requirements 1 and 2. The
nature of relationships between content included in documents can be used
directly to detect different versions of the same content, addressing issues
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(b) and (c). These relationships can also be used to detect that two content
pieces in different locations are the same piece of content, addressing is-
sue (d). Requirements 3 and 4 address issue (a), since an automated and
distributed system eliminates the need for user maintenance.
4.2 Usage of DMSs by Knowledge Workers
The first study confirmed the shortcomings of the file-folder system we
named in Section 2.4.4. The results also imply that tracking re-used content
across different physical locations is a major task for knowledge workers.
However, we noticed that many participants in the first study lacked a
DMS to support their efforts. Only two of the participants of the previous
study (affiliated to the law firm) had access to a central DMS. We therefore
conducted a second study targeting only knowledge workers who have
access to a central DMS. In the second study, we aimed to answer two
questions:
A Which tasks are the knowledge workers performing and are these
supported by the DMS (to answer Research Question 1)?
B Do DMSs address the issues found in the first study (to answer Re-
search Question 2)?
4.2.1 Study Design
To answer Questions A and B, we designed an online questionnaire tar-
geted at knowledge workers with access to a DMS. The only requirements
for participants were to be a knowledge worker and to have access to a
DMS. The participants were contacted via email and encouraged to share
the questionnaire link with colleagues in similar work environments. The
questionnaire included the following questions:
1. Which of these tasks are part of your work process?
• Analyze information
• (Co-)Authoring information
• Acquisition of information
• Disseminate information
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• Information search
• Information organization
• Learning
• Monitoring
• Networking
• Service search
2. With how many people do you collaborate using the same content?
3. Do you use a document management system? (If so, which?)
4. If using a document management system, how often to you use it for
collaboration with colleagues?
5. Do you use a versioning system?
6. How often do you work with documents that are not stored inside
your document management system?
7. Does your content management system support search of re-used
content?
8. If no, would you like the system to support finding re-used content?
9. For which of your work processes are you utilizing the document
management system?
We recruited participants via company contacts we had, which included
companies in New Zealand, Germany, USA and Singapore. The third ques-
tion asks for the general usage of a DMS, because we had no guarantee
that the participants were actively using the provided DMS. To provide
anonymity, participants are identified with P1–P31.
Question A Question 1 was used to define the tasks the participants mainly
perform, so we can determine if tasks are linked to specific issues. Ques-
tion 2 was used to discover if the tasks performed by the knowledge worker
are performed in a group setting or alone. These two questions are aimed
at answering the first part of Question A. Questions 3 and 4 are used to
determine if the participants are utilizing the DMS they have access to and
whether or not the document management helps with the participants’
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tasks. Questions 3 and 4 therefore answer the second part of Question A.
Question B Question 5 was used to discover if a versioning system is
used. This question was asked since one of the main issues found in the
previous study was versioning of files. We wanted to discover if the partici-
pants with access to a DMS would have access to versioning and whether it
is the DMS itself or an additional system. Question 6 was used to discover
how much of a participant’s content is handled by the DMS. This question
is used to answer Question B, as some of the main issues found in the first
study were synchronizing documents and keeping track of instances of the
same content, which is a problem when content is handled inside and out-
side of the DMS. Questions 7 and 8 were used to determine the DMS’s
support for re-used content, as the previous study had shown many issues
related to the re-use of content. Question 9 was used to determine which
tasks the participants seek to support with the use of a DMS.
4.2.2 Results
We now present our results, beginning with the statistics regarding the
participants and following the questionnaire.
Participants
The study had 31 participants, 23 male and 8 female. Figure 4.5 shows
the age distribution, the participants were of the ages 18–25 (4), 26–39 (16),
40–59 (10) and 59+ (1).
Of the 31 participants questioned, 19 used Microsoft Word, 2 used Open
Office and 9 used another content editor, as shown in Figure 4.6. Multiple
mentions were not allowed this time as we were only interested in the main
editor.
Question 1 and 2
Figure 4.7 shows the tasks that the participants stated were essential to
their work processes. The only tasks that were not named 20 times or more
were: Information organization (19), Monitoring (15), Networking (12) and
Service search (6).
Question 2 asked how many people the participants are collaborating
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Figure 4.5: Age Distribution
Figure 4.6: Document Editors Used by the 31 Participants
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Figure 4.7: Which of these tasks are part of your work process?
with on the same content: No one answered ‘just me’, 6 participants an-
swered ‘one or two’, 7 participants answered ‘three to five’ and 18 partici-
pants answered ‘six or more’, as shown in Figure 4.8. This means that every
participant is collaborating with someone and more than eighty percent of
the participants collaborated with three or more people.
Figure 4.8: With how many people do you collaborate using the same content?
Question 3 and 4
Figure 4.9 shows how many of the participants use a DMS and if so, which
system. Five participants answered that they do not use a DMS, seven
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participants use Microsoft Sharepoint and 19 use some other DMS. Each
participant had access to a DMS.
Figure 4.9: Do you use a document management system? (If so, which one?)
We asked participants how often they use a DMS when collaborating
and the results are shown in Figure 4.10. Seven participants answered 1%–
25%, three participants answered 26%–50%, five answered 51%–75% and
twelve participants answered 76%–100% of the time. No participant was
unsure (do not know) about this question. Only five participants claimed
to never use the DMS for collaboration, but two of those participants an-
swered that they don’t use a DMS at all. The other three participants that
claimed to not use a DMS answered this question with: 1%–25% (1), 26%–
50% (1) and 51%–75% (1). We assume that those participants misunder-
stood the question, meaning ’How often do you collaborate using a docu-
ment management system’, as they might receive content through a DMS
without actively using it for themselves.
Questions 5 and 6
Figure 4.11 shows that of the 31 participants, 26 use versioning. Of the
other five participants: one did not know if versioning was used; one did
not want to use versioning; and three had no software support for version-
ing.
We asked how often participants worked with documents that were not
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Figure 4.10: If using a document management system, how often do you use it for
collaboration with colleagues?
Figure 4.11: Do you use a versioning system?
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contained inside their DMS, the results are shown in Figure 4.12. Only 26
of 31 participants use a DMS. Out of those 26 participants: one answered
never, eleven answered 1%–25% of the time, five said 25%–50% of the time
and nine participants said 50% of the time or more. To summarize, the
majority of the participants work with documents that are not managed by
their DMS at least 25% of the time.
Figure 4.12: How often do you work with documents that are not stored inside your
document management system?
Questions 7, 8 and 9
Of the 31 participants that answered the questionnaire, eight answered that
their DMS supports the search of re-used content, as shown on Figure 4.13.
The DMS used by those users were: GitHub via Golem, a wiki, Microsoft
Sharepoint, Author IT and Google Drive. To our knowledge, those systems
only support the general search of content, but not the specific search for
content that has been re-used. We assume that the participants misunder-
stood the question. Of those participants with no support for searching
re-used content, only two answered Question 8 (would you like to have
support?) with no, whilst ten answered with yes. The other participants
were undecided.
Question 9: ”For which of your work processes are you utilizing the
document management system?” was open-ended. We filtered the answers
given by the participants into the categories from Question 1, with one ex-
ception, versioning. Versioning as a task includes information search, orga-
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Figure 4.13: Does your content management system support search of re-used con-
tent?
nization, authoring and dissemination, but the participants chose to name
it specifically. Figure 4.14 shows the results: 20 participants named ver-
sioning, nine information organization, seven information dissemination,
seven (co)-authoring and six participants named information search.
Figure 4.14 also shows the difference between the number of times a
task has been named in the Question 1 and the number of times it has been
named in Question 9. We can see a drop of 50% or more for the tasks:
Information Organization (9/19), (Co)-Authoring Information (7/24), In-
formation Search (6/22) Disseminate information (7/21). The other tasks
from Question 1 have not been named at all.
4.2.3 Analysis
This study had the goal of answering Questions A and B defined at the
beginning of this section. We also wanted to gain further proof for the
validity of the requirements we defined in Section 2.4.4.
Question A — Which tasks are the knowledge workers performing and
are these supported by the DMS?
In Chapter 2 we introduced ten tasks that describe what knowledge work-
ers do (Analyze Information, (Co-)Authoring Information, Acquisition of
Information, Disseminate Information, Information Search, Information
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Figure 4.14: Number of Tasks Named in Questions 1 and 9.
Organization, Learning, Monitoring, Networking and Service search).
What Tasks? We identified four main tasks in Chapter 2 that knowl-
edge workers need support with: (Co)-Authoring Information, Information
Search, Information Organization and Information Dissemination. Fig-
ure 4.7 shows that these tasks were amongst the most named by the partici-
pants. Figure 4.14 further confirms that these four tasks are most important
to consider, since these were the only tasks DMSs were used for. However,
it is also clear that of all the participants naming these tasks, only a minor-
ity were able to utilize their DMS for support with these tasks.
Versioning Additionally, the majority of participants named the task ver-
sioning as being one that is supported by their DMS, as shown in Fig-
ure 4.11. This is interesting for two reasons, firstly that versioning is con-
sidered a task on its own even though it is a technical process that should
be taken care of by the DMS. Secondly, versioning is an aggregation of the
four tasks already named. This leads us to believe that the participants
highly value the ability to version-control their data.
What issues? For the second part of the question:“... and are these sup-
ported by the DMS?”, we found the answer to be no, the tasks are not fully
supported. Although some of the participants named the tasks as being
60 Chapter 4 Exploratory Studies
supported by their DMS, they also often answered that they are working
with data outside of the DMS, as seen in Figure 4.12. The second reason
is the fact that DMSs do not support the search for re-used content snip-
pets and only support versioning on file level, if at all. The first study has
shown that content snippets are more important to users than files.
Question B — Do DMSs address the issues found in the first study?
The issues we found in the first study were: (a) maintenance of the file-
folder system, (b) versioning of documents, (c) synchronizing documents,
and (d) keeping track of instances of the same content.
Using a DMS seems to address issue (b) and (c), as 26 out 30 partici-
pants had access to versioning control, as shown in Figure 4.11. However,
Figure 4.12 shows that all but one participant also work with documents
outside of their DMS. This results in the support being incomplete. Issue
(d) was not addressed by the DMSs named by the participants.
We therefore conclude that DMSs do not address the issues found in the
first study.
Revisiting the Requirements
The results of the second study strongly support the first three require-
ments, for the following reasons:
Relationship Detection Versioning and Information Organization are two
of the major tasks that participants seek support with. Both of these tasks
are strongly supported by information about the relation two pieces of
content have.
Relationship Metric Versioning and Information Organization again profit
greatly from information about the relationship two pieces of content have,
such as: ”which is the most recent version”. Additionally, Information
Search and Dissemination profit from that knowledge, as users can ac-
cess specific versions of content more easily if they can follow a trail of
before-after connections. This is also of great help when (Co)-Authoring
Information, as again, the latest version of content is often important, but
hard to determine with the current tools available.
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Distributed The study has shown that the vast majority of users works
with content outside of their DMS. This fact supports our argument of
a distributed solution, which enables users to access all their data when
applying relationship metrics.
DMSs are often treated as the solution for knowledge workers’ trou-
bles regarding digital content organization and creation, but the previous
study supports the conclusion that it is not. Additionally, we encountered
potential study participants who wanted to introduce a DMS, but never
managed to successfully do so. We decided to conduct a case study with
these participants to learn more.
4.3 Case Study
We conducted a case study with a group of knowledge workers who un-
successfully tried to introduce a DMS for their team. We aimed to shed
light on issues accompanying the introduction of DMSs and to identify
reasons why DMSs fail. The aim of this study is to discover the issues
that arise when introducing DMSs. These issues are helpful when answer-
ing the third research question (How can content-centered provenance data
tracking be implemented?), as we need to avoid these issues.
4.3.1 Study Design
We were invited by the participants’ company to interview all six partici-
pants on site to ask their opinions on the different DMSs used. The inter-
views were guided by the time line of used DMSs, which was supplied to
us beforehand. The interviews were not structured around particular ques-
tions, as the participants had different backgrounds and interaction levels
with the DMSs used. However, we tried to answer two main questions for
each DMS used:
1. How and why was it introduced?
2. Why did it fail?
We also asked each participant to rate the DMSs they were involved with
on a Likert scale from 1 (bad) to 5 (good). The interviews were held in a
meeting room and recorded, each interview lasted 30 minutes.
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4.3.2 Results
We now present the results of the case study, starting with the statistics of
the participants. We follow with a description of each DMS implemented
by the work group of the participants. For each system we then answer
Questions 1 and 2.
Participants
The target group consisted of six participants, aged 30–59 years old. We
had three female and three male participants, identified with P1–P6. The
roles of the participants were science (3), management (2) and librarian
(1). However, we cannot allocate identifiers to the roles, since this would
de-anonymize the participants due to the small sample size. The six par-
ticipants were members of the same research work group at a local com-
pany. The document editing system implemented by the company was
Lotus Notes. The company also hosts a shared network space called the
Sky-Drive where the participants can store and share content.
Document Management Systems
The work group had used a wiki from 2007 to 2010 when a decision was
made to introduce another DMS. From 2010 to 2014, four different DMSs
were used with varying degrees of success. The DMSs were:
1. Deki Wiki was an open source web-based wiki solution developed by
MindTouch until 2013.
2. Open Atrium is an architecture for Drupal that supplies a framework
for a custom-built intranet to support collaboration and content man-
agement
3. Alfresco is an enterprise level content management system featuring a
web portal, file system compatibility with Unix and Windows systems
and social network components.
4. Integrated Solution — Media Wiki, Wordpress Blogs, Forums. This solu-
tion was built inside the work group with the aim to supply a custom
single-login portal with access to all functionalities needed by the
work group.
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We asked all participants to rate each DMS on a Likert scale from 1 (bad)–5
(good), as seen in Table 4.1. One user chose to give two ratings for two
systems. P2 chose go give Open Atrium a 1 (stability) and a 3.5 (usability)
and the integrated solution a 2 (wiki component) and a 4 (WordPress com-
ponent). We chose to use the lower rating, since P2 seemed to sway more
towards the lower rating when discussing the system. Not all participants
came in contact with all DMSs used (–).
P1 P2 P3 P4 P5 P6 Average
DekiWiki 3 3 2 4 – 1 2.6
OpenAtrium 1 1 – – – – 1
Alfresco 2 1 2 2 3 3 2.16
Integrated Sol. 2 2 – 2 4 – 2.5
Table 4.1: Likert Ratings for the Different DMSs Used, from 1 (bad) to 5 (good), – not
applicable.
We now transcribe the process of implementing the different DMSs and
the opinions on shortcomings and advantages of the different DMSs as
perceived by the participants. We also give a recount of the participants’
opinions on their current situation, which is not having a central DMS.
They do have access to a shared network file-folder system: Skydrive.
Deki Wiki 2007–2010
How and why was it introduced? The Deki Wiki was introduced in 2007,
the decision to chose that wiki was made by a member of the research
work group not included in the study. All members of the research work
group and the IT work group were given logins, including new employees.
One participant (P1) stated that usage of this system was encouraged by
company policy and by the fact that other people used it actively. One
participant (P5) had not used the system at all. When asked, they were not
aware it had existed. The Deki Wiki was deactivated in 2010.
Why did it fail? The system was liked by three, more tech-savvy, partici-
pants, as they praised its abilities (P2: ”It was really good as it understood
LaTeX”, P2: ”I used it quite a bit”). However, they noted that the system
did have shortcomings, such as the lack of search capabilities for data in-
side the system. Those participants mainly used the system for informal
and formal documentation of work processes and systems.
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The other two participants disliked the system for several reasons, mainly
because the interface was very basic and not intuitive to use (P3: ”I had to
force myself to use it.”, P6: ”Re-finding old data was impossible.”), and
that the effort needed to become efficient at using the system was to high.
The decision to decommission the system was made at the company level,
however the reasons were not clear for the participants. They speculated
that the company wanted to introduce a company wide DMS. P4 noted
that all data inside the Deki Wiki was lost when it was decommissioned.
Open Atrium 2010–2010
How and why was it introduced? Open Atrium was the first system con-
sidered to replace the Deki Wiki in 2010. It was suggested by an advisor of
the research group as they had good experiences with it. It was tested for
three months before the decision was made not to use it.
Why did it fail? P1 and P2 went into a three month trial period to set up
and test the system. P1 and P2 said the main reason not to chose Open
Atrium was the amount of software bugs found when trying to set up the
system. The participants stated that a full time developer would have been
needed to get the system running smoothly and the system was therefore
not fit to be used.
Alfresco 2010–2012
How and why was it introduced? After the decision not to use Open
Atrium, the research group introduced Alfresco. The system was chosen
by P1 and P2 after creating a requirements list and researching the best
fit for that list. After the initial set up of the system, every member of
the group was given an account to use for the system. The system was
decommissioned in 2012.
Why did it fail? The system got mixed feedback from all participants. The
participants were praising the social functionalities (P1: ”It had Facebook
like functions...”) and the more intuitive user interface. The participants
noted several shortcomings when asked about the system.
The first shortcoming was a technical error that sometimes resulted in
the permanent closing of an account, resulting in the loss of the ability to
edit the data attached to that account. This was a major fault within the
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system (P2: ”You do that once or twice, but then you are done.”, P6: ”I
stopped using the system after I got locked out.”).
The second shortcoming was that not all members of the work group
embraced and used the system (P4: ”I certainly used it less than the Deki
Wiki”), resulting in frustration for the participants who used the system,
as they would have to double their efforts to reach members of the work
group not using the system. Additionally, P6 noted that every participant
was left to create their own structure for holding their data, resulting in
’wild growth’ style structures that were hard to use for other participants.
The system was decommissioned when most members of the work group
stopped using it.
Integrated Solution 2012–2014
How and why was it introduced? P2 decided to provide an independent
solution (maintained only by P2, outside company reach) after Alfresco was
decommissioned. They introduced an integrated solution that combined
a MediaWiki, WordPress blogs and a forum into one system. P1 stated
that after the initial setup, every member of the work group was given an
account and a challenge to complete basic tasks to get the users started
in the new system. This system was decommissioned at the beginning of
2014.
Why did it fail? P1 stated that most users never used the system for more
than the initial challenge. The participants did not see any advantages of
this solution over Alfresco functionality wise, but noted that some of the
main disadvantages were the same, most importantly the lack of users (P5:
”There still was no feedback on whether my content was used by other
people or not.”). Only four out of six participants used the system. The
system was decommissioned because it was not being used anymore by
work group members.
2014 and Ongoing — SkyDrive
All participants stated that the current situation is not ideal (P1: ”There
are a lot of people in the company that if they got hit by a bus tomorrow,
there would be a great big black hole.”, P2: ”We should have invested in
a proper DMS 10 years ago.”). The SkyDrive is used by Participants 3, 5
and 6. However, these participants also stated that SkyDrive does come
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with its own issues, mainly the lack of collaboration support (collision of
editing times for content) and the fact that the structure is user-maintained,
which leads to all the issues we found with the file-folder system. However,
P3 stated that this was still a better solution, since they could be sure the
system would not vanish one day and the data would be lost (as happened
with the previous systems).
4.3.3 Analysis
We aimed to answer two questions for each DMS with this case study: (1)
How and why was it introduced? and (2) Why did it fail?. We wanted
to answer these questions as the results would be useful insight to answer
the third research question (How can content-centered provenance data
tracking be implemented?).
How and why was it introduced?
The decision to introduce each DMS after the first (Deki Wiki) was a re-
sult of the previous system failing. The selection process of the DMSs was
mainly driven by two participants (P1 and P2), with varying degrees of in-
put from the research group. For example, a requirements list was created
for the third system, whilst the last system was built according to P2’s past
experiences. We found that the introduction process of a DMS can have
an influence on its success. This is shown by some participants (P3 and
P4) voicing frustration over not knowing which system will be used for
how long. However, these issues are of a social nature and therefore not
targeted by our approach.
Why did it fail?
We found that the introduced systems failed for the following reasons:
1. The targeted users had different technical backgrounds and skills,
resulting in different expectations for the usability of the system.
2. All systems but the first lacked user saturation, which lead to the
participants using the system being frustrated. This issue was partly
a result of a system switch in the first place, as users were hesitant to
put effort into a system that might be decommissioned again.
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3. Although the users worked in the same work group, their daily tasks
and work processes differed significantly. They therefore had differ-
ent requirements on what tasks a system should support and what
features it should have.
To successfully answer Research Question 3, these issues need to be avoided
when designing a DMS.
Revisiting the Requirements
The first two points are addressed by Requirements 3 and 4. A distributed
automated system achieves full user saturation by default and frees the
user of the effort to ’actively’ feed it the information it needs to be useful.
Such a system is therefore better suited for users of all technical back-
grounds. We can therefore conclude that our requirements are suitable for
designing a system avoiding the issues found when introducing a DMS
successfully.
4.4 Summary
We conducted three user studies, which confirmed the issues previously
found with the file-folder system. We used the answers gained to verify
the four requirements defined in Section 2.4.4. We know describe how the
results of our studies contribute to answering Research Questions 1 and 2
(Study 1 and 2) and Research Question 3 (Study 3).
4.4.1 What tasks do knowledge workers perform when
working with digital content?
Study 1 The first study was aimed at discovering general issues knowl-
edge workers have when working with digital documents. The tasks par-
ticipants had issues with were: versioning, synchronization and keeping
track of re-used content.
Study 2 The second study confirmed that the most important tasks to
support are: (Co)-Authoring Information, Information Search, Information
Organization, Information Dissemination and Versioning. The initial list
of tasks did not include versioning as one of them. However, we decided
to include the task after both Study 1 and 2 had participants specifically
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mentioning versioning.
4.4.2 What are the issues with the current used systems
aimed to support knowledge work?
Study 1 The first study confirmed ongoing issues with the use of the file-
folder system, mainly:
a. High maintenance.
b. Keeping track of versions.
c. Synchronizing files kept in different physical locations.
d. Keeping track of instances of the same content across files.
Issues (a), (b) and (c) are targeted by the Requirements 3 and 4, as an au-
tomated and distributed system relieves the user of the maintenance work
and keeps track of the versions, independently of where they are stored.
The last issue is a clear indication towards the need to track provenance
data on the content level instead of the file level, confirming the Require-
ments 1 and 2.
Study 2 Issues (a), (b) and (c) found in the first study are targeted by
enterprise DMSs. The second study therefore targeted knowledge work-
ers with access to DMSs, to see if the issues connected with the file-folder
system are resolved. We also aimed to learn which tasks knowledge work-
ers seek support with when using a DMS. The results of the second study
confirmed that DMSs are not solving the issues found in the first study.
Issues (b) and (c) are not solved, since all participants still worked with
content stored outside of their DMS, therefore rendering the gained meta-
data and organizational efforts by the DMS incomplete. The amount of
maintenance (a) is also effected by this, since users need to organize files
inside and outside of the DMS. No DMS named was able to keep track of
re-used instances of the same content inside the DMS, much less content
outside of it. This confirms Requirements 3 and 4, as a successful system
needs to be distributed and automated to avoid the shortcomings detected
in this study.
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4.4.3 How can content-centered provenance data tracking be
implemented?
Study 1 and 2 The first two studies confirmed our choice of supported
tasks. We also discovered what issues our content-centered provenance
data tracking system needs to address. The last study was conducted to
discover issues related to the nature of DMSs and their introduction to the
work place, instead of issues related to the tasks users performed.
Study 3 Whilst conducting the second study, we encountered participants
who tried implementing DMSs into their work environment with no suc-
cess. We decided to follow up in order to learn about the issues involved, as
these might be valuable pointers towards a better system to help the knowl-
edge workers. The last study was a case study conducted at the research
group of a local company. The research had tried to implement different
DMSs with varying degrees of success. We found three main reasons for
the used systems not being successful:
A Low user saturation: The system was only used by a small portion of
the users who had access to it.
B Differing levels of user experience / tech affinity lead to differing
expectations towards the usability of the DMS.
C Differing expectations in regards to supported features.
Issues A and B are directly targeted by the Requirements 3 and 4, since an
automated distributed system has maximum user saturation and a mini-
mum of required user knowledge to be used. Requirements 1 and 2 target
issue C, since all involved participants were involved handling content one
way or another and would therefore be aided by the gained information.
We have now fully answered the first two research questions and partially
answered the third research question:
1. What tasks do knowledge workers perform when working with dig-
ital content?
2. What are the issues with the current used systems aimed to support
knowledge work?
3. How can content-centered provenance data tracking be implemented?
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In the next chapter, we aim to fully answer the third question: How can
content-centered provenance data tracking be implemented?
5
Document DNA Model
After establishing a list of requirements in Section 2.4.4 and confirming
these requirements through studies reported in Chapter 4, we now intro-
duce the Document DNA (DDNA) model. This is a provenance data anno-
tation model, answering the third research question.
We start by briefly sketching the concept of DDNA and reviewing bi-
ological DNA and comparing it to the requirements. We then introduce
DDNA in detail by specifying the concepts of documents, document states,
actions and sessions. Actions are used to define the minimum level of de-
tail we track when working with content, while sessions are used to define
the interval at which provenance needs to be updated.
We define relations between two documents and possible queries based
on the defined relations. We also give some scenarios and examples for
the application of the defined queries. Finally, we discuss how this design
fulfills the requirements set in the earlier chapters: Relationship Detection,
Relationship Metric, Distributed and Automated.
5.1 DNA and DDNA
We here introduce the DDNA concept and compare its characteristics with
those of the DNA found in life-forms.
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Figure 5.1: Example of Documents and their Document DNA
5.1.1 DDNA Concept Sketch
Our provenance data annotation model supports the tracking of content
snippets by attaching a signature directly to the content of a document.
When the content is manipulated, the signature is changed to reflect the
changes made to the content. A document holds together with its content
all signatures off previous changes.
Figure 5.1 illustrates an example of DDNA: Content in Document A is
edited, and also some content from Document B is copied and pasted into
Document A. Therefore, the DDNA of the new Document A’ is a mixture
of the DDNAs of the documents A and B that contributed content to A’.
In this example, two sources of content are used to create a new instance
of content, which is similar to how the way new life-forms are created by
combining the DNA of both of their parents. This characteristic gave rise
to naming of the DDNA model.
5.1.2 Comparison of DNA and Requirements
In this section, we first compare the conceptual characteristics between
DNA and DDNA Requirements. We then examine the current algorithms
used to compare different DNA strings to see if those algorithms are suit-
able for our approach. For this comparison, we regard life-forms as docu-
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ments, with DNA being the equivalent to document annotations.
Relationship Detection The first requirement is fulfilled, DNA matching
can be used to determine if two life-forms are related. For example, one
could detect if two people are brother and sister.
Relationship Metric This requirement is also fulfilled. Different traits of
life-forms are represented by their DNA. Therefore researchers can com-
pare two DNA strings and identify what traits are shared. The methods
used for this will be discussed in Section 5.1.2. One example is inheritable
diseases, such as those that can be predicted by analyzing the DNA of a
human.
Distributed & Automated Since DNA is part of every life-form and created
newly whenever a new life-form is born, the last two requirements are also
met.
Since our approach targets documents, one could argue that information
in documents can be influenced by many different documents, whereas the
DNA of life-forms is influenced by one (cell division or cloning) or two
DNA strings (reproduction of complex life-forms) of their direct predeces-
sor. However, recent research has shown that the DNA of bacteria can be
influenced by many other bacteria, through horizontal gene transfer (de la
Cruz and Davies, 2000). This includes bacteria many generations apart.
We conclude that there are enough similarities between DNA and DDNA
to warrant exploring methods of DNA string comparison.
Detecting Relations Through DNA — Algorithms
Here we discuss current methods of biologists for the comparison of DNA
of different life-forms since they might be useful for our approach. Biol-
ogists (Lesk, 2013) represent the nature of relationships between different
life-forms by using phylogenetic trees (directed graphs). In these trees, the
direct ancestor of a life-form has an outgoing edge to the descendant life-
form, as seen in Figure 5.2. These edges represent that (part of) the DNA
has been transferred from ancestor to descendant. To create those graphs,
either clustering or cladistic methods are used.
Lesk states that cladistic methods are superior to clustering methods for
creating those trees. Therefore, we limit our discussion to those methods.
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Figure 5.2: Example of a Phylogenetic Tree as in Lesk (2013)
Figure 5.2 illustrates a phylogenetic tree for four species represented by the
DNAs: ATCG, ATGG, TCCA and TTCA. The edges in the figure represent
mutations that need to happen between ancestor and descendant. Note
that this is only one possibility for such a tree for those life-forms.
Maximum Parsimony The maximum parsimony method generates the
phylogenetic tree so that it includes the minimum number of mutations,
like the tree in Figure 5.2.
Maximum Likelihood The maximum likelihood method weights the pos-
sibility of mutations and creates the tree so it shows the path of the most
likely mutations.
At first, these methods seem suitable for our approach. However, we
detected several shortcomings, with regards to this research, that we need
to address.
Mutation Rates Lesk states that varying rates of evolution bring addi-
tional issues when creating the phylogenetic trees. In such a case the mu-
tation rates need to be known before creating the tree. The pace at which
digital content changes can differ greatly between versions, which means
that this would cause issues when calculating phylogenetic trees.
Probability vs Observation The introduced methods rely on probability
for the creation of a phylogenetic tree. For example, it might be more
probable that the string ATCG first mutates to ATGG and then AAGG.
Such probabilities do not exist for digital content. In addition, we are able
to observe the content when it is created and manipulated, removing the
need for such probability.
Horizontal Transfer Horizontal gene transfer is not supported when cre-
ating phylogenetic trees. However, horizontal content transfer between two
pieces of digital content must be supported. For example, a user could edit
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a figure several times and through different versions of a piece of content,
but then decide to go back to the original version of the figure.
In summary, current methods used for comparing strings of DNA are
not suitable for our approach, for the following reasons:
• They rely on statistics of evolution and mutation, which do not exist
for digital content.
• They aim to decode the DNA after it was created using probability,
whereas the creation and manipulation of digital content can be di-
rectly observed.
• They do not support horizontal gene transfer, but it will occur when
editing content and therefore needs to be supported.
We conclude that the use and characteristics of DNA make it a suitable
metaphor for describing our approach and that phylogenetic trees are suit-
able as a way of displaying relationships. However, the methods used to
create those trees cannot be directly applied to digital content. The DNA
therefore provides an inspiration in this work, rather than a blueprint.
5.2 DDNA Model
We introduced a rough sketch of our approach at the beginning of the
chapter. This section now introduces the DDNA model through step-wise
definitions of its components. We also provide examples and illustrations
for each of these definitions.
5.2.1 Document
To address Requirement 3 (Distributed), metadata about content needs to
be stored with the content. Documents are containers holding digital con-
tent. Since content cannot exist outside a container, it is sufficient to store
the metadata in the container that holds the content. Our model defines
digital documents as a triple of an object O, the content C and a temporary
history Z.
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Definition 1 (DDNA Document)
A DDNA Document D represents a digital document and is defined as a triple
D = [O, C, Z] of object O, content C, and history Z.
• The object O is the container holding any (system specific) information con-
cerning the content, including format.
• Content C is the information contained in the document, stripped of for-
matting or style. C represents a set of content pieces {C1, ..., Cm}, with
cardinality |C| = m.
• The temporary history Z is a sequence of tuples Z = ([A1, R1], ..., [An, Rn])
with Actions Ai (as per Definition 2) and References to the position and
length of the manipulated content Ri (1 ≤ i ≤ n), with cardinality |Z| = n.
The set of all documents is denoted D. An empty document is identified by empty
content C.
Document Example
We consider a text document (.txt) containing the sentence: “This is an
example.” This text document is represented within the DDNA model as
Document D with the following components:
• O is the .txt document container, including properties such as docu-
ment size (4 kB), character count (19), and position of each Ci within
the document (position of C1:0).
• C = {C1} is the text block “This is an example.”
• Z is the history of actions that led to the creation of the text block
“This is an example.” After typing this sentence, the last entry in Z
is [insert ., R19].
Throughout the remainder of this chapter, the term document refers to
DDNA Document, unless stated otherwise.
5.2.2 Action
Actions are basic activities that users apply to digital content.
Definition 2 (Actions) An Action is a function A : D→ D, with A(D) = D′.
The following actions are defined in the model:
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• Insert content — Ai
Ai(D) = Ai([O, C, Z]) = D′ = [O′, C′, Z′]
with O′ = O+ details and format of inserted content, C′ = C+ inserted
content, and Z′ = (Z1, ..., Zn, [Ai, Rn+1]).
• Delete content — Ad
Ad(D) = Ad([O, C, Z]) = D′ = [O′, C′, Z′]
with O′ = O− details and format of deleted content, C′ = C− deleted
content, and Z′ = (Z1, ..., Zn, [Ad, Rn+1]).
• Format content — A f
A f (D) = A f ([O, C, Z]) = D′ = [O′, C′, Z′]
with O′ = O+ details and format of manipulation, C′ = C, and Z′ =
(Z1, ..., Zn, [A f , Rn+1]).
• Select content — Ase
Ase(D) = Ase([O, C, Z]) = D′ = [O′, C′, Z′]
with O′ = O, C′ = C, Z′ = (Z1, ..., Zn, [Ase, Rn+1]).
• Copy content — Ac
Ac(D) = Ac([O, C, Z]) = D′ = [O′, C′, Z′]
with O′ = O, C′ = C, and Z′ = (Z1, ..., Zn, [Ac, Rn+1]).
• Paste content — Ap
Ap(D) = Ap([O, C, Z]) = D′ = [O′, C′, Z′]
with O′ = O+ details (DDNA) and format of pasted content,
C′ = C + Cm+1, and Z′ = (Z1, ..., Zn, [Ap, Rn+1]).
• Save document — Asa
Asa(D) = Asa([O, C, Z]) = D′ = [O′, C′, Z′]
with O′ = O, C′ = C, append Z to the DDNA signature of the document,
and Z′ = ∅
• Cut content — Ac + Ad
The DDNA itself is defined in Section 5.2.5.
Insert & Manipulate The insert and manipulate actions are always con-
nected to one piece of content Cm contained in the document D (the content
the action was performed on).
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Select, Delete & Copy The select, delete and copy actions may be con-
nected to one or more pieces of content, since they are performed on selec-
tions that might include more than one piece of content. Select may also
be applied to empty content, which represents un-select.
Paste The paste action is the only action that can add a new piece of
content Cm+1 to the document D. It therefore adds a new DDNA instance
to O.
Open & Close Opening and closing a document are not regarded as ac-
tions, since nothing is to be learned from these actions.
DDNA(s) is created or changed when a document is saved, using the
information collected in Z. The DDNA is content-centered, meaning that
a Document D will contain a DDNA in O for each piece of content Cm in-
cluded in C. The save action Asa(Dx) always results in a new document Dy.
All other actions result in a document state between saved documents, as
explained in Section 5.2.3. We do not consider format and format changes
to be part of content evolution. Therefore, format changes are not defined
as an manipulation action. Undo is not considered a separate action, as
the document simply reverts to the last state before the undone action was
taken. The undone action is removed from the history and the DDNA is
not changed.
Action Example
Actions on their own are self-explanatory. However, actions used in se-
quence are covered in Section 5.2.4.
Actions and ACID
Since actions are comparable to the concept of transactions in databases, we
compare the properties of actions and transactions. We do so by checking
for the ACID requirements on actions.
Atomic All actions are atomic, meaning that actions cannot be half com-
pleted, since this could result in a corrupt document. For example, an up-
date in the content but not the object would lead to an incorrect character
count.
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Consistency Actions can lead to an inconsistent state. This means that
the consistency requirement is not met.
Isolation All actions are executed strictly sequential (one after the other),
therefore no action can interfere with another action. This means the isola-
tion requirement is met.
Durable A committed action will only be durable if the document is saved
afterward and if the action is neither select or copy. All actions are durable
as long as the document is opened and the work process is ongoing.
We can conclude that actions do not follow the ACID principle, since
consistency and durability are not guaranteed.
5.2.3 Document States
Document states describe the state a document is in according to the last
action executed on it. Figure 5.3 provides a graphical depiction of the
states: temporary, consistent, saved, and acts as a legend for other figures.
Figure 5.3: Document States
Definition 3 (Document States) Three document states are distinguished de-
pending on the last (nth) entry in Z.
• Temporary State: Zn = [Ase, Rn] or Zn = [Ac, Rn]. — The document is
in the temporary state if the last entry in Z refers to either a selection or copy
action, as these are not stored when the document is closed.
• Consistent State: Zn 6= [Ase, Rn] and Zn 6= [Ac, Rn]. — The document is
in a consistent state if the last entry in Z refers to an insert, delete, format,
or paste action.
• Saved State: Z = ∅. — A document is in a saved state if the history is
empty, i.e., after saving the document.
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A freshly opened document is in the saved state. Selections or content
held in a copy buffer will not be restored when reopened. All other ac-
tions transform a document into the consistent state. The consistent state
represents what the document will look like when it is saved, closed and
reopened later on.
Document States Example A user opens Document T, which is a letter
template. T is in the saved state when opened. The user now adds a
specific address to the template, which transfers T into the consistent state.
The address is then selected by the user and copied to be used in another
document. T is now in a temporary state since the last action in Z is a copy.
Finally, the user saves and closes the letter, which puts T in the saved state
again.
Actions and States
When actions are applied to content, the state of the document holding the
content may change or not change, depending on the action. Figure 5.4
illustrates the state transitions of two documents for several applied ac-
tions, using a finite state machine model. When content in one document
is copied, the copied content is held in a separate content buffer, like the
Microsoft Clipboard. This content can be pasted into another document by
applying the paste command on the document. The buffer also contains
the DDNA connected to the content.
5.2.4 Session
Sessions are used to describe a completed set of actions.
Definition 4 (Session)
A document D can only be assigned to one Session S at any time. A session S
is a tuple S = [D, AL] with D ∈ D and a sequence of actions AL = (A1, ..., An)
executed on D. If an action A 6= Asa is executed on D and no session is currently
assigned to D a session is created. If a save action Asa is added to AL, the session
is closed and a closed session cannot be re-opened. If at any given time two or more
Sessions S1, ..., Sn exist, all executed actions are added to all lists AL1, ..., ALn.
A session has one or more starting documents. D is the initial starting docu-
ment of a Session S. Any other document D∗ is also considered a starting doc-
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Figure 5.4: Actions and States
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Figure 5.5: Session 1
ument of S if AL includes a pair of copy and paste actions Ac(D∗) and Ap(D),
where AL does not contain any copy actions between these two actions. All start-
ing documents for a session S are defined as the set SD. A session has exactly one
ending document ED, which is the new document D′ that is created by the save
action Asa(D) = D′.
A session starts and ends with a saved document. There are at least
two documents involved in one session, a starting document and a saved
document at the end. However, the number of starting documents is not
limited. Every document contributing a copy and paste pair of actions in a
session, that is not the saved document at the end, is a starting document.
We now introduce some examples to clarify the concept.
Session and States Examples
Figure 5.5 illustrates a session which is starting with Documents A and
B and results in Document X. X is the result of a minor change to A’s
content and the insertion of some content from B. Figure 5.6 illustrates two
overlapping Sessions. Session 1 is the same session as in Figure 5.5. Session
2 was finished by changing the content of Document B and saving after the
copy action. Note that Actions 2 and 3 are part of Session 2, since Actions
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Figure 5.6: Sessions 1 and 2
2 and 4 are a copy and paste pair with the paste action executed on the
starting document of Session 2.
This save action results in the saved document’s DDNA to be adapted,
creating a new set of DDNA. This adaptation of the DDNA(s) represents
the relation the content included in the saved document has to the content
included in the starting documents. The new set of DDNA is created by
processing the actions that are recorded in Z.
Session and Documents Examples
Figure 5.7 illustrates the impact of the actions on the documents for Session
1. In this figure, the actions executed for Document B do not lead to a new
document, since no content is manipulated and no save action is executed.
This means that when Document B is closed, Actions 2 and 3 only remain
in Document X’s history and therefore Document X’s DDNA.
Figure 5.8 illustrates Sessions 1 and 2 and the actions involved. In this
example, Actions 2 and 3 are processed two times, firstly when Document
X is created and secondly when Document Y is created. The two actions do
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Figure 5.7: Actions for Session 1
not have any impact on Document Y’s DDNA, since they did not trigger
any content change.
5.2.5 DDNA Signature
We now define the DDNA Signature.
Definition 5 DDNA Signature
A DDNA Signature DDNACi for a content piece (included in a Document D,
Ci ∈ CD) is a tuple DDNACi = [ICi , LCi ], with ICi being a unique Identifier,
i 6= j ⇒ ICi 6= ICj and LCi being a Sequence of action lists LCi = (ALk, ..., ALl).
Once a session S = [D, ALS] with the ending document ED = [OED, CED, ZED]
is closed, a new action list ALn is added to LCi if Ci ∈ CED and there is a insert,
delete or paste action referring to Ci in ALS. ALn includes all insert, delete and
paste actions A ∈ ALS that refer to Ci.
I allows to uniquely identify each DDNA assigned to content and preserves
the relation between copied and pasted content. The sequence of action
lists L reflects the evolution of the represented content.
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DDNA Signature Example
Following our example introduced in Subsection 5.2.1, we consider a saved
text document (.txt) containing the sentence: “This is an example.” where
C = {C1} is the text block “This is an example.” The DDNA Signature
DDNAC1 consists of the Identifier IC1 = 1 and the Sequence of action lists
LC1 = (AL1), where the last entry in AL1 is (insert .).
5.2.6 Content Relations
Content can be related in two ways: the ancestor/descendant-relation and
sibling relation.
Figure 5.8: Actions for Sessions 1 and 2
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Ancestors and Descendants
Ancestors and descendants relations are used to describe earlier or later
versions of the same piece of content.
Definition 6 (Ancestor/Descendant Relation) Let A = [OA, CA, ZA] and
B = [OB, CB, ZB] be two documents. CAi ∈ CA, with the identifier IAi , is said
to be ancestor of CBj ∈ CB, with the identifier IBj , (CAi 6= CBj ) and CBj is said to
be descendant of CAi , if there exists a session S with A ∈ SD and B = ED and
IAi = IBj . This relation is transitive but not symmetric.
Ancestor Relation In order for Content A to be an ancestor of Content
X, Content X itself or one of its ancestors must have been a direct result
of a series of actions performed on Content A. This means that a piece of
content may have an unlimited number of ancestors.
Descendant Relation In order for Content X to be the descendant of Con-
tent A, Content X or one of its ancestors must have been a direct result of
a series of actions performed on Content A. A piece of content may have
unlimited descendants.
Youngest & Oldest Property To be the youngest descendant of Content
A, Content X is not allowed to have any descendants itself. To be the oldest
ancestor of Content X, Content A is not allowed to have any ancestors itself.
Note that it is possible that several pieces of content can be the youngest
descendants, but only one piece of content can be the oldest ancestor.
Ancestor/Descendant Relation Example Figure 5.5 illustrates a session
that leads to a new document. Documents A and B contain content that is
the ancestor of content contained in Document X, since the content from
both Documents A and B is manipulated through a series of actions and
then stored in Document X.
Siblings
The sibling relation is used to describe two pieces of content that share an
older version of themselves.
Definition 7 (Sibling Relation) Let A = [OA, CA, ZA], B = [OB, CB, ZB], and
C = [OC, CC, ZC] be three documents. CAi ∈ CA, is said to be sibling of CBj ∈ CB
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Figure 5.9: Relations between Documents
if there exists a CCk with (C
A
i 6= CBj 6= CCk ) and CCk is ancestor of both CAi and CBj .
The sibling relation is transitive and symmetric.
Sibling Relation Example Session 2, illustrated in Figure 5.6, leads to Doc-
uments Y and X including contents that are siblings. Figure 5.9 illustrates
all relations between the contents included the Documents A, B, X and Y
that result from the Sessions 1 and 2.
Content Relations and Documents Relations
Since content is always held in a document, we need to look at how the
relations regarding content translate to documents. Documents includ-
ing pieces of content that are siblings or ancestors/descendants of other
content inherit these relations. However these inherited relations between
documents are not transitive, as the following two examples illustrate:
Document Relations Example Figure 5.10 illustrates an example includ-
ing Documents A, B, C, D, E and F where the sibling relation between doc-
uments is not transitive. Documents A and B both include a single piece of
content, Ca1 and Cb1. Document D is created with its own piece of content
Cd1 and also copied content Ca2 from A. Document F is created with its
own piece of content C f 1 and some copied content Cd2 from D. Although
A is ancestor of D, and D is ancestor of F, A is not ancestor of F, because A
and F include no pair of content pieces with that relation. Document C is
created with copied content Ca2 from A and Cb3 from B and some original
content Cc1. Document E is created with original content Ce1 and copied
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content Cb2 from B. Although Document C is a sibling to both D and E,
D and E are not siblings to each other. The reason for this is that D and E
include no pair of content pieces that are siblings.
Figure 5.10: Non-Transitive Sibling Relation
5.2.7 Queries and Scenarios
This section gives an overview of possible queries that use the document re-
lations, as well as scenarios for those queries. To keep the scenarios simple,
we assume documents only include one piece of content. If a document
would contain more than one piece of content, the relation to the other
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documents would be displayed more than once, depending on the number
of content pieces. For example, Documents A and B can both be siblings
and ancestor/descendant at the same time, if they include pairs of content
pieces with those relations.
Queries
We use the concept of queries to describe the information that can be de-
rived from out DDNA model.
Definition 8 (Query) A Query is a function Q : (D,D) → D×E, Q(B, S) =
(R, E), whereD is the set of all documents and E is the set of all possible relations
between the documents, and B, S, R ⊂ D. B is called the base set and S the search
set. The function compares the DDNA of each content piece of the documents in
B and S and returns as query result a set of related documents R ⊆ (B ∪ S) and
a set of relations E associated with the documents in R. R and E form a directed
graph G = (VR, E) with the vertices VR being the documents returned in R and
the edges being the relations returned in E. The elements included in R and E
depend on the actual query.
The objects defined in Definition 8 have the following purpose:
• Base set B: The set of documents for which we seek relations.
• Search set S: The set of documents which are examined as possible
relations to the documents from the base set.
• Result graph G: All documents from the base set and the identified
documents from the search set that match the query, plus edges illus-
trating their relations.
Simple Queries
For simple queries the documents in base set B and search set S all contain
single content pieces only. Table 5.1 includes the basic simple queries that
are possible using the DDNA. The Set columns name the range for the
cardinality for the base and search set with m standing for the maximum
number of documents available to the user. The graph column names the
range for the cardinality of the vertices of the result graph of R.
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Query Set B Set S VR
Find all siblings 1,m 1,m |B|, |B ∪ S|
Find all ancestors 1,m 1,m |B|, |B ∪ S|
Find all descendants 1,m 1,m |B|, |B ∪ S|
Find all relations 1,m 1,m |B|, |B ∪ S|
Find oldest/youngest ancestor 1,1 1,m 1, |S|
Find oldest/youngest descendant 1,1 1,m 1, |S|
Find oldest/youngest sibling 1,1 1,m 1, |S|
Find shared ancestors 2,m 2,m |B|, |B ∪ S|
Find shared descendants 2,m 2,m |B|, |B ∪ S|
Find shared siblings 2,m 2,m |B|, |B ∪ S|
Table 5.1: Table of Queries
Simple Query Explained The function qs(B, S) = R is representing the
“find all siblings” query. Therefore the following parameters are true:
|B| ∈ [1, m],
|S| ∈ [1, m], and
|VR| ∈ [|B|, |B ∪ S|].
This means that the result graph vertices set contains at least the documents
of the base set. This happens when no document from the search set is a
sibling to a document in B. Documents from S will be included in VR, if
those documents are siblings to documents in B. This is a formal example
of the definition, now some applied examples follow.
Simple Query Examples
In the example scenario, a user has several CV documents on their com-
puter. We assume these documents to be the only available documents.
This user can use the DDNA of the different documents and queries to
explore the relations those documents share.
Example 1 — Find all Relations The result of the query “find all relations”
with all documents as base and search set is illustrated in Figure 5.11. Since
the user queried for all relations on all documents, the result graph includes
all documents and relations.
Example 2 — Find all Ancestors/Descendants The query “find all ances-
tors/descendants” with all documents as base and search set returns the
same graph as Example 1, without the sibling relations. All documents
are included, as all documents are either ancestor or descendant of another
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Figure 5.11: All Relations between the Documents
document.
Example 3 — Find all Siblings The query “find all siblings” with all doc-
uments as base and search set returns the same graph as Example 1, with-
out the ancestors/descendant edges and without the documents Basic
CV and Work CV. The two documents are excluded as they are not part of
any sibling relationship.
Figure 5.12: Oldest Ancestor
Example 4 — Find the oldest Ancestor Figure 5.12 illustrates the result
graph for the query “find the oldest ancestor”. The base set is the CV MS
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document and the search set is constituted of all documents. The result
graph includes the documents Basic CV and Work CV 2002, since both
of these documents are ancestors of CV MS, but have no ancestor of their
own. Note that all the other documents are missing since they did not have
a relation to the MS CV document that matched the query.
Example 5 — Find shared Ancestors The result graph of the query “find
shared ancestors” is illustrated in Figure 5.13. The base set is constituted of
the documents CV Google and CV MS and the search set is constituted of
all documents. The result graph includes the base documents CV Google
and CV MS and the Basic CV document from the search set. The Basic
CV document is the only document that is ancestor to both CV Google
and CV MS. Again all other documents are not displayed, as they failed to
qualify for the specified relation.
Figure 5.13: Shared Ancestor
Complex Queries
So far the examples have been simplified, since we only allowed one con-
tent piece per document. However, we defined that documents in base set
B or search set S can hold more than one content piece, which allows for
more complex queries. The following example assumes that a figure has
been re-used via copy and paste and has been edited across a number of
research papers.
Complex Query Example A user has found several papers that describe
features and studies about the TIP system. They read an interesting paper
about a study on a feature of the system, but the paper does not describe
the feature or the system in full detail. However, the feature is illustrated
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in a figure. The user now wants to know which other papers include this
feature and most importantly which paper introduced it. They can do so
by querying for all relations, limiting the query to DDNA related to the
figure in the document.
Figure 5.14: Papers and their Relations
Figure 5.14 shows the papers and the relations between them. The pa-
pers that actually include the figure the user saw are marked yellow. In this
scenario, the user now queries for all documents that are related to the Fea-
ture Study document with the Feature Study document DNA reduced to the
DDNA of the figure. The base set is the figure and the search set is com-
posed of all papers available. The result graph is displayed in Figure 5.15.
Relation Strength — Concept Sketch
So far we defined the ancestor/descendant and sibling relations and il-
lustrated some examples of how to use them in queries. However, these
queries only reflected the type of the relation, not the strength of the rela-
tion. We here briefly sketch the concept of relation strength, which may be
used as a measure for the similarity between two pieces of content, both
semantically and syntactically.
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Figure 5.15: Result Graph for Figure Query
Example Content A and B are ancestor/descendant, but only share very
little content due to heavy editing. Content C is also Ancestor of B but
differs very little in content. In this example, the relation between C and B
is semantically stronger than the relation between A and B.
5.3 Summary
In this chapter we addressed the question of how content-centered prove-
nance data tracking could designed, so we can implement a system using
that design. We created a model that defines the object of this research,
documents and content. We also defined what actions can be performed
on content and how these actions constitute sessions. We defined that ses-
sions are used to mark changing points for the saved metadata, the DDNA.
Following we showed what relations are detectable using DDNA and what
queries could be performed knowing these relations.
Our system relies on detecting actions performed on content as they
happen. We consider the third research question (How can content-centered
provenance data tracking be implemented?) to be answered with the in-
troduction of this model. The fourth requirement (Automated creation of
the metadata) is dependent on the implementation of the design, which is
described in detail in the next chapter. Our model fulfills Requirements
1–3 (Relatedness, Relationship Metric and Distributed).
Relatedness The DDNA is always kept and modified when manipulating
content and transferred with copied content. As a result, we can always
5.3 Summary 95
determine if two pieces of content are related by comparing their DDNA.
Relationship Metric We defined different relations content can be in, such
as ancestor/descendant and sibling relations. These different types of rela-
tions fulfill the metric requirement.
Distributed The DDNA is stored within the same document as the con-
tent, and is also transferred when the content is copied to another docu-
ment. As a result, DDNA cannot be disconnected from the content, which
fulfills the third requirement.

6
Implementation
Chapter 5, introduced the DDNA model, which fulfills the requirements
for a distributed content-centered provenance data tracking system. In this
chapter, we report on a software prototype implementing the model. The
prototype will be used to answer the fifth research question and provides
us with the means to measure the increase in result quality. We explain
which parts of the model are represented by which parts of the implemen-
tation and how these parts fulfill the requirements set out in Section 2.4.4.
We start this chapter by specifying the software tools used, based on
the result of the studies in Chapter 4 and present a detailed walk-through
and architecture of our prototype. Next, we introduce the DDNA Tracker
and DDNA Analyzer. The DDNA Tracker is an implementation of the
model proposed in the last chapter. The DDNA Analyzer can analyze
the DDNA of different pieces of content and determine their relationship
and also provides a user interface to utilize that information. The DDNA
Analyzer is needed to conduct user studies to verify the use of provenance
data for knowledge workers. Finally we present a second in-detail walk-
through which shows how the prototype functions following one example.
We finish by summarizing how the software prototype matches the DDNA
model.
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6.1 Software Used
We now specify the software we used. To ease the introduction of our pro-
totype, we needed to disrupt the work environment of knowledge workers
as little as possible. Therefore, we implemented our prototype using soft-
ware the knowledge workers were already using. This minimized time
spent on learning to use the prototype and the disruption caused by it. As
a result, the following two guidelines need to be followed when choosing
the software to be used to implement the prototype:
1. The software needed to be used by a large percentage of knowledge
workers.
2. The software needed to allow for implementation of our prototype.
Following these guidelines we chose Microsoft Word (Microsoft, 2014) to
be the host for the DDNA Tracker and DDNA Analyzer. We implemented
both add-ins using Visual Studio and C#. The DDNA Analyzer also uses
the QuickGraph (pelikhan (2011)) library to create a graph representing the
relations between different documents and the GraphX library (PantheR
(2014)) for the visualization of the created graph. Both libraries are open
source and freely available under the public domain.
Microsoft Word The studies in Chapter 4 identified Microsoft Word as
the document editor most used by knowledge workers, making it the best
choice for implementing a provenance data tracking system. Microsoft
Word allows for add-ins to be installed, which is the least intrusive way
of introducing the prototype into the work environment of the knowledge
worker. Since Microsoft Word differs slightly depending on the operat-
ing system, we chose to support Microsoft Word for Microsoft Windows 7
(Microsoft, 2011).
C# By using Visual Studio and C# to implement the prototype we ad-
hered to the second guideline. Along with Visual Basic C# is one of Mi-
crosoft’s the most supported programing languages in relation to Microsoft
Office customization. Furthermore, Microsoft provides a large support
knowledge base, providing information on how to access APIs and build
Microsoft Office customization add-ins using Visual Basic and C# code ex-
amples.
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Alternatives We also considered using an open source document editor
like Open Office (Oracle Corporation, 2011) or a specialized editor like La-
TeX (Lamport, 2011). Since the code base is easier to access in these identi-
fied alternatives, the development process would be easier. However, such
specialized document editors would mean a limited user base available for
studies. This would make conducting studies measuring the usefulness of
the DDNA more difficult.
6.2 Architecture and Walk-through
The prototype is constituted of two parts, the DDNA Tracker and Analyzer.
The high level architecture of our prototype is shown in Figure 6.1.
Figure 6.1: High Level Architecture and User Interaction
Step 1 & Step 2 — Tracking of User Manipulation As soon as a document
is opened, the DDNA Tracker tracks every manipulation executed on that
document via Microsoft Word. This includes copy and paste commands be-
tween documents. Tracking manipulations are stopped when a document
is closed.
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Step 3 — DDNA Creation and Maintenance The DDNA Tracker creates
and maintains the DDNA for each document that manipulations are tracked
for. If a document without a DDNA is opened, or a new document is cre-
ated, the DDNA Tracker creates a new DDNA for the document and starts
maintaining it. In all other cases, the existing DDNA is maintained. The
DDNA is directly attached to the document and is therefore saved with the
document when the document is saved.
Step 4 & Step 5 — Query and Analysis The user can query the DDNA An-
alyzer about the relationships between accessible documents. The DDNA
Analyzer reads the DDNA of all accessible documents and analyses the
implicated relations.
Step 6 & Step 7 — Visualization As a result of an analysis, the DDNA An-
alyzer creates a visualization of the relationships appropriate to the query
and returns this visualization for the user to view.
The next two sections introduce the DDNA Tracker and Analyzer in
detail, whilst linking back to these six basic steps.
6.3 DDNA Tracker
The DDNA Tracker is a Microsoft Word add-in that implements the model
introduced in Chapter 5. Our implementation is built to track and pro-
cess the evolution of content used in Microsoft Word documents and store
this information with the document. The aim of the DDNA Tracker is to
be as un-intrusive as possible, while simultaneously being as accurate as
possible.
Due to DDNA Tracker being a Microsoft Word add-in, it starts and
closes with every instance of Microsoft Word, therefore never missing any
changes made to content inside MS Word documents. The general archi-
tecture of the DDNA Tracker is shown in Figure 6.2. The DDNA Tracker
is embedded into Microsoft Word and needs to run in Microsoft Windows
7 or higher in order to function. The interactions of each of the parts are
described in the following subsections, which also describe the functions
of each part in detail. The directions of the arrows show the flow of infor-
mation between the different parts.
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Figure 6.2: The Software Architecture of the DDNA Tracker. The circled numbers refer
to steps mentioned in Figure 6.1.
6.3.1 Main Class
The Main Class serves two functions. The first function is to listen to events
created by Microsoft Word for documents opened, closed, and saved. The
second function is to listen to events created by the Keyboard Hook mod-
ule. These events represent inputs made by the user (Step 2). These events
are used to notify the DDNA Handler of changes made to the content.
Document Open When a new document is opened, the DDNA Tracker
creates a new DDNA Handler object for the document and creates an entry
in the global DDNA List.
Document Save If a document is saved, the DDNA Tracker saves a copy
of the previous version of the document into a local DDNA Archive folder
and then notifies the DDNA Handler associated with the document about
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the save command being invoked. The handler returns an updated DDNA
which the old DDNA is replaced with.
Document Close If a document is closed, the DDNA Tracker removes the
entry for the responding document from the global DDNA List.
User Input on Document When this event is triggered, the DDNA Tracker
verifies which document is currently active and notifies the DDNA Handler
associated with this document of the change made to the document.
DDNA Model The document open, save and close events are used to iden-
tify Sessions as introduced in our model. The user input event is used for
detecting Actions as identified in our model. Saving old versions of docu-
ments into the DDNA Archive reflects the policy that each save leads into
a new document.
6.3.2 Keyboard Hooks
This module creates low level hooks, which notify the DDNA Tracker when
a key on the keyboard is pressed. The module evaluates if the combination
of keys pressed can result in content changes in a word document and
whether or not Microsoft Word is the active window at the time of the
event. If both conditions are true, an event including the pressed key is
created and sent (Step 2 in Figure 6.1).
DDNA Model The events created are representations of the Action concept
introduced in our model. Each event represents one Action.
Example 1 The user presses the ’A’ key, but the active window is returned
to be a browser, no event is triggered.
Example 2 The user presses the ’A’ key and the active window is returned
to be Microsoft Word. An event is triggered.
Example 3 The user presses the ctrl key and the active window is returned
to be Microsoft Word. No event is triggered.
6.3.3 Re-purposed Commands
We re-purposed the three commands copy, cut and paste as these are
the three main commands offered by word to directly manipulate content
(Step 2). When implementing a Microsoft Word add-in, it is possible to
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re-purpose commands available in Word. This means that either the code
behind these commands can be replaced with code from the add-in, or
additional code can be added to the command.
DDNA Model The re-purposed commands represent the Actions of the
same name introduced in our model.
Copy
The copy command has been replaced with our own copy command. When
selected content is copied, the re-purposed command triggers the following
four steps:
First Step The DDNA Handler is called to process all current changes
stored in regards to the selected document and update the DDNA accord-
ingly.
Second Step The DDNA Handler is called to return the DDNA associ-
ated with the selected content. That DDNA is pasted as a string in front of
the selected content and the selection to be copied is extended to include
that string.
Third Step The selection is copied, which means it is added to the clip-
board.
Fourth Step As the final step, the DDNA is removed from the selected
content.
These steps happen too fast for the user to notice. The DDNA string is
visible in the clipboard, attached to the content as shown in Figure 6.3.
Cut
The cut command has been replaced with an invocation of our re-purposed
copy command followed by a fifth step.
Fifth Step Remove the content selection and notify The DDNA Handler
of the content change to process the DDNA(s) appropriately.
Paste
The paste command has been replaced with our re-purposed paste com-
mand. When content is pasted, the re-purposed command triggers the
following four steps:
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Figure 6.3: The DDNA Inside the Clipboard
First Step The paste command first executes paste as implemented in
Microsoft Word.
Second Step The pasted selection is scanned for a DDNA string. If a
DDNA string is detected, it is sent to the DDNA Handler along with the
character positions of the start and the end of the range, to be included into
the DDNAs of the document.
Third Step The DDNA string is removed from the pasted content.
Fourth Step The DDNA Handler is notified of the content manipulation
at the selected range and adds it to the current list of changes made to the
content.
6.3.4 DDNA Handler
The DDNA Handler module is used to manage all DDNAs of all opened
documents (Step 3). Each handler instance represents one document. A
handler is invoked with a newly opened document and can be used to
retrieve a DDNA associated with specific content. It can also be used to
track changes to content and update the DDNA of that content. The han-
dler is also called when content is pasted into a document with a DDNA
attached. The attached DDNA is then sent to the handler to be included in
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the DDNAs of the target document.
DDNA Model The DDNA Handler implements the process of concentrat-
ing the content history Z into the DDNA, as proposed in our model.
Invoke
The DDNA Handler needs a docx document to be invoked. When created,
the handler verifies if the document has DDNA information included in its
custom XML part (part of the .docx structure). If DDNA(s) are detected,
they are extracted and added to the instance of the handler as a list. If
not, a new DDNA is created and added to the DDNA list. This DDNA
has a new UUID and the range starts at character position 1 and ends at
the last character position in the document. One tick is added to ticks,
representing the time that this DDNA was created. Ticks are processor
time representations.
Track Changes
Changes are submitted to the DDNA Handler as a set of two integers, the
starting character position of the change and the last character position of
the document after the change.
Every time the DDNA Handler is notified of a change made to the doc-
ument, that change is stored into a change list. Each entry contains the
starting character position p of the change and nature n of the change. n
is determined by calculating the difference of the position of the last char-
acter in the document before and after the change, for example +1 or -1.
For example, if a user enters the character ‘A’ at position 50, p = 50 and
n + 1, but if the user deletes the word ‘The’ starting at position 1, p = 1
and n = −4.
Update DDNA
The update function of the module is called internally for two reasons.
The first reason is if the handler is called to return DDNA of content in
the represented document. The second reason is if the handler is called to
add a new DDNA to the DDNAs representing the document. To update
all listed DDNAs, the handler processes all changes stored in the change
list. All changes with n 6= 0 lead to adjusted range sizes for the different
DDNA(s), depending on p. We identify the start position of a range as rs
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and end position as re.
p > re > rs If n is positive, no changes are made to the range as the
contents of the range were not affected. If n < 0, we calculate if p− n falls
into the range. If that is the case, the new end position of the range is set
to re = min(p− n, rs).
p < rs < re The change to the content affects the ranges before this one.
Therefore both the start and the end position of the range are adjusted to
rs = rs + n and re = re + n.
rs ≤ p ≥ re The end position of the range is adjusted to re + re + n. If n
is negative, the new end position of the range can only be reduced to the
start position of the range.
After all changes are processed, the handler also adds a new tick to the
ticks of the DDNA including changed ranges. Ranges with the same start
and end position are removed.
Add DDNA
When content is pasted to a document, the handler is called to add the
DDNA of the pasted content to the DDNA list of the target document. The
handler is called with the new DDNA and the start and end position of
the pasted content. After the handler has processed all changes up until
the paste happened, it processes another change with p being the start
position of the paste and n being the total character size of the pasted
content. However, the range which the paste happened in is processed
differently.
rs ≤ p ≥ re This range is split into two ranges R1 and R2. The new end
position re1 of R1 is set to re = p− 1. The new start position rs2 of R2 is set
to rs2 = p + n and the new end position re2 of R2 is set to re2 = n + re.
Retrieve DDNA
When called to provide the DDNA of a part of the document, the DDNA
Handler first processes all the changes stored (see update). The updated
DDNA is then returned. The new DDNA is not written into the custom
XML part of the document, but only held as part of the DDNA Handler.
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6.3.5 Custom XML Parts
The .docx format for Microsoft Word documents allows for custom XML
strings to be stored directly into the document structure, using the custom
XML part of the format. There is an API for extracting and deploying
custom XML parts in .docx documents. We use the custom XML part to
store the DDNA (Step 3). The DDNA for our prototype has four parts:
1. A UUID to uniquely identify a piece of content. This UUID is static
and never changes.
2. A series of time stamps in the form of DateTime.Ticks supplied by
C#. This series is augmented with every save as a new tick is added.
3. The range of the content. The range contains the first character’s
position and the last character’s position of the content. A piece of
content can be distributed over several ranges.
The three parts are put together in this format:
<DDNA>
<UUID>uuid</UUID>
<Ticks>ticks</Ticks>
<Ranges>
<Range>range</Range>
</Ranges>
</DDNA>
DDNA Model The DDNA is representing the accumulation of the history
Z introduced in our model.
UUID & Ticks
The UUID is a unique identifier assigned to a piece of content. Two pieces
of content are related if they share the same UUID. The relationship be-
tween related content pieces can be further specified by comparing the
ticks of both content pieces. If the ticks of Content A are a true subset of
Content B, then A is ancestor of B and B is descendant of A. Content A and
B are siblings, if their ticks include an identical true subset. The shared
ancestor of A and B is the content piece with that subset as ticks and the
same UUID as A and B.
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The Ticks are also used to establish a quantitative measure for distance
between two pieces of content with the same UUID. The greater the number
of ticks of two related content pieces differ, the more versions lie between
them.
DDNA Model The UUID & Ticks are used to identify the Ancestor, De-
scendant and Sibling relations introduced in our model. The Ticks are
also used to give a measurement of relation strength, as introduced in our
model.
Range
The ranges assigned to a piece of content allocate which content in a docu-
ment is associated to which DDNA stored for that document.
DDNA Model We introduced C as part of the document concept in the last
chapter. Each document is defined in order to hold different content pieces
C1 − Cn. Ranges are used to identify the position of a content piece inside
the document.
6.3.6 Requirements
We introduced the requirements for our system in Section 2.4.4. The DDNA
Tracker fulfills all of the requirements.
Relationship Detection Relationships are easy to detect, since the DDNA
is always attached to copy and pasted content and integrated into the target
document. Two DDNAs sharing the same UUID are related. Only content
that is copied manually via typing does not result in a relationship formed.
Relationship Metric The Ticks part of the DDNA allows for quantitative
measurement of the strength of the relation between two pieces of content.
The more two Ticks strings of two pieces of content differ, the less related
they are.
Distributed The DDNA Tracker stores the DDNA inside the document in-
cluding the associated content, therefore fulfilling the distributed require-
ment.
Automated The DDNA Tracker works without any user input and there-
fore fulfills the requirement of being automated.
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The next section introduces the DDNA Analyzer. This part of our pro-
totype enables users to query the data collected by the DDNA Tracker, as
the DDNA Analyzer is built to analyze all available documents’ DDNA
and create a visualization of the relationships detected as a result of the
analysis.
6.4 DDNA Analyzer
The DDNA Analyzer is a Microsoft Word add-in that is built to extract
the DDNA attached to documents and provide a comparison of different
sets of DDNA. It also provides an interface to visualize the relationships
deducted from comparing the DDNAs. The architecture of the DDNA
Analyzer is shown in Figure 6.4.
Figure 6.4: The Software Architecture of the DDNA Analyzer. The circled numbers refer
to steps mentioned in Figure 6.1.
6.4.1 Graph Building
The Graph Building module’s aim is to create a directed graph representing
the relationships between documents (Step 5). The graph includes vertex
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and edge objects. Vertices either represent a document and all contained
content pieces, or a content piece with no document found including it.
DDNA Model The edges between vertices represent the ancestor & de-
scendant relationship, with the source vertex being the ancestor and the
target vertex being the descendant. Sibling relationships are not directly
displayed, but can be deducted from the ancestor & descendant relation-
ships.
Vertex A vertex object in the created graph must be associated with at
least one UUID and Ticks combination, but can be associated with more
than one combination. A vertex can be associated with a document path.
The document found in that path must include a DDNA for all UUID and
Ticks combinations represented by the vertex.
Edge An edge object must always be associated with an UUID, a target
vertex and a source vertex. The source and target vertex must represent
an UUID and Ticks combination that has the same UUID as the edge. The
Ticks of these two combinations must only be one time stamp apart, with
the source having one time stamp less than the target.
Commands The Graph Building module is called by the two commands
Compare Selection and Scan Complete Folder. The only difference between the
two commands is the base set of DDNAs to start the comparison and the
target set of documents to compare with. Both commands call the Graph
Visualization module once analysis is complete.
Command: Compare Selection
The Compare Selection command results in the DDNAs associated with the
content selection made by the user to be extracted and compares them to
all DDNAs included in the documents contained in the folder chosen by
the user.
The DDNA Analyzer first processes the information found in the start-
ing document.
Step 1 The Analyzer accesses the custom XML part of the opened doc-
ument to read out the DDNAs associated with the selected content. This
is done by selecting the DDNAs that include ranges that overlap with the
selected range. Each DDNA’s UUID is stored in a list to serve as the base
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set.
Step 2 The first vertex of a graph depicting the relations between content
pieces is created. This vertex is associated with all UUIDs and the associ-
ated Ticks strings from the opened document. The vertex is also associated
with the physical document location.
Step 3 For each UUID found, the latest tick is removed from the Ticks
string. If the Ticks string is not empty, a new vertex representing that
UUID and Ticks combination is created. The DDNA Analyzer also creates
a new edge. That edge has new vertex as source vertex and the vertex
representing the UUID and unmodified Ticks as target vertex. The Ana-
lyzer repeats this step until the Tick string has only one time stamp left.
These vertices are not associated with documents, but instead are marked
as missing documents.
The DDNA Analyzer is now finished analyzing the base set and contin-
ues by analyzing the search set.
Step 4 The DDNA Analyzer now searches the target folder for .docx files
and tries to extract DDNAs from these files. If a DDNA XML is found, the
UUID of that XML is compared to the UUIDs in the base set list. If the
UUID is included in the base set list, the DDNA Analyzer compares the
UUID and Ticks combination of that DDNA with the combinations of all
already created vertices.
Step 5a — If a match is found If a match is found, and the vertex is not
associated with a document, the vertex is adapted to be associated with
the document the current UUID and Ticks combination is read from. If the
document is already represented by a another vertex, the two vertices are
merged. In the rare case that the UUID and Ticks combination is already
associated with another document and vertex, the analyzer creates a par-
allel vertex duplicating all the edges of the other found vertex. This can
happen when users keep duplicate files in different locations.
Step 5b — If no match is found The DDNA Analyzer checks if the docu-
ment the UUID and Ticks combination is taken from is already represented
by another vertex. If no vertex is representing the document, a new vertex
is created and Steps 2 and 3 are repeated for that vertex. If that is the case,
new vertices and edges are created removing the last time stamp of the
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Ticks string until either a matching vertex is found, or the Ticks string has
only one time stamp.
Steps 4 and 5 are repeated with the folder containing the archived docu-
ments (saved by the DDNA Tracker). The vertices representing an archived
document are marked accordingly. Archived documents are only included
in the graph if a vertex exists representing their UUID and Ticks combina-
tion that is not associated with a document.
Command: Scan Complete Folder
The Scan Complete Folder results in a complete scan and analysis of all
DDNAs associated with any document in a chosen folder.
This command results in the same graph building steps as the Compare
Selection command, but without creating a base set list of DDNAs. Instead,
any DDNA that is found is incorporated into the graph that is build. This
can result in multiple disconnected graphs if the folder contains documents
that share no related content.
6.4.2 Graph Visualization — Interface
Figure 6.5: Interface of the DDNA Analyzer inside Microsoft Word
The DDNA Analyzer is a Microsoft Word add-in and can be used via the
Add-Ins tab as shown in Figure 6.5. Its purpose is to create a visualization
of the graph built by the Graph Building module (Step 6).
Command: Compare Selection The Compare Selection command extracts
the DDNAs related to the selected content. The user is asked to specify a
folder. The documents in the chosen folder and sub-folders are scanned for
DDNAs related to the extracted DDNAs.
Command: Scan Complete Folder The Scan Complete Folder command
will prompt the user to select a folder and then compares all pieces of
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content in all documents contained in the folder and sub folders.
Figure 6.6: Visualized Graph
The Graph Visualization module uses the GraphX library to create a
WPF (Windows Presentation Foundation) window displaying the graph.
The shape of the graph is built using a layered graph drawing, also known
as Sugiyama-style graph drawing (Sugiyama and Misue, 1991), algorithm
supplied by the GraphX library. An example of this interface is shown in
Figure 6.6.
Vertices Vertices are visualized as rectangular boxes that are either blue,
beige, dark green or light green. Blue represents the document the An-
alyzer was called from and beige represents all other found documents.
Light green vertices have no document associated to them and dark green
vertices have documents found in the archive created by the DDNA Tracker.
The box representing a vertex displays a shortened file path that can be ex-
panded by hovering over the vertex. The box also includes a button to open
the document represented by the vertex.
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Edges Edges are visualized by arrows of different colors. Each color rep-
resents a single UUID, allowing the user to trace each content piece indi-
vidually. Hovering the cursor over an edge results in the time difference
between two vertices being displayed. This is the time difference between
the last tick of the source UUID and the last tick of the target UUID.
Map The interface also includes a map for navigation of bigger graphs.
Clicking on a part of the graph inside the map centers the main window
on that part of the graph.
Figure 6.7: Visualized Trimmed Graph
The interface also provides the option to remove any vertex that does
not represent a document (light green and dark green), therefore removing
versions from the graph that the user cannot access. Relations between the
other vertices are preserved. The result of trimming the graph shown in
Figure 6.6 is shown in Figure 6.7.
6.5 Detailed Walk-Through 115
Figure 6.8: Example Case: Steps one to three
6.5 Detailed Walk-Through
This section introduces a detailed walk-through including five manipu-
lated documents. This example includes five different Word Documents,
A, A2, B, C and D. This example details the creation and re-use of con-
tent across different documents and describes the resulting relationships
between them.
First Step We created Document A and inserted the content: “Some test-
ing text.”. A DDNA was created as soon as the document was created, but
was not yet saved to the custom XML part of the document. The document
was then saved, at which point a unique DDNA XML was added to the
custom XML part of Document A.
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Figure 6.9: Example Case: Step Four
Second Step We added the content line “This is version 2.” to the docu-
ment and saved it as Document A2. The DDNA attached to the document
was adapted by increasing the range of the content and adding a time
stamp to the Ticks part of the DDNA.
Third Step We created Document C and copied and pasted the contents of
A2 into C. Before we saved Document C, we replaced the content with the
line “This is C.” and saved the document. When C was created, a unique
DDNA was created for the range 0 to 1. Since we copied and pasted content
from A2 into C, the DDNA for that content was added to C. C now had
two DDNA XMLs included in its custom XML part. When we analyzed the
folder containing Documents A, A2 and C, we obtained the result shown in
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Figure 6.8. The blue edges represented the path the content of Document
A took. The original DDNA of Document C was not represented, as it had
not evolved or was passed on to other documents.
Figure 6.10: Example Case: Step Five
Fourth Step We created a new document and added the content: “This
is B.”. We now saved the content as Document B. Analyzing the folder
containing Documents A, A2, C and B gave the result shown in Figure 6.9.
B is not shown to have any connection to Documents A, A2 and C, since
no content has been shared between the documents.
Fifth Step We created another new document and copied and pasted the
line “Some testing text.” from A, the line “This is version 2.” from A2 and
the line “This is B.” from B into it, and saved the document as Document
D. Document D now contained four different DDNA XMLs in its custom
XML part: Document A’s, A2’s and B’s with an added time stamp and
adjusted ranges each and the DDNA created when creating Document D.
Scan Complete Folder A full folder analysis provided the result shown in
Figure 6.10. There are two blue edges representing the transfer of content
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from A and A2 to D and a red edge representing the transfer of content
from B to D. Since the contents from A and A2 share an ancestor, they share
the same color. The content from B is not related, which is why it has its
own color, red.
Compare Selection Using the compare selection command on content of A
or A2 resulted in the Documents A, A2, C and D being included in the
resulting graph. This is because the selected content is included in these
documents. If we use the same command on B’s content, only Documents
B and D are contained in the result. Selecting all content from D and
running the command yields the same result as the full folder analysis,
since D contains content related to all other documents.
6.6 Summary
In this chapter, we presented the DDNA prototype system consisting of
the DDNA Tracker and DDNA Analyzer. The DDNA Tracker fulfills the
requirements set in Chapter 2 by implementing the DDNA model intro-
duced in Chapter 5. The DDNA Analyzer provides to the user an interface
to query and visualize the gained information.
The DDNA Analyzer creates a directed graph visualizing the ancestor
and descendant relations between documents as edges. Sibling relations
can be detected by the edge color, since the color represents a unique start-
ing point for content. If two vertices have an incoming edge sharing the
same color but no ancestor descendant relation, they are siblings.
Users can detect the newest or oldest version of content by following
the graph to its roots or leafs. Since the DDNA is stored according to the
content included in a document, the user is able to execute the complex
queries described in the last chapter by selecting a distinct piece of content
in a document and executing the analysis on that piece of content.
While there is potential for future improvements, the DDNA Tracker and
Analyzer are sufficient for studying the implications of provenance data. In
the next chapter, we use this prototype to answer the final research ques-
tion: Does content-centered provenance data tracking increase the result
quality of the tasks identified?
7
Evaluation — In-Lab User Study
In Chapters 5 and 6, we introduced the DDNA model and its prototypical
implementation of a content-centered provenance data tracking system, re-
spectively. Using the DDNA prototype, this chapter answers the 4th and
5th research questions:
• How can we measure the effect of using content-centered provenance
data tracking?
• Does content-centered provenance data tracking increase the result
quality of the tasks identified?
We answer Question 4 by reviewing the tasks identified in Chapter 4 and
identify methods to measure the result quality of these tasks in Section 7.1.
We answer Question 5 by conducting an in-lab user study on some of the
identified tasks using real world data, reported in Sections 7.2 and 7.3.
We include a description of how we acquired the data and also explain
limitations of our approach. We then present the results of the study. This
chapter concludes with analyzing the results of the study in Section 7.5 and
a conclusion detailing the answer for Research Question 5.
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7.1 Quality Measures
In Chapter 4, we identified the following tasks as being essential for knowl-
edge workers using digital content: (Co)-Authoring Information, Informa-
tion Search, Information Organization, Information Dissemination and Ver-
sioning.
7.1.1 Measurements
Existing quality measures (term frequency and inverse document frequency)
from the field of Information Retrieval focus on establishing how much a
document reflects specific content, such as a string of words. However,
these quality measures are only applicable when searching for specific con-
tent, i.e. are part of task of Information Search. Here we are instead con-
cerned with the result quality of our tasks. We suggest to measure them
by the time needed to complete them, the accuracy of the outcome and by
how much confidence the conductor of the task has in the end result of the
task.
Speed The speed at which a task can be completed is an indicator for the
overall result quality of the task. The accuracy of the result of a task matters
little if the time taken to complete the task was to long and the result was
determined to slow. Measuring the speed at which the identified tasks are
completed is straightforward since there are examples for these tasks that
can be completed in a short time span, with the possible exception of (Co)-
Authoring Information. If a task can be executed quickly but with low
accuracy, its result quality is still considered low.
Accuracy The accuracy of the outcome of a task is another indicator for
task result quality. If a task can be executed quickly but with low accuracy,
its result quality is still considered low. The feasibility of measuring the
accuracy of the identified tasks varies. A naive measure of the accuracy
of finding information is either success or failure in finding the searched
information. Organizing information, disseminating information and ver-
sioning information are used to keep information accessible to knowledge
workers. Therefore the accuracy for these tasks can be measured in the
same way that we measure accuracy for information search. Measuring
the accuracy of (Co)-Authoring Information is difficult, as the outcome of
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that task can be classified as more than binary success or failure. How-
ever, we believe that the other tasks are often used to achieve the goal of
(Co)-Authoring Information. Therefore, by measuring the accuracy of these
tasks, we gain an indication of the accuracy of (Co)-Authoring Information.
Confidence The confidence of the task conductor in the final result has
an effect on the overall result quality of the conducted task. If the task
conductor does not feel confident in the outcome, they may feel compelled
to redo the task, therefore increasing the time needed to complete the task.
Measuring the confidence of a user can be done through the use of Likert
scales. However, we need to be aware that such results are not precise, as
users’ definitions of high and low confidence can differ.
7.1.2 Validity of Results — In-Lab Setting
When measuring the result quality of tasks the validity of the results de-
pends on the authenticity of the tasks. Observing knowledge workers
whilst they perform their tasks at work is not feasible for this work for
two reasons. Firstly, the act of observing a knowledge worker either influ-
ences how the knowledge worker performs tasks when triggered to per-
form them, or because it takes a large amount of time for the observer to
wait and observe the task when it occurs ‘naturally’. Secondly, the proto-
type software was not allowed to be installed to life work environments.
We contacted several companies interested in our research approach, but
none was able to allow us to install our prototype on the knowledge work-
ers’ devices.
We therefore conducted the observation of the tasks in an in-lab setting.
To reach the best possible authenticity of the observed tasks, we needed to
make sure that the observed tasks and the data used are taken from real
scenarios.
7.2 Data Acquisition
In order to gain authentic data, we needed a knowledge worker who uses
Microsoft Word to maintain and create documents, so we could install and
run the prototype on that knowledge worker’s PC. The university allowed
us to install our prototype on the PC of knowledge workers under the
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condition that they and their line managers agreed.
Figure 7.1: File Count of the Knowledge Worker
We contacted a knowledge worker willing to participate in our research
and installed the DDNA Tracker on their work PC in December 2012. We
met the knowledge worker again in June 2014 and installed the DDNA
Analyzer. We asked the knowledge worker to show us a few examples of
tasks that they had performed since we installed the DDNA Analyzer.
One of the knowledge worker’s roles was to support the Students Dis-
ciplinary Committee and to maintain associated documents. Figure 7.1
shows a file count on the folder used to store all related files. The total
number of files contained is 16,139 in 3,824 folders.
7.2.1 Tasks Performed
The participating knowledge worker named the following tasks when de-
scribing their work: Analyze Information, Acquisition of Information, Dis-
seminate Information and Information Organization. In regards to the sup-
porting role for the committee, information was mostly requested and dis-
seminated via letters, memos or handouts.
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Therefore, the knowledge worker maintained a large number of tem-
plates for different document types they were using. These templates often
included references to the university’s calendar and guidelines, and there-
fore required updating whenever the source of the reference is updated.
These updates were usually processed in waves once a year. More com-
monly, the knowledge worker created and mailed letters to distribute in-
formation relating disciplinary cases or appointments. These letters would
then be saved in digital form for future references.
7.2.2 Data Selection
We chose two self-contained scenarios from the scenarios the knowledge
worker showed us.
Scenario 1 — Disciplinary Case
The first scenario includes 22 result letters for a disciplinary case processed
between 2013 and 2014. Each student involved in this case received one
result letter. The letters have been anonymized by replacing all dates and
names with consistent place holders. This scenario also includes all 122
templates used to create documentation of disciplinary cases.
Figure 7.2 shows all relationships between the letters and templates.
All letters were created with the use of the template Result letter
misconduct in a test SDC and all but two letters use content from
the template Result letter plagiarism SDC. There are many miss-
ing document vertices, since the letters were edited often and we did not
have access to the archive of these versions. Figure 7.3 shows the relations
of the documents without the missing versions in between. Note that both
graphs have been manually arranged to fit the figure.
The templates are stored in the folder named Discipline letter
templates and the letters are stored in the folder January 2014. We
decided to condense the surrounding folder structure to these two folders,
due to the high number of documents involved in the scenario.
Scenario 2 — Summary Jurisdiction Appointments
The second scenario includes the correspondence for appointing staff mem-
bers to summary jurisdiction duty. These appointments last one year and
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Figure 7.2: Document Relations for Scenario 1
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Figure 7.3: Document Relations for Scenario 1 — Trimmed
each appointment is affirmed with a confirmation letter. Staff members
appointed to the position receive formal training. Once such training has
been received they do not need to train again if they return to the position
in following years. Confirmation letters for new appointments therefore
differ slightly from confirmation letters for re-appointments.
Sent letters are kept in sub-folders of the folder Confirmation Let-
ters. These sub-folders are named by years, such as 2013. The main
folder also includes two templates, New appointment confirmed and
Re-appointment confirmed, to create the letters.
We only kept the letters for this scenario that were created when the
DDNA Tracker was active, therefore limiting the range to 2013–2014. Fig-
ure 7.4 shows relationships between the documents contained in the folder
Confirmation Letters. Note that the graph has been manually ar-
ranged to fit the figure. There are nine letters for new appointments, three
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Figure 7.4: Document Relations for Scenario 2
letters for re-appointments and two templates. Two of the letters for new
appointments have not yet been sorted into the appropriate folder.
For more realism, we also included the top folder of the folder Confir-
mation Letters which includes seven folders and 81 files, including the
ones from the folder Confirmation Letters. The folder includes more
folders and files of administrative nature, but no other data concerning
staff appointed for summary jurisdiction.
7.3 Study Design
This study was composed of two tasks that two groups of participants were
asked to execute. The first group of participants were a control group and
were asked to execute the tasks on a standard PC with Microsoft Windows
7 and Microsoft Office 2013 installed, as shown in Figure 7.5. The second
group of participants were asked to execute the same tasks, but were intro-
duced to the DDNA Analyzer beforehand and were encouraged to use the
DDNA Analyzer. Additionally to the two tasks, we asked each participant
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Figure 7.5: Workplace Used for the Study
Figure 7.6: Explorer Setup
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for their age, gender and profession.
Participants We approached students and staff at the university to gain
participants for this study. We had no requirements for participants except
being fluent in English and being familiar with a Windows 7 PC.
Figure 7.7: Explorer Setup — Task 1
Lab Setup This study utilized the Usability Lab of the Department of
Computer Science of the University of Waikato. Figure 7.5 shows the gen-
eral set up of the work place, which is designed to simulate an office en-
vironment. The PC supplied had Microsoft Windows 7 and Office 2013
installed. We also installed the DDNA Analyzer on the PC. No other soft-
ware was installed.
The scenario data for each task was provided in a folder labeled Task1
or Task2 on the C drive, as seen in Figure 7.6. The folders contained the
structure from the earlier described scenarios, as shown in Figures 7.7 and
7.8.
7.3.1 Tasks
We asked the participants to execute two tasks. The aim of these tasks
was to simulate a scenario where a knowledge worker needs to continue
the work of another knowledge worker. We finished both tasks by asking
the participant how confident they were that the outcome of their task was
complete and correct.
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Figure 7.8: Explorer Setup — Task 2
Task 1 The first task had two parts:
1. The document C:\Task1\January 2014\Result letter Bela
Lugosi.docx was created with the help of template(s) from the
folder
C:\Task1\Discipline letter templates. This means that con-
tent was copied and pasted from the templates to the letters, or the
template edited into a letter and saved as the letter. Which templates
were used?
2. What other files in the folder C:\Task1\January 2014\ were cre-
ated with the use of these templates?
The aim for the first part of the task was to observe if participants were
able to identify which templates are needed to create letters for a similar
disciplinary case. The aim for the second task was to observe if participants
were able to identify which other letters were created using the found tem-
plates.
For the control group, the naming conventions of the letters and tem-
plates were not sufficient to solve the task. The content of the letters also
needed to be compared with the template and the correct key words: ‘Re-
sult’, ‘SDC’, ‘misconduct’, ‘plagiarism’, and ‘quiz’ needed to be detected.
Participants were given 12 minutes to complete the task. We intentionally
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chose a narrow time limit to simulate time scarcity at the work place.
Solution The correct templates were Result letter misconduct in
a test SDC and Result letter plagiarism SDC. All letters in the
letter folder contained content from at least one of the templates.
Task 2 The second task had the following question:
1. The folder C:\Task2\ includes all confirmation letters and tem-
plates for staff appointed to undertake Summary Jurisdiction hear-
ings. Please list staff that was re-appointed and staff that was newly
appointed for the role and when.
The aim of the task was to observe if participants were able to identify
two different groups of letters and the template used to create each letter.
The naming conventions for both letters and folders included no informa-
tion regarding this, the only way to detect the difference was by comparing
the content. The second aim was to observe if participants were able to
identify the time the letters were sent and which person was the recipient
of the letter.
For the control group, this information was partially available in the
naming of the files and folders, as files always included the last name of the
recipient and folders included the year the letter was sent. However, not all
files were sorted into the appropriate folder. Participants were given eight
minutes to complete the task. Again, the narrow time limit was chosen
intentionally to simulate time scarcity.
Solution Six staff were newly appointed in 2014 and three in 2013. Two
staff were re-appointed in 2013 and one staff member was re-appointed in
2014. The documents New appointment confirmed and Re-appoint-
ment confirmed were the templates used to create the letters.
7.3.2 Training Scenario
To introduce the participants to the DDNA Analyzer, we demonstrated
both functions of the DDNA Analyzer on a pre-created example set of
documents. The example scenario consisted of six documents in one folder:
A, A2, B, C, D and Merger. The relationships of the documents are shown
in Figure 7.9. We did not include any archived documents in the example
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Figure 7.9: Relationships of Training Scenario
scenario, as no archived documents were used for the user study tasks.
7.4 Results
We now present the results of this study, starting with the participants’
statistics. We follow with the result of the control group and finish with
the group using our software prototype.
7.4.1 Participants
To ensure anonymity, participants were given the identifiers P1–P30. P1–
P15 were in the control group and P16–P30 were in the DDNA group. This
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Figure 7.10: Participants’ Age Ranges
study had 30 participants overall, 26 students, two lecturers (P19 and P23),
one research fellow (P16) and one research coordinator (P4).
The study had seven female and 23 male participants. The average age
of the control group was 25.8 years and the average age of the non-control
group was 24.8 years. The age ranges for both groups are shown in Fig-
ure 7.10. We did not detect any gender or age relation for our results.
7.4.2 Task Results — Control
Figure 7.11: Time Spent on Task 1 — Control Group
The control group was asked to complete Task 1 and 2 on a standard
Windows 7 PC.
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Task 1
Speed The times taken to complete Task 1 are shown in Figure 7.11. All
participants but one (P8) used the full time limit for the first task. However,
no participant fully completed the task in the given time except P4. P8 did
not use the full time limit as they did not know how to proceed any further
and stopped after contemplating ways to solve the task after 7 minutes.
Figure 7.12: Accuracy of Task 1 — Control Group
Accuracy The achieved outcomes for Task 1 are shown in Figure 7.12.
No participant solved the task completely and only five participants (P6,
P9, P11, P12 and P13) achieved partial success, listing one of the involved
templates. No participant solved the second part of Task 1.
Confidence Confidence was measured from 1 (no confidence) to 5 (fully
confident). Figure 7.12 shows the average confidence participants expressed
after executing the task. The overall average was 2.3. The participants fail-
ing the task expressed an average confidence of 1.9 and the participants
partially succeeding expressed an average confidence of 3.
Task 2
Speed The times taken to complete Task 2 is shown in Figure 7.13. Two
participants (P6 and P14) completed the task within 6 minutes and two
participants (P2 and P10) completed the task in 7 minutes. All other partic-
ipants spent 8 minutes on the task, but only five of those participants (P1,
P3, P4, P9 and P12) completed the task.
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Figure 7.13: Time Spent on Task 2 — Control Group
Figure 7.14: Accuracy of Task 2 — Control Group
Accuracy The outcomes for Task 2 are shown in Figure 7.14. Only one
participant failed the task (P11) and four participants (P2, P7, P10 and
P14) succeeded. The rest of the participants achieved partial success by
identifying all the names of staff appointed to Summary Jurisdiction, but
failed to either name whether or not they were newly appointed, the year
of the appointment or both.
Confidence Figure 7.14 shows the average confidence participants ex-
pressed after executing the task. Confidence was measured from 1 (no con-
fidence) to 5 (full confidence). The overall average of confidence expressed
for Task 2 was 3.33. The average for confidence for participants who
achieved success was 4.5 and the average for participants who achieved
partial success was 3.1. The participant who failed the task (P11) expressed
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a confidence of 1.
Opened Documents
As another measure of result quality, we observed how many documents
were accessed by the study’s participants.
Figure 7.15: Documents opened for Task 1 — Control Group
Opened Documents — Task 1 The maximum amount of documents ac-
cessible for Task 1 were 22 letters in the folder January 2014 and 122
templates in the folder Discipline letter templates. The partici-
pants opened at least 1 and at most 22 Letters. The minimum opened for
templates was 0 and the maximum was 122.
Figure 7.15 shows that only three participants opened more than 10 let-
ters (P1, P3 and P13) and also only three participants opened more than 10
templates (P1, P3 and P11). Three participants opened 6-10 Letters (P2, P5
and P15) and five participants opened 6-10 templates (P2, P6, P11, P14 and
P15). The other participants opened in between 0 and 5 letters and between
0 and 5 templates.
Opened Documents — Task 2 The maximum amount of letters accessi-
ble were 14 Letters (2 of them templates) in the folder Confirmation
Letter and 67 other documents spread across 4 folders. The Participants
opened a minimum of 2 letters and a maximum of 14 letters. Access to the
other unrelated files was not counted, as only three participants (P4, P13
and P15) browsed files outside of the folder Confirmation Letter and
opened between 1–3 unrelated documents.
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Figure 7.16: Documents opened for Task 2 — Control Group
Figure 7.16 shows how many letters the participants opened and if those
participants identified the templates. Four participants opened 0-5 letters
(P4, P5, P8 and P13), but only two of those participants identified the tem-
plates (P8 and P13). Another three participants opened 6–10 letters (P7,
P9 and P11) and only P11 did not identify the templates. P15 opened 12
letters and identified the templates. The rest of the participants opened all
14 letters and identified the templates.
Opened Documents — Success? We could not identify a correlation be-
tween finding the right template and the number of opened templates and
letters for Task 1. P13 needed only to open three templates but opened 22
letters to find one correct template, whilst P10 opened 30 templates and
one letter to find one correct template. However, all four participants that
succeeded Task 2 opened all 14 letters and identified the correct templates.
Participants’ Strategies
We observed the participants whilst conducting Task 1 and 2 and found
that the participants used different strategies on how to approach the task.
We structured the strategies we observed by what participants relied on:
Content Structure, File-Folder Structure, Content, Explorer Search and File
Properties, and Word Functionality. Figure 7.17 shows how many partici-
pants used the different strategies.
Content Structure The content structure strategy was used by twelve par-
ticipants, only P1, P5, and P8 did not use it. Participants using this strategy
compared the structure of the content in the letters to the structure of the
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Figure 7.17: Strategies — Control Group
content in the templates in order to determine whether or not a template
was used. The structure of content refers to the content of headings, the
placement of headings, points included in bullet lists and the general size
of paragraphs.
File-Folder Structure This strategy was used by eleven participants, only
P1, P5, P7, and P8 did not use it. Participants using this strategy skimmed
the name and the contents of the starting letter for keywords like ‘Out-
come’, ‘Quiz’ or ‘Misconduct’. These keywords were then searched for in
the titles of the templates, including synonyms of the keywords. Only P6,
P13, and P14 realized that the abbreviation ‘SDC’ in file names meant ‘Stu-
dent’s Disciplinary Committee’, which was an important indicator towards
the right templates.
Content Eight participants (P4, P6, P7, P11, P12, P13, P14, and P15) used
the content strategy. This strategy means that the participants compared
the content from the letter and the templates, such as wording of similar
paragraphs or numerical values.
Explorer Search Five participants (P1, P5, P7, P10, and P11) used the
search function build into the Windows Explorer. This strategy included
searching for keywords like ‘Outcome’, ‘Quiz’, or ‘Misconduct’, but also
included search for full sentences from the starting letter.
File Properties & Word Functionality Participants P7 and P15 used this
strategy. It included comparing meta data accessible through the Windows
Explorer like page count, file size, or file type to spot similarities. This
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strategy also included utilizing Microsoft Word features to compare doc-
uments or browse the version history of documents. The participants did
not know that the documents were created without the active use of such
features, which greatly limited the use of these features.
Winning Strategy No single strategy could be identified that would al-
ways lead to success. However, our observation was that participants made
most of their progress towards finishing the task by using the second and
third strategy, whilst the 4th and 5th strategy yielded no progress at all.
7.4.3 Task Results — DDNA
The non-control group was asked to complete Task 1 and 2 on a standard
Windows 7 PC on which the DDNA Analyzer was installed. We intro-
duced the participants to the DDNA Analyzer via the training scenario
and started the study after they had no more questions.
Task 1
Speed All but one participant (P30) were able to complete the task within
the given time. Figure 7.18 shows that P22 needed three minutes, two par-
ticipants (P26 and P28) needed four minutes, P24 needed five minutes, two
participants (P17 and P26) needed six minutes, two participants (P19 and
P27) needed seven minutes, P23 needed eight minutes, four participants
(P16, P20, P21, and P29) needed nine minutes and two participants (P18
and P30) needed the full twelve minutes.
Figure 7.18: Time Spent on Task 1
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Accuracy The outcomes for Task 1 are shown in Figure 7.19. Two partici-
pants (P17 and P30) achieved partial success, as they were not able to name
all letters created by the found templates. All other participants found both
templates and determined that all letters in the letter folder were created
using at least one of the templates.
Figure 7.19: Accuracy of Task 1
Confidence Confidence was measured from 1 (no confidence) to 5 (full
confidence). Figure 7.19 shows the average confidence participants ex-
pressed after executing the task. The overall average was 3.8. The partic-
ipants who partially succeeded expressed an average confidence of 4 and
the participants who succeeded expressed an average confidence of 3.8.
Task 2
Speed All participants were able to complete the task within the given
time. Figure 7.18 shows that five participants (P17, P18, P19, P25, and
P28) needed five minutes, three participants (P22, P27, and P29) needed six
minutes, four participants (P16, P21, P26, and P30) needed seven minutes
and three participants (P19, P23, and P24) needed eight minutes.
Accuracy The outcomes for Task 2 are shown in Figure 7.21. Two partic-
ipants (P18 and P21) achieved partial success, as they failed to identify the
correct years for some letters. All other participants correctly identified all
appointed staff, whether or not the appointment was new, and which year
the appointment took place in.
Confidence Confidence was measured from 1 (no confidence) to 5 (fully
confident). Figure 7.21 shows the average confidence participants expressed
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Figure 7.20: Time Spent on Task 2
Figure 7.21: Accuracy of Task 2
after executing Task 2. The overall average was 4.1. The two participants
who partially succeeded expressed an average confidence of 4 and the 13
participants who succeeded expressed an average confidence of 4.2.
Opened Documents
Opened Documents — Task 1 All participants opened less than five let-
ters and templates, as shown in Figure 7.22. All participants but P30
opened one letter, P30 opened two. Four participants (P17, P18, P20 and
P27) opened no template and two participants (P16 and P23) opened two
templates. All other participants opened one template.
Opened Documents — Task 2 Figure 7.16 shows how many letters the
participants opened and if those participants identified the templates. All
participants identified the templates and all but one participant (P28) opened
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Figure 7.22: Documents opened for Task 1
one to five documents. The participants opened a minimum of three doc-
uments (P18, P21, and P27) and a maximum of ten documents (P28). Two
participants (P22 and P30) opened five documents and all other partic-
ipants opened four documents. No participant opened documents that
were not confirmation letters or templates.
Figure 7.23: Documents opened for Task 2
Opened Documents — Success? We observed participants succeeding
that opened both the minimum and the maximum observed for documents
for Task 1 and Task 2. We therefore see no correlation between the number
of documents opened and success.
Participants’ Strategies
Participants were allowed to use any tool accessible to them to solve the
tasks. However, all participants exclusively utilized the DDNA Analyzer
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to solve Tasks 1 and 2. Figure 7.24 shows how often the two commands of
the DDNA Analyzer were used.
Figure 7.24: Strategies — Control Group
Command: Compare Selection All participants used the compare
selection command to solve Task 1 and all but three (P22, P27 and P28)
participants used the command to solve Task 2. All participants using
this command used the ctrl+a command to select all content within a
document. This selection was then compared against either the Task 1 and
2 folders or sub-folders.
Command: Scan Complete Folder Four participants (P16, P22, P27, and
P28) tried to use the scan complete folder command to solve Task
1 but failed to do so. Three participants (P22, P27, and P28) used the
command to solve Task 2.
Voluntary Participant Feedback
Four participants (P16, P23, P28, and P29) remarked that they would like
the vertices to feature the same colors as the inbound edges. They said that
this would have increased their confidence in their results.
7.5 Analysis & Discussion
We defined measurements of speed, accuracy, and confidence to explore
how content-centered provenance data tracking influenced the result qual-
ity of tasks performed by the participants. The following sections analyze
the difference between the control and non-control group for these mea-
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surements.
7.5.1 Speed & Opened Documents
We measured the speed in which tasks were executed in minutes.
Figure 7.25: Task 1 — Speed Comparison
Figure 7.25 shows a direct comparison of the time that the participants
spent on Task 1. The figure shows a sharp decline in time needed for
the non-control group. This trend is furthermore supported by the fact
that fourteen control group participants failed to finish the task. Only one
participant failed to finish the task using the DDNA Analyzer.
We believe the reason for this decline in time needed is a direct result of
the strategy change of the participants. Participants that used the DDNA
Analyzer did not need to compare content directly or scan the document
names for keywords. Instead, they utilized the relationships represented
by the DDNA Analyzer to finish the task.
The time participants spent on Task 2 is compared in Figure 7.26. This
figure also shows a decline in time needed, although the reduction is not
as significant as for Task 1. The arguments for the improvement in Task 1
can also be applied for Task 2. However, part of the second task required
the participants to extract information (the contract year) from the folder
names or document content. We believe this is the reason that the differ-
ence measured for Task 2 is not as significant as for Task 1.
We also observed a sharp decline in the number of documents that par-
ticipants opened, as shown in Figures 7.27 and 7.28. We believe this is
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Figure 7.26: Task 2 — Speed Comparison
Figure 7.27: Task 1 — Documents Opened Comparison
caused by the fact that participants in the non-control group relied on the
information gained by the DDNA-Analyzer, instead of scanning the con-
tent of the documents. The decrease in opened documents also improves
the overall speed of the participants.
7.5.2 Accuracy & Confidence
We measured the accuracy by sorting the outcomes of the tasks into three
categories: fail, partial success and success. Confidence was measured on
a Likert Scale from 1 (no confidence) – 5 (full confidence).
The difference in accuracy and confidence between the non-control and
control group is shown in Figure 7.29. The figure shows a sharp increase
in accuracy, as the majority (13/15) of the non-control group succeeded in
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Figure 7.28: Task 2 — Documents Opened Comparison
completing Task 1, whilst the majority (11/15) of the control group failed.
We believe the reason for the increased accuracy can be directly attributed
to the accuracy of the DDNA Analyzer. As the results shown by the DDNA
Analyzer were complete and correct, the participants’ results were, too.
We also observed a slight increase in confidence for the participants with
partial success. However, as the sample size for partial success was quite
small (2 participants in the non-control group), we are unable to draw
conclusions from this increase. The difference in confidence between the
participants who failed and succeeded can be attributed to the fact that
most participants who failed were fully aware of that fact.
Figure 7.29: Task 1 — Accuracy Comparison
Figure 7.30 shows a comparison of accuracy and confidence for Task
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2 between the non-control and control group. We again observe a sharp
increase in accuracy between the control (4/15 success) and non-control
(13/15 success) group. As for Task 1, the main reason behind this increase
is that the results given by the DDNA Analyzer are correct and complete.
The difference in confidence is negligible for partial success and success, as
participants seemed to be aware of whether or not they completed the task
successfully without or with the interface.
Figure 7.30: Task 2 — Accuracy Comparison
7.6 Summary and Conclusion
In this chapter, we answered the last two research questions:
• How can we measure the effect of using content-centered provenance
data tracking?
• Does content-centered provenance data tracking increase the result
quality of the tasks identified?
First, we identified the measures of speed, accuracy, and confidence for
the result quality of the tasks to answer Research Question 4. We then de-
scribed how we collected realistic data to create scenarios and tasks fitting
our categories. We used these scenarios and tasks to conduct a user study
with a control and non-control group. We used the results of this study to
answer Research Question 5.
Research Question 4 We identified the measures of speed, accuracy and
confidence. Speed is an important measurement as a correct result can be
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useless if it is achieved to slow. Accuracy is important because fast results
are useless if they are not correct. Finally, confidence is important to avoid
users questioning their results, which can lead to unnecessary repetitions
of tasks.
Research Question 5 We conducted a user study including real world
scenarios and data. We invited fifteen participants to try to solve the sce-
narios without the use of provenance data supplied by the DDNA Analyzer
and fifteen participants that were allowed to use provenance data. We were
able to observe a significant increase in speed and accuracy for the partic-
ipants utilizing provenance data through the DDNA Analyzer. However,
the confidence of participants did not significantly differ for either sce-
nario.

8
Summary and Conclusions
This thesis presented a new content-centered approach to provenance data
tracking: Document DNA (DDNA). The approach presented was aimed
at supporting knowledge workers who are overwhelmed with structuring,
maintaining and finding re-used content. Our approach is centered on the
following research hypothesis:
Content-centered provenance data tracking increases the qual-
ity of the results of tasks knowledge workers perform when
working with digital data.
This chapter summarizes in Section 8.1 the steps taken to investigate our
hypothesis and answer the research questions. Section 8.2 follows with a
detailed description of the main contributions included in this thesis and
Section 8.3 gives detailed answers to the research questions. Section 8.4
discusses the limitations of our approach and Section 8.5 explores ideas
for future work, including enhancements to the implemented prototype,
propositions for future studies and general ideas resulting from this re-
search. Finally, Section 8.6 concludes this chapter and overall, this thesis.
8.1 Summary
The first chapter introduced our hypothesis and defined five research ques-
tions. In Chapter 2, we defined the terms knowledge worker and prove-
nance data as well as task categories performed by knowledge workers. We
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identified issues with the current approach (the file-folder system) to han-
dling digital data, but also discussed automated and user-driven metadata
annotation systems and how well they addressed the issues. The task cate-
gories defined and issues found where then used to develop requirements
for a system addressing the issues. The requirements for the system were:
1. Relationship Detection — The system needs to be able to determine
if two digital objects are related, i.e., is one originating from the other,
or do they share a point of origin?
2. Relationship Metric — The system needs to enable the user to deter-
mine the nature of difference between two related digital objects. E.g.,
how much do they differ in content semantically and syntactically?
3. Distributed — The metadata needs be stored with the content, instead
of separately.
4. Automated — The metadata needs to be created automatically and
accurately.
In Chapter 3, we discussed provenance data annotation systems to deter-
mine if they address the issues found in Chapter 2 by fulfilling the require-
ments set. The examined systems only partially fulfilled the requirements,
with no system addressing (even partially) all requirements. However, the
approaches using provenance data were shown to be more promising than
all the metadata annotation systems analyzed in Chapter 2.
We verified the issues stated and task categories defined in Chapters 2
and 3 by conducting three exploratory studies which were reported in
Chapter 4. The first study was an interview series that confirmed the main
issues of knowledge workers using digital data. The second study targeted
knowledge workers using document management systems (DMSs), veri-
fied that the issues found were not sufficiently addressed by the DMSs,
and confirmed the task categories identified. The third exploratory study
discovered additional issues related to the introduction of DMS into the
workspace of knowledge workers and confirmed the requirements set in
Section 2.4.4.
We introduced our DDNA model in Chapter 5, based on the identified
requirements and inspired by the DNA of life-forms. The model is based
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on Actions and Sessions to create a history of manipulation. That history
is used to create the DDNA, which is then used to define relationships
between content. These relationships can be used to answer queries about
the content, such as finding the newest and oldest versions of content, or
branched-off versions of content.
We implemented the DDNA model in a software prototype via the
DDNA Tracker (tracking the provenance data) and DDNA Analyzer (visu-
alizing the provenance data), as introduced in Chapter 6. Both prototypes
are Microsoft Word Add-Ins that seamlessly blend into the work processes
of knowledge workers.
We finally conducted a user study evaluating our concept and our over-
all hypothesis in Chapter 7. The study used the DDNA Tracker and DDNA
Analyzer to evaluate if our concept is addressing the issues found by mea-
suring the result quality of knowledge workers tasks. The knowledge
workers were observed performing tasks with and without the DDNA An-
alyzer. The study used real world scenarios and data gained using the
DDNA Tracker. The results of the study showed a significant increase in
result quality for the knowledge workers that used the DDNA Analyzer.
8.2 Contributions
This section summarizes the contributions made by this thesis towards the
research field of provenance based annotation systems.
8.2.1 Review and Analysis of Metadata Annotation Systems
— Requirements
Our analysis of research on metadata annotation systems and provenance
data annotation systems uncovers issues shared by all approaches. These
issues are vital in defining requirements for a better approach. Our anal-
ysis also explored beneficial features of the reviewed approaches. These
features are also vital for the design of a better approach.
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8.2.2 User Study on Knowledge Workers using Digital Data
This exploratory study verified issues related to knowledge workers using
digital data. The study confirms that most issues are related to the re-use
of content across documents. The study also confirms that current systems
based on a file-folder structure are not suitable anymore as the file-folder
structure is causing some of the issues, such as a high amount of time spent
on maintaining the file-folder structure.
8.2.3 User Study on Knowledge Workers Using Document
Management Systems
This exploratory study contributed in two ways. The first contribution
was discovering which task categories are most important to knowledge
workers using digital data and examining if DMSs are supporting these
task categories. The second contribution of the study was the confirmation
DMSs are not addressing the issues found sufficiently.
8.2.4 Case Study on the Introduction of Document
Management Systems
The case study uncovered issues related to the introduction of DMS into the
work environment of a group of knowledge workers. The study showed
that user-saturation and data-saturation are crucial for the success of a
DMS. User-saturation is the amount of users actively using the DMS and
data-saturation is the amount of data managed by the system versus the
amount of data outside of it. The study showed that decentralization and
automation are important requirements for a successful system, as they
positively relate to user-saturation and data-saturation.
8.2.5 Design of the DDNA Model
The DDNA model contributes a method for decentralized and content-
centered provenance data tracking. It was inspired by the DNA of life-
forms and shows how the tracking of provenance data can be performed
on content level. The design also defined what relationships could be
deducted from the gained data and what queries were possible on these
relationships. The model fulfills our requirements for a content-centered
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provenance data tracking system.
8.2.6 Implementation of the DDNA Prototype
The implementation of the DDNA model as software prototype showed
how the DDNA design could be built in an automated and decentralized
way. This showed how a metadata annotation system could provide accu-
rate data, without relying on user input and a central management point,
such as a web server.
8.2.7 An Evaluation of the Usefulness of Content-Centered
Provenance Data in a User Study.
Our evaluation contributes in three ways. The first contribution is identi-
fying how to evaluate the result quality of tasks performed by knowledge
workers through measuring speed, accuracy and confidence. Further, we
showed how to apply these measurements to the task categories we de-
fined.
The second contribution is two real world scenarios using real word
data gained through deploying the DDNA Tracker for a year with a volun-
teering knowledge worker. The data was confirmed to be accurate by the
knowledge worker and the scenarios are based on a use case described by
the knowledge worker. The scenarios are therefore realistic and allow for
accurate results when measuring the quality of new systems.
The third contribution is the study we conducted using the scenarios
and data gained. In this study, we observed both knowledge workers using
the DDNA Analyzer and knowledge workers not using it. The knowledge
workers were asked to perform two tasks contained in the scenarios, and
we measured the result quality following the identified measures. The
study contributed by showing a significant increase in result quality of
tasks for knowledge workers using the DDNA Analyzer.
8.3 Answers to Research Questions
This section includes the answers to the five research questions.
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8.3.1 What Tasks Do Knowledge Workers Perform when
Working with Digital Content?
In order to understand how to help knowledge workers using digital data,
we needed to understand what it is knowledge workers do. We began an-
swering this question by defining what the term knowledge worker was
and defining what constituted digital data in this research. Next, we re-
viewed research on knowledge workers and extracted roles of knowledge
workers and task categories associated with these roles.
We reduced the original range of task categories by filtering for tasks
that are performed using digital data and tasks that are connected to the
majority of roles. The resulting task categories were: Information Search,
Information Organization, (Co)-Authoring Information and Information Dissem-
ination.
To verify that the selection was a representation of the tasks real world
knowledge workers perform, we conducted exploratory studies. The stud-
ies’ results confirmed the initial task selection and added Versioning as a
composite task. We also discovered that these tasks were mainly performed
on re-used content.
8.3.2 What Are the Issues with Current Systems Aimed to
Support Knowledge Work?
After understanding what tasks knowledge workers are performing, we
reviewed current systems designed to support these tasks to identify what
issues are related to these systems. These systems were identified to be
metadata annotation systems. We began with the basic metadata annota-
tion system available to all knowledge workers, the file-folder system, but
also reviewed metadata annotation systems developed to replace or com-
plement the file-folder system.
We found that the most useful metadata to annotate is provenance data
and therefore conducted a separate review of provenance focused annota-
tion systems. We found that the three most important issues with all sys-
tems reviewed were: file-centricity, reliance on a central managing point
and the reliance of manual user input for accuracy.
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Issue 1: File-Centricity All systems reviewed tracked metadata on file
level. This resulted in inaccurate or even conflicting metadata because files
can contain different pieces of content that require different metadata an-
notations. Also, the metadata annotations of specific content are lost if only
that content is transferred to another file, instead of transferring the whole
file.
Issue 2: Reliance on Central Managing Point All reviewed systems stored
the metadata separated from the content and most of the systems relied on
a central database or server to manage the metadata. This is an issue,
because content leaving the reach of the metadata annotation system loses
the annotation. Furthermore, metadata was only tracked within the reach
of the central managing point of the metadata annotation system, which
can result in missing crucial metadata, or false metadata.
Issue 3: Reliance on Manual Input We reviewed automated and user-
driven systems. The automated systems could not guarantee accurate
metadata. The manual systems were able to produce accurate metadata,
but had limited scalability because of the needed user input.
To confirm the identified issues, we conducted three user studies which
explored issues of knowledge workers using digital data. The first study
confirmed that knowledge workers using the file-folder structure strug-
gled with maintaining, synchronizing, versioning and updating their dig-
ital content. This was mostly caused by Issues 1 and 3, as the file-folder
system is file-centered and reliant on user input.
We then verified that current DMSs used are not sufficiently addressing
these issues by conducting a second study targeting knowledge workers
using DMSs. The studies’ results confirmed that the DMSs were partially
addressing Issues 1 and 3, but failing to address Issue 2, which negated the
partial successes achieved for Issues 1 and 3.
The third user study confirmed that introducing DMSs can cause issues,
as DMSs are prone to fail for two reasons: low user saturation and low
content saturation. This is again a confirmation of Issues 2 and 3, because
the dependance of active user participation for the central DMS resulted in
low user saturation. Low user saturation caused low content saturation, as
users are required to input and maintain the content.
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8.3.3 How Can Content-Centered Provenance Data Tracking
Be Implemented?
The issues found in the reviews and user studies resulted in the following
requirements.
1. Relationship Detection — The system needs to be able to determine
if two digital objects are related, i.e., is one originating from the other,
or do they share a point of origin?
2. Relationship Metric — The system needs to enable the user to deter-
mine the nature of difference between two related digital objects. E.g.,
how much do they differ in content semantically and syntactically?
3. Distributed — The metadata needs be stored with the content, instead
of separately.
4. Automated — The metadata needs to be created automatically and
accurately.
Requirements 1 and 2 address Issue 1, Requirement 3 addresses Issue 2
and Requirement 4 addresses Issue 3. To realize these requirements, we
firstly introduced the DDNA design. The DDNA design utilizes the con-
cept of Actions and Sessions to track manipulations to content and clearly
distinguishes the content from the containing file — the document. The
design also specifies how the information gained through tracking Actions
and Sessions can be translated into ancestor/descendant and sibling rela-
tionships and how these relationships can be used for queries. The design
fulfilled Requirements 1 and 2.
We then developed the DDNA design and implemented it as two Mi-
crosoft Word add-ins, the DDNA Tracker and DDNA Analyzer. The DDNA
Tracker implements the action and session concepts through automated
tracking of content manipulation in documents, including copy and paste
events between documents. The information gained is stored within the
document holding the content. The DDNA Tracker therefore fulfilled Re-
quirements 3 and 4. The DDNA Analyzer implemented an interface to
allow users to use queries (as specified in the DDNA design) on the newly
acquired provenance information.
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8.3.4 How Can we Measure the Effect of Using
Content-Centered Provenance Data Tracking?
Whether or not the DDNA Tracker and DDNA Analyzer addressed issues
of knowledge workers can be detected by measuring the result quality of
tasks knowledge workers are performing. To be able to evaluate the result
quality of tasks, we needed to determine what values were important for
the success of the tasks. We identified speed, accuracy and confidence as
the three main measurements that determined whether or not a task was
completed successfully.
Speed: No matter how accurate the result of a task is, if the result arrives
to late, it might be useless. Examples of this are time critical tasks like
searching for important facts before a presentation.
Accuracy: The accuracy of task results is a major factor for the success
of a task. Results that are gained quickly are useless if the results are
inaccurate.
Confidence Whilst not as important as speed and accuracy, confidence
can still be a factor for task result quality. Knowledge workers who have a
low confidence in the accuracy of a task they have performed might decide
to perform a task with a good result again, therefore wasting time. Even
worse is a high confidence in a task result that has very low accuracy,
resulting in the knowledge worker using a false result.
8.3.5 Does Content-Centered Provenance Data Tracking
Increase the Result Quality of the Tasks Identified?
With the finished definitions on measurements for the identified tasks, we
needed to design a study to test the result quality with and without the
provenance data supplied by the DDNA Tracker and DDNA Analyzer. We
conducted a year long data gathering trial with a participating knowledge
worker using the DDNA Tracker, to be able to use real world data and
scenarios for the study.
We used the gained scenario and data to conduct a user study with
two participant groups: one group using the DDNA Analyzer and one
(control) group without, conducting two tasks. The results of the study
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showed significant increases in speed and accuracy for the observed tasks
whilst results for confidence were indecisive. This proves that the use of
content-centered provenance data is a valid approach for addressing the
issues knowledge workers have.
8.4 Limitations
This section discusses the limitations of model and software. Both were
sufficient to explore our hypothesis, but both also have limitations caused
by the limited scope of this research.
8.4.1 Model
Our concept’s main limitation is the focus on text. The atomic actions are
focused on text manipulations and text transfer. However, other types of
content feature other manipulation methods. For example, changing the
color spectrum of an image. Our design is therefore only partially suited
to track content other than text.
8.4.2 Software
Our software has three limitations: detecting all types of content trans-
fer, tracking changes outside of Microsoft Word, and missing Privacy and
Integrity protection.
Content Transfer The first limitation is related to the detection of content
transfer. Our concept is based on tracking such transfers to be able to sup-
ply accurate provenance data. However, content can be transferred outside
the copy and paste technique employed in most scenarios. For example,
a knowledge worker could decide to manually copy text information by
re-typing the text into the new document. Or a knowledge worker could
decide to redraw a figure, while looking at a printout of the figure. Such
content transfers are an integral part of the history of content, but cannot
be detected by our system.
Tracking Depth The second limitation is caused by the need for decentral-
ization. We need to be able to attach the DDNA to the content, in order to
avoid a central managing point. However, not every content container al-
lows adding custom metadata. We also rely on the content editor to be able
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to seamlessly track the evolution of the content described by the DDNA.
If content is edited with differing editors, there needs to be only one edi-
tor not supporting the DDNA to lose evolution information, or worse, the
whole DDNA.
Privacy & Integrity The third limitation is caused by the prototypical na-
ture of our implementation. We have not implemented an option to delete
or reset the DDNA of content, which is an option that would allow users
to preserve privacy before passing content on to other users. Secondly,
the current implementation of the DDNA uses the custom XML part of
the .docx structure. This part is easily accessible by users and could there-
fore be tampered with and therefore cripple the integrity of the DDNA.
8.5 Future Work
This section discusses in which ways our concept and implementation
could be refined in the future. We also discuss possible future studies
and further ideas resulting from this research.
8.5.1 DDNA Model
Relation Strength — DNA The DDNA Model addresses the quantitative
difference between two pieces of content by determining the numbers of
versions between the two pieces. We propose the introduction of a sec-
ond, qualitative measurement to allow for a better definition of relation
strength. A qualitative measurement could be achieved via a bag of words
approach, where a bag of words is created to represent the most impor-
tant words used in a piece of content. By comparing two different bags
of words, we can determine how much two pieces of content differ se-
mantically. However, other approaches to comparing document similarity
(Shivakumar and Garcia-Molina, 1999; Stein, 2007; Huang, 2011) are also
promising.
Content Covered The current DDNA Model supports provenance track-
ing in text-based digitasl objects. Provenance of other types of content,
such as images, audio or video have not been addressed so far. A first step
to support other content types requires an analysis of the short commings
of the current model with regard to those content types. In a second step,
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the DDNA model needs to be adapted to support an extended Document
concept and new Actions.
8.5.2 DDNA Tracker
There are two areas where improvements to the DDNA Tracker are possi-
ble: relation strength, tracking depth and content covered.
Tracking Depth The DDNA Tracker is able to track all content transfers
and manipulations executed in Microsoft Word. As discussed in our limita-
tions, we needed to be able to track manipulations and transfers executed
using other editors, too. This is because missing transfers or manipula-
tions lead to less accurate data. One way to achieve a better tracking depth
would be to move the tracking to the operating system level. Additionally,
we need a universal way to attach the DDNA to content for all content
containers.
Content Covered The DDNA Tracker’s focus is content included in Mi-
crosoft Word documents, which are mainly text. We believe that the DDNA
Tracker needs to be able to also track other types of content, such as im-
ages, audio or video. The DDNA Tracker is able to track such content’s
placement and transfer between documents, but not the changes made to
the content. Since content can be combined in every imaginable way, the
DDNA Tracker needs to be able to track all types of content equally. We
therefore think that we need to further develop our software to be able to
track changes made to non-text content.
8.5.3 DDNA Analyzer
We see three main areas for improvement for the DDNA Analyzer: inter-
face detail, interface flexibility and alternative interfaces.
Interface Detail: The DDNA Analyzer provides a basic graph-based inter-
face illustrating the relations between documents. The level of detail can be
improved by adding information about the ratio of different content pieces
in a document. Another possibility to add detail is to highlight content in
the color it is represented by in the interface, when opening documents.
Interface Flexibility: The DDNA Analyzer allows users to realign the ver-
tices in the current interface via drag and drop. However, more flexibility
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could be provided by allowing users to create sub-graphs based on vertex
selection on the fly. Flexibility could also be added by allowing users to
filter the graph based on search parameters like creation date or file path.
Alternative Interfaces: While we achieved good results using a graph rep-
resentation for the detected content relationships, we believe other methods
are also promising (Hetzler et al., 1998). Instead of a graph, the relation-
ships detected via the DDNA could be displayed as three dimensional map
with a tangible motion controlled interface. However, first we need to re-
search clustering methods for such a map.
8.5.4 Studies
This section discusses future fields of study where our approach may be
useful.
Collaborative Work: The final study focused on a scenario where single
users were introduced to an existing data structure and tasked to use the
data structure to gain information. While this is a valid scenario that often
happens in the real world, we also need to consider other scenarios. We
propose a long term study on collaborative groups of knowledge work-
ers. Although such a study has been planned, for practical and logistical
reasons it was not possible to be conducted. We believe that the issues
we identified in this thesis, such as versioning or synchronizing, gain in-
creased importance in a collaborative environment. This is because more
users working on the same content base means more errors made when
versioning that content. Additionally, more instances of synchronizing the
content occur. It is therefore very likely that our DDNA concept would
also improve the result quality of collaborative tasks of knowledge work-
ers, which should be explored in a suitable large–scale study.
Digital Library Visualization: Detecting and visualizing content and cita-
tion relations in digital libraries (Chen, 1999) is another prospective appli-
cation for the DDNA. However, such a study would depend either on a
lengthy data collection phase or a retroactive analysis to detect all existing
relations.
Work Flow Detection: Provenance has been used before to determine im-
portant processes in a work environment (Shen et al., 2009). We believe the
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DDNA could be used in a number of ways to improve work flows, such as
determining important documents and common document relations. We
propose to study the accuracy of work flow detection supported by the
DDNA.
Trust: Ko et al. (2011b) stated that trust is an important factor for users
managing data in a cloud. We believe the DDNA model and software could
be applied to measure the difference in trust between users using a cloud
application for documents like GoogleDocs (Google, 2010) with a DDNA
modification and users using the standard cloud application.
8.5.5 Further Ideas
This section includes further ideas for future research related to the DDNA.
Benchmarking: Many research fields like Machine Learning or Formal
Methods have widely accepted benchmarks to evaluate new algorithms or
systems. Such benchmarks do not exist to evaluate interfaces or full sys-
tems for knowledge workers. HCI researchers are usually tailoring their
evaluation towards the system they propose. This hinders comparing dif-
ferent approaches to similar issues, as the design of the evaluation is a
major contributing factor to the outcome. We therefore suggest the intro-
duction of a base set of realistic tasks using realistic data that is openly
available for HCI researchers to compare the validity of their systems. The
DDNA could be used to detect the data for such a base set.
Plagiarism: Detecting plagiarism is another application for the DDNA.
Detecting suitable search strings (Culwin and Child, 2010), semantic sim-
ilarity (Tsatsaronis et al., 2010) and near-replicas (Shivakumar and Garcia-
Molina, 1999) are all methods used to help plagiarism detection, and are
all methods we believe could be supported by the DDNA. However, the
DDNA is currently not implemented robustly enough to withstand ma-
licious user manipulation, which is an issue that needs to be addressed
before moving further in that direction.
Information Retrieval: Information Retrieval measures focus on how ad-
equate content is in relation to a specific search query, while our approach
aims to measure the provenance of content, i.e.: how is content related and
what is the origin of content. The work described in this thesis could be
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combined with Information Retrieval approaches to search for both specific
content and document provenance relations.
8.6 Conclusion
This thesis has shown that content-centered provenance data tracking can
improve the result quality of knowledge workers tasks. It introduced a de-
tailed review of metadata annotation systems and three studies identifying
current issues knowledge workers using digital content have. We intro-
duced a design and implementation for a distributed and content-centered
provenance data tracking system addressing these issues. Finally, we con-
ducted a study using real world data and scenarios, showing that the in-
troduced system has increased the result quality of knowledge workers
significantly.
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A
Appendix - User Studies
A.1 Exploratory Study — Interviews
This section contains all related material for the first exploratory study. The
ethics approval letter is shown in Figure A.1. The participant information
sheet for the first study is shown in Figures A.2 & A.3. The interview
guideline for the first study is shown in Figure A.4.
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Figure A.1: Study 1 Ethics Approval Letter
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Figure A.2: Study 1 Participant Information — First Page
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Participant Information 
Participant ID: 
Age:       Gender: 
Questions 
Years of professional document usage: 
Most used document editor: 
Do your documents contain reused content (1-5, 5 is very likely): 
 
 
 
Do you often want to re find sources of content (1-5): 
 
 
 
 
How do you organize your Documents (when collaborating): 
 
 
 
 
What problems do you encounter when working with content?: 
 
 
Figure A.4: Study 1 — Interview Guideline
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A.2 Exploratory Study — DMS Questionnaire
This section contains all related material for the second exploratory study.
The ethics approval letter is shown in Figure A.5. The participant informa-
tion sheet for the second study is shown in Figures A.6 & A.7. The online
questionnaire for the third study is shown in Figures A.8, A.9, A.10, A.11
& A.12.
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Figure A.5: Interview Series Ethics Approval Letter
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Figure A.6: Study 2 Participant Information — First Page
A.2 Exploratory Study — DMS Questionnaire 181
Figure A.7: Study 2 Participant Information — Second Page
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Figure A.8: Study 2 Questionnaire — First Page Part 1
A.2 Exploratory Study — DMS Questionnaire 183
Figure A.9: Study 2 Questionnaire — First Page Part 2
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Figure A.10: Study 2 Questionnaire — Second Page Part 1
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Figure A.11: Study 2 Questionnaire — Second Page Part 2
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Figure A.12: Study 2 Questionnaire — Third Page
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A.3 Exploratory Study — Case Study
This section contains all related material for the third exploratory study.
The ethics approval letter is shown in Figure A.13. The participant infor-
mation sheet for the third study is shown in Figures A.14 & A.15. The
interview guideline for the third study is shown in Figure A.16.
188 Appendix A Appendix - User Studies
Figure A.13: Case Study Ethics Approval Letter
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A.4 Data Acquisition
This section contains all related material for the data acquisition. The ethics
approval letter is shown in Figure A.17. The participant information sheet
for the data acquisition is shown in Figures A.18 & A.19.
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Figure A.17: Data Acquisition Approval Letter
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A.5 User Study — Evaluation
This section contains all related material for the evaluation study. The
ethics approval letter is shown in Figure A.20. The participant information
sheet for the evaluation study is shown in Figures A.21 & A.22. The task
sheet for the evaluation study is shown in Figures A.23 & A.24.
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Figure A.20: Evaluation Study Ethics Approval Letter
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