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Abstract
In this paper we present a duality theory for the robust utility maximization problem in continu-
ous time for utility functions defined on the positive real axis. Our results are inspired by – and can
be seen as the robust analogues of – the seminal work of Kramkov & Schachermayer [21]. Namely,
we show that if the set of attainable trading outcomes and the set of pricing measures satisfy a
bipolar relation, then the utility maximization problem is in duality with a conjugate problem. We
further discuss the existence of optimal trading strategies. In particular, our general results include
the case of logarithmic and power utility, and they apply to drift and volatility uncertainty.
Keywords Robust utility maximization, duality theory, bipolar theorem, drift and volatility uncertainty
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1 Introduction
The goal of this paper is to develop a duality theory for the robust utility maximization problem.
Given a utility function U : (0,∞) → R which is nondecreasing and concave, one defines the robust
utility maximization problem as
u(x) := sup
g∈C(x)
inf
P∈P
EP[U(g)]. (1.1)
Here P denotes a set of possibly nondominated probability measures, and C(x) ≡ xC is a set of random
variables. Financially speaking, the set P represents the set of possible candidates for the real-world
measure, which is not known to the portfolio manager who tries to solve the maximization problem,
whereas the set C(x) represents all the possible portfolio values at terminal time T available with
initial capital x > 0. Note that if P = {P} is a singleton, then the robust utility maximization problem
coincides with the classical utility maximization problem and has the financial interpretation that
the portfolio manager (believes to) know the real-world measure P. The robust utility maximization
problem with respect to nondominated probability measures P has been already widely studied; see
[1, 2, 7, 32, 33, 41] for works in a discrete-time setting, and [6, 9, 13, 15, 16, 17, 22, 23, 24, 26, 31,
32, 39, 40, 45, 46, 47] for works in a continuous-time setting. To the best of our knowledge, the
only paper so far which provides a duality theory for the robust utility maximization problem with
nondominated probability measures in a continuous-time setting is the one by Denis & Kervarec [13].
Indeed, Denis & Kervarec [13] provide a duality theory for the robust utility maximization problem
under drift and volatility uncertainty, but under the strong assumptions that the utility function is
bounded and that the set of trading strategies possess some continuity (as a functional of the stock
price). In addition, the corresponding volatility matrix is required to be of diagonal form.
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In order to get an idea how one could try to identify the dual problem for the robust utility maxi-
mization problem, let us recall the main idea in the seminal paper by Kramkov & Schachermayer [21]
which provides a complete duality theory in the classical case where P = {P} is a singleton. Consider
the conjugate function V : (0,∞)→ R defined by
V (y) := sup
x≥0
[
U(x)− xy
]
, y > 0.
In the classical case where P = {P} is a singleton, Brannath & Schachermayer [8] developed a bipolar
theorem on L0+(P), despite the fact that L
0
+(P) is generally not a locally convex space, by considering the
dual pairing (L0+(P), L
0
+(P)) endowed with the scalar product 〈g, h〉 := EP[gh] (see also Žitković [48] for
a conditional version). This bipolar theorem then allows to identify the dual optimization problem and
to prove that the corresponding optimization problems are conjugates. More precisely, let C ⊆ L0+(P)
and define the polar set
D :=
{
h ∈ L0+(P) : EP[gh] ≤ 1 for all g ∈ C
}
. (1.2)
Then one can define the dual optimization problem by
v(y) := inf
h∈D
EP[V (yh)]. (1.3)
By the bipolar relation that
D =
{
h ∈ L0+(P) : EP[gh] ≤ 1 for all g ∈ C
}
(1.4)
C =
{
g ∈ L0+(P) : EP[gh] ≤ 1 for all h ∈ D
}
(1.5)
together with a minimax argument, Kramkov & Schachermayer [21, Theorem 3.1] proved that indeed
u and v are conjugates, namely that
u(x) = inf
y≥0
[
v(y) + xy
]
, x > 0,
v(y) = sup
x≥0
[
u(x)− xy
]
, y > 0.
(1.6)
However, in the robust analogue where P is not a singleton, it is not clear how to find a suitable
dual pairing (X ,X ∗) for X ⊇ C such that a bipolar relation (1.4) & (1.5) holds. Our approach is the
following. Instead of working on an arbitrary measurable space (Ω,F), we impose that Ω is a Polish
space endowed with its Borel σ-field. This allows us to use the natural dual pairing (Cb(Ω),P(Ω))
consisting of the bounded continuous functions Cb ≡ Cb(Ω) together with the set of Borel probability
measures P(Ω) on Ω. Given a set C of nonnegative measurable functions defined on Ω, we then define
its polar set by
D :=
{
Q ∈ P(Ω): EQ[g] ≤ 1 for all g ∈ C
}
. (1.7)
This allows us to formulate a bipolar relation on the subset Cb, namely we require that
D =
{
Q ∈ P(Ω): EQ[g] ≤ 1 for all g ∈ C ∩ Cb
}
(1.8)
C ∩ Cb =
{
g ∈ C+b : EQ[g] ≤ 1 for all Q ∈ D
}
. (1.9)
In our first result, we show that if C is a set of nonnegative measurable functions and D is a set
of probability measures defined by (1.7) such that the bipolar relation (1.8) & (1.9) holds, then the
functions u and v defined by (1.1) and1
v(y) := inf
Q∈D
inf
P∈P
EQ
[
V (y dQdP )
]
1We set dQ
dP
:= −∞ if Q is not absolutely continuous with respect to P, and V (−∞) :=∞.
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indeed satisfy the conjugate relation (1.6); see Theorem 2.10.
At first glance, the bipolar relation (1.8) & (1.9) might seem restrictive. However, it turns out that
in fact, this bipolar relation is naturally satisfied in the context of drift and volatility uncertainty. More
precisely, let Ω = C([0, T ],Rd) and consider the set of probability measures P := Pacsem(Θ) for which
the canonical process (St)0≤t≤T is a semimartingale with differential characteristics taking values in
Θ. Then, we define
C :=
{
g : ∃H ∈ H such that g ≤ 1 + (H · S)T P-a.s. ∀P ∈ P
}
, (1.10)
namely C is the set of P-quasi surely superreplicable claims, and D is its polar set defined in (1.7). As
admissibility condition on the set of hedging strategies H we require for each H ∈ H that the stochastic
integral satisfies (H · S) ≥ −c P-a.s. ∀P ∈ P for some constant c > 0 (where c depends on H), similar
to the classical admissibility condition. This setting can be seen as the robust analogue to the setting
of Kramkov & Schachermayer [21, Theorem 2.1]. We show in (the proof of) Theorem 3.4 that for
P := Pacsem(Θ) together with C and D defined in (1.10) and (1.7), the bipolar relation (1.8) & (1.9) is
satisfied automatically.
Let us explain why the bipolar relation (1.8) & (1.9) holds. To see that (1.8) holds, note that
since C is the set of superhedgeable claims, every element in D satisfies that EQ[(H ·S)T ] ≤ 0 for every
H ∈ H. In other words, D can be seen as the set of separating measures (in the notion of Kabanov [19]).
Moreover, since S has continuous sample paths, it is well-known that the set of separating measures
coincides with the set of local martingale measures; see, e.g., [10, Lemma 5.1.3, p.74]). Having this
in mind, the condition (1.8) means that the set of separating measures is already determined by the
superhedgeable claims which are continuous. We show that this is indeed true due to the Polish
structure of Ω; see Proposition A.2 and Proposition 5.7.
To see that (1.9) holds, we need to show that every nonnegative and continuous bounded claim g
can be superhedged. In classical theory where P = {P} is a singleton, this has been proved (even for
measurable claims) by El Karoui & Quenez [14] and Kramkov [20] in the following way. First they show
that there exists a nonnegative process (Yt)0≤t≤T with YT = g such that Y is a Q-supermartingale for
every equivalent local martingale measure Q. Then, the optional decomposition theorem guarantees
that g = YT ≤ 1 + (H · S)T for some hedging strategy H. The robust analogue of the results
in El Karoui & Quenez [14] and Kramkov [20] has been recently developed by Soner & Nutz [38],
Neufeld & Nutz [28], and Nutz [37] which is compatible with the set P := Pacsem(Θ). This allows us to
prove that indeed (1.9) holds; see Proposition 5.9.
Like in the classical result by Kramkov & Schachermayer [21, Theorem 3.1], we need to apply a
minimax argument (together with the bipolar relation) in order to prove Theorem 2.10. To that end
the lower-semicontinuity of the map
P 7→ EP[U(g)]
for every g ∈ C+b is crucial. For this reason, we need to impose that U is bounded from below, i.e.
U(0) := limx↓0 U(x) > −∞. To obtain the corresponding result also for utility functions which are
unbounded from below (i.e. U(0) = −∞), we observe that the utility functions Un : (0,∞)→ R, n ∈ N,
defined by Un(x) := U(x + 1n), x > 0, are bounded from below. Hence we apply Theorem 2.10 to
each Un together with a limit argument to prove that the corresponding duality result also holds true
for utility functions which are unbounded from below; see Theorem 2.16. However, since the set of
probability measures P is typically non-dominated, we cannot apply tools like the Komlós theorem to
obtain a limit. This is why for Theorem 2.16 we impose that medial limits exist (see also Theorem 3.5).
Finally, due to the generality of the utility function U , we impose some conditions to make sure that
u(x) < ∞ for every x > 0,2 together with some integrability conditions which allow us to conclude
2This condition is standard in the literature dealing with utility maximization.
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Theorem 2.16 from Theorem 2.10 by a limit argument; see Assumptions 2.4 & 2.7 and Assump-
tions 2.8 & 2.14. We point out that these conditions are naturally satisfied by all the relevant utility
functions. Indeed, these conditions are automatically satisfied for utility functions which are bounded
from above, as well as, in the setting of simultaneously drift and volatility uncertainty described
above3, also for the common utility functions like to logarithmic, power, and exponential utilities; see
Corollary 3.6 & 3.7 and Remark 2.9 & 2.15.
The remainder of this paper is organized as follows. In Section 2, we present the main results
in the abstract setting. In Section 3, we state our main results in the setting of drift and volatility
uncertainty. The proofs of the results of Section 2 are provided in Section 4, whereas the proofs of the
results of Section 3 are provided in Section 5.
2 Main results in the abstract setting
We fix a time horizon T ∈ (0,∞) and a Polish space Ω endowed with its Borel σ-field F . We denote
by P(Ω) the set of all Borel probability measures endowed with the topology induced by the weak
convergence, becoming itself a Polish space. Without further mentioning, we interpret P(Ω) as a subset
of the set of all nonnegative, finite measures. In addition, we denote by F∗ := ∩P∈P(Ω)FP the universal
σ-field. Moreover, we denote by Cb the set of all continuous functions from Ω to R and C+b denotes
the subset of all nonnegative functions in Cb. Furthermore, we denote by Sd+ the set of all symmetric
positive semi-definite matrices in Rd×d and by Sd++ ⊆ S
d
+ the set of all positive definite matrices in S
d
+.
In addition, we say that A ≤ B holds for A,B ∈ Rd×d if B − A is positive semi-definite. For further
standard notion in measure theory in connection to stochastic control theory, we refer to [5], whereas
for standard notion in convex analysis, we refer to [42].
We first fix a nonempty set of probability measures P ⊆ P(Ω), which represents the set of possible
candidates for the unknown real-world measure, and a nonempty set
C ⊆
{
X : Ω→ [0,∞] : X is F∗-measurable
}
, (2.1)
where we set C(x) := xC for every x > 0. Then, we fix ∅ 6= P ⊆ P(Ω)4 and define
D :=
{
Q ∈ P : EQ[X] ≤ 1 for all X ∈ C
}
, (2.2)
where we set D(y) := yD for every y > 0. In other words, we interpret D, roughly speaking, as the
polar set of C.
We impose the following assumption, which is standard in the utility maximization literature in
mathematical finance (cf., e.g., [21]).
Assumption 2.1. For every P ∈ P there exists a Q ∈ D such that Q≪ P.
We call a function U : (0,∞)→ [−∞,∞) a utility function if it is concave and non-decreasing. We
fix a utility function U : (0,∞) → [−∞,∞) and define U(0) := limx↓0 U(x). Moreover, we consider
the conjugate function
V (y) := sup
x≥0
[
U(x)− xy
]
, y > 0,
V (0) := lim
y↓0
V (y),
V (y) := +∞, y < 0.
(2.3)
In the following two subsections we present our main duality results for the robust utility maximization
problem in the abstract setting, where we distinguish the two cases where U(0) > −∞ and U(0) = −∞.
3i.e. when P := Pacsem(Θ) and C and D are defined by (1.10) and (1.7)
4typically, one chooses P := P(Ω) or P := {Q ∈ P(Ω) : ∃P ∈ P such that Q ≈ P}; see also Section 3 and Section 5.
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2.1 Main result for utility functions bounded from below
In this subsection, we provide our main result for utility functions which satisfy that U(0) > −∞.
More precisely, in this subsection, we impose the following condition on the utility function.
Assumption 2.2. The utility function U : [0,∞)→ R is real valued.
The robust utility maximization problem is then defined as the following maximization problem
u(x) := sup
g∈C(x)
inf
P∈P
EP[U(g)], x > 0. (2.4)
Remark 2.3. Note that Assumption 2.2 ensures that U : [0,∞) → R is continuous; see [42, The-
orem 10.1, p.82]. Moreover, common utility functions defined on (0,∞) like the power utilities
U(x) := 1px
p, p ∈ (0, 1), and the exponential utilities U(x) = −e−λx, λ > 0, satisfy Assumption 2.2.
We define the corresponding dual function
v(y) := inf
Q∈D(y)
inf
P∈P
EP
[
V (dQdP )
]
, y > 0, (2.5)
where we make the convention dQdP := −∞ if Q is not absolutely continuous with respect to P. We
impose the following standard condition (see, e.g., in [21]) on the robust utility maximization problem.
Assumption 2.4. There exists x0 ∈ (0,∞) such that u(x0) <∞.
For the second part of the main result of this subsection, we assume that medial limits exist.
Assumption 2.5. There exists a positive linear functional limmed: ℓ∞ → R, called medial limit,
satisfying lim infn→∞ ≤ limmedn→∞ ≤ lim supn→∞ so that for any uniformly bounded sequence
of universally measurable functions Xn : Ω → R, n ∈ N, the medial limit X := limmedn→∞Xn is
universally measurable and satisfies that EP[X] = limmedn→∞ EP[Xn] for every P ∈ P(Ω). Moreover,
following [2], we extend the definition of the limmed from ℓ∞ to [−∞,∞]N by setting
limmed
n→∞
xn := sup
k∈N
inf
m∈N
limmed
n→∞
[
(−m) ∨ (xn ∧ k)
]
.
Remark 2.6. The existence of the medial limit is guaranteed under the usual ZFC axioms together
with Martin’s axiom; see [27, 34]. In the literature of robust mathematical finance, the usage of medial
limits appeared first in [35] to construct an (aggregated) stochastic integral simultaneously under a set
of non-dominated probability measures. In [36], medial limits were applied to construct superhedging
strategies in the quasi-sure setting in discrete-time. Moreover, in [2], medial limits were used in the
context of robust utility maximization on the real line in the discrete-time setting. Roughly speaking,
medial limits turn out to be particularly useful in the robust finance theory when dealing with a set of
non-dominated probability measures, as then classical limit-arguments like the Komlós theorem cannot
be applied; we refer to [35, 36, 2] for more details and properties regarding medial limits.
Under the condition that Assumption 2.5 holds, we can then define for every x > 0,
C(x) :=
{
limmed gn : Ω→ [0,∞] : (gn)n∈N ⊆ C(x)
}
and C ≡ C(1). Observe that C(x) = xC for every x > 0, and we denote it by C(x). Moreover, we also
consider the following robust utility maximization problem
u(x) := sup
g∈C(x)
inf
P∈P
EP[U(g)], x > 0, (2.6)
and impose the following conditions.
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Assumption 2.7. There exists x0 ∈ (0,∞) such that u(x0) <∞.
Assumption 2.8. For every x ∈ (0,∞) and (gn)n∈N ⊆ C(x), the sequence of random variables
max
{
U
(
gn +
1
n
)
, 0
}
, n ∈ N,
is uniformly integrable with respect to P for all P ∈ P.
Remark 2.9. Whereas Assumptions 2.4 & 2.7 are standard in the mathematical finance literature,
Assumption 2.8 is not a common one. However, note that every utility function U which is bounded
from above automatically satisfies Assumptions 2.4, 2.7, & 2.8, no matter what C and P are. In
addition, we show in Subsection 5.2 that in the setting of drift and volatility uncertainty (see Section 3)
the Assumptions 2.4, 2.7, & 2.8 are automatically satisfied for the logarithm, power, and exponential
utility functions.
Now we are ready to state our main result in the abstract setting for utility functions U satisfying
Assumption 2.2, which can be seen as the robust version of the classical result of Kramkov & Schacher-
mayer [21, Theorem 3.1].
Theorem 2.10. Let U be a utility function satisfying Assumption 2.2, let C, D be defined as in (2.1)
and (2.2), and let P be a set of probability measures such that Assumption 2.1 and Assumption 2.4
hold. Moreover, assume that
(1) the set of probability measures P, D are both convex and compact,
(2) we have that
D =
{
Q ∈ P : EQ[X] ≤ 1 for all X ∈ (C ∩ Cb)
}
,
(3) we have that {
X ∈ C+b : EQ[X] ≤ 1 for all Q ∈ D
}
= C ∩ Cb.
Then the following holds:
(i) u is nondecreasing, concave, and u(x) ∈ R for all x > 0,
(ii) v is nonincreasing, convex, and proper,
(iii) the functions u and v defined in (2.4) and (2.5) are conjugates, i.e.
u(x) = inf
y≥0
[
v(y) + xy
]
, x > 0,
v(y) = sup
x≥0
[
u(x)− xy
]
, y > 0,
(iv) for every x > 0 we have that
u(x) ≡ sup
g∈C(x)
inf
P∈P
EP[U(g)] = sup
g∈(C(x)∩Cb)
inf
P∈P
EP[U(g)].
If in addition, we assume that Assumption 2.5, Assumption 2.7, and Assumption 2.8 hold, then we
additionally obtain that
(v) for every x > 0 we have that
u(x) = u(x),
(vi) for every x > 0 there exists ĝ ∈ C(x) such that
inf
P∈P
EP[U(ĝ)] = sup
g∈C(x)
inf
P∈P
EP[U(g)] ≡ u(x).
Remark 2.11. Item (ii) implies that v(y) > −∞ for all y ∈ [0,∞) and that there exists y0 ∈ (0,∞)
such that v(y) ∈ R for all y ≥ y0.
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2.2 Main result for utility functions unbounded from below
In this section, we provide our main result for utility functions which satisfies that U(0) = −∞. More
precisely, in this subsection, we impose the following condition on the utility function.
Assumption 2.12. The utility function U : [0,∞) → [−∞,∞) satisfies U(0) = −∞, U |(0,∞) is real
valued, and for every sequence (xn)n∈N ⊆ (0,∞) with limn→∞ xn =∞, we have that
lim
n→∞
U(xn)
xn
= 0.
Remark 2.13. Note that Assumption 2.12 and that U(0) ≡ limx↓0 U(x) ensure that U : [0,∞) →
[−∞,∞) is continuous; see [42, Theorem 10.1, p.82]. Moreover, common utility functions defined on
(0,∞) like the the logarithmic utility U(x) := log(x) and the power utilities U(x) := 1px
p, p ∈ (−∞, 0),
satisfy Assumptions 2.12.
In this subsection, we impose that medial limits exist (see Assumption 2.5) and consider the robust
utility maximization problem u defined in (2.6). In addition, we assume the following.
Assumption 2.14. Let
V1(y) := sup
x≥0
[
U1(x)− xy
]
, y > 0,
where U1(·) := U(·+ 1), x ≥ 0. Then for each y > 0 and each P ∈ P there exists Q ∈ D such that
EP
[
max
{
V1(y
dQ
dP ), 0
}]
<∞.
Remark 2.15. Although Assumption 2.14 is a priori not standard in the literature, we observe that
it is a modest assumption. Indeed, every utility function U which is bounded from above automat-
ically satisfies Assumption 2.14, no matter what C and P are (note that V is nonincreasing with
V1(0) = U1(∞) = U(∞)). In addition, we show in Subsection 5.2 that in the setting of Section 3,
Assumption 2.14 is automatically satisfied for the logarithm, power, and exponential utility functions.
Furthermore, Assumption 2.14 implies that v(y) <∞ for all y > 0.
Then we obtain the following result.
Theorem 2.16. Let Assumption 2.5 hold. Let U be a utility function satisfying Assumption 2.12, let C,
D be defined as in (2.1) and (2.2), and let P be a set of probability measures such that Assumption 2.1,
Assumption 2.7, Assumption 2.8, and Assumption 2.14 hold. Moreover, assume that
(1) the set of probability measures P, D are both convex and compact,
(2) we have that
D =
{
Q ∈ P : EQ[X] ≤ 1 for all X ∈ (C ∩ Cb)
}
,
(3) we have that {
X ∈ C+b : EQ[X] ≤ 1 for all Q ∈ D
}
= C ∩ Cb.
Then the following holds:
(i) u is nondecreasing, concave, and u(x) ∈ R for all x > 0,
(ii) v is nonincreasing, convex, and v(y) ∈ R for all y > 0,
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(iii) the functions u and v defined in (2.6) and (2.5) are conjugates, i.e.
u(x) = inf
y≥0
[
v(y) + xy
]
, x > 0,
v(y) = sup
x≥0
[
u(x)− xy
]
, y > 0,
(iv) for every x > 0 there exists ĝ ∈ C(x) such that
inf
P∈P
EP[U(ĝ)] = sup
g∈C(x)
inf
P∈P
EP[U(g)] ≡ u(x).
3 Main results under drift and volatility uncertainty
The goal of this section is to show that the main assumptions imposed in Theorem 2.10 & 2.16,
namely the bipolar relation of C and D and the convex-compactness assumption on P and D, are
naturally fulfilled in the context of robust utility maximization under simultaneous drift and volatility
uncertainty.
To that end, in this section, let Ω = C([0, T ],Rd) and F be its Borel σ-field. We denote by
(St)0≤t≤T the canonical process on C([0, T ],Rd), i.e. St(ω) = ω(t). Moreover, let F := (Ft)0≤t≤T
be the raw filtration generated by the canonical process S, i.e. Ft = σ(Ss, s ≤ t), and denote by
F∗ = (F∗t )0≤t≤T the corresponding universal σ-field.
Now consider the following sets of Borel probability measures on Ω which were introduced in [29].
Psem :=
{
P ∈ P(Ω): S is a semimartingale on (Ω,F ,F,P)
}
,
Pacsem :=
{
P ∈ Psem : B
P ≪ dt, CP ≪ dt P-a.s.
}
,
(3.1)
where BP and CP denotes the first and second characteristic of the continuous semimartingale S
under P; we refer to [18] for further discussions regarding semimartingale theory. Given any Borel set
Θ ⊆ Rd × Sd+ we then define the set P by
P ≡ Pacsem(Θ) :=
{
P ∈ Pacsem : (b
P, cP) ∈ Θ P⊗ dt-a.e.
}
, (3.2)
where (bP, cP) denotes the differential characteristics of S under P; see also [18, 29]. We use the standard
notion to say that a property holds P-q.s. if it holds true P-a.s. for all P ∈ P. During this section, we
fix a set Θ ⊆ Rd × Sd+ and impose the following conditions.
Assumption 3.1. The set Θ ⊆ Rd × Sd+ satisfies the following:
• Θ ⊆ Rd × Sd+ is convex and compact,
• there exists c ∈ Sd++ such that c ≤ c for all c ∈ projc(Θ) =: Θc, where
projc(Θ) :=
{
c ∈ Sd+ : ∃ b ∈ R
d such that (b, c) ∈ Θ
}
.
Remark 3.2. Assumption 3.1 guarantuees that each c ∈ Θc is in Sd++, in particular is invertible.
Moreover, we have for each c ∈ Θc that both c and c−1 are bounded.
Next, let us introduce a particular filtration G := (Gt)0≤t≤T defined by
Gt :=
⋂
s>t
(
F∗s ∨ N
P
)
, 0 ≤ t ≤ T, (3.3)
where NP is the collection of all sets which are FT -P-null for all P ∈ P. A priori, the filtration G looks
non-natural. However, it will be helpful in the sequel to apply results in [28, 37] where this filtration
has been used. In addition, note that for every P ∈ P, the filtration G satisfies that F ⊆ G ⊆ FP+; see
also the following Remark 3.3.
8
Remark 3.3. By [29, Proposition 2.2] we know that (St)0≤t≤T is a P-F-semimartingale if and only if
it is a P-F+-semimartingale, as well as if and only if it is a P-FP+-semimartingale, where F+ denotes the
right continuous version of F and FP+ denotes the usual P-augmentation of F; see [11, 12]. Moreover, the
associated semimartingale characteristics with respect to these filtrations are the same. In particular,
we see that (3.2) does not depend on the choice of the filtration G, as long as F ⊆ G ⊆ FP+.
Furthermore, for any fixed P ∈ P(Ω) such that S is a P-semimartingale and any (predictable)
processH which is P-S-integrable in the semimartingale sense (see, e.g., [18, Definition III.6.17, p.207]),
we denote by
∫
H dS ≡ (H · S) ≡(P)(H · S) the usual stochastic integral under P. Then, we define H
to be the set of all G-predictable processes H which are P-S-integrable in the semimartingale sense for
all P ∈ P such that (H · S) ≥ −c P-a.s. ∀P ∈ P for some constant c > 0 (where c depends on H).
Finally we specify the sets C, D appearing in Theorem 2.10 of the previous section. We define5
C :=
{
X : Ω→ [0,∞] F∗T -measurable : ∃H ∈ H so that 1 + (H · S)T ≥ X P-q.s.
}
,
Pe(P) :=
{
Q ∈ P(Ω): ∃P ∈ P such that Q ≈ P
}
,
D :=
{
Q ∈ Pe(P) : EQ[X] ≤ 1 for all X ∈ C
}
.
(3.4)
Moreover, for every x, y > 0 we define the sets C(x), C(x), and D(y), as well as the functions u(x),
u(x), and v(y) analog to Section 2. Now we are able to state the main results of this section. We
distinguish the two cases where U(0) > −∞ and U(0) = −∞.
3.1 Main result for utility functions bounded from below
In this subsection, we provide our main result under the setting of Section 3 for utility functions which
satisfy that U(0) > −∞.
Theorem 3.4. Let U be a utility function satisfying Assumption 2.2, let P, C, and D be defined as in
(3.2) and (3.4) such that Assumption 2.4 and Assumption 3.1 hold. Then the following holds:
(i) u is nondecreasing, concave, and u(x) ∈ R for all x > 0,
(ii) v is nonincreasing, convex, and proper,
(iii) the functions u and v defined in (2.4) and (2.5) are conjugates, i.e.
u(x) = inf
y≥0
[
v(y) + xy
]
, x > 0,
v(y) = sup
x≥0
[
u(x)− xy
]
, y > 0,
(iv) for every x > 0 we have that
u(x) ≡ sup
g∈C(x)
inf
P∈P
EP[U(g)] = sup
g∈(C(x)∩Cb)
inf
P∈P
EP[U(g)].
If in addition, we assume that Assumption 2.5, Assumption 2.7, and Assumption 2.8 hold, then we
additionally obtain that
(v) for every x > 0 we have that
u(x) = u(x),
5We choose P := Pe(P) in the definition of D.
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(vi) for every x > 0 there exists ĝ ∈ C(x) such that
inf
P∈P
EP[U(ĝ)] = sup
g∈C(x)
inf
P∈P
EP[U(g)] ≡ u(x).
The idea of the proof of Theorem 3.4 is to verify the bipolar relation of C and D and the convex-
compactness assumption on P and D to be able to apply Theorem 2.10 (the same holds true for the
corresponding results when U(0) = −∞; see Subsection 3.2). We refer to Section 5 for its proof.
In addition, we would like to emphasize that Assumptions 2.4 & 2.7 and Assumptions 2.8 & 2.14
are naturally satisfied in the setting Section 3 (see also Remark 2.9 and Remark 2.15). We refer to Sub-
section 3.3 for a detailed analysis with respect to the well-known logarithmic, power, and exponential
utilities.
3.2 Main result for utility functions unbounded from below
In this subsection we provide our main result under the setting of Section 3 for utility functions which
satisfy that U(0) = −∞.
Theorem 3.5. Let Assumption 2.5 hold. Let U be a utility function satisfying Assumption 2.12, let P,
C, and D be defined as in (3.2) and (3.4) such that Assumptions 2.7, 2.8, & 2.14, and Assumption 3.1
hold. Then the following holds:
(i) u is nondecreasing, concave, and u(x) ∈ R for all x > 0,
(ii) v is nonincreasing, convex, and v(y) ∈ R for all y > 0,
(iii) the functions u and v defined in (2.6) and (2.5) are conjugates, i.e.
u(x) = inf
y≥0
[
v(y) + xy
]
, x > 0,
v(y) = sup
x≥0
[
u(x)− xy
]
, y > 0,
(iv) for every x > 0 there exists ĝ ∈ C(x) such that
inf
P∈P
EP[U(ĝ)] = sup
g∈C(x)
inf
P∈P
EP[U(g)] ≡ u(x).
We refer to Section 5 for its proof.
3.3 Main result for logarithmic, power, and exponential utilities
The goal of this subsection is to emphasize that Assumptions 2.4 & 2.7 and Assumptions 2.8 & 2.14 are
naturally satisfied in the setting of Section 3 by showing that they automatically hold true in the case
where U(x) = log(x), U(x) = x
p
p , p ∈ (−∞, 0)∪ (0, 1), and U(x) = −e
−λx, λ > 0 (see also Remark 2.9
and Remark 2.15). As in the previous sections, we distinguish the two cases where U(0) > −∞ and
U(0) = −∞.
Corollary 3.6. Let U be either a power utility U(x) = x
p
p for some p ∈ (0, 1), or an exponential utility
function U(x) = −e−λx for some λ > 0. Moreover, let P, C, and D be defined as in (3.2) and (3.4)
such that Assumption 3.1 holds. Then the following holds:
(i) u is nondecreasing, concave and u(x) ∈ R for all x > 0,
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(ii) v is nonincreasing, convex, and v(y) ∈ R for all y > 0,
(iii) the functions u and v defined in (2.4) and (2.5) are conjugates, i.e.
u(x) = inf
y≥0
[
v(y) + xy
]
, x > 0,
v(y) = sup
x≥0
[
u(x)− xy
]
, y > 0,
(iv) for every x > 0 we have that
u(x) ≡ sup
g∈C(x)
inf
P∈P
EP[U(g)] = sup
g∈(C(x)∩Cb)
inf
P∈P
EP[U(g)].
If in addition, we assume that Assumption 2.5 holds, then we additionally obtain that
(v) for every x > 0 we have that
u(x) = u(x),
(vi) for every x > 0 there exists ĝ ∈ C(x) such that
inf
P∈P
EP[U(ĝ)] = sup
g∈C(x)
inf
P∈P
EP[U(g)] ≡ u(x).
The following corollary corresponds to the case where U(0) = −∞.
Corollary 3.7. Let Assumption 2.5 hold. Let U be either the log utility function U(x) = log(x), or a
power utility U(x) = x
p
p for some p ∈ (−∞, 0). Moreover, let P, C, and D be defined as in (3.2) and
(3.4) such that Assumption 3.1 holds. Then the following holds:
(i) u is nondecreasing, concave and u(x) ∈ R for all x > 0,
(ii) v is nonincreasing, convex, and v(y) ∈ R for all y > 0,
(iii) the functions u and v defined in (2.6) and (2.5) are conjugates, i.e.
u(x) = inf
y≥0
[
v(y) + xy
]
, x > 0,
v(y) = sup
x≥0
[
u(x)− xy
]
, y > 0,
(iv) for every x > 0 there exists ĝ ∈ C(x) such that
inf
P∈P
EP[U(ĝ)] = sup
g∈C(x)
inf
P∈P
EP[U(g)] ≡ u(x).
The proof of Corollary 3.6 and Corollary 3.7 are provided in Subsection 5.2.
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4 Proof of Theorem 2.10 and Theorem 2.16
We first start with two well-known results on the extension of utility functions defined on (0,∞), which
we provide for the sake of completeness.
Lemma 4.1. Let U : (0,∞)→ R be nondecreasing and concave. Let V : (0,∞)→ (−∞,∞] be defined
by
V (y) := sup
x≥0
[
U(x)− xy
]
, y > 0. (4.1)
Moreover, define U˜ : R→ [−∞,∞) and V˜ : R→ (−∞,∞] by
U˜(x) :=

U(x) x > 0,
limx↓0 U(x) x = 0,
−∞ x < 0,
and V˜ (y) :=

V (y) y > 0,
limy↓0 V (y) y = 0,
∞ y < 0.
(4.2)
Furthermore, define the function ϕ : R→ (−∞,∞] by ϕ(x) = −U˜(−x), x ∈ R. Then
(i) U˜ is nondecreasing, concave, proper, upper-semicontinuous;
(ii) V˜ is nonincreasing, convex, proper, lower-semicontinuous;
(iii) V˜ is the convex conjugate of ϕ;
(iv) We have for every x > 0 that
U(x) = inf
y≥0
[
V (y) + xy
]
.
Proof. Note that Item (i) and that V˜ is nonincreasing follows directly from the definitions and the
assumptions imposed on these function together with [42, Theorem 10.1, p.82]. As a consequence, ϕ
is convex, proper, and lower-semicontinuous. Hence the biconjugate theorem (see [42, Theorem 12.2,
p.104] and [42, p.52]) ensures that the conjugate ϕ∗ of ϕ is convex, proper, lower-semicontinuous and
that ϕ∗∗ = ϕ. Therefore, to prove Item (ii) and Item (iii), it remains to show that ϕ∗ = V˜ .
To that end, note that (4.2) implies for every y ∈ R that
ϕ∗(y) = sup
x∈R
[
xy − (−U˜(−x))
]
= sup
x∈R
[
− xy + U˜(x)
]
= sup
x≥0
[
− xy + U˜(x)
]
.
As a consequence, we see that R ∋ y 7→ ϕ∗(y) is nonincreasing, that for any y < 0,
ϕ∗(y) = sup
x≥0
[
− xy + U˜(x)
]
= sup
x≥0
[
x|y|+ U˜(x)
]
= +∞, (4.3)
and due to (4.1) that for any y > 0,
ϕ∗(y) = sup
x≥0
[
− xy + U˜(x)
]
= sup
x≥0
[
− xy + U(x)
]
= V (y). (4.4)
Moreover, observe that ϕ∗ being nonincreasing implies that ϕ∗(0) ≥ lim supy↓0 ϕ
∗(y), whereas the
lower-semicontinuity implies that ϕ∗(0) ≤ lim infy↓0 ϕ∗(0). Therefore, we obtain by (4.4) that
V˜ (0) = lim
y↓0
V (y) = lim
y↓0
ϕ∗(y) = ϕ∗(0). (4.5)
This shows that ϕ∗ = V˜ .
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Finally, to see that Item (iv) holds, note that the biconjugate theorem (see [42, Theorem 12.2,
p.104]) and Item (iii) imply that
sup
y∈R
[
xy − V˜ (y)] = ϕ∗∗(x) = ϕ(x) = −U˜(−x), x ∈ R.
Therefore, we deduce from (4.2) that for all x > 0,
U(x) = U˜(x) = − sup
y∈R
[
− xy − V˜ (y)] = inf
y∈R
[
xy + V˜ (y)] = inf
y≥0
[
xy + V˜ (y)] = inf
y≥0
[
xy + V (y)].
Lemma 4.2. Let V : (0,∞) → R be nonincreasing and convex. Let U : (0,∞) → [−∞,∞) be defined
by
U(x) := inf
y≥0
[
V (y) + xy
]
, x > 0. (4.6)
Moreover, define U˜ : R→ [−∞,∞) and V˜ : R→ (−∞,∞] by
U˜(x) :=

U(x) x > 0,
limx↓0 U(x) x = 0,
−∞ x < 0,
and V˜ (y) :=

V (y) y > 0,
limy↓0 V (y) y = 0,
∞ y < 0.
Furthermore, define the function ϕ : R→ (−∞,∞] by ϕ(x) = −U˜(−x), x ∈ R. Then
(i) U˜ is nondecreasing, concave, proper, upper-semicontinuous;
(ii) V˜ is nonincreasing, convex, proper, lower-semicontinuous;
(iii) V˜ is the convex conjugate of ϕ;
(iv) We have for every y > 0 that
V (y) = sup
x≥0
[
U(x)− xy
]
.
Proof. First, observe that Item (ii) and that U˜ is nondecreasing follows from their definitions and [42,
Theorem 10.1, p.82]. Moreover, since for any y ≥ 0 the function (0,∞) ∋ x 7→ V (y)+xy is continuous
and affine, we get by (4.6) that U˜ is concave and upper-semicontinuous. As a consequence, we see that
ϕ is a convex lower-semicontinuous function. Moreover, note that (4.6) and the definitions of U˜ , V˜
imply for any x ∈ R that
inf
y∈R
[
V˜ (y) + xy
]
= inf
y≥0
[
V˜ (y) + xy
]
= U˜(x).
Therefore, we get that
ϕ(x) = −U˜(−x) = − inf
y∈R
[
V˜ (y)− xy
]
= sup
y∈R
[
− V˜ (y) + xy
]
.
Hence, we conclude that ϕ(x) is the convex conjugate of V˜ . In particular, as V˜ is proper, we get from
[42, Theorem 12.2, p.104] that ϕ(x) and hence also U˜ is proper. Moreover, by the biconjugate theorem
(see [42, Theorem 12.2, p.104]), we have that V˜ = V˜ ∗∗ = ϕ∗. Thus we see that indeed, Items (i)–(iii)
hold.
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Finally, Items (i)–(iii) and the biconjugate theorem (see [42, Theorem 12.2, p.104]) imply that for
all y > 0,
V (y) = V˜ (y) = V˜ ∗∗(y) = sup
x∈R
[
xy − V˜ ∗(x)
]
= sup
x∈R
[
xy − ϕ∗∗(x)
]
= sup
x∈R
[
xy − ϕ(x)
]
= sup
x∈R
[
xy + U˜(−x)
]
= sup
x∈R
[
− xy + U˜(x)
]
= sup
x≥0
[
− xy + U˜(x)
]
= sup
x≥0
[
− xy + U(x)
]
.
We also consider the following robust maximization problem, which will be useful in the sequel:
uc(x) := sup
g∈(C(x)∩Cb)
inf
P∈P
EP[U(g)], x > 0. (4.7)
Lemma 4.3. Suppose that
{
X ∈ C+b : EQ[X] ≤ 1 for all Q ∈ D
}
= C ∩ Cb and that Assump-
tions 2.1 & 2.4 hold. Then the functions (0,∞) ∋ x 7→ u(x) and (0,∞) ∋ x 7→ uc(x) are finite valued,
nondecreasing, and concave. In particular, when setting u(0) := limx↓0 u(x) and uc(0) := limx↓0 uc(x),
then both [0,∞) ∋ x 7→ u(x) and [0,∞) ∋ x 7→ uc(x) are continuous.
Moreover, if in addition Assumptions 2.5 & 2.7 hold, then the same holds true also for the function
(0,∞) ∋ x 7→ u(x).
Proof. First, note that the assumptions ensure that the constant function 1 is in C. This implies for
every x > 0 that
u(x) = sup
g∈C(x)
inf
P∈P
EP
[
U(g)
]
≥ inf
P∈P
EP
[
U(x)
]
= U(x) > −∞. (4.8)
Since U is nondecreasing and C(x) = xC for all x > 0, we get by its definition that u is nondecreasing.
To see that u is concave, let x1, x2 ∈ (0,∞) and λ ∈ [0, 1]. Then, since U is concave and C(x) = xC,
we have for any g ∈ C that
u(λx1 + (1− λ)x2) = inf
P∈P
EP
[
U
(
(λx1 + (1− λ)x2)g
)]
≥ λ inf
P∈P
EP
[
U(x1g)
]
+ (1− λ) inf
P∈P
EP
[
U(x2g)
]
.
Since x1g ∈ C(x1) and x2g ∈ C(x2), we can take the supremum over each of these sets to see that
u(λx1 + (1− λ)x2) ≥ λu(x1) + (1− λ)u(x2),
proving that indeed, the function u is concave. Furthermore, U being nondecreasing, concave and
Assumption 2.4 ensure that u(x) < ∞ for every x > 0. Together with (4.8) we see that u(x) ∈ R for
all x > 0. Finally, the continuity of u now follows from [42, Theorem 10.1, p.82].
Next, since 1 ∈ (C ∩ Cb) ⊆ C, the same arguments guarantee that the results also hold for uc.
For the second part, note that Assumption 2.5 ensures that medial limits exist and hence u is
well-defined. Using Assumption 2.7, the result for u now follows by the same arguments.
From now on, we define
u(0) := lim
x↓0
u(x) ∈ [−∞,∞),
uc(0) := lim
x↓0
uc(x) ∈ [−∞,∞),
u(0) := lim
x↓0
u(x) ∈ [−∞,∞),
(4.9)
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which is well-defined by Lemma 4.3. We start with the proof of our main results in Theorem 2.10 in
the easier setting that U satisfies Assumption 2.2. As we will see later, this will help us to prove the
corresponding results of Theorem 2.16 in the case where U satisfies Assumption 2.12.
Proof of Theorem 2.10. We start to prove the first part of Theorem 2.10 (which does not involve u).
To that end, note first that Item (i) has been proved in Lemma 4.3. As a next step, we prove Item (iii)
and Item (iv). Note that the definition of V ensures for any y > 0, x > 0, g ∈ C(x), P ∈ P, Q ∈ D
with Q≪ P that
EP
[
V (y dQdP )
]
≥ EP
[
U(g) − gy dQdP
]
= EP[U(g)] − yEQ[g
]
≥ EP[U(g)] − xy. (4.10)
This assures for every x, y > 0 that
sup
g∈(C(x)∩Cb)
inf
P∈P
EP[U(g)] − xy ≤ sup
g∈C(x)
inf
P∈P
EP[U(g)] − xy ≤ v(y), (4.11)
which in turn implies that
sup
x>0
[
uc(x)− xy
]
≤ sup
x>0
[
u(x)− xy
]
≤ v(y), y > 0. (4.12)
Moreover, (4.12) implies for every y > 0
u(0) = lim
x↓0
[
u(x)− xy
]
≤ v(y), (4.13)
and hence we obtain the weak duality
sup
x≥0
[
uc(x)− xy
]
≤ sup
x≥0
[
u(x)− xy
]
≤ v(y), y > 0. (4.14)
To see the opposite inequalities, note that by the bipolar representation in Items (2) & (3) it holds for
every x > 0, y > 0, and g ∈ C+b that g ∈ C(x) ∩ Cb if and only if supQ∈D(y) EQ[g] ≤ xy, and hence we
obtain for every y > 0 that
sup
x>0
[
uc(x)− xy
]
= sup
x>0
sup
g∈(C(x)∩Cb)
inf
P∈P
(
EP[U(g)] − xy
)
= sup
g∈C+
b
inf
P∈P
inf
Q∈D(y)
(
EP[U(g)] − EQ[g]
)
.
(4.15)
Now, for every g ∈ C+b , the mapping
D × P ∋ (Q,P) 7→ EP[U(g)] − EQ[g] (4.16)
is convex and, since U(g) is bounded from below, also lower semicontinuous. Moreover, for every fixed
(Q,P) ∈ D × P, the mapping
C+b ∋ g 7→ EP[U(g)] − EQ[g]
is concave. This, (4.16), and the assumption that both D and P are compact ensure that we can apply
Sion’s minimax theorem [44, Theorem 4.2’] which establishes for every y > 0 that
sup
g∈C+
b
inf
P∈P,Q∈D(y)
(
EP[U(g)] − EQ[g]
)
= inf
P∈P,Q∈D(y)
sup
g∈C+
b
(
EP[U(g)] − EQ[g]
)
. (4.17)
Moreover, one can check that for any fixed P ∈ P and Q ∈ D(y) such that Q≪ P that
sup
g∈C+
b
(
EP[U(g)] − EQ[g]
)
= EP
[
sup
x>0
(
U(x)− dQdPx
)]
= EP
[
V
(
dQ
dP
)]
.
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This, (4.15), and (4.17) demonstrate that for every y > 0,
sup
x>0
[
uc(x)− xy
]
= v(y). (4.18)
Therefore, the weak duality (4.14) and the fact that u ≥ uc imply that
sup
x≥0
[
uc(x)− xy
]
= sup
x≥0
[
u(x)− xy
]
= v(y), y > 0. (4.19)
Moreover, note that (4.19) together with Lemma 4.3 and Lemma 4.1 show that
uc(x) = inf
y≥0
[
v(y) + xy
]
= u(x), x > 0,
which together with (4.19) indeed proves that Item (iii) and Item (iv) hold. Furthermore, note that
Item (i) and Item (iii) together with Lemma 4.1 imply that v is nonincreasing, convex, and proper,
which proves Item (ii). This finishes the first part of the proof.
To prove the second part of Theorem 2.10 (which involves u), note that by definition of g ∈ C(x),
there exists a sequence (gn)n∈N ⊆ C(x) such that g = limmedn→∞ gn. Therefore, the definition of
V and Fatou’s lemma for the medial limit (see [2, Lemma 3.8(v)]) imply that for any y > 0, x > 0,
g ∈ C(x), P ∈ P, Q ∈ D with Q≪ P,
EP
[
V (y dQdP )
]
≥ EP
[
U(g)
]
− EP[gy
dQ
dP
]
= EP
[
U(g)
]
− yEQ
[
limmed
n→∞
gn
]
≥ EP
[
U(g)
]
− y limmed
n→∞
EQ
[
gn
]
≥ EP
[
U(g)
]
− xy.
(4.20)
This, the fact u(x) ≤ u(x) as C(x) ⊆ C(x) for every x > 0, (4.19), and (4.13) (with u replaced by u)
show that
v(y) = sup
x≥0
[
u(x)− xy
]
≤ sup
x≥0
[
u(x)− xy
]
≤ v(y), y > 0,
which implies that
sup
x≥0
[
u(x)− xy
]
= sup
x≥0
[
u(x)− xy
]
= v(y), y > 0.
Combining this with Lemma 4.3 and Lemma 4.1 shows that
u(x) = inf
y≥0
[
v(y) + xy
]
= u(x), x > 0,
which proves Item (v).
Finally, to see that Item (vi) holds, we know from Item (v) that u = u, hence for each n ∈ N there
exists an element gn ∈ C(x) such that
u(x) ≤ inf
P∈P
EP[U(gn)] +
1
n . (4.21)
Define
ĝ := limmed
n→∞
gn ∈ C(x).
Since U is concave, we obtain by Jensen’s inequality for medial limits (see [2, Lemma 3.8(iii)]) that
U(ĝ) = U
(
limmed
n→∞
gn
)
≥ limmed
n→∞
U
(
gn
)
.
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Therefore, since by Assumption 2.8 the sequence max
{
U(gn), 0
}
, n ∈ N, is uniformly integrable with
respect to any P ∈ P, Fatou’s lemma for the medial limit (see [2, Lemma 3.8(v)]) and (4.21) ensure
that
inf
P∈P
EP[U(ĝ)] ≥ inf
P∈P
limmed
n→∞
EP
[
U(gn)
]
≥ limmed
n→∞
(
u(x)− 1n
)
= u(x).
This shows that indeed Item (vi) holds and finishes the proof.
It remains to prove Theorem 2.16. To that end, from now on, we denote for every n ∈ N,
Un(x) := U(x+
1
n
)
, x ≥ 0,
Vn(y) := sup
x≥0
[
Un(x)− xy
]
, y ≥ 0, (4.22)
and define un and vn as in (2.6) and (2.5), but with respect to Un and Vn, respectively. Note that if
U satisfies Assumption 2.12, then each Un, n ∈ N, is a utility function which satisfies Assumption 2.2;
in particular we can apply Theorem 2.10 with respect to each Un. This will be useful, by applying a
limit argument, to prove Theorem 2.16 for the case that U satisfies Assumption 2.12.
Lemma 4.4. Let the assumptions in Theorem 2.16 hold. Then for every y > 0 we have that
infn∈N Vn(y) = V (y).
Proof. Since Un ≥ U it follows from the definition that Vn ≥ V for each n ∈ N, and hence we focus on
showing that infn∈N Vn ≤ V . To that end, fix some y > 0 and let (xn)n∈N ⊆ [0,∞) such that for each
n ∈ N
Vn(y) = sup
x≥0
[
U(x+ 1n)− xy
]
≤ U
(
xn +
1
n
)
− xny +
1
n . (4.23)
In particular, by monotonicity of U , we have that
sup
x≥0
[
U(x)− xy
]
≤ sup
x≥0
[
U(x+ 1n)− xy
]
≤ U
(
xn +
1
n
)
− xny +
1
n . (4.24)
Now notice that U satisfying Assumption 2.12 enforces that lim infn→∞ xn > 0, since otherwise
lim infn→∞U(xn + 1/n) − xny = U(0) = −∞, which contradicts (4.24). Therefore, without loss
of generality, we may assume that xn > 0 for each n.
Moreover, we claim that lim supn→∞ xn < ∞. Indeed, if lim supn→∞ xn = ∞, then there is a
subsequence (which we still denote by (xn)n∈N) such that limn→∞ xn = ∞. Therefore, by concavity
and monotonicity of U , we get that
U(xn)
xn
≤
U(xn+
1
n
)
xn
≤
(
U(xn)
xn
+ ∂+U(xn)nxn
)
,
where ∂+U denotes the right-derivative of U . Therefore, as U is nondecreasing and concave satisfying
Assumption 2.12, we obtain that
lim
n→∞
U(xn+
1
n
)
xn
= 0.
For any fixed 0 < ε < y, we hence see for big enough n that∣∣U(xn+ 1n )
xn
∣∣ ≤ ε.
This ensures for any big enough n that
U
(
xn +
1
n
)
− xny = xn
(
U(xn+
1
n
)
xn
− y
)
≤ xn
(
ε− y
)
< 0.
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This, in turn, implies that
lim
n→∞
U
(
xn +
1
n
)
− xny = −∞,
which contradicts (4.24).
Therefore, we conclude that the sequence (xn)n∈N is bounded, and after passing to a subsequence,
it has a limit x ∈ (0,∞). Thus by (4.23) we obtain that
V (y) ≥ U(x)− xy = lim
n→∞
(
U
(
xn +
1
n
)
− xny
)
≥ inf
n∈N
Vn(y),
which completes the proof.
Now we are ready to present the proof of our main results for the case where U satisfies Assumption 2.12.
Proof of Theorem 2.16. First, recall that Item (i) has been proved in Lemma 4.3.
Furthermore, since each Un satisfies Assumption 2.2, we get from Theorem 2.10 that for every
n ∈ N
un(x) := inf
y≥0
[
vn(y) + xy
]
, x > 0,
vn(y) := sup
x≥0
[
un(x)− xy
]
, y > 0.
(4.25)
Now, we claim that u(x) = infn un(x) for each x > 0. Indeed, since by monotonicity un ≥ u, we
only need to show that u(x) ≥ infn un(x). To that end, fix x > 0. By Theorem 2.10(v) we have that
un = un, hence there exists for each n an element gn ∈ C(x) such that
un(x) ≤ inf
P∈P
EP[Un(gn)] +
1
n = inf
P∈P
EP
[
U(gn +
1
n)
]
+ 1n . (4.26)
Define
ĝ := limmed
n→∞
gn ∈ C(x).
Since U is concave, we obtain by Jensen’s inequality for medial limits (see [2, Lemma 3.8(iii)]) that
U(ĝ) = U
(
limmed
n→∞
(gn +
1
n)
)
≥ limmed
n→∞
U
(
gn +
1
n
)
.
Therefore, since by Assumption 2.8 the sequence max{U(gn + 1/n), 0}, n ∈ N, is uniformly integrable
with respect to every P ∈ P, Fatou’s lemma for the medial limit, and (4.26) ensure that
inf
P∈P
EP[U(ĝ)] ≥ inf
P∈P
limmed
n
EP
[
U(gn +
1
n)
]
≥ limmed
n
(
un(x)−
1
n
)
= inf
n
un(x).
This together with the fact that infn un(x) ≥ u(x) shows that for every x > 0,
inf
P∈P
EP[U(ĝ)] = u(x) = inf
n
un(x). (4.27)
In particular, we see that Item (iv) holds.
Next, we claim that infn vn(y) = v(y) for each y > 0. Indeed, by Lemma 4.4 we know that
infn∈N Vn(y) = V (y) for every y > 0, and since n 7→ Vn(y) is decreasing in n, Assumption 2.14
together with the monotone convergence theorem imply for every y > 0 that
inf
n
vn(y) = inf
Q∈D,P∈P
inf
n
EP
[
Vn
(
y dQdP
)]
= inf
Q∈D,P∈P
EP
[
V
(
y dQdP
)]
= v(y).
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This, (4.27), and (4.25) ensure that for every x > 0,
u(x) = inf
n∈N
un(x) = inf
n∈N
inf
y≥0
[
vn(y) + xy
]
= inf
y≥0
[
inf
n∈N
vn(y) + xy
]
= inf
y≥0
[v(y) + xy
]
. (4.28)
Furthermore, since by (4.25) we know that each vn is nonincreasing, and as infn vn(y) = v(y), we
see that also v is nonincreasing on [0,∞). In addition, as n 7→ vn(y) is nonincreasing for each y > 0,
and as each vn is convex, we conclude that also v = limn vn is convex. Moreover, by (4.28) we have
for every x > 0, y ≥ 0 that u(x) ≤ v(y) + xy, which together with Lemma 4.3 imply that v(y) > −∞
for all y ≥ 0. In addition, by Assumption 2.14, we get that v(y) < ∞ for all y > 0. Therefore, we
conclude that v(y) ∈ R for every y > 0 and hence proves Item (ii). Finally, we can apply Lemma 4.2
together with (4.28) to conclude that indeed for every y > 0 we have that
v(y) = sup
x≥0
[
u(x)− xy
]
,
which together with (4.28) proves Item (iii) and finishes the proof.
5 Proof of Theorem 3.4 & 3.5 and Corollary 3.6 & 3.7
The idea of the proof of Theorem 3.4 & 3.5 and Corollary 3.6 & 3.7 is to verify that the assumptions
in Theorem 2.10 are satisfied. To that end, throughout this section, we put ourselves into the setting
of Section 3 and refer by C, D, P to the corresponding sets specified there.
We recall the set of probability measures
Pe(P) :=
{
Q ∈ P(Ω): ∃P ∈ P such that Q ≈ P
}
and consider the following sets of probability measures, which will be useful in the sequel:
Me(P) :=
{
Q ∈ Pe(P) : S is a Q-F-local martingale
}
,
M :=
{
Q ∈ Pacsem : S is a Q-F-local martingale with c
Q ∈ Θc Q⊗ dt-a.e.
}
.
Remark 5.1. By definition, we have that M = Pacsem(Θ˜) for the set Θ˜ := {0} × Θc ⊆ R
d × Sd+. In
addition, due to Assumption 3.1, we will show in Proposition 5.7 that in fact M = Me(P).
5.1 Proof of Theorem 3.4 and Theorem 3.5
Lemma 5.2. Let Assumption 3.1 hold. Then for each P ∈ P there exists Q ∈ M such that Q ≈ P.
Conversely, for each Q ∈M there exists P ∈ P such that Q ≈ P.
Proof. Let P ∈ P and consider the canonical decomposition of S under P
St =
∫ t
0
bPs ds+M
P
t , 0 ≤ t ≤ T,
where MP is a continuous P-local martingale with d〈M
P〉
dt = c
P. Then Assumption 3.1 guarantees that
the stochastic process
Zt := E
(∫ t
0
−
[
(cP)−1
]
s
bPs dM
P
s
)
, 0 ≤ t ≤ T, (5.1)
where E(·) denotes the stochastic exponential, is well-defined and, e.g. by applying Novikov’s condi-
tion, one sees that Z defines a strictly positive continuous P-martingale. Therefore, one can define a
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measure Q ≈ P using (Zt)0≤t≤T as density process. Moreover, Girsanov’s transformation theorem and
Remark 5.1 ensures that Q ∈ M.
Conversely, let Q ∈ M. By [29, Theorem 2.6], there exists an F-predictable process such that
c = cQ Q⊗ dt-a.s. Consider the set
Υ :=
{
(ω, t) ∈ Ω× [0, T ] : ∃ b ∈ Rd with (b, ct(ω)) ∈ Θ
}
. (5.2)
Since by assumption Θ ⊆ Rd × Sd+ is compact (and hence closed), and the map (Ω × [0, T ]) × R
d ∋
(ω, t, b) 7→ (b, ct(ω)) ∈ R
d× Sd+ is a Carathéodory function, the implicit measurable functions theorem
(see [43, Theorem 14.16, p.654]) ensures that Υ ⊆ Ω× [0, T ] is an element of the F-predictable σ-field
and that there exists a F-predictable Rd-valued stochastic process (bt)t∈[0,T ] such that
(bt(ω), ct(ω)) ∈ Θ for all (ω, t) ∈ Υ.
Note that as c = cQ Q⊗ dt-a.s., Θc = projc(Θ), and Q ∈M we have that Υ has Q⊗ dt-full measure.
Next, similar to above, Assumption 3.1 guarantees that the process
Z˜t := E
(∫ t
0
[
c−1
]
s
bs dSs
)
(5.3)
is well-defined and, e.g. by applying Novikov’s condition, one sees that Z˜ defines a strictly positive
continuous Q-martingale. Hence one can define a measure P ≈ Q using the process (Z˜t)t∈[0,T ] as
density process. Moreover, Girsanov’s transformation theorem ensures that MP := S −
∫ ·
0 bs ds is a
P-local martingale. This in turn shows that
St = St −
∫ t
0
bs ds+
∫ t
0
bs ds = M
P
t +
∫ t
0
bs ds, t ∈ [0, T ],
which implies that P ∈ P.
As a consequence of the above lemma, we obtain the following observation.
Remark 5.3. Let Assumption 3.1 hold. Then Lemma 5.2 implies that the collection NP of all sets
which are FT -P null for every P ∈ P coincide with the corresponding set NM. In particular, we see
that
Gt =
⋂
s>t
(
F∗s ∨ N
M
)
, 0 ≤ t ≤ T.
Lemma 5.4. Let Assumption 3.1 holds. Then there exists ĉ ∈ Sd++ which is diagonal and satisfies that
ĉ ≤ c for all c ∈ Θc.
Proof. Due to Assumption 3.1, there exists c ∈ Sd++ which satisfies that c ≤ c for all c ∈ Θc. Let
λmin(c) > 0 be the smallest eigenvalue of c. Then we define ĉ = (ĉij)i,j∈{1,...,d} by
ĉij := λmin(c) IdRd×d =
{
λmin(c) if i = j
0 if i 6= j.
To see that ĉ satisfies the desired properties, observe that ĉ ∈ Sd++ and is diagonal. Moreover, any
eigenvalue of c−ĉ is of the form λi−λmin(c) for some eigenvalue λi of c. This implies that λmin(c−ĉ) = 0,
which ensures that ĉ ≤ c.
Lemma 5.5. Let Assumption 3.1 hold and let (Ht)t∈[0,T ] be a G-predictable process. Then (Ht)t∈[0,T ]
is S-integrable with respect to P for all P ∈ P if and only if (Ht)t∈[0,T ] is S-integrable with respect to
Q for all Q ∈ M.
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Proof. For the first direction, assume that (Ht)t∈[0,T ] is S-integrable with respect to every P ∈ P, and
let Q ∈ M. By Lemma 5.2 there exists P ∈ P such that P ≈ Q. Let
S = S0 +M
P +
∫ ·
0
bPs ds
be its canonical representation under P, where MP is a P-local martingale with second differential
characteristic cP = (cij,P)i,j∈{1,...,d}. Then, as H = (H(1), . . . ,H(d)) is S-integrable with respect to P
and P ≈ Q, we have that cQ = cP Q⊗ dt-a.s. and by [18, III.6.17, p.207] that Q-a.s. (and P-a.s.)∫ T
0
d∑
i,j=1
H(i)s c
ij,Q
s H
(j)
s ds =
∫ T
0
d∑
i,j=1
H(i)s c
ij,P
s H
(j)
s ds <∞.
This implies by [18, Theorem III.6.4, p.204] that H is S-integrable with respect to Q.
On the other hand, assume now that (Ht)t∈[0,T ] is S-integrable with respect every Q ∈ M, and let
P ∈ P. Moreover, let
S = S0 +M
P +
∫ ·
0
bPs ds
be the canonical decomposition of S under P, where MP is a P-local martingale with second differential
characteristic cP = (cij,P)i,j∈{1,...,d}. By Lemma 5.2 there exists Q ∈ M such that Q ≈ P. Moreover,
due to Assumption 3.1, we know from Lemma 5.4 that there exists ĉ ∈ Sd++ which is diagonal and
satisfies that ĉ ≤ c for all c ∈ Θc. Therefore, by [18, Theorem III.6.4, p.204], we have Q-a.s. that
d∑
i=1
(
ĉii
∫ T
0
|H(i)s |
2 ds
)
=
∫ T
0
d∑
i,j=1
H(i)s ĉ
ijH(j)s ds ≤
∫ T
0
d∑
i,j=1
H(i)s c
ij,Q
s H
(j)
s ds <∞.
This and the fact that ĉii > 0 for each i implies that each summand on the left-hand side is nonnegative
and hence finite Q-a.s.. In particular, we have for each i ∈ {1, . . . , d} that Q-a.s. (and hence also P-a.s.),∫ T
0
∣∣H(i)s ∣∣2 ds <∞. (5.4)
Moreover, the hypothesis that Θ is compact (and hence bounded) ensures that K := sup(b,c)∈Θ
[
‖b‖+
‖c‖
]
< ∞. This, (5.4), the fact that cP = cQ P ⊗ dt-a.s., the Cauchy-Schwarz inequality, and [18,
Theorem III.6.4, p.204] imply that P-a.s. (and also Q-a.s.)∫ T
0
∣∣∣ d∑
i=1
H(i)s b
i,P
s
∣∣∣ ds+ ∫ T
0
d∑
i=1
H(i)s c
ij,P
s H
(j)
s ds ≤
∫ T
0
K
√
d∑
i=1
∣∣H(i)s ∣∣2 ds+ ∫ T
0
d∑
i=1
H(i)s c
ij,Q
s H
(j)
s ds
≤ K
∫ T
0
[
1 +
d∑
i=1
∣∣H(i)s ∣∣2] ds+ ∫ T
0
d∑
i=1
H(i)s c
ij,Q
s H
(j)
s ds
<∞.
By [18, III.6.17, p.207], we hence get that (Ht)t∈[0,T ] is S-integrable with respect to P, which finishes
the proof.
The following lemma is one of the two main tools to verify that the bipolar relation of C and
D imposed in Theorem 2.10 and Theorem 2.16 hold. It states that on Ω = C([0, T ],Rd) the set of
separating measures, which coincides with the set of local-martingale measures as S has continuous
sample paths, is already characterized by the separation of continuous functions.
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Lemma 5.6. Let
Γ :=
{
γ ∈ Cb(Ω): there exists H ∈ H such that γ ≤ (H · S)T
}
, (5.5)
and let Q ∈ P(Ω) such that EQ[γ] ≤ 0 for all γ ∈ Γ. Then (St)0≤t≤T is a Q-F-local martingale.
Proof. This follows directly from Proposition A.2 and Remark A.1, which in turn is a slight modification
of [3, Proposition 5.5] and [4, Proposition 4.4].
The following two lemmas are direct consequences of Lemma 5.6.
Proposition 5.7. We have that
Me(P) = D =
{
Q ∈ Pe(P) : EQ[X] ≤ 1 for all X ∈ (C ∩ Cb)
}
.
In addition, if Assumption 3.1 holds, then we additionally have that
M = Me(P).
Proof. Throughout this proof, let (C ∩ Cb)◦ :=
{
Q ∈ Pe(P) : EQ[X] ≤ 1 for all X ∈ (C ∩Cb)
}
.
Now, to see that Me(P) ⊆ D, let Q ∈Me(P) and let X ∈ C. We need to show that EQ[X] ≤ 1. To
see this, note that by definition of Me(P) there exists P ∈ P such that P ≈ Q. Moreover, by definition
of the set C there exists H ∈ H such that X ≤ 1+(H ·S)T P-a.s.. This and the fact that P ≈ Q ensure
that also X ≤ 1 + (H · S)T Q-a.s.. Therefore, since by definition of the set H and as Q ≈ P we have
that (H · S) is Q-a.s. bounded from below by a constant and hence a Q-supermartingale, we conclude
that indeed EQ[X] ≤ 1. Furthermore, D ⊆ (C ∩ Cb)◦ follows directly from the definition of (C ∩ Cb)◦,
as C ∩Cb ⊆ C.
To see that Me(P) ⊇ (C ∩ Cb)◦, let Q ∈ (C ∩ Cb)◦. By definition, Q ∈ Pe(P). Now, for each
γ ∈ Γ ⊆ Cb(Ω) there exists c ≥ 0 such that c + γ ≥ 0. This implies that 1c (c + γ) ∈ C ∩ Cb. This in
turn implies that EQ[1c (c+ γ)] ≤ 1 which is equivalent to EQ[γ] ≤ 0. By Lemma 5.6 we get that Q is
a local-martingale measure for S. This and the fact that Q ∈ Pe(P) implies that Q ∈Me(P). Hence
we have indeed shown that
Me(P) = D = (C ∩Cb)
◦.
Finally, if Assumption 3.1 holds, then M ⊆ Me(P) follows directly from Lemma 5.2. Conversely,
Me(P) ⊆ M follows by Girsanov’s theorem for semimartingales [18, Theorem III.3.24, p.172] and
the fact that a semimartingale with continuous sample paths is a local martingale if and only if its
predictable finite-variation part vanishes.
Proposition 5.8. Let Assumption 3.1 hold. Then both P,D ⊆ P(Ω) are convex and compact.
Proof. First, note that by definition M = Pacsem(Θ˜), where Θ˜ := {0} × Θc ⊆ R
d × Sd+ and Θc :=
projc(Θ) ⊆ S
d
+. Moreover, as by assumption Θ is convex and compact, so is Θ˜. Therefore, the
compactness of P and M follows directly from [25, Theorem 2.5], whereas the convexity of P and M
follows by [18, Theorem III.3.40, p.176]. In addition, we know by Proposition 5.7 that M = D, which
finishes the proof.
The following lemma is the second crucial tool to prove the bipolar relation imposed on C and D.
It heavily uses the fact that one can construct a process Y which is a Q-supermartingale for every
Q ∈ M, as well as the robust optional decomposition theorem.
Proposition 5.9. Let Assumption 3.1 hold. Then we have that{
X ∈ C+b : EQ[X] ≤ 1 for all Q ∈ D
}
= C ∩ Cb.
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Proof. By definition, we have that
{
X ∈ C+b : EQ[X] ≤ 1 for all Q ∈ D
}
⊇ C ∩Cb. To see the opposite
inclusion, let X ∈ C+b such that EQ[X] ≤ 1 for all Q ∈ D. Since X is nonnegative, bounded, and
continuous (and so Borel), and since by [30, Theorem 2.1] the setM satisfies the so-called Condition (A)
(see [30] or [37] for the precise definition), we can apply the same argument as in the proof of [37,
Theorem 3.2] and [28, Theorem 2.3] and use Remark 5.3 to obtain a G-adapted nonnegative process
(Yt)0≤t≤T with càdlàg sample paths which is a Q-G-supermartingale for every Q ∈ M and satisfies
that
Y0 ≤ sup
Q∈M
EQ[X] as well as YT = X Q-a.s. for all Q ∈ M. (5.6)
Moreover, since the set M is saturated (in the notion of [37], see also [37, Lemma 4.2]), the robust
optional decomposition theorem (see [37, Theorem 2.4]) ensures the existence of a G-predictable process
H such that H is S-integrable for all Q ∈ M and
Y − (H · S) is nonincreasing Q-a.s. for all Q ∈ M. (5.7)
Combining this, (5.6), and the fact that by Proposition 5.7 we know that M = D implies that
1 + (H · S)T ≥ Y0 + (H · S)T ≥ YT = X Q-a.s. for all Q ∈ M. (5.8)
Moreover, for any Q ∈ M we use (5.6), (5.7), that Y ≥ 0 is a Q-supermartingale, and that M = D to
see that
(H · S)t ≥ Yt − Y0 ≥ EQ[X | Gt]− 1 ≥ −1 Q-a.s. (5.9)
for all t ∈ [0, T ]. Therefore, we conclude that (H · S) ≥ −1 M-q.s., which by Lemma 5.2 implies that
(H ·S) ≥ −1 P-q.s.. This and Lemma 5.5 ensure that H ∈ H. Moreover, Lemma 5.2 and (5.8) assure
that
1 + (H · S)T ≥ X P-a.s. for all P ∈ P,
which by definition shows that X ∈ C. As by assumption X ∈ C+b we indeed get that X ∈ C ∩Cb.
Now we are able to finish the proof of Theorem 3.4.
Proof of Theorem 3.4 and Theorem 3.5. We verify that Assumption 2.1, the bipolar relation of C and
D, and the convex-compactness assumption on P and D are satisfied.
To that end, note that Lemma 5.2 ensures that Assumption 2.1 hold. Moreover, observe that
Proposition 5.8 assures that P and D (with P := Pe(P)) are both convex and compact (see also
Item (1)). In addition, we get from Proposition 5.7 and Proposition 5.9 that the bipolar relation of C
and D (see, e.g., Items (2) & (3)) hold. Therefore, the result now follows directly from Theorem 2.10
and Theorem 2.16, respectively.
5.2 Proof of Corollary 3.6 and Corollary 3.7
The idea of the proof of Corollary 3.6 and Corollary 3.7 is to verify in the setting of drift and volatility
uncertainty introduced in Section 3 that Assumptions 2.4 & 2.7 and Assumptions 2.8 & 2.14 hold for
the specific utility functions. Then the result immediately follows from Theorem 3.4 and Theorem 3.5.
First, note that every utility function which is bounded from above automatically satisfies Assump-
tions 2.4 & 2.7 as well as Assumptions 2.8 & 2.14; see also Remark 2.9 and Remark 2.15. Therefore,
we only have to focus on the utility functions U(x) := log(x) and U(x) := x
p
p , p ∈ (0, 1), to prove
Corollary 3.6 and Corollary 3.7.
Moreover, observe that due to Assumption 3.1, we have that
K := 1 + sup
(b,c)∈Θ
[
‖b‖+ ‖c‖+ ‖c−1‖
]
<∞. (5.10)
The following lemma will be used several times in this subsection.
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Lemma 5.10. Let Assumption 3.1 hold. Then for every P ∈ P there exists Q ∈Me(P) such that for
every δ ∈ (0,∞)
EQ
[(
dP
dQ
)δ]
<∞. (5.11)
Proof. Let P ∈ P. Jensen’s inequality, Lemma 5.2, and Proposition 5.7 ensure that the statement holds
for δ ∈ (0, 1], hence we only need to focus on the case δ > 1. Note that from the proof of Lemma 5.2,
see (5.1) and (5.3), we know that there exists Q ∈Me(P) such that
dP
dQ = E
(∫ T
0
[
(cP)−1
]
s
bPs dS
)
Q-a.s., (5.12)
where (bP, cP) denotes the differential characteristics of S under P. This and the fact that cQ = cP Q⊗dt-
a.s. imply for every δ > 1 that
EQ
[
E
(∫ T
0
[
(cP)−1
]
s
bPs dS
)δ]
= EQ
[
exp
(∫ T
0
[
(cP)−1
]
s
bPs dS −
1
2
∫ T
0
d∑
i,j=1
bi,Ps
[
(cP)−1
]ij
s
bj,Ps ds
)δ]
= EQ
[
exp
(∫ T
0
δ
[
(cP)−1
]
s
bPs dS −
1
2
∫ T
0
d∑
i,j=1
δ2bi,Ps
[
(cPs )
−1
]ij
bj,Ps ds
)
· exp
(
1
2 (δ
2 − δ)
∫ T
0
d∑
i,j=1
bi,Ps
[
(cP)−1
]ij
s
bj,Ps ds
)]
= EQ
[
E
(∫ T
0
δ
[
(cP)−1
]
s
bPs dS
)
exp
(
1
2(δ
2 − δ)
∫ T
0
d∑
i,j=1
bi,Ps
[
(cP)−1
]ij
s
bj,Ps ds
)]
.
This, the fact that by Assumption 3.1 we have (5.10), and the fact that S under Q is a (local-)
martingale show that for every δ > 1, we indeed have that
EQ
[
E
(∫ T
0
[
(cP)−1
]
s
bPs dS
)δ]
≤ EQ
[
E
(∫ T
0
δ
[
(cP)−1
]
s
bPs dS
)]
exp
(
1
2(δ
2 − δ)Td2K3
)
= exp
(
1
2(δ
2 − δ)Td2K3
)
<∞.
Lemma 5.11. Let Assumption 3.1 hold, and let x > 0 and (gn)n∈N ⊆ C(x). Then for every ε ∈ (0, 1)
we have that
sup
n∈N
sup
P∈P
EP
[
(gn)
ε
]
<∞.
Proof. Fix ε ∈ (0, 1), n ∈ N, and P ∈ P. By Lemma 5.10, there exists Q ∈ Me(P) which satisfies for
every δ ∈ (0,∞) that c(δ) := EQ
[
( dPdQ)
δ
]
< ∞. Therefore, Hölders inequality (applied to p := 11−ε ,
q := 1ε ) and the fact that D = Me(P) (see Proposition 5.7) ensure that indeed
EP
[
(gn)
ε
]
≤ EQ
[
dP
dQ(gn)
ε
]
≤ EQ
[(
dP
dQ
)1/(1−ε)](1−ε)
EQ
[
gn
]ε
≤ c(1/(1−ε))1−εxε <∞.
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Lemma 5.12. Let Assumption 3.1 hold, and let U(x) := log(x). Then for every x > 0, (gn)n∈N ⊆ C(x)
we have that the sequence of random variables
max
{
log(gn +
1
n), 0
}
, n ∈ N,
is P-uniformly integrable for every P ∈ P.
Proof. Fix P ∈ P, let ε ∈ (0, 1), and define the function Ψ: [0,∞)→ [0,∞) by Ψ(x) = exp(εx). Then,
by the de la Vallée-Poussin theorem, it suffices to show that
sup
n∈N
EP
[
Ψ
(
max
{
log(gn +
1
n), 0
})]
<∞.
Since x 7→ Ψ(x) = exp(εx) is increasing, we have for every n ∈ N that
Ψ
(
max
{
log(gn +
1
n), 0
})
= max
{
Ψ
(
log(gn +
1
n)
)
,Ψ(0)
}
= max
{
(gn +
1
n)
ε, 1
}
,
hence it suffices to show that
sup
n∈N
EP
[
(gn +
1
n)
ε
]
<∞.
Therefore, as (gn + 1n)
ε ≤ (gn)
ε + ( 1n)
ε for each n ∈ N, it suffices to show that
sup
n∈N
EP
[
(gn)
ε
]
<∞. (5.13)
Lemma 5.11 hence indeed implies that (5.13) holds.
Lemma 5.13. Let Assumption 3.1 hold, and let U(x) := x
p
p for some p ∈ (0, 1). Then for every x > 0,
(gn)n∈N ⊆ C(x) we have that the sequence of random variables
(gn +
1
n)
p
p
, n ∈ N,
is P-uniformly integrable for every P ∈ P.
Proof. Fix P ∈ P, let ε ∈ (p, 1), and define the function Ψ: [0,∞)→ [0,∞) by Ψ(x) = xε/p. Then, by
the de la Vallée-Poussin theorem, it suffices to show that
sup
n∈N
EP
[
Ψ
(
(gn+
1
n
)p
p
)]
<∞.
To see this, since Ψ(x) = xε/p, it suffices to show that
sup
n∈N
EP
[
(gn)
ε
]
<∞,
which follows directly from Lemma 5.11.
Now, recall that
V1(y) := sup
x≥0
[
U1(x)− xy
]
, y > 0,
where U1(x) := U(x+ 1), x ≥ 0. Then we have the following.
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Lemma 5.14. For each p ∈ (0, 1), y > 0 we have that
V1,log(y) := sup
x≥0
[
log(x+ 1)− xy
]
≤ log
(
1
y )− 1 + y,
V1,p(y) := sup
x≥0
[ (x+1)p
p − xy
]
≤ (1p − 1
)(
1
y
) p
1−p + y.
(5.14)
Proof. We start for the log-case. To that end, for every y > 0, let x̂1,log(y) := 1y − 1. Then one sees,
using the first-order condition, that for every y > 0,
V1,log(y) ≤ sup
x≥−1
[
log(x+ 1)− xy
]
=
[
log
(
x̂1,log(y) + 1
)
− x̂1,log(y)y
]
= log
(
1
y )− 1 + y.
To see the result for the power-case, we set for every y > 0 that x̂1,p(y) := y
1/(p−1) − 1. Then, using
the first-order condition, we get for every y > 0 that
V1,p(y) ≤ sup
x≥−1
[ (x+1)p
p − xy
]
=
[(
x̂1,p(y)+1
)p
p − x̂1,p(y)y
]
= (1p − 1
)(
1
y
) p
1−p + y.
Lemma 5.15. Let Assumption 3.1 hold. Then, for every y > 0 and every P ∈ P there exists Q ∈ D
such that
EP
[
max
{
V1,log(y
dQ
dP ), 0
}]
<∞.
Proof. Let y > 0 and P ∈ P. By Proposition 5.7, we know that D = Me(P). Moreover, by Lemma 5.10,
there exists Q ∈ Me(P) which satisfies for every δ ∈ (0,∞) that c(δ) := EQ
[
( dPdQ )
δ
]
< ∞. This and
Lemma 5.14 imply that
EP
[
max
{
V1,log(y
dQ
dP ), 0
}]
= EP
[
max
{
log
(
1
y
dP
dQ
)
− 1 + y dQdP , 0
}]
≤ max
{
log
(
1
y ), 0
}
+ EP
[
max
{
log
(
dP
dQ
)
, 0
}]
+ yEP
[
dQ
dP
]
.
Since EP
[
dQ
dP
]
= 1, it hence suffices to show that EP
[
max
{
log
(
dP
dQ
)
, 0
}]
< ∞. To see this, note that
the fact that log(x) ≤ 1 + x for all x ≥ 0 and Lemma 5.10 indeed ensure that
EP
[
max
{
log
(
dP
dQ
)
, 0
}]
= EQ
[
dP
dQ max
{
log
(
dP
dQ
)
, 0
}]
≤ EQ
[
dP
dQ
(
1 + dPdQ
)]
<∞.
Lemma 5.16. Let Assumption 3.1 hold. Then, for every y > 0 and every P ∈ P there exists Q ∈ D
such that
EP
[
max
{
V1,p(y
dQ
dP ), 0
}]
<∞.
Proof. Let y > 0 and P ∈ P. By Proposition 5.7, we know that D = Me(P). Moreover, by Lemma 5.10,
there exists Q ∈ Me(P) which satisfies for every δ ∈ (0,∞) that c(δ) := EQ
[
( dPdQ)
δ
]
< ∞. This, the
fact that dQdP ∈ L
1(P), and Lemma 5.14 imply that
EP
[
max
{
V1,p(y
dQ
dP ), 0
}]
= (1p − 1
)(
1
y
) p
1−p EP
[(
dP
dQ
) p
1−p
]
+ yEP
[
dQ
dP
]
= (1p − 1
)(
1
y
) p
1−p EQ
[(
dP
dQ
)1+ p
1−p
]
+ yEP
[
dQ
dP
]
<∞.
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Lemma 5.17. Let the utility function U be either U(x) := log(x) or U(x) := x
p
p for some p ∈
(0, 1), and let Assumption 3.1 hold. Then for every x > 0 we have that u(x) < ∞. If in addition
Assumption 2.5 holds, then we also have that u(x) <∞.
Proof. By Lemma 5.10, we know that for every P there exists QP ∈ Me(P) which satisfies for every
δ ∈ (0,∞) that c(δ) := EQP
[
( dPdQP )
δ
]
< ∞. By the weak duality, see also (4.10)–(4.11), the fact that
V (y) ≤ V1(y) for every y ≥ 0, and Lemma 5.15 & 5.16 we see that indeed for every x > 0, y > 0,
u(x) ≤ v(y) + xy ≤ inf
P∈P
EP
[
max
{
V1(y
dQP
dP ), 0
}]
+ xy <∞.
If Assumption 2.5 holds in addition, then the same arguments, together with the weak duality with
respect to u derived in (4.20), show that also u(x) <∞ for all x > 0.
We are now able to provide the proof of Corollary 3.6 and Corollary 3.7.
Proof of Corollary 3.6 and Corollary 3.7. We verify that the Assumptions 2.4 & 2.7 and Assump-
tions 2.8 & 2.14 hold for the specific utility functions.
First, note that the specific utility functions U : [0,∞)→ [−∞,∞) defined by U(x) = x
p
p , p ∈ (0, 1),
and U(x) = −e−λx, λ > 0, satisfy Assumption 2.2, whereas the utility functions U(x) := log(x) and
U(x) := x
p
p , p ∈ (−∞, 0), satisfy Assumption 2.12. Moreover, note that every utility function which is
bounded from above automatically satisfies the Assumptions 2.4 & 2.7 and Assumptions 2.8 & 2.14;
see also Remark 2.9 and Remark 2.15. Therefore, we only need to show that the Assumptions 2.4 & 2.7
and Assumptions 2.8 & 2.14 hold for the utility functions U(x) := log(x) and U(x) = x
p
p , p ∈ (0, 1).
To that end, note that for these utility functions, Lemma 5.17 guarantees that Assumptions 2.4 & 2.7
hold, Lemma 5.15 & 5.16 show that Assumption 2.14 hold, whereas Lemmas 5.12 & 5.13 ensure that
Assumption 2.8 hold. Therefore, Corollary 3.6 now directly follows from Theorem 3.4 together with
the fact that Assumption 2.14 implies that v(y) < ∞ for every y > 0, whereas Corollary 3.7 now
directly follows from Theorem 3.5.
A Appendix: Continuous separation
Throughout this section, we will work in the framework of Section 3. We recall that Ω := C([0, T ],Rd)
is endowed with its Borel σ-field F . Moreover, we let (St)0≤t≤T be the canonical process. In addition,
we let F be the raw filtration generated the canonical process and F+ denotes the corresponding
right-continuous version of F.
We define the set Hs,d(F+) of all d-dimensional F+-simple processes H : Ω × [0, T ] → Rd of the
form Ht(ω) :=
∑L
ℓ=1 hℓ(ω)1(τℓ ,τℓ+1](t) for (ω, t) ∈ Ω× [0, T ], where L ∈ N, 0 ≤ τ1 ≤ · · · ≤ τL+1 ≤ T are
F+-stopping times, and hℓ := (h
(1)
ℓ , . . . , h
(d)
ℓ ) : Ω→ R
d is bounded and Fτℓ+-measurable. Furthermore
we define for every m ∈ N the set
Hs,d,m(F+) :=
{
H ∈ Hs,d(F+) : (H · S) ≥ −m pointwise on Ω× [0, T ]
}
.
Remark A.1. Recall the filtration G and the set of strategies H introduced in Section 3. Then, the
fact that F+ ⊆ G immediately implies that Hs,d,m(F+) ⊆ H for each m ∈ N.
The following result slightly extends [3, Proposition 5.5] and [4, Proposition 4.4].
Proposition A.2. Consider the set
Γd :=
{
γ ∈ Cb(Ω): there exists m ∈ N and H ∈ Hs,d,m(F+) such that γ ≤ (H · S)T
}
. (A.1)
Moreover, let Q ∈ P(Ω) such that EQ[γ] ≤ 0 holds for all γ ∈ Γd. Then S is a Q-F-local martingale.
27
Proof. First of all, note that S = (S(1), . . . , S(d)) is a d-dimensional Q-F-local martingale if and only
if each component S(i) is a Q-F-local martingale. In addition, since each H ∈ Hs,d,m(F+) is F+-
predictable and (locally) bounded, we obtain from [18, Section III.6] that the stochastic integral (H ·S)
is well-defined and satisfies that (H · S) =
∑d
i=1(H
(i) · S(i)). Now, for every i ∈ {1, . . . , d} let
H
(i)
s,1,m(F+) :=
{
H ∈ Hs,1(F+) : (H · S
(i)) ≥ −m pointwise on Ω× [0, T ]
}
.
Then for every i ∈ {1, . . . , d}, we see that any H ∈ H(i)s,1,m(F+) can be extended to an element
Hd := (H
(1)
d , . . . ,H
(d)
d ) ∈ Hs,d,m(F+) by setting (H
(1)
d , . . . ,H
(i)
d , . . . ,H
(d)
d ) := (0, . . . ,H, . . . , 0) which
satisfies for every γ ∈ Cb(Ω) that γ ≤ (Hd · S)T if and only if γ ≤ (H · S(i))T . Therefore, we conclude
that for each i ∈ {1, . . . , d} we have that
Γ(i) :=
{
γ ∈ Cb(Ω): there exists m ∈ N, H ∈ H
(i)
s,1,m(F+) such that γ ≤ (H · S
(i))T
}
⊆ Γd.
As a consequence, it suffices to prove for each i ∈ {1, . . . , d} that if Q ∈ P(Ω) satisfies EQ[γ] ≤ 0 for
all γ ∈ Γ(i), then S(i) is a Q-F-local martingale.
Therefore, we fix any component S := S(i) and assume that EQ[γ] ≤ 0 for all γ ∈ Γ(i). We want to
show that S is a Q-F-local martingale with localizing sequence
τm := inf{t ≥ 0 : |St| ≥ m} ∧ T,
i.e. for every m ∈ N, the stopped process
Sτmt := St∧τm
is a Q-F-martingale. We follow the arguments in [3, Proposition 5.5] and [4, Proposition 4.4].
Fix m ∈ N and write τ := τm. We first show that Sτ is an F-supermartingale. To that end, let
0 ≤ s < t ≤ T , and define for every 0 < ε ≤ 1
σ := inf{r ≥ s : |Sr| ≥ m} ∧ T,
σε := inf{r ≥ s : Sr > m− ε or Sr ≤ −m+ ε} ∧ T.
Since both τ and σ are hitting times of a closed set and S has continuous sample paths, they are
F-stopping times, whereas σε, 0 < ε < 1, are F+-stopping times.
Now, fix an arbitrary Fs-measurable function h : Ω→ [0, 1]. Notice that σ = τ on {τ ≥ s}, so that
1{τ≥s}(S
σ
t −Ss) = S
τ
t −S
τ
s . Moreover, σε increases to σ as ε tends to 0, and therefore S
σε
t → S
σ
t as S
has continuous sample paths. Since additionally |Sσεt − Ss| ≤ 2m, we have that
EQ[h(S
τ
t − S
τ
s )] = EQ[h 1{τ≥s} (S
σ
t − Ss)] = lim
ε→0
EQ[h 1{τ≥s} (S
σε
t − Ss)]. (A.2)
Recall that g := h1{τ≥s} : Ω→ [0, 1] is Fs-measurable. Then, by [3, Lemma 5.3] there exists a sequence
of continuous Fs-measurable functions gk : Ω→ [0, 1] which converge Q-almost surely to g. Moreover,
as S : Ω→ C([0, T ],R) is continuous, we get from [3, Lemma 5.4] that for every 0 < ε < 1, the function
Ω ∋ ω 7→ St∧σε(ω)(ω) ∈ R (A.3)
is lower semicontinuous. In particular, for every fixed k ∈ N it holds for H := gk1((s,σε∧t]] that
Ω ∋ ω 7→ (H · S)T (ω) ∈ R is lower semicontinuous. (A.4)
28
Moreover, the fact that |S.−Ss| ≤ 2m on [[s, σε]] and gk ∈ [0, 1] implies that (H · S) ∈ [−2m, 2m] and
so
H ∈ H
(i)
s,1,2m(F+).
In addition, observe that (A.4) ensures that there exists a sequence of bounded continuous functions
γn : Ω → R such that γn ≤ (H · S)T and γn increases pointwise to (H · S)T . Therefore we have for
each n ∈ N that γn ∈ Γ(i), hence by assumption we have for every ε ∈ (0, 1), k ∈ N that
EQ[gk(S
σε
t − Ss)] = EQ[(H · S)T ] = sup
n
EQ[γn] ≤ 0.
We hence conclude from (A.2) that
EQ[h(S
τ
t − S
τ
s )] = lim
ε→0
EQ[h 1{τ≥s} (S
σε
t − Ss)] = lim
ε→0
lim
k→∞
EQ[gk (S
σε
t − Ss)] ≤ 0.
This in turn implies Q-a.s. that EQ[Sτt |Fs] ≤ S
τ
s , hence S
τ is indeed a Q-F-supermartingale.
By similar arguments one can also show that Sτ is a Q-F-submartingale, hence we conclude that
indeed S is a Q-F-martingale.
References
[1] D. Bartl. Exponential utility maximization under model uncertainty for unbounded endowments. The
Annals of Applied Probability, 29(1):577–612, 2019.
[2] D. Bartl, P. Cheridito, and M. Kupper. Robust expected utility maximization with medial limits. Journal
of Mathematical Analysis and Applications, 471(1-2):752–775, 2019.
[3] D. Bartl, M. Kupper, and A. Neufeld. Pathwise superhedging on prediction sets. Finance and Stochastics,
24(1):215–248, 2020.
[4] D. Bartl, M. Kupper, D. J. Prömel, and L. Tangpi. Duality for pathwise superhedging in continuous time.
Finance and Stochastics, 23(3):697–728, 2019.
[5] D. P. Bertsekas and S. E. Shreve. Stochastic Optimal Control. The Discrete-Time Case. Academic Press,
New York, 1978.
[6] S. Biagini and M. Ç. Pınar. The robust Merton problem of an ambiguity averse investor. Mathematics
and Financial Economics, 11(1):1–24, 2017.
[7] R. Blanchard and L. Carassus. Multiple-priors optimal investment in discrete time for unbounded utility
function. The Annals of Applied Probability, 28(3):1856–1892, 2018.
[8] W. Brannath and W. Schachermayer. A bipolar theorem for L+0 (P). Séminaire de Probabilités XXXIII.
Lecture Notes in Math, 1709:349–354, 1999.
[9] H. N. Chau and M. Rásonyi. Robust utility maximisation in markets with transaction costs. Finance and
Stochastics, 23(3):677–696, 2019.
[10] F. Delbaen and W. Schachermayer. The mathematics of arbitrage. Springer Science & Business Media,
2006.
[11] C. Dellacherie and P. A. Meyer. Probabilities and Potential A. North Holland, Amsterdam, 1978.
[12] C. Dellacherie and P. A. Meyer. Probabilities and Potential B. North Holland, Amsterdam, 1982.
[13] L. Denis and M. Kervarec. Optimal investment under model uncertainty in nondominated models. SIAM
J. Control Optim., 51(3):1803–1822, 2013.
[14] N. El Karoui and M.-C. Quenez. Dynamic programming and pricing of contingent claims in an incomplete
market. SIAM journal on Control and Optimization, 33(1):29–66, 1995.
29
[15] J.-P. Fouque, C. S. Pun, and H. Y. Wong. Portfolio optimization with ambiguous correlation and stochastic
volatilities. SIAM J. Control Optim., 54(5):2309–2338, 2016.
[16] I. Guo, N. Langrené, G. Loeper, and W. Ning. Robust utility maximization under model uncertainty via
a penalization approach. Preprint, arXiv:1907.13345, 2019.
[17] A. Ismail and H. Pham. Robust Markowitz mean-variance portfolio selection under ambiguous covariance
matrix. Mathematical Finance, 29(1):174–207, 2019.
[18] J. Jacod and A. N. Shiryaev. Limit Theorems for Stochastic Processes. Springer, Berlin, 2nd edition, 2003.
[19] Y. Kabanov. On the FTAP of Kreps-Delbaen-Schachermayer. Statistics and control of stochastic processes
(Moscow, 1995/1996), pages 191–203, 1997.
[20] D. Kramkov. Optional decomposition of supermartingales and hedging contingent claims in incomplete
security markets. Probability Theory and Related Fields, 105(4):459–479, 1996.
[21] D. Kramkov and W. Schachermayer. The asymptotic elasticity of utility functions and optimal investment
in incomplete markets. Ann. Appl. Probab., 9(3):904–950, 1999.
[22] Z. Liang and M. Ma. Robust consumption-investment problem under CRRA and CARA utilities with
time-varying confidence sets. Mathematical Finance, 2019.
[23] Q. Lin and F. Riedel. Optimal consumption and portfolio choice with ambiguity. Preprint
arXiv:1401.1639v1, 2014.
[24] Q. Lin, X. Sun, and C. Zhou. Horizon-unbiased investment with ambiguity. Journal of Economic Dynamics
and Control, page 103896, 2020.
[25] C. Liu and A. Neufeld. Compactness criterion for semimartingale laws and semimartingale optimal trans-
port. Transactions of the American Mathematical Society, 372(1):187–231, 2019.
[26] A. Matoussi, D. Possamai, and C. Zhou. Robust utility maximization in non-dominated models with
2BSDEs: The uncertain volatility model. Math. Finance, 25(2):258–287, 2015.
[27] P.-A. Meyer. Limites médiales, d’après Mokobodzki. In Séminaire de Probabilités VII, pages 198–204.
Springer, 1973.
[28] A. Neufeld and M. Nutz. Superreplication under volatility uncertainty for measurable claims. Electron. J.
Probab., 18(48):1–14, 2013.
[29] A. Neufeld and M. Nutz. Measurability of semimartingale characteristics with respect to the probability
law. Stochastic Processes and their Applications, 124(11):3819–3845, 2014.
[30] A. Neufeld and M. Nutz. Nonlinear Lévy processes and their characteristics. Transactions of the American
Mathematical Society, 369(1):69–95, 2017.
[31] A. Neufeld and M. Nutz. Robust utility maximization with Lévy processes. Mathematical Finance,
28(1):82–105, 2018.
[32] A. Neufeld and M. Šikić. Robust utility maximization in discrete-time markets with friction. SIAM Journal
on Control and Optimization, 56(3):1912–1937, 2018.
[33] A. Neufeld and M. Šikić. Nonconcave robust optimization with discrete strategies under Knightian uncer-
tainty. Mathematical Methods of Operations Research, 90(2):229–253, 2019.
[34] D. Normann. Martin’s axiom and medial functions. Mathematica Scandinavica, 38(1):167–176, 1976.
[35] M. Nutz. Pathwise construction of stochastic integrals. Electronic Communications in Probability, 17,
2012.
[36] M. Nutz. Superreplication under model uncertainty in discrete time. Finance Stoch., 18(4):791–803, 2014.
[37] M. Nutz. Robust superhedging with jumps and diffusion. Stochastic Processes and their Applications,
125(12):4543–4555, 2015.
30
[38] M. Nutz and H. M. Soner. Superhedging and dynamic risk measures under volatility uncertainty. SIAM
Journal on Control and Optimization, 50(4):2065–2089, 2012.
[39] H. Pham, X. Wei, and C. Zhou. Portfolio diversification and model uncertainty: a robust dynamic mean-
variance approach. Preprint, arXiv:1809.01464, 2018.
[40] C. S. Pun. G-expected utility maximization with ambiguous equicorrelation. Available at SSRN 3276001,
2018.
[41] M. Rásonyi and A. Meireles-Rodrigues. On utility maximisation under model uncertainty in discrete-time
markets. Preprint, arXiv:1801.06860, 2018.
[42] R. T. Rockafellar. Convex analysis. Princeton Landmarks in Mathematics. Princeton University Press,
Princeton, NJ, 1997. Reprint of the 1970 original, Princeton Paperbacks.
[43] R. T. Rockafellar and R. J-B Wets. Variational analysis, volume 317. Springer Science & Business Media,
2009.
[44] M. Sion. On general minimax theorems. Pacific J. Math., 8:171–176, 1958.
[45] R. Tevzadze, T. Toronjadze, and T. Uzunashvili. Robust utility maximization for a diffusion market model
with misspecified coefficients. Finance. Stoch., 17(3):535–563, 2013.
[46] K. Uğurlu. Robust utility maximization of terminal wealth with drift and volatility uncertainty. Optimiza-
tion, pages 1–22, 2020.
[47] Z. Yang, G. Liang, and C. Zhou. Constrained portfolio-consumption strategies with uncertain parameters
and borrowing costs. Mathematics and Financial Economics, 13(3):393–427, 2019.
[48] G. Žitković. A filtered version of the bipolar theorem of Brannath and Schachermayer. J. Theoret. Probab.,
15:41–61, 2002.
31
