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Introduccio´n
En esta memoria proponemos tres modelos tridimensionales de circulacio´n general del
oce´ano, as´ı como el estudio comparativo de dichos modelos sobre una serie de ejemplos.
Los modelos que estudiaremos en este trabajo se basan en las ecuaciones primitivas del
oce´ano, que proporcionan una buena aproximacio´n de la circulacio´n ocea´nica.
Los modelos tridimensionales de las ecuaciones primitivas del oce´ano se introdujeron
a principios de los an˜os 90. Anteriormente la modelizacio´n ocea´nica se basaba en mode-
los muy simplificados. El estudio de modelos ocea´nicos tridimensionales esta´ hoy en d´ıa
en plena efervescencia, gracias, en gran parte, a la evolucio´n de los ordenadores, puesto
que la simulacio´n nume´rica de estos modelos requiere computadoras con mucho espacio
en el disco duro para almacenar datos y una gran potencia de ca´lculo. En esta memoria
propondremos tres modelos de circulacio´n ocea´nica que pretenden evitar de alguna forma
estos problemas.
Esta memoria consta de tres cap´ıtulos y cinco ape´ndices que resumimos a continuacio´n:
En el Cap´ıtulo 1 introducimos las ecuaciones primitivas del oce´ano. Partimos de las
ecuaciones tridimensionales de Navier-Stokes para un flu´ıdo compresible, junto con la
ecuacio´n termodina´mica, la ecuacio´n de difusio´n para la Salinidad y la ecuacio´n de estado,
para obtener las ecuaciones primitivas del oce´ano aplicando la aproximacio´n de Boussi-
nesq y la aproximacio´n hidrosta´tica. A continuacio´n, obtenemos las ecuaciones primitivas
del oce´ano en coordenadas cartesianas mediante la aproximacio´n del plano β. Por u´ltimo
exponemos algunos resultados de existencia y unicidad a modo de resumen de resultados
conocidos.
En el Cap´ıtulo 2 hacemos una descripcio´n de los esquemas nume´ricos que vamos a
aplicar a las ecuaciones primitivas del oce´ano. Empezamos presentando, de forma general,
el me´todo semi-Lagrangiano con el que tratamos la parte convectiva de las ecuaciones.
A continuacio´n exponemos la discretizacio´n temporal que aplicamos de forma general
a las ecuaciones primitivas del oce´ano, siendo e´sta, una combinacio´n del me´todo semi-
Lagrangiano con un esquema de tipo splitting con correccio´n de presio´n.
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La parte ma´s importante de este cap´ıtulo esta´ compuesta por la presentacio´n de tres
modelos distintos de circulacio´n ocea´nica, con un esquema temporal ana´logo para los tres
y cuya diferencia se basa esencialmente, en la forma de aplicar el Me´todo de los Elementos
Finitos a las ecuaciones primitivas del oce´ano. De esta forma, se pretende evitar de un
modo u otro, dos de los principales problemas que genera la simulacio´n nume´rica de
modelos ocea´nicos tridimensionales: la excesiva cantidad de espacio en el disco duro que
se suele requerir para almacenar las matrices necesarias para la resolucio´n nume´rica del
modelo y el excesivo tiempo de ca´lculo nume´rico que suelen necesitar las simulaciones.
La idea principal del primer modelo que presentamos en la Seccio´n 2.3, es la conversio´n
del dominio Ω = ωs × (−H(x, y), 0) en el que tenemos definidas las ecuaciones primitivas
del oce´ano (la funcio´n H nos proporciona la superficie del fondo submarino), en el dominio
cil´ındrico Ω̂ = ωs×(−1, 0) mediante el llamado cambio de coordenas σ. En esta Seccio´n se
muestra co´mo este cambio de coordenadas nos permite separar la componente horizontal
y vertical del problema, lo que genera una estructura muy simple para el almacenamiento
de los datos del problema y la simulacio´n nume´rica.
A continuacio´n, presentamos dos modelos de coordenada z (es decir, sin cambio de
coordenadas en la componente vertical): un primer modelo en el que se trata el te´rmino de
Coriolis de forma impl´ıcita y otro en el que se trata de forma expl´ıcita, mediante un esque-
ma de tipo predictor-corrector. Ambos modelos se basan en la aplicacio´n del Me´todo de
Elementos Finitos tridimensionales, generados de forma no esta´ndar, tal y como veremos
en la Seccio´n 2.4. Como hemos dicho, al aplicar el Me´todo de los Elementos Finitos a un
problema de estas caracter´ısticas, se generan matrices de gran taman˜o, lo que supone un
problema a la hora de almacenarlas. En estos dos modelos de z-coordenada, proponemos
almacenar u´nicamente ciertas matrices elementales, a partir de las cuales generamos las
matrices de todo el dominio, necesarias para resolver el problema.
En el Cap´ıtulo 3 presentamos los resultados nume´ricos obtenidos con cada uno de los
modelos descritos en el Cap´ıtulo anterior. Empezamos por ver co´mo los modelos se ajus-
tan a la fuerza gravitatoria. Una vez hecho esto, exponemos los resultados obtenidos en
un ejemplo de oce´ano idealizado para pasar a continuacio´n, al estudio de un ejemplo ma´s
realista, como es la cuenca del Mar Mediterraneo. En el caso del Mediterraneo, exponemos
primero un ejemplo con esfuerzos de viento estacionarios, para mostrar por u´ltimo, los
resultados obtenidos en una simulacio´n de un an˜o con vientos variables.
Por u´ltimo, en los Ape´ndices, exponemos:
Dos algoritmos de localizacio´n de elementos, necesarios en la aplicacio´n del me´todo
semi-Lagrangiano.
Un resumen del producto tensorial de matrices, necesario para la resolucio´n nume´rica
del modelo de σ-coordenada.
La obtencio´n de las matrices elementales con las que se generan las matrices de
volu´men en los modelos de z-coordenada, as´ı como el ahorro de espacio disco que
vsuponen.
Un algoritmo para la divisio´n de un mallado bidimensional en cajas para una futura
paralelizacio´n de los modelos.
Un conjunto de figuras, mostrando los resultados nume´ricos obtenidos en los ejem-
plos del oce´ano idealizado y del Mar Mediterraneo.
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CAPI´TULO 1
Ecuaciones Primitivas del oce´ano
Generalmente se considera que el oce´ano es un flu´ıdo ligeramente compresible sometido
a la fuerza de Coriolis. El conjunto de ecuaciones que rigen el movimiento del oce´ano
vienen dadas por: la ecuacio´n de conservacio´n del momento, la ecuacio´n de continuidad o
conservacio´n de masa, la ecuacio´n termodina´mica, la ecuacio´n de difusio´n para la salini-
dad y la ecuacio´n de estado para la densidad. Las dos primeras ecuaciones corresponden
a las ecuaciones tridimensionales de Navier-Stokes para un flu´ıdo compresible. Dichas
ecuaciones contienen demasiada informacio´n y no se puede esperar, al menos de momento,
obtener una solucio´n nume´rica lo suficientemente aproximada. De esta forma, a lo largo
de los an˜os se han ido introduciendo modelos simplificados de estas ecuaciones. Uno de
ellos son las ecuaciones primitivas, que aun cuando L. F. Richardson las introdujo en los
an˜os veinte, resultaron demasiado complicadas y se presto´ mayor atencio´n a modelos ma´s
simples. Al cabo de los an˜os, con la evolucio´n de los ordenadores, dichas ecuaciones han
vuelto a cobrar protagonismo, llegando a ser el foco de muchos modelos de circulacio´n
ocea´nica. Estas ecuaciones han sido estudiadas en especial por J. L. Lions, R. Temam y
S. Wang y se encuentran en numerosas publicaciones, como por ejemplo [22] y [35]. En
este cap´ıtulo vamos a ver co´mo se llega a estas ecuaciones primitivas as´ı como el dominio
en el que las vamos a situar, las condiciones de contorno que vamos a imponer y algunos
resultados sobre existencia y unicidad, estudiados por los autores citados anteriormente.
1.1 Introduccio´n a las ecuaciones
Notacio´n 1 El dominio en el que vamos a plantear nuestras ecuaciones representa una
porcio´n de oce´ano. Denotamos dicho dominio por Σ ⊂ S2a × R, donde S2a es la esfera
bidimensional de radio terrestre a (daremos ma´s detalles en la Seccio´n 1.1.2).
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Hemos dicho que las ecuaciones que rigen el oce´ano son las ecuaciones de Navier-
Stokes para un flu´ıdo ligeramente compresible, la ecuacio´n termodina´mica, la ecuacio´n de
difusio´n para la salinidad y la ecuacio´n de estado (para la densidad). Dichas ecuaciones
son las siguientes:
ρ
DV3
Dt
+ 2ρΩ×V3 +∇p+ ρg −∇H · (µV∇HV3)− ∂
∂z
(
νV
∂V3
∂z
)
= 0 en Σ× (0, T ) (1.1)
∂ρ
∂t
+ ρ∇ ·V3 = 0 en Σ× (0, T ) (1.2)
Cpρ
DT
Dt
−∇H · (kH∇HT )− ∂
∂z
(
kV
∂T
∂z
)
= 0 en Σ× (0, T ) (1.3)
DS
Dt
−∇H · (µS∇HS)− ∂
∂z
(
νS
∂S
∂z
)
= 0 en Σ× (0, T ) (1.4)
ρ = f (T, S, p) en Σ× (0, T ), (1.5)
con T > 0. El vector V3 representa las tres componentes de la velocidad, ρ, p y T son la
densidad, la presio´n y la temperatura, S es la concentracio´n de la salinidad, g = (0, 0,−g)
es el vector gravedad y Cp el calor espec´ıfico. El vector Ω es la velocidad angular de la
Tierra, de magnitud |Ω| = 2pi rad/d´ıa= 0,7272× 10−4rad/s y cuya direccio´n es la del eje
de la Tierra. Los coeficientes µV y νV representan la viscosidad horizontal y vertical de
la velocidad. Ana´logamente, kH y kV representan la conductividad te´rmica horizontal y
vertical y µS y νS los coeficientes de difusio´n horizontal y vertical de la salinidad en el
oce´ano.
Consideramos las coordenadas esfe´ricas (θ, φ, r), donde θ ∈ (−pi/2, pi/2) corresponde
a la latitud de un punto de la tierra, φ ∈ (0, 2pi) a su longitud y r es la distancia radial,
obteniendo as´ı mediante z = r − a, la coordenada vertical con respecto al nivel del mar.
Consideremos tambie´n los correspondientes vectores unitarios en dichas direcciones eθ, eφ
y er. De esta forma podemos escribir el vector velocidad de la siguiente forma:
V3 = vθeθ + vφeφ + wer = v +w, (1.6)
donde podemos considerar v y w como sus componentes horizontal y vertical respectiva-
mente. Adema´s Ω = |Ω| cos θeφ + |Ω|senθer.
Los operadores ∇ y ∇· son el gradiente y la divergencia en tres dimensiones y coorde-
nadas esfe´ricas respectivamente, mientras que ∇H y ∇H · denotan los operadores gradiente
y divergencia horizontales. Mediante ca´lculo esta´ndar es fa´cil mostrar que
∇p = 1
r
∂p
∂θ
eθ +
1
r cos θ
∂p
∂φ
eφ +
∂p
∂r
er (1.7)
y
∇Hp = 1
r
∂p
∂θ
eθ +
1
r cos θ
∂p
∂φ
eφ, (1.8)
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para toda funcio´n escalar p(θ, φ),
∇ ·V = 1
r cos θ
(
∂ (Vθ cos θ)
∂θ
+
∂Vφ
∂φ
)
+
1
r2
∂(r2Vr)
∂r
, (1.9)
para toda funcio´n vectorial V(θ, φ) = Vθ(θ, φ, r)eθ + Vφ(θ, φ, r)eφ + Vr(θ, φ, r)er y
∇H · v = 1
r cos θ
(
∂ (vθ cos θ)
∂θ
+
∂vφ
∂φ
)
, (1.10)
para toda funcio´n vectorial v(θ, φ) = vθ(θ, φ)eθ + vφ(θ, φ)eφ.
Por u´ltimo, el operador D
Dt
de las ecuaciones (1.1), (1.3) y (1.4), es la denominada
derivada material. Si x(t) es la curva descrita por una part´ıcula, V3(x(t), t) es su vector
velocidad y G es una cierta funcio´n (escalar o vectorial), DG
Dt
viene dado por
DG(x(t), t)
Dt
=
∂G(x(t), t)
∂t
+∇vG(x(t), t) + w∂G(x(t), t)
∂r
,
donde ∇vG es la derivada covariante con respecto a v (ve´ase la definicio´n 1) y representa
la variacio´n asociada al cambio de posicio´n a trave´s del vector v.
El te´rmino ∂
∂t
representa la variacio´n de G en un puno fijo y las restantes componentes
representan la variacio´n asociada al cambio de posicio´n de la part´ıcula flu´ıda. De esta
manera, una forma abstracta de escribir el operador D
Dt
es
D
Dt
=
∂
∂t
+∇v + w ∂
∂r
. (1.11)
Definicio´n 1 Sea T˜ una funcio´n escalar, su derivada covariante con respecto a v viene
dada por
∇vT˜ = vθ
r
∂T˜
∂θ
+
vφ
r cos θ
∂T˜
∂φ
. (1.12)
Sea v˜ una funcio´n vectorial, su derivada covariante con respecto a v viene dada por
∇vv˜ =
(
vθ
r
∂v˜θ
∂θ
+
vφ
r cos θ
∂v˜θ
∂φ
− vφv˜φ
r
tan θ
)
eθ +
(
vθ
r
∂v˜φ
∂φ
+
vφ
r cos θ
∂v˜φ
∂φ
− vφv˜θ
r
tan θ
)
eφ.
(1.13)
1.1.1. Obtencio´n de las Ecuaciones Primitivas del oce´ano
La primera aproximacio´n que se realiza es la llamada Aproximacio´n de Boussinesq,
que considera la densidad como constante, excepto en los te´rminos de flotabilidad (ρg) y
en la ecuacio´n de estado (1.5), con lo que, si adema´s suponemos Cp constante, obtenemos
el siguiente sistema de ecuaciones en Σ× (0, T ):
ρ0
DV3
Dt
+ 2ρ0Ω×V3 +∇p+ ρg−∇H · (µV∇HV3)− ∂
∂z
(
νV
∂V3
∂z
)
= 0 (1.14)
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∇ ·V3 = 0 (1.15)
DT
Dt
−∇H · (µT∇HT )− ∂
∂z
(
νT
∂T
∂z
)
= 0 (1.16)
DS
Dt
−∇H · (µS∇HS)− ∂
∂z
(
νS
∂S
∂z
)
= 0 (1.17)
ρ = f (T, S, p) . (1.18)
Observacio´n 1 Obse´rvese que µT =
kH
Cpρ0
y νT =
kV
Cpρ0
son los denominados coeficientes
de difusio´n te´rmica.
La siguiente simplificacio´n que realizamos, es reemplazar r, por el radio de la tierra a,
basa´ndonos en el hecho de que la profundidad del oce´ano es muy pequen˜a comparada con
el radio terrestre. En particular se sustituyen las expresiones (1.8), (1.10),(1.12) y (1.13)
por
∇Hp = 1
a
∂p
∂θ
eθ +
1
a cos θ
∂p
∂φ
eφ, (1.19)
∇H · v = 1
a cos θ
(
∂ (vθ cos θ)
∂θ
+
∂vφ
∂φ
)
, (1.20)
∇vT˜ = vθ
a
∂T˜
∂θ
+
vφ
a cos θ
∂T˜
∂φ
, (1.21)
∇vv˜ =
(
vθ
a
∂v˜θ
∂θ
+
vφ
a cos θ
∂v˜θ
∂φ
− vφv˜φ
a
tan θ
)
eθ +
(
vθ
a
∂v˜φ
∂φ
+
vφ
a cos θ
∂v˜φ
∂φ
− vφv˜θ
a
tan θ
)
eφ.
(1.22)
Observacio´n 2 La velocidad angular Ω en coordenadas esfe´ricas viene dada por
Ω = (0, |Ω| cos θ, |Ω|senθ) = |Ω| cos θeφ + |Ω|senθer,
(ve´ase [24]). De esta forma, como V3 = (vθ, vφ, w) (ve´ase (1.6)), la aceleracio´n de Coriolis
es la siguiente
aC = 2Ω×V3 = (2|Ω| cos θw − 2|Ω|senθvφ, 2|Ω|senθvθ,−2|Ω| cos θvθ)
y tal y como se puede ver en [24], mediante un ana´lisis adimensional, se deduce que
podemos despreciar los te´rminos 2|Ω| cos θw y 2|Ω| cos θvθ, con lo que nos queda
aC ≈ (−2|Ω|senθvφ, 2|Ω|senθvθ, 0). (1.23)
Debido a que despreciamos los efectos de Coriolis sobre la tercera componente de la veloci-
dad y definiendo la funcio´n f = 2|Ω|senθ, podemos escribir el te´rmino de Coriolis como
el te´rmino horizontal fv⊥, siendo v⊥ = −vφeθ + vθeφ que es un vector perpendicular a v
y de igual norma.
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De esta forma, separando las componentes horizontal y vertical de las ecuaciones,
llegamos a las llamadas Ecuaciones de Boussinesq para el oce´ano (BEs) en Σ× (0, T ):
∂v
∂t
+∇vv + w∂v
∂z
+ fv⊥ +
1
ρ0
∇Hp−∇H ·
(
µV
ρ0
∇Hv
)
− ∂
∂z
(
νV
ρ0
∂v
∂z
)
= 0 (1.24)
∂w
∂t
+∇vw + w∂w
∂z
+
1
ρ0
∂p
∂z
+
ρ
ρ0
g −∇H ·
(
µV
ρ0
∇Hw
)
− ∂
∂z
(
νV
ρ0
∂w
∂z
)
= 0 (1.25)
∇H · v+ ∂w
∂z
= 0 (1.26)
∂T
∂t
+∇vT + w∂T
∂z
−∇H · (µT∇HT )− ∂
∂z
(
νT
∂T
∂z
)
= 0 (1.27)
∂S
∂t
+∇vS + w∂S
∂z
−∇H · (µS∇HS)− ∂
∂z
(
νS
∂S
∂z
)
= 0 (1.28)
ρ = f (T, S, p) . (1.29)
Observacio´n 3 Dado que de ahora en adelante los operadores gradiente y divergencia de
nuestras ecuaciones quedan separados en su componente horizontal y vertical, a partir de
ahora, por simplicidad y mediante un abuso de notacio´n, denotaremos ∇H por ∇ y ∇H ·
por ∇·.
Por otra parte, por simplicidad en la notacio´n, denotaremos µV
ρ0
y νV
ρ0
por µV y νV
respectivamente.
Por u´ltimo, es sabido que en el oce´ano, la escala horizontal es mucho mayor que la
vertical, por lo que aplicamos la llamada Aproximacio´n hidrosta´tica. Mediante un ana´lisis
escalar, como se puede ver en [24], se obtiene que dicha aproximacio´n equivale a sustituir
la ecuacio´n del momento para la tercera componente de la velocidad, por la siguiente
ecuacio´n:
∂p
∂z
= −ρg. (1.30)
De esta forma obtenemos las llamadas Ecuaciones primitivas del oce´ano (PEs) en
coordenadas esfe´ricas en Σ× (0, T )
∂v
∂t
+∇vv + w∂v
∂z
+ fv⊥ +
1
ρ0
∇p−∇ · (µV∇v)− ∂
∂z
(
νV
∂v
∂z
)
= 0 (1.31)
∂p
∂z
= −ρg (1.32)
∇ · v+ ∂w
∂z
= 0 (1.33)
∂T
∂t
+∇vT + w∂T
∂z
−∇ · (µT∇T )− ∂
∂z
(
νT
∂T
∂z
)
= 0 (1.34)
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∂S
∂t
+∇vS + w∂S
∂z
−∇ · (µS∇S)− ∂
∂z
(
νS
∂S
∂z
)
= 0 (1.35)
ρ = f (T, S, p) . (1.36)
Observacio´n 4 Mediante estas ecuaciones, las inco´gnitas quedan divididas en dos gru-
pos: variables de prono´stico y de diagno´stico. Las primeras, son (v, T, S), para las cuales
podemos escribir las PEs mediante un problema inicial de valores de contorno. Las va-
riables del segundo tipo son p, ρ y w. Estas se diagnostican a partir de las variables de
prono´stico, tal y como veremos ma´s adelante en la Seccion 1.1.4.
1.1.2. Definicio´n del dominio y condiciones de contorno
Hemos dicho que el dominio considerado Σ es un subconjunto de S2a×R, pero debemos
definirlo de una forma ma´s precisa. En particular, Σ representa un oce´ano o una porcio´n
de oce´ano, por lo que escribiremos
Σ = Πs × (−H(θ, φ), 0), (1.37)
donde Πs ⊂ S2a es un abierto (representando parte del oce´ano) que puede tener agujeros
(representando islas) y H es la funcio´n profundidad del oce´ano. Suponemos que esta
funcio´n es de clase C2 (Πs), es estrictamente positiva y esta´ acotada, es decir, existen
H, H ∈ R tales que
0 < H ≤ H(θ, φ) ≤ H, ∀ (θ, φ) ∈ Πs. (1.38)
Observacio´n 5 1. Para evitar singularidades, hemos definido la funcio´n profundidad
como estrictamente positiva, por lo que no permitimos que la profundidad del oce´ano
sea 0. Esto quiere decir que no permitimos que haya playas en el dominio de nuestro
problema.
2. La parte superior de nuestro dominio (superficie del oce´ano) es plana (en realidad
esfe´rica), ya que Πs ⊂ S2a lo consideramos como un subconjunto de la superficie de la
tierra, expresado en coordenadas esfe´ricas θ, φ. Esto quiere decir que no permitimos
la existencia de olas: es la llamada aproximacio´n mediante capa r´ıgida.
Una vez bien definido el dominio en el que vamos a trabajar, establecemos las condi-
ciones de contorno de nuestro problema.
Condiciones de contorno en la superficie del oce´ano, es decir, en Γs = Πs × {0}:
νV
∂v
∂z
= τ , w = 0,
νT
∂T
∂z
= αT (T
a − T ) ,
∂S
∂z
= 0,
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donde τ es el vector correspondiente a los esfuerzos de viento, la funcio´n T a rep-
resenta los valores de la temperatura atmosfe´rica y αT ≥ 0 es un coeficiente de
transferencia de calor dado.
Condiciones de contorno en el fondo del oce´ano, es decir, en Γf = Πs×{−H(θ, φ)}:
v = 0, w = 0,
∂T
∂~n
= 0,
∂S
∂~n
= 0,
donde ~n es el vector normal a Γf apuntando hacia fuera del dominio y unitario.
Condiciones de contorno en las paredes laterales, es decir, en Γl = ∂Πs×(−H(θ, φ), 0):
v = 0, w = 0,
∂T
∂~n
= 0,
∂S
∂~n
= 0.
Observacio´n 6 Las condiciones de contorno en las paredes laterales y en el fondo del
dominio expresan una condicio´n de no deslizamiento para la velocidad (v, w), mientras
que indican una ausencia de flujo para la temperatura y la salinidad.
La condicio´n w = 0 en la superficie impone la condicio´n de capa r´ıgida (ausencia
de olas). El intercambio entre oce´ano y atmo´sfera se efectu´a en esta componente de la
frontera del dominio, para ello imponemos la interaccio´n entre la componente horizontal
de la velocidad v y los esfuerzos de viento provenientes de la atmo´sfera, as´ı como el
intercambio de calor entre la supericie del oce´ano y la temperatura atmosfe´rica.
Por u´ltimo, imponemos una condicio´n de no flujo en la superficie para la salinidad,
ya que en este modelo no consideramos el intercambio de salinidad con agentes externos
como pueden ser la evaporacio´n del agua, las precipitaciones o el incremento de agua dulce
en las desembocaduras de los r´ıos.
Por u´ltimo, tambie´n necesitamos imponer unas condiciones iniciales que sera´n las
siguientes:
v(θ, φ, z, 0) = v0(θ, φ, z),
T (θ, φ, z, 0) = T0(θ, φ, z),
S(θ, φ, z, 0) = S0(θ, φ, z),
(1.39)
donde v0, T0 y S0 son funciones conocidas.
1.1.3. Aproximacio´n mediante el plano-β
Para regiones de latitud media se suele considerar la aproximacio´n de las ecuaciones
mediante el plano-β. De esta forma obtenemos las ecuaciones en coordenadas cartesianas,
mucho ma´s sencillas de resolver nume´ricamente. Para ello fijamos un sistema de referencia
en coordenadas cartesianas en un punto de la superficie del oce´ano, de forma que el eje x
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W
plano-b
z
x
y
Figura 1.1: Plano-β
indique la direccio´n este, el eje y la direccio´n norte y el eje z sea perpendicular a los dos
ejes anteriores, por lo que es paralelo a la profundidad (ve´ase la Figura 1.1).
De esta forma hemos pasado de tener definidas las ecuaciones en un dominio Σ ⊂ S2a×R
a tenerlas definidas en el dominio Ω ⊂ R3 y poder reescribirlas en coordenadas cartesianas.
Para ello, definimos el operador gradiente
∇ =
(
∂
∂x
,
∂
∂y
)
, (1.40)
el operador divergencia para una funcio´n v = (u, v)
∇ · v = ∂u
∂x
+
∂v
∂y
(1.41)
y el operador derivada material para una funcio´n F (x, y, z) cualquiera (escalar o vectorial)
es el siguiente
DF
Dt
=
∂F
∂t
+ v · ∇F + w∂F
∂z
=
∂F
∂t
+ u
∂F
∂x
+ v
∂F
∂y
+ w
∂F
∂z
. (1.42)
Observacio´n 7 De nuevo cometemos por simplicidad un abuso de notacio´n, denotando
el gradiente y la divergencia en coordenadas cartesianas horizontales (x, y) por ∇ y ∇·
respectivamente.
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Ana´logamente a como hemos hecho con Σ, podemos definir Ω = ωs × (−H(x, y), 0),
con ωs ⊂ R2 y H(x, y) la funcio´n profundidad en coordenadas cartesianas, que sigue
cumpliendo una condicio´n del tipo (1.38)
0 < H ≤ H(x, y) ≤ H, ∀ (x, y) ∈ ωs. (1.43)
De esta forma, tenemos las Ecuaciones Primitivas del Oce´ano (PEs) en coordenadas
cartesianas, que son el objeto de nuestro estudio:
∂v
∂t
+ v · ∇v + w∂v
∂z
+ fv⊥ +
1
ρ0
∇p−∇ · (µV∇v)− ∂
∂z
(
νV
∂v
∂z
)
= 0 (1.44)
∂p
∂z
= −ρg (1.45)
∇ · v+ ∂w
∂z
= 0 (1.46)
∂T
∂t
+ v · ∇T + w∂T
∂z
−∇ · (µT∇T )− ∂
∂z
(
νT
∂T
∂z
)
= 0 (1.47)
∂S
∂t
+ v · ∇S + w∂S
∂z
−∇ · (µS∇S)− ∂
∂z
(
νS
∂S
∂z
)
= 0 (1.48)
ρ = f (T, S, p) , (1.49)
definidas en Ω× (0, T ), con v⊥ = (−v, u) y con las condiciones de contorno ana´logas pero
en coordenadas cartesianas:
Condiciones de contorno en la superficie, es decir, en Γs = ωs × {0}:
νV
∂v
∂z
= τ , w = 0,
νT
∂T
∂z
= αT (T
a − T ) ,
∂S
∂z
= 0.
(1.50)
Condiciones de contorno en el fondo del oce´ano, es decir, en Γf = ωs×{−H(x, y)}:
v = 0, w = 0,
∂T
∂~n
= 0,
∂S
∂~n
= 0.
(1.51)
Condiciones de contorno en las paredes laterales, es decir, en Γl = ∂ωs×(−H(x, y), 0):
v = 0, w = 0,
∂T
∂~n
= 0,
∂S
∂~n
= 0
(1.52)
y con las siguientes condiciones iniciales:
v(x, y, z, 0) = v0(x, y, z),
T (x, y, z, 0) = T0(x, y, z),
S(x, y, z, 0) = S0(x, y, z).
(1.53)
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1.1.4. Variables de diagno´stico
Como w = 0 en Γs y Γf , integrando (1.46) en z obtenemos
w(x, y, z, t) = w(v(x, y, z, t)) =
∫ 0
z
∇ · v(x, y, z′, t)dz′ ∀ (x, y, z) ∈ Ω (1.54)
y para z = −H(x, y) ∫ 0
−H(x,y)
∇ · v(x, y, z, t)dz = 0 ∀ (x, y) ∈ ωs, (1.55)
con lo que obtenemos la ecuacio´n (1.54) para diagnosticar, una vez conocida v, la velocidad
vertical w y la nueva ecuacio´n de continuidad (1.55) para nuestras ecuaciones , que vamos
a utilizar para reemplazar la ecuacio´n (1.46).
Observacio´n 8 Obse´rvese que
∇ ·
∫ 0
−H(x,y)
v(x, y, z, t)dz =
∫ 0
−H(x,y)
∇ · v(x, y, z, t)dz +∇H(x, y) · v(x, y,−H(x, y), t)
y como v(x, y,−H(x, y), t) = (0, 0), la condicio´n (1.55) es equivalente a
∇ ·
∫ 0
−H(x,y)
v(x, y, z, t)dz = 0.
De forma ana´loga, integrando (1.45) en z, obtenemos
p = ps + g
∫ 0
z
ρdz′, (1.56)
donde ps es la presio´n en la superficie del oce´ano, es decir ps = ps(x, y, t) = p(x, y, 0, t).
Notacio´n 2 En general, la densidad ρ(T, S) se suele aproximar por una funcio´n de la
siguiente forma:
ρ = ρ0 (1− βT (T − Tr) + βS(S − Sr)) , (1.57)
donde Tr y Sr son valores medios de la Temperatura y la Salinidad respectivamente y
βT , βS ∈ R son constantes adecuadas.
Siguiendo esta notacio´n podemos reescribir la presio´n como
p = ps + P
donde P = P (T, S, z) viene dada por
P (x, y, z, t) = P (T (x, y, z, t), S(x, y, z, t), z) = g
∫ 0
z
ρ(T (x, y, z′, t), S(x, y, z′, t))dz′.
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De esta forma, obtenemos las Ecuaciones Primitivas del oce´ano en coordenadas carte-
sianas, cuyo estudio nume´rico expondremos a continuacio´n:
Dv
Dt
+ fv⊥ +
1
ρ0
∇ps + g
ρ0
∇
∫ 0
z
ρdz′ −∇ · (µV∇v)− ∂
∂z
(
νV
∂v
∂z
)
= 0 en Ω× (0, T ) (1.58)
w = w(v) =
∫ 0
z
∇ · v en Ω× (0, T ) (1.59)
∇ ·
∫ 0
−H
vdz = 0 en Ω× (0, T ) (1.60)
DT
Dt
−∇ · (µT∇T )− ∂
∂z
(
νT
∂T
∂z
)
= 0 en Ω× (0, T ) (1.61)
DS
Dt
−∇ · (µS∇S)− ∂
∂z
(
νS
∂S
∂z
)
= 0 en Ω× (0, T ) (1.62)
ρ = ρ(T, S), (1.63)
con las condiciones de contorno (1.50) - (1.52) y las condiciones iniciales (1.53). Como
ecuacio´n de estado (1.63) tomaremos la propuesta por la UNESCO en 1981 con los coe-
ficientes modificados por Jackett y McDougall en 1995 (ve´ase [18]).
1.2 Algunas nociones sobre existencia y unicidad
J. L. Lions, R. Temam y S. Wang iniciaron el estudio matema´tico de las PEs, obtenien-
do la existencia de las soluciones de´biles para todo tiempo t. Estos estudios se pueden ver
realizados en coordenadas esfe´ricas por ejemplo en [21] y [22]. En esta Seccio´n nosotros
haremos un breve resumen de alguno de estos conceptos desarrollados en coordenadas
cartesianas por R. Temam y M. Ziane en [35].
Los resultados conocidos hasta ahora son:
1. Existencia de soluciones de´biles para todo tiempo, en dimensiones dos y tres.
2. Unicidad de solucio´n de´bil en dimensio´n dos.
3. Existencia y unicidad de solucio´n fuerte en dimensio´n dos.
4. Existencia local de solucio´n fuerte en dimensio´n tres.
Vea´mos alguno de estos resultados en el apartado que nos concierne, es decir, en
dimensio´n tres. Para ello necesitamos ciertas nociones previas.
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Observacio´n 9 Integrando por partes (1.62) en Ω y teniendo en cuenta las condiciones
de contorno,tenemos que
d
dt
∫
Ω
SdΩ = 0.
Por lo tanto ∫
Ω
SdΩ
∣∣∣∣
t
=
∫
Ω
SdΩ
∣∣∣∣
0
,
es decir que la cantidad de sal se conserva en el tiempo.
Definimos la siguiente funcio´n
S ′ = S − 1|Ω|
∫
Ω
SdΩ,
que tambie´n cumple la ecuacio´n (1.62) y adema´s∫
Ω
S ′dΩ = 0.
A partir de ahora, consideramos S ′ en lugar de S en las ecuaciones, aunque por comodidad
la denotaremos tambie´n por S. Es decir, supondremos que∫
Ω
SdΩ = 0.
Definicio´n 2 Sea 1 ≤ p <∞. Para cualquier abierto Θ ∈ Rn, definimos los espacios
Lp(Θ) =
{
u medible en Θ tales que
∫
Θ
|u|p <∞
}
,
Hp(Θ) =
{
u ∈ ÃL2(Θ) : Dαu ∈ ÃL2(Θ) si 0 ≤ |α| ≤ p} ,
donde
Dαu =
∂|α|u
∂xα11 ∂x
α2
2 · · · ∂xαnn
|α| = α1 + α2 + · · ·+ αn,
en el sentido de las distribuciones.
Para obtener la formulacio´n de´bil de nuestro problema, introducimos los siguientes
espacios de funciones:
V = V1 × V2 × V3, H = H1 ×H2 ×H3,
donde
V1 =
{
v ∈ H1 (Ω)2 : ∇ ·
∫ 0
−H
vdz = 0,v = 0 en Γl
⋃
Γf
}
,
V2 = H
1 (Ω) , V3 =
{
S ∈ H1 (Ω) :
∫
Ω
SdΩ = 0
}
,
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H1 =
{
v ∈ L2 (Ω)2 : ∇ ·
∫ 0
−H
vdz = 0, ~nH ·
∫ 0
−H
vdz = 0 en Γl
}
,
H2 = L
2 (Ω) , H3 =
{
S ∈ L2 (Ω) :
∫
Ω
SdΩ = 0
}
,
donde ~nH es la componente horizontal del vector normal unitario en ∂Ω.
A continuacio´n dotamos estos espacios de los siguientes productos escalares y normas.
Dados U = (v, T, S) y U˜ = (v˜, T˜ , S˜),(
U, U˜
)
V
= (v, v˜)1 +KT (T, T˜ )2 +KS(S, S˜)3,
(v, v˜)1 =
∫
Ω
(
µV∇v · ∇v˜ + νV ∂v
∂z
∂v˜
∂z
)
dΩ,
(T, T˜ )2 =
∫
Ω
(
µT∇T · ∇T˜ + νT ∂T
∂z
∂T˜
∂z
)
dΩ +
∫
ωs
αTT T˜dω,
(S, S˜)3 =
∫
Ω
(
µS∇S · ∇S˜ + νS ∂S
∂z
∂S˜
∂z
)
dΩ,(
U, U˜
)
H
=
∫
Ω
(
v · v˜ +KTT T˜ +KSSS˜
)
dΩ,
‖U‖V = (U,U)1/2V , ‖U‖H = (U,U)1/2H ,
donde KT y KS son unas constantes positivas que se elegira´n ma´s tarde.
A continuacio´n, definimos los siguientes espacios que necesitaremos ma´s adelante:
V1 =
{
v ∈ C∞(Ω)2 : v = 0 en un entorno de Γf
⋃
Γl y ∇ ·
∫ 0
−H vdz = 0
}
,
V2 = C∞(Ω), V3 =
{
S ∈ C∞(Ω) :
∫
Ω
SdΩ = 0
}
,
y
V = V1 × V2 × V3.
Observacio´n 10 Vi ⊂ Vi para i = 1, 2, 3 y Vi es densi en Vi (ve´ase [21]). Esto implica,
obviamente, que V es denso en V .
Para obtener la formulacio´n de´bil del problema, consideramos una funcio´n test sufi-
cientemente regular U˜ = (v˜, T˜ , S˜) ∈ V , multiplicamos la ecuacio´n (1.58) por v˜, la ecuacio´n
(1.61) por KT T˜ y la (1.62) por KSS˜ e integramos por partes en Ω.
Observacio´n 11 El te´rmino de la presio´n superficial desaparece. En efecto∫
Ω
∇ps · v˜dΩ =
∫
∂Ω
ps~nH · v˜d (∂Ω)−
∫
Ω
ps∇ · v˜dΩ.
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El primer te´rmino desaparece ya que ~nH · v˜ es cero en ∂Ω. Vea´mos porque´ desaparece el
segundo te´rmino. De forma ana´loga a lo visto en la observacio´n 8 para la solucio´n v, para
v˜ se tiene que∫
Ω
ps∇ · v˜dΩ =
∫
ωs
ps
∫ 0
−H
∇ · v˜dzdω =
∫
ωs
ps
(
∇ ·
∫ 0
−H
v˜dz
)
dω = 0,
pues v˜ ∈ V1.
Introducidos estos conceptos, podemos escribir la formulacio´n de´bil de nuestro proble-
ma de la siguiente forma: Encontrar U ∈ V tal que(
d
dt
U, U˜
)
H
+ a(U, U˜) + b(U,U, U˜) + e(U, U˜) = l(U˜) ∀ U˜ ∈ V, (1.64)
junto con una condicio´n inicial
U(0) = U0,
donde, si U = (v, T, S) y U˜ = (v˜, T˜ , S˜),
a(U, U˜) = a1(U, U˜) +KTa2(U, U˜) +KSa3(U, U˜),
a1(U, U˜) =
∫
Ω
(
µV∇v · ∇v˜ + νV ∂v
∂z
∂v˜
∂z
)
dΩ−
∫
Ω
P (T, S)∇ · v˜dΩ,
a2(U, U˜) =
∫
Ω
(
µT∇T · ∇T˜ + νT ∂T
∂z
∂T˜
∂z
)
dΩ +
∫
ωs
αTT T˜dωs,
a3(U, U˜) =
∫
Ω
(
µS∇S · ∇S˜ + νS ∂S
∂z
∂S˜
∂z
)
dΩ,
con
P (T, S) = g
∫ 0
z
(−βTT + βSS) dz′,
b = b1 +KT b2 +KSb3,
donde, si U ] = (v], T ], S]),
b1(U, U˜ , U
]) =
∫
Ω
(
v · ∇v˜ + w(v)∂v˜
∂z
)
v]dΩ,
b2(U, U˜ , U
]) =
∫
Ω
(
v · ∇T˜ + w(v)∂T˜
∂z
)
T ]dΩ,
b3(U, U˜ , U
]) =
∫
Ω
(
v · ∇S˜ + w(v)∂S˜
∂z
)
S]dΩ,
e(U, U˜) =
∫
Ω
fv⊥ · v˜dΩ
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y
l(U˜) =
∫
Ω
(1 + βTTr − βSSr)∇ · v˜dΩ +
∫
ωs
[(gV )v˜ +KTgT T˜ ]dω,
donde
gV = τ , gT = KTαTT
a.
Cada ai es una forma bilineal continua en Vi, por lo que a es una forma bilineal
continua en V . Adema´s, si KT y KS son suficientemente grandes, a2 y a3 son coercivas
en V2 y V3 respectivamente y por lo tanto a es coerciva en V .
Por otra parte e es bilineal y continua en V e incluso en H y adema´s cumple que
e(U,U) = 0 ∀ U ∈ H.
Para el estudio de las propiedades de b, definimos el siguiente espacio
V(2) es la clausura de V en H2(Ω)4.
Lema 1 La forma b es trilineal y continua en V × V × V(2) y en V × V(2) × V ,
|b(U, U˜ , U ])| ≤
 c2‖U‖‖U˜‖‖U
]‖V(2) , ∀ U, U˜ ∈ V, U ] ∈ V(2),
c2‖U‖‖U˜‖V(2)‖U ]‖, ∀ U,U ] ∈ V, U˜ ∈ V(2).
|b(U, U˜ , U ])| ≤ c2‖U‖|U˜ |1/2H ‖U˜‖1/2‖U ]‖V(2) , ∀ U, U˜ ∈ V, U ] ∈ V(2).
Adema´s
b(U, U˜ , U˜) = 0, para U ∈ V, U˜ ∈ V(2),
y
b(U, U˜ , U ]) = −b(U,U ], U˜) para U, U˜ , U ] ∈ V , y U˜ o U ] en V(2).
Para la demostracio´n, ve´ase [35]. El lema 1 se utiliza en la demostracio´n del siguiente
resultado.
Teorema 1 Dado t1 > 0, U0 ∈ H y g = (gV , gT ) ∈ L2 (0, t1;L2(ωs)3), existe U ∈
L∞ (0, t1;H)
⋂
L∞ (0, t1;V ) tal que(
d
dt
U, U˜
)
H
+ a(U, U˜) + b(U,U, U˜) + e(U, U˜) = l(U˜), ∀ U˜ ∈ V(2), (1.65)
U(0) = U0.
Para la demostracio´n, ve´ase [35].

CAPI´TULO 2
Descripcio´n de los esquemas
nume´ricos
En esta seccio´n describiremos la forma en que discretizamos en tiempo y en espa-
cio nuestras ecuaciones. Para la discretizacio´n en tiempo, haremos una introduccio´n al
Me´todo de las Caracter´ısticas, me´todo con el que se trata la parte convectiva de las
ecuaciones. Para la discretizacio´n en el espacio aplicaremos el Me´todo de los Elementos
Finitos con dos tipos de elementos distintos. Para un primer esquema utilizaremos elemen-
tos tridimensionales provenientes del producto tensorial de elementos bidimensionales por
elementos unidimensionales, mientras que para un segundo y tercer esquema, tomaremos
elementos tridimensionales tetrae´dricos. Estos dos tipos de elementos, nos proporcionara´n
interesantes diferencias en los esquemas, tanto a la hora de implementarlos como nume´ri-
camente y en los resultados.
2.1 El Me´todo de las Caracter´ısticas
En esta seccio´n haremos un breve estudio del Me´todo de las Caracter´ısticas o Me´todo
semi-Lagrangiano. Para ello, introduciremos primero este me´todo a trave´s de un proble-
ma de transporte puro y a continuacio´n, veremos co´mo se generaliza a un problema de
conveccio´n-difusio´n cualquiera.
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2.1.1. Esquema semi-Lagrangiano cuasi-mono´tono para proble-
mas de transporte:
Consideremos el siguiente problema
∂ϕ
∂t
+ a(x, t) · ∇ϕ = 0 en D × (0, T ],
ϕ(x, 0) = ϕ0(x) en D,
(2.1)
donde D ⊂ Rd, con d = 1, 2 o 3 (aunque en nuestro caso, consideraremos d = 3), es un
abierto con frontera ∂D suficientemente regular y x ∈ D. Supongamos ϕ : D×[0, T ] −→ R
y a : D × [0, T ] −→ R3, suficientemente regulares. De esta regularidad hablaremos ma´s
adelante.
Observacio´n 12 En el caso de las PE’s tendremos:
a(x, t) = (v(x, t), w(x, t)).
Definicio´n 3 Sea x ∈ D y s ∈ [0, T ]. Se define como curva caracter´ıstica del operador
∂
∂t
+ a · ∇, a la funcio´n
X(x, s; ·) : [0, T ] −→ D
solucio´n de {
X ′(x, s; t) = a (X(x, s; t), t) ∀ t ∈ (0, T ]
X(x, s; s) = x.
(2.2)
En otras palabras, X(x, s; t) es la posicio´n en el instante t de la part´ıcula que viaja
con velocidad a y que en el instante de tiempo s ∈ [0, T ] se encuentra en el punto x de D.
Para que la funcio´n X(x, s; t) este´ bien definida en el intervalo de tiempo (0, T ], basta,
por ejemplo, con que a sea espacialmente lipschitziana (ver [3] y [11]).
Observacio´n 13 Con las definiciones introducidas, podemos observar que la derivada
temporal de una funcio´n ϕ (X(x, s; t), t) a lo largo de la curva caracter´ıstica X(x, s; t) es
la derivada material de ϕ con respecto al vector velocidad a. En efecto
d
dt
(ϕ (X(x, s; t), t)) =
∂ϕ
∂t
(X(x, s; t), t) +X ′(x, s; t) · ∇ϕ (X(x, s; t), t) =
∂ϕ
∂t
(X(x, s; t), t) + a (X(x, s, ; t), t) · ∇ϕ (X(x, s; t), t) =
Dϕ
Dt
(X(x, s; t)) .
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Por lo tanto, las soluciones de (2.1) son constantes a lo largo de las caracter´ısticas, es
decir:
ϕ(x, s) = ϕ(X(x, s; t), t) ∀ t ∈ [0, T ].
Para discretizar en tiempo el problema (2.1), dividimos el intervalo de tiempo [0, T ]
en N subintervalos del tipo [tn, tn+1]. Aunque esta discretizacio´n no tiene por que´ ser
regular, por simplicidad en la notacio´n, tomaremos cada subintervalo con una longitud
fija, ∆t = T
N
y llamaremos ti = i∆t, i = 0, ..., N + 1.
De esta forma, dados x ∈ D y n = 1, ..., N tenemos las curvas caracter´ısticas definidas
en cada intervalo de tiempo [tn, tn+1] como solucio´n del siguiente problema{
X ′(x, tn+1; t) = a (X(x, tn+1; t), t) ∀ t ∈ [tn, tn+1]
X(x, tn+1; tn+1) = x.
(2.3)
Notacio´n 3 Dada una funcio´n f : D × [0, T ] −→ R, denotaremos por fn a la funcio´n f
en el instante de tiempo tn, es decir, a la funcio´n
fn : D −→ R
x 7−→ f(x, tn).
Notacio´n 4 Dada una funcio´n f : D × [0, T ] −→ R, denotaremos por f ∗n a la funcio´n
f ∗n : D −→ R
x 7−→ f (X(x, tn+1; tn), tn) .
Es decir, que para cada punto x ∈ D, f ∗n denota el valor de la funcio´n f en el instante
de tiempo tn, en la posicio´n de la part´ıcula que ocupara´ la posicio´n x en el instante tn+1.
Para poder asegurar que el problema (2.3) tiene una u´nica solucio´n dada por:
X(x, tn+1; t) = x−
∫ tn+1
t
a(X(x, tn+1; τ), τ)dτ ∀ t ∈ [tn, tn + 1] (2.4)
basta pedir que a(x, t) sea espacialmente Lipschitziana. Podemos imponer esta hipo´tesis
pue´s, tal y como mencionamos en la Observacio´n 12, a(x, t) es la velocidad del flu´ıdo (en
el caso discreto, que es el que nos concierne, se cumple dicha hipo´tesis).
Con el fin de obtener una solucio´n nume´rica del problema (2.1), hacemos una particio´n
Dh del dominio D (donde h describe el taman˜o de la malla), es decir
D¯ =
NE⋃
j=1
Tj
donde Tj son los elementos de la particio´n y NE el nu´mero de elementos de Dh. En cada
elemento finito Tj se especifican un nu´mero finito, NI, de puntos de interpolacio´n (algunos
de los cuales son comunes a varios elementos adyacentes). El conjunto de dichos puntos
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son los nodos de la particio´n que denotaremos por xk con k = 1, ...,NN y donde NN es el
nu´mero de nodos de Dh.
A continuacio´n definimos el siguiente espacio de funciones:
Sh = {v ∈ C(D) : v|T ∈ Pm(T ), ∀ T ∈ Dh},
siendo Pm(T ) el conjunto de polinomios de grado m definidos en T .
Denotemos por {φk}NNk=1 a la base de funciones nodales de Sh, de forma que cualquier
funcio´n v ∈ Sh se puede escribir como:
v(x) =
NN∑
k=1
vkφk(x) x ∈ D,
con vk = v(xk) (ve´ase [8]).
Notacio´n 5 Para simplificar la notacio´n, sea
Xnk = X(xk, tn+1; tn),
donde, como hemos dicho antes, xk es cualquier nodo de nuestra particio´n Dh.
A Xnk se le llama pie de la caracter´ıstica X(xk, tn+1; t).
Entonces, por (2.4), tenemos para cada intervalo de tiempo [tn, tn+1] y para cada nodo
de la particio´n xk:
Xnk = xk −
∫ tn+1
tn
a(X(xk, tn+1; t), t)dt (2.5)
y aproximando esta integral mediante el punto medio obtenemos:
Xnk = xk −∆ta(X(xk, tn+1; tn +
∆t
2
), tn +
∆t
2
) +O(∆t3). (2.6)
Por simplicidad en la notacio´n, denotaremos tn+ 1
2
= tn+
∆t
2
, αk = xk−Xnk y Xn+1/2k =
X(xk, tn+1; tn+ 1
2
).
De esta forma, haciendo la aproximacio´n cuadra´tica:
X
n+1/2
k =
xk +X
n
k
2
+O(∆t2),
sustituyendo en (2.6) y prescindiendo de los te´rminos de orden 3, se obtiene
αk ≈ ∆ta(xk − 1
2
αk, tn+ 1
2
). (2.7)
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Lema 2 Sea L la constante de Lipschitz de a(x, t) en D×(0, T ] con respecto a la variable
espacial. Entonces, si ∆t
2
L < 1, para arbitrarios xk ∈ D y tn+ 1
2
∈ (0, T ), la ecuacio´n
αk = ∆ta(xk − 1
2
αk, tn+ 1
2
) (2.8)
tiene una u´nica solucio´n αk ∈ Rd.
Demostracio´n. En efecto, por ser a(x, t) Lipschitziana de constante L, se tiene
‖a(x, t)− a(y, t)‖ ≤ L‖x− y‖ ∀x, y ∈ D, t ∈ (0, T ].
En particular, si denotamos x = xk − 12α1k e y = xk − 12α2k, tenemos
‖∆ta(xk − 1
2
α1k, tn+ 1
2
)−∆ta(xk − 1
2
α2k, tn+ 1
2
)‖ ≤ ∆tL
2
‖α1k − α2k‖ ∀α1k, α2k ∈ D.
De esta forma, la funcio´n α −→ ∆ta(xk − 12α, tn+ 12 ) es contractiva y por tanto mediante
el teorema del punto fijo, la ecuacio´n (2.8) tiene una u´nica solucio´n αk ∈ Rd.
Observacio´n 14 Mediante los siguientes desarrollos de orden 2
a(xk − 1
2
αk, tn) = a(xk − 1
2
αk, tn+ 1
2
) +
1
2
∂a(xk − 12αk, t)
∂t
∣∣∣∣
t
n+12
∆t
2
+O(∆t2),
a(xk − 1
2
αk, tn−1) = a(xk − 1
2
αk, tn+ 1
2
) +
1
2
∂a(xk − 12αk, t)
∂t
∣∣∣∣
t
n+12
3∆t
2
+O(∆t2),
obtenemos la siguente aproximacio´n cuadra´tica
a(xk − 1
2
αk, tn+ 1
2
) =
3
2
a(xk − 1
2
αk, tn)− 1
2
a(xk − 1
2
αk, tn−1) +O(∆t2). (2.9)
Por el Lemma 2 y la aproximacio´n (2.9) obtenemos αk mediante un me´todo de punto
fijo de la forma siguiente:
αk = ∆t
[
3
2
a(xk − 1
2
αk, tn)− 1
2
a(xk − 1
2
αk, tn−1)
]
. (2.10)
De esta forma, obtenemos el llamado pie de la caracter´ıstica para cada nodo xk,
mediante
Xnk = xk − αk.
A continuacio´n, de acuerdo con la Notacio´n 3 y 4, nuestra solucio´n nume´rica cumple
que:
ϕ∗n(xk) = ϕn(X(xk, tn+1; tn)) = ϕn(Xnk ) ∀ k = 1, ...,NN,
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que calcularemos mediante interpolacio´n como veremos en (2.11). Para ello, es muy impor-
tante obtener de forma eficiente el elemento Tjk al que pertenece el pie de la caracter´ıstica
Xnk , para cada k. En [1] se puede ver un algoritmo eficiente para esta bu´squeda en el
caso bidimensional. Ma´s adelante, en la exposicio´n de los modelos, hablaremos de dicha
bu´squeda en elementos tridimensionales, basa´ndonos siempre en los algoritmos de [1].
Una vez obtenido el elemento Tjk al que pertenece X
n
k pasamos a calcular el valor de
ϕ∗n(xk) mediante interpolacio´n. Para ello, recordemos que cada elemento de la particio´n
Dh tiene NI nodos de interpolacio´n. Denotemos por {xjki }NIi=1 los nodos de interpolacio´n del
elemento Tjk y {φjki }NIi=1 las funciones nodales pertenecientes a dicho elemento, entonces:
ϕ∗n(xk) = ϕn(Xnk ) ≈
NI∑
i=1
ϕn(xjki )φ
jk
i (X
n
k ). (2.11)
Definicio´n 4 Sean u y v dos funciones de Ω× [0, T ] tales que
unk ≤ vnk ∀ k = 1, ...,NN y 0 ≤ n ≤ N − 1.
Diremos que conservan la monoton´ıa si
un+1k ≤ vn+1k ∀ k = 1, ...,NN.
Observacio´n 15 Al obtener ϕ∗n mediante interpolacio´n, es importante mencionar, que
en caso de que la interpolacio´n sea de orden m > 1, se puede perder monoton´ıa en la
solucio´n (ve´ase [20]), es decir, se puede dar uno de los casos siguientes:
ϕ∗n(xk) < mı´n
i=1,...,NI
(
ϕn(xjki )
)
o ϕ∗n(xk) > ma´x
i=1,...,NI
(
ϕn(xjki )
)
.
Con el objetivo de corregir esta posible pe´rdida de monoton´ıa, en el me´todo semi-
Lagrangiano cuasi-mono´tono que se propone en [4] y [5], se definen:
ϕ+k = ma´x
i=1,...,NI
(
ϕn(xjki )
)
y
ϕ−k = mı´n
i=1,...,NI
(
ϕn(xjki )
)
para corregir ϕ∗n(xk) de la forma siguiente:
ϕ∗n(xk) =

ϕ+k si ϕ
∗n(xk) > ϕ+k ,
ϕ−k si ϕ
∗n(xk) < ϕ−k ,
ϕ∗n(xk) en otro caso.
(2.12)
Se puede ver un ana´lisis nume´rico detallado de este Me´todo semi-Lagrangiano cuasi-
mono´tono en [2], [4], [5] y [39].
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2.1.2. Esquema semi-Lagrangiano cuasi-mono´tono para un pro-
blema de conveccio´n-difusio´n general
Consideremos el siguiente problema general de conveccio´n-difusio´n
∂ϕ
∂t
+ a · ∇ϕ−∇ · (AH∇Hϕ)− ∂
∂z
(
AV
∂ϕ
∂z
)
= F en D × (0, T ],
Bϕ(x, t) = 0 en ∂D × (0, T ],
ϕ(x, 0) = ϕ0(x) en D,
(2.13)
con la misma notacio´n que en la seccio´n anterior, con AH y AV los coeficientes de viscosi-
dad horizontal y vertical, respectivamente y donde B es un operador frontera.
Al igual que en la seccio´n anterior, discretizamos el intervalo de tiempo en N subin-
tervalos de longitud ∆t = T
N
de tipo [tn, tn+1] y definimos las curvas caracter´ısticas para
el operador ∂
∂t
+ a · ∇ tal y como vimos en (2.3).
Para obtener una aproximacio´n nume´rica de la solucio´n de (2.13), dado ϕ0 se propone
el siguiente esquema para todo xk ∈ Dh y n = 0, 1, ..., N − 1:
A) Etapa de transporte: en la que obtenemos los te´rminos convectivos del problema.
Para ello, para cada n ∈ {1, ..., N}:
i) Evaluamos
Xnk (xk, tn+1; tn) = xk −
∫ tn+1
tn
a(X(xk, tn+1; t), t)dt,
siguiendo los pasos descritos en la Seccio´n 2.1.1 para el ca´lculo de Xnk .
ii) Obtencio´n mediante interpolacio´n (segu´n lo explicado en la Seccio´n 2.1.1), de
ϕ∗n(xx) = ϕn(X(xk, tn+1; tn)
y posterior correccio´n de la monoton´ıa segu´n (2.12).
B) Etapa difusiva: resolvemos el siguiente problema de difusio´n por un Me´todo de
Elementos Finitos:
ϕn+1 − ϕ∗n
∆t
−∇ · (AH∇Hϕn+1)− ∂
∂z
(
AV
∂ϕn+1
∂z
)
= F n+1 en Ω,
Bϕn+1(x) = 0 en ∂D.
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2.2 Discretizacio´n temporal de las PE’s
Como ya hemos mencionado anteriormente, para discretizar en tiempo el problema
formado por las ecuaciones (1.58) - (1.63), las condiciones de frontera (1.50) - (1.52) y
las condiciones iniciales (1.53), dividimos el intervalo de tiempo [0, T ] en N subintervalos
[tn, tn+1] con tn = n∆t, n = 0, 1, ..., N y ∆t =
T
N
. Para cada n = 0, 1, ..., N − 1, dados vn,
vn−1, wn, wn−1 y x = (x, y, z) ∈ Ω calculamos el pie de la caracter´ıstica X(x, tn+1; tn) (tal
y como vimos en la Seccio´n 2.1.1), donde para t ∈ [tn, tn+1], X(x, tn+1; t) son las curvas
caracter´ısticas del operador ∂
∂t
+ v · ∇+ w ∂
∂z
, solucio´n u´nica del problema:
{
X ′(x, tn+1; t) = (v(X(x, tn+1; t), t), w(X(x, tn+1; t), t)) en [tn, tn+1],
X(x, tn+1; tn+1) = x.
(2.14)
2.2.1. Discretizacio´n de las ecuaciones de la Temperatura y la
Salinidad
A continuacio´n exponemos la discretizacio´n de las ecuaciones (1.61) y (1.62) (de la
Temperatura y Salinidad respectivamente) con sus correspondientes condiciones de con-
torno y condiciones iniciales. Dados T n, Sn, obtendremos T n+1 y Sn+1 aplicando el es-
quema semi-Lagrangiano explicado en la Seccio´n 2.1.2, es decir, seguimos los siguientes
pasos:
Etapa de transporte: obtencio´n de T ∗n y S∗n (segu´n lo visto en la Seccio´n 2.1.2).
Etapa difusiva: donde resolvemos los siguientes problemas: Dados T 0 = T0, S
0 =
S0 y para n ≥ 0,{
Tn+1−T ∗n
∆t
−∇ · (µT∇T n+1)− ∂∂z
(
νT
∂Tn+1
∂z
)
= 0 en Ω,
BTT
n+1 = 0 en ∂Ω
(2.15)
y {
Sn+1−S∗n
∆t
−∇ · (µS∇Sn+1)− ∂∂z
(
νS
∂Sn+1
∂z
)
= 0 en Ω,
BST
n+1 = 0 en ∂Ω
(2.16)
donde BT y BS son los operadores frontera para la temperatura y salinidad respec-
tivamente, dados en (1.50) - (1.52).
A continuacio´n obtenemos la densidad en el instante de tiempo tn+1 mediante la
ecuacio´n de estado propuesta por la UNESCO (ve´ase [18]).
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2.2.2. Discretizacio´n de las ecuaciones de la componente hori-
zontal de la velocidad
Para la obtencio´n de la componente horizontal de la velocidad debemos resolver el
siguiente problema
Dv
Dt
+ fv⊥ −∇ · (µV∇v)− ∂
∂z
(
νV
∂v
∂z
)
=
− 1
ρ0
∇ps − g
ρ0
∇
∫ 0
z
ρdz′ en Ω× (0, T ),
Bvv = 0 en ∂Ω× (0, T ),
∇ ·
∫ 0
−H(x,y)
v = 0 en ωs × (0, T ),
v(x, y, z, 0) = v0(x, y, z)
(2.17)
con Bv el operador frontera para la componente horizontal de la velocidad, definido en
(1.50) - (1.52) y donde esta´n acopladas la velocidad y la presio´n superficial.
Para ello vamos a combinar el esquema semi-Lagrangiano (ve´ase un estudio de la
aplicacio´n del esquema semi-Lagrangiano a las ecuaciones primitivas del oce´ano en [6])
con un esquema de tipo splitting con correcio´n de la presio´n (ve´ase [9], [34], [16] y [17]).
A continuacio´n consideramos los siguientes espacios:
H1l+f,0(Ω) = {u ∈ H1(Ω) : u = 0 en Γl ∪ Γf},
H1 = {v ∈
(
L2(Ω)
)2
: ∇ ·
∫ 0
−H(x,y)
vdz = 0 y
(∫ 0
−H(x,y)
vdz
)
· ~n = 0 en Γl}
y
H⊥1 = {v ∈
(
L2(Ω)
)2
: u = ∇h con h ∈ H1(ωs)}.
El splitting se basa en la siguiente descomposicio´n del espacio (L2(Ω))
2
(ve´ase [33], [8] y
[16]) (
L2(Ω)
)2
= H1 ⊕H⊥1 ,
de forma que se obtiene una primera aproximacio´n de la velocidad en (L2(Ω))
2
pero que
adema´s cumple las condiciones de contorno y a continuacio´n se proyecta sobre el espacio
de funciones H1 para que cumpla la condicio´n de continuidad (1.60).
Dados v0, v−1 = v0, w0, w−1 = w0, p0s y p
−1
s = p
0
s (la necesidad de p
−1
s se vera´ ma´s
adelante) debemos resolver el problema (2.17) el instante de tiempo tn+1, sabiendo que
v(x, y, z, tn) = v
n(x, y, z) con (x, y, z) ∈ Ω.
Para resolver el problema anterior aplicamos el esquema semilagrangiano expuesto en
la seccio´n anterior, con lo que su resolucio´n queda dividida en dos etapas:
Etapa de transporte: ca´lculo de v∗n (segu´n lo visto en la Seccio´n 2.1.2).
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Etapa difusiva: nos queda por resolver el siguiente problema:
vn+1 − v∗n
∆t
+ f
(
vn+1
)⊥ −∇ · (µV∇vn+1)− ∂
∂z
(
νV
∂vn+1
∂z
)
=
− 1
ρ0
∇pn+1s −
g
ρ0
∇
∫ 0
z
ρn+1dz′ en Ω,
Bvv
n+1 = 0 en ∂Ω,
∇ ·
∫ 0
−H(x,y)
vn+1 = 0 en ωs,
(2.18)
donde nos encontramos con la dificultad de que la velocidad y la presio´n esta´n
acopladas, por lo que aplicamos un esquema de tipo splitting con correccio´n de
presio´n. En dicho splitting, se obtiene la solucio´n vn+1 ∈ H1 mediante la suma de
un elemento de (L2(Ω))
2
y otro de H⊥1 , a trave´s de la siguiente ecuacio´n
vn+1 − v¯n+1
∆t
+
1
ρ0
∇pn+1s +
1
ρ0
∇p̂n+1s = 0, (2.19)
donde pˆn+1s es la siguiente aproximacio´n de p
n+1
s
pˆn+1s = 2p
n
s − pn−1s
y donde tomamos p0s = p
−1
s ≡ 0. Para ello, calculamos una primera aproximacio´n
de la velocidad, v¯n+1 ∈ (H1l+f,0(Ω))2, solucio´n de
v¯n+1 − v∗n
∆t
+ f
(
v¯n+1
)⊥ −∇ · (µV∇v¯n+1)− ∂
∂z
(
νV
∂v¯n+1
∂z
)
=
− 1
ρ0
∇p̂n+1s −
g
ρ0
∇
∫ 0
z
ρn+1dz′ en Ω,
Bvv¯
n+1 = 0 en ∂Ω.
(2.20)
Esta aproximacio´n de la velocidad, cumple las condiciones de contorno (1.50) -
(1.52), pero no va a cumplir (en general) la ecuacio´n de continuidad (1.60), por
lo que a continuacio´n la proyectaremos sobre el espacio H1. Para ello llamemos
qn+1 = pn+1s − pˆn+1s a la correccio´n de presio´n superficial e integremos (2.19) en la
vertical. Si tenemos en cuenta que la solucio´n que buscamos queremos que cumpla
que vn+1 ∈ H1, obtenemos el siguiente problema para la obtencio´n de la correccio´n
de presio´n qn+1:
v˜n+1 − ∫ 0−H(x,y) v¯n+1ds
∆t
+
1
ρ0
H(x, y)∇ (qn+1) = 0 en ωs,
∇ · v˜n+1 = ∇ ·
∫ 0
−H(x,y)
vn+1ds = 0 en ωs,
v˜n+1 · ~n∣∣
∂ωs
= 0 en ∂ωs,
(2.21)
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donde
v˜n+1(x, y) =
∫ 0
−H(x,y)
vn+1(x, y, z)dz.
Aplicando el operador divergencia al problema anterior obtenemos el siguiente pro-
blema para la resolucio´n de la correccio´n de presio´n superficial:
∇ · (H(x, y)∇qn+1) = ρ0
∆t
∇ · ∫ 0−H(x,y) v¯n+1ds en ωs,
∂qn+1
∂~n
= 0 en ∂ωs.
(2.22)
Observacio´n 16 La razo´n por la que imponemos la condicio´n de frontera de neu-
mann homoge´nea para la correccio´n de presio´n superficial qn+1 radica en el problema
(2.21). Si multiplicamos la primera ecuacio´n por el vector normal unitario ~n obte-
nemos
∆t
ρ0
H(x, y)∇qn+1 · ~n = −v˜n+1 · ~n+
(∫ 0
−H(x,y)
v¯n+1
)
· ~n,
con lo que obtenemos la condicio´n de contorno impuesta en (2.22), ya que v˜n+1 ·~n =
0 por ser vn+1 ∈ H1, v¯n+1 = 0 en Γl por ser v¯n+1 ∈
(
H1l+f,0(Ω)
)2
y H(x, y) 6= 0
∀(x, y) ∈ ω¯s.
Por u´ltimo, una vez obtenida la correccio´n de presio´n, obtenemos la solucio´n vn+1 ∈
H1 como suma de un elemento de (L
2(Ω))
2
y otro de H⊥1 mediante la siguiente
ecuacio´n
vn+1 − v¯n+1
∆t
+
1
ρ0
∇qn+1 = 0 (2.23)
2.2.3. Resumen de la discretizacio´n temporal
A continuacio´n, expondremos a modo de resumen, los pasos que sigue nuestro esquema
en cualquiera de los dos modelos que expondremos a continuacio´n, puesto que la diferencia
entre estos dos modelos no esta´ en la discretizacio´n temporal, sino u´nicamente en la
espacial. Dados T 0, S0,v0,v−1 = v0, p0s w
0, w−1 = w0 y p−1s = p
0
s y para n = 0, ..., N − 1:
A) Etapa de transporte: mediante el me´todo semi-Lagrangiano cuasi-mono´tono:
i) Calculamos
X(x, tn+1; tn) = x−
∫ tn+1
tn
(v(X(x, tn+1; t), t), w(X(x, tn+1; t), t)) dt,
siguiendo los pasos descritos en la Seccio´n 2.1.1 para el ca´lculo de Xn.
ii) Obtencio´n de T ∗n, S∗n y v∗n.
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B) Etapa difusiva:
i) Obtenemos T n+1 y Sn+1 soluciones de los problemas (2.15) y (2.16) respecti-
vamente.
ii) Ca´lculo de ρn+1 = ρ(T n+1, Sn+1) mediante la ecuacio´n de estado.
iii) Primera parte del splitting: obtencio´n de v¯n+1, solucio´n del problema (2.20).
iv) Segunda parte del splitting: obtencio´n de vn+1 mediante correccio´n de presio´n:
1) Obtencio´n de la correccio´n de presio´n qn+1 solucio´n del problema (2.22).
2) Obtencio´n de vn+1 mediante la ecuacio´n (2.19).
v) Obtencio´n de la tercera componente de la velocidad wn+1, mediante la ecuacio´n
de diagno´stico (1.59).
2.3 Modelo basado en la σ-coordenada
En los u´ltimos an˜os se han aplicado numerosos cambios de coordenadas en la vertical
para obtener mejores reperesentaciones del fondo del oce´ano (ve´ase [28], [23]). Uno de
estos cambios de coordenadas verticales es el llamado cambio de coordenadas σ, el cua´l
estudiaremos en esta Seccio´n.
La idea principal de este modelo que vamos a exponer, es la conversio´n del dominio
Ω = ωs × (−H(x, y), 0) en el dominio cil´ındrico Ω̂ = ωs × (−1, 0) mediante la llamada
coordenada σ. Gracias a este cambio de coordenadas, vamos a poder separar las com-
ponentes horizontal y vertical del problema. De esta forma necesitaremos utilizar mucha
menos memoria para almacenar datos y los ca´lculos sera´n mucho ma´s ra´pidos.
2.3.1. σ-coordenada
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Figura 2.1: Transformacio´n del dominio Ω mediante la coordenada σ.
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En este primer modelo vamos a aplicar el llamado cambio de coordenadas σ a la
componente vertical del problema, es decir, tal y como hemos dicho antes, convertimos
el dominio Ω en el dominio cil´ındrico Ω̂ (ve´ase Figura 2.1). Este cambio de coordenadas,
viene dado por
z = Hc + (H(x, y)−Hc)C(s), s ∈ [−1, 0], (2.24)
donde Hc es una constante elegida en general como el valor de menor profundidad del
dominio Ω (nosotros tomaremos Hc = 0). C(s) es el conjunto de curvas que nos determina
el cambio de variable que esta´ definido por definido por
C(s) = (1− θb)senh(θss)
senh(θs)
+ θb
tanh [θs(s+ 1/2)]− tanh(θs/2)
2 tanh(θs/2)
, (2.25)
donde, dada una discretizacio´n del dominio vertical (−1, 0), θs y θb son los para´metros de
control para generar ma´s niveles (nodos de la discretizacio´n vertical) en la superficie y el
fondo respectivamente. Tal y como se puede ver en la literatura relativa a la σ-coordenada,
sus rangos respectivos son los siguientes (ve´ase [30])
0 < θs ≤ 20 y 0 < θb ≤ 1, (2.26)
tomando θs pro´ximo a 20 cuando necesitemos mayor concentracio´n de niveles en la su-
perficie y θb pro´ximo a 1 cuando necesitemos mayor concentracio´n de niveles en el fondo
del dominio.
Definido el cambio de variable dado por (2.24), el jacobiano de este cambio de coor-
denadas es:
J =
∂z
∂s
= (H(x, y)−Hc)C ′(s). (2.27)
Observacio´n 17
C ′(s) = (1− θb)θs cosh(θss)
senh(θs)
+ θbθs
coth(θs/2)
2 cosh2[θs(s+ 1/2)]
.
C ′(s) > 0 ∀ s ∈ [−1, 0] y para cualesquiera valores de θb y θs definidos en (2.26), pues
se tienen las siguientes desigualdades:
1− θb ≥ 0 y θb, θs > 0 por (2.26),
cosh(θss) > 0 y cosh
2(θs(s+ 1/2))) > 0 pues cosh(x) > 0 ∀ x ∈ R,
senh(θs) > 0 y coth(θs/2) > 0 pues θs > 0.
Observacio´n 18 Para que el jacobiano J del cambio de variable dado por (2.24) sea
distinto de 0, basta con tomar Hc 6= H(x, y) ∀ (x, y) ∈ ωs. Para simplificar las cosas
tomaremos Hc = 0, pues tenemos H(x, y) > 0 ∀ (x, y) ∈ ωs.
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Observacio´n 19 Sea el cambio de variable σ dado por
(x, y, z) −→ (x¯, y¯, z¯),
con (x¯, y¯) = (x, y) ∈ ωs y z¯ = s(x, y, z) ∈ (−1, 0) dado por (2.24).
Vea´mos las expresiones que toman las derivadas parciales de una funcio´n ϕ en funcio´n
de las nuevas variables:
∂ϕ
∂x
=
∂ϕ
∂x¯
+
∂ϕ
∂s
∂s
∂x
∂ϕ
∂y
=
∂ϕ
∂y¯
+
∂ϕ
∂s
∂s
∂y
∂ϕ
∂z
=
1
J
∂ϕ
∂s
.
(2.28)
Por lo tanto, si definimos ∇ como la componente horizontal del operador gradiente dado
en las nuevas coordenadas, es decir ∇ =
(
∂
∂x
, ∂
∂y
)
y siendo ∇ =
(
∂
∂x
, ∂
∂y
)
la componente
horizontal del operador gradiente dado en las antiguas coordenadas:
Si ϕ es una funcio´n escalar
∇ϕ = ∇ϕ+ ∂ϕ
∂s
∇s. (2.29)
Si ϕ es una funcio´n vectorial
∇ · ϕ = ∇ · ϕ+ ∂ϕ
∂s
· ∇s. (2.30)
Observacio´n 20 Sea F : Ω −→ R. Tal y como se puede ver en [12], se tienen las si-
guientes igualdades:
∇z + J∇s = 0, (2.31)
∇J + ∂(J∇s)
∂s
= ∇J + ∂(−∇z)
∂s
= 0 (2.32)
∇F = 1
J
[
∇(JF ) + ∂(JF∇s)
∂s
]
. (2.33)
En efecto, (2.31) se tiene aplicando (2.29) con ϕ = z, por ser z independiente de
(x, y). La primera igualdad de (2.32), se tiene por (2.31) y se puede ver facilmente la
segunda igualdad por:
∇J + ∂(−∇z)
∂s
= ∇J −∇
(
∂z
∂s
)
︸ ︷︷ ︸
J
= 0.
Por u´ltimo, demostremos (2.33):
1
J
[
∇(JF ) + ∂(JF∇s)
∂s
]
=
1
J
[
F∇J + J∇F + J∇s∂F
∂s
+ F
∂(J∇s)
∂s
]
= ∇F + ∂F
∂s
∇s = ∇F.
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Siguiendo lo que se hace en [12], se define una nueva velocidad vertical para simplificar
las ecuaciones:
w¯ =
Ds
Dt
= v · ∇s+ w
J
, (2.34)
pue´s s es independiente de la variable temporal t.
A continuacio´n detallaremos la transformacio´n de cada te´rmino de las PE’s en el
nuevo sistema de coordenadas. Para ello definimos una funcio´n escalar cualquiera F :
(0, T ]× Ω −→ R:
Te´rmino de adveccio´n: en el antiguo sistema de coordenadas
DF
Dt
=
∂F
∂t
+ v · ∇F + w∂F
∂z
mientras que por (2.29) y (2.34), la derivada material en el nuevo sistema de coor-
denadas es
D¯F
Dt
=
∂F
∂t
+ v · ∇F + w∂F
∂s
. (2.35)
Observacio´n 21 Dada una funcio´n vectorial G : (0, T ] × Ω −→ R con G =
(G1, G2) se tiene
DG
Dt
=
(
DG1
Dt
,
DG2
Dt
)
.
De esta forma, la derivada material en el nuevo sistema de coordenadas viene dada
por
D¯G
Dt
=
(
D¯G1
Dt
,
D¯G2
Dt
)
.
Termino de la difusio´n horizontal: tal y como se puede ver en [12], es mejor
considerar el siguiente te´rmino de difusio´n horizontal
DH(F ) = ∇ · (µ∇F ) ≈ 1
J
∇ · (µJ∇F ),
que realizar el cambio de variable de forma estricta, ya que se incluyen muchos
te´rminos despreciables.
Termino de la difusio´n vertical: se obtiene aplicando directamente el cambio de
coordenadas:
DV (F ) =
∂
∂z
(
ν
∂F
∂z
)
=
1
J
∂
∂s
(
ν
J
∂F
∂s
)
.
Te´rmino del gradiente de presio´n:
∇ps = ∇ps,
pues ps : ωs −→ R es la presio´n superficial y por lo tanto no depende de s.
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Te´rmino de la densidad: en el antiguo sistema de coordenadas se tiene el siguiente
te´rmino de densidad:
Tρ = ∇
∫ 0
z
ρdz′ =
∫ 0
z
∇ρdz′.
Aplicando directamente el cambio de coordenadas, se obtiene:
Tρ =
∫ 0
s
J
(
∇ρ+ ∂ρ
∂s′
∇s′
)
ds′.
Ecuacio´n de la divergencia nula: la ecuacio´n (1.60) la obtuvimos a partir de
(1.46). Partiendo de nuevo de esta ecuacio´n, por (2.33) y (2.34) en el nuevo sistema
tenemos
1
J
[
∇ · (Jv) + ∂
∂s
(Jv · ∇s)
]
+
1
J
∂
∂s
(Jw − Jv · ∇s) = 0
lo que equivale a
∇ · (Jv) + ∂
∂s
(Jw) = 0. (2.36)
De esta forma, siguiendo con (2.36) los pasos hechos en la Seccio´n 1.1.4 con (1.54),
la nueva ecuacio´n de diagno´stico que sustituye a (1.59) para la tercera componente
de la velocidad es la siguiente:
w =
1
J
∫ 0
s
∇ · (Jv)dsˆ (2.37)
y la nueva ecuacio´n de continuidad que sustituye a (1.60), la siguiente:∫ 0
−1
∇ · (Jv)ds = 0. (2.38)
De esta forma, exponemos a continuacio´n las PE’s en coordenadas cartesianas una vez
aplicado el cambio de coordenadas σ, en el dominio Ω̂× (0, T ):
∂v
∂t
+ v · ∇v + w∂v
∂s
+ fv⊥ +
1
ρ0
∇ps + g
ρ0
∫ 0
s
J
(
∇ρ+ ∂ρ
∂s′
∇s′
)
ds′−
1
J
∇ · (µV J∇v)− 1
J
∂
∂s
(
νV
J
∂v
∂s
)
= 0
(2.39)
w = w(v) =
1
J
∫ 0
s
∇ · (Jv)ds′ (2.40)
∇ ·
∫ 0
−1
Jvds = 0 (2.41)
∂T
∂t
+ v · ∇T + w∂T
∂s
− 1
J
∇ · (µTJ∇T )− 1
J
∂
∂s
(
νT
J
∂T
∂s
)
= 0 (2.42)
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∂S
∂t
+ v · ∇S + w∂S
∂s
− 1
J
∇ · (µSJ∇S)− 1
J
∂
∂s
(
νS
J
∂S
∂z
)
= 0 (2.43)
ρ = f (T, S) , (2.44)
junto con las siguientes condiciones de contorno:
Condiciones de contorno en la superficie, es decir, en Γ̂s = ωs × {0}:
νV
J
∂v
∂s
= τ , w = 0,
νT
J
∂T
∂s
= αT (T
a − T ) ,
∂S
∂s
= 0.
(2.45)
Condiciones de contorno en el fondo del oce´ano, es decir, en Γ̂f = ωs × {−1}:
v = 0, w = 0,
∂T
∂~n
= 0,
∂S
∂~n
= 0.
(2.46)
Condiciones de contorno en las paredes laterales, es decir, en Γ̂l = ∂ωs × (−1, 0):
v = 0, w = 0,
∂T
∂~n
= 0,
∂S
∂~n
= 0.
(2.47)
Por u´ltimo tenemos las siguientes condiciones iniciales:
v(x¯, y¯, s, 0) = v0(x¯, y¯, s),
T (x¯, y¯, s, 0) = T0(x¯, y¯, s),
S(x¯, y¯, s, 0) = S0(x¯, y¯, s).
(2.48)
Observacio´n 22 Por simplicidad en la notacio´n, seguiremos denotando la funcio´n w por
w y las variables x¯ e y¯ por x e y.
Para mayor informacio´n sobre este cambio de coordenadas y otros posibles, as´ı como
una forma ma´s detallada de ver la obtencio´n de las ecuaciones una vez hecha la transfor-
macio´n ve´anse [12] y [30].
2.3.2. Discretizacio´n temporal
En esta Seccio´n expondremos la discretizacio´n temporal del problema formado por las
ecuaciones (2.39)-(2.44), junto con las condiciones de contorno (2.45)-(2.47) y las condi-
ciones iniciales (2.48). Para ello dividimos el intervalo temporal [0, T ] en N subintervalos
del tipo [tn, tn+1] con tn = n∆t, n = 0, 1, ..., N y ∆t =
T
N
. El procedimiento para dis-
cretizar dicha problema es el explicado en la Seccio´n 2.2 adaptado al nuevo sistema de
coordenadas.
Para cada n = 0, 1, ..., N − 1, dados vn, vn−1, wn, wn−1 y x = (x, y, s) ∈ Ω̂ calculamos
el pie de la caracter´ıstica X(x, tn+1; tn) (tal y como vimos en la Seccio´n 2.1.1).
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2.3.3. Discretizacio´n de las ecuaciones de la Temperatura y la
Salinidad
A continuacio´n exponemos la discretizacio´n de las ecuacio´nes (2.42) y (2.43) (de la
Temperatura y Salinidad respectivamente). Dados T n y Sn, obtenemos T n+1 y Sn+1 apli-
cando el esquema semi-Lagrangiano siguiendo los siguientes pasos:
Etapa de transporte: obtencio´n de T ∗n y S∗n (segu´n lo visto en la Seccio´n 2.1.2).
Etapa difusiva: donde resolvemos los siguientes problemas: Dados T 0 = T0, S
0 =
S0 para n ≥ 0.
T n+1 − T ∗n
∆t
− 1
J
∇ · (µTJ∇T n+1)− 1
J
∂
∂s
(
νT
J
∂T n+1
∂s
)
= 0 en Ω̂,
B̂TT
n+1 en ∂Ω̂
(2.49)
y 
Sn+1 − S∗n
∆t
− 1
J
∇ · (µS∇Sn+1)− 1
J
∂
∂s
(
νS
J
∂Sn+1
∂s
)
= 0 en Ω̂,
B̂SS
n+1 en ∂Ω̂,
(2.50)
con B̂T y B̂S operadores frontera definidos en (2.45)-(2.47).
A continuacio´n se obtiene la densidad en el instante de tiempo tn+1 de nuevo mediante
la ecuacio´n de estado propuesta por la UNESCO.
2.3.4. Discretizacio´n de las ecuaciones de la componente hori-
zontal de la velocidad
Siguiendo el esquema propuesto en la Seccio´n 2.2, para la obtencio´n de la componente
horizontal de la velocidad, combinamos el esquema semi-Lagrangiano con un esquema de
tipo splitting con correcio´n de presio´n. Para ello definimos los siguientes espacios:
H1l+f,0(Ω̂) = {u ∈ H1(Ω̂) : u = 0 en Γ̂l ∪ Γ̂f},
Ĥ1 = {v ∈
(
L2(Ω̂)
)2
: ∇ ·
∫ 0
−H(x,y)
vdz y
(∫ 0
−H(x,y)
vdz
)
· ~n = 0 en Γ̂l}
y
Ĥ⊥1 = {v ∈
(
L2(Ω̂)
)2
: u = ∇h con h ∈ H1(ωs)},
de forma que (
L2(Ω̂)
)2
= Ĥ1 ⊕ Ĥ⊥1 .
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De nuevo empezamos aplicando el esquema semi-Lagrangiano a nuestro problema para
la componente horizontal de la velocidad. De esta forma, dados vn,vn−1, pns y p
n−1
s y
sabiendo que v(x, y, s, tn) = v
n(x, y, s), la resolucio´n del problema queda dividia en la
primera etapa de transporte, que es totalmente ana´loga a la mencionada en la Seccio´n 2.2
y en la etapa de difusio´n, en la que nos centramos a continuacio´n.
El problema ana´logo al (2.18) que debemos resolver en la etapa difusiva es el siguiente:
vn+1 − v∗n
∆t
+ f
(
vn+1
)⊥ − 1
J
∇ · (µV J∇vn+1)− 1
J
∂
∂s
(
νV
J
∂vn+1
∂s
)
=
− 1
ρ0
∇pn+1s −
g
ρ0
Qn+1 en Ω̂
B̂vv
n+1 en ∂Ω̂,
∇ ·
∫ 0
−1
Jvn+1 en ∂ωs,
(2.51)
donde Qn+1 es una funcio´n de Ω̂ definida por
Qn+1 =
∫ 0
s
J
(
∇ρn+1 + ∂ρ
n+1
∂s′
∇s′
)
ds′ (2.52)
y B̂v es el operador frontera para la componente horizontal de la velocidad, definido en
(2.45) - (2.47).
En este esquema optaremos por considerar el te´rmino de Coriolis de forma expl´ıcita
haciendo la siguiente aproximacio´n de orden dos para la velocidad
vn+1 = 2vn − vn−1 +O(∆t2).
Para resolver este problema, aplicamos el esquema de tipo splitting expuesto en la
Seccio´n 2.2.2. Para ello, calculamos una primera aproximacio´n de la velocidad v¯n+1 ∈(
H1l+f,0(Ω̂)
)2
, solucio´n de

v¯n+1 − v∗n
∆t
− 1
J
∇ · (µV J∇v¯n+1)− 1
J
∂
∂s
(
νV
J
∂v¯n+1
∂s
)
=
− 1
ρ0
∇pˆn+1s −
g
ρ0
Qn+1 − f (2v¯n − v¯n−1)⊥ en Ω̂,
B̂vv¯
n+1 en ∂Ω̂.
(2.53)
Esta primera aproximacio´n de la velocidad cumple las condiciones de contorno (2.45)-
(2.47), pero no cumple (en general) la ecuacio´n de continuidad (2.41), por lo que la
proyectamos sobre el espacio de funciones Ĥ1. Para ello, integramos en la vertical la
ecuacio´n (2.23). Teniendo en cuenta que vn+1 ∈ Ĥ1, obtenemos el siguiente problema
para la correcio´n de presio´n qn+1:
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
v˜n+1 − ∫ 0−1 J v¯n+1ds
∆t
+
1
ρ0
(H(x, y)−Hc)∇
(
pn+1s − p̂n+1s
)
= 0 en ωs,
∇ · v˜n+1 = ∇ ·
∫ 0
−1
Jvn+1ds = 0 en ωs,
v˜n+1 · ~n|∂ωs = 0 en ∂ωs,
(2.54)
donde
v˜n+1(x, y) =
∫ 0
−1
Jvn+1(x, y, s)ds.
De nuevo, aplicando el operador divegercia, obtenemos el siguiente problema para la
correccio´n de presio´n superficial:
∇ · ((H(x, y)−Hc)∇qn+1) = ρ0∆t∇ · ∫ 0−1 J v¯n+1ds en ωs,
∂qn+1
∂~n
= 0 en ∂ωs.
(2.55)
Una vez obtenida la correccio´n de presio´n, obtenemos la solucio´n vn+1 ∈ Ĥ1 como
suma de un elemento de
(
L2(Ω̂)
)2
y otro de Ĥ⊥1 mediante la ecuacio´n (2.23).
Por u´ltimo, calculamos la tercera componente de la velocidad en el instante de tiempo
tn+1 mediante la ecuacio´n de diagno´stico (2.40).
2.3.5. Discretizacio´n espacial
Recordemos previamente que nuestro nuevo dominio, es el dominio cil´ındrico Ω̂ =
ωs×(−1, 0). Debido a que vamos a separar la componente horizontal de la vertical, en vez
de hacer un mallado tridimensional esta´ndar de Ω̂, realizamos un mallado bidimensional
de la superficie ωs y otro, unidimensional, del intervalo (−1, 0). De esta forma obtenemos
elementos tridimensionales prisma´ticos (ve´ase Figura 2.2). Sean NH y NV el nu´mero de
nodos del mallado horizontal y vertical respectivamente, entonces cada funcio´n escalar a
determinar en el problema tiene NN = NVNH grados de libertad.
De esta forma, cada nodo k del mallado tridimensional queda determinado de forma
u´nica por el par (i, j), donde i es el nivel al que pertenece el nodo en su numeracio´n del
mallado vertical y j el nodo al que pertenece en el mallado horizontal.
A la hora de discretizar el dominio vamos a utilizar elementos triangulares en la hori-
zontal y elementos unidimensionales en la vertical.
Notacio´n 6 Sea Th1 la triangulacio´n que hacemos del dominio horizontal ωs y denotemos
por NEH el nu´mero de sus elementos. De esta forma Th1 queda definida por el conjunto
de elementos triangulares Tj con j = 1, ..., NEH y por el conjunto de nodos (xk, yk) con
k = 1, ..., NH .
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Figura 2.2: Mallado tridimensional
Sea Ih2 la discretizacio´n que hacemos del la componente vertical (−1, 0) y denotemos
por NEV el nu´mero de sus elementos. De esta forma Ih2 queda definida por el conjunto
de elementos unidimnesionales Ij con j = 1, ..., NEV y por el conjunto de nodos sk con
k = 1, ..., NV .
A continuacio´n definimos el siguiente espacio de elementos finitos
Vh = {u ∈ C(Ω̂) : u|T×I ∈ Pm(T )⊗ Pr(I) ∀ T ∈ Th1 ,∀ I ∈ Ih2}, (2.56)
para m, r = 1 o 2, donde Pm(T ) denota el conjunto de polinomios de orden m, en las
variables x e y, definidos sobre el elemento triangular T , Pr(I) el conjunto de polinomios
de orden r definidos sobre el elemento unidimensional I y ⊗ denota el producto tensorial.
Observacio´n 23 Los valores de r y m no tienen por que´ ser los mismos, puesto que
podemos considerar elementos lineales en la triangulacio´n horizontal Th1 y cuadra´ticos en
la discretizacio´n vertical Ih2 y viceversa.
Por consiguiente, el espacio Vh queda definido por el siguiente producto tensorial:
Vh = V
H
h1
⊗ V Vh2 ,
donde
V Hh1 = {φ ∈ C(ωs) : φ|T ∈ Pm(T ) ∀ T ∈ Th1}
y
V Vh2 = {ψ ∈ C((−1, 0)) : ψ|I ∈ Pr(I) ∀ I ∈ Ih2}.
De esta forma, cualquier funcio´n nodal Φk(x, y, z) del espacio Vh se puede expresar
como producto de una funcio´n nodal del espacio V Vh2 y una funcio´n nodal de V
H
h1
, es decir
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Φk(x, y, s) = ψi(s)φj(x, y), k = 1, ..., NN , i = 1, ..., NV , j = 1, ..., NH , (2.57)
donde el par (i, j) es aque´l que determina de forma u´nica el nodo k, tal y como hemos men-
cionado anteriormente. De esta manera cualquier funcio´n u(x, y, s) ∈ Vh puede escribirse
de la siguiente forma
u(x, y, s) =
NV NH∑
k=1
ukΦk(x, y, s) =
NV∑
i=1
NH∑
j=1
uijψi(s)φj(x, y), (x, y) ∈ ωs, s ∈ (−1, 0),
donde uk = u(xk, yk, sk) = Uij = u(xj, yj, si), con (xk, yk, sk) un nodo del mallado dado
en la numeracio´n del mallado tridimensional, (xj, yj) un nodo horizontal dado en la nu-
meracio´n del mallado horizontal y si un nodo vertical dado en la numeracio´n del mallado
vertical.
Observacio´n 24 Para que se cumpla la condicio´n de inf-sup para la existencia y unicidad
de la solucio´n (ve´ase [8]) vamos a tomar elementos cuadra´ticos para T , S, u y v, mientras
que tomaremos lineales para ps, w y ρ. De esta forma tomaremos elementos cuadra´ticos
tanto en la horizontal como en la vertical para T , S, u y v, elementos lineales para ps y
w. Para la resolucio´n de la densidad combinaremos elementos cuadra´ticos en la vertical
con elementos lineales en la horizontal.
Observacio´n 25 No´tese que la eleccio´n de m y r en (2.56) nos determina el nu´mero
de nodos de interpolacio´n de nuestro mallado. Denotaremos por defecto NV y NH al
nu´mero de nodos del mallado vertical y horizontal respectivamente, considerando elemen-
tos cuadra´ticos. Por otra parte, denotaremos por NLV y N
L
H al nu´mero de nodos del mallado
vertical y horizontal, respectivamente, considerando elementos lineales.
Observacio´n 26 Por defecto tomaremos elementos cuadra´ticos, por lo que las funciones
nodales Φk con k = 1, ..., NN , ϕj con j = 1, ..., NH y ψi con i = 1, ..., NV sera´n cuadra´ticas.
En otras palabras, tomamos m = r = 2.
En el caso de tener elementos lineales y de necesitar distinguir entre elementos cua-
dra´ticos y lineales, utilizaremos la siguiente notacio´n Φlk, ϕ
l
j y ψ
l
i con l = 1 en el caso
lineal y l = 2 en el caso cuadra´tico.
Observacio´n 27 Tal y como veremos ma´s adelante, el principal problema de los modelos
de σ-coordenada, es la mala resolucio´n de los gradientes de presio´n. Estos errores dependen
de la variacio´n de la profundidad y la discretizacio´n tanto horizontal como vertical del
dominio. Tal y como se puede ver en [18], se obtiene peor resolucio´n de los gradientes de
presio´n cuanto ma´s brusca sea la variacio´n de profundidad. De esta forma, al tomar una
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topograf´ıa realista se necesitara´ suavizar de alguna forma la profundidad para este tipo de
modelos. En [18] se presenta el siguiente para´metro
r = ma´x
j=1,...,NEH
(
∆H
2H
∣∣∣∣
Tj
)
, (2.58)
donde
∆H = ma´x
(x,y)∈Tj
(H(x, y))− mı´n
(x,y)∈Tj
(H(x, y)) .
Para obtener una buena resolucio´n de los gradientes de presio´n, en [18] se dice que
dicho para´metro debe cumplir
r = ma´x
j=1,...,NEH
(
∆H
2H
∣∣∣∣
Tj
)
< 0,2. (2.59)
Te´rminos convectivos: el Me´todo de las Caracter´ısticas
Como hemos dicho en la Seccio´n 2.3.2, el primer paso que vamos a hacer para resolver
nuestro problema es obtener una solucio´n aproximada de v∗n, T ∗n y S∗n mediante el
Me´todo de las Caracter´ısticas. Puesto que hemos conseguido una estructura en la que esta´n
separadas la componente horizontal y vertical, vamos a aprovechar este hecho tambie´n en
el Me´todo de las Caracter´ısticas.
Recordemos que hemos dividido el intervalo de tiempo [0, T ] en N subintervalos del
tipo [tn, tn+1] con tn = n∆t, n = 0, 1, ..., N y ∆t =
T
N
. Entonces, para cada n =
0, 1, ..., N − 1, conocidos T n, Sn,vn y vn−1, calculamos, para cada nodo (xk, yk, sk), su
pie de la caracter´ıstica X(xk, yk, sk, tn+1; tn) segu´n lo expuesto en la Seccio´n 2.1. Por otra
parte, dado un nodo (xk, yk, sk), sabemos que existe un par (i, j), con i dado en la nu-
meracio´n de Ih2 y j en la numeracio´n de Th1 , tal que (xj, yj, si) = (xk, yk, sk). La idea prin-
cipal es calcular primero la componente horizontal del punto X(xj, yj, si, tn+1; tn), como si
estuvie´ramos en un dominio bidimensional y a continuacio´n, su componente vertical, como
si estuvie´ramos en un dominio unidimensional. Para ello, separemos X(xj, yj, si, tn+1; tn)
en sus componentes horizontal y vertical, es decir:
X(xj, yj, si, tn+1; tn) = (XH(xj, yj, si, tn+1; tn), XV (xj, yj, si, tn+1; tn)) ,
donde XH(xj, yj, si, tn+1; tn) es la componente horizontal de la posicio´n que ocupa en el
instante tn la part´ıcula que viaja con velocidad v y que en el instante tn+1 estara´ el pun-
to (xj, yj, si) y donde XV (xj, yj, si, tn+1; tn) es la componente vertical de la posicio´n que
ocupa en el instante tn la part´ıcula que viaja con velocidad w y que en el instante tn+1
estara´ el punto (xj, yj, si).
Puesto que XH(xj, yj, si, tn+1; t) se mueve u´nicamente bajo la influencia de la com-
ponente horizontal de la velocidad, tenemos que se mueve en la componente horizontal
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del dominio, es decir, el plano ωs. Ana´logamente, XV (xj, yj, si, tn+1; t) se mueve u´nica-
mente bajo la influencia de la componente vertical de la velocidad, as´ı que se mueve en
la componente vertical dominio, (−1, 0).
Definicio´n 5 Dado un punto (xj, yj, si) ∈ Ω̂ y dadas las funciones v : Ω̂ −→ R2 y
w : Ω̂ −→ R, componentes horizontal y vertical de la velocidad respectivamente, definimos
las siguientes funciones:
vi : ωs −→ R2
(x, y) 7−→ v(x, y, si),
wj : (−1, 0) −→ R
s 7−→ w(xj, yj, s).
Por consiguiente XH(xj, yj, si; tn+1; t) ∈ ωs es la curva caracter´ıstica del operador
∂
∂t
+ vi · ∇, solucio´n u´nica de:{
X ′H(xj, yj, si; tn+1; t) = vi(XH(xj, yj, si; tn+1; t), t) t ∈ [tn, tn+1]
XH(xj, yj, si; tn+1; tn+1) = (xj, yj)
y XV (xj, yj, si; tn+1; t) ∈ (−1, 0) es la curva caracter´ıstica del operador ∂∂t+wj ∂∂s , solucio´n
u´nica de: {
X ′V (xj, yj, si; tn+1; t) = wj(XV (xj, yj, si; tn+1; t), t) t ∈ [tn, tn+1]
XV (xj, yj, si; tn+1; tn+1) = si.
De esta forma se tiene:
XH(xj, yj, si, tn+1; tn) = (xj, yj)−
∫ tn+1
tn
vi(XH(xj, yj, si, tn+1; t), t)dt (2.60)
y
XV (xj, yj, si, tn+1; tn) = si −
∫ tn+1
tn
wj(XV (xj, yj, si, tn+1; t), t)dt. (2.61)
Siguiendo el mismo esquema que en la Seccio´n 2.2, aproximamos estas integrales por
el punto medio, obteniendo:
XH(xj, yj, si, tn+1; tn) = (xj, yj)−∆tv(XH(xj, yj, si, tn+1; tn+1/2), tn+1/2) +O(∆t3)
y
XV (xj, yj, si, tn+1; tn) = si −∆tw(XV (xj, yj, si, tn+1; tn+1/2), tn+1/2) +O(∆t3).
Definimos
αHj = (xj, yj)−XH(xj, yj, si, tn+1; tn)
αVi = si −XV (xj, yj, si, tn+1; tn)
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y mediante una aproximacio´n de orden dos paraXH(xj, yj, si, tn+1; tn) yXV (xj, yj, si, tn+1; tn)
y prescindiendo de los te´rminos de orden tres, obtenemos de forma ana´loga a la obtencio´n
de (2.10) en la Seccio´n 2.1.1:
αHj = ∆t
[
3
2
vi((xj, yj)− 1
2
αHj , tn)−
1
2
vi((xj, yj)− 1
2
αHj , tn−1)
]
y
αVi = ∆t
[
3
2
wj(si − 1
2
αVi , tn)−
1
2
wj(si − 1
2
αVi , tn−1)
]
,
que calculamos mediante un me´todo de punto fijo.
De esta forma obtenemos la componente horizontal y vertical del pie de la caracter´ıstica
mediante:
XH(xj, yj, si, tn+1; tn) = (xj, yj)−αHj ,
XV (xj, yj, si, tn+1; tn) = si − αVi .
Una vez obtenido el punto X(xj, yj, si, tn+1; tn) tenemos que encontrar el elemento
prisma´tico al que pertenece. Para ello procedemos a localizar los elementos horizontal y
vertical a los que pertenecen la componente horizontal y vertical, respectivamente (ve´ase
Figura 2.3). Para el ca´lculo del elemento horizontal ve´ase [1], mientras que para localizar
el elemento vertical de forma o´ptima, ve´ase el Ape´ndice A.1.
Sean Tjk el elemento triangular al que pertenece la componente horizontal del pie de la
caracter´ıstica XH(xj, yj, si, tn+1; tn) y sea Iik el elemento unidimensional al que pertenece
la componente vertical XV (xj, yj, si, tn+1; tn). De esta forma, el pie de la caracter´ıstica
X(xj, yj, si, tn+1; tn) petenece al elemento prisma´tico Tjk × Iik .
A continuacio´n, denotemos por smik con m = 1, 2, 3, a la coordenada de cada uno de
los tres nodos del elemento Iik (recordemos que para el ca´lculo de T, S y v consideramos
elementos cuadra´ticos). Para obtener u∗n(xj, yj, si) mediante interpolacio´n, procedemos
de la siguiente manera:
Obtenemos primero, mediante interpolacio´n cuadra´tica en el elemento Tjk , los valo-
res de u∗n en la componente horizontal del punto (xj, yj, si), en las alturas corres-
pondientes a los nodos del elemento vertical Iik , es decir:
u∗nm = u
∗n(xj, yj, smik) =
6∑
rk=1
un(xrk , yrk , s
m
ik
)φ
Tjk
rk (XH(xj, yj, si, tn+1; tn)) m = 1, 2, 3,
donde φ
Tjk
rk , rk = 1, ..., 6 son las funciones nodales del elemento Tjk y (xrk , yrk) sus
nodos.
A continuacio´n obtenemos el valor de u∗n(xk, yk, sk) mediante interpolacio´n en el
elemento vertical Iik , es decir:
u∗n(xk, yk, sk) =
3∑
m=1
u∗nm ψ
Ijk
m (XV (xj, yj, si, tn+1; tn)),
donde donde ψ
Iik
m , m = 1, 2, 3, son las funciones nodales del elemento Iik .
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Tal y como hemos dicho anteriormente, al haber interpolado de forma cuadra´tica,
podemos haber perdido monoton´ıa y por lo tanto la recuperamos tal y como vimos en
(2.12).
De esta forma obtenemos las soluciones T ∗n, S∗n y (u∗n, v∗n), que corresponde con la
parte convectiva del problema.
X(x,y,s, ;·)j j i tn+1
Iik
X (x,y,s, ;t )H j j i ntn+1
wsTjk
(x,y,s)j j i
X(x,y,s, ;t )j j i ntn+1
Tjk
Figura 2.3: Esquema del Me´todo de las Caracter´ısticas
Te´rminos difusivos para la Temperatura y la Salinidad
Vea´mos co´mo resolver el problema para la Temperatura aplicando el Me´todo de los
Elementos Finitos al problema (2.49). Escribiendo la formulacio´n de´bil para nuestras
funciones nodales obtenemos lo siguiente para cada nodo k:∫
Ω̂
T n+1Φk(x, y, s)JdΩ̂−∆t
∫
Ω̂
∇ · (µTJ∇T n+1)Φk(x, y, s)dΩ̂
−∆t
∫
Ω̂
∂
∂s
(
νT
J
∂T n+1
∂s
)
Φk(x, y, s)dΩ̂ =
∫
Ω̂
T ∗nΦk(x, y, s)JdΩ̂.
Tal y como hemos dicho, cada nodo k queda definido de forma u´nica por un par (i, j),
por lo tanto, para cada i = 1, ..., NV , j = 1, ..., NH
2.3. Modelo basado en la σ-coordenada 43
∫
ωs
∫ 0
−1
T n+1ψi(s)φj(x, y)Jdωds−∆t
∫
ωs
∫ 0
−1
∇ · (µTJ∇T n+1)ψi(s)φj(x, y)dωds
−∆t
∫
ωs
∫ 0
−1
∂
∂s
(
νT
J
∂T n+1
∂s
)
ψi(s)φj(x, y)dωds =
∫
ωs
∫ 0
−1
T ∗nψi(s)φj(x, y)Jdωds
e integrando por partes obtenemos:∫
ωs
∫ 0
−1
T n+1ψi(s)φj(x, y)Jdωds+∆t
∫ 0
−1
(∫
ωs
µT∇T n+1 · ∇φj(x, y)Jdω
)
ψi(s)ds
+∆t
∫
ωs
(∫ 0
−1
νT
J
∂T n+1
∂s
∂ψi(s)
∂s
ds
)
φj(x, y)dω =
∫
ωs
∫ 0
−1
T ∗nψi(s)φj(x, y)Jdωds
+∆tαT
∫
ωs
(
T a − T n+1|ωs×{0}
)
φj(x, y)dω.
En el u´ltimo te´rmino de la ecuacio´n anterior hacemos la siguiente aproximacio´n de orden
dos:
T n+1|ωs×{0} = 2T n|ωs×{0} − T n−1|ωs×{0} +O(∆t2)
y para mayor simplicidad, ∀n = 0, ..., N denotamos
T ns = T
n|ωs×{0} = T n(x, y, 0) con (x, y) ∈ ωs.
Notacio´n 7 Dados una funcio´n F definida en Ω̂ y un nodo del mallado (xr, yr, sl), de-
notamos por
Frl = F (xr, yr, sl).
Ana´logamente, dados una funcio´n f definida en ωs y un nodo del mallado horizontal
(xr, yr), denotamos por
fr = f(xr, yr).
A continuacio´n aproximamos las funciones T n+1, T ∗n, T ns , T
n−1
s y T
a mediante elementos
finitos:
T n+1h (x, y, s) =
NV∑
l=1
NH∑
r=1
T n+1lr ψl(s)φr(x, y),
T ∗nh (x, y, s) =
NV∑
l=1
NH∑
r=1
T ∗nlr ψl(s)φr(x, y),
T ns,h(x, y) =
NH∑
r=1
(T ns )r φr(x, y),
T n−1s,h (x, y) =
NH∑
r=1
(
T n−1s
)
r
φr(x, y),
T ah (x, y) =
NH∑
r=1
T ar φr(x, y).
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De esta forma para cada i = 1, ..., NV , j = 1, ..., NH obtenemos
NV∑
l=1
NH∑
r=1
T n+1lr
(∫
ωs
(H(x, y)−Hc)φr(x, y)φj(x, y)dω
)(∫ 0
−1
C ′(s)ψl(s)ψi(s)ds
)
+∆t
NV∑
l=1
NH∑
r=1
T n+1lr
(∫
ωs
µT (H(x, y)−Hc)∇φr(x, y) · ∇φj(x, y)dω
)(∫ 0
−1
C ′(s)ψl(s)ψi(s)ds
)
+∆t
NV∑
l=1
NH∑
r=1
T n+1lr
(∫
ωs
1
(H(x, y)−Hc)φr(x, y)φj(x, y)dω
)(∫ 0
−1
νT
C ′(s)
∂ψl(s)
∂s
∂ψi(s)
∂s
ds
)
=
NV∑
l=1
NH∑
r=1
T ∗nlr
(∫
ωs
(H(x, y)−Hc)φr(x, y)φj(x, y)dω
)(∫ 0
−1
C ′(s)ψl(s)ψi(s)ds
)
+∆tαT
NH∑
r=1
[
T ar −
(
2 (T ns )r −
(
T n−1s
)
r
)] ∫
ωs
φr(x, y)φj(x, y)dω.
Con el objetivo de tener una estructura sencilla, hacemos la siguiente aproximacio´n
en el te´rmino de la difusio´n vertical,(∫
ωs
1
(H(x, y)−Hc)φrφjdω
)(∫ 0
−1
νT
C ′(s)
∂ψl
∂s
∂ψi
∂s
ds
)
≈
(∫
ωs
(H(x, y)−Hc)φrφjdω
)(
1
(H(xj, yj)−Hc)2
∫ 0
−1
νT
C ′(s)
∂ψl
∂s
∂ψi
∂s
ds
)
con i = 1, ..., NV , j = 1, ..., NH , con lo que la formulacio´n queda de la siguiente forma:
NV∑
l=1
NH∑
r=1
T n+1lr
(∫
ωs
(H(x, y)−Hc)φrφjdω
)(∫ 0
−1
C ′(s)ψlψids
)
+∆t
NV∑
l=1
NH∑
r=1
T n+1lr
(∫
ωs
µT (H(x, y)−Hc)∇φr · ∇φjdω
)(∫ 0
−1
C ′(s)ψlψids
)
+∆t
NV∑
l=1
NH∑
r=1
T n+1lr
(∫
ωs
(H(x, y)−Hc)φrφjdω
)(
1
(H(xj, yj)−Hc)2
∫ 0
−1
νT
C ′(s)
∂ψl
∂s
∂ψi
∂s
ds
)
=
NV∑
l=1
NH∑
r=1
T ∗nlr
(∫
ωs
(H(x, y)−Hc)φrφjdω
)(∫ 0
−1
C ′(s)ψlψids
)
+∆tαT
NH∑
r=1
[
T ar −
(
2 (T ns )r −
(
T n−1s
)
r
)] ∫
ωs
φrφjdω.
(2.62)
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Observacio´n 28 Estudiamos el orden de esta aproximacio´n en un elemento cualquiera
Tj al que pertenezca el nodo horizontal (xj, yj). Por simplicidad consideramos Hc = 0,
valor que tomaremos en general, tal y como dijimos en la Observacio´n 18. A continuacio´n,
aproximamos las integrales, por una media de los valores de la funcio´n a integrar en los
tres ve´rtices de Tj: ∣∣∣∣∣
∫
Tj
1
H(x, y)
dT − 1
H(xj, yj)2
∫
Tj
H(x, y)dT
∣∣∣∣∣ =∣∣∣∣∣ |Tj|3
3∑
i=1
1
H(xi, yi)
− 1
H(xj, yj)2
|Tj|
3
3∑
i=1
H(xi, yi)
∣∣∣∣∣+O(h2) =
|Tj|
3
∣∣∣∣∣
3∑
i=1
(
1
H(xi, yi)
− 1
H(xj, yj)2
H(xi, yi)
)∣∣∣∣∣+O(h2) =
|Tj|
3
∣∣∣∣∣
3∑
i=1
(H(xj, yj) +H(xi, yi)) (H(xj, yj)−H(xi, yi))
H(xj, yj)2H(xi, yi)
∣∣∣∣∣+O(h2) ≈
|Tj|
3
∣∣∣∣∣
3∑
i=1
2H∆H
H3
∣∣∣∣∣+O(h2) = |Tj|
∣∣∣∣ 4H ∆H2H
∣∣∣∣+O(h2) ≤
h2
2
4
|H|0.2 +O(h
2) =
0.4h2
|H| +O(h
2) = O(h2)
puesto que necesitamos que se cumpla (2.59).
Aunque este cambio en el te´rmino de difusio´n vertical nos introduzca un error de O(h2),
nos proporciona una estructura ido´nea para resolver nuestro problema, tal y como veremos
a continuacio´n. Tambie´n realizaremos este cambio en el te´rmino de difusio´n vertical para
la resolucio´n de la Salinidad y de la componente horizontal de la velocidad, puesto que
nos proporciona en todos los casos una estructura ma´s fa´cil y ra´pida de resolver, como
veremos en la Observacio´n 32.
Observacio´n 29 En el te´rmino referente a las condiciones de contorno se tienen
los siguientes valores
(MH)rj =
∫
ωs
φrφjdω r, j = 1, ..., NH ,
que son los valores que generan la matriz de masas esta´ndar en el dominio horizontal
ωs y que denotaremos por MH .
Los valores
(MσH)rj =
∫
ωs
(H(x, y)−Hc)φrφjdω r, j = 1, ..., NH ,
corresponden a aquellos que generan la matriz de masas en ωs, una vez aplicado el
cambio de coordenadas. Denotamos esta matriz por MσH .
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Los valores
(MσV )li =
∫ 0
−1
C ′(s)ψlψids l, i = 1, ..., NV
corresponden a aquellos que generan la matriz de masas en el dominio vertical
[−1, 0], una vez aplicado el cambio de coordenadas. Denotamos esta matriz por MσV .
Los valores(
Rσ,TH
)
rj
=
∫
ωs
µT (H(x, y)−Hc)∇φr · ∇φjdω r, j = 1, ..., NH
corresponden a aquellos que generan la matriz de rigidez para la Temperatura, en el
dominio horizontal ωs, una vez aplicado el cambio de coordenadas. Denotamos esta
matriz por Rσ,TH .
Los valores (
Rσ,TV
)
li
=
∫ 0
−1
νT
C ′(s)
∂ψl
∂s
∂ψi
∂s
ds l, i = 1, ..., NV
corresponden a aquellos que generan la matriz de rigidez para la Temperatura, en
el dominio vertical (−1, 0), una vez aplicado el cambio de coordenadas. Denotamos
esta matriz por Rσ,TV . Sin embargo, la matriz de rigidez de la vertical de nuestras
ecuaciones depende de cada nodo horizontal (xj, yj), por lo que la denotaremos de
la siguiente forma
(
Rσ,T,jV
)
li
=
1
(H(xj, yj)−Hc)2
∫ 0
−1
νT
C ′(s)
∂ψl
∂s
∂ψi
∂s
ds l, i = 1, ..., NV , j = 1, ..., NH .
Por lo tanto podemos expresar nuestras ecuaciones en te´rminos del siguiente sistema
algebra´ico:
(MσH ⊗MσV )Tn+1 +∆t
(
Rσ,TH ⊗MσV
)
Tn+1 +∆t
(
MσH ⊗Rσ,T,jV
)
Tn+1 =
(MσH ⊗MσV )T∗n +∆tαTFT ,
(2.63)
con
Tn =

Tn(x1, y1, s1)
...
Tn(xNH , yNH , s1)
Tn(x1, y1, s2)
...
Tn(xNH , yNH , s2)
...
Tn(x1, y1, sNV )
...
Tn(xNH , yNH , sNV )

∀n = 0, ..., N,
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FT es el vector cuyosNH primeros elementos corresponden al te´rmino de fronteraMH
(
Ta − (2Tns −Tn−1s )
)
y el resto son nulos,
Ta =
 T
a(x1, y1)
...
T a(xNH , yNH )
 y Tns =
 T
n
s (x1, y1)
...
Tns (xNH , yNH )
 ∀n = 0, ..., N
y donde ⊗ denota el producto tensorial de matrices (ve´ase Ape´ndice B).
Observacio´n 30 No´tese que la matriz vertical Rσ,T,jV depende del nodo horizontal j. De
esta forma, denotamos el producto tensorial MσH ⊗Rσ,T,jV por:
MσH ⊗Rσ,T,jV =

(MσH)11R
σ,T,1
V (M
σ
H)12R
σ,T,2
V . . . (M
σ
H)1NH R
σ,T,NH
V
(MσH)21R
σ,T,1
V (M
σ
H)22R
σ,T,2
V . . . (M
σ
H)2NH R
σ,T,NH
V
...
...
. . .
...
(MσH)NH1R
σ,T,1
V (M
σ
H)NH2R
σ,T,2
V . . . (M
σ
H)NHNH R
σ,T,NH
V
 . (2.64)
Observacio´n 31 Definimos las siguientes matrices
AT =MσH +∆tR
σ,T
H
BT,j =MσV +∆tR
σ,T,j
V con j = 1, ..., NH ,
entonces
AT ⊗BT,j =MσH ⊗MσV +∆t
(
Rσ,TH ⊗MσV
)
+∆t
(
MσH ⊗Rσ,T,jV
)
+∆t2
(
Rσ,TH ⊗Rσ,T,jV
)
.
De esta manera obtenemos el siguiente sistema algebra´ico a resolver(
AT ⊗BT,j)Tn+1 =
(MσH ⊗MσV )T∗n +∆t2
(
Rσ,TH ⊗Rσ,T,jV
)
Tn+1 +∆tαTFT .
(2.65)
Dado que
T n+1 = 2T n − T n−1 +O(∆t2),
hacemos la siguiente aproximacio´n de O(∆t4)(
AT ⊗BT,j)Tn+1 =
(MσH ⊗MσV )T∗n +∆t2
(
Rσ,TH ⊗Rσ,T,jV
)
(2Tn −Tn−1) + ∆tαTFT . (2.66)
El ca´lculo de la Salinidad como solucio´n del problema (2.50) es totalmente ana´logo,
por lo que obtenemos el siguiente sistema algebra´ico a resolver:(
AS ⊗BS,j)Sn+1 = (MσH ⊗MσV )S∗n +∆t2 (Rσ,SH ⊗Rσ,S,V ) (2Sn − Sn−1), (2.67)
siendo los vectores Sn+1, Sn y Sn−1 ana´logos a los expuestos para la Temperatura.
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Observacio´n 32 De esta forma, se realiza el ca´lculo de T n+1 y Sn+1 de forma mucho
ma´s ra´pida que en el caso de tener elementos tridimensionales esta´ndar, puesto que los
ca´lculos se hacen separadamente en el dominio bidimensional ωs y en el unidimensional
(−1, 0). De hecho, con la estructura de producto tensorial de matrices que hemos obtenido,
hemos aplicado la estrategia ”divide y vencera´s”, puesto que resolver los sistemas (2.66)
y (2.67) se reduce a resolver para cada uno, NV sistemas de orden NH y NH sistemas de
orden NV (ve´ase ape´ndice B), en vez de resolver un u´nico sistema de orden NVNH . Cabe
resaltar adema´s que el nu´mero de niveles verticales NV siempre es pequen˜o (en nuestro
caso NV = 35) y que las matrices verticales B
T,j y BS,j son pentadiagonales. De esta
forma hay muy pocos sistemas de orden NH que resolver y los sistemas de orden NV son
muy ra´pidos de resolver.
Te´rminos difusivos para la velocidad horizontal
Vea´mos ahora el ca´lculo de la velocidad horizontal aplicando el Me´todo de los Ele-
mentos Finitos al problema (2.53).
Por simplicidad en el ca´lculo, separamos este problema en los dos problemas corres-
pondientes a cada una de las componentes de la velocidad horizontal:
u¯n+1 − u∗n
∆t
− 1
J
∇ · (µV J∇u¯n+1)− 1
J
∂
∂s
(
νV
J
∂u¯n+1
∂s
)
=
− 1
ρ0
∂pˆn+1s
∂x
− g
ρ0
Qn+11 + f(2v¯
n − v¯n−1) en Ω̂
B̂uu¯
n+1 en ∂Ω̂,
(2.68)
y 
v¯n+1 − v∗n
∆t
− 1
J
∇ · (µV J∇v¯n+1)− 1
J
∂
∂s
(
νV
J
∂v¯n+1
∂s
)
=
− 1
ρ0
∂pˆn+1s
∂y
− g
ρ0
Qn+12 − f(2u¯n − u¯n−1) en Ω̂
B̂vv¯
n+1 en ∂Ω̂,
(2.69)
donde Qn+11 y Q
n+1
2 son la primera y segunda componente de la funcio´n Q
n+1 definida en
(2.52).
La formulacio´n de´bil del problema (2.68) para nuestras funciones nodales en cada nodo
k de nuestro mallado es la siguiente:∫
Ω̂
u¯n+1Φk(x, y, s)JdΩ̂−∆t
∫
Ω̂
∇ · (µV∇u¯n+1)Φk(x, y, s)JdΩ̂
−∆t
∫
Ω̂
∂
∂s
(
νV
J
∂u¯n+1
∂s
)
Φk(x, y, s)dΩ̂ =
∫
Ω̂
u∗nΦk(x, y, s)JdΩ̂
−g ·∆t
ρ0
∫
Ω̂
Qn+11 Φk(x, y, s)JdΩ̂−
∆t
ρ0
∫
Ω̂
∂pˆn+1s
∂x
Φk(x, y, s)JdΩ̂
+∆t
∫
Ω̂
f(2v¯n − v¯n−1)Φk(x, y, s)JdΩ̂.
(2.70)
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Integrando por partes y teniendo en cuenta las condiciones de contorno (2.45)-(2.47) y
que el nodo k esta´ determinado por el par (i, j), tenemos:∫
ωs
∫ 0
−1
u¯n+1ψi(s)φj(x, y)Jdωds+∆t
∫
ωs
∫ 0
−1
µV∇u¯n+1 · ∇φj(x, y)ψi(s)Jdωds
+∆t
∫
ωs
∫ 0
−1
νV
J
∂u¯n+1
∂s
∂ψi(s)
∂s
φj(x, y)dωds =
∫
ωs
∫ 0
−1
u∗nψi(s)φj(x, y)Jdωds
−g ·∆t
ρ0
∫
ωs
∫ 0
−1
Qn+11 ψi(s)φj(x, y)Jdωds−
∆t
ρ0
∫
ωs
∫ 0
−1
∂pˆn+1s
∂x
φj(x, y)ψi(s)Jdωds
−∆t
∫
ωs
τxφj(x, y)dω +∆t
∫
ωs
∫ 0
−1
f(2v¯n − v¯n−1)ψi(s)φj(x, y)Jdωds,
(2.71)
donde τx es la primera componente del vector de esfuerzos de viento τ .
Por simplicidad a la hora de escribir definimos la siguiente funcio´n
F n+11 (x, y, s) = f(x, y)
(
2vn(x, y, s)− vn−1(x, y, s)) .
Aproximamos las funciones un+1, u∗n, F n+11 , Q
n+1
1 , p
n+1
s y τx mediante elementos fini-
tos:
u¯n+1h (x, y, s) =
NV∑
l=1
NH∑
r=1
u¯n+1lr ψl(s)φr(x, y),
u∗nh (x, y, s) =
NV∑
l=1
NH∑
r=1
u∗nlr ψl(s)φr(x, y),
Fn+11,h (x, y, s) =
NV∑
l=1
NH∑
r=1
(
Fn+11
)
lr
ψl(s)φr(x, y),
Qn+11,h (x, y, s) =
NV∑
l=1
NH∑
r=1
(
Qn+11
)
lr
ψl(s)φr(x, y),
pˆn+1s,h (x, y) =
NH∑
r=1
(
pˆn+1s
)
r
φr(x, y),
τx,h(x, y) =
NH∑
r=1
(τx)r φr(x, y).
De esta forma, para cada i = 1, ..., NV , j = 1, ..., NH , obtenemos
NV∑
l=1
NH∑
r=1
u¯n+1lr
(∫
ωs
(H(x, y)−Hc)φr(x, y)φj(x, y)dω
)(∫ 0
−1
C ′(s)ψl(s)ψi(s)ds
)
+∆t
NV∑
l=1
NH∑
r=1
u¯n+1lr
(∫
ωs
µV (H(x, y)−Hc)∇φr(x, y) · ∇φj(x, y)dω
)(∫ 0
−1
C ′(s)ψl(s)ψi(s)ds
)
50 Cap´ıtulo 2. Desripcio´n de los esquemas nume´ricos
+∆t
NV∑
l=1
NH∑
r=1
u¯n+1lr
(∫
ωs
1
(H(x, y)−Hc)φr(x, y)φj(x, y)dω
)(∫ 0
−1
νV
C ′(s)
∂ψl(s)
∂s
∂ψi(s)
∂s
ds
)
=
NV∑
l=1
NH∑
r=1
u∗nlr
(∫
ωs
(H(x, y)−Hc)φr(x, y)φj(x, y)dω
)(∫ 0
−1
C ′(s)ψl(s)ψi(s)ds
)
−∆t
ρ0
NH∑
r=1
(
pˆn+1s
)
r
(∫
ωs
(H(x, y)−Hc) ∂φr(x, y)
∂x
φj(x, y)dω
)(∫ 0
−1
C ′(s)ψi(s)ds
)
−g∆t
ρ0
NV∑
l=1
NH∑
r=1
(
Qn+11
)
lr
(∫
ωs
(H(x, y)−Hc)φr(x, y)φj(x, y)dω
)(∫ 0
−1
C ′(s)ψl(s)ψi(s)ds
)
+∆t
NV∑
l=1
NH∑
r=1
(
Fn+11
)
lr
(∫
ωs
(H(x, y)−Hc)φr(x, y)φj(x, y)dω
)(∫ 0
−1
C ′(s)ψl(s)ψi(s)ds
)
+∆t
NH∑
r=1
(τx)r
(∫
ωs
φr(x, y)φj(x, y)dω
)
.
De nuevo, realizamos la misma aproximacio´n que hemos hecho en el te´rmino de vis-
cosidad vertical de la Temperatura (y en la Salinidad), para obtener la misma estructura
de sistema algebra´ico, es decir, aproximamos el te´rmino de la viscosidad vertical por el
siguiente
∆t
NV∑
l=1
NH∑
r=1
u¯n+1lr
(∫
ωs
(H(x, y)−Hc)φrφjdω
)(
1
(H(xj , yj)−Hc)2
∫ 0
−1
νV
C ′(s)
∂ψl
∂s
∂ψi
∂s
ds
)
.
Ana´logamente a como hicimos en el caso de la Temperatura, definimos las siguientes
matrices:
(C1)rj =
∫
ωs
(H(x, y)−Hc) ∂φr(x, y)
∂x
φj(x, y)dω r, j = 1, ..., NH ,
Di =
∫ 0
−1
C ′(s)ψi(s)ds i = 1, ..., NV ,(
Rσ,vH
)
rj
=
∫
ωs
µV (H(x, y)−Hc)∇φr(x, y) · ∇φj(x, y)dω r, j = 1, ..., NH ,(
Rσ,vV
)
li
=
∫ 0
−1
νV
C ′(s)
∂ψl(s)
∂s
∂ψi(s)
∂s
ds l, i = 1, ..., NV ,(
Rσ,v,jV
)
li
=
1
(H(xj , yj)−Hc)2
∫ 0
−1
νV
C ′(s)
∂ψl(s)
∂s
∂ψi(s)
∂s
ds l, i = 1, ..., NV , j = 1, ..., NH ,
Av =MσH +∆tR
σ,v
H ,
Bv,j =MσV +∆tR
σ,v,j
V j = 1, ..., NH
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y siguiendo la misma notacio´n que en el caso de la Temperatura, obtenemos el siguiente
sistema tensorial a resolver(
Av ⊗Bv,j) u¯n+1 = (MσH ⊗MσV )u∗n − ∆tρ0 (C1 ⊗D) pˆn+1s − g∆tρ0 (MσH ⊗MσV )Qn+11
+∆t (MσH ⊗MσV )Fn+11 +∆tFu +∆t2
(
Rσ,vH ⊗Rσ,v,jV
)
u¯n+1,
donde Fu es el vector cuyos NH primeros elementos corresponden al te´rmino de frontera
MHτ x y el resto son nulos.
Por u´ltimo, de nuevo mediante una aproximacio´n de un+1 de O(∆t4), obtenemos
(
Av ⊗Bv,j) u¯n+1 = (MσH ⊗MσV )u∗n − ∆tρ0 (C1 ⊗D) pˆn+1s − g∆tρ0 (MσH ⊗MσV )Qn+11
+∆t (MσH ⊗MσV )Fn+11 +∆tFu +∆t2
(
Rσ,vH ⊗Rσ,v,jV
) (
2un − un−1) .
El caso de la segunda componente de la velocidad es ana´logo. Para ello definimos la
funcio´n
F n+12 (x, y, s) = f(x, y)
(
2un(x, y, s)− un−1(x, y, s))
y la matriz
(C2)rj =
∫
ωs
(H(x, y)−Hc) ∂φr(x, y)
∂y
φj(x, y)dω r, j = 1, ..., NH ,
con lo que obtenemos el siguiente sistema algebra´ico a resolver(
Av ⊗Bv,j) v¯n+1 = (MσH ⊗MσV )v∗n − ∆tρ0 (C2 ⊗D) pˆn+1s − g∆tρ0 (MσH ⊗MσV )Qn+12
−∆t (MσH ⊗MσV )Fn+12 +∆tFv +∆t2
(
Rσ,vH ⊗Rσ,v,jV
) (
2vn − vn−1) ,
donde Fv es el vector cuyos NH primeros elementos corresponden al te´rmino de frontera
MHτ y y el resto son nulos.
El principal problema de los modelos con σ-coordenada surge en el ca´lculo de los
gradientes de presio´n en zonas del dominio con altos gradientes de profundidad ∇H(x, y)
(ve´ase [23], [14], [10], [13], [36], [31], [32]). Recordemos que en (1.56) hemos considerado
la presio´n total como suma de la presio´n superficial y de un te´rmino de densidad. De
esta forma los problemas a la hora de calcular los gradientes de presio´n se convierten en
problemas en el ca´lculo del te´rmino ∇ ∫ 0
s
Jρds′ y por ello exponemos a continuacio´n la
forma de por la que procedemos a calcular dicho te´rmino.
Recordemos que hemos definido el te´rmino Qn+1 como una funcio´n de Ω̂, dada por:
Qn+1 =
∫ 0
s
J
(
∇ρn+1 + ∂ρ
n+1
∂s′
∇s′
)
︸ ︷︷ ︸
I
ds′. (2.72)
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Por comodidad volvemos a considerar ρn+1 como una funcio´n de Ω y consideramos
el te´rmino I de (2.72) como I = ∇ρn+1. Dado que ∇ρn+1 hace referencia al gradiente
horizontal, nuestro objetivo es obtener, para cada nivel zi, los gradientes horizontales
∇ρn+1(x, y, zi).
Dado un nodo (xj, yj, si) de nuestro mallado Th1×Ih2 , recuperamos el nodo (xj, yj, zi)
de Ω y definimos la funcio´n
ρn+1i : ωs −→ R
(x, y) 7−→ ρn+1(x, y, zi).
Es evidente que para cada nodo (xj, yj, zi), se tiene:
∇ρn+1(xj, yj, zi) = ∇ρn+1i (xj, yj).
Por otra parte aproximamos la funcio´n ρn+1i mediante elementos finitos (lineales):
ρn+1i,h (x, y) =
NLH∑
k=1
(
ρn+1i
)
k
φlk(x, y)
y por lo tanto
∇ρn+1i,h (x, y) =
NLH∑
k=1
(
ρn+1i
)
k
∇φlk(x, y).
De esta forma, para cada nodo horizontal (xj, yj) tenemos
∇ρn+1i,h (xj, yj) =
NLH∑
k=1
(
ρn+1i
)
k
∇φlk(xj, yj) =
vecinos de j∑
k=1
(
ρn+1i
)
k
∇φlk(xj, yj).
Por consiguiente, ∇ρn+1h (xj, yj, zi) = ∇ρn+1i,h (xj, yj) para cada nodo de nuestra dis-
cretizacio´n.
A continuacio´n, para cada nodo horizontal (xj, yj) definimos la funcio´n vertical
Gρn+1j : (−1, 0) −→ R
s 7−→ ∇ρn+1(x, y, s)|(xj ,yj).
cuya aproximacio´n mediante elementos finitos (cuadra´ticos) es la siguiente
Gρn+1j,h (s) =
NV∑
l=1
(
Gρn+1j
)
l
ψl(s).
De esta forma, para cada nodo (xj, yj, si) ∈ Th1 × Ih2 , tenemos la siguiente aproxi-
macio´n mediante elementos finitos de la integral (2.72):
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Qn+1 =
∫ 0
si
J∇ρn+1ds =
NV∑
l=1
(H(xj, yj)−Hc) (Gρj)l
∫ 0
si
C ′(s)ψl(s)ds.
Hemos obtenido la aproximacio´n (2.72) mediante elementos finitos lineales en la hori-
zontal y cuadra´ticos en la vertical, mientras que, para el ca´lculo de la componente horizon-
tal de la velocidad, necesitamos la aproximacio´n mediante elementos finitos cuadra´ticos,
tanto en la horizontal como en la vertical. Para ello, obtendremos los valores de Qn+1 en
los nodos restantes mediante interpolacio´n.
Correccio´n de la presio´n superficial
Tal y como vimos en la Seccio´n 2.3.2, hemos obtenido (u¯n+1, v¯n+1) ∈
(
H1l+f,0(Ω̂)
)2
pero que no tiene por que´ cumplir la condicio´n de continuidad (2.38).
A continuacio´n obtenemos la correccio´n de presio´n aplicando el Me´todo de los Elemen-
tos Finitos al problema (2.55). Puesto que la presio´n superficial esta´ definida en el dominio
horizontal ωs, buscaremos la solucio´n del problema (2.55), en el espacio de funciones V
H
h1
,
de forma esta´ndar mediante elementos finitos lineales para respetar la condicio´n de inf-sup.
Una vez obtenida la correccio´n de presio´n, obtenemos la velocidad horizontal de nuestro
problema en el instante de tiempo tn+1 aplicando el Me´todo de los Elementos Finitos a la
ecuacio´n (2.23) en Ω̂. Por lo tanto, para cada nodo k = (i, j) y para la primera componente
de la velocidad, tenemos∫
Ω̂
Jun+1φjψidΩ̂ =
∫
Ω̂
Ju¯n+1φjψidΩ̂ +
∆t
ρ0
∫
Ω̂
J
∂qn+1
∂x
φjψidΩ̂.
Aproximamos las funciones un+1 y qn+1 mediante elementos finitos:
un+1h (x, y, s) =
NV∑
l=1
NH∑
r=1
un+1lr ψl(s)φr(x, y),
qn+1h (x, y) =
NH∑
r=1
qn+1r φr(x, y).
Observacio´n 33 Aunque previamente hemos obtenido la aproximacio´n de qn+1 mediante
elementos finitos lineales, podemos considerar su aproximacio´n mediante elementos finitos
cuadra´ticos, obteniendo el valor de qn+1 en los nodos restantes mediante interpolacio´n.
De esta forma obtenemos
NV∑
l=1
NH∑
r=1
un+1lr
(∫
ωs
(H(x, y)−Hc)φrφjdω
)(∫ 0
−1
C ′(s)ψlψids
)
=
NV∑
l=1
NH∑
r=1
u¯n+1lr
(∫
ωs
(H(x, y)−Hc)φrφjdω
)(∫ 0
−1
C ′(s)ψlψids
)
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+
∆t
ρ0
NH∑
r=1
qn+1r
(∫
ωs
(H(x, y)−Hc)∂φr
∂x
φjdω
)(∫ 0
−1
C ′(s)ψids
)
.
Siguiendo la misma notacio´n que para la velocidad, obtenemos el siguiente sistema
algebra´ico a resolver
(MσH ⊗MσV )un+1 = (MσH ⊗MσV ) u¯n+1 +
∆t
ρ0
(C1 ⊗D)qn+1.
De forma ana´loga obtenemos el siguiente sistema algebra´ico para la segunda compo-
nente de la velocidad
(MσH ⊗MσV )vn+1 = (MσH ⊗MσV ) v¯n+1 +
∆t
ρ0
(C2 ⊗D)qn+1.
Tercera componente de la velocidad
Por u´ltimo vea´mos la obtencio´n de la tercera componente de la velocidad, aplicando
el Me´todo de los Elementos Finitos a la ecuacio´n de diagno´stico (2.40). Para facilitar las
cosas consideramos la tercera componente de la velocidad como una funcio´n de ωs en cada
nivel si de nuestro mallado, es decir, definimos para cada i = 1, ..., NV
wn+1i (x, y) = w
n+1(x, y, si) =
1
(H(x, y)−Hc)C ′(si)
∫ 0
si
∇ · (Jv)ds, (x, y) ∈ ωs.
De esta forma, para cada nivel i, tenemos el siguiente problema bidimensional
(H(x, y)−Hc)wn+1i (x, y) =
1
C ′(si)
∫ 0
si
∇ · (Jv)ds, (x, y) ∈ ωs,
cuya formulacio´n variacional en cada nodo j del mallado horizontal, tomando elementos
lineales, es la siguiente∫
ωs
(H(x, y)−Hc)wn+1i φljdω =
1
C ′(si)
∫
ωs
(∫ 0
si
∇ · (Jvn+1)ds
)
φljdω.
Denotemos por F u = (H(x, y)−Hc)un+1 y F v = (H(x, y)−Hc)vn+1,∫
ωs
(H(x, y)−Hc)wn+1i φljdω =
1
C ′(si)
∫
ωs
(∫ 0
si
(
∂F u
∂x
+
∂F v
∂y
)
C ′(s)ds
)
φljdω.
Aproximamos las funciones wn+1i , F
u y F v mediante elementos finitos:
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wn+1i,h (x, y) =
NLH∑
r=1
wn+1ir φ
l
r(x, y),
F uh (x, y, s) =
NV∑
l=1
NH∑
r=1
(H(xr, yr)−Hc)un+1lr ψl(s)φr(x, y) =
NV∑
l=1
NH∑
r=1
F ulrψl(s)φr(x, y),
F vh (x, y, s) =
NV∑
l=1
NH∑
r=1
(H(xr, yr)−Hc) vn+1lr ψl(s)φr(x, y) =
NV∑
l=1
NH∑
r=1
F vlrψl(s)φr(x, y),
donde wn+1ir = w
n+1(xr, yr, si). De esta forma, para cada i = 1, ..., NH obtenemos
NLH∑
r=1
wn+1ir
∫
ωs
(H(x, y)−Hc)φlrφljdω =
1
C ′(si)
NV∑
l=1
NH∑
r=1
[
F url
(∫
ωs
φlj
∂φr
∂x
dω
)(∫ 0
si
C ′(s)ψlds
)
+ F vrl
(∫
ωs
φlj
∂φr
∂y
dω
)(∫ 0
si
C ′(s)ψlds
)]
.
Definimos las matrices B1 y B2 de taman˜o N
L
H ×NH , con elementos
(B1)ij =
∫
ωs
(H(x, y)−Hc)φli
∂φj
∂x
con i = 1, ..., NLH , j = 1, ..., NH , φ
l
i lineal y φj cuadra´tica,
(B2)ij =
∫
ωs
(H(x, y)−Hc)φli
∂φj
∂y
con i = 1, ..., NLH , j = 1, ..., NH , φ
l
i lineal y φj cuadra´tica,
y el vector de taman˜o 1×NV , con elementos
Dij =
∫ 0
si
C ′(s)ψjds con j = 1, ..., NV y ψj cuadra´ticas.
De esta forma, obtenemos los siguientes sistema algebra´icos a resolver
MσHLw
n+1
i =
1
C ′(si)
[
(B1 ⊗Di)Fu + (B2 ⊗Di)Fv
]
i = 1, ..., NV ,
con
wni =
 w
n(x1, y1, si)
...
wn(xNH , yNLH , si)
 ∀n = 0, ..., N y Fu =

F u(x1, y1, s1)
...
F u(xNH , yNH , s1)
F u(x1, y1, s2)
...
F u(xNH , yNH , s2)
...
F u(x1, y1, sNV )
...
F u(xNH , yNH , sNV )

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y notacio´n ana´loga para Fv y dondeMσHL denota la matriz de masas de taman˜o N
L
H×NLH
obtenida con elementos lineales, de la siguiente forma
(MσHL)ij =
∫
ωs
(H(x, y)−Hc))φiφjdω con i, j = 1, ..., NLH .
2.4 Modelos de coordenada z
En esta Seccio´n expondremos dos esquemas, de nuevo basados en la combinacio´n del
esquema semi-Lagrangiano con un esquema de tipo splitting con correcio´n de presio´n.
Esta vez, sin embargo, conservamos el dominio original (real) y aplicamos el Me´todo de
Elementos Finitos con elementos tetrae´dricos convencionales.
El problema de aplicar elementos finitos convencionales en un problema de estas dimen-
siones, es el almacenamiento de las matrices necesarias para la resolucio´n del problema,
por ser de gran taman˜o. Nosotros solventaremos este problema almacenando u´nicamente
ciertas matrices elementales (es decir, en cada elemento) a partir de las cuales generare-
mos las matrices de todo el dominio. Al aplicar elementos finitos convencionales a nuestro
problema en el dominio Ω, se generan matrices de orden (NVNH)
2 que, aunque sean
sime´tricas y sparse, siguen conservando un gran nu´mero de elementos no nulos (ve´ase
Ape´ndice C). Esto requerir´ıa una gran cantidad de espacio disco, sin contar con el alma-
cenamiento de los datos de entrada y de salida. Sin embargo, al almacenar u´nicamente
ciertas matrices elementales, a partir de las cuales generaremos las matrices de todo el do-
minio (ve´ase Apendice C), necesitaremos un menor espacio disco para el almacenamiento
de las mismas.
La diferencia entre los dos esquemas que expondremos a continuacio´n se encuentra en
la forma de tratar el te´rmino de Coriolis. Mientras que en un primer esquema, tratare-
mos dicho te´rmino de forma impl´ıcita, en el segundo aplicaremos un esquema predictor-
corrector en su discretizacio´n. En el primer esquema, las dos primeras componentes de la
velocidad quedan acopladas, lo cua´l, como veremos ma´s adelante, implica una forma de
resolver el problema mucho ma´s lenta. El segundo esquema permite desacoplar las dos
primeras componentes de la velocidad, consiguiendo una resolucio´n mucho ma´s ra´pida.
2.4.1. Discretizacio´n temporal
En esta Seccio´n expondremos dos esquemas temporales para la resolucio´n del problema
formado por las ecuaciones (1.58) - (1.63), las condiciones de frontera (1.50) - (1.52) y las
condiciones iniciales (1.53), en funcio´n de la forma de tratar el te´rmino de Coriolis fv⊥.
Para ello dividimos el intervalo de tiempo [0, T ] en N subintervalos del tipo [tn, tn+1]. El
caso en el que se trata el te´rmino de Coriolis de forma impl´ıcita corresponde al esquema
expuesto en la Seccio´n 2.2. La u´nica diferencia de este esquema con respecto al segundo
que proponemos reside en la etapa difusiva del ca´lculo de la velocidad horizontal. A
continuacio´n pasamos a detallar este segundo esquema predictor-corrector para el te´rmino
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de Coriolis. Conocidos vn,v∗n (obtenida en la etapa convectiva), pns y p
n−1
s , aplicamos el
mismo esquema de tipo splitting con correccio´n de presio´n:
vn+1/2 − v¯n+1/2
∆t
+
1
ρ0
∇pn+1/2s −
1
ρ0
∇pˆn+1/2s = 0, (2.73)
donde denotamos
pˆn+1/2s = 2p
n
s − pn−1s
y v¯n+1/2 es solucio´n de
v¯n+1/2 − v∗n
∆t
−∇ · (µV∇v¯n+1/2)− ∂
∂z
(
νV
∂v¯n+1/2
∂z
)
=
− 1
ρ0
∇p̂n+1/2s −
g
ρ0
∇
∫ 0
z
ρn+1dz′ − f (vn)⊥ en Ω,
Bvv¯
n+1/2 = 0 en ∂Ω.
(2.74)
La solucio´n v¯n+1/2 ∈ (H1l+f,0(Ω))2 y en particular pertenece a (L2(Ω))2, aunque no cumple
(en general) la condicio´n de continuidad (1.60).
Observacio´n 34 En este caso vn+1/2 y p
n+1/2
s no denotan la velocidad horizontal y la
presio´n superficial en el instante de tiempo tn+1/2 = (n+
1
2
)∆t, sino que denotan s´ımple-
mente una aproximacio´n intermedia en la obtencio´n de vn+1 y pn+1s .
Ana´logamente a la Seccio´n 2.2, proyectamos esta solucio´n sobre el espacio H1, obte-
niendo la correccio´n de presio´n superficial
qn+1/2 = pn+1/2s − pˆn+1/2s
resolviendo el problema siguiente
∇ · (H(x, y)∇qn+1/2) = ρ0
∆t
∇ · ∫ 0−H(x,y) v¯n+1/2ds en ωs,
∂qn+1/2
∂~n
= 0 en ∂ωs.
(2.75)
De esta forma obtenemos una primera aproximacio´n de la velocidad que corregiremos
a continuacio´n mediante un nuevo splitting con correccio´n de presio´n. En esta segunda
iteracio´n pretendemos corregir el te´rmino de Coriolis de forma siguiente:
vn+1 − v¯n+1
∆t
+
1
ρ0
∇pn+1s −
1
ρ0
∇pn+1/2s = 0, (2.76)
donde v¯n+1 es solucio´n de
v¯n+1 − v∗n
∆t
−∇ · (µV∇v¯n+1)− ∂
∂z
(
νV
∂v¯n+1
∂z
)
=
− 1
ρ0
∇pn+1/2s −
g
ρ0
∇
∫ 0
z
ρn+1dz′ − f (vn+1/2)⊥ en Ω,
Bvv¯
n+1 = 0 en ∂Ω.
(2.77)
58 Cap´ıtulo 2. Desripcio´n de los esquemas nume´ricos
A continuacio´n calculamos la correccio´n de presio´n qn+1 = pn+1s − pn+1/2s , resolviendo el
problema 
∇ · (H(x, y)∇qn+1) = ρ0
∆t
∇ · ∫ 0−H(x,y) v¯n+1ds en ωs,
∂qn+1
∂~n
= 0 en ∂ωs
(2.78)
y proyectamos v¯n+1 dobre el espacio de funciones H1.
A continuacio´n expondremos a modo resumen los pasos que sigue este esquema com-
binado de un esquema de tipo splitting con otro predictor-corrector para la resolucio´n del
problema (2.18): Para n = 0, 1, .., N − 1 y dados v¯n, v¯∗n, pns y pn−1s :
1. Obtencio´n de una primera aproximacio´n de vn+1 (que llamamos vn+1/2):
a) Primera parte del splitting: obtencio´n de v¯n+1/2, solucio´n de (2.74).
b) Segunda parte del spliting:
i) Obtencio´n de la correccio´n de presio´n superficial qn+1/2, solucio´n del pro-
blema (2.75).
ii) Obtencio´n de vn+1/2 mediante la ecuacio´n (2.73).
2. Correccio´n de vn+1/2 para la obtencio´n de vn+1:
a) Primera parte del splitting: obtencio´n de v¯n+1, solucio´n de (2.77).
b) Segunda parte del spliting:
i) Obtencio´n de la correccio´n de presio´n superficial qn+1, solucio´n del proble-
ma (2.78).
ii) Obtencio´n de vn+1 mediante la ecuacio´n (2.76).
2.4.2. Discretizacio´n espacial
En ambos modelos utilizaremos la misma discretizacio´n espacial. Para la obtenecio´n
un mallado tridimensional de Ω, de nuevo creamos primero una triangulacio´n del dominio
horizontal y creamos niveles en la vertical, sobre los que proyectaremos nuestro mallado
horizontal. Una forma sencilla de obtener una discretizacio´n de la vertical, es obtener una
discretizacio´n {si}NVi=1 de [−1, 0] y multiplicarla por el valor de la profundidad H(x, y) en
cada punto (x, y) de ωs. En otras palabras, tenemos la discretizacio´n {zi(x, y)}NVi=1 para
(x, y) ∈ ωs, donde
zi(x, y) = H(x, y)si i = 1, ..., NV , (x, y) ∈ ωs.
De esta forma obtenemos de nuevo una estructura ana´loga a la de la Seccio´n 2.3.5
que nos genera elementos prisma´ticos. Mientras en el caso de la σ-coordenada, los ele-
mentos prisma´ticos eran sumamente regulares, debido a la independencia de (x, y) de
la discretizacio´n vertical, en este caso los elementos pueden llegar a ser muy irregulares
en funcio´n de la variacio´n de profundidad H(x, y). Una vez obtenidos estos prismas,
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Figura 2.4: Divisio´n del elemento prisma´tico en tres tetraedros
vamos a separar cada uno de ellos en tres tetraedros. Estos van a ser nuestros elementos
tridimensionales para ambos esquemas.
Si definimos como NEH el nu´mero de elementos del mallado horizontal de ωs y por
NEV el nu´mero de elementos unidimensionales que tenemos en la vertical, el nu´mero de
elementos tetrae´dricos de nuestro mallado en Ω sera´ NT = 3NEVNEH .
Por otra parte, mantenemos la notacio´n anterior, es decir, NH denota el nu´mero de
nodos del mallado de ωs y NV el nu´mero de niveles que tenemos en la vertical. De esta
forma, al igual que antes, el nu´mero total de nodos del mallado tridimensional sera´ NN =
NVNH .
El espacio donde vamos a buscar cada una de las tres componentes de la velocidad, la
Temperatura, la Salinidad y la Densidad es
Vh = {v ∈ C(Ω) : v|T ∈ Pm(T ), ∀ T ∈ Th}
para m = 1 o 2 y donde Th es el conjunto de tetraedros obtenidos al discretizar Ω.
Por otra parte, el espacio en el que buscaremos la presio´n superficial es el espacio de
funciones definidas en ωs, V
H
h1
que ya definimos en la Seccio´n 2.3.5.
De esta forma, sean nuestras funciones nodales tridimensionales ϕk(x, y, z) para k =
1, ..., NN , mediante las que podemos escribir una funcio´n u(x, y, z) ∈ Vh de la siguiente
forma
uh(x, y, z) =
NN∑
k=1
ukϕk(x, y, z).
Observacio´n 35 De nuevo, cualquier nodo k de nuestro mallado queda determinado de
forma u´nica mediante un u´nico par (i, j), donde i es el nivel al que pertenece el nodo k y
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j el nodo horizontal al que pertenece. De esta forma, se tiene que para cada nodo k
ϕk(x, y, z)|ωs = ϕk(x, y, 0) = φj(x, y),
donde φj pertenece a la base de funciones nodales de V
H
h1
.
Observacio´n 36 Con el fin de que se cumpla la condicio´n de inf-sup, al igual que en
el modelo anterior, tomaremos elementos cuadra´ticos salvo para la presio´n superficial,
la densidad y la terecera componente de la velocidad, para la que tomaremos elementos
lineales.
Observacio´n 37 Al igual que en la Seccio´n 2.3.5, denotaremos por defecto por ϕk(x, y, z)
con k = 1, ..., NN = NVNH a las funciones nodales cuadra´ticas y por ϕ
l
k(x, y, z) con
k = 1, ..., NLN = N
L
VN
L
H a las lineales.
Te´rminos convectivos: el Me´todo de las Caracter´ısticas
Al igual que en el modelo anterior, el primer paso para resolver nuestro problema
es obtener T ∗n, S∗n, v∗n mediante el Me´todo de las Caracter´ısticas. Puesto que hemos
generado el mallado de forma ana´loga a la propuesta en la Seccio´n 2.3.5, tenemos una
estructura en la que podemos buscar, para cada nodo del mallado (xk, yk, zk), su pie de
la caracter´ıstica X(x, y, s, tn+1; tn), de forma ana´loga. A continuacio´n buscamos el ele-
mento horizontal Tjk al que pertene la componente horizontal del pie de la caracter´ıstica
XH(x, y, s, tn+1; tn). De esta forma, sabemos que X(x, y, s, tn+1; tn) pertenece al prisma
generado por Tjk × [−H(x, y), 0] con (x, y) ∈ Tjk . A continuacio´n debemos buscar el ele-
mento tetrae´drico al que pertenece el pie de la caracter´ıstica (se propone un Algoritmo de
bu´squeda en el Ape´ndice A) al que denotamos por Tk. Por u´ltimo, siguiendo la Seccio´n 2.1,
interpolamos los valores de u∗n, v∗n, T ∗n, y S∗n, en el elemento tetrae´drico Tk y aplicamos
monoton´ıa.
Te´rminos difusivos para la Temperatura y la Salinidad
Como hemos dicho anteriormente, e´sta parte es la misma tanto en el esquema con
Coriolis impl´ıcito como en el predictor-corrector. Se trata de resolver mediante el MEF
los problemas (2.15) y (2.16). A continuacio´n expondremos la resolucio´n del problema
(2.15) por ser ana´loga la resolucio´n de ambos problemas.
Escribimos la formulacio´n de´bil para nuestras funciones nodales en cada nodo k =
∫
Ω
Tn+1ϕkdΩ−∆t
∫
Ω
∇ · (µT∇Tn+1)ϕkdΩ−∆t∫
Ω
∂
∂z
(
νT
∂Tn+1
∂z
)
ϕkdΩ =
∫
Ω
T ∗nϕkdΩ
e integrando por partes∫
Ω
Tn+1ϕkdΩ+∆t
∫
Ω
µT∇Tn+1 · ∇ϕkdΩ−∆t
∫
Ω
νT
∂Tn+1
∂z
∂ϕk
∂z
dΩ =
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∫
Ω
T ∗nϕkdΩ+∆tαT
∫
ωs×{0}
(
T a − Tn+1∣∣
ωs
)
φjdω.
En el u´ltimo te´rmino de la ecuacio´n anterior hacemos la siguiente aproximacio´n de orden
dos:
T n+1|ωs×{0} = 2T n|ωs×{0} − T n−1|ωs×{0} +O(∆t2)
y para mayor simplicidad, ∀n = 0, ..., N denotamos
T ns = T
n|ωs×{0} = T n(x, y, 0) con (x, y) ∈ ωs.
A continuacio´n aproximamos las funciones T n+1, T ∗n, T ns , T
n+1
s y T
a mediante elemen-
tos finitos:
T n+1h (x, y, z) =
NN∑
r=1
T n+1r ϕr(x, y, z),
T ∗nh (x, y, z) =
NN∑
r=1
T ∗nr ϕr(x, y, z),
T ns,h(x, y) =
NH∑
l=1
(T ns )l φl(x, y),
T n−1s,h (x, y) =
NH∑
l=1
(
T n−1s
)
l
φl(x, y),
T ah (x, y) =
NH∑
l=1
T al φl(x, y).
De esta forma, para cada nodo k = 1, ..., NN obtenemos
NN∑
r=1
Tn+1r
∫
Ω
ϕrϕkdΩ+∆tµT
NN∑
r=1
Tn+1r
∫
Ω
∇ϕr · ∇ϕkdΩ+∆tνT
NN∑
r=1
Tn+1r
∫
Ω
∂ϕr
∂z
∂ϕk
∂z
dΩ =
NN∑
r=1
T ∗nr
∫
Ω
ϕrϕkdΩ+∆tαT
NH∑
l=1
[
T al −
(
2(Tns )l − (Tn−1s )l
)] ∫
ωs
φrφjdω.
Notacio´n 8 Denotemos por
Mij =
∫
Ω
ϕiϕjdΩ con i, j = 1, ..., NN
a la matriz de masas en el volumen Ω,
(RH)ij =
∫
Ω
∇ϕi · ∇ϕjdΩ con i, j = 1, ..., NN
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y
(RV )ij =
∫
Ω
∂ϕi
∂z
∂ϕj
∂z
dΩ con i, j = 1, ..., NN
a la aportacio´n horizontal y vertical, respectivamente, de la matriz de rigidez en el domonio
Ω y por u´ltimo denotemos
(MH)ij =
∫
ωs
φiφjdω con i, j = 1, ..., NH
a la matriz de masas en el dominio horizontal ωs.
De esta forma, para obtener T n+1, debemos resolver el siguiente sistema algebra´ico
(M +∆t(µTRH + νTRV ))T
n+1 =MT∗n +∆tαTFT (2.79)
donde los vectores Tn+1, T∗n y FT , son ana´logos a los expuestos en la Seccio´n 2.3.5.
El ca´lculo de la Saliniad es totalmente ana´logo, por lo que obtenemos el siguiente
sistema algebra´ico a resolver
(M +∆t(µSRH + νSRV ))S
n+1 =MS∗n, (2.80)
siendo los vectores Sn+1 y Sn ana´logos a los expuestos para la Temperatura.
Te´rminos difusivos para la velocidad horizontal
Como hemos expuesto en la Seccio´n anterior, aqu´ı reside la diferencia entre los dos
esquemas que propusimos en la Seccio´n 2.4.1. A continuacio´n expondremos la aplicacio´n
del MEF a cada uno de los esquemas temporales:
1. Esquema con Coriolis impl´ıcito:
Para mayor claridad a la hora de exponer la aplicacio´n de elementos finitos, sepa-
ramos las componentes de la velocidad v¯n+1 de forma que el problema (2.20) queda
dividido en los dos siguientes
u¯n+1 − u∗n
∆t
−∇ · (µV∇u¯n+1)− ∂
∂z
(
νV
∂u¯n+1
∂z
)
+ fv¯n+1 =
− 1
ρ0
∂pˆn+1s
∂x
− g
ρ0
∂
∂x
∫ 0
z
ρn+1dz′ en Ω
Buu¯
n+1 en ∂Ω,
(2.81)
y 
v¯n+1 − v∗n
∆t
−∇ · (µV∇v¯n+1)− ∂
∂z
(
νV
∂v¯n+1
∂z
)
− fu¯n+1 =
− 1
ρ0
∂pˆn+1s
∂y
− g
ρ0
∂
∂y
∫ 0
z
ρn+1dz′ en Ω
Bvv¯
n+1 en ∂Ω.
(2.82)
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Mediante la formulacio´n de´bil del problema (2.81) para nuestras funciones nodales,
tenemos que para cada nodo k∫
Ω
u¯n+1ϕk(x, y, z)dΩ−∆t
∫
Ω
∇ · (µV∇u¯n+1)ϕk(x, y, z)dΩ−
∆t
∫
Ω
∂
∂z
(
νV
∂u¯n+1
∂z
)
ϕk(x, y, z)dΩ+∆t
∫
Ω
fv¯n+1ϕk(x, y, z)dΩ =
∫
Ω
u∗nϕk(x, y, z)dΩ− ∆t
ρ0
∫
Ω
∂pˆn+1s
∂x
ϕk(x, y, z)dΩ−
g ·∆t
ρ0
∫
Ω
(
∂
∂x
∫ 0
z
ρn+1dz′
)
ϕk(x, y, z)dΩ
e integrando por partes
∫
Ω
u¯n+1ϕk(x, y, z)dΩ+∆t
∫
Ω
µV∇u¯n+1 · ∇ϕk(x, y, z)dΩ+
∆t
∫
Ω
νV
∂u¯n+1
∂z
∂ϕk(x, y, z)
∂z
dΩ+∆t
∫
Ω
fv¯n+1ϕk(x, y, z)dΩ =
∫
Ω
u∗nϕk(x, y, z)dΩ− ∆t
ρ0
∫
Ω
∂pˆn+1s
∂x
ϕk(x, y, z)dΩ−
g ·∆t
ρ0
∫
Ω
(
∂
∂x
∫ 0
z
ρn+1dz′
)
ϕk(x, y, z)dΩ+∆t
∫
ωs
τxφj(x, y)dω,
donde φj = ϕk|ωs pertenece a la base de las funciones nodales del mallado bidimen-
sional de la superficie ωs.
Por simplicidad en la notacio´n, definimos las siguientes funciones
F 1(x, y, z) =
∂
∂x
∫ 0
z
ρn+1dz′
y
F 2(x, y, z) =
∂
∂y
∫ 0
z
ρn+1dz′.
A continuacio´n aproximamos las funciones u¯n+1, v¯n+1, u¯∗n, F1, pˆn+1s y τx mediante
elementos finitos con lo que obtenemos el siguiente problema a resolver para la
primera componente de la velocidad
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NN∑
r=1
u¯n+1r
∫
Ω
ϕrϕkdΩ+∆tµV
NN∑
r=1
u¯n+1r
∫
Ω
∇ϕr · ∇ϕkdΩ+∆tνV
NN∑
r=1
u¯n+1r
∫
Ω
∂ϕr
∂z
∂ϕk
∂z
dΩ+
∆t
NN∑
r=1
v¯n+1r
∫
Ω
fϕrϕkdΩ =
NN∑
r=1
u∗nr
∫
Ω
ϕrϕkdΩ− ∆t
ρ0
NH∑
l=1
(
pˆn+1s
)
l
∫
Ω
∂φll
∂x
ϕkdΩ−
∆tg
ρ0
NN∑
r=1
F 1r
∫
Ω
ϕrϕkdΩ+∆t
NH∑
l=1
(τx)l
∫
ωs
φlφjdω.
(2.83)
De forma ana´loga, obtenemos lo siguiente para la segunda componente de la veloci-
dad
NN∑
r=1
v¯n+1r
∫
Ω
ϕrϕkdΩ+∆tµV
NN∑
r=1
v¯n+1r
∫
Ω
∇ϕr · ∇ϕkdΩ+∆tνV
NN∑
r=1
v¯n+1r
∫
Ω
∂ϕr
∂z
∂ϕk
∂z
dΩ−
∆t
NN∑
r=1
u¯n+1r
∫
Ω
fϕrϕkdΩ =
NN∑
r=1
v∗nr
∫
Ω
ϕrϕkdΩ− ∆t
ρ0
NH∑
l=1
(
pˆn+1s
)
l
∫
Ω
∂φl
∂y
ϕkdΩ−
∆tg
ρ0
NN∑
r=1
F 2r
∫
Ω
ϕrϕkdΩ+∆t
NH∑
l=1
(τy)l
∫
ωs
φlφjdω.
(2.84)
Observacio´n 38 Entre los valores que obtenemos esta´n∫
Ω
ϕrϕkdΩ con r, k = 1, ..., NN ,
que corresponden a los coeficientes que generan la matriz de masas esta´ndar en el
dominio tridimensional Ω y que llamaremos M . Tambie´n tenemos los valores∫
Ω
fϕrϕkdΩ con r, k = 1, ..., NN ,
que corresponden a los coeficientes que generan la matriz de masas en Ω ponderada
por la funcio´n de Coriolis f y que denotaremos por F .
Por otra parte tenemos los valores∫
Ω
∇ϕr · ∇ϕkdΩ con r, k = 1, ..., NN
y ∫
Ω
∂ϕr
∂z
∂ϕk
∂z
dΩ con r, k = 1, ..., NN ,
que corresponden a los coeficientes que podemos considerar como la contribucio´n
horizontal y vertical a la matriz de rigidez en Ω, respectivamente y que denotaremos
por RH y RV .
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De esta forma, si denotamos por R1 y R2 los lados derechos de (2.83) y (2.84)
obtenemos el siguiente sistema algebra´ico a resolver(
M +∆t (RH +RV ) ∆tF
−∆tF M +∆t (RH +RV )
)(
u¯n+1
v¯n+1
)
=
(
R1
R2
)
, (2.85)
donde podemos ver que la matriz del sistema no es sime´trica, por lo que no pode-
mos resolverlo mediante el Me´todo del Gradiente Conjugado, sino que tenemos que
utilizar otro me´todo para matrices no sime´tricas como el Bi-CGSTAB (ve´ase [37],
[28] o [38]).
Una de las desventajas de este tipo de problemas tridimensionales es el gran taman˜o
de sus matrices y del consiguiente problema de su almacenamiento. La matriz del
sistema (2.85) es de orden (2NVNH)
2, taman˜o que puede llegar a ser muy grande,
incluso siendo una matriz sparse. Para evitar el problema que puede originar el alma-
cenamiento de todos los elementos no nulos de esta matriz, y de aquellas otras nece-
sarias para el ca´lculo de la Temperatura, la Salinidad y la tercera componente de la
velocidad, hemos almacenado u´nicamente unas matrices elementales correspondien-
tes a cada elemento, necesarias para generar cualquier otra matriz que necesitemos
para el ca´lculo de las variables u, v, w, T y S (ve´ase Ape´ndice C).
Tal y como vimos en la Seccio´n 2.2, hemos obtenido (u¯n+1, v¯n+1) ∈ (H1l+f,0(Ω))2
pero que no tiene porque cumplir la condicio´n de continuidad (1.60).
A continuacio´n obtenemos la correccio´n de presio´n aplicando el Me´todo de los Ele-
mentos Finitos al problema (2.22). Puesto que es un problema definido en la compo-
nente horizontal del dominio tomaremos los elementos correspondientes al mallado
horizontal y de nuevo tomamos elementos lineales para que se cumpla la condicio´n
de Babuska-Brezzi.
Una vez obtenida la correccio´n de presio´n, obtenemos la velocidad horizontal de
nuestro problema en el instante de tiempo tn+1 aplicando el Me´todo de los Elementos
Finitos de forma esta´ndar a la ecuacio´n (2.23) en Ω.
2. Esquema predictor-corrector:
De nuevo, por simplicidad, separamos las componentes de la velocidad, de forma
que el problema (2.74) queda dividido en los dos siguientes
u¯n+1/2 − u∗n
∆t
−∇ ·
(
µV∇u¯n+1/2
)
− ∂
∂z
(
νV
∂u¯n+1/2
∂z
)
=
− 1
ρ0
∂pˆ
n+1/2
s
∂x
− g
ρ0
∂
∂x
∫ 0
z
ρn+1dz′ − fvn en Ω
Buu¯
n+1/2 en ∂Ω,
(2.86)
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y 
v¯n+1/2 − v∗n
∆t
−∇ ·
(
µV∇v¯n+1/2
)
− ∂
∂z
(
νV
∂v¯n+1/2
∂z
)
=
− 1
ρ0
∂pˆ
n+1/2
s
∂y
− g
ρ0
∂
∂y
∫ 0
z
ρn+1dz′ + fun en Ω
Bvv¯
n+1/2 en ∂Ω.
(2.87)
Aplicando elementos finitos, de forma ana´loga a lo expuesto para el problema (2.81)
del esquema con Coriolis impl´ıcito, obtenemos
NN∑
r=1
u¯n+1/2r
∫
Ω
ϕrϕkdΩ+∆tµV
NN∑
r=1
u¯n+1/2r
∫
Ω
∇ϕr · ∇ϕkdΩ+
∆tνV
NN∑
r=1
u¯n+1/2r
∫
Ω
∂ϕr
∂z
∂ϕk
∂z
dΩ =
NN∑
r=1
u∗nr
∫
Ω
ϕrϕkdΩ− ∆t
ρ0
NH∑
l=1
(
pˆn+1/2s
)
l
∫
Ω
∂φll
∂x
ϕkdΩ−
∆tg
ρ0
NN∑
r=1
F 1r
∫
Ω
ϕrϕkdΩ+∆t
NH∑
l=1
(τx)l
∫
ωs
φlφjdω −∆t
NN∑
r=1
vnr
∫
Ω
fϕrϕkdΩ,
(2.88)
para la primera componente de la velocidad y
NN∑
r=1
v¯n+1/2r
∫
Ω
ϕrϕkdΩ+∆tµV
NN∑
r=1
v¯n+1/2r
∫
Ω
∇ϕr · ∇ϕkdΩ+
∆tνV
NN∑
r=1
v¯n+1/2r
∫
Ω
∂ϕr
∂z
∂ϕk
∂z
dΩ =
NN∑
r=1
v∗nr
∫
Ω
ϕrϕkdΩ− ∆t
ρ0
NH∑
l=1
(
pˆn+1/2s
)
l
∫
Ω
∂φl
∂y
ϕkdΩ−
∆tg
ρ0
NN∑
r=1
F 2r
∫
Ω
ϕrϕkdΩ+∆t
NH∑
l=1
(τy)l
∫
ωs
φlφjdω +∆t
NN∑
r=1
unr
∫
Ω
fϕrϕkdΩ,
(2.89)
para la segunda.
Denotemos por D11 y D
1
2 a los vectores que se generan con los lados derechos de
(2.88) y (2.89), respectivamente. De esta forma obtenemos los siguientes sistemas
algebra´icos a resolver
(M +∆t(µVRH + νVRV )) u¯
n+1/2 = D11,
(M +∆t(µVRH + νVRV )) v¯
n+1/2 = D12,
(2.90)
donde tenemos las dos componentes de la velocidad desacopladas y, puesto que la
matrizM+∆t(µVRH+νVRV ) es sime´trica, podemos resolver cada sistema mediante
el me´todo del Gradiente Conjugado.
A continuacio´n obtenemos la correccio´n de presio´n superficial qn+1/2, aplicando el
MEF al problema (2.75) y proyectamos la solucio´n (u¯n+1/2, v¯n+1/2) sobre el espacio
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de funciones H1, mediante la ecuacio´n (2.73), obteniendo una primera aproximacio´n
de la velocidad (un+1/2, vn+1/2).
Proseguimos corrigiendo esta solucio´n, resolviendo el problema (2.76). Razonando
de forma ana´loga, al aplicar elementos finitos obtenemos
NN∑
r=1
u¯n+1r
∫
Ω
ϕrϕkdΩ+∆tµV
NN∑
r=1
u¯n+1r
∫
Ω
∇ϕr · ∇ϕkdΩ+∆tνV
NN∑
r=1
u¯n+1r
∫
Ω
∂ϕr
∂z
∂ϕk
∂z
dΩ =
NN∑
r=1
u∗nr
∫
Ω
ϕrϕkdΩ− ∆t
ρ0
NH∑
l=1
(
pn+1/2s
)
l
∫
Ω
∂φll
∂x
ϕkdΩ−
∆tg
ρ0
NN∑
r=1
F 1r
∫
Ω
ϕrϕkdΩ+∆t
NH∑
l=1
(τx)l
∫
ωs
φlφjdω −∆t
NN∑
r=1
vn+1/2r
∫
Ω
fϕrϕkdΩ,
(2.91)
para la primera componente de la velocidad y
NN∑
r=1
v¯n+1r
∫
Ω
ϕrϕkdΩ+∆tµV
NN∑
r=1
v¯n+1r
∫
Ω
∇ϕr · ∇ϕkdΩ+∆tνV
NN∑
r=1
v¯n+1r
∫
Ω
∂ϕr
∂z
∂ϕk
∂z
dΩ =
NN∑
r=1
v∗nr
∫
Ω
ϕrϕkdΩ− ∆t
ρ0
NH∑
l=1
(
pn+1/2s
)
l
∫
Ω
∂φl
∂y
ϕkdΩ−
∆tg
ρ0
NN∑
r=1
F 2r
∫
Ω
ϕrϕkdΩ+∆t
NH∑
l=1
(τy)l
∫
ωs
φlφjdω +∆t
NN∑
r=1
un+1/2r
∫
Ω
fϕrϕkdΩ,
(2.92)
para la segunda.
Denotamos porD21 yD
2
2 a los vectores que se generan con los lados derechos de (2.91)
y (2.92). De esta forma se obtienen los siguientes sitemas algebra´icos a resolver
(M +∆t(µVRH + νVRV )) u¯
n+1 = D21,
(M +∆t(µVRH + νVRV )) v¯
n+1 = D22,
(2.93)
con las dos componentes de la velcidad desacopladas, por lo que resolveremos cada
uno por el me´todo del Gradiente Conjugado. Calculamos la correccio´n de presio´n
superficial qn+1 aplicando el MEF al problema (2.78) y proyectamos la solucio´n
(u¯n+1, v¯n+1) sobre el espacio de funcionesH1 mediante la ecuacio´n (2.76), obteniendo
de esta forma la solucio´n (un+1, vn+1).
Mientras en el esquema con Coriolis impl´ıcito debemos resolver un sistema algebra´ico
para la velocidad (2.85), otro para la presio´n y otro para la proyeccio´n de cada una de
las componentes de la velocidad sobre el espacio H1, en el esquema predictor corrector
debemos resolver cuatro sistemas algebra´icos para la velocidad (2.90) y (2.93), dos para
la presio´n y dos ma´s, para la proyeccio´n de cada una de las componentes de la velocidad
sobre el espacio H1. El co´mputo total de sistemas a resolver es mayor en el esquema
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predictor-corrector y sin embargo este resulta ser mucho ma´s eficiente en tiempo de cal-
culo. Esto se debe a que el sistema algebra´ico (2.85) es de orden (2NN)
2 y su matriz no
es sime´trica, lo cual implica la aplicacio´n de un me´todo Bi-CGSTAB para su resolucio´n,
mientras que los cuatro sistemas algebra´icos dados en (2.90) y (2.93) son de orden N2N y
la matriz de dichos sistemas es sime´trica, por lo que podemos aplicar el me´todo del Gradi-
ente Conjugado para resolverlos. En el cap´ıtulo 3 veremos co´mo los resultados obtenidos
mediante ambos me´todos son extredemadamente parecidos y veremos co´mo el esquema
predictor-corrector obtiene prc´ticamente los mismos resultados que el Coriolis impl´ıcito,
en la mitad de tiempo.
Tercera componente de la velocidad
A continuacio´n, vea´mos la obtencio´n de la tercera componente de la velocidad apli-
cando el MEF a la ecuacio´n de diagno´stico (1.59). La primera opcio´n que tenemos de
obtener la tercera componente de la velocidad ser´ıa aplicando el MEF de forma esta´ndar
a la ecuacio´n (1.59), es decir
∫
Ω
wn+1ϕlidΩ =
∫
Ω
(∫ 0
z
∇ · vn+1dz′
)
ϕlidΩ, (2.94)
donde ϕli son funciones nodales lineales para que se cumpla la condicio´n de Babuska-Brezzi.
De esta forma, obtendr´ıamos un sistema algebra´ico a resolver, de tipoMLw
n+1 = B, donde
ML es la matriz de masas obtenida para elementos lineales, es decir, es una matriz de
orden NLN = N
L
VN
L
H . Esta forma de obtener la tercera componente de la velocidad ser´ıa la
ma´s intuitiva, pero supondr´ıa, no so´lo la inversio´n de una matriz de grandes dimensiones,
sino un lado derecho dif´ıcil de calcular por tener una integral en la vertical adema´s de
en todo el volu´men. Con vistas a una mayor ra´pidez en la ejecucio´n de los programas,
a continuacio´n exponemos una forma de calcular wn+1 de forma menos intuitiva, pero
ahorrando un preciado tiempo de ca´lculo. En efecto, por la ecuacio´n de diagno´stico (1.59),
se tiene
∂wn+1
∂z
(x, y, z) = −∇ · vn+1(x, y, z) en Ω.
Lo primero que hacemos es calcular D(x, y, z) = ∇ · vn+1(x, y, z) mediante elementos
Finitos. Para ello exponemos a continuacio´n la formulacio´n variacional para cada funcio´n
nodal ϕlk ∫
Ω
DϕlkdΩ =
∫
Ω
∇ · vn+1ϕlkdΩ =
∫
Ω
(
∂un+1
∂x
+
∂vn+1
∂y
)
ϕlkdΩ.
A continuacio´n aproximamos las funciones D(x, y, z), un+1(x, y, z) y vn+1(x, y, z) me-
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diante elementos finitos:
Dh(x, y, z) =
NLN∑
j=1
Djϕ
l
j(x, y, z),
un+1h (x, y, z) =
NN∑
j=1
un+1j ϕj(x, y, z),
vn+1h (x, y, z) =
NN∑
j=1
vn+1j ϕj(x, y, z)
y obtenemos
NLN∑
j=1
Dj
∫
Ω
ϕlkϕ
l
jdΩ =
NN∑
j=1
un+1j
∫
Ω
ϕlk
∂ϕj
∂x
dΩ +
NN∑
j=1
vn+1j
∫
Ω
ϕlk
∂ϕj
∂y
dΩ.
De esta forma, tenemos el siguiente sistema algebra´ico a resolver
MLD = B1u
n+1 +B2v
n+1,
donde B1 y B2 son matrices de taman˜o N
L
N ×NN , cuyos elementos son
(B1)kj =
∫
Ω
ϕlk
∂ϕj
∂x
dΩ con k = 1, ..., NLN , j = 1, ..., NN ,
y
(B2)kj =
∫
Ω
ϕlk
∂ϕj
∂y
dΩ con k = 1, ..., NLN , j = 1, ..., NN .
A continuacio´n, sea f(x, y, z) una funcio´n de Ω tal que
wn+1(x, y, z) =
∂f
∂z
(x, y, z) en Ω,
∂f
∂z
(x, y, z) = 0 en Γs,
∂f
∂z
(x, y, z) = 0 en Γf .
Las condiciones de frontera impuestas para f implican las condiciones de frontera
requeridas para wn+1. De esta forma, tenemos el siguiente problema de ecuaciones dife-
renciales 
∂2f
∂z2
(x, y, z) = −∇ · vn+1(x, y, z) en Ω,
∂f
∂z
(x, y, z) = 0 en Γs,
∂f
∂z
(x, y, z) = 0 en Γf .
(2.95)
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A continuacio´n, particularizamos el problema (2.95) en cada nodo (xi, yi) de nuestro
mallado horizontal lineal, con lo que obtenemos para cada i = 1, ..., NLH , el siguiente
problema unidimensional
∂2f
∂z2
(xi, yi, z) = −∇ · vn+1(xi, yi, z) en (−Hi, 0),
∂f
∂z
(xi, yi, 0) =
∂f
∂z
(xi, yi,−Hi) = 0,
(2.96)
donde Hi = H(xi, yi).
Observacio´n 39 El problema (2.96) tiene la siguiente condicio´n de compatibilidad∫ 0
−Hi
∇ · vn+1dz(xi, yi, z) =
∫ 0
−Hi
∂2f
∂z2
(xi, yi, z)dz
=
(
∂f
∂z
(x, y, 0)
)
−
(
∂f
∂z
(x, y,−Hi)
)
= 0.
(2.97)
Si por errores nume´ricos esta condicio´n de compatibilidad no se cumpliera, es decir∫ 0
−Hi
D(xi, yi, z)dz = ²i 6= 0,
definimos
D˜(xi, yi, z) = D(xi, yi, z)− ²i
Hi
y resolvemos el problema
∂2f
∂z2
(xi, yi, z) = −D˜(xi, yi, z) en (−Hi, 0),
∂f
∂z
(xi, yi, 0) =
∂f
∂z
(xi, yi,−Hi) = 0,
(2.98)
en vez del problema (2.96).
De esta forma forzamos a que se cumpla la condicio´n de compatibilidad.
Por simplicidad en la notacio´n denotamos f i(z) = f(xi, yi, z) con z ∈ (−Hi, 0). Apli-
cando el MEF al problema (2.96), tenemos para cada l = 1, .., NLV∫ 0
−Hi
∂f i
∂z
∂ψll
∂z
dz = −
∫ 0
−Hi
D˜(xi, yi, z)ψlldz,
donde ψll son las funciones nodales lineales del mallado vertical.
Denotamos g(z) = D˜(xi, yi, z) y aproximamos las siguientes funciones mediante ele-
mentos finitos
f ih(z) =
NLV∑
r=1
f irψ
l
r(z),
gh(z) =
NLV∑
r=1
grψ
l
r(z)
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con lo que obtenemos
NLV∑
r=1
f ir
∫ 0
−Hi
∂ψlr
∂z
∂ψll
∂z
dz = −
NLV∑
r=1
gr
∫ 0
−Hi
ψlrψ
l
ldzψldz.
De esta forma obtenemos el siguiente sistema algebra´ico a resolver para cada nodo del
mallado lineal de la horizontal i
SiV f
i =M iV g,
donde SiV yM
i
V son la matriz de rigidez y de masas respectivamente, asociadas al mallado
lineal de la vertical en el nodo (xi, yi). Esas matrices son tridiagonales y de orden N
L
V y por
lo tanto muy fa´ciles y ra´pidas de invertir. De esta forma, hemos reducido significativamente
la complejidad de los ca´lculos a realizar y por lo tanto el tiempo de co´mputo al calcular
la tercera componente de la velocidad con respecto a la forma esta´ndar de calcularla.
Por u´ltimo, obtenemos la tercera componente de la velocidad mediante la derivada
parcial de f con respecto a z
wn+1(x, y, z) =
∂f
∂z
(x, y, z),
de nuevo mediante el Me´todo de Elementos Finitos.
Para ello tenemos la siguiente formulacio´n variacional para cada funcio´n nodal ϕlk,∫
Ω
wn+1ϕlkdΩ =
∫
Ω
∂f
∂z
ϕlkdΩ
y aproximando las funciones wn+1(x, y, z) y f(x, y, z) mediante elementos finitos lineales,
se obtiene
NLN∑
j=1
wn+1j
∫
Ω
ϕlkϕ
l
jdΩ =
NLN∑
j=1
fj
∫
Ω
ϕlk
∂ϕlj
∂z
dΩ.
De esta forma, se tiene el siguiente sistema algebra´ico a resolver
MLw
n+1 =Mzf ,
donde
(Mz)kj =
∫
Ω
ϕlk
∂ϕlj
∂z
dΩ con k, j = 1, ..., NLH .

CAPI´TULO 3
Resultados nume´ricos
En este Cap´ıtulo expondremos los resultados nume´ricos que hemos obtenido con ca-
da uno de los modelos descritos en el Cap´ıtulo 2. Empezaremos con una Seccio´n previa
en la que probaremos que los modelos se ajustan a la ley de la gravedad, imponiendo
dos densidades distintas y viendo co´mo, efectivamente, el flu´ıdo de mayor densidad se
desliza por debajo del de menor densidad. Continuaremos estudiando la diferencia entre
el modelo de σ-coordenada y los de z-coordenada en un dominio totalmente aislado, es
decir, sin intercambio de calor ni esfuerzos de viento. De esta forma podremos estudiar los
errores nume´ricos que genera un modelo de σ-coordenada. A continuacio´n estudiaremos
los resultados de cada modelo en un oce´ano idealizado cuya componente horizontal del
dominio es un recta´ngulo y cuya profundidad vendra´ dada por una montan˜a en el centro
del dominio. Por u´ltimo expondremos los resultados nume´ricos de cada modelo en una
porcio´n occidental del Mar Mediterraneo. Empezaremos por un ejemplo con vientos esta-
cionarios y terminaremos el Cap´ıtulo, con un ejemplo cuyos esfuerzos de viento cambiara´n
a lo largo del an˜o.
3.1 Ajuste gravitacional
Lo primero que vamos a hacer es comprobar que nuestros modelos simulan ciertas
realidades. Empezaremos por considerar el dominio Ω = ωs × (−20, 0), con ωs = (−3.2×
104, 3.2× 104)× (−6.4× 104, 6.4× 104) (las unidades de Ω esta´n expresadas en metros).
Consideramos dos flu´ıdos de distinta densidad separados por una pared vertical en el
instante de tiempo inicial t0 = 0. El objetivo de este ejemplo es comprobar que cada uno de
los modelos propuestos es coherente con el ajuste gravitacioneal y por lo tanto, para t > 0,
el l´ıquido de mayor densidad se deslizara´ por debajo del de menor densidad. Tal y como se
puede ver en [18], este tipo de problemas se resuleven mejor con otro tipo de modelos como
son los de isol´ıneas de densidad. Si embargo, es un problema de gran intere´s para probar
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de alguna forma los modelos propuestos, por lo que pasamos a detallar a continuacio´n
nuestra forma de proceder. Para llevar a cabo nuestro experimento, tomamos un mallado
de la componente horizontal del dominio (ve´ase Figura 3.1) con un taman˜o ma´ximo de
malla de 0.5 km para la densidad, la presio´n y la tercera componente de la velocidad
(puesto que las resolvemos mediante elementos lineales) y de 0.25 km para la componente
horizontal de la velocidad (dado que la resolvemos mediante elementos cuadra´ticos). Dicho
mallado consta de 776 elementos y 428 nodos (en el caso de considerar elementos lineales)
y 1631 nodos (en el caso de tomar elementos cuadra´ticos).
Figura 3.1: Mallado de la componente horizontal del dominio ωs.
A continuacio´n detallamos la discretizacio´n vertical escogida para cada uno de los
modelos. Mientras en los modelos de z-coordenada tomamos un mallado de 11 nodos
equidistantes (en el caso lineal) y de 21 nodos equidistantes de 0.95m de distancia (en el
caso cuadra´tico), para el modelo de σ-coordenada generamos una discretizacio´n equidis-
tante del intervalo [−1, 0] y aplicamos el cambio de coordenadas σ con los siguientes
valores:
θb = 0.6 y θs = 4.25.
Estos valores nos generan una discretizacio´n con un taman˜o ma´ximo de malla de 1.52m
en el fondo y un taman˜o mı´nimo de 0.13m en la superficie.
Ya hemos mencionado que, en el instante de tiempo t0 = 0, tomamos dos flu´ıdos de
distinta densidad, separados por una pared vertical. Para ello imponemos una densidad de
5 kg/m3 en la parte oeste del dominio, es decir en [−3.2×104, 0]× [−6.4×104, 6.4×104] y
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densidad nula en el resto del dominio (ve´ase Figura 3.2). En lo que concierne a la velocidad
del flu´ıdo, tomamos e´ste en reposo, es decir, u0 = v0 = 0 m/s en t0 = 0.
En la Tabla 3.1 se especifican cada uno de los para´metros del problema.
f0 = 0 β = 0
µT = 0m
2/s µT = 0m
2/s
µS = 0m
2/s µS = 0m
2/s
µV = 50m
2/s µV = 10
−3m2/s
αT = 0 ∆t = 5s
Tabla 3.1: Tabla de para´metros.
Para la simulacio´n tomamos un paso de tiempo de 5 segundos. La Figura 3.2 nos
muestra los resultados obtenidos para cada uno de los modelos al cabo de 2 horas de
integracio´n. Se puede ver co´mo los tres modelos reflejan la realidad esperada, pudie´ndose
observar al cabo de 2 horas de integracio´n, co´mo el l´ıquido de mayor densidad se desliza
por debajo del de menor densidad, ajusta´ndose as´ı al efecto de la fuerza gravitatoria.
Sin embargo, mientras en el modelo de z-coordenada con Coriolis impl´ıcito, los valores
de la densidad se mantienen en el intervalo [0, 5] kg/m3, el modelo predictor-corrector,
nos genera valores comprendidos en [−0.29, 5.18] kg/m3 y el modelo de σ-coordenada en
[−0.11, 5.35] kg/m3.
Tal y como podemos observar, aunque los tres modelos simulen el ajuste gravitacional,
tanto el modelo de σ-coordenada como el predictor-corrector, distorsionan los valores
mı´nimo y ma´ximo de la densidad. Haidvogel y Beckmann, muestran en [18] los resulta-
dos obtenidos para este ejemplo con una simulacio´n de 10 horas para distintos modelos
como son el MOM, MICOM, SCRUM y SEOM. De estos modelos, el u´nico propuesto con
isol´ıneas de densidad es el MICOM y de hecho, es el u´nico que no distorsiona los valores
mı´nimo y ma´ximo de la densidad. Los dema´s modelos generan valores bastante ma´s dis-
torsionados que los nuestros, llegando incluso en el caso del MOM, a obtener una densidad
comprendida en el intervalo [−2.090, 7.090] kg/m3. De esta forma, podemos concluir, que
los modelos propuestos en el Cap´ıtulo 2 son coherentes con el ajuste gravitacional, siendo
adema´s, el modelo de z-coordenada con Coriolis impl´ıcito el ma´s preciso.
Una vez superado con e´xito este primer test, procedemos a probar cada modelo con
ejemplos ma´s complejos y realistas.
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(a) Densidad en t0 = 0 (b) z-coordenado Coriolis impl´ıcito
(c) z-coordenado predictor-corrector (d) σ-coordenado
Figura 3.2: Secciones en y = 0 m: a) densidad en el instante de tiempo inicial t0 = 0, b)
densidad obtenida mediante el modelo de z-coordenada con Coriolis impl´ıcito al cabo de
dos horas de integracio´n, c) modelo predictor-corrector de z-coordenada al cabo de dos
horas de integracio´n, c) modelo de σ-coordenada al cabo de dos horas de integracio´n.
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3.2 Ejemplo de la montan˜a aislada
En esta Seccio´n expondremos los resultados nume´ricos que hemos obtenido con cada
uno de los modelos en un dominio aislado, es decir, sin intercambios de temperatura
ni esfuerzos de viento en la superficie. El dominio esta´ formado por una caja con una
montan˜a en el centro, es decir, el dominio Ω = ωs × (−H(x, y), 0) con (x, y) ∈ ωs, consta
de la siguiente componente horizontal
ωs = (−L/2, L/2)× (−L,L)
y la siguiente componente vertical
(−H(x, y), 0) con (x, y) ∈ ωs,
con
H(x, y) = H0 − 700 exp
(
− x
2 + y2
2× 1010
)
y donde
L = 1000km y H0 = 1000m.
La funcio´n profundidad H(x, y) nos genera una montan˜a con una altura de 700m en el
centro del dominio.
Gracias a la aproximacio´n mediante el plano β, tenemos centrado nuestro sistema
sobre una cierta latitud θ0. De esta forma, podemos considerar la siguiente aproximacio´n
lineal de f ,
f(θ) = 2|Ω|senθ0 + 2|Ω|cosθ0(θ − θ0)
y haciendo un cambio de coordenadas, obtenemos la siguiente aproximacio´n de f en
coordenadas cartesianas
f(y) = f0 + β(y − y0) (x, y) ∈ ωs,
donde
f0 = 2|Ω|senθ0, β = 2|Ω|
RT
cosθ0
y RT es el radio de la Tierra. En nuestro caso, θ0 = 20.23
◦ y los valores de f0, β e y0
vienen dados en la Tabla 3.2.
Hemos considerado un mallado de ωs, de un taman˜o ma´ximo de malla de h = 20
km en el caso de tener elementos lineales (para la presio´n, la terecera componente de la
velocidad y la densidad, dependiendo del modelo) y por lo tanto de 10 km en el caso de
considerar elementos cuadra´ticos, como ocurre con el resto de variables. Dicho mallado
consta de 11596 elementos y 5949 nodos en el caso de considerar elementos lineales y
23493 nodos, en el caso de considerar elementos cuadra´ticos (ve´ase la Figura 3.3).
A continuacio´n pasamos a detallar el mallado que hemos tomado en la componente
vertical del dominio para cada uno de los modelos, constando en ambos casos de 18
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Figura 3.3: Mallado de ws.
nodos en el caso lineal y de 35 en el caso cuadra´tico. Para el caso de la coordenada σ,
discretizamos de forma regular el intervalo [−1, 0], de esta forma, aplicando el cambio de
coordenadas σ con los valores
θb = 0.6 y θs = 4.25,
obtenemos la discretizacio´n cuya seccio´n en y = 0 m se puede observar en la Figura 3.4.
El taman˜o mı´nimo y ma´ximo de malla es de 2.5 m y 94.5 m respectivamente. El taman˜o
mı´nimo se encuentra cerca de la superficie, mientras que el ma´ximo se encuentra cerca
del fondo.
Para los modelos de z-coordenada tomamos la discretizacio´n vertical cuya seccio´n en
y = 0 m viene dada en la Figura 3.5. El taman˜o mı´nimo y ma´ximo de malla es de 3 m y
100 m respectivamente. De nuevo, el taman˜o mı´nimo se encuentra cerca de la superficie
y el ma´ximo cerca del fondo.
Continuemos definiendo las condiciones iniciales que imponemos en este ejemplo. Al
igual que en la Seccio´n anterior, tomamos el flu´ıdo en reposo, es decir, con u0 = v0 =
0m/s en en el instante de tiempo inicial t0 = 0. Por otra parte, tomamos la siguiente
Temperatura inicial
T0(x, y, z) = 5 + 15 exp(H(x, y)z/200) (x, y, z) ∈ Ω
y la siguiente Salinindad en el instante de tiempo inicial
S0(x, y, z) = 38−H(x, y)z/1000.
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(b) Mallado cuadra´tico
Figura 3.4: Discretizacio´n espacial de la componente vertical del dominio, para el caso de
la σ-coordenada: a) Mallado lineal, b) Mallado cuadra´tico.
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Figura 3.5: Discretizacio´n espacial de la componente vertical del dominio, para el caso de
la z-coordenada: a) Mallado lineal, b) Mallado cuadra´tico.
Tomamos los para´metros de viscosidad y difusio´n dados en la Tabla 3.2. Por u´ltimo,
consideraremos un paso de tiempo de una hora y media.
Hablamos de un montan˜a aislada porque tomamos un sistema aislado, es decir, sin
transferencia de calor ni esfuerzos de viento en la superficie. De esta forma, al tomar el
sistema en reposo en el instante de tiempo inicial t0 = 0, la velocidad debe mantenerse
pra´cticamente nula, salvo a efectos de la fuerza de Coriolis y errores nume´ricos. De esta
forma evaluaremos el comportamiento de nuestros modelos.
En la Tabla 3.2 se especifican cada uno de los para´metros del problema, mientras que
los datos de cada uno de los mallados que utilizamos se encuentran en la Tabla 3.3.
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f0 = 5× 10−5 β = 2× 10−11
y0 = 0 ~τ = 0 kg/ms
2
µT = 500m
2/s µT = 10
−4m2/s
µS = 500m
2/s µS = 10
−4m2/s
µV = 500m
2/s µV = 10
−4m2/s
αT = 0 ρ0 = 1000kg/m
3
Tabla 3.2: Tabla de para´metros.
Dominio N. Elementos N. nodos (lineales) N. nodos (cuadra´ticos)
horizontal 11596 5949 23493
vertical 17 18 35
3D (caso σ-coordenada) 197132 107082 822255
3D (caso z-coordenada) 591396 107082 822255
Tabla 3.3: Tabla de datos de los mallados.
Realizamos una simulacio´n de un mes. En la Figura 3.6 podemos observar co´mo la
energ´ıa cine´tica obtenida mediante el modelo de σ-coordenada, crece muy por encima de
la obtenida mediante los modelos de z-coordenada. Tal y como dijimos en la Seccio´n 2.3,
esto se debe a los errores generados en el ca´lculo de los ∇p (ve´ase [23], [14], [31], [32], [10],
[30], [13], [36]).
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Figura 3.6: Energ´ıa cine´tica obtenida con cada uno de los modelos.
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Observacio´n 40 En realidad, la gra´fica de la Figura 3.6, al igual que el resto de figuras
representando la energ´ıa cine´tica, se ha calculado con la densidad ρ = 1 kg/m3. No´tese
que salvo en el te´rmino de flotabilidad, hemos considerado que la densidad es constante.
Por lo tanto, el comportamiento cualitativo de la energ´ıa cine´tica que representamos y la
energ´ıa cine´tica que obtendr´ıamos con la densidad que hemos considerado en los modelos,
es ana´logo.
Por lo tanto, aunque hayamos calculado (2.72), como una funcio´n de Ω (en lugar de
una funcio´n de Ω̂), se siguen cometiendo errores en el ca´lculo de ∇p.
De hecho, en las Figuras 3.7 y 3.8, se muestra una seccio´n en y = 0 m de la primera y la
segunda componente de la velocidad, donde se puede ver co´mo los valores de la velocidad
horizontal son mayores en los resultados obtenidos con el modelo de la σ-coordenada que
con el de z-coordenada con Coriolis impl´ıcito (no mostramos el caso del modelo predictor-
corrector, por su gran semejanza con el Coriolis impl´ıcito).
(a) U (primera componente de la velocidad) (b) V (segunda componente de la velocidad)
Figura 3.7: Secciones de la primera y segunda componente de la velocidad en y = 0 m,
obtenidas mediante el modelo de σ-coordenada. Isol´ıneas cada 10−4 m/s.
Siguiendo con el estudio de los valores de la velocidad, en la Tabla 3.4, exponemos los
ma´ximos valores que toma la componente horizontal de la velocidad, obtenidos con cada
uno de los modelos propuestos. Mientras en los modelos de z-coordenada permanecen
muy similares, los obtenidos mediante el modelo de σ-coordenada son del orden de 3.5
veces superiores que en los modelos de z-coordenada. An˜adamos tambie´n que, puesto que
los valores que hemos obtenido con el modelo de σ-coordenada son muy similares a los
que obtienen Song y Wright en [32], cabe esperar que los modelos de z-coordenada (con
Elementos Finitos), proporcionen buenos resultados en simulaciones ma´s realistas.
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(a) U (primera componente de la velocidad) (b) V (segunda componente de la velocidad)
Figura 3.8: Secciones de la primera y segunda componente de la velocidad en y = 0 m,
obtenidas mediante el modelo de z-coordenada con Coriolis impl´ıcito. Isol´ıneas cada 10−4
m/s.
Modelo σ-coordenada z-coordenada Coriolis impl. z-coordenada p-c
|U |∞ 9.946× 10−4 1.6242× 10−4 1.6056× 10−4
|V |∞ 1.10× 10−3 3.1143× 10−4 3.1125× 10−4
Tabla 3.4: Valores ma´ximos de la velocidad horizontal para cada uno de los modelos.
Por u´ltimo, destacaremos otro problema comu´n en los modelos de σ-coordenada con el
que nos hemos encontrado. Para ello recordemos que la velocidad barotro´pica es el campo
de velocidades (V Bx, V By) con
V Bx(x, y) =
∫ 0
−H(x,y)
u(x, y, z)dz y V By(x, y) =
∫ 0
−H(x,y)
v(x, y, z)dz.
En la Figura 3.9 se puede observar la velocidad barotro´pica al cabo de un mes de
integracio´n, obtenida con el modelo de σ-coordenada y con el de z-coordenada con Coriolis
impl´ıcito (de nuevo no mostramos el caso del modelo predictor-corrector por su gran simi-
litud con el Coriolis impl´ıcito). Tal y como estudian Thiem y Berntsen en [36], los errores
en el ca´lculo de ∇p tambie´n esta´n sujetos a la orientacio´n de la malla. Si observamos la
Figura 3.3, podemos ver co´mo precisamente en las diagonales del recta´ngulo, los elementos
del mallado cambian su orientacio´n, precisamente donde la velocidad barotro´pica obtenida
con el modelo de σ-coordenada muestra sus valores erroneos ma´s altos. Como veremos ma´s
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(a) σ-coordenada (b) z-coordenada
Figura 3.9: Velocidad barotro´pica al cabo de un mes de integracio´n obtenidos mediante:
a)σ-coordenada y b) z-coordenada con Coriolis impl´ıcito.
adelante, estos errores en la velocidad, se propagara´n a traves del te´rmino de conveccio´n
a las variables de Temperatura y Salinidad, produciendo valores erroneos en estas. Por
u´ltimo, cabe destacar, que este error debido a las variaciones en la orientacio´n de la malla,
es completamente despreciable en los modelos de z-coordenada, lo que augura unos buenos
resultados en simulaciones ma´s realistas.
3.3 Oce´ano idealizado
En esta Seccio´n expondremos los resultados nume´ricos que hemos obtenido con cada
uno de los modelos en un oce´ano idealizado. Para ello consideramos el mismo dominio que
en la Seccio´n anterior, con los mismos mallados en la horizontal y en la vertical (ve´anse
las Figuras 3.3, 3.4 y 3.5).
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Esta vez consideramos unos esfuerzos de viento estacionarios que desplacen el agua
de oeste a este en el centro del dominio y en sentido contrario en el norte y en el sur del
dominio, tal y como se puede ver en la Figura 3.10. En concreto tomamos los siguientes
esfuerzos de viento:
τ (x, y) = τ0 (cos(piy/L), 0) (x, y) ∈ ωs,
con τ0 dado en la Tabla 3.5.
Figura 3.10: Esfuerzos de viento.
Imponemos las mismas condiciones iniciales que en la Seccio´n anterior. Partimos de
un flu´ıdo en reposo con u0 = v0 = 0m/s en en el instante de tiempo inicial t0 = 0 y
tomamos la siguiente Temperatura inicial
T0(x, y, z) = 5 + 15 exp(H(x, y)z/200) (x, y, z) ∈ Ω
y la siguiente Salinindad en el instante de tiempo inicial
S0(x, y, z) = 38−H(x, y)z/1000.
Se puede observar una seccio´n en y = 0 m de dichas condiciones iniciales en la Figura
3.11.
Tomaremos los para´metros de viscosidad y difusio´n dados en la Tebla 3.5.
Por u´ltimo, sen˜alemos que en la simulacio´n tomamos un paso de tiempo de una hora
y media. Cabe resaltar que tomamos un paso de tiempo muy grande frente a la mayor´ıa
de los modelos que simulan el oce´ano hoy en d´ıa. De hecho, el paso de tiempo esta´ndar
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(a) T0 (b) S0
Figura 3.11: Secciones de la Temperatura y la Salinidad en el instante de tiempo inicial
t0 = 0. (psu son las Unidades Pra´cticas de Salinidad)
en estos modelos, suele ser de unos 20 minutos (ve´ase [26], [25], [30], [29]). Esta diferencia
se debe a la aplicacio´n del me´todo semi-Lagrangiano para tratar la parte convectiva del
problema, estable para grandes pasos de tiempo, a diferencia de otros esquemas utilizados
por otros modelos, como pueden ser el leap-Frog o Adams Bashforth.
En la Tabla 3.5 se especifican cada uno de los para´metros del problema, mientras que
los datos de cada uno de los mallados son los de la Seccio´n anterior y se encuentran en la
Tabla 3.3.
f0 = 5× 10−5 β = 2× 10−11
y0 = 0 τ0 = 1,5× 10−4kg/ms2
µT = 1000m
2/s µT = 10
−3m2/s
µS = 1000m
2/s µS = 10
−3m2/s
µV = 1000m
2/s µV = 10
−3m2/s
αT = 0 ρ0 = 1000kg/m
3
Tabla 3.5: Tabla de para´metros.
A continuacio´n expondremos los resultados obtenidos tras una simulacio´n de un an˜o
de integracio´n nume´rica y compararemos los resultados para cada uno de los modelos
propuestos en el Cap´ıtulo 2.
Empezamos una primera comparacio´n de los modelos mediante la energ´ıa cine´tica del
sistema. Tal y como se puede ver en la Figura 3.12, los resultados son muy similares. Cabe
destacar que, al tener un sistema aislado (en el sentido en el que no hay transferencia
de calor y los esfuerzos de viento son constantes a lo largo del tiempo), e´ste tiende a
estabilizarse. De hecho podemos observar co´mo e´sto sucede, para cada uno de los modelos,
alrededor del se´ptimo mes de integracio´n. A diferencia del caso de la Seccio´n anterior, la
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Figura 3.12: Comparacio´n de la energ´ıa cine´tica obtenida con cada modelo.
Energ´ıa cine´tica obtenida con el modelo σ se estabiliza. Esto se debe a que en este caso
tenemos unas viscosidades y difusiones, tanto horizontales como verticales, mayores. Al
ser el sistema ma´s difusivo, tiende a estabilizarse ma´s.
Los resultados que mostraremos a continuacio´n son los obtenidos al cabo de un an˜o
de simulacio´n, una vez estabilizado el sistema.
En la Figura 3.13, exponemos la velocidad barotro´pica al cabo de un an˜o de inte-
gracio´n, para el modelo de σ-coordenada y el modelo de z-coordenada con Coriolis im-
pl´ıcito. En dicha figura se puede observar co´mo las diferencias entre los modelos no son
apreciables en la velocidad barotro´pica. De hecho, no exponemos los resultados obtenidos
con el modelo de z-coordenada predictor-corrector, debido a su gran semejanza. Tal y
como cab´ıa esperar, la velocidad barotro´pica forma dos vo´rtices, uno al norte y otro al
sur del plano y = 0 m, debido a los esfuerzos de viento. A su vez, tambie´n se puede
observar, co´mo dichos vo´rtices, inicialmente situados en el centro del domino, se han ido
desplazando hacia el oeste del dominio, debido a la accio´n de la fuerza de Coriolis. Por
u´ltimo cabe resaltar que tambie´n se forma una corriente en el centro del dominio debido
a los efectos de la montan˜a existente en esa zona.
A continuacio´n, expondremos una serie de secciones en y = 0 m, para cada una de las
soluciones del problema, es decir, u, v, w, T , S y ρ. En la Figura 3.14, se puede apreciar la
fina capa l´ımite, de unos pocos metros de grosor, generada por los esfuerzos de viento. En
dicha figura se puede observar co´mo hay poca diferencia en la componente horizontal de
la velocidad, aunque cabe destacar de nuevo, un ligero aumento en los valores obtenidos
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(a) σ-coordenada (b) z-coordenada
Figura 3.13: Velocidad barotro´pica al cabo de 1 an˜o de integracio´n: a) modelo de σ-
coordenada, b) modelo de z-coordenada con Coriolis impl´ıcito.
con el modelo σ.
En la Figura 3.15 se puede observar una seccio´n en y = 0 m de la tercera componente
de la velocidad obtenida mediante cada uno de los modelos de la z-coordenada. En este
caso no mostramos los resultados obtenidos con el modelo de σ-coordenada puesto que
la tercera componente de la velocidad no es del mismo orden. Sin embargo, sen˜alaremos
que esta velocidad (en el caso de la σ-coordenada) alcanza un mı´nimo de −1.3432× 10−5
m/s al oeste del dominio y un ma´ximo de 7.0799 × 10−6 m/s en el este. Tal y como era
de esperar, ambas gra´ficas de la Figura 3.15, as´ı como los resultados obtenidos con el
modelo de σ-coordenada, nos muestran una circulacio´n de agua ascendente en el oeste y
descendente en el este.
Las Figuras 3.16 y 3.17 nos muestra una seccio´n en y = 0 m de los resultados obtenidos
para la Temperatura y la Salinidad respectivamente. Las diferencias que se aprecian en
la Temperatura y la Salinidad con respecto a un modelo de σ-coordenada y uno de z-
coordenada, se deben, tal y como vimos en la Seccio´n anterior, a los errores introducidos
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(a) U (primera componente de la velocidad) (b) V (segunda componente de la velocidad)
(c) U (primera componente de la velocidad) (d) V (segunda componente de la velocidad)
Figura 3.14: Secciones de la primera y segunda componente de la velocidad en y = 0
m, obtenidas mediante el modelo: a) y b) de σ-coordenada, c) y d) de z-coordenada con
Coriolis impl´ıcito. Isol´ıneas cada 0.1 m/s.
al calcular los∇p. Estos errores, aumentan los valores de la velocidad, la cua´l los transmite
a la Temperatura y la Salinidad a trave´s del te´rmino de conveccio´n.
Dada estas diferencias entre la Temperatura y la Salinidad, cabr´ıa esperar que la Den-
sidad tambie´n tenga grandes diferencias entre el modelo σ y los modelos de z-coordenada,
sin embargo estas diferencias no son tan extremas como en el caso de la Salinidad. Tal y
como se puede ver en la Figura 3.18, la ecuacio´n de estado que tomamos, propuesta por
la UNESCO, es un polinomio de quinto grado que suaviza mucho los resultados.
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(a) W (tercera componente de la velocidad) (b) W (tercera componente de la velocidad)
Figura 3.15: Seccio´n de la tercera componente componente de la velocidad w en y = 0
m obtenida mediante el modelo de (a) z-coordenada Coriolis impl´ıcito, (b) z-coordenada
predictor-corrector. Isol´ıneas cada 5× 10−5 m/s.
(a) Temperatura (b) Temperatura
Figura 3.16: Seccio´n en y = 0 m de la Temperatura obtenida con el modelo: a) de σ-
coordenada y b) de z-coordenada y Coriolis impl´ıcito. Isol´ıneas cada 0.25 C.
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(a) Salinidad (b) Salinidad
Figura 3.17: Seccio´n en y = 0 m de la Salinidad obtenida con el modelo: a) de σ-coordenada
y b) de z-coordenada y Coriolis impl´ıcito. Isol´ıneas cada 0.1 psu.
(a) Densidad (b) Densidad
Figura 3.18: Seccio´n de la Densidad en y = 0 m, (a)σ-coordenada y (b)z-coordenada.
Isol´ıneas cada 0.1 kg/m3.
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Siguiendo con la comparacio´n que estamos haciendo entre los tres modelos propuestos,
a continuacio´n presentamos las diferencias entre los perfiles obtenidos para cada variable
del problema, en dos puntos muy distintos del dominio (ve´ase la Figura 3.19). El primer
punto, es un nodo central del dominio situado en el centro de la montan˜a, mientras que
el segundo punto es un nodo occidental, situado en la corriente de uno de los vo´rtices de
la Figura 3.13.
Figura 3.19: Localizacio´n del punto central P1=(−1.7929 × 104, 0.8957 × 104) m y del
punto occidental P2=(−448177, 409094) m en el dominio ωs.
En las Figuras 3.20 y 3.21, se puede aprecier de nuevo, la semejanza de la componente
horizontal de la velocidad para cada uno de los modelos, al menos en el punto central. Se
aprecia una mayor diferencia entre los modelos de z-coordenada en el punto occidental,
seguramente debido a la diferencia a la hora de tratar el te´rmino de Coriolis.
Una vez ma´s, se observa una gran diferencia entre la Temperatura y la Salinidad
obtenidas con el modelo σ y los modelos de z-coordenada. Cabe destacar el aspecto
dentado de la Salinidad obtenida con el modelode σ-coordenada. Esto se debe al hecho
de resolver el problema separando la componente horizontal y vertical, puesto que de esta
forma, se resuelve un problema horizontal en cada nivel vertical.
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Figura 3.20: Comparacio´n de perfiles en un punto central del dominio para cada modelo.
Obse´rvese que (e) es una comparacio´n u´nicamente entre los modelos de z-coordenada, ya
que el orden de W en la σ-coordenada es muy distinto.
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(e) W (tercera componente de la velocidad) (f) Densidad
Figura 3.21: Comparacio´n de perfiles en un punto central del dominio para cada modelo.
Obse´rvese que (e) es una comparacio´n u´nicamente entre los modelos de z-coordenada, ya
que el orden de W en la σ-coordenada es muy distinto.
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Por u´ltimo, en la Tabla 3.6, exponemos los tiempos de ejecucio´n para cada uno de lo
modelos expuestos. Debemos sen˜alar que cada uno de los modelos han sido ejecutados
de forma secuencial en magerit (que es un cluster de 1204 nodos eServer BladeCen-
ter bajo Linux SLES9). De hecho, en la fecha de redaccio´n de esta Tesis, los modelos
de z-coordenada esta´n en proceso de optimizacio´n y de paralelizacio´n, para su futuro
acoplamiento a un modelo de oce´ano-atmo´sfera.
Es evidente que hay una gran diferencia de tiempo de ejecucio´n entre el modelos de σ-
coordenada y los de z-coordenada, debido a dos grandes diferencias entre ellos. En primer
lugar, como ya hemos mencionado con anterioridad, la estructura del modelo σ permite
separar la componente horizontal y vertical del problema, lo que se traduce en una mayor
rapidez a la hora de resolver el problema de forma nume´rica. En segundo lugar, en el
caso de los modelos de z-coordenada, no se almacenan las matrices de volu´men, lo que
nos obliga a generarlas a cada paso de tiempo, por lo que es evidente que estos mode-
los necesitan mayor tiempo de ejecucio´n. Sin embargo, su pararlelizacio´n solventara´ este
problema de tiempo de ejecucio´n.
Modelo Tiempo de ejecucio´n
σ-coordenada 55 horas 10 min.
z-coordenada Coriolis impl´ıcito 310 horas 37 min.
z-coordenada predictor-corrector 256 horas 53 min.
Tabla 3.6: Tiempos de ejecucio´n para la simulacio´n de un an˜o.
3.4 Mar Mediterraneo
En esta Seccio´n expondremos los resultados nume´ricos obtenidos con cada uno de
los modelos presentados en el Cap´ıtulo 2, en dos ejemplos ma´s realistas, ambos locali-
zados en una porcio´n occidental del Mar Mediterraneo (ve´ase Figura 3.22). En ambos
ejemplos tomaremos la profundidad real del Mediterraneo. Mientras que en el primer
ejemplo estudiaremos el comportamiento de la regio´n occidental del Mediterraneo bajo
la influencia de unos esfuerzos de viento estacionarios, en el segundo ejemplo, haremos
una simulacio´n a lo largo de un an˜o de integracio´n, con vientos variables a lo largo del
tiempo. De esta forma, habremos estudiado los resultados nume´ricos de los tres modelos
propuestos, en ejemplos cada vez ma´s realistas.
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Figura 3.22: Mapa de la cuenca oeste del Mediterraneo.
3.4.1. Esfuerzos de viento estacionarios
Como hemos mencionado anteriormente, tomamos como zona de estudio la cuenca
occidental del Mediterraneo, comprendida entre Italia y adentrandonos unos 270 km en
el oce´ano Atla´ntico (ve´ase la Figura 3.23).
Figura 3.23: Porcio´n occidental del Mediterraneo.
A continuacio´n, consideramos unos esfuerzos de viento estacionarios, correspondientes
a la media anual de los esfuerzos de viento calculados por Hellerman y Rosenstein [19].
Mostramos dichos valores en la Figura 3.24.
De nuevo consideramos la siguiente aproximacio´n lineal de la funcio´n de Coriolis
f(x, y) = f0 + β(y − y0) (x, y) ∈ ωs,
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Figura 3.24: Esfuerzos de viento del Mediterraneo oeste.
Figura 3.25: Mallado de ωs.
donde f0, β e y0 dados en la Tabla 3.7.
Para esta simulacio´n hemos considerado un mallado con un taman˜o de malla que
oscila entre 10 y 40 km en el caso de considerar elementos lineales (para la presio´n y la
terecera componente de la velocidad) y entre 5 y 20 km en el caso de considerar elementos
cuadra´ticos, como ocurre con el resto de variables. Dicho mallado (ve´ase Figura 3.25),
consta de 11253 elementos con 6235 nodos en el caso de considerar el mallado lineal y
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Figura 3.26: Batimetr´ıa del Mediterraneo oeste.
23725 nodos en el caso de considerar el mallado cuadra´tico.
En la Figura 3.26 se puede observar la profundidad de la cuenca oeste del Mediterraneo,
debidamente filtrada (ve´ase [15]) dada en el dominio de coordenadas cartesianas.
A continuacio´n pasamos a detallar el mallado que hemos utilizado en la componente
vertical del dominio para cada uno de los modelos, ambos con 18 nodos en el caso lineal y
35 nodos en el caso cuadra´tico. Para el caso de la σ-coordenada, discretizamos de forma
regular el intervalo [−1, 0] y aplicamos el cambio de coordenadas σ con los valores
θb = 0.6 y θs = 4.25,
con lo que obtenemos la discretizacio´n cuya seccio´n en y = 4.2 × 106 m se puede ver en
la Figura 3.27. El taman˜o mı´nimo de esta discretizacio´n vertical es de 0.92 m, cerca de la
superficie, mientras que el taman˜o ma´ximo es de 241.68 m, cerca del fondo del dominio.
En la Figura 3.28 presentamos una seccio´n en y = 4.2 × 106 m de la discretizacio´n
vertical que utilizamos para los modelos de z-coordenada. El taman˜o mı´nimo de esta
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Figura 3.27: Discretizacio´n espacial de la componente vertical del dominio, para el caso
de la σ-coordenada: a) Mallado lineal, b) Mallado cuadra´tico.
discretizacio´n vertical es de 1.10 m, cerca de la superficie, mientras que el taman˜o ma´ximo
es de 257.04 m, cerca del fondo del dominio.
Tanto en el caso σ como para los modelos de z-coordenada, tenemos una discretizacio´n
vertical ma´s refinada en la superficie, para captar lo mejor posible la capa l´ımite generada
por los esfuerzos de viento.
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Figura 3.28: Discretizacio´n espacial de la componente vertical del dominio, para el caso
de la z-coordenada: a) Mallado lineal, b) Mallado cuadra´tico.
De nuevo, tomaremos el flu´ıdo en reposo en el instante de tiempo inicial t0 = 0,
mientras que para la Temperatura y la Salinidad, tomaremos como valores iniciales, las
medias anuales de dichas variables en la regio´n estudiada (datos cedidos por el Instituto
Espan˜ol de Oceanograf´ıa).
Por u´ltimo, sen˜alemos que consideramos un paso de tiempo de una hora y media para
los modelos de z-coordenada, mientras que en el caso del modelo σ, tomamos un paso
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de tiempo de una hora. La razo´n de esta eleccio´n es la sensibilidad de este modelo a los
grandes cambios de profundidad. Puesto que hemos tomado un para´metro de viscosidad
horizontal µV = 600 m/s
2 y vertical νV = 10
−4 m/s2, que se pueden considerar bastante
bajas y que consideramos la batimetr´ıa real del Mediterraneo, reducimos el paso de tiempo
del modelo σ, para evitar inestabilidades. Por otra parte, cabe destacar, que el hecho de
considerar viscosidades bajas, se debe a que de esta forma, se pueda observar la influencia
de la batimetr´ıa en la circulacio´n ocea´nica.
En la Tabla 3.7 se especifican cada uno de los para´metros del problema, mientras que
los datos de cada uno de los mallados que utilizamos se encuentran en la Tabla 3.8.
f0 = 9,3489× 10−5 β = 1,748× 10−11
y0 = 4447797,06578 L = 10
6m
µT = 600m
2/s µT = 10
−4m2/s
µS = 600m
2/s µS = 10
−4m2/s
µV = 600m
2/s µV = 10
−4m2/s
αT = 0 ρ0 = 1000kg/m
3
Tabla 3.7: Tabla de para´metros para el ejemplo del Mediterraneo occidental con esfuerzos
de viento estacionarios.
Dominio N. Elementos N. nodos (lineales) N. nodos (cuadra´ticos)
horizontal 11253 6235 23725
vertical 17 18 35
3D (caso σ-coordenada) 191301 112230 830375
3D (caso z-coordenada) 573903 112230 830375
Tabla 3.8: Tabla de datos de los mallados del Mediterraneo.
Como se puede ver en la Figura 3.29, la energ´ıa cine´tica obtenida con los modelos de z-
coordenada, son practicamente iguales, mientras que la obtenida con el modelo σ, se aleja
bastante de las otras dos. Esto se debe principalmente a la diferencia en el paso de tiempo.
Tambie´n cabe destacar que, aunque levemente, la energ´ıa cine´tica del modelo σ, sigue
creciendo, mientras las otras dos se estabilizan al cabo de 5 d´ıas. De hecho, si alargamos
la simulacio´n para el modelo de σ-coordenada, la energ´ıa cine´tica no se estabiliza. De
nuevo nos encontramos ante el problema planteado en la Seccio´n 3.2, generado por los
errores en el ca´lculo de ∇p. De hecho, si observamos la Figura 3.30, en la que se representa
la velocidad barotro´pica al cabo de un mes de integracio´n, para el modelo σ y el modelo
de z-coordenada con Coriolis impl´ıcito, se puede apreciar co´mo se genera una circulacio´n
de mayor intensidad debido a estos errores en el caso σ. Adema´s cabe destacar, que las
zonas donde la circulacio´n es ma´s intensa en el modelo σ, son zonas costeras, donde hay
mayores cambios en la batimetr´ıa y si observamos la Figura 3.26 del mallado considerado,
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son zonas donde el mallado esta´ ma´s refinado y por lo tanto la orientacio´n de los triangulos
es ma´s irregular.
Figura 3.29: Comparacio´n de las Energ´ıas cine´ticas.
En la pro´xima Seccio´n, expondremos ma´s en detalle la circulacio´n de la zona oeste
del Mediterraneo, sin embargo, cabe destacar que en la Figura 3.30 se reproducen las tres
componentes ma´s importantes de la circulacio´n ocea´nica de esta regio´n:
En primer lugar, se puede observar la corriente de Argelia, que transporta agua
procedente del Oce´ano Atla´ntico hacia Sicilia.
En segundo lugar, podemos observar la corriente ciclo´nica del Mar Tirreno, generada
por los fuertes vientos procedentes del norte, existentes la mayor parte del an˜o.
En tercer lugar y tambie´n debido a estos fuertes vientos, en especial a la componente
del Mistral, se forma la circulacio´n ciclo´nica del Golfo de Leo´n.
Estas son las componentes ma´s importantes y permanentes a lo largo del an˜o del
oeste del Mediterraneo. Como se puede ver en la Figura 3.30, ambos modelos reflejan
dicha circulacio´n ocea´nica, aunque en el caso del modelo σ, intensificada en ciertas zonas
costeras, tal y como hemos mencionado anteriormente. Una vez ma´s, no exponemos los
resultados obtenidos para el modelo de z-coordenada predictor-corrector, por su gran
similitud con el Coriolis impl´ıcito.
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(a) σ-coordenada
(b) z-coordenada
Figura 3.30: Velocidad barotro´pica al cabo de un mes de integracio´n con el modelo de
σ-coordenada.
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A continuacio´n exponemos unas Secciones en y = 4.2× 106 m (ve´ase la Figura 3.36).
Seguimos encontrando un ligero aumento en los valores de las dos primeras compo-
nentes de la velocidad obtenidos con el modelo σ, ve´ase la Figura 3.31. Sin duda, lo ma´s
destacable en dicha figura, es el ruido generado por los errores en el ca´lculo de ∇p cerca
de las costas.
En la Figura 3.32 podemos ver la gran similitud en la tercera componente de la veloci-
dad obtenida con cada uno de los modelos de z-coordenada. No mostramos los resultados
obtenidos por el modelo σ, de nuevo por no ser comparables en orden. Sin embargo, su
estructura es ana´loga, siendo positiva en la costa oeste del dominio y negativa en la zona
este.
(a) U (primera componente de la velocidad) (b) V (segunda componente de la velocidad)
(c) U (primera componente de la velocidad) (d) V (segunda componente de la velocidad)
Figura 3.31: Seccio´n en y = 4.2×106 m de la primera y segunda componente de la velocidad
obtenidas mediante el modelo: a) y b) de σ-coordenada y c) y d) de z-coordenada. Isol´ıneas
cada 0.1 m/s.
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Figura 3.32: Seccio´n en y = 4.2×106 m de la tercera componente de la velocidad obtenida
mediante los modelos de z-coordenada: a) con Coriolis impl´ıcito y b) predictor-corrector.
Isol´ıneas cada 5× 10−5 m/s.
Figura 3.33: Seccio´n de la Temperatura en y = 4.2 × 106 m, a) σ-coordenada y b) z-
coordenada. Isol´ıneas cada 0.5 C.
De nuevo, como se puede ver en las Figuras 3.33 y 3.34, los errores debidos al ca´lculo
de los ∇p, se han transmitido a la Temperatura y la Salinidad, obteniendo resultados
muy distintos de los obtenidos con los modelos de z-coordenada, los cuales son mucho
ma´s realistas. Cabe destacar una vez ma´s, co´mo el hecho de resolver problemas horizon-
tales a cada nivel en la σ-coordenada, genera unos resultados peculiares, en los cuales se
pueden apreciar los niveles en los que hemos dividido la componente vertical del dominio,
especialmente en la mitad inferior del dominio.
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Figura 3.34: Seccio´n de la Salinidad en y = 4.2×106 m, a) σ-coordenada y b) z-coordenada.
Isol´ıneas cada 0.25 psu.
Figura 3.35: Seccio´n de la Densidad en y = 4.2×106 m, a) σ-coordenada y b) z-coordenada.
Isol´ıneas cada 0.25 kg/m3.
Aunque en la Seccio´n anterior vimos que la ecuacio´n de estado propuesta por la U-
NESCO suaviza los resultados para la densidad, en la Figura 3.35 podemos ver que en
este caso no es as´ı. Debido a la batimetr´ıa real y las bajas viscosidades, los errores en
la σ-coordenada se han transmitido a la Temperatura y a la Salinidad y estos la han
transmitido a la Densidad.
A continuacio´n, mostramos la comparacio´n de los perfiles obtenidos para cada uno de
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Figura 3.36: a) zona del Mediterraneo por donde mostramos secciones, b) punto P =
(−772658, 4463060) m en el que se muestran los prefiles.
los modelos propuestos, en un punto central del dominio (ve´ase la Figura 3.36 b). En la
Figura 3.37 se puede apreciar la gran similitud entre las dos componentes de la velocidad
obtenida con cada modelo en dicho punto, puesto que dicho punto esta´ en una zona
geogra´fica de batimetr´ıa suave. Sin embargo, los errores en la Temperatura, la Salinidad
y la Densidad son evidentes, incluso en dicho punto.
Destaquemos tambie´n, que aunque en el caso de la tercera componente de la velocidad,
no se obtienen los mismos valores, debido al orden tan pequen˜o de estos, s´ı que se conserva
el signo en ambos modelos de z-coordenada. Lo que queremos decir con esto, es que ambos
modelos queneran corrientes ascendentes y descendentes en las mismas zonas.
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Figura 3.37: Comparacio´n de perfiles en un punto central del dominio para cada modelo.
Obse´rvese que (e) es una comparacio´n u´nicamente entre los modelos de z-coordenada, ya
que el orden de W en la σ-coordenada es muy distinto
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Por u´ltimo, en la Tabla 3.9, mostramos una comparacio´n en los tiempos de ejecucio´n.
Aunque el modelo σ es mucho ma´s ra´pido que los modelos de z-coordenada, una vez ma´s
ha quedado en evidencia frente a los modelos de z-coordenada. Aunque el modelo sea muy
ra´pido, es dif´ıcil obtener soluciones nume´ricas realistas en una simulacio´n con batimetr´ıa
real.
Modelo Tiempo de ejecucio´n
σ-coordenada 11 horas 14 min.
z-coordenada Coriolis impl´ıcito 51 horas 9 min.
z-coordenada predictor-corrector 42 horas 18 min.
Tabla 3.9: Tiempos de ejecucio´n para la simulacio´n de un mes.
3.4.2. Esfuerzos de viento mensuales
En esta Seccio´n mostraremos co´mo los modelos de z-coordenada reflejan los cambios
estacionales generados por los esfuerzos de viento a lo largo del an˜o. Puesto que en la Se-
ccio´n 3.4.1 hemos obtenido resultados mejores con los modelos de z-coordenada, aplicando
esfuerzos de viento estacionarios, en esta Seccio´n nos centraremos u´nicamente en estos
modelos. De esta forma, expondremos a continuacio´n los resultados obtenidos por ambos
modelos de z-coordenada, a lo largo de una simulacio´n de un an˜o, en la que consideramos
los esfuerzos de viento mensuales. Dichos esfuerzos de viento son la media mensual de
los esfuerzos de viento calculados por Hellerman y Rosenstein [19]. Mostramos las medias
estacionales de dichos valores en la Figura 3.38.
Consideramos el mismo dominio que en la Seccio´n anterior, la cuenca oeste del Me-
diterraneo dada en la Figura 3.23 y con la profundidad dada en la Figura 3.26. Tambie´n
tomamos los mismos mallados, tanto en la horizontal, dado en la Figura 3.25, como en la
vertical, cuyo corte en y = 4,2× 106 m se puede observar en la Figura 3.28.
De nuevo, tomaremos el flu´ıdo en reposo en el instante de tiempo t0 = 0 y las medias
anuales de la Temperatura y la Salinindad en esa zona como valores iniciales para dichas
variables.
Por u´ltimo consideramos los mismos para´metros que en la Seccio´n anterior dados en
la Tabla 3.7.
En la Figura 3.39 se puede observar la energ´ıa cine´tica obtenida con cada uno de los
dos modelos a lo largo de un an˜o de integracio´n. Los meses de menor energ´ıa cine´tica,
corresponden a meses de menor intensidad en los esfuerzos de viento, especialmente en
lo que se refiere a la componente del Mistral. Por otra parte, la mayor energ´ıa se genera
en los meses de Noviembre y Diciembre, como era de esperar, donde la intensidad de los
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(a) Invierno (b) Primavera
(c) Verano (d) Oton˜o
Figura 3.38: Esfuerzos de viento estacionales.
esfuerzos de viento es mayor. En dicha gra´fica se puede apreciar la semejanza entre ambos
modelos, pero para hacer hincapie´ en esta semejanza, exponemos en la Figura 3.40, los
perfiles de la velocidad, la Temperatura, la Salinidad y la Densidad, en el mismo punto que
en la Seccio´n anterior (ve´ase Figura 3.36 b). En esta Figura mostramos dichos perfiles en
la estacio´n primaveral, para la que hemos hecho una media de los resultados obtenidos en
cada uno de los meses de dicha estacio´n. Se puede observar, co´mo se obtienen resultados
totalmente ana´logos para ambos modelos de z-coordenada.
Puesto que hemos observado una gran semejanza entre los resultados obtenidos para
ambos modelos, a partir de ahora expondremos u´nicamente los resultados obtenidos me-
diante el modelo con Coriolis impl´ıcito.
Para una informacio´n ma´s detallada sobre la circulacio´n del Mediterraneo oeste ve´ase
[27], [7], [25], [26], [29]. Nosotros exponemos a continuacio´n las componentes principales
de dicha circulacio´n.
El agua del Oce´ano Atla´ntico entra por el Estrecho de Gibraltar y a continuacio´n se
divide en dos ramas depsue´s de cruzar el Mar de Albora´n. Parte del flujo sigue la costa
africana y el resto se dirige hacia el Norte hacia las Balerares, contribuyendo a formar
una tendencia anticiclo´nica, visible sobretodo en invierno y en oton˜o. La rama que se
sigue la costa africana, forma unos giros anticiclo´nicos inestables, debidos a la batimetr´ıa
de la costa. Estos giros anticiclo´nicos se van alejando de la costa y van desapareciendo,
contribuyendo a la mezcla de aguas en esta zona. El agua que sigue la costa africana vuelve
a dividirse en dos ramas. La primera se dirige hacia el Norte por el oeste de Cerden˜a para
llegar al Mar de Luguria, mientras que el resto seguira´ hasta Sicilia.
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Figura 3.39: Energ´ıa cine´tica.
Por otra parte, la circulacio´n en el Mar Tirreno, tiene una fuerte componente barotro´pi-
ca, es decir, el viento es el que juega el papel fundamental en la circulacio´n de agua en esta
zona. Se tiene una circulacio´n ciclo´nica, especialmente fuerte en e´pocas invernales, debido
a los intensos vientos, formados especialmente por una fuerte componente del Mistral que
se dirige hacia el sur, actua´ndo de forma directa en la zona geogra´fica del Mar Tirreno.
Sin embrago, a principios de verano, el Mistral reduce su intensidad y cambia su direccio´n
ma´s hacia el norte, de forma que la circulacio´n en el Mar Tirreno queda profundamente
reducida en intensidad.
Por u´ltimo destacaremos una de las componentes ma´s importantes de la circulacio´n del
Mediterraneo oeste: la circulacio´n ciclo´nica del Golfo de Leo´n. Esta circulacio´n ciclo´nica
es permanente a lo largo del an˜o, disminuyendo de intensidad especialmente en verano,
cuando, como hemos dicho, la componente del Mistral se hace menos intensa. An˜adiremos,
que esta circulacio´n se hace especialmente intensa en la costa, de nuevo, como respuesta
a los intensos vientos de esas zonas.
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Figura 3.40: Comparacio´n de perfiles en un punto central del dominio para cada modelo.
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(a) Invierno
(b) Primavera
Figura 3.41: Velocidades barotro´picas estacionales obtenidas mediante el modelo con Co-
riolis impl´ıcito.
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(a) Verano
(b) Oton˜o
Figura 3.42: Velocidades barotro´picas estacionales obtenidas mediante el modelo con Co-
riolis impl´ıcito.
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En las Figuras 3.41 y 3.42 se puede apreciar la variacio´n en intensidad de estas corri-
entes. En especial se observa co´mo las circulaciones ciclo´nicas del Mar Tirreno y del Golfo
de Leo´n, son especialmente intensas en oton˜o, invierno y primavera y co´mo en verano
se debilitan enormemente debido al cambio de rumbo y de intensidad del Mistral. En
primavera y verano, se aprecia con mayor nitidez, las ramificaciones de la corriente de
Argelia.
Para finalizar, exponemos las velocidades horizontales en la superficie en cada estacio´n
del an˜o. Queremos resaltar con esto, co´mo los valores de las velocidades var´ıan a lo largo
del an˜o en funcio´n de la intensidad de los vientos. De hecho, tal y como se puede ver en
las Figuras 3.43, 3.44, 3.45 y 3.46, la velocidad alcanza sus ma´ximos valores en invierno
y en oton˜o, reduciendose en primavera y ma´s au´n en verano.
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(a) U Invierno
(b) V Invierno
Figura 3.43: Componentes de la velocidad horizontal a 0 m en invierno.
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(a) U Primavera
(b) V Primavera
Figura 3.44: Componentes de la velocidad horizontal a 0 m en primavera.
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(a) U Verano
(b) V Verano
Figura 3.45: Componentes de la velocidad horizontal a 0 m en verano.
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(a) U Oton˜o
(b) V Oton˜o
Figura 3.46: Componentes de la velocidad horizontal a 0 m en oton˜o.

APE´NDICE A
Algoritmos de localizacio´n
Tal y como vimos en las Secciones 2.3.5 y 2.4.2, es necesario tener un algoritmo eficaz
a la hora de buscar el elemento en el que esta´ el pie de la caracter´ıstica X(x, y, z, tn+1; tn).
En el caso bidimensional encontramos diferentes algoritmos de bu´squeda para distintos
tipos de mallados en [1], en el cual nos hemos basado a la hora de realizar la bu´squeda del
elemento triangular de la componente horizontal del mallado. Sin embargo, tanto para el
caso de la σ-coordenada como para los casos de la z-coordenada expuestos en las Secciones
2.3.5 y 2.4.2, nos falta detallar la bu´squeda en la componente vertical del dominio. Por
otra parte, tambie´n nos queda por detallar la bu´squeda del elemento tetrae´drico en los
casos de z-coordenada. En esta Seccio´n expondremos dichos algoritmos de bu´squeda.
A.1 Algoritmo de localizacio´n en una dimensio´n
Supongamos que tenemos la siguiente discretizacio´n del dominio (−H, 0):
I1I2INV-2INV-1
z1z2z3zNV-1 zNV-2zNV
0-H
Figura A.1: Discretizacio´n de (−H, 0).
donde zi con i = 1, ..., NV son los nodos de la discretizacio´n e Ij con j = 1, ..., NV − 1
sus elementos.
Sea un punto z∗ ∈ R con z∗ ∈ (−H, 0). Vea´mos co´mo localizar el elemento In al que
pertenece z.
Aunque se puede empezar la bu´squeda en cualquier elemento, recordemos que el
punto z∗ es en realidad la componente vertical del pie de la caracteristica, es decir,
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XV (x, y, z, tn; tn+1) y que, puesto que la tercera componente de la velocidad tiene va-
lores muy pequen˜os, el punto z∗ no debe estar muy lejos del punto z. De esta forma, lo
mejor es empezar la bu´squeda en el elemento Ik al que pertenece z.
Se calcula el valor de ψl1,k(z
∗) donde ψl1,k es la recta tal que ψ
l
1,k
∣∣
Ik
corresponde a la
primera funcio´n nodal del elemento Ik (ve´ase [8]). De esta forma, si 0 ≤ ψl1,k(z∗) ≤ 1,
entonces z∗ ∈ Ik. En caso contrario, analicemos las dos posibilidades:
Si ψl1,k(z
∗) > 1, nos hemos salido del elemento por la derecha (ver Figura A.2), por
lo que continuaremos la bu´squeda en el elemento Ik−1. En el caso k = 1, adema´s
nos habremos salido del dominio. En este caso, introducimos el punto z∗ dentro
del dominio por simetr´ıa (ve´ase 41), es decir z∗ = −z∗, e I1 sera´ el elemento que
buscamos.
Si ψl1,k(z
∗) < 0, nos hemos salido del elemento por la izquierda (ver Figura A.2),
por lo que continuaremos la bu´squeda en el elemento Ik+1. En el caso k = NV − 1,
adema´s nos habremos salido del dominio. En este caso, introducimos el punto z∗
dentro del dominio por simetr´ıa (ve´ase 41), es decir z∗ = −2H − z∗, e INV−1 sera´ el
elemento que buscamos.
Observacio´n 41 El hecho de introducir de nuevo el punto por simetr´ıa se debe a que si
el pie de la caracater´ıstica se ha salido del dominio, sabemos que no puede estar muy lejos
pues las velocidades toman valores muy pequen˜os.
Ik
z
1
IkIkz
2
y
Ik-1Ik+1
l
1,k
Figura A.2: Localizacio´n en una dimensio´n.
Algoritmo de localizacio´n unidimensional
Paso 1 Ca´lculo de ψl1,k(z
∗).
Paso 2 Si 0 ≤ ψl1,k(z∗) ≤ 1 −→ PARAR, z∗ ∈ Ik.
Paso 3 En caso contrario:
Si ψl1,k(z
∗) > 1:
• Si k = 1, nos hemos salido del dominio por la derecha, hacer:
z∗ = −z∗ −→ PARAR, z∗ ∈ I1.
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• Si k 6= 1, hacer k = k − 1 (pasamos al elemento de la derecha) y volver al
Paso 1.
Si ψl1,k(z
∗) < 0:
• Si k = NV − 1, nos hemos salido del dominio por la izquierda, hacer:
d = −H − z∗,
z∗ = −H + d −→ PARAR, z∗ ∈ INV −1.
• Si k 6= NV − 1, hacer k = k + 1 (pasamos al elemento de la izquierda) y
volver al Paso 1.
A.2 Busqueda de un tetraedro en un prisma
Sea el punto (x, y, z) ∈ Ω. En esta Seccio´n expondremos un algoritmo para encontrar
a que´ tetraedro del mallado tridimensional (generado como en la Seccio´n 2.4.2) pertenece
dicho punto. Para ello, hagamos previamente la siguiente observacio´n.
Observacio´n 42 Dado T un tetraedro, denotemos sus ve´rtices por
Ni = (xi, yi, zi) i = 1, 2, 3, 4.
La funcio´n que transforma el tetraedro de referencia T0 en T (ve´ase Figura A.3), es la
funcio´n F : T0 −→ T, con F(p, q, s) = (F1(p, q, s), F2(p, q, s), F3(p, q, s)) y donde
F1(p, q, s) = x1(−p− q − s+ 1) + x2p+ x3q + x4s,
F2(p, q, s) = y1(−p− q − s+ 1) + y2p+ y3q + y4s,
F3(p, q, s) = z1(−p− q − s+ 1) + z2p+ z3q + z4s.
(0,0,0)
(1,0,0)
(0,1,0)
(0,0,1)
N4
N2
N1
N31
2
3
4
F(p,q,s)
s
p
q
F (x,y,z)
-1
Figura A.3: Transformacio´n del elemento de referencia a un tetraedro cualquiera.
De esta forma, podemos expresar cualquier punto (x, y, z) ∈ T de la siguiente manera:
x = F1(p, q, s),
y = F2(p, q, s),
z = F3(p, q, s),
(A.1)
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y tenemos la siguiente transformacio´n inversa:
p = F−11 (x, y, z),
q = F−12 (x, y, z),
s = F−13 (x, y, z).
(A.2)
Una vez introducida esta funcio´n procedemos a exponer el algoritmo. Como hemos
dicho, buscamos el tetraedro al que pertenece el punto (x, y, z). Lo primero que hacemos
es buscar el elemento horizontal Tk al que pertenece (x, y) (siguiendo los algortmos de
bu´squeda de [1] y denotemos por nk1, n
k
2 y n
k
3 los ve´rtices de Tk. Para cada ve´rtices n
k
i con
i = 1, 2, 3, calculamos el elemento vertical al que pertenece z (siguiendo el algoritmo visto
en el Ape´ndice A.1). Sean In1j1 , I
n2
j2
y In3j3 los tres elementos verticales obtenidos y sean
jmin = mı´n(j1, j2, j3) y jmax = ma´x(j1, j2, j3). Claramente (x, y, z) ∈ (Tk × Ijmin) ∪ ... ∪
(Tk×Ijmax). De esta forma, tenemos localizado el punto (x, y, z) en una serie de elementos
prisma´ticos definidos en la Seccio´n 2.4.2. A continuacio´n definimos los siguientes elementos
prisma´ticos
Pk,l = Tk × Il con l = jmin, ..., jmax.
Para encontrar el tetraedro al que pertenece el punto (x, y, z), basta con recorrer los
prismas Pk,l y ver si (x, y, z) pertenece a alguno de sus tres tetraedros. Para ello, denotemos
por Tli con i = 1, 2, 3 a los tres tetraedros que componen el prisma Pk,l y sean
N l,ij = (x
l,i
j , y
l,i
j , z
l,i
j ) j = 1, 2, 3, 4
a cada uno de sus ve´rtices.
Calculamos el punto (p, q, r) =
(
Fl1
)−1
(x, y, z) donde
(
Fl1
)−1
es la inversa de la funcio´n
Fl1 : T0 −→ Tl1. A continuacio´n definimos los siguientes valores
N1 = −p− q − s+ 1,
N2 = p,
N3 = q,
N4 = s.
(A.3)
Si (x, y, z) ∈ Tl1 entonces (p, q, s) ∈ T0 y por lo tanto se debe cumplir
0 ≤ N1, N2, N3, N4 ≤ 1. (A.4)
En caso de no cumplirse (A.4), pasamos al segundo tetraedro Tl2 y procedemos de forma
ana´loga. Calculamos el punto (p, q, r) =
(
Fl2
)−1
(x, y, z) donde
(
Fl2
)−1
es la inversa de la
funcio´n Fl2 : T0 −→ Tl2, obtenemos los valores (A.3) y comprobamos si se cumple (A.4). Si
de nuevo no se cumple (A.4) es que el punto (x, y, z) ∈ Tl3 o que (x, y, z) /∈ Pk,l. Para ver si
(x, y, z) ∈ Tl3 procedemos de forma ana´loga, calculando el punto (p, q, r) =
(
Fl3
)−1
(x, y, z)
con
(
Fl3
)−1
la inversa de la funcio´n Fl3 : T0 −→ Tl3, obtenemos los valores (A.3) y compro-
bamos si se cumple (A.4). Si no se cumple (A.4) entonces es que (x, y, z) /∈ Pk,l y pasamos
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a buscar en el prisma siguiente Pk,l+1.
Algoritmo de bu´squeda
Paso 1 Ca´lculo del elemento horizontal Tk tal que (x, y, z) ∈ Tk.
Paso 2 Ca´lculo de los tres elementos verticales In1j1 , I
n2
j2
e In3j3 tales que z ∈ Iniji con i = 1, 2, 3.
Paso 3 Ca´lculo de jmin = mı´n(j1, j2, j3) y jmax = ma´x(j1, j2, j3).
Inicializamos l = jmin.
Paso 4 Mientras l ≤ jmax y no se haya encontrado el tetraedro al que pertenece (x, y, z),
comprobar si (x, y, z) pertenece al prisma Pk,l.
Paso 4.1 Ca´lculo de (p, q, r) =
(
Fl1
)−1
(x, y, z).
Paso 4.2 Ca´lculo de los valores Nj de (A.3).
Paso 4.3 Si se cumple el criterio (A.4) → PARAR, (x, y, z) ∈ Tl1.
Paso 4.4 Ca´lculo de (p, q, r) =
(
Fl2
)−1
(x, y, z).
Paso 4.5 Ca´lculo de los valores Nj de (A.3).
Paso 4.6 Si se cumple el criterio (A.4) → PARAR, (x, y, z) ∈ Tl2.
Paso 4.7 Ca´lculo de (p, q, r) =
(
Fl3
)−1
(x, y, z).
Paso 4.8 Ca´lculo de los valores Nj de (A.3).
Paso 4.9 Si se cumple el criterio (A.4) → PARAR, (x, y, z) ∈ Tl3.
En caso contrario (x, y, z) /∈ Pk,l, hacer l = l + 1.

APE´NDICE B
El producto tensorial de matrices
Definicio´n 6 Sean dos matrices A y B,
A =

a11 a12 . . . a1m
a21 a22 . . . a2m
...
...
. . .
...
an1 an2 . . . anm
 y B =

b11 b12 . . . b1k
b21 b22 . . . b2k
...
...
. . .
...
br1 br2 . . . brk
 .
El producto tensorial de A y B es una matriz C = A⊗B, de orden nr×mk y que viene
dada por
C = A⊗B =

a11B a12B . . . a1mB
a21B a22B . . . a2mB
...
...
. . .
...
an1B an2B . . . anmB
 . (B.1)
Veamos ahora co´mo resolver un sistema algebra´ico de ecuaciones MX = F donde la
matriz M viene dada como producto tensorial de dos matrices, es decir M = (A ⊗ B).
Las matrices A y B son cuadradas de orden n y m respectivamente, por lo tanto, M es
de orden nm. Denotemos las matrices A y B por
A =

a11 a12 . . . a1n
a21 a22 . . . a2n
...
...
. . .
...
an1 an2 . . . ann
 y B =

b11 b12 . . . b1m
b21 b22 . . . b2m
...
...
. . .
...
bm1 bm2 . . . bmm
 .
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X y F son vectores nm×1 pero, por simplicidad, podemos reescribirlos como matrices de
taman˜o n×m y, por lo tanto, como vectores de vectores columna, de la siguiente forma:
X =

x1
...
xn
xn+1
...
x2n
x2n+1
...
...
xnm

=

x1 xn+1 . . . x(m−1)n+1
x2 xn+2 . . . x(m−1)n+2
...
...
. . .
...
xn x2n . . . xmn
 = ( X1 X2 . . . Xm )
y
F =

f1
...
fn
fn+1
...
f2n
f2n+1
...
...
fnm

=

f1 fn+1 . . . f(m−1)n+1
f2 fn+2 . . . f(m−1)n+2
...
...
. . .
...
fn f2n . . . fmn
 = ( F1 F2 . . . Fm ) ,
con
Xi =

x(i−1)n+1
x(i−1)n+2
· · ·
xin
 y Fi =

f(i−1)n+1
f(i−1)n+2
· · ·
fin
 i = 1, ...,m.
De forma ana´loga, tambie´n podemos reescribir el vector F T como los siguientes vec-
tores de vectores columna
F T =

f1 f2 . . . fn
fn+1 fn+2 . . . f2n
...
...
. . .
...
f(m−1)n+1 f(m−1)n+2 . . . fmn
 = ( F T1 F T2 . . . F Tn ) ,
con
F Ti =

fi
fn+i
...
f(m−1)n+i
 i = 1, ..., n.
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Observacio´n 43 Es importante sen˜alar que cada uno de los vectores columna F Ti (de
taman˜o (n, 1)) para i = 1, ...,m no es el transpuesto de Fi, los denotamos as´ı u´nicamente
para simplificar la notacio´n.
De esta forma, el sistema tensorial MX = F , es el siguiente
MX = (A⊗B)X =

a11B a12B . . . a1nB
a21B a22B . . . a2nB
...
...
. . .
...
an1B an2B . . . annB


x1
...
xn
xn+1
...
x2n
...
x(m−1)n+1
...
xmn

=

f1
...
fn
fn+1
...
f2n
...
f(m−1)n+1
...
fmn

.
(B.2)
Por lo tanto, tenemos
a11BX1 + a12BX2 + · · ·+ a1nBXn = F1
a21BX1 + a22BX2 + · · ·+ a2nBXn = F2
· · ·
an1BX1 + an2BX2 + · · ·+ annBXn = Fn.
(B.3)
A continuacio´n definimos los vectores Zi = BXi con i = 1, ..., n. De esta forma tenemos
n vectores de taman˜o m y de forma inversa a como hemos hecho antes, definimos el
siguiente vector de vectores columna
Z =
(
Z1 Z2 . . . Zn
)
=

z1 zm+1 . . . z(n−1)m+1
z2 zm+2 . . . z(n−1)m+2
...
...
. . .
...
zm z2m . . . znm
 ,
con
Zi =

z(i−1)m+1
z(i−1)m+2
...
zim
 i = 1, ..., n
y su traspuesto
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ZT =
(
ZT1 Z
T
2 . . . Z
T
m
)
=

z1 z2 . . . zm
zm+1 zm+2 . . . z2m
...
...
. . .
...
z(n−1)m+1 z(n−1)m+2 . . . znm
 ,
con
ZTi =

zi
zm+i
...
z(n−1)m+i
 i = 1, ...,m.
De esta forma, podemos reescribir el sistema (B.3) de la siguiente forma
a11Z1 + a12Z2 + · · ·+ a1nZn = F1
a21Z1 + a22Z2 + · · ·+ a2nZn = F2
· · ·
an1Z1 + an2Z2 + · · ·+ annZn = Fn.
(B.4)
Este sistema algebra´ico de orden nm, se puede dividir en m sistemas algebra´icos de
orden n, de la siguiente forma
a11zi + a12zm+i + · · ·+ a1nz(n−1)m+i = fi
a21zi + a22zm+i + · · ·+ a2nz(n−1)m+i = fn+i
· · ·
an1zi + an2zm+i + · · ·+ annz(n−1)m+i = f(m−1)n+i
(B.5)
con i = 1, ...,m. Es decir, se resuelven los m sistemas AZTi = F
T
i con i = 1, ...,m.
Por lo tanto, la resolucio´n del sistema (A⊗B)X = F se reduce al siguiente esquema:
1. Resolucio´n de los m sistemas AZTi = F
T
i con i = 1, 2, ...,m.
2. Transposicio´n del vector ZT en el vector Z.
3. Resolucio´n de los n sistemas BXj = Zj para j = 1, 2, ..., n.
De esta forma, X = (X1, ..., Xnm) es una matriz de taman˜o m × n, que podemos
reescribir como un vector de taman˜o nm× 1 y es solucio´n del sistema (A⊗B)X = F .
APE´NDICE C
Ahorro de memoria
Segu´n lo expuesto en la Seccio´n 2.4.2, para resolver el problema formado por las
ecuaciones (1.58) - (1.63), las condiciones de frontera (1.50) - (1.52) y las condiciones
iniciales (1.53), necesitamos las siguientes matrices del volu´men:
1. M y ML, matrices de masas obtenidas mediante elementos cuadra´ticos y lineales
respectivamente,
2. F , matriz de masas ponderada por la funcio´n de Coriolis y obtenida mediante ele-
mentos cuadra´ticos (necesaria u´nicamente en el caso de Coriolis impl´ıcito),
3. RH y RV , aportacio´n horizontal y vertical respectivamente, de la matriz de rigidez
del volu´men, obtenidas mediante elementos cuadra´ticos,
4. B1 y B2, matrices necesarias para el ca´lculo de la divergencia y
5. Mz, matriz para realizar la obtencio´n de la derivada parcial de w con respecto a z.
Au´n en el caso de almacenar u´nicamente los elementos no nulos de cada una de estas ma-
trices y teniendo en cuenta que son todas sime´tricas, a excepcio´n de B1 y B2, tendr´ıamos
un enorme nu´mero de elementos a almacenar. Este es uno de los grandes problemas de
este tipo de problemas y ma´s au´n si consideramos que estos modelos se han realizado
para su aplicacio´n al oce´ano. Esto implica que tendremos un dominio considerablemente
grande y una discretizacio´n del mismo con un elevado nu´mero de nodos, lo que genera un
taman˜o de matriz muy elevado. Recordemos el ejemplo de la Seccio´n 3.4 . En este caso
u´nicamente ten´ıamos la parte occidental del Mediterraneo y sin embargo ya ten´ıamos
matrices de orden NV ·NH = 35 · 23725 = 830375.
Para solventar este problema, mencionamos en la Seccio´n 2.4.2, que u´nicamente al-
macenamos ciertas matrices elementales, a partir de las cuales generamos las matrices
de todo el volu´men. A continuacio´n expondremos cua´les son dichas matrices elementales.
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Para ello denotamos los cuatro nodos de un tetraedro cualquiera Tk de nuestro mallado
por:
Nk1 = (x1, y1, z1),
Nk2 = (x2, y2, z2),
Nk3 = (x3, y3, z3),
Nk4 = (x4, y4, z4).
De esta forma la funcio´n af´ın que transforma un punto del tetraedro de referencia al punto
correspondiente de nuestro tetraedro es Fk(x, y, z) =
(
F k1 (p, q, s), F
k
2 (p, q, s), F
k
3 (p, q, s)
)
,
con:
F k1 (p, q, s) = x1(−p− q − s+ 1) + x2p+ x3q + x4s,
F k2 (p, q, s) = y1(−p− q − s+ 1) + y2p+ y3q + y4s,
F k3 (p, q, s) = z1(−p− q − s+ 1) + z2p+ z3q + z4s.
Sea Jk el jacobiano de la funcio´n F
k. Entonces para cualquier funcio´n f se tiene∫
Tk
f(x, y, z)dxdydz =
∫
T0
f
(
F k1 (p, q, s), F
k
2 (p, q, s), F
k
3 (p, q, s)
)
|Jk|dpdqds,
donde T0 es el elemento de referencia.
Denotemos por ϕi(x, y, z) con i = 1, ..., N , a las funciones nodales de nuestro tetraedro,
y por λi(p, q, s) con i = 1, ..., N , las funciones nodales del elemento de referencia, donde
N = 4 si tomamos funciones lineales y N = 10 si las tomamos cuadra´ticas. La relacio´n
entre cada par de funciones es la siguiente:
λi(p, q, s) = ϕi
(
F k1 (p, q, s), F
k
2 (p, q, s), F
k
3 (p, q, s)
)
i = 1, ..., N,
por lo que se tiene para cada i ∈ {1, ..., N} :
∂λi
∂p
=
∂ϕi
∂x
∂F k1
∂p
+
∂ϕi
∂y
∂F k2
∂p
+
∂ϕi
∂z
∂F k3
∂p
,
∂λi
∂q
=
∂ϕi
∂x
∂F k1
∂q
+
∂ϕi
∂y
∂F k2
∂q
+
∂ϕi
∂z
∂F k3
∂q
,
∂λi
∂s
=
∂ϕi
∂x
∂F k1
∂s
+
∂ϕi
∂y
∂F k2
∂s
+
∂ϕi
∂z
∂F k3
∂s
.
Es decir, 
∂λi
∂p
∂λi
∂q
∂λi
∂s
 =

∂F k1
∂p
∂F k2
∂p
∂F k3
∂p
∂F k1
∂q
∂F k2
∂q
∂F k3
∂q
∂F k1
∂s
∂F k2
∂s
∂F k3
∂s

︸ ︷︷ ︸
JTk

∂ϕi
∂x
∂ϕi
∂y
∂ϕi
∂z
 i = 1, ..., N
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y por lo tanto 
∂ϕi
∂x
∂ϕi
∂y
∂ϕi
∂z
 =
(
JTk
)−1

∂λi
∂p
∂λi
∂q
∂λi
∂s
 i = 1, .., N.
Por comodidad, a partir de ahora escribiremos:
Fjp =
∂F kj
∂p
j = 1, 2, 3,
Fjq =
∂F kj
∂q
j = 1, 2, 3,
Fjs =
∂F kj
∂s
j = 1, 2, 3.
Se puede comprobar que la matriz
(
JTk
)−1
es la siguiente:
(
JTk
)−1
=
1
|Jk|
 F2qF3s − F3qF2s −F2pF3s + F3pF2s F2pF3q − F3pF2q−F1qF3s + F3qF1s F1pF3s − F3pF1s −F1pF3q + F3pF1q
F1qF2s − F2qF1s −F1pF2s + F2pF1s F1pF2q − F2pF1q
 .
Denotemos por Ak =
(
JTk
)−1
Ak =
 A
k
11 A
k
12 A
k
13
Ak21 A
k
22 A
k
23
Ak31 A
k
32 A
k
33
 ,
con lo que obtenemos las siguientes expresiones:
∂ϕi
∂x
=
1
|Jk|
(
Ak11
∂λi
∂p
+Ak12
∂λi
∂q
+Ak13
∂λi
∂s
)
,
∂ϕi
∂y
=
1
|Jk|
(
Ak21
∂λi
∂p
+Ak22
∂λi
∂q
+Ak23
∂λi
∂s
)
,
∂ϕi
∂z
=
1
|Jk|
(
Ak31
∂λi
∂p
+Ak32
∂λi
∂q
+Ak33
∂λi
∂s
)
,
(C.1)
para i = 1, ..., N .
Para obtener la matriz de masas del dominio Ω, u´nicamente necesitamos la siguiente
matriz elemental
(MEL)ij =
∫
T0
λi(p, q, s)λj(p, q, s)dT i, j = 1, ..., N, (C.2)
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puesto que para generar la matriz de masas, lo que necesitamos es, para cada ele-
mento Tk∫
Tk
ϕi(x, y, z)ϕj(x, y, z)dT = |Jk|
∫
T0
λi(p, q, s)λj(p, q, s)dT i, j = 1, ..., N.
De esta forma, para generar la matriz de masas en el volu´men Ω con elementos
cuadra´ticos, u´nicamente necesitamos almacenar el jacobiano de cada elemento, |Jk|
y la matriz MEL de orden 10 y para generar la matriz de masas de volu´men con
elementos lineales, necesitamos la matriz MLEL de orden 4 (los jacobianos de cada
tetraedro ya los tenemos almacenados).
Observacio´n 44 Las matrices MEL y MLEL son sime´tricas.
Definamos ahora la siguiente funcio´n para el ca´lculo de la matriz de rigidez
f(x, y, z) = AH
[
∂ϕi
∂x
∂ϕj
∂x
+
∂ϕi
∂y
∂ϕj
∂y
]
+AV
∂ϕi
∂z
∂ϕj
∂z
(C.3)
donde i, j ∈ {1, ..., N}.
Sustituyendo (C.1) en (C.3) obtenemos
f(F k1 , F
k
2 , F
k
3 ) =
AH
|Jk|2
[(
Ak11
∂λi
∂p
+Ak12
∂λi
∂q
+Ak13
∂λi
∂s
)(
Ak11
∂λj
∂p
+Ak12
∂λj
∂q
+Ak13
∂λj
∂s
)
+(
Ak21
∂λi
∂p
+Ak22
∂λi
∂q
+Ak23
∂λi
∂s
)(
Ak21
∂λj
∂p
+Ak22
∂λj
∂q
+Ak23
∂λj
∂s
)]
+
AV
|Jk|2
(
Ak31
∂λi
∂p
+Ak32
∂λi
∂q
+Ak33
∂λi
∂s
)(
Ak31
∂λj
∂p
+Ak32
∂λj
∂q
+Ak33
∂λj
∂s
)
.
De esta forma se obtiene
f(F k1 , F
k
2 , F
k
3 ) =
AH
|Jk|2
[(
(Ak11)
2 + (Ak21)
2
) ∂λi
∂p
∂λj
∂p
+
(
Ak11A
k
12 + A
k
21A
k
22
) ∂λi
∂p
∂λj
∂q
+
(
Ak11A
k
13 + A
k
21A
k
23
) ∂λi
∂p
∂λj
∂s
+
(
Ak12A
k
11 + A
k
22A
k
21
) ∂λi
∂q
∂λj
∂p
+
(
(Ak12)
2 + (Ak22)
2
) ∂λi
∂q
∂λj
∂q
+
(
Ak12A
k
13 + A
k
22A
k
23
) ∂λi
∂q
∂λj
∂s
+
(
Ak13A
k
11 + A
k
23A
k
21
) ∂λi
∂s
∂λj
∂p
+
(
Ak13A
k
12 + A
k
23A
k
22
) ∂λi
∂s
∂λj
∂q
+
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(
(Ak13)
2 + (Ak23)
2
) ∂λi
∂s
∂λj
∂s
]
+
AV
|Jk|2
(
(Ak31)
2∂λi
∂p
∂λj
∂p
+ Ak31A
k
32
∂λi
∂p
∂λj
∂q
+
Ak31A
k
33
∂λi
∂p
∂λj
∂s
+ Ak32A
k
31
∂λi
∂q
∂λj
∂p
+ (Ak32)
2∂λi
∂q
∂λj
∂q
+ Ak32A
k
33
∂λi
∂q
∂λj
∂s
+
Ak33Ak31
∂λi
∂s
∂λj
∂p
+ Ak33A
k
32
∂λi
∂s
∂λj
∂q
+ (Ak33)
2∂λi
∂s
∂λj
∂s
]
.
Integrando en el tetraedro y teniendo en cuenta que el jacobiano y los valores Akij
para i, j ∈ {1, ..., N} son constantes para cada tetraedro, obtenemos:
∫
Tk
f(x, y, z)dxdydz =
∫
T0
f(F k1 , F
k
2 , F
k
3 )|Jk|dpdqds =
AH
|Jk|
[(
(Ak11)
2 + (Ak21)
2
)∫
T0
∂λi
∂p
∂λj
∂p
dpdqds+
(
Ak11A
k
12 +A
k
21A
k
22
)∫
T0
∂λi
∂p
∂λj
∂q
dpdqds +
(
Ak11A
k
13 +A
k
21A
k
23
)∫
T0
∂λi
∂p
∂λj
∂s
dpdqds+
(
Ak12A
k
11 +Ak22A
k
21
)∫
T0
∂λi
∂q
∂λj
∂p
dpdqds+
(
(Ak12)
2 + (Ak22)
2
)∫
T0
∂λi
∂q
∂λj
∂q
dpdqds+
(
Ak12A
k
13 +A
k
22A
k
23
)∫
T0
∂λi
∂q
∂λj
∂s
dpdqds+
(
Ak13A
k
11 +A
k
23A
k
21
)∫
T0
∂λi
∂s
∂λj
∂p
dpdqds+
(
Ak13A
k
12 +A
k
23A
k
22
)∫
T0
∂λi
∂s
∂λj
∂q
dpdqds+
(
(Ak13)
2 + (Ak23)
2
)∫
T0
∂λi
∂s
∂λj
∂s
dpdqds
]
+
AV
|Jk|
[
(Ak31)
2
∫
T0
∂λi
∂p
∂λj
∂p
dpdqds+
Ak31A
k
32
∫
T0
∂λi
∂p
∂λj
∂q
dpdqds+Ak31A
k
33
∫
T0
∂λi
∂p
∂λj
∂s
dpdqds+Ak32A
k
31
∫
T0
∂λi
∂q
∂λj
∂p
dpdqds+
(Ak32)
2
∫
T0
∂λi
∂q
∂λj
∂q
dpdqds+Ak32A
k
33
∫
T0
∂λi
∂q
∂λj
∂s
dpdqds+Ak33A
k
31
∫
T0
∂λi
∂s
∂λj
∂p
dpdqds+
Ak33A
k
32
∫
T0
∂λi
∂s
∂λj
∂q
dpdqds+ (Ak33)
2
∫
T0
∂λi
∂s
∂λj
∂s
dpdqds
]
.
De esta forma, para generar la matriz de rigidez en el volu´men, necesitamos el
jacobiano y la matriz Ak de cada tetraedro Tk y las siguientes matrices elementales:
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(Mpp)ij =
∫
T0
∂λi
∂p
∂λj
∂p
dpdqds i, j = 1, ..., N
(Mpq)ij =
∫
T0
∂λi
∂p
∂λj
∂q
dpdqds i, j = 1, ..., N
(Mps)ij =
∫
T0
∂λi
∂p
∂λj
∂s
dpdqds i, j = 1, ..., N
(Mqq)ij =
∫
T0
∂λi
∂q
∂λj
∂q
dpdqds i, j = 1, ..., N
(Mqs)ij =
∫
T0
∂λi
∂q
∂λj
∂s
dpdqds i, j = 1, ..., N
(Mss)ij =
∫
T0
∂λi
∂s
∂λj
∂s
dpdqds i, j = 1, ..., N.
(C.4)
Observacio´n 45 No´tese que no se necesita almacenar las matrices
(Mqp)ij =
∫
T0
∂λi
∂q
∂λj
∂p
dpdqds i, j = 1, ..., N
(Msp)ij =
∫
T0
∂λi
∂s
∂λj
∂p
dpdqds i, j = 1, ..., N
(Msq)ij =
∫
T0
∂λi
∂s
∂λj
∂q
dpdqds i, j = 1, ..., N
puesto que
Mqp =MTpq
Msp =MTps
Msq =MTqs.
Adema´s se tiene que las matrices Mpp,Mqq y Mss son sime´tricas.
Observacio´n 46 La aportacio´n horizontal de la matriz de rigidez es
(RH)ij =
AH
|Jk|
[(
(Ak11)
2 + (Ak21)
2
)∫
T0
∂λi
∂p
∂λj
∂p
dpdqds
+
(
Ak11A
k
12 +A
k
21A
k
22
)∫
T0
∂λi
∂p
∂λj
∂q
dpdqds+
(
Ak11A
k
13 +A
k
21A
k
23
)∫
T0
∂λi
∂p
∂λj
∂s
dpdqds
+
(
Ak12A
k
11 +Ak22A
k
21
)∫
T0
∂λi
∂q
∂λj
∂p
dpdqds+
(
(Ak12)
2 + (Ak22)
2
)∫
T0
∂λi
∂q
∂λj
∂q
dpdqds
+
(
Ak12A
k
13 +A
k
22A
k
23
)∫
T0
∂λi
∂q
∂λj
∂s
dpdqds+
(
Ak13A
k
11 +A
k
23A
k
21
)∫
T0
∂λi
∂s
∂λj
∂p
dpdqds
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+
(
Ak13A
k
12 +A
k
23A
k
22
)∫
T0
∂λi
∂s
∂λj
∂q
dpdqds+
(
(Ak13)
2 + (Ak23)
2
)∫
T0
∂λi
∂s
∂λj
∂s
dpdqds
]
,
mientras que su aportacio´n vertical es
(RV )ij =
AV
|Jk|
[
(Ak31)
2
∫
T0
∂λi
∂p
∂λj
∂p
dpdqds+
Ak31A
k
32
∫
T0
∂λi
∂p
∂λj
∂q
dpdqds+Ak31A
k
33
∫
T0
∂λi
∂p
∂λj
∂s
dpdqds+Ak32A
k
31
∫
T0
∂λi
∂q
∂λj
∂p
dpdqds+
(Ak32)
2
∫
T0
∂λi
∂q
∂λj
∂q
dpdqds+Ak32A
k
33
∫
T0
∂λi
∂q
∂λj
∂s
dpdqds+Ak33A
k
31
∫
T0
∂λi
∂s
∂λj
∂p
dpdqds+
Ak33A
k
32
∫
T0
∂λi
∂s
∂λj
∂q
dpdqds+ (Ak33)
2
∫
T0
∂λi
∂s
∂λj
∂s
dpdqds
]
.
A continuacio´n estudiemos el caso de las matrices B1 y B2. Para ello, definamos la
siguiente funcio´n
g1(x, y, z) = ϕ
l
i
∂ϕj
∂x
(C.5)
con i ∈ {1, ..., 4}, j ∈ {1, ..., 10}, ϕli funcio´n nodal lineal y ϕj funcio´n nodal
cuadra´tica.
Sustituyendo (C.1) en (C.5), obtenemos
g1(F
k
1 , F
k
2 , F
k
3 ) = λ
l
i
1
|Jk|
(
Ak11
∂λj
∂p
+ Ak12
∂λj
∂q
+ Ak13
∂λj
∂s
)
e integramos en el tetraedro Tk, obteniendo∫
Tk
g1(x, y, z)dxdydz = A
k
11
∫
T0
λli
∂λj
∂p
dpdqds
+Ak12
∫
T0
λli
∂λj
∂q
dpdqds+ Ak13
∫
T0
λli
∂λj
∂s
dpdqds.
De forma ana´loga, si definimos la funcio´n
g2(x, y, z) = ϕ
l
i
∂ϕj
∂y
siguiendo la misma notacio´n que el caso anterior e integramos en el tetraedro Tk,
obtenemos ∫
Tk
g2(x, y, z)dxdydz = A
k
21
∫
T0
λli
∂λj
∂p
dpdqds
+Ak22
∫
T0
λli
∂λj
∂q
dpdqds+ Ak23
∫
T0
λli
∂λj
∂s
dpdqds.
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Por lo tanto, para generar las matrices B1 y B2, necesitamos la matriz A
k para cada
tetraedro Tk y las siguientes matrices elementales:(
MLCp
)
ij
=
∫
T0
λli
∂λj
∂p
dpdqds i = 1, ..., 4, j = 1, ..., 10,
(
MLCq
)
ij
=
∫
T0
λli
∂λj
∂q
dpdqds i = 1, ..., 4, j = 1, ..., 10,
(
MLCs
)
ij
=
∫
T0
λli
∂λj
∂s
dpdqds i = 1, ..., 4, j = 1, ..., 10.
(C.6)
Por u´ltimo estudiemos el caso de la matriz Mz. Para ello, definamos la siguiente
funcio´n
g(x, y, z) = ϕli
∂ϕlj
∂z
(C.7)
con i, j ∈ {1, ..., 4}, ϕli y ϕlj funciones nodales lineales.
Sustituyendo (C.1) en (C.7), obtenemos
g(F k1 , F
k
2 , F
k
3 ) = λ
l
i
1
|Jk|
(
Ak31
∂λlj
∂p
+ Ak32
∂λlj
∂q
+ Ak33
∂λlj
∂s
)
e integramos en el tetraedro Tk, obteniendo∫
Tk
g(x, y, z)dxdydz = Ak31
∫
T0
λli
∂λlj
∂p
dpdqds
+Ak32
∫
T0
λli
∂λlj
∂q
dpdqds+ Ak33
∫
T0
λli
∂λlj
∂s
dpdqds.
Por lo tanto, para generar la matriz Mz, necesitamos la matriz A
k para cada tetrae-
dro Tk y las siguientes matrices elementales:(
MLp
)
ij
=
∫
T0
λli
∂λj
∂p
dpdqds i = 1, ..., 4, j = 1, ..., 10,
(
MLq
)
ij
=
∫
T0
λli
∂λj
∂q
dpdqds i = 1, ..., 4, j = 1, ..., 10,
(
MLs
)
ij
=
∫
T0
λli
∂λj
∂s
dpdqds i = 1, ..., 4, j = 1, ..., 10.
(C.8)
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Figura D.1: Posible divisio´n del mallado de ωs en 6 cajas.
El ojetivo de los modelos presentados en esta tesis es el futuro estudio del compor-
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tamiento de los oce´anos de forma ma´s precisa as´ı como un acoplamiento de un modelo de
atmo´sfera y oce´ano. Debido al gran volumen de datos generados al ejecutar estos modelos,
es obvia la necesidad de paralelizar dichos modelos. El primer paso es dividir los datos en
cajas que pasaran a cada procesador.
Por ello en este Anexo presentamos un algoritmo para dividir el mallado horizontal en
n cajas.
Sean NP el nu´mero de procesadores en los que queremos ejecutar el programa y por
lo tanto, el nu´mero de cajas en el que queremos divididir el mallado, NN el nu´mero de
nodos de dicho mallado horizontal y NE el nu´mero de elementos del mallado. Denotemos
por Cn a la n-e´sima caja, con n = 1, ..., NP . Cada caja Cn queda definida por cuatro
rectas: {
x = xn1 , x = x
n
2 ,
y = yn1 , y = y
n
2 .
Sea NNP =
[
NN
NP
]
(divisio´n entera) y NEn el nu´mero de elementos de la caja Cn.
Para que la divisio´n del mallado en cajas sea o´ptimo, NEn debera´ ser NNP o NNP +1.
A continiacio´n expondremos los tres criterios de renumeracio´n del mallado que uti-
lizaremos:
Criterio 1: el elemento i pertenecera´ a la caja Cn si sus tres ve´rtices ((x
i
k, y
i
k) con
k = 1, 2, 3) esta´n en dicha caja, es decir, si
xn1 ≤ xik ≤ xn2
yn1 ≤ yik ≤ yn2
}
k = 1, 2, 3. (D.1)
Mediante este criterio conseguimos encontrar un cierto nu´mero de elementos NEn1
para la caja Cn. Inicializamos NEn = NEn1. Si NEn < NNP + 1, se necesitan
ma´s elementos en la caja Cn, pasamos al criterio 2.
Criterio 2: el elemento i pertenecera´ a la caja Cn si dos de sus ve´rtices esta´n en
dicha caja, es decir, si se da alguna de las siguientes tres posibilidades
• Posibilidad 1:
xn1 ≤ xik ≤ xn2
yn1 ≤ yik ≤ yn2
}
k = 1, 2. (D.2)
• Posibilidad 2:
xn1 ≤ xik ≤ xn2
yn1 ≤ yik ≤ yn2
}
k = 1, 3. (D.3)
• Posibilidad 3:
xn1 ≤ xik ≤ xn2
yn1 ≤ yik ≤ yn2
}
k = 2, 3. (D.4)
Siguiendo la misma notacio´n, con este criterio conseguimos un nu´mero de elementos
NEn2 a incluir en la caja Cn. De esta forma, el nu´mero total que tenemos hasta
ahora en la caja Cn es NEn = NEn1 +NEn2 y si NEn < NNP + 1, entonces se
necesitan ma´s elementos y pasamos al criterio 3.
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Criterio 3: el elemento i pertenecera´ a la caja Cn si uno de sus ve´rtices esta´n en
dicha caja, es decir, si se da alguna de las siguientes tres posibilidades
• Posibilidad 1: {
xn1 ≤ xi1 ≤ xn2
yn1 ≤ yi1 ≤ yn2 . (D.5)
• Posibilidad 2: {
xn1 ≤ xi2 ≤ xn2
yn1 ≤ yi2 ≤ yn2 . (D.6)
• Posibilidad 3: {
xn1 ≤ xi3 ≤ xn2
yn1 ≤ yi3 ≤ yn2 . (D.7)
Ana´logamente, con este criterio conseguimos un nu´mero de elementos NEn3 a in-
cluir en la caja Cn. De esta forma, el nu´mero total que tenemos hasta ahora en la
caja Cn es NEn = NEn1 + NEn2 + NEn3 y si NEn < NNP + 1, entonces se
necesitan ma´s elementos y pasamos al criterio 4.
Criterio 4: coger los elementos adjuntos a los elementos de la caja Cn hasta alcanzar
la cota NNP + 1.
Escribimos a continuacio´n, una propuesta de algoritmo en pseudoco´digo.
Algoritmo:
elem renumb=1;
para n = 1, ..., NP
{
NEn = 0;
para i = 1, ..., NE
Sumi = 0;
para i = 1, ..., NE
Si todav´ıa no hemos renumerado el elemento i
Si (xn1 ≤ xi1 ≤ xn2 y yn1 ≤ yi1 ≤ yn2 )
Sumi = Sumi + 1;
Si (xn1 ≤ xi2 ≤ xn2 y yn1 ≤ yi2 ≤ yn2 )
Sumi = Sumi + 1;
Si (xn1 ≤ xi3 ≤ xn2 y yn1 ≤ yi3 ≤ yn2 )
Sumi = Sumi + 1;
para i = 1, ..., NE y mientras NEn ≤ NNP + 1
Si Sumelem = 3 (Criterio 1) y todav´ıa no hemos renumerado el elemento i
el elemento i pertenece a la caja Cn.
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para i = 1, ..., NE y mientras NEn ≤ NNP + 1
Si Sumelem = 2 (Criterio 2) y todav´ıa no hemos renumerado el elemento i
el elemento i pertenece a la caja Cn.
para i = 1, ..., NE y mientras NEn ≤ NNP + 1
Si Sumelem = 1 (Criterio 3) y todav´ıa no hemos renumerado el elemento i
el elemento i pertenece a la caja Cn.
mientras NEn ≤ NNP + 1 y siga habiendo elementos sin colocar en cajas
Recolocamos los elementos adjuntos a los elementos que hemos recolocado
gracias al Criterio 1
Si NEn ≤ NNP + 1
Recolocamos los elementos adjuntos a los elementos que hemos
recolocado gracias al Criterio 2
Si NEn ≤ NNP + 1
Recolocamos los elementos adjuntos a los elementos que hemos
recolocado gracias al Criterio 3.
}
APE´NDICE E
Figuras
En este ape´ndice expondremos una serie de figuras comparativas entre los distintas
variables y para cada uno de nuestros modelos. Dichas figuras son secciones horizontales
realizadas a ciertas profundidades del dominio.
E.1 Oce´ano idealizado
Debido al enorme parecido entre los resultados, u´nicamente expondremos a continua-
cio´n la comparacio´n entre los resultados obtenidos por el modelo de z-coordenada (con
Coriolis impl´ıcito) y el modelo de σ-coordenada. Empezaremos por la comparacio´n de las
componentes horizontales de la velocidad.
141
142 Ape´ndice E. Figuras
(a) U (b) V
(c) U (d) V
Figura E.1: Secciones de la primera y segunda componente de la velocidad a los 0m
de profundidad, (a) y (b) obtenidas mediante el modelos de σ-coordenada, mientras
(c) y (d) obtenidas mediante el modelos de z-coordenada. U y V son la primera y la
segunda componente de la velocidad respectivamente.
E.1. Oce´ano idealizado 143
(a) U (b) V
(c) U (d) V
Figura E.2: Secciones de la primera y segunda componente de la velocidad a los 10m
de profundidad, (a) y (b) obtenidas mediante el modelos de σ-coordenada, mientras
(c) y (d) obtenidas mediante el modelos de z-coordenada. U y V son la primera y la
segunda componente de la velocidad respectivamente.
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(a) U (b) V
(c) U (d) V
Figura E.3: Secciones de la primera y segunda componente de la velocidad a los
900m de profundidad, (a) y (b) obtenidas mediante el modelos de σ-coordenada,
mientras (c) y (d) obtenidas mediante el modelos de z-coordenada. U y V son la
primera y la segunda componente de la velocidad respectivamente.
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A continuacio´n expondremos los resultados para la Temperatura y la Salinidad:
(a) Temperatura (b) Temperatura
(c) Salinidad (d) Salinidad
Figura E.4: Secciones de la Temperatura y Salinidad a los 0m de profundidad, (a)
y (c) obtenidas mediante el modelos de σ-coordenada, mientras (b) y (d) obtenidas
mediante el modelos de z-coordenada.
De nuevo, vemos grandes diferencias en los resultados de la Salinidad entre el modelo
de σ-coordenada el de z-coordenada con Coriolis impl´ıcito.
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(a) Temperatura (b) Temperatura
(c) Salinidad (d) Salinidad
Figura E.5: Secciones de la Temperatura y Salinidad a los 900m de profundidad, (a)
y (c) obtenidas mediante el modelos de σ-coordenada, mientras (b) y (d) obtenidas
mediante el modelos de z-coordenada.
E.1. Oce´ano idealizado 147
Por u´ltimo exponemos los resultados para la Densidad, en los que se observa el ruido
introducido por los errores que se generan en el modelo de σ-coordenada.
Figura E.6: Seccio´n de la Densidad a los 0m de profundidad, (a) obtenida mediante
el modelo de σ-coordenada y (b) obtenidas mediante el modelos de z-coordenada.
Figura E.7: Seccio´n de la Densidad a los 900m de profundidad, (a) obtenida mediante
el modelo de σ-coordenada y (b) obtenidas mediante el modelos de z-coordenada.
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E.2 Mediterraneo Occidental
A continuacio´n, exponemos los resultados obtenidos en el Mediterraneo Occidental
para el modelo de σ-coordenada y el modelo de z-coordenada (con Coriolis impl´ıcito).
Empezamos de nuevo por los resultados obtenidos para la primera y la segunda com-
ponente de la velocidad a ciertas profundidades del mar:
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(a) U (b) V
(c) U (d) V
Figura E.8: Secciones de la primera y segunda componente de la velocidad a los 0m
de profundidad, (a) y (b) obtenidas mediante el modelos de σ-coordenada, mientras
(c) y (d) obtenidas mediante el modelos de z-coordenada. U y V son la primera y la
segunda componente de la velocidad respectivamente.
150 Ape´ndice E. Figuras
(a) U (b) V
(c) U (d) V
Figura E.9: Secciones de la primera y segunda componente de la velocidad a los 10m
de profundidad, (a) y (b) obtenidas mediante el modelos de σ-coordenada, mientras
(c) y (d) obtenidas mediante el modelos de z-coordenada. U y V son la primera y la
segunda componente de la velocidad respectivamente.
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A continuacio´n expondremos los resultados para la Temperatura y la Salinidad:
(a) Temperatura (b) Temperatura
(c) Salinidad (d) Salinidad
Figura E.10: Secciones de la Temperatura y Salinidad a los 0m de profundidad, (a)
y (b) obtenidas mediante el modelos de σ-coordenada, mientras (c) y (d) obtenidas
mediante el modelos de z-coordenada.
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(a) Temperatura (b) Temperatura
(c) Salinidad (d) Salinidad
Figura E.11: Secciones de la Temperatura y Salinidad a los 50m de profundidad, (a)
y (b) obtenidas mediante el modelos de σ-coordenada, mientras (c) y (d) obtenidas
mediante el modelos de z-coordenada.
Por u´ltimo exponemos los resultados para la Densidad:
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(a) Temperatura (b) Temperatura
(c) Salinidad (d) Salinidad
Figura E.12: Secciones de la Temperatura y Salinidad a los 500m de profundidad, (a)
y (b) obtenidas mediante el modelos de σ-coordenada, mientras (c) y (d) obtenidas
mediante el modelos de z-coordenada.
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Figura E.13: Seccio´n de la Densidad a los 0m de profundidad, (a) obtenida mediante
el modelo de σ-coordenada y (b) obtenidas mediante el modelos de z-coordenada.
Figura E.14: Seccio´n de la Densidad a los 750m de profundidad, (a) obtenida
mediante el modelo de σ-coordenada y (b) obtenidas mediante el modelos de z-
coordenada.
Bibliograf´ıa
[1] A. Allievi and R. Bermejo, A generalized particle search-locate algorithm for arbitrary
grids, J. Comput. Phys. 132 (1997), no. 2, 157–166.
[2] , Finite element modified method of characteristics for the Navier-Stokes equa-
tions, International Journal for Numerical Methods in Fluids (2000), 439–464.
[3] H. Amann, Ordinary differential equations, tomo 13 de de Gruyter Studies in Ma-
thematics. Berlin: Walter de Gruyter & Co. (1990). An introduction to nonlinear
analysis, Translated from the German by Gerhard Metzen.
[4] R. Bermejo, Analysis of a class of quasi-monotone and conservative semi-Lagrangian
advection schemes, Numer. Math. 87 (2001), no. 4, 597–623.
[5] R. Bermejo and J. Conde, A conservative quasi-monotone semi-Lagrangian scheme,
American Meteorological Society (2002), 423–430.
[6] R. Bermejo Bermejo, Velocity error estimates for a semi-Lagrangian ocean general
circulation model, Proceedings of the II Conference on the Analysis of Variables and
Numerical Simulation of Water Exchange in the Strait of Gibraltar (Spanish) (Cadiz,
2000), Serv. Publ. Univ. Ca´diz, Ca´diz, 2001, pp. 19–34.
[7] J. M. Brankart and P. Brasseur, The general circulation in the mediterranean sea: a
climatological aproach, Journal of Marine Systems 18 (1998), 41–70.
[8] S. C. Brenner and L. R. Scott, The mathematical theory of finite elements methods,
Springer-Verlag New-York, Inc., 1994.
[9] A. J. Chorin, On the convergence of discrete approximations to the Navier-Stokes
equations, Math. Comp. 23 (1969), 341–353.
[10] A. C. Ciappa, An operational comparative test of z-levels PGF schemes to reduce
pressure gradient errors of the ocean model POM, Ocean Modelling 12 (2006), 80–
100.
155
156 Ape´ndice E. Figuras
[11] M. de Guzma´n, Ecuaciones diferenciales ordinarias. Teor´ıa de estabilidad y control,
Madrid: Alambra, 1975.
[12] E. Deleersnijder and K.G. Ruddick, A generalized vertical coordinate for 3D marine
models, Bulletin de la Socie´te´ de Lie`ge 61 (1992), no. 6, 489–502.
[13] T. Ezer, H. Arango, and A. F. Shchepetkin, Developments in terrain-following ocean
models: intercomparisons of numerical aspects, Ocean Modelling 4 (2002), 249–267.
[14] T. Ezer and G. L. Mellor, A generalized coordinate ocean model and a comparison of
the bottom boundary layer dynamics in terrain-follwing and in z-level grids, Ocean
Modelling 6 (2004), 379–403.
[15] P. Gala´n del Sastre, Estudio nume´rico del atractor en ecuaciones de Navier-Stokes
aplicadas a modelos de circulacio´n del oce´ano, Ph.D. thesis, Universidad Complutense
de Madrid, 2004.
[16] J.-L. Guermond and L. Quartapelle, On the approximation of the unsteady Navier-
Stokes equations by finite element projection methods, Numer. Math. 80 (1998), no. 2,
207–238.
[17] J.-L. Guermond and J. Shen, Quelques re´sultats nouveaux sur les me´thodes de pro-
jection, C. R. Acad. Sci. Paris Se´r. I Math. 333 (2001), no. 12, 1111–1116.
[18] D. Haidvogel and A. Beckmann, Numerical ocean circulation modeling, Imperial Co-
llege Press, 2000.
[19] S. Hellerman and M. Rosenstein, Normal monthly wind stress over the world ocean
with error estimates, J. Phys. Ocean. 13, no. 7, 1093–1104.
[20] G. E. Karniadakis and S. J. Sherwin, Spectral/hp element methods for CFD, Nume-
rical Mathematics and Scientific Computation, New York: Oxford University Press,
1999.
[21] J. L. Lions, R. Te´mam, and S. Wang, New formulations of the primitive equations
of atmosphere and applications, Nonlinearity 5 (1992), no. 2, 237–288.
[22] , On the equations of the large-scale ocean, Nonlinearity 5 (1992), no. 5, 1007–
1053.
[23] G. Mellor, S. Ha¨kkinen, T. Ezer, and R. Patchen, A generalization of a sigma coordi-
nate ocean model and an intercomparison of model vertical grids, Ocean Forecasting:
Conceptual Basis and Applications. N. Pinardi, J. Woods (Eds.), Springer, Berl´ın
(2002), 55–72.
[24] G. L. Mellor, Introduction to physical oceanography, Springer-Verlag New-York, Inc.,
1996.
E.2. Mediterraneo Occidental 157
[25] A. Molcard, N. Pinardi, M. Iskandarani, and D.B. Haidvogel, Wind driven general
circulation of the Mediterranean Sea simulated with a spectral element ocean model,
Dynamics of Atmospheres and Oceans 35 (2002), 97–130.
[26] S. Pierini and A. Simioli, A wind-driven circulation model of the Tyrrhenian Sea
area, J. of Marine Systems 18 (1998), 161–178.
[27] A. R. Robinson, W. G. Leslie, and A. L. A. Theocaris, Mediterranean sea circulation,
Encyclopedia of Ocean Sciences (2001), 1689–1705.
[28] G. L. G. Sleijpen and D. R. Fokkema, BiCGstab(l) for linear equations involving un-
symmetric matrices with complex spectrum, Electron. Trans. Numer. Anal. 1 (1993),
no. Sept., 11–32 (electronic only).
[29] S. Somot, Mode´lisation climatique du bassin me´diterrane´en: variabilite´ et sce´narios
de changement climatique, Ph.D. thesis, Universirte´ Toulouse III, 2005.
[30] Y. Song and D. Haidvogel, A semi-implicit ocean circulation model using a generalized
topography-following coordinate system, J. Comput. Phys. 115 (1994), no. 1, 228–244.
[31] Y. T. Song, A general pressure gradient formulation for ocean models. part I: Scheme
design and diagnostic analysis, Monthly Weather Review 126 (1997), no. 12, 3213–
3230.
[32] Y. T. Song and D. G. Wright, A general pressure gradient formulation for ocean
models. part II: Energy, momentum and bottom torque consistency, Monthly Weather
Review 126 (1997), no. 12, 3231–3247.
[33] R. Te´mam, Navier-stokes equations. Theory and numerical analysis, vol. 2, Amster-
dam: North-Holland Publishing Co. (1997). Studies in Mathematics and its Applica-
tions.
[34] , Sur l’approximation de la solution des e´quations de Navier-Stokes par la
me´thode des pas fractionnaires. II, Arch. Rational Mech. Anal. 33 (1969), 377–385.
[35] R. Te´mam and M. Ziane, Some mathematical problems in geophysical fluid dynamics,
vol. III, Handbook of Mathematical Fluid Dynamics, 2004.
[36] O. Thiem and J. Berntsen, Internal pressure errors in sigma-coordinate ocean models
due to anisotropy, Ocean Modelling 12 (2006), 140–156.
[37] H. A. van der Vorst, Bi-CGSTAB: a fast and smoothly converging variant of Bi-CG
for the solution of nonsymmetric linear systems, SIAM J. Sci. Statist. Comput. 13
(1992), no. 2, 631–644.
[38] , Efficient and reliable iterative methods for linear systems, J. Comput. Appl.
Math. 149 (2002), no. 1, 251–265, Scientific and engineering computations for the
21st century—methodologies and applications (Shizuoka, 2001).
158 Ape´ndice E. Figuras
[39] D. Xiu and G. E. Karniadakis, A semi-Lagrangian high-order method for Navier-
Stokes equations, J. Comput. Phys. 172 (2001), no. 2, 658–684.
