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A variational formulation of Hamiltonian boundary value problems is given. 
The results are illustrated by Dirichlet problems for linear and nonlinear 
equations. 
1. INTRODUCTION 
Hamiltonian boundary value problems are described by equations of the form 
T$ = W, in V, u$=A& on av,, (l-1) 
T*u = W, in V, u*u = Nd on av,, (1.2) 
Here u and + are elements of the real linear vector spaces 9, and Sz, of functions 
defined in a bounded region V of En with boundary aV = aV, + aV, . These 
spaces are formed into real inner product spaces 23, and H6 by adjoining the 
inner products ( , ) and ( , >, respectively. T: Hd --f H, is a linear operator 
with formal adjoint T*: H, -+ Hd defined by 
(~9 T+)Y = (T*u, cb>v + (u, 4)av, UEH,, $EH$. (1.3) 
Here CJ is an operator mapping Hd into H, on aV, with adjoint D* defined by 
The case we have in mind corresponds to 
T = grad, T* = -div, u ==n, U* =n, (1.5) 
with the standard Hilbert inner product. In (1.1) and (1.2), W(u, C), &r(u) and 
N(4) are given differentiable functionals defined on Sz = Q, x Sz, , .QU and 
Q 47 respectively. Subscripts on functionals denote derivatives. 
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Solutions of (1.1) and (1.2) will be assumed to exist and will be denoted by 
s = (u, $). Conditions for the uniqueness of s are (cf. [l]) 
Conditions C. W is convex in u, concave in +J, 
M and N both concave, (1.6) 
at least one of these is definite. 
In this paper we consider some variational aspects of the operational equations 
(1.1) and (1.2). 
2. ASSOCIATED VARIATIONAL PROBLEMS 
There are two variational problems associated with (1.1) and (1.2), one for + 
and one for u. We look at these in turn. 
2(a). We suppose that (1.1) has solution 
21 = 2.f~). (2.1) 
Then, this can be put in (1.2) to give a boundary value problem for 4. We write 
(1.2) in weak form 
(T*u, 4>v = <W,, Ov P-2) 
and 
(o*u, Oav, = <Nb, Oav, 
for all 5 in Hm . Using (1.3), we can rewrite (2.2) as 
(u, TOv - (u, dav, - (a*~, Siav, = (Wb, Ov, 
which, since (2.3) holds, is 
(2.3) 
(u, TOv- (~,d)av~ - <Nd, Oav, = (W,, t>v. 
Using (2.1) we therefore find that + satisfies the variational equation 
(~(4)~ WV- (u($), d)av, - <N*, Oav, = (Wd, Ov, 6~6, (2.4) 
where W, means WJu, 4) evaluated at u = v(4). 
2(b). Dual problem. Next we suppose that (1.2) has solution 
c = *w (2.5) 
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Putting this in (1. l), we obtain a boundary value problem for u. We write (1.1) 
in weak form 
(T4977)v = wu P dv > (2.6) 
(4 rl)av, = PL y 7l)av, (2.7) 
for all 17 E H, . Using (1.3), we can rewrite (2.6) as 
which, since (2.7) holds, is 
From this and (2.5) we therefore see that u satisfies the variational equation 
where W, means Wu(zl, 4) evaluated at 4 = 4(u). 
In (2.4) and (2.8) we have the variational problem and its dual associated 
with the boundary value problem (1.1), (1.2). 
3. VARIATIONAL EQUATIONS AND EXTREMUM PRINCIPLES 
We now connect these variational, or weak, equations with maximum and 
minimum principles associated with (1.1) and (1.2). Introduce the functional 
Define two sets of functions 
Ql = ((u, +): T4 = W, in V, u$ = iL&, on aV,} = {(u, 4): u = zl($)>, (3.3) 
Q2 = {(u, 4): T*u = W, in V, u*u = N* on aV,> = {(u, 4): 4 = $(u)}. (3.4) 
The solutions s = (u, 4) of (1.1) and (1.2), if they exist, belong to 52, n Q, . 
Using (3.1) and (3.2) and the two subsets Q, and Q, , we next define func- 
tionals J and G by setting 
J&> = +, y A) via (3.1), with (ul , A) E f4 , i.e., u1 = ~(A), 
(3.5) 
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and 
G(u,) = I(u, , +2> via (34, with (u2 , $2> E Q2 , i.e., $2 T= $(u2). 
(3.6) 
If Conditions C in (1.6) hold, we then have the following results: 
PROPOSITION 3.1. + minimizes J(h) ;f and only ;f C$ satis$es the variational 
equation (2.4). 
PROPOSITION 3.2. u maximizes G(u,) if and only if u sati$es the variational 
equation (2.8). 
Proof of Proposition 3.1. (a) Let 4 minimize J(b). Then for all real A, f E Hm , 
+ -i-G~fh, 
I($> G I@ + w- (3.7) 
Here $r = $ + At, and by (34, 
where ul = ~(4~) = v(+ + At) = u + AT say, and u = v(4). Then 
If we divide by h and let X + 0, and use the fact that W, M, and N are dif- 
ferentiable, we obtain 
Since the exact function s = (u, 4) belongs to Q, , the terms in 7 here drop out, 
and we obtain 
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If we change the sign of t we arrive at the same expression with the inequality 
reversed. Hence $ must satisfy the equation 
(% TO, - (u, e%v, - w* , 0 Y - Wd ,Qw, = 0 
for all 5 E Hb , where u = v(+). This is the variational equation (2.4). 
(b) c onverse. Now suppose that 9 satisfies (3.8). Consider 
OJ = k 7 $1) - w4 6) 
(3.8) 
we therefore fmd that 
by Conditions C in (1.4). This completes the proof. 
Proposition 3.2 is proved in a similar manner. 
EXAMPLE 1. A LINEAR DIRICHLET PROBLEM 
We can illustrate these results by considering a linear Dirichlet problem with 
operational equation 
A$ = (T*T + h)$ =f in V, 4 =& on aV, (4.1) 
where X > 0, f and #B are prescribed. This has canonical form 
T+ = u = W, , 4 = +B on i?V, (4.2) 
T*u=f-t+b= W, in V, (4.3) 
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(4.4) 
which is convex definite in u and concave definite in 4. 
The boundary condition in (4.2) corresponds to 
M(u) = (u, ‘3#B), av, = av, av, = 0. (4.5) 
4(a). We apply the results of Section 2(a) and find that 
4~9 = T$, t=O on aV, (4.6) 
so that 4 satisfies 
4, 5) = 0-t ov 3 allfEE&, .$=O on av, (4.7) 
From (3.5) we find that 
J(h) = M54 y A) - (.A Ah , A = b on w (4.9) 
and by Proposition 3.1 we know that 4 minimizes J(&) in (4.9) iland only if + 
satisfies (4.7). This result is due to Stampacchia [5] and Temam [6]. With 
certain restrictions, the existence of a unique function $ satisfying (4.7) follows 
from the Lax-Milgram theorem [3]. For ~(4, I,!J) = {+, #), Noor [4] has noted 
that (4.7) and (4.9) exhibit the variational character of the Riesz-Frechet 
representation theorem. 
4(b). Next we apply the results of Section 2(b) and find that 
I)(U) = A-l(j - T*u) in V (4.10) 
so that, by (2.8), u satisfies the dual variational equation 
(X-lT*u> T*dv + (u> dv = <W, T*+v + (h , q)av , for all 7 E H, . 
(4.11) 
From (3.6) we have 
G(%) = - +(% > %>v - Kf - T*u, , A-V - T*u,))~ + (uZ , u+&, 
(4.12) 
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and by Proposition 3.2 we know that u maximizes G(u,) in (4.12) if and only if u 
satisfies (4.11). If we choose 7 = T[ with 5 E I&, , and use the fact that u = T$, 
(4.11) reduces to the variational equation given by Aubin [2, p. 2851 for what 
he calls the conjugate problem. 
5. EXAMPLE 2. A NONLINEAR DIRICHLET PROBLEM 
As a second illustration consider the nonlinear Dirichlet problem with 
operational equation 
T*T$ =f(+) in V, 4 =A!3 on aV, (5.1) 
where f($) is a given antimonotone function of 4 and q%s is prescribed. We 
suppose that the derivative f’(4) of f(4) is self-adjoint. This problem has 
canonical form 
where 
T+ = ?I = W, , 4 =4e on av, (5.2) 
T*u = f(4) = W, in V, (5.3) 
The Hamiltonian W is convex definite in u and concave in qS. The boundary 
condition in (5.2) corresponds to 
M(u) = (f4 &J, av, = av, av, =o. (5.5) 
5(a). We first apply the results of Section 2(a) and find that 
48 = W> f=O on av. (5.6) 
Then (2.4) implies that 4 satisfies the variational equation 
44, k) = w4, t>v 9 all [ E Hd , 5 = 0 on aV, (5.7) 
where 
X4> 9) = P-4, Ttb)v . (5.8) 
From (3.5) we find that 
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and by Proposition 3.1 we know that + minimizes J(&) in (5.9) if and only if 4 
satisfies (5.7). This result is due to Noor [4], who also gives conditions for the 
existence of a sohrtion $ of (5.7), thereby extending the Lax-Milgram theorem 
to a class of differentiable nonlinear functionals F(4). For t restricted to a subset 
of H4 , Eq. (5.7) becomes a variational inequality [4]. 
5(b). Next we apply the results of Section 2(b) and find that 
4(u) = f-v*47 (5.10) 
assuming f-l exists. Then (2.8) im pl ies in this case that u satisfies the dual 
variational equation 
(f-v-*4, T*+” + (4s , dav = (u, ?)v , all 7 E H, . (5.11) 
From (3.6) we have 
(5.12) 
and by Proposition 3.2 we know that u maximizes G(u,) in (5.12) if and only if ZJ 
satisfies Eq. (5.11). Th is is the dual of Noor’s result [4], and appears to be new. 
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