The numerical modeling of High Temperature Air Combustion (HTAC) could correctly predict the flame and emission characteristics so far, however, the precision is not satisfactory. In this paper, a parameter-modified Eddy-Break-Up (EBU) model with a three-step reaction scheme was used to simulate the HTAC process in a furnace of 2m ×2m×6.25m. Reynolds stress model (RSM) is used for the computational fluid dynamics (CFD) simulation. Comparison between experimental data from published papers, the original and modified EBU combustion models demonstrates that a smaller coefficient 'A' in the volumetric fuel consumption rate of the EBU model could improve the modelling precision. When 'A' is modified to be 1 other than its original value, 4, in the EBU model, the modeling could give improved results of the local distribution of CH 4 , temperature and NO emission.
Introduction
High Temperature Air Combustion (HTAC) technology was developed in 1990s and has been widely applied to many industries, e.g., iron and steel industry, mechanical manufacture, glass and ceramic kilt heating and power engineering. HTAC uses efficient regenerative burners to recover the heat of flue gases to preheat the combustion air above 1000°C, while the combustion is carried out in an atmosphere of low oxygen concentration as well as at high temperatures of the oxidizer, mostly above the autoignition temperature of the fuel. Therefore thermal nitrogen oxide (NO) is suppressed and high energy O ,F, P oxygen, fuel, combustion products efficiency is achieved [1] . HTAC is also named as flameless oxidation (FLOX) [2] , moderate and intense low oxygen dilution (MILD) [3] combustion. Both experimental and numerical research works on HTAC flame and emission have proved that HTAC has many advantages that are superior to conventional turbulent diffusion flames, e.g., a high flame stability with enlarged flame volume, a more uniform temperature filed and high radiative fluxes, very low NO emission, etc [4] [5] [6] [7] [8] [9] [10] .
Modeling of HTAC in industrial furnace is important for design and operation management, however, it is usually difficult and complex, because the numerical work has to take into account both the combustion chemistry, NO formation chemistry, the turbulent flow and mixing between the fuel, preheated air and the flue gases in the furnace. Reynolds-averaged Navier-Stokes (RANS) approach based on standard k-ε turbulent model or RNG k-ε model or Reynolds stress model (RSM) is used for the computational fluid dynamics (CFD) simulation coupled with different combustion models. Mancini et al [6] reported their simulation by using standard k-ε turbulent model and three combustion models including Eddy-Break-Up (EBU) model with a two-step reaction scheme, the eddy-dissipation concept model with chemical equilibrium, and the pdf/mixture fraction model with nonadiabatic lookup tables. Their numerical results could predict reasonable NO emission, but failed to predict the structure of the weak fuel jet, the temperature and CH 4 , CO 2 as well as CO concentrations. Orsino et al [7] used Eddy-Break-Up model, Eddy-Dissipation Concept model with chemical equilibrium, and a pdf/mixture fraction model with equilibrium to predict the high temperature air combustion process. But they failed in predicting the chemistry and temperature field in the fuel jet region. Yang and Blasiak [8] used Eddy-Break-Up model and standard k-ε turbulent model to calculate the HTAC of LPG and the predicted results of temperature and gas species are still have an obvious error when compared to experimental data. Yang and Blasiak [9] used RNG k-ε model and two combustion models, i.e., eddy-breakup model with a three-step chemical equilibrium, PDF model, to predict the HTAC process. They compared the calculated flame size and shape to a flame photograph and concluded that eddy-breakup model was suitable for the prediction. Validation of the temperature distribution, NO emission and gas components were not conducted.
In spite of the fact the current numerical simulation could correctly predict the flame and emission characteristics of HTAC, the precision is not satisfactory. In this paper, a parameter-modified EBU combustion was proposed to improve the simulation precision.
Numerical Model
The combustion in an industrial furnace is simulated by a combination of turbulent flow model and a suitable combustion model. Several authors have concluded that Eddy-Break-Up (EBU) model was suitable for the prediction the HTAC performance although there were errors. In the present work, EBU model is used with a modification to the empirical parameter.
Eddy-Break-Up Combustion model and parameter modification
The reaction rates of EBU combustion model were calculated from the Arrhenius rate expression. The volumetric fuel consumption rate is given by
, A and B are empirical coefficients, A=4, B=0.5 in the original EBU model used by Yang and Blasiak [8, 9] . The first two items in the brackets in equation (1) determine the local rate-controlling concentration, while the third is intended to inhibit the reaction where the temperature is low. The micro mixing time scale is taken to be the dissipation time scale of turbulent vortex, k/ε. The empirical coefficients, A and B are usually modified to improve the prediction. HTAC is supperenthalpy combustion in nature. The preheated air temperature could be even higher than the fuel ignition point and the temperature in the furnace is much higher than the normal combustion process. Therefore, the coefficient B has little effect on the reaction rates because the constant B notes the inhibition of combustion by lower temperature. HTAC is carried out in very low oxygen condition and the combustion rate is usually more slowly than normal combustion processes. When the coefficient A decreases, the volumetric fuel consumption rate described by equation (1) will decrease. So the constant A could be set a smaller value for HTAC calculation. In the modified EBU model, A is modified to be 1 other than its default value, 4.
A three-step reaction scheme is considered in the present study. During the combustion process, the fuel is considered to convert first to CO and H 2 in a lean oxygen condition and then CO/H 2 mix with the oxygen and the flue gas in reaction zone due to the turbulent transportation to complete the conversion of CO/H 2 to CO 2 /H 2 O.
Turbulent flow, NO formation and radiation models
Reynolds stress model (RSM) is used to calculate the time-averaged Navier-Stokes equations. A full NO mechanism [10] including thermal and prompt NO, the NO formation via N 2 O intermediate mechanism and NO reburning models were used to predict NO emissions. Radiation was handled by Discrete Coordinates (DO) model. The radiation properties of flue gas are assumed to be of 'grey body' type and can be temperature-or concentration-dependent, or both. A variable absorption coefficient model called weighted-sum-of-grey-gases model (WSGGM) was used to determine the variable absorption coefficient.
Results
The International Flame Research Foundation (IFRF) conducted experiment of HTAC of natural gas in an industrial furnace [6] . The injector of fuel and preheated air is showed in Fig 1(a) and the cross section of the furnace is showed in Fig 1(b) . The furnace is 2m×2m×6.25m with one burner/injector in one of the side wall. The injector is made up of one preheated air jet in the center and four fuel jets surrounding the air jet. The diameters of the air jet and fuel jets are 124 mm and 10 mm respectively. The distance between the air jet and fuel jet is 280 mm as showed in Fig 1(a) . The preheated air and the fuel are fed into the furnace at a velocity of 285 m/s and 100 m/s respectively. Table 1 lists the IFRF experiment conditions, which is also used as boundary conditions for the numerical calculation. The computational fluid dynamics (CFD) code, FLUENT 6.3, is used to carry out the CFD calculation. The HTAC process of the IFRF experiment is simulated with the original and modified EBU models. Hexahedral cell is used to mesh the whole furnace and grid refinement is adopted near the fuel nozzle and combustion air nozzle. Fig 2 presents the mesh for CFD calculation. The grid contains altogether 520,000 cells for the furnace showed in Fig 1(b) . The experimental data reported by IFRF is used to validate the present model. [6] . The coordinate Y notes the direction in the furnace width and Z notes the direction of furnace length.
CH 4 distribution in furnace
Radial CH 4 The results of modified EBU model agree better with the experimental data [6] than that of EBU model. When Z=0.15m, i.e. the zone very near the air/fuel jets inlet, modified EBU could give a temperature very close to measured data, while EBU model over-predicts the temperature when Y is between 0.1m to 0.28m,i.e, the zone between fuel jet and air jet where combustion happens when the fuel and preheated air meet. In EBU model, the parameter 'A' takes 4, which leads to a fast reaction rate, while in the modified EBU model, the parameter 'A' takes 1, which decreases the reaction rate, leading to the improved prediction of both temperature and CH 4 consumption in furnace. When Z is 0.73m, the modified EBU give a better prediction of temperature than EBU model. In the front zone in furnace, e.g., Z=0.73 m, the simulated NO by modified EBU model agree with the experimental data [6] better than that by EBU model, although there is still an error. However, in the rear zone in furnace, e.g., Z=2.05 m, the modified EBU model could give a very precious simulation of NO compared to the tested data, while the error between the simulated and experimental data of NO by EBU model is rather obvious. 
NO emission

Conclusion
The high temperature air combustion of natural gas in an industrial furnace was numerically modelled by a parameter-modified Eddy-Break-Up (EBU) combustion model with a three-step reaction scheme. Comparison between experimental data from published papers, the original and modified EBU combustion models demonstrates that a smaller coefficient 'A' in the volumetric fuel consumption rate of the EBU model could improve the modelling precision. When 'A' was modified to be 1 other than its original value, 4, in the EBU model, the modeling could give a better simulation results of the local distribution of CH 4 , temperature and NO emission.
