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Abstract
Let F be an infinite field and UT (d1, . . . , dn) be the algebra of
upper block-triangular matrices over F . In this paper we describe a
basis for the G-graded polynomial identities of UT (d1, . . . , dn), with
an elementary grading induced by an n-tuple of elements of a group
G such that the neutral component corresponds to the diagonal of
UT (d1, . . . , dn). In particular, we prove that the monomial identities
of such algebra follow from the ones of degree up to 2n−1. Our results
generalize for infinite fields of arbitrary characteristic, previous results
in the literature which were obtained for fields of characteristic zero
and for particular G-gradings. In the characteristic zero case we also
generalize results for the algebra UT (d1, . . . , dn) ⊗ C with a tensor
product grading, where C is a color commutative algebra generating
the variety of all color commutative algebras.
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1 Introduction
Lef F be an infinite field and UT (d1, . . . , dn) the algebra of upper block
triangular matrices. It is the subalgebra of the matrix algebra Md1+···+dn(F )
consisting of the matrices
A11 A12 · · · A1n
0 A22 · · · A2n
...
...
. . .
...
0 0 · · · Ann
 ,
where Aij is a block of size di × dj. In this paper we study the graded poly-
nomial identities of upper block triangular matrix algebras UT (d1, . . . , dn)
over an infinite field F . These algebras appear in the classification of mini-
mal varieties (see[24]) and are generalizations of the matrix algebras (when
n = 1) and the algebra UTn(F ) of upper triangular matrices (when d1 =
· · · = dn = 1).
One of the main problems in the theory of PI-algebras is the (general-
ized) Specht problem about the existence, for a given class of algebras, of
finite basis for the T -ideals of identities. This problem for the ordinary iden-
tites of associative algebras over a field of characteristic zero was solved by
Kemer (see [26], [27]). In the case of associative algebras graded by a finite
group it was solved by I. Sviridova [35] in the case of abelian groups and
by E. Aljadeff and A. Kanel-Belov [1] in the general case. Over fields of
positive characteristic however the situations is different and ideals of iden-
tities without finite basis exist (see for example [11], [25], [34]). The basis
for the graded identities of UT (d1, . . . , dn) in our main result (Theorem 3.7)
is finite, provided that G is finite.
The algebras of block triangular matrices admit gradings by any group
G in which the elementary matrices are homogeneous. These are called
elementary gradings (or good gradings, see [10]). The algebras UTn(F ) admit
elementary gradings only (see [36]). Over an algebraically closed field of
characteristic 0 every grading on Mn(F ) by a finite group is obtained by a
certain tensor product construction from an elementary grading and a fine
grading (see [9]). If moreover the group is abelian an analogous result holds
for the algebra UT (d1, . . . , dn) (see [37]).
Explicit basis for the identities are known for a few algebras only and for
the algebras UT (d1, . . . , dn) (over an infinite field) the only known basis for
the ordinary identities are for the algebras M2(F ) (see [32], [22], [28]) and
UTn(F ) (see [30]). In general, the ideal of identities of UT (d1, . . . , dn) is
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the product of the ideals of identities of the matrix algebras Mdi (see [23]).
An analogous property for the graded identities of block triangular matrix
algebras was studied in [14]. Elementary gradings on UTn(F ) and the cor-
responding graded identities were studied in [18] and in particular it was
proved that elementary gradings can be distinguished by their graded iden-
tities. An analogous result for UT (d1, . . . , dn) with an elementary grading
by an abelian group was obtained in [19].
When charF = 0 a complete description of the Z2-graded identities of
M2(F ) (and other PI-algebras) was given in [13]. Analogous basis for the
identities of Mn(F ) with elementary Z and Zn gradings were determined by
Vasilovsky in [38], [39]. These results were also established for infinite fields
(see [29], [4], [5]) and analogous results were obtained for related algebras
(see [13],[15],[16]). Graded identities of Mn(F ) were studied more generally
in [6] and in particular a basis for the graded identities ofMn(F ) with certain
elementary gradings was determined. The elementary G-gradings considered
are the ones induced by an n-tupple of pairwise different elements of G. The
result considering an infinite field was obtained in [20]. In this case the
basis is analogous to the one obtained by Vasilovsky and some monomial
identities may be necessary. Recall that a G-grading on an algebra A is called
nondegenerate if the ideal of graded identities of A contains no monomials.
These types of gradings were studied in [2], [3]. Vasilovsky proved that
Zn-grading on Mn(F ) is nondegenerate and that for the Z-gradings one
needs to consider the monomial identities of degree 1 corresponding to the
homogeneous components of dimension 0.
In this paper we prove that the basis given in [6] holds for the algebras
UT (d1, . . . , dn) over an infinite field F . Moreover we prove that it is only
necessary to include the monomial identities of degree up to 2n − 1 in the
basis. In [12] a similar result was proved for Zn-graded identities. In Section 4
we assume the field F has characteristic zero and generalize the result for the
tensor product UT (d1, . . . , dn)⊗E, where E denotes the Grassmann algebra
with its canonical Z2-grading, with the tensor product grading. Finally based
on the results of [6] we generalize our main result to the tensor product
UT (d1, . . . , dn) ⊗ C where C is a color commutative algebra generating the
variety of all color commutative algebras. We remark that C is a is a color
commutative algebra generating the variety of all color commutative algebras
if and only if it has a regular grading. Such gradings were recently studied
in [2].
The ideas used in the present paper are similar to those in [4], [5], [6],
[12], and [17]
3
2 Preliminaries
In this paper we consider associative algebras over an infinite field F and
vector spaces are also considered over F .
2.1 Graded algebras and graded polynomial identities
Let A be an algebra and G a group. A G-grading on A is a vector space de-
composition A = ⊕g∈GAg compatible with the multiplication of the algebra
in the sense that the inclusions
AgAh ⊆ Agh
hold for any g and h in G. A nonzero element a in ∪g∈GAg is called a
homogeneous element. Clearly to every homogeneous element a corresponds
an element g in G such that a ∈ Ag. We say that this g is the degree of a in
the given G-grading. The set {g ∈ G|Ag 6= 0} is the support of the grading
and is denoted by suppA.
A subspace V of A is a homogeneous subspace if V = ⊕g∈G(V ∩ Ag). A
subalgebra B is a homogeneous subalgebra if it is homogeneous as a subspace
and in this case B = ⊕g∈GBg, where Bg = B ∩ Ag, is a G-grading on B.
The G-grading on a homogeneous subalgebra B of A is assumed to be this
one.
Let X = ∪Xg be a disjoint union of a family of countable sets Xg =
{x
(1)
g , x
(2)
g , . . . } and F 〈X|G〉 be the free associative algebra, freely generated
by X. If G is clear from the context, we denote it simply by F 〈X〉. A
polynomial f(x
(1)
g1 , . . . , x
(n)
gn ) is a graded polynomial identity for A = ⊕g∈GAg
if we have f(a
(1)
g1 , . . . , a
(n)
gn ) = 0 for any a
(1)
g1 ∈ Ag1 , . . . , a
(n)
gn ∈ Agn . The set
TG(A) of all graded polynomial identities of A is an ideal of F 〈X〉 invariant
under all graded endomorphisms of this algebra, i.e. it is a TG-ideal. If S is a
set of polynomials in F 〈X〉 the intersection U of all TG-ideals containing S is
a TG-ideal. In this case, we say that S is a basis for U . Two sets are equivalent
if they generate the same TG-ideal. Since the field F is infinite it is well
known that every polynomial f in F 〈X〉 is equivalent to a finite collection
of multihomogeneous identities. Hence we may reduce our considerations to
multihomogeneous polynomials.
2.2 Elementary gradings on block-triangular matrices
Let (g1, . . . , gm) be an m-tuple of elements of G and A =Mm(F ) be the full
matrix algebra of order m. If we set Ag to be the subspace spanned by the
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elementary matrices eij such that g
−1
i gj = g then we have
A = ⊕g∈GAg
and this decomposition is a G-grading. Let B be a subalgebra of A generated
by elementary matrices. Then B is a homogeneous subalgebra. In particular
UT (d1, . . . , dn) is a homogeneous subalgebra ofMm(F ), where d1+· · ·+dn =
m. We say that the G-grading on UT (d1, . . . , dm) (and more generally on
B) is the elementary grading induced by (g1, . . . , gn).
Let e denote the unit of the group G and consider B = UT (d1, . . . , dm)
with the elementary grading induced by (g1, . . . , gn). The elementary matri-
ces eii have degree e and therefore the dimension of the component Be is ≥ n.
We have dimBe = n if and only if the elements in the n-tuple inducing the
grading are pairwise distinct. Equivalently the polynomial x
(1)
e x
(2)
e −x
(2)
e x
(1)
e
is a graded identity for B.
2.3 Generic Graded Algebras
Let g = (g1, . . . , gn) be a n-tuple of pairwise distinct elements of G. Denote
by A = ⊕g∈GAg the algebra Mn(F ) with the elementary grading induced by
g. Let B be a subalgebra of A with basis {ei1j1 , . . . , eiljl} as a vector space.
Denote by G0 (resp. G
A
0 ) the support of the grading on B (resp. A).
Let g be an element in the support G0 of the grading of B. Denote by
Dĝ the set of indexes i ∈ {i1, . . . , il} such that for some j ∈ {j1, . . . , jl} the
matrix unit eij has degree g. Recall that the n-tuple g consists of pairwise
distinct elements of G. This implies that for each i ∈ Dĝ there exists exactly
one index in {j1, . . . , jl}, denoted by ĝ(i), such that eiĝ(i) ∈ Bg. Thus we
obtain a function ĝ : Dĝ → {j1, . . . , jl} for each g ∈ G0. With this notation
{eiĝ(i)|i ∈ Dĝ} is a basis for Bg.
Denote by Ω the algebra of polynomials in commuting variables
Ω = F [ξ
(k)
ij | i, j = 1, 2, . . . , n; k = 1, 2, . . . ].
The algebra Mn(Ω) has a natural G-grading where the homogeneous com-
ponent of degree g is the subspace generated by the matrices mijeij , where
eij ∈ Ag and mij is a monomial in Ω.
Definition 2.1 For each g ∈ G0 and each natural number k the element
ξ(k)g =
∑
i∈Dĝ
ξ
(k)
iĝ(i)eiĝ(i)
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of Mn(Ω) is called a graded generic element. The algebra G(B) generated
by the ξ
(k)
g , g ∈ G0, k = 1, 2, . . . is called the algebra of graded generic
elements of B.
The algebra G(B) is a homogeneous subalgebra ofMn(Ω) and is a graded
algebra with the inherited grading. If B = A the above construction yields
the graded algebra G(A) of generic elements of A. The generic element in
G(A) corresponding to g ∈ GA0 and k will be denoted by ξ
(k,A)
g . The following
result is well known.
Theorem 2.2 Let F be an infinite field. The algebra G(B) is isomorphic
as a graded algebra to the relatively free G-graded algebra F 〈X〉/IdG(B).
Proof. The homomorphism Θ : F 〈X〉 → G(B) induced by mapping x
(i)
g 7→
ξ
(i)
g is clearly onto. Moreover as in the case of the generic matrix algebra
(see [24, Theorem 1.4.4]) we have kerΘ = TG(B) and the result follows. 
3 The main result
Given g1, g2, . . . , gp ∈ G0 we consider the composition ν = ĝp · · · ĝ1 of the
corresponding functions. This may not be well defined and we will prove in
the next lemma that in this case the monomial x
(1)
g1 · · · x
(p)
gp is a graded identity
for B. Otherwise its domain Dν = Dĝp···ĝ1 is the set of i ∈ {i1, . . . , il} for
which the image ĝp(. . . (ĝ1(i)) . . . ) is well defined. In this case {eiν(i)|i ∈ Dν}
is a basis for the subspace spanned by Bg1 · · ·Bgp .
Lemma 3.1 Let h1, h2, . . . , hp be elements in G0. If Dĥp···ĥ1 = ∅ then
ξ
(i1)
h1
ξ
(i2)
h2
· · · ξ
(ip)
hp
= 0. Moreover if the set D
ĥp···ĥ1
is nonempty then the i-
th line of the matrix ξ
(i1)
h1
ξ
(i2)
h2
· · · ξ
(ip)
hp
is nonzero if and only if i ∈ D
ĥp···ĥ1
.
In this case if j = ĥp · · · ĥ1(i), the only nonzero entry in the i-th line is a
monomial of Ω in the j-th column.
Proof. The proof is by induction on the length p of the product. The result
for p = 1 follows directly from Definition 2.1. Hence we consider p > 1 and
assume the result for products of length p− 1. Let us consider first the case
D
ĥp···ĥ1
6= ∅. In this case D
ĥp−1···ĥ1
6= ∅ and we denote ν = ĥp−1 · · · ĥ1.
The induction hypothesis implies that there exists monomials mi, where
i ∈ D
ĥp−1···ĥ1
, such that
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ξ
(i1)
h1
ξ
(i2)
h2
· · · ξ
(ip)
hp
=
 ∑
i∈D
ĥp−1···ĥ1
mieiν(i)

 ∑
j∈D
ĥp
ξ
(ip)
jĥp(j)
e
jĥp(j)
 . (1)
Note that eiν(i)ejĥp(j) 6= 0 for some j if and only if i ∈ Dĥp···ĥ1 and in
this case the product equals e
iĥp(j)
. Hence we obtain
ξ
(i1)
h1
ξ
(i2)
h2
· · · ξ
(ip)
hp
=
∑
i∈D
ĥp···ĥ1
(miξ
(ip)
ν(i)ĥp(ν(i))
)e
iĥp(ν(i))
,
and the result follows. Now assume that D
ĥp···ĥ1
= ∅. If D
ĥp−1···ĥ1
= ∅ then
by the induction hypothesis ξ
(i1)
h1
ξ
(i2)
h2
· · · ξ
(ip−1)
hp−1
= 0 and the result holds.
Moreover if D
ĥp−1···ĥ1
6= ∅ then we may write the product ξ
(i1)
h1
ξ
(i2)
h2
· · · ξ
(ip)
hp
as in (1). Since D
ĥp···ĥ1
= ∅ every product eiν(i)ejĥp(j) equals zero and
therefore ξ
(i1)
h1
ξ
(i2)
h2
· · · ξ
(ip)
hp
= 0. 
Corollary 3.2 If a monomial x
(i1)
h1
. . . x
(ip)
hp
in F 〈X〉 is a graded identity for
B then it is a consequence of a monomial in TG(B) of length at most 2n−1.
Proof. The result follows if we prove that every monomial in TG(B) of
length p > 2n − 1 is a consequence of a monomial identity of length at
most p − 1. Let m = x
(i1)
h1
. . . x
(ip)
hp
be a monomial identity for B. Clearly
we may assume that hi ∈ G0, i = 1, 2, . . . , p. If Dĥr ĥr−1...ĥ1 = ∅ for some
r < p then Lema 3.1 implies that ξ
(i1)
h1
. . . ξ
(ir)
hr
= 0. Hence x
(i1)
h1
. . . x
(ip)
hp
is an
identity for B and m is a consequence of this monomial. Thus we assume
that Dr = Dĥrĥr−1...ĥ1 is nonempty for r < p and denote by Ir the image of
the composition ĥrĥr−1 . . . ĥ1. Notice that
D1 ⊇ D2 ⊇ · · · ⊇ Dp−1 ⊇ Dp = ∅. (2)
Assume that there exists r such that Dr = Dr+1 = Dr+2. The equality
Dr = Dr+2 implies that Ir ⊆ Dĥr+2ĥr+1 . Clearly Dĥr+2ĥr+1 ⊆ Dĥ, where
h = hr+1hr+2. Therefore Ir ⊆ Dĥ and we conclude that Dĥĥrĥr−1...ĥ1 =
Dr. Since Dr = Dr+2 this implies that the compositions ĥĥrĥr−1 . . . ĥ1
and ĥr+2ĥr+1ĥr . . . ĥ1 have the same domain. Moreover the equality in G,
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h1h2 · · · hrh = h1h2 · · · hr+1hr+2 implies that for every i ∈ Dr+2,
ĥĥr . . . ĥ1(i) = ĥr+2ĥr+1ĥr . . . ĥ1(i). Hence ĥĥr . . . ĥ1 = ĥr+2ĥr+1ĥr . . . ĥ1
and therefore we have D
ĥp...ĥr+3ĥĥr...ĥ1
= Dp = ∅. It follows from Lemma 3.1
that the monomial m′ = x
(i1)
h1
. . . x
(ir)
hr
(x
(ir+1)
h )x
(ir+3)
hr+3
. . . x
(ip)
hp
, where ir+1 /∈
{i1, . . . , ir}, is an identity for B. Clearlym is a consequence ofm
′. It remains
only to verify that if p > 2n− 1 there exists r such that Dr = Dr+1 = Dr+2.
First notice that if |D1| = n then {i1, . . . , il} = {1, 2, . . . , n} = {j1, . . . , jl}
and ĥ1 is a bijection in this set. Therefore Dp = ∅ implies that Dĥpĥp−1...ĥ2
=
∅. By Lemma 3.1 the monomial x
(i2)
h2
x
(i3)
h3
. . . x
(ip)
hp
is an identity and clearly
m is a consequence of it. Therefore we may assume now that |D1| ≤ n− 1.
In this case there are at most n−1 proper inclusions in (2) and if p > 2n−1
there are two consecutive equalities, i. e., there exists r such that Dr =
Dr+1 = Dr+2. 
We consider the following graded polynomials:
x(1)e x
(2)
e − x
(2)
e x
(1)
e , if e ∈ G0 (3)
x(1)g x
(2)
g−1
x(3)g − x
(3)
g x
(2)
g−1
x(1)g if e 6= g and Bg 6= 0 (4)
x(1)g if Bg = 0. (5)
Lemma 3.3 The algebra B with the elementary grading induced by an n-
tuple g = (g1, . . . , gn) of pairwise distinct elements of G satisfies the graded
polynomial identities (3) − (5).
Proof. Clearly the polynomials in (5) are identities for B. Since the ele-
ments in g = (g1, . . . , gn) are pairwise different if e ∈ G0 the graded generic
matrices ξ
(i)
e are diagonal. Hence we have the graded identity (3). Since (4) is
multilinear, in order to verify that it is a graded identity substitute x
(1)
g , x
(3)
g
by eij , ekl ∈ Bg respectively and x
(2)
g−1
by ers ∈ Bg−1 . If (eijersekl) 6= 0 then
j = r and s = k. Moreover eis and erl are in Ae and therefore i = s and
r = l. Hence in this case eij = ekl and the result of the substitution is
zero. Analogously if (eklerseij) 6= 0 the result is zero. The remaining case to
consider is (eijersekl) = 0 = (eklerseij) and the result is also 0. 
Proposition 3.4 [20, Lemma 4.6] Let UA denote the TG-ideal generated
by the identities (3) − (5) satisfied by the matrix algebra A and let ξ
(i,A)
g ,
g ∈ GA0 , i = 1, 2, . . . denote the generic elements in G(A). If the monomials
m(x
(1)
h1
, . . . , x
(p)
hp
) and n(x
(1)
h1
, . . . , x
(p)
hp
) in F 〈X〉 are such that the matrices
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n(ξ
(1,A)
h1
. . . , ξ
(p,A)
hp
) and n(ξ
(1,A)
h1
. . . , ξ
(p,A)
hp
) have the same position the same
non-zero entry then
m(x
(1)
h1
, . . . , x
(p)
hp
) ≡ n(x
(1)
h1
, . . . , x
(p)
hp
) modulo UA.
Next we generalize this proposition to the case of a subalgebra B of
A = Mn(F ) generated by elementary matrices. Note that the algebra G(B)
is a homomorphic image of the algebra G(A) by Theorem 2.2. The homo-
morphism constructed in the following remark will be usefull.
Remark 3.5 We construct a homomorphism from G(A) to G(B) as fol-
lows: the map x
(k)
ij 7→ χijx
k
ij where χij = 1 if eij ∈ Bg and χij = 0
if eij /∈ Bg induces an endomorphism θ of Ω extending this map. Hence
Θ : Mn(Ω) → Mn(Ω) given by Θ(
∑
pijeij) =
∑
θ(pij)eij is an endomor-
phism of Mn(Ω). From the definiton of θ if follows that Θ(ξ
(k,A)
ij ) = ξ
(k)
ij
and therefore Θ(G(A)) = G(B). The restriction to G(A) gives the desired
homomorphism (also denoted by Θ).
Corollary 3.6 Let B be a subalgebra of Mn(F ) generated by elementary
matrices with the induced G-grading and U0 be the TG-ideal generated by the
identities (3) − (5) satisfied by the graded algebra B. If m(x
(1)
h1
, . . . , x
(p)
hp
)
and n(x
(1)
h1
, . . . , x
(p)
hp
) are two monomials in F 〈X〉 such that the matrices
m(ξ
(1)
h1
, · · · , ξ
(p)
hp
) and n(ξ
(1)
h1
, · · · , ξ
(p)
hp
) have in the same position the same
nonzero entry then
m(x
(1)
h1
, . . . , x
(p)
hp
) ≡ n(x
(1)
h1
, . . . , x
(p)
hp
) modulo U0.
Proof. Let m˜(x
(1)
g1 · · · x
(n)
gn ) be a monomial in F 〈X〉. Let Θ be the homo-
morphism constructed in the previous remark. We have
Θ(m˜(ξ(i1,A)g1 · · · ξ
(in,A)
g1
)) = m˜(ξ(i1)g1 · · · ξ
(in)
gn ). (6)
It follows from Lemma 3.1 that the entries of m˜(ξ
(i1,A)
g1 · · · ξ
(i1,A)
g1 ) are mono-
mials in Ω. Note that if p is a monomial in Ω then θ(p) is either 0 or p. Hence
(6) implies that the nonzero entries of m˜(ξ
(i1)
g1 · · · ξ
(in)
gn ) equal the correspond-
ing entries of m˜(ξ
(i1,A)
g1 · · · ξ
(in,A)
gn ). Thus the matrices m(ξ
(1,A)
h1
, · · · , ξ
(p,A)
hp
)
and n(ξ
(1,A)
h1
, · · · , ξ
(p,A)
hp
) have in the same position the same nonzero entry.
Therefore Proposition 3.4 imples that m ≡ n modulo UA. The result is then
a consequence of the inclusion UA ⊆ U0. To prove this we verify that every
generator of UA is in U0 and this follows from the inclusion G0 ⊂ G
A
0 . 
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Theorem 3.7 Let G be a group and let g = (g1, . . . , gn) ∈ G
n induce an
elementary G-grading of Mn(F ), where the elements g1, . . . , gn are pairwise
different. If B is a subalgebra of Mn(F ) generated by elementary matrices eij
then a basis of the graded polynomial identities of B consists of (3)− (5) and
a finite number of identities of the form xh11 . . . xhpp, where 2 ≤ p ≤ 2n− 1.
Proof. Let U be the TG-ideal of F 〈X〉 generated by the polynomials (3) – (5)
together with the monomial identities x
(1)
h1
. . . x
(p)
hp
of B with 2 ≤ p ≤ 2n− 1.
It follows from Lemma 3.3 that U ⊆ TG(B). Hence to prove the theorem it is
enough to show that every multihomogeneous G-graded identity of B lies in
U . Assume, on the contrary, that f is a multihomogeneous graded identity
that does not lie in U . We write f ≡
∑k
i=1 αimi modulo U , where the αi are
non-zero scalars and mi are monomials in F 〈X〉. We may assume that the
number k of nonzero coefficients is minimal. If k = 1 then m1 is an identity
for B and Corollary 3.2 implies that it lies in U which is a contradiction. We
now consider k > 1. Denote by mi the matrix in G(B) that is the result of
substituting every variable x
(j)
g in mi for the corresponding generic matrix
ξ
(i)
g . By the minimality of k the monomials mi are not identities for B and
in particular m1 has a nonzero entry. Moreover we have
−α1m1 =
k∑
i=2
αimi.
It follows from Lema 3.1 that the nonzero entries of the matrices mi are
monomials in Ω. Therefore there exists a j > 1 such that mj and m1 have in
the same position the same nonzero entry. Thus Corollary 3.6 implies that
m1 ≡ mj modulo U . Hence f ≡ (α1 + αj)m1 +
∑
i 6=j mi modulo U . This
last polynomial is an identity for B that does not lie in U with fewer nonzero
coefficients than f and this is a contradiction. 
Recall that a G-grading on an algebra A is called nondegenerate if for
every integer r and any tuple (g1, . . . , gr) ∈ G
r the monomial x
(1)
g1 · · · x
(r)
gr is
not a graded identity for A (see [2, Observation 2.2]). A stroger condition
is that AgAh = Agh for every g, h ∈ G and in this case the grading is called
strong. The Zn-grading considered by Vasilovsky in [39] is strong and in
particular nondegenerate and the basis determined consists of (3) and (4).
In the next corollary we consider elementary G-gradings on Mn(F ) that are
closely related to this grading.
Corollary 3.8 Let G be a finite group with unit e and let Mn(F ) be en-
dowed with an elementary grading such that x
(1)
e x
(2)
e − x
(2)
e x
(1)
e is a graded
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polynomial identity. If the G-grading is nondegenerate then a basis for the
graded identities of Mn(F ) consists of the polynomials (3) and (4). Moreover
in this case the grading is strong and G is a group of order n.
Proof. Let g = (g1, . . . , gn) ∈ G
n be a tuple inducing the elementary
grading. If gi = gj for some i 6= j then the elementary matrices eij and
eji have degree e and eijeji − ejieij 6= 0. Hence x
(1)
e x
(2)
e − x
(2)
e x
(1)
e is not a
graded identity and this is a contradiction. Thus the elements in the tuple
g are pairwise different. Since the grading is nondegenerate it follows from
Theorem 3.7 that the polynomials (3) and (4) are a basis for the graded
identities. Now we prove the last assertion. Note that since g consists of
pairwise different elements we have |G| ≥ n. We claim that if |G| > n
then there exists g1, . . . , gn ∈ G such that x
(1)
g1 · · · x
(n)
gn is a graded identity.
Clearly it follows from this claim that |G| = n. We construct the sequence
as follows: since |G| > n we let g1 ∈ G such that none of the elementary
matrices e11, e12, . . . , e1n have degree g1. Clearly the first line of ξ
(1)
g1 is zero.
Then we choose g2 such that the second line of ξ
(1)
g1g2 is zero. Inductively we
choose gi such that the i-th line of ξ
1
g is zero, where g = g1 · · · gi. Note that
the first line of ξ
(1)
g1 ξ
(2)
g2 is zero since the first line of ξ
(1)
g1 is zero. Moreover
the second line of ξ
(1)
g1 ξ
(2)
g2 is also zero because the second line of ξ
(1)
g1g2 is
zero. It follows by induction that the first i lines of ξ
(1)
g1 · · · ξ
(i)
gi are zero.
Hence ξ
(1)
g1 · · · ξ
(n)
gn = 0 and it follows from Lemma 3.1 that x
(1)
g1 · · · x
(n)
gn is
a graded identity for Mn(F ). Now we prove that the grading is strong.
Let g ∈ G. Note that for each i the elementary matrices ei1, . . . , ein have
pairwise different degrees and since |G| = n the sequence of degrees is just a
reordering of the elements of G. Thus there exists j such that eij has degree
g. Hence we obtain AgAh = Agh for any g, h ∈ G. 
Remark 3.9 The proof of the last assertion in the previous lemma is based
on the proof of Lemma 3.3 in [2]. In this lemma a characterization of non-
degenerate gradings on finite dimensional G-simple algebras is given.
Corollary 3.10 Let G be a group. If UT (d1, . . . , dn) has an elementary
grading such that the polynomials (3) and (4) are a basis for the graded
polynomial identities of this graded algebra then n = 1,i.e., UT (d1, . . . , dn) =
Md1(F ).
Proof. If n > 1 then we apply the previous lemma to each block Aii to obtain
a monomial that is a graded identity for Mdi . The product of copies of these
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monomials in disjoint sets of variables is a monomial m such that the result
of any substitution lies in the jacobson radical J of UT (d1, . . . , dn). Since J
is a nilpotent ideal, say Jk = 0, the product of k copies of m in disjoint sets
of variables is a monomial identity. 
4 Matrices over the Grassmann algebra
We now turn our attention to matrices over the Grassmann algebra.
In this section we suppose F is a field of characteristic zero and we
denote by E the Grassmann algebra of an infinite dimensional vector space
over F with its natural Z2-grading E = E0 ⊕ E1 induced by the length of
its monomials. For more information concerning the Grassmann algebra, see
[21] .
We use the results of the previous sections and results of [17] to find a
basis for the G× Z2-graded polynomial identities of UT (d1, . . . , dn;E): the
algebra of block-triangular matrices over the Grassmann algebra, which is
isomorphic to the tensor product UT (d1, . . . , dn)⊗E, and more generally of
the algebra B ⊗ E, where B is a G-graded subalgebra of Mn(F ) generated
by elementary matrices with an elementary grading induced by an n-tuple
(g1, . . . , gn) of pairwise distinct elements of G.
If B is a G-graded algebra the algebra B⊗E has a natural G×Z2-grading
induced by the gradings of B and of E. In such grading, the homogeneous
component of degree (g, δ) is (B ⊗ E)(g,δ) = Bg ⊗ Eδ.
In order to work with the G × Z2-graded identities of B ⊗ E, we now
consider the free associative algebra F 〈Z〉, with Z = X ′ ∪ Y ′, where X ′ =
∪X ′g is the set of graded variables with G × Z2-degree (g, 0) and Y
′ = ∪Y ′g
is the set of graded variables with G×Z2-degree (g, 1). We denote elements
of X ′g and Y
′
g respectively by x
(i)
g and y
(i)
g , for i ∈ N and g ∈ G. From now
on, the variables labeled as z
(i)
g may be x
(i)
g or y
(i)
g .
Recall that in [17] the authors define a map ζJ , for J ⊆ N, which maps
multilinear identities of B into identities of B ⊗ E. Such map is defined as
follows.
First, we observe that F 〈Z〉 is both a Z2-graded algebra and G-graded
algebra. Concerning the Z2-grading of F 〈Z〉, one defines the map ζ as fol-
lows. If m is a multilinear monomial let i1 < · · · < ik be the indices with odd
Z2-degree occurring in m. Then for some σ ∈ Sym({i1, . . . , ik}), we write
m = m0yg1σ(i1)m1 · · · ygkσ(ik)mk+1
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where m0, . . . ,mk+1 are monomials on even variables only. Then we define
ζ(m) = (−1)σm
Definition 4.1 Let J ⊆ N. We define ϕJ : F 〈X〉 −→ F 〈Z〉 to be the unique
G-homomorphism of algebras defined by
ϕJ (x
(i)
g ) =
{
x
(i)
g if i 6∈ J
y
(i)
g if i ∈ J
Also for a multilinear monomial m we define ζJ(m) = ζ(ϕJ(m))
The map ζJ extends by linearity to the space of all multilinear polyno-
mials in F 〈X〉 and for each multilinear polynomial in F 〈X〉, ζJ(f) is also a
multilinear polynomial in F 〈Z〉.
We now recall Theorem 11 of [17].
Theorem 4.2 Let A be a G-graded algebra and E ⊂ F 〈X|G〉 be a system of
multilinear generators for TG(A). Then the set
{ζJ(f) | f ∈ E , J ⊆ N}
is system of multilinear generators of TG×Z2(A⊗E)
Since the basis of the graded polynomial identities of UT (d1, . . . , dm),
described in Theorem 3.7 contains polynomials in at most 2n− 1 variables,
it is enough to consider J ⊂ {1, . . . , 2n − 1}.
Lemma 4.3 Applying the map ζJ to the polynomial x
(1)
e x
(2)
e − x
(2)
e x
(1)
e we
obtain up to endomorphisms of F 〈X|G × Z2〉 the following polynomials
x(1)e z
(2)
e − z
(2)
e x
(1)
e (7)
y(1)e y
(2)
e + y
(2)
e y
(1)
e (8)
Applying the map ζJ (for J ⊆ {1, 2, 3}) to the polynomial x
(1)
g x
(2)
g−1
x
(3)
g −
x
(3)
g x
(2)
g−1
x
(1)
g we obtain up to endomorphisms of F 〈X|G×Z2〉 the polynomials
z(1)g x
(2)
g−1
x(3)g − x
(3)
g x
(2)
g−1
z(1)g (9)
x(1)g y
(2)
g−1
x(3)g − x
(3)
g y
(2)
g−1
x(1)g (10)
y(1)g y
(2)
g−1
x(3)g + x
(3)
g y
(2)
g−1
y(1)g (11)
y(1)g x
(2)
g−1
y(3)g + y
(3)
g x
(2)
g−1
y(1)g (12)
y(1)g y
(2)
g−1
y(3)g + y
(3)
g y
(2)
g−1
y(1)g (13)
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Finally, if m = x
(1)
g1 · · · x
(p)
gp is a G-graded monomial identity of the algebra
B, generated by elementary matrices, for some 1 ≤ p ≤ 2n − 1 then up to
some endomorphism of F 〈X|G × Z2〉, ζJ(m) = z
(1)
g · · · z
(p)
g
Proof. The proof consist of several applications of the map ζJ for J ⊆ N.
For f1 = x
(1)
e x
(2)
e − x
(2)
e x
(1)
e , it is enough to consider J ⊆ {1, 2}. So con-
sider J = {1} and J = {2}. Then ζ{1}(f1) = y
(1)
e x
(2)
e − x
(2)
e y
(1)
e and
ζ{2}(f1) = −(y
(2)
e x
(1)
e − x
(1)
e y
(2)
e ), and the latter is the image of the for-
mer, by the endomorphism of F 〈Z〉, which permutes the indexes 1 and 2
of the variables and multiply the result by −1. For this reason, up to an
endomorphism of F 〈Z〉, the image of f1 is x
(1)
e z
(2)
e − z
(2)
e x
(1)
e , for |J | ≤ 1. If
J = {1, 2}, one obtains ζJ = y
(1)
e y
(2)
e + y
(2)
e y
(1)
e .
Similarly, one obtains the images by ζJ of the polynomials
f2 = x
(1)
g x
(2)
g−1
x(3)g − x
(3)
g x
(2)
g−1
x(1)g and m = x
(1)
g1
· · · x(p)gp

By applying the above lemma and theorem we obtain:
Corollary 4.4 Let F be a field of characteristic zero, G be a group and let
g = (g1, . . . , gn) ∈ G
n induce an elementary G-grading of Mn(F ), where the
elements g1, . . . , gn are pairwise different. If B is a subalgebra of Mn(F )
generated by matrix units eij, then a basis of the graded polynomial identities
of the algebra B ⊗ E consists of the polynomials (7) − (13) and a finite
number of identities of the form z
(1)
g1 . . . z
(p)
gp , with 2 ≤ p ≤ 2n − 1, for each
g1,. . . ,gp ∈ G0 such that x
(1)
g1 . . . x
(p)
gp is a graded identity of B.
Remark 4.5 It is interesting to observe that in characteristic p case the
map ζJ also maps multilinear identities of B into multilinear identities of
B⊗E. But such identities may not be enough to generate all G×Z2-graded
identities of B⊗E, since in positive characteristic, the identities may not be
generated by the multilinear ones.
As an example one can consider the field F , as the algebraic closure of
the prime field Zp, graded by the trivial group. The ideal of identities of
F are generated by the polynomial [x1, x2], but the algebra F ⊗ E, which is
isomorphic to E, satisfies the Z2-graded identity
Stp(y1, . . . , yp) =
∑
σ∈Sp
(−1)σyσ(1) · · · yσ(p)
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which is not in the TZ2-ideal generated by the image of [x1, x2] by ζJ .
Problems involving relations between identities in positive characteristic
and in characteristic zero are quite difficult. See for example [31, Problem
e), p. 185].
5 Color Commutative Superalgebras
In this section we study the connection between identities of a G-graded
algebra R and the identities of the tensor product of R by an H-graded
color commutative superalgebra, C, where H is an abelian group. Again, we
work over a field of characteristic zero.
If H is an abelian group, written additively, let β : H ×H −→ F ∗ be a
skew-symmetric bicharacter, i.e., a function satisfying for all g, h, k ∈ H, the
following properties
β(g + h, k) = β(g, k)β(h, k)
β(g, h + k) = β(g, h)β(g, k)
β(g, h) = β(h, g)−1
Now, if C = ⊕h∈HCh, we define the β-commutator
[a, b]β = ab− β(h, k)ba
for a ∈ Ch and b ∈ Ck and extend it by linearity to C. We say that C
is β-commutative if [a, b]β = 0, for all a, b ∈ C. If β is fixed we call β-
commutative algebras “color commutative superalgebras” [7].
As examples, if one considers β ≡ 1, β-commutative algebras are simply
commutative algebras. If one considers the Grassmann algebra E, with its
usual Z2-grading, one can see that defining β(g, h) = 1, if g = 0 or h = 0
and β(g, h) = −1 otherwise, one obtains that [x, y]β = 0, for all x, y ∈ E,
i.e., E is a color commutative superalgebra.
The main result of this section is a generalization of Theorem 4.2 above
[17, Theorem 11], i.e., we want to replace E by an arbitrary H-graded color
commutative superalgebra C in the above theorem.
If R is a G-graded algebra and C is a H-graded color commutative su-
peralgebra, of course, R⊗ C is a G×H-graded algebra.
If G is a group and g = (g1, . . . , gn) ∈ Gn, we denote by Pg, the subspace
of F 〈X|G〉 generated by {xgσ(1)σ(1) · · · xgσ(n)σ(n) |σ ∈ Sn}. The space of mul-
tilinear polynomials of degree n of F 〈X |G〉 is defined by PGn =
⊕
g∈Gn Pg.
It is well known that if F has characteristic zero, the G-graded identities of
a G-graded F -algebra A, follow from the ones in Pg, for g ∈ G
n and n ∈ N.
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If g = (g1, . . . , gn) ∈ G
n and h = (h1, . . . , hn) ∈ H
n, we denote g × h =
((g1, h1), . . . , (gn, hn)) ∈ (G×H)
n.
For each sequence of elements of H, h = (hi)i∈N, we define a map ϕh :
F 〈X|G〉 −→ F 〈X|G×H〉 as the unique homomorphism of G-graded algebras
satisfying ϕh(xgii) = x(gi,hi)i. Here the G-grading on F 〈X|G×H〉 is the one
induced by degG(x(g,h)i) = g. If g = (g1, . . . , gn) ∈ G
n we denote by the
same symbol, g, the sequence (gi)i∈N such that gi is the neutral element of
G, if i > n.
Now, for each multilinear monomial m ∈ F 〈X|G × H〉, in the vari-
ables x(gi1 ,hi1)i1 , . . . , x(gik ,hik)ik
, with i1 < · · · < ik, we may write m =
x(giσ(1)hiσ(1))iσ(1)
· · · x(giσ(k)hiσ(k))iσ(k)
, for some permutation σ.
If in the free H-graded color commutative superalgebra, we have
xhi1 i1 · · · xhik ik = λhσxhiσ(1) iσ(1) · · · xhiσ(k)iσ(k) ,
with λhσ ∈ F
∗, we define ζ(m) = λhσm.
Also, for each multilinear monomial m ∈ PGn , we define the map φh on
m as φh(m) = ζ(ϕh(m)) and extend φh to P
G
n by linearity.
Theorem 5.1 [6, Theorem 3.1] Let C be an H-graded color commutative su-
peralgebra, generating the variety of all H-graded color commutative superal-
gebras and let R be any G-graded algebra. If f(xg11, . . . , xgnn) is a multilinear
G-graded polynomial and h = (h1, . . . , hn) ∈ H
n, then f(xg11, . . . , xgnn) = 0
is a graded polynomial identity for the G-graded algebra R if and only if
φh(f)(x(g1,h1)1, . . . , x(gn,hn)n) = 0 is a graded polynomial identity for the
(G×H)-graded algebra R⊗C.
Although the above result associates G-graded identities of R with G×H-
identities of R⊗C, it is not enough for our purposes. We want to construct
a basis for the G × H-graded identities of R ⊗ C starting from a basis of
the G-graded identities of R. In order to construct such basis, we need to
generalize some lemmas used in the proof of Theorem 4.2 [17, Theorem 11],
namely Lemmas 5, 9 and 10 of [17] to the case of tensor product by color
commutative superalgebras. This follows below.
We remark that the set J and the map ζJ in section 4 plays the same
role of the sequence h and the map φh in this section.
Lemma 5.2 Let g ∈ Gn and h ∈ Hn. If f ∈ TG×H(R ⊗ C) ∩ Pg×h. Then
there exists f0 ∈ Pg ∩ TG(R) such that f = φh(f0).
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Proof. If f ∈ TG×H(R⊗ C) ∩ Pg×h we may write
f =
∑
σ∈Sn
ασx(gσ(1),hσ(1))σ(1) · · · x(gσ(n),hσ(n))σ(n),
for some ασ ∈ F . Now we define f0 as
f0 =
∑
σ∈Sn
ασλ
−1
hσxgσ(1)σ(1) · · · xgσ(n)σ(n),
where λhσ ∈ F
∗ is the coefficient used in the definition of φh.
Now it is easy to observe that φh(f0) = f . By Theorem 5.1, f0 ∈ TG(R)
if and only if f ∈ TG×H(R⊗ C) and this proves the lemma. 
Lemma 5.3 Let u1, . . . , um be monomials in F 〈X|G〉 such that for some
n ≥ m, g ∈ Gn and h ∈ Hn, u = u1 · · · um ∈ Pg×h. Consider h
′ =
(h′1, . . . , h
′
m) ∈ H
m such that h′i = degH(ui). Then, there exists γ ∈ F
∗ such
that for every σ ∈ Sm,
ζ(uσ(1) · · · uσ(m)) = γλh′σuσ(1) · · · uσ(m)
Proof. By the definition of the map ζ, there exist γ ∈ F ∗ such that
ζ(u1 · · · um) = γu1 · · · um.
Since in the free H-graded color commutative superalgebra we have
λh′σxh′
σ(1)
σ(1) · · · xh′
σ(m)
σ(m) = xh′11 · · · xh′mm
and for each i ∈ {1, . . . ,m}, deg(ui) = h
′
i = deg(xh′ii), we obtain that
ζ(uσ(1) · · · uσ(m)) = γλh′σuσ(1) · · · uσ(m),
which proves the lemma. 
Lemma 5.4 Let f = f(xg11, . . . , xgmm) ∈ P
G
m , and w1, . . . , wm monomials
in F 〈X|G〉 such that degG(wi) = gi, for each i and f(w1, . . . , wm) ∈ P
G
n .
If h ∈ Hn, there exist h′ ∈ Hm and homogeneous elements b1, . . . , bm ∈
F 〈X|G ×H〉 such that φh(f(w1, . . . , wm)) = γφh′(f)(b1, . . . , bm)
Proof. For each i ∈ {1, . . . ,m}, define bi := ϕh(wi) and h
′
i := degH(bi)
and let h′ := (h′1, . . . , h
′
m) ∈ H
m.
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Suppose now that
f(xg11, . . . , xgmm) =
∑
σ∈Sm
cσxgσ(1)σ(1) · · · xgσ(m)σ(m).
Then, if f˜ = φh′(f), we have
f˜(x(g1,h′1)1, . . . , x(gm,h′m)m) =
∑
σ∈Sm
cσλh′σx(gσ(1),h′σ(1))σ(1)
· · · x(gσ(m),h′σ(m))σ(m).
Thus,
f˜(b1, . . . , bm) =
∑
σ∈Sm
cσλh′σbσ(1) · · · bσ(m).
On the other hand,
φh(f(w1, . . . , wm)) = φh(
∑
σ∈Sm
cσwσ(1) · · ·wσ(m))
=
∑
σ∈Sm
cσζ(ϕh(wσ(1) · · ·wσ(m)))
=
∑
σ∈Sm
cσζ(ϕh(wσ(1)) · · ·ϕh(wσ(m)))
=
∑
σ∈Sm
cσζ(bσ(1) · · · bσ(m))
=
∑
σ∈Sm
cσγλh′σbσ(1) · · · bσ(m).
The last equality follows from Lemma 5.3. Now, comparing the equations
the result follows. 
Finally, we state the theorem which generalizes Theorem 4.2
Theorem 5.5 Let C be an H-graded color commutative superalgebra, gen-
erating the variety of all H-graded color commutative superalgebras and let R
be any G-graded algebra. If E ⊆
⋃
g∈Gn
n∈N
Pg is a system of multilinear generators
for TG(R), then the set
S = {φh(f) | f ∈ E , h ∈ H
n, n ∈ N}
is a system of multilinear generators of TG×H(R ⊗ C).
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Proof. Let U be the T-ideal generated by S in F 〈X|G×H〉. Of course U ⊆
TG×H(R⊗C), by Theorem 5.1. Let us now suppose that f ∈ TG×H(R⊗C).
Since the characteristic of K is zero, we may assume that f ∈ Pg×h, for some
g ∈ Gn and h ∈ Hn. By Lemma 5.2, there exists f0 ∈ TG(R)∩Pg such that
f = φh(f0). Since f0 ∈ TG(R), f0 ∈ 〈E〉. Then, there exist f1, . . . , fn ∈ E ,
ui, vi, w
i
j ∈ F 〈X|G〉 monomials, and αi ∈ F such that
f0 =
∑
i
αiuifi(w
i
1, . . . , w
i
ki
)vi
Since f0 ∈ Pg, we may assume that ui, vi, w
i
j are also multilinear. On the
other hand, for each i,
φh(uifi(w
i
1, . . . , w
i
ki
)vi) = βiφh(ui)φh(fi(w
i
1, . . . , w
i
ki
))φh(vi)
for some βi ∈ F
∗. Now Lemma 5.4 implies that there exist hi ∈ Hki and
homogeneous elements bij ∈ F 〈X|G ×H〉, such that
φh(fi(w
i
1, . . . , w
i
ki
)) = γiφhi(fi)(b
i
1, . . . , b
i
ki
),
for some γi ∈ F
∗. Hence, Theorem 5.1 implies that for each i,
φhi(fi(b
i
1, . . . , b
i
ki
)) ∈ U , and then every summand of φh(f0) is in U. As
a consequence, f ∈ U and TG×H(R⊗ C) ⊆ U . 
The above theorem has an interesting application. To show that we need
to recall some results on classification of gradings on Mn(F ), when F is an
algebraic closed field of characteristic zero. Below follows a result on the
classification of abelian gradings on block-triangular matrices [37], which
generalize the classification of abelian gradings on full matrix algebras [8].
Theorem 5.6 Let G be an abelian group and let the field F be algebraically
closed. For any G-grading of the matrix algebra UT (d1, . . . , dm) there exist
integers t, q1, . . . , qm such that di = tqi, for each i, a subgroup H of G and a
q-tuple g = (g1, . . . , gq) ∈ G
q (q = q1 + · · · qm), such that UT (d1, . . . , dm) is
isomorphic to Mt(F ) ⊗ UT (q1, . . . , qm) as a G-graded algebra where Mt(F )
is an H-graded algebra with a fine H-grading and UT (q1, . . . , qm) has an
elementary grading defined by g = (g1, . . . , gq).
Moreover, it turns out that such fine H-grading on Mt(F ) makes it an
H-graded color commutative superalgebra as we can see in the next result.
Theorem 5.7 (Theorem 3.4 (i), [6]) Let Mt(F ) have a an H-fine grad-
ing with all homogeneous components one-dimensional. Then the H-graded
polynomial identities [xh1 , xh2 ]β = 0, where h1, h2 ∈ H, form a basis of the
graded polynomial identities of Mt(F ).
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The above means that Mt(F ) generates the variety of all H-graded β-
commutative superalgebras. And now we obtain
Corollary 5.8 Let F be an algebraically closed field of characteristic zero
and G be a finite abelian group. If the algebra UT (d1, . . . , dm) is G-graded,
write UT (d1, . . . , dm) ∼= Mt(F ) ⊗ UT (q1, . . . , qm) where Mt has a fine H-
grading (H a subgroup of G), di = tpi, for each i and UT (q1, . . . , qm) has an
elementary grading induced by a q-tuple (g1, . . . , gq) of elements of G, with
q = q1 + · · ·+ qm.
If g1, . . . , gq are pairwise distinct, then the G × H-graded polynomial
identities of UT (d1, . . . , dm), follows from the polynomials φh(f), with h ∈
Hn and f in the identities of (3) – (5) and the G-graded monomial identities
of degree up to 2q − 1 of UT (q1, . . . , qm).
Proof. By Theorem 5.7, the fine H-graded algebraMt(F ) is an H-graded
color commutative superalgebra generating the variety of all H-graded color
commutative superalgebras. By Theorem 3.7, a basis for the identities of
UT (q1, . . . , qm) consists of the identities (3) – (5) and a finite number of
graded monomial identities of degree up to 2q − 1, with q = q1 + · · · + qm.
So Theorem 5.5 implies that the above is a basis for UT (d1, . . . , dm), since
applying the map φh does not change the degree of a monomial. 
To finish this paper, we study the relation between the notion of H-
graded color commutative superalgebras and the notion of a Regular H-
grading.
If H is a group, the notion of a regular H-grading was introduced by
Regev and Seeman [33] and we recall it now.
If H is a group an H-grading on an associative algebra A =
⊕
h∈H
Ah is
called a regular H-grading if it satisfies the following two conditions:
1) For any (h1, . . . , hn) ∈ Hn, there exist ah1 ∈ Ah1 , . . . , ahn ∈ Ahn such
that ah1 · · · ahn 6= 0.
2) If g, h ∈ H, there exist θ(g, h) ∈ F ∗ such that for any a ∈ Ag, and b ∈ Ah,
ab = θ(g, h)ba.
Observe that if H is an abelian group, the condition 2) means that A is
an H-graded color commutative superalgebra. Indeed, we claim that map
θ : H ×H −→ F ∗ defined above is a skew-symmetric bicharacter.
To show that, let g, h ∈ H and consider a ∈ Ag and b ∈ Ah such that
ab 6= 0. Then on one hand one has ab = θ(g, h)ba, which implies that
ba = θ(g, h)−1ab. On the other hand ba = θ(h, g)ab. Since ab 6= 0, we
conclude that θ(h, g) = θ(g, h)−1.
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Also, if g, h, and k ∈ H, consider a ∈ Ag, b ∈ Ah and c ∈ Ak such
that abc 6= 0. On one hand we have abc = θ(g, h + k)bca. On the other
hand, abc = θ(g, h)bac = θ(g, h)θ(g, k)bca. Again, since abc 6= 0, and A is
associative, we obtain that θ(g, h+ k) = θ(g, h)θ(g, k).
We have just proved the following result (which is also mentioned in [3,
Section 3.2]):
Lemma 5.9 If an H-grading on an associative algebra A is regular, then A
is a color commutative superalgebra.
Observe now that condition 1) above means that A does not satisfy
any monomial identity, and by condition 2) any multilinear polynomial is
equivalent to a monomial. As a consequence, A does not satisfies any other
polynomial identity. In particular, the polynomial identities of A are all
consequences of the ones obtained from condition 2), i.e., all such identities
are consequence of the θ-commutator. Which is the same as saying that A
generates the variety of H-graded color commutative superalgebras.
Conversely, if A is an H-graded color commutative superalgebra generat-
ing the variety of all H-graded color commutative superalgebras, one easily
sees that condition 1) and 2) above are verified. The above proves the next
result.
Theorem 5.10 Let H be an abelian group and A be an associative H-graded
algebra. Then the H-grading on A is regular if and only if A is an H-graded
color commutative superalgebra generating the variety of all H-graded color
commutative superalgebras.
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