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PREFACE
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conducted at George C. Marshall Space Flight Center was administered
by Auburn University and the University of Alabama. This program was
one of six such -programs co-sponsored by the Office of University
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the professional knowledge of qualified engineering and science faculty
members, to simulate an exchange of ideas between participants and
NASA, and to enrich and refresh the research and teaching activities of
participants' institutions.
Twenty-five professors participated in the 1972 program in which
more than eighty percent of their time was spent in research activity
within the Laboratory to which they were assigned. This report is a
compilation of the documented research of the individual professors.
Because of the nature of the work performed by some of the Fellows,
their report may not adequately describe the summer's activities.
However, identification of their program is given in the title of
their paper.
If further information is desired, contact the authors directly.
Authors' addresses are at the end of this report.
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TIME-DEPENDENT STRUCTURAL ANALYSIS
OF METAL-EPOXY COMPOSITES
By
Paul H. DeHoff
ABSTRACT
In an effort to reduce structural weight while maintaining
structural integrity on the Space Shuttle and other proposed space
vehicles, various composite materials are being evaluated to determine
their applicability and reliability in load carrying situations.
While most of the composites being considered for structural com-
ponents are of the metal-metal type, there are some applications
for which metal-epoxy composites are proposed. Since the metal-epoxy
composites demonstrate time-dependent behavior, it will be necessary
to update the existing NASA structural analysis programs to include
viscoelastic effects.
In this study an approximate method is presented to analyze
plane stress orthotropic linear viscoelastic problems under isothermal
conditions. A computer program which is based on the method was used
to solve a simple uniaxial creep problem for a Maxwell type material.
This solution is presented and compared with the analytical solution.
. ' 3
INTRODUCTION
It seems apparent that for the foreseeable future one of the major
design concerns for space vehicles will be a continuing search for
new and improved lightweight materials which can be used in structural
applications. One of the relatively recent advances has been the
development of advanced filementary laminated composites. These
composites are currently being evaluated to determine their applica-
bility and reliability in load carrying situations.
Most of the composite materials being considered for structural
components are of the metal-metal type and are, therefore, amenable
to structural analysis using available elastic-plastic finite
element structural analysis programs such as NASA's NASTRAN general
purpose program. However, there have been some applications for
which metal-epoxy composites have been proposed and these composites
are known to demonstrate some time-dependent material behavior. Thus,
if these components are to be properly analyzed, it will be necessary
to update the existing structural analysis programs to account for
viscoelastic effects.
The present study is intended to be an initial step toward the
eventual inclusion of a complete thermal viscoelastic option into
the existing finite element programs. Although the program developed
here is limited to plane stress orthotropically linear viscoelastic
materials under isothermal conditions, it is believed that thermal
effects and additional cases can be added with some additional effort.
PRELIMINARY THEORY
General Viscoelastic Equations
We assume that the time-dependent behavior of each layer of the
metal-epoxy composite can be characterized as a linear homogeneous
anisotropic material having orthotropic symmetry. In that case,
the isothermal stress-strain behavior can be described by a constitutive
equation of the type
-CO
y
-OJ>
J (i)
where MJ (2a)
'J
and the ,0 are the six independent relaxation functions describing
the material behavior.
If we consider only deformations that start at time equal to zero
and if we further restrict the study to plane stress situations, then
it can be shown that equations (1) reduce to the following form upon
integration by parts.
(3a)
(3b)
y
>. ^ i d'S (3c)
With these basic relations we now proceed to develop the equations
necessary to apply the finite element method to time dependent defor-
mations.
Finite Element Development
While several approaches to the development of the necessary
finite element equations are possible, an approximate technique
similar to one reported by White (1) is used because of its adaptability
to thermoviscoelasticity and acceptance of relaxation information in
numerical form.
In order to simplify the development, we consider only isothermal
deformations and consider the body forces to be zero. The principle
of virtual work can then be written over a time interval £s£ in the
matrix form:
] Si^. v '•••/**/; ^ !/ - j ^T/KA^S V/ -• o
J ^i Z->e
where r^ represents the surface forces and ^ 'J the virtual dis-
placements. For a plane stress constant strain triangular element
having the geometry shown in figure 1, the strains can be written in
terms of the nodal displacements Q by
(5)
where
o
o yc«, o
o o
(6a)
- Vc - Vc , etc. (6b)
and = area of element triangle.
y
Fig. 1 - Element Geometry
For ease of notation we write equation (3) in the nonseparable
operator form
t(t) - c i(* (7)
where ^ c ( >/ ,- } represents the initial elastic response and
L i / 'Y •*,?") represents the time contribution. Using this
notation and introducing the nodal displacements, equation (4)
becomes
J O
where we have replaced the surface forces with statically equivalent
nodal forces. For arbitrary nodal displacements we then obtain
This is in a form similar to the usual elastic analysis except
that the operator form must be integrated over time. This integration
would normally require that the relaxation functions, as well as
the strains, be expressible in analytical form. However, since
we are interested in having numerical data as input, it is convenient
to use a numerical integration technique. Toward that end we
consider only the /' or component of the "pseudo" operator.
For example, utilizing equations (3) and taking the y component
we have
[L $<-
Now the derivative of the relaxation function can be approximated
by a straight line between any two discrete times /j and "£,,{ as
shown in figure 2.
Fig. 2 - Typical Relaxation Function
It can be shown that this approximation leads to
0/ ' (ii)
where the present time has been taken equal to ^
The integral term can now be evaluated by successive application
of the trapezoidal rule. This yields
=£-
(12)
Incorporating the initial response from equation (10) and
rearranging terms yields finally
/
//
5.""
2
* /
S-,,fc,)]
where ,
 (14)
We define the relaxation function differences by
/k = 2,3,... (15a)
")
/k = 2,3,... (15b)
'-,)! k = 3,4... (15c)
By a similar procedure the remaining terms can be found so that
we finally obtain.
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where the relaxation function difference matrices are given by
A
o o
(17a)
0
o (17b)
In equation (16) we can identify time dependent equivalent
stiffness matrices. These are
(18a)
(18b)
(18c)
Upon substitution of equations (18) into equation (15), the
force-displacement relation takes a form similar to the usual finite
element relation. This becomes
gfa) -
c --1
(19)
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The solution for the forces now requires an iterative procedure
to evaluate the stiffness matrices and the nodal displacements at
each time increment. In the next two sections we discuss briefly
the programming technique and a simple problem which was used to
test the method.
COMPUTER PROGRAM
The basic program which was used in this study is a modification
of a modular program reported in Zienkiewicz (2) for plane strain
linear elastic analysis. The program was modified to accept ortho-
tropic relaxation data and to perform the time iterations necessary
to determine the displacements. The program in its present form
requires that the time increments be equally spaced real time intervals.
This, of course, is a serious limitation since the viscoelastic
response is generally logarithmic; however, it is anticipated that
a modification of the program to accept log time increments can be
made. This would require that an interpolation procedure be intro-
duced to evaluate the relaxation functions between input data points.
The actual program is not included in this report, however, a
complete listing will be available through the author or through
Mr. John Key of MSFC.
SAMPLE PROBLEM
In order to test the procedure we now look at a simple uniaxial
tension creep test of an orthotropic linear viscoelastic material
with relaxation functions which are describable by a simple Maxwell
spring-dashpot model. (Figure 3) The properties of the model are
chosen arbitrarily and are not intended to represent any real material.
The simple model is chosen so that an analytical solution is readily
available for comparative purposes.
12
-wwi—[F-
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Fig. 3 - Creep Tension Plate and Maxwell Model
It can be shown that the solution for the uniaxial creep strain
is given by
ji 7
/O J
(20)
where the units have been selected so that \ is in seconds. Due to
symmetry, only 1/4 of tension plate was modeled, and two simple
triangles were used as shown in figure 3. The comparison with the
analytical solution is shown in figure 4 for a period of 5 seconds.
13
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Fig. 4 - Comparison Between the Finite Element
Method and Analytical Solution for
Simple Creep
As can be seen from figure 4, the finite element procedure
developed in this study yields strains for this simple creep
problem which are slightly higher than the exact values at the
longer times. This discrepancy is introduced because the slopes of
relaxation curves have been approximated by assuming the functions
to be represented by linear functions whereas the actual functions
were taken to be exponential. It is believed that the accuracy can
be improved by taking smaller time intervals or by using a higher
order fit as an approximation to the relaxation functions. Unfortunate-
ly, time limitations precluded any additional effort along these lines.
CONCLUSIONS AND RECOMMENDATIONS
This study has shown that the finite element method can be
successfully applied for the determination of stresses and strains
in anisotropic viscoelastic materials. The program which was developed
is presently limited to plane stress isothermal deformations and, in
fact, has only been used to solve simple uniaxial creep and relaxation
type problems. Thus, before any real analysis of the usefulness
of the program can be made, it would be necessary to test it with
more complex geometries using a large number of elements. Moreover,
if only isothermal deformations were of interest, then approaches
other than the one pursued here would be available. As was previously
stated, this method was chosen because of its usefulness for thermal
viscoelastic strains, and it is anticipated that this area will be
further pursued.
14
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A STUDY OF THE GROWTH OF SINGLE CRYSTALS
By
Donald J. DeSmet
ABSTRACT
Research on the growth of single crystals of the III-V compound
indium antimonide has been pursued in order to gain a firsthand know-
ledge of some of the factors which govern the growth of single crystals
of this compound. These studies were conducted using a standard
Czochralski crystal pulling furnace. This type of furnace allows
crystals to be formed without being constrained to a crucible. Several
factors were fornd to have a large detrimental effect on the growth
of single crystals of indium antimonide, the most important of which
seems to be the degree to which the enviornment surrounding the crystal
durning growth can be controlled. Ways in which to overcome these
effects have been determined and are outlined.
18
INTRODUCTION
The phenomina of crystalization and the study of single crystals
has become increasingly important with the advancement of technology.
Single crystals of many materials have been admired and considered
valuable for as long as man has appreciated beauty and symmetry. As
technology has advanced naturally occuring single crystals have found
many technological and scientific applications. Indeed, in many cases
scientific advancement would have been greatly hindered if natural
single crystals had not been available. One typical example of this is
the study of the polarization of light and the interaction of polarized
light with matter. If natural crystals of calcite, quartz, and other
aniatropic transparent materials had not been avialable many important
scientific discoveries would have been delayed. Even today the quality
of natural crystals of optical materials is such that most precision
polarization instruments use natural rather than artificial crystals
for optical components.
In recent years a need for single crystals of materials not comm-
only found in nature has developed. This need has come about in part
because of tectnological advances(for example many solid-state devices
are manufactured from single crystals of semi-conductors), and in
part because scientific investigations of the solid state are at pre-
sent baised for the most part on the behavior of single crystals. In
addition the actual process of single crystal formation is of scien-
tific interest.
PRESENT WORK
The present work was undertaken in order ot obtain firsthand
knowledge of some of the factors which influence the growth of crystals
of the III-V compound indium antimonide. Indium antimonide was chosen
it is in many ways typical of III-V compounds(which are interesting
as a group because of their wide range of physical properties), and
because neither component of this compound is particularly volitile.
The materials used to initially compound the indium antimonide
used in this work were 99.999% pure indium power and 99.999% pure
antimony powder. Equal atomic parts of these two powders were mixed
and subsequently melted under an argon atmosphere. Since the constit-
uent materals used were powders the major impurity in the initial
compound was oxide. Because this oxide tends to gather in small pockets
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and move toward the surface of the compound when it is molten, the
following procedure was used to remove this impurity:
The initially formed compound was immersed briefly in a mixture
of 4 parts nitric acid, 1 part glacial acetic acid, and 1 part nitric
acid. This removed the surface oxide and polished the indium antimon-
ide so that any small pockets of oxide which had drifted to the sur-
face appeared as dull grey patches. After rinsing, these patches were
removed with a small wire brush and the material was given a second
chemical polish in order to remove any surface impurities introduced
by the brush. The material was then melted again, causing some of the
oxide remaining in the material to move to the surface. This entire
process was then repeated until there was no evidence of further oxide
in the material.
The furnace used for pulling crystals, commonly known as a
Czochralski crystal puller or Czochralski furnace, is shown schemati-
cally in Figure 1. The large chamber, A, is water cooled in order to
prevent external parts from overheating. For optimum operation it
should be airtight and capable of holding a vacuum of about 10" torr.
The heating element, B, was a large tungstern filiment with a current
carrying capability of 2000 Amperes. A graphite crucible, C, was used
to hold the melted indium antimonide, D. When growing a crystal from
the melt a seed crystal which has been suitabley oriented, E, is
attached to a shafe, F, which can be rotated at a controlled rate in
order to stir the melt and in addition can be raised or lowered at a
controlled rate. A temperature sensor, T, is needed to measure the
temperature of the melt, and a small water-cooled window is included
so that the growth process can be observed, Not shown in the figure
but necessary for operation are a quartz support stand for the crucible
and a temperature regulator.
In theory the growth of a single crystal using this technique
is relatively simple. The material to be grown is melted and maint" '.ned
at a suitable temperature, usually a few degrees above the melting
point, by means of the external temperature regulator. The seed is
lowered until it touches the melt at the center of the crucible, and
a small portion of the seed is melted. The seed rotation is then
started and- the seed is slowly withdrawn from the melt. The temper-
ature, pull rate, and rotation are adjusted so that a crystal of the
desired size is formed on the end of the see. Since, ideally, the
crucible and the melt are the hottest parts in the furnace, the latent
heat of fusion is conducted away through the crystal and the support
shaft. Since the crystal can only grow as rapidly as the heat of fusion
.is removed, the thermal properties of the crystal and the temperature
and temperature gradients are important factors in determining '.he
rate of growth of the crystal. For this reason it is essential! the
20
to gas supply
W
\
to vacuum pump
Figure 1. Crystal Growing Furnace (schematic).
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temperature within the furnace be maintained at an accurate and cons-
tant value. If the temperature becomes too high, heat will not be
conducted away rapidly enough and the crystal will seperate from the
melt or, worse, the seed may melt. If the temperature becomes too
low the melt itself will solidify.
In practice the growth of a single crystal of indium antimonide
is not quite this simple. One complicating feature is that any oxide
which forms on the surface of the melt does not evaporate at the
melting point. This means that any oxide formed on the surface of the
melt during the melting procesess will remain on the surface of the
melt and act as a contaminant. In addition, as noted by Haggerty and
Wenckus(reference 1), any oxide present on the surface of the melt
may cause a polycrystaline solid to be formed rather than a single
crystal. Therefore the atmosphere which surrounds the crystal during
growth must be accurately controlld, especially with regard to oxygen
and water vapor content.
Another complicating feature which is typical of III-V compounds
is that they are polar. Indium antimonide has a ZnS crystal structure,
and an analysis of this structure shows that planes such as the (III)
and the (III) are not equivalent. For indium antimonide the surfaces
terminating with indium atoms are designated an (III), whereas those
terminating with antimony atoms are designated as (III) . These crystal
faces differ both chemically and physically, although with commonly
used crystalographic techniques such as x-ray diffraction one cannot
readily distinguish these two faces. For the growth of single crystals
in th (III) direction the end of the seed terminating in antimony
atoms must be used« If the end terminating in indium atoms is used the
solid formed will be polycrystaline. The correct orientation of the
seed can only be accomplished by the combined use of x-ray differaction
(to determine the III orientation)and a chemical etch developed by
Lavine, Gatos, and Finn(reference 2)to seperate the (III) and (III)
directions.
CONCLUSIONS AND RECOMMENDATIONS
Several attemps were made to grow single crystals of indium
antimonide using both oriented single crystal seeds and polycrystaline
seeds. These attempts were partially successful in that several pieces
of polycrystaline material with large single crystal grains were
produced, although no single crystals have yet been grown. The reasons
for this lack of complete success have been determined. They are the
lack of a completely controlled enviornment in the crtstal growing
furnace and inadequate control of the temperature. The first of these
22
can be corrected by producing a better seal between the interior and
exterior of the furnace and the second can be corrected by using a
jnore sensitive temperature sensor and a more accurate temperature
control. Steps have been taken to correct both of these problems and
work now in progress should prove fruitful in producing good single
crystals of indium antimonide and other materials which can be grown
by the Czochralski technique.
23
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SHAPED BEAM KU-BAND ANTENNA DESIGN
By James E. Dudgeon
A B S T R A C T
Antenna systems for a Ku-band synchronous orbit communications satellite
were considered. Desired was a wideband antenna system which is capable
of simultaneously, or individually, illuminating the four Continental U.S.
(CONUS) time zones and possibly Alaska and Hawaii. Possible applications
would be for national or regional educational TV, medical information centers
and consultation networks, disaster warning, law enforcement networks, and
remote area broadcast coverage.
A multiple beam offset feed cluster used in conjunction with an offset
parabolic reflector was chosen for the antenna realization. For radiating
elements in the feed array, polyrod or dielectric rod radiators fed by waveguide
are investigated. Polyrod antennas-shrink Hie cross-section of the waveguide
required, are fairly directive, and can be tapered to reduce sidelobes. As a
consequence, it is thought that mutual coupling effects between adjacent
elements will be minimal and the resultant physically small elements will allow
greater packing densities for the drive elements in the feed array than would
otherwise be possible.
Aperture distributions and corresponding ground patterns (footprints)
produced by polyrod elements in an offset feed structure are found. Also the
propagation from a ground area back onto the feed aperture is formulated and
related to the use of physically realizable feed elements. The problems of high
density feed elements, maintaining low sidelobe levels to meet international
standards, aperture blocking, and feed placement (F/D) tradeoffs are
considered.
27
CHAPTER 1
INTRODUCTION
Antenna systems for a Ku-band synchronous orbit communications
satellite are considered. Desired is an- antenna system which is
capable of simultaneously, or individually, illuminating the four
continental U.S. (CONUS) time zones and possibly Alaska, Hawaii, and
Puerto Rico. Possible applications would be for national or regional
educational TV, medical or other service information centers and con-
sultation networks, disaster warning, law enforcement networks, and
remote area broadcast coverage. Design objectives are wide bandwidths
(>500 MHz), at least one.,kilowatt of transmitted power per time zone,
subregional coverage options, low sidelobe levels-to meet internation-
al standards, and compatibility as a payload of an Atlas/Centaur or
like launch vehicle (1360kg) [1].
A multiple, beam offset feed cluster used in conjunction with a
parabolic reflector was chosen for the antenna realization. For
radiating elements in the feed array dielectrically loaded circular
horns or dielectric rod radiators fed by waveguide are used, polyrod
antennas shrink the cross-section of the waveguide required, are
fairly directive, and can be tapered to obtain desired'beamwidths and
reduce sidelobes. It is thought that the serious problem of mutual
coupling effects between-adjacent elements can be:minimized. The
resu-ltant physically small elements will allow greater packing
densities for the radiators in the feed array than would otherwise be
possible.
Among the antenna system that can be used for this application
are (1) lenses [2], (2) phased arrays, [3], (3) parabolic dishes,
and (4) special aperture configurations [4]. To obtain the beam-
widths and pattern shapes desired at Ku-band, the lens appears to be
plagued with-design, construction, and weight problems. A Butler
type phased array with multiple orthogonal beams would work, provided
highly directive individual elements could be realized and provided
the expense and loss factors at Ku-band could be overcome. The
parabolic reflector with a multiple beam offset feed array is
thought to be advantageous because of the structural simplicity, the
considerable experience associted with its widespread usage, and the
fact that it is amenable to low loss, high power waveguide feed
elements. However, the needs of the shaped-beam application introduce
several new problems, and their solution will be the undertaking of
this report. As will be seen, the concept for illumina-ting odd-shaped
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regions on the earth is that of superposition of multiple independent
beams, individually pointed at different coordinates. The separate
beams might have a 3 dB beamwidth on the order of 0.5 degree. For an
equatorial orbit satellite at 129° W. and boresighted at 17° N,
118° W, the required beam pointing deviations are ±6.2°. To obtain
good focusing and pointing- accuracy for off-bore sight beams it is
found that F/D's greater than 0.8 are preferred, and, consequently,
to achieve ± 6.2° squmts, an aperture blockage of about 4% would
result for symmetrical paraboloids with the beams aimed at the vertex.
To avoid aperture blockage, offset reflector geometries are recom-
mended. Beams-are all aimed above- the vertex and only an upper
portion of~the- paraboloid is used as the reflector. Off focus place-
ment of the feed elements is used to point the beams, and for large
F/D the squint angle of the beam is approximately equal, to the angle
between the focal axis., and the ray from the feed element to the
vertex of the reflector.. Even though previous work exists on the
separate problems of offset reflectors [5] and offset feeds [6], the
results in the literature tend to be sketchy and none deal with the
complexities that arise when both problems are combined.
Chapter II. contains a review of design fundamentals for parabolic
reflectors antennas. Included are discussions of geometry and
reflection results^ offset feeds, offset reflectors, focusing and
pointing errors, beam-deviation factor, aperture blocking, choice of
F/D, and need for an offset reflector configuration.
In Chapter III offset reflector and offset feed geometries are
analyzed; Among the results obtained are aperture distributions for
conical beams aimed off the paraboloid vertex, far field patterns
including diffraction, effects produced by such aperture distributions,
and the use of a Petzval feed surface for minimizing coma effects for
an offset feed cluster.
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C H A P T E R II
PARABOLIC REFLECTORS
A parabolic surface has the property of reflecting all rays issuing from
its focal point back parallel to its axis and such that path lengths from focal
point back to the focal plane are equal (See Fig. 2-1). Since all rays are
consequently in phase over the focal plane aperture, the reflector is well
suited from a small feed standpoint for constructing fairly high gain, large
aperture antennas. Good treatments of itoe basics of parabolic reflector anten-
nas are given by Sletten [5] and Wolff [9],
Throughout this report, the terms "offset feed" and "offset reflector" will
occur repeatedly. By an offset feed is meant a reflector structure where the
feed point or points are located away from the focal point of the paraboloid. An
offset reflector geometry is one where the feed beam maximums are aimed at
some point on the reflector other than the paraboloid vertex. As will be seen,
this is done when bad aperture blockage cannot be avoided, and it generally
results in using a portion of the parabolic surface which does not have the cir-
cular symmetry that is characteristic of vertex aiming.
Much of the work to follow depends on geometric relations for rays
reflected from a paraboloid; so some of the results will be presented for later
reference.
F(focal point)
feed point
Figure 2-1 Paraboloid
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normal
Reflected Ray
*T= 2 VQ= total angle subtended
F = focal length
D = diameter
Figure 2=2 Paraboloid Cross Section
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In Figure 2-1 is shown a portion of a paraboloid with vertex (V) and focal
point (F). The aperture plane is located at z=0 and passes through the focal
point for the surface. For a parabola with focal length, F, all ray paths from
the focal point back to the focal plane equal 2F. The z axis passes through
the vertex and focal point, and for the focal point at the origin, the xy plane
is the focal plane. Referring to Figure 2-2 where a parabola cross section is
plotted, some of the more important geometric relations are summarized as
follows:
1 . The equation for a paraboloid in rectangular coordinates is
y2 + x2 = 4F (F-z). (2-1)
2. In spherical coordinates the radial distance is
< > ~ (2-2)
where Crf e, $ ) are the spherical coordinates measured from the
focal point.
3. The slope of the reflector surface at a height y is
uy 2F , , 1 + COS 6 . _..
-?- = — = tan (a) = —: (2-3)dz y sin 9 \<- -> I
Note that ARF is an isosoles triangle.
4. a = d, (2-4)
5. The ray length
 r = F + *1 = f+ CQs Q (2-5)
6. At the point of reflection for a ray coming from the focal point, the
angles of incidence and reflection are
i r" 2
7. For a symmetric paraboloid of diameter (D) the total angle subtended
can be shown to be (2-7)
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8. The focal length to diameter ratio (F/D) for a symmetric paraboloid
of resolution can be shown to be
. _ 1 + cos.^ 0.25 . .
F/D
Q tan (0.25 *T> ~'
where 41 is the total angle subtended and ¥ is the half cone
angle subtended by the paraboloid.
The relationship between F/D and the angle subtended is plotted in
Figure 2-3. In Table 2-1 are listed some of the commonly used F/D's along
with the corresponding cone angles. Note that the plot of F/D found in many
handbooks [ 7 ] is in error and Figure 2-3 is a corrected result.
,A. Offset Feeds
Referring back to Figure 2-1, consider an incident ray of length L] from
the source point ( 0, yQ, z0 ) to the point (x, y, z) on the paraboloid.
For simplicity it is assumed that the coordinate axes have been rotated so that
the source point lies in the x = 0 plane. The equation for the parabola
r -- 21 _
 = - F _
1 + c o s 0 2 6
cos _
2
can be manipulated to give the surface
L = F - p cos j .
From L the unit normal to the reflector is just (2-10)
•* VL _ V(F-p cos2 9/2) •* 9 . -* , 0
n= |vTT"= |V( )| --- aR cos 2 + ae sin. 2
The incident ray ( L] s1 ) is of length
T = / ? 9 9J-i, f ^ . / \ ^ . / \ ^1 TX + (y-yo) + (Z-ZQ)
and has direction cosines
V
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f
T
0
40
56°
60°
71°
80°
90°
100°
106°
120°
140°
160°
f
o
20°
28°
30°
35.66°
40°
45°
50°
60°
70°
80°
r'n lr/D m
4 Tf t t-^nf ^tan
' 4 '
1.4178
1.000
.933
.800
.6868
.6036
.5362
.5000
.4330
.3570
.2979
tan
= 4 tan'1!
(4) (F/D)
> 2 5
F/D
TABLE 2-1 Commonly used F/D's wifh Corresponding Cone Angles
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F/D
1.4
1.2
1.0
0.8
0.6
0.4
0.2
I I
40U 50U 60U 70U 80" 90U 100U HO17 120° 130U
Figure 2-3 F/D Versus Angle Subtended
150U 160
sy
0.2F
0.1F
0.2F
0.1F
0.1F
V V2
28°
28°
50.92°
50.92°
34.708°
F/D
1.0
1.0
.525
.525
0.8
6s
11.31°
5.73°
11.31°
5.73°
5.73°
Y (mi n . )
8.9°
4.5°
5.21°
2.767°
4.0725°
yave.
10.1°
5.12°
8.26°
4.238°
4.89°
Deviation
±1.2°
.+ .61°
+3.05° (37%error)
+1.471°(35%error)
+ .819°
Table 2-2 Focusing Errors
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The angle of reflection referenced to the surface normal equals the angle of
reflection and a reflected ray s» is obtained with direction cosines
cos (a )
2FZ +yy/ - o o
2 24F -2Fz
x
L,
cos (a ) = nu =
cos (a ) = m_ =
Z £•
2F2Q+yyc
4F -2Fz
z-z -2F
o
(2-13)
(2-14)
(2-15)
2F - z
[Snell's law in vector form gives _».
s
B. Focusing Errors
s. -2 (n -s, ) ii ]
me inc J
In this section some of the aberrations produced by offset feed elements
with a parabolic reflector are treated [8], The nonparallel alignment of rays
emanating from the same off-axis source point on a planar feed surface can lead
to pattern degradations. As an illustration, angles of rays from several points
on a focal plane ( z=0) surface are sketched in Figure 2-4, and ranges of ray
angles produced by feed points typical of those needed for a synchronous orbit
antenna are calculated in Table 1-2. Roughly for a i six degree ground range
coverage, a focal deviation of By Z 0.2F is required. For an F/D of 1.0,rays
from Sy = 0.2F were reflected i 1.2 degrees from their average over the
upper half of the paraboloid. In practice such variations could cause the beam
to diverge, resulting in lower gain and possibly, what might be worse, higher
sidelobe levels. For multiple feed points one might consider the possibility of
obtaining parallel aperture illumination in a single direction by summing ray
contributions in that direction from all the multiple feed points. However,
switchable and optional regional coverage necessitates using multiple inde-
pendent beams, thus, source elements would be required to simultaneously have
many different values. Such an approach would only be worthwhile for a
single feed aperture distribution which was to produce a single, unchangeable
shaped-beam pattern.
*•
Reflected Rays
Figure 2- 4 Aperture. Focusing. Errors Due To Offset Feeds
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C Of fox is Feeds
Before the pattern aberrations produced by offset feeds can be examined,
it is necessary to formulate the far field patterns for parabolic reflectors with
such feed offsets. Consider the geometry shown in Figure2 -5.
*. z
Figure 2-5 Offset Feed
1.Focal Feed
For a feed element located at the focal point, the far field pattern takes
the form
0 0
which can be obtained from Eqs. 2-10 to 2-15 using slightly altered coordin-
ates to fit the geometry used by Ruze [6]. In the above
2f
p
 l-cosO1 (2-17)
p = p[a sin 0 cos <f>v + a sin 0' sin d> + a cos 0* 1 =
•
 v
 x y z
incident ray from the focal point.
-> - .. - ' <2-18)
a_ = a sin0 cosi)) + a sin0 sintji + a cos0 = unit vector in
R X V Z
(0, <(>) direction.
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2 .Off set Feed
When the feed is displaced by the vector, S = Sx ax + S az, the
p equation is modified to
p ' = p + £ = p + 6 a + S a (2-20)r
 x x y y
26x 26 cos 6' ,2 1/2
p' = p{H cos4>'sine' + — + 2 } ' (2~21)
P P
 P
The far field pattern becomes
For feed displacements that are small compared to the focal length
6 «F < p ,
it can be shown by using the first order terms in the binomial expansion for
p' that
 ( 2_2 3 )
p' - p' • a.' - 2F - S cos<{> sine -S cos6 -p sine' sin6cos(<}>-<J>' )
K. X Z
6 2
+ 6 cos<t>'sin6' + 6 cos6'+-r^-+ p cose' (l-cos6)
s 2 P
X 2A' -: 2 a'
- -z— cos $ sin 6 . /
^p p = p sine
These phase contributions have the following effects:
1. The first three terms are independent of the integration.
2. The fourth term is the usual factor associated with a center fed
aperture.
3. The fifth term corresponds to beam shift.
4. The next three terms produce field curvature which can cause
aberration.
5. Last term is associated with astigmatism.
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3.Petzval Surface
Ideally it would be desirable to eliminate all aberration producing
terms, and part of the last term. The field curvature terms in Eq.2-23 can be
eliminated by setting
6 =
z 2F
(2-24)
This feed focus is in a sense a "best" location for offset feed elements in that
many of the aberration producing terms in ( 2-23 ) are cancelled. The gener-
ated feed surface is a paraboloid with a focal length of 0.5F which is located
tangent to the focal plane [6, 10]. Thus, assuming astigmatism is negligible
and lumping the constant phase shift terms into the constants associated with
S(fr <fO/ trie far field pattern can be written
2TT
)e
(2-25)
As simple as (2-25)nay seem, it masks the most difficult problem of evaluating
the field pattern foroffset feed elements, namely, that of determing the aper-
ture distribution, f^,/1). This topic is covered in Chapter III.
The first term in the exponent of the above integrand is the phase delay
normally obtained for the far field of a focus fed circular aperture. The second
Reflected rays nearly parallel
Petzval Surface ( ff-t
Fig.2 -6 Petzval Feed Surface
term in the exponential gives rise to the beam degradation caused by the offset
feed. Using the geometric series expansion
f U-(2f)2 + (I?)'--- 1. (2-26)
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the offset feed phase departure term can be expanded as
(2-27)
k5x slne'cos*' = ^ «x cos*' f[l-( Jf) + ( ^-p) . . ]
Ruze [6] defines the variable
6
U$ = p- = tane$ (2-28)
es = feed squint angle
as a measure of feed squint. If only the first term in(2-27) is
significant, the resulting beam would be scanned by the feed squint
or offset angle, 65. The second term-when significant produces
"primary coma" whien tends to shift the beam in the opposite direction
(away from the geometric squint angle, e,-) and distort its pattern
shape. The remaining terms constitute higher order coma. Obviously
the relative importance of the-coma terms is dependent on the F/D
chosen and .are negligible for high F/D as characteristic of many
optical systems.
As a measure of beam pointing effects the quantity,.beam deviation
factor (BDF.) is defined as
(2-29)
BDF = beam deviation factor =
The variations of BDF as a function of paraboloid F/D have been cal-
culated by Ruze [7] and are plotted in Figure (2-7). The aperture
distributions considered all assume circular symmetry and range from
uniform illumination to the commonly used tapered illumination,
f(p) = 0 . 3 +0 .7 (1-p?), with a -lOdb edge pedestal and resulting
far field pattern having -29 db sidelobes. From Figure (2-7) it
is seen that for F/D's greater than 0.8 that the beam deviation
factor is between 0..95..and..,1.0 indicating that the feed offset angle
and the beam angle are- approximately the same. For this reason
F/D > 0.8 is recommended, for shaped-beam designs.
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1.0
0.9
o
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0.8
0.7=
0.6
A BDF= I1EAM 0
I'EED 0
-flf
:FSE
:FSE
)= (
)= 0
ANGLE
ANGLE
3+(l-/)*0.7
0.25 0.4 0.6 0.8 1.0
F/D
2.0
Figure 2-7 Beam Deviation Factor [6]
D. Choice of Reflector
For a shaped-beam antenna designed for fifty state coverage and
employing'a single reflector, a centered reflector dish with an F/D
of at least 0.8 is recommended. The choice of F/D is fairly impor-
tant because of its influence on beam quality and pointing. To better
appreciate the tradeoffs involved in reflector selection, several
examples will be given. Taking ±6.2° from boresight as an estimate of
the beam squints required, we see from Table 2-2 that for an F/ • of
0.525 and-an-off set position of 6 = 0.1F, the aperture illumi rating
rays vary from 5.73° to 2.76° over the aperture plane [feed squint
=6S=5.73° = tan"1
which is a range of ±1.47° from the average. Now if we are dealing
with half-degree beams, this variation can seriously affect the
pattern. As a general rule, the effective beam pointing direction
for offset feeds is less than the feed squint angle (ej, and
hence 6y would have to be larger than the 0.1F originally allowed.
The bean) deviation factor (BDF) is useful for estimating feed location
corrections, however, it does not show the magnitude of the beam
degradation. For this example with F/D = 0.525, the BDF from Fig. 2-7
is about 0.88 for the -10 dB edge tapered illumination, and the
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cone angle subtended by the
dish is 101.8 . The aperture blockage is thus on the order of
2em/BDF
Y x 100% =T
1OO/ OQ
n/^11 x 100% = 1.8%101.8°
which is not terribly significant. The beam degradation for limiting
squints, on the other hand, could be very unsatisfactory for half-
degree beams. Resorting to larger F/D's remedies the beam deviation
problem, but worsens.the blockage for reflectors which are not offset.
For instance., an F/D of 0.8 gives a BDF of 0.95 and the aperture
blockage increases to
2 2
100 12°/BDF x 100% = 3.2%
which is still reasonably small. Probably a good compromise lies
somewhere in the F/D range from 0.7 to 1.0.For centered reflectors
the power loss due to blockage is usually greater than the above
percentages since the.-feed beam maximums are blocked, however, it is
still very tolerable for this design. The relative sidelobe level
increase due to blockage will normally be of more consequence. If
desired, aperture blockage can be entirely eliminated by using an
offset reflector. On balance, the drawbacks to an offset reflector
are that of designing a deployable structure for satellite application
and the polarization characteristics.
At this point it might be appropriate to summarize some of the
characteristics of the recommended system:
1. Off focus feed elements located on a Petzval surface would
be used for pointing.
2. The F/D should be greater than, or equal to, 0.8 to give a
beam deviation factor approximately equal to one.
3. A centered reflector geometry is suggested.
4. Adjacent feed beams would have -6dB points in common in first
order or trial tests. Depending on results this could be altered.
5. A compromise.choice of effective beamwidths for feed elements
has to be made. Low sidelobe levels (less than 25 dB) and narrow
beamwidths would enable sharp coverage up to the edges of complicated
borders (Eastern Time Zone is the most difficult) with minimum
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spillover into foreign neighbors (70%. of the population of Canada
is within 100 miles of the U. S. Border). Narrow beams'require more
elements for area coverage, however, feed complexity and mutual
coupling problems are best satisfied by minimizing the number of
elements. Fairly good coverage could probably be achieved with forty
or fifty elements with about half-degree beamwidths. If time zone
borders could.be more loosely defined (smoothed} and if foreign
neighbors desired inclusion in the coverage services, a simple and
cheap design could be realized with about six broadbeam feeds (one
for each time zone plus one for Hawaii and one for Alaska). This
study is oriented toward the"requirements of the more' sophisticated
systems.
43
CHAPTER III
MULTIBEAM APERTURE DISTRIBUTIONS AND PATTERNS
This chapter is.concerned with the determination of aperture
distributions and far field patterns for offset reflector and offset
feed combinations using a parabolic reflector. For analysis purposes,
the feed, elements are assumed to have conically symmetric patterns
such as might be realized using waveguide-fed polyrod antennas [9,11]
or dielectrically loaded circular horns [13], These are representa-
tive of the elements that can be used to obtain wide bandwidths,
circular polarization,.and small sizes. One pattern that is used in
many of the sample calculations in this chapter is that of a polyrod
[11] having a -lOdB beamwidth of 64°. In all the discussions that
follow only a single feed element is considered at a time with the
understanding that the net pattern for multiple feeds, can be found
by superposition of. single, feed patterns. Qualitatively the super-
position will be marked by (1) vector tilts to the effective aperture
planes associated with different feed positions as used to point the
beams (this phenomenon might also be mathematically described by
linear phase tapers across a reference aperture which produce the
same beam steering), (2) shifts of phase center locations for the
different apertures,and (3) skewing and edge truncation of amplitude
distributions dependent on feed position.
A. Conical Beam Feed to an Offset Reflector
In this analysis an offset reflector geometry is used for the
purpose of eliminating aperture blockage. A feed element with a
conical pattern is located at the focal point of the paraboloid. The
geometry of the offset reflector is detailed in Figure 3-1 a with the
plane PP1 which is normal to the conical beam shown in Figure 3-1 b.
The focal point is at the origin and the feed beam is centered at the
point (0, ym, zm) on the reflector. The length of the ray to the
beam center is
• « w «. T i ._.._. _ iti ' im fm 1 + cos v. rm (3-1)
Given
Y = half cone angle
3 - azimuth angle of the ray within the beam (measured
from vertical)
L = ray length from feed point to the reflector,
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P 1
(0,0,0)
(a) (b)
Figure 3-1 Offset Reflector with Conical Feed Pattern
the general footprint of a conical beam projected back to the focal
plane is obtained. The analysis depends on finding the direction
cosines for rays on the surface of the cone shown in Figure 3-1 and
using them to determine, the points of intersection of. the ray with
the paraboloid. The ray direction cosines are found by first locating
the points of intersection, (x, y, z), of the rays with the z = zm
plane. From Figure 3-1
also
a = P
d.|= a cos (B) = Pm COS(B) tan (/)
d9= a sin (B) = Pm sin (B) tan (?)£ in
dp= d.j sin * = Pm cos(B) tan (30 sin
z
 =
 zm = Pm«s »
y = ym + cos
(3-2)
(3-3)
(3-4)
(3-5)
(3-6)
(3-7)
45
The effects of the ray flaring are illustrated in Figure 3-2
Figure 3-2 Ray Flaring in a Conical Beam
For similar triangles
A ym+ d1 cos* + A
yielding
A =
m
ym +d1 cos
From the geometry shown in Figure 3-2
(3-8)
(3-9)
(3-10)
m
46
9lving
 £.. p tan(y) sin (e)
 {3 inx
 ". m 1 - tan (jr) tan (*) cos (6) v '
Substituting (3-3) and (3-9) in (3-7) gives
P [sin(4() + cos(e) tan} cos* ]
£ - rc _ (3-12)y
 1-tan y tan * cos e v ;
Defining
LP = /i2+ y^+ z2 (3-13)
2
 + /STITF+tarry COSY cosg2+ /'tanif sine
•T-tanT tanfcos3 1-tany
the direction cosines for the ray can be expressed
cos (az) = cose = 7/LP (3-14)
cos (av) = sine cos* = S/LP (3-15)
A
cos (« ) = sine sin* = y/LP (3-16)
From the direction cosines
e = cos'^z/LP) (3-17)
* = cos"1(x/LP*sine) =sin"1(y/LP*sine ) (3-18)
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Fig. 3-3 Amplitude Contours in the Aperture Plane of an
Offset Reflector
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Once the ray polar angles (0,4>) are known for a beam position
(*, y, 3 )> the point of intersection of the ray with the paraboloid
can be found using
x = p sine cos<|> = 2F tan ^- cos<f> (3-19)
y =p sine sin<j> = 2F tan (3-20)
The preceding equations have been computerized to produce the
constant amplitude contours for half-cone angles of K= 8°, 16°,..,32°
and these are plotted in Figure 3-3. As can be seen, these contours,
which show how the aperture distribution is affected by the offset
reflector, are nearly a family of circles with skewed center loca-
tions whose relative-shift depends on position in the conical beam.
The problem of determining far field patterns then becomes that of
finding a mathematical model which best describes the aperture
illumination. For a centered reflector(no offset)the aperture
distribution has circular symmetry and is independent of <J>'.
So that the ramifications of the integral used to determine far-
field patterns- from a knowledge-of fields over an aperture surface
of an antenna can be fully understood, a formulation of the pattern
integral will be given. Let a planar apertare be located in the
xy-plane such as shown in Figure 3-4.
 m . .
* (x,y,z)
Fig. 3_4 p-lanar Radiating Aperture
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For aperture fields which vanish outside the aperture and equal
Bap * Hy *y ° \ Ex \ (3-22)
within the aperture, it can be shown that the far-field patterns are
[9, 12] (3-23)
(Hcose )
,
A P
f\
,-Jkr
E (e,*) = " ^— sin* (Hcose ) FH(0,<|>) (3-24)
The above equations introduce the diffraction effects which are not
included in a ray optics approach to the solution. In many applica-
tions, including this one, the aperture field integral
Fu(e,*) = J / H v ( x ' , y ' ) e x X y y d x ' d y ' (3-25)
V
is used, as the approximate pattern characteristic. For pattern
behavior near- the z axis (broadside) the approximation is excellent,
while for e large, the additional atten u-ation caused by the
(sin*) (1 + cose) multipliers should be included.
COS<p
Circular Aperture Patterns
The following are some of the important illuminations and their
derived far-field patterns for circular apertures:
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(1) Uniform (f = constant)
FU =n V^P sine cos^-*l} pdpd^1 (3-26)
Hl 00
J (kp.sine ) p dp (3-27
0 °
„ J-,(ka sine)2 J_J (3-28)
"1 ka sin e
P =x + y (3-29)
which can be expressed in terms of the variable
X = ka sin e (3-30)
as
2
(2) Gaussian (e'ap )
f(p. *') = e-ap (3-31)
a 2
Fu (e,*)=/ e"ap 2TrJ-n(kp sine) p dp . ' (3-32)H2 0 °
For an infinite aperture the above can be evaluated in closed
form to give
F = i
 e ^  sin20/4" (3-33)oo a • ^ '
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(3) Tapered [ l
This aperture distribution is typical of that obtained from
a cosine1" feed.
] " (3-34)
a
Integrating the above yields
Fu (e.+) =,a m m + 1 (3_35)H3
 (ka sine)m+1
Jm+l
(4) Tapered on a pedestal { A + B[l-(f-)2] }
This distribution is widely used in many practical designs.
It is basically a compromise choice to keep aperture efficiency as
high as possible and maintain sufficiently low sidelobe levels. For
a -10 dB aperture edge level, the aperture distribution is
f (p,* ' ) ' = 0.31 + 0.69 [ l-(£)] . (3-37)
a
The resultant field pattern is a linear combination of uniform and
tapered (m=l) giving
o J- i (x ) JP(x)
FH=ira*[0.31 -L—+0.69 -^-g-] . {3=38^
The pattern in Eq. 3-38 is used as a standard for comparison of
subsequent offset patterns. With the aid of a computer, the pattern
for this illumination is plotted in Figure 3-5. From Figure 3-5 it
is seen that sidelobes are down~29dB and that the half -power beam-
width is 64.6 >/D degrees. Choosing a feed F/D = 0.8, a dish
diameter of .2.58 meters (8.48 feet) is needed for a -3dB beamwidth of
a half degree, while a diameter of 3.6 meters (11.8 feet) produces a
-6dB beamwidth of a half degree.
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(5) Offset Reflector
When a conically symmetric beam is aimed off axis(y * 0),
the- aperture i l lumina t ion derived in previous sections and plotted
in Figure 3-3 is obtained. Because the constant ampli tude contours
were approximately circular, the outermost circle (#=32°) was chosen
to define the aperture boundary (radius = 0.625F and F/D=0.8) and
the y axis of the coordinates was shifted to make the new origin
coincide with the center of the bounding circle. The location of
the feed beam center, was-sh i f ted- f rom y=0.5735F to y'=-y =-0.0515F.
Figure 3-6 Shifted Coordinate Contours
Since the tf=32° contour defined the - lOdB locus of the polyrod, a
skewed tapered aperture d is t r ibut ion on a pedestal resulted. Several
different tries were made to f ind a good mathematical fit for this
aperture distribution wi th the result being
f(x,y) = (3-39)
Note that the shifted coordinate system shown in Figure 3-6 has been
used; Since the azimuthal symmetry previously encountered has been
lost, the far field pattern can be best expressed as
(3-40)
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where the integration is now in terms of x and y. Regrouping
(Eq. 3-40) gives
Slnecos pdp
-a -/~ym
which is recognized as the pattern of the preceding case minus a
term* produced by the offset reflector. Thus- with- an offset reflector
FR = FH - OFFSET(ym, a, 9,<j>) *B (3-42)
where
OFFSET =1
2 2
-y
.xV
 )e*jk(xx0 +»,„)/, dx dy (3.43)
Integrating with respect to x gives (after a considerable effort)
(3-44)
f e yOFFSET-a2 J e yw y
f~f\ f\ X O f\
/a -y cos(w /a -y jdy
where wx = k sine cos<t> ,- .r\
w = k sine sin<j>
x = ka sine
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Twcrspee-ial cases, for the offset correction term (OFFSET) are of
interest, that for the.E-plane pattern (w =0) and that for the
H-plane pattern (w =0). Equation (3-44) simplifies to
rt
E Plane (w =0):
. , 0-46)
/? ? /? ?
R
 a
 ? ? sin(w /a -y ) /a -y cos(w
OFFSET(w .0)= » 2_^ / (y2+y 2)[ x
X 2
H plane (w =0):
OFFSET(w )= —1 p-tj (y2+y 2)cos(w v)(a2-y2)dy+2j/yy sin(w y)
3a (y +a) 0 ** 0
9 o 1.5(a -/) dy}
The last two integrals were numerically integrated, and the E-plane
and H-plane patterns are plotted in Figure 3-7 for the offset
aperture distribution
2 y+ym 2 2
f =0.3 + 0.69(1-^ 5- - 0.690—-) (1-^ 5- . (3-48)
ap
 a^ y +a ad
The parameters chos.en are those of an offset reflector with an
F/D of 0.8 and a half-degree beamwidth(-6dB) at the Ku-band frequency
of 15 GHz. The required dish diameter was 6=3.6 meters and the
offset beam maximum position (y ) was 14.82 cm. The feed antenna
had a -10 dB beamwidth of 64° with the-beam centered at Y=32°.
Comparing Figures (3-5) and (3-7) it is observed that using the offset
ref-lector has not changed-the patterns drastically. The H-plane
sidelobe-level was increased about 1 dB above the centered reflector
while the H-plane sidelobe level was decreased to -32dB.
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Fig. 3-5 Far-Field Pattern for a Paraboloid wifh a
-10 dB Tapered Aperture Illumination
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Fig. 3-7 Patterns for Paraboloid with Offset Reflector
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B. Conical Beam Offset Feeds
Since offset feeds are used to point the beams., it is desirable
to have design guidelines for dealing with such structures. Because
some of Ruze's work [6], which was introduced in Chapter II, serves
this purpose, it is worthwhile to highlight some of his more impor-
tant results. The geometry used is drawn in Figure 2-5 (page ),
and the results to follow apply to circular apertures with feed
elements offset by £ =6 a + 6 a_. The feed elements are placed on
A /\ ^ b
a Petzval surface to remove some of the aberration forming terms in
the far field pattern that could otherwise result. For 2F(5Z=(SX thefar field magnitude is
(3-49)
|E(e,o)|=J/2 f(p,<o')e+^P sine cos(*'-*)-5x sine 'cos* •] dp d+l _
0 0
The aperture illumination function, f(p,<t>'), is assumed to be
circularly symmetric. This is done to simplify the analysis, and it
must be realized that this is only approximately so. Thus the results
are only approximate, however, they are close enough in most instances
to be fairly good indicators. The analysis for.nonsymmetric illumina-
tions is a good topic for future study.
The exponent in (3-49) may be put in a more compact form
by noting
Slne
'
 =
 -<) • () - • • -] (3-60)
and defining
M(p) = 1+ () (3-51)
us = -f = tan 9s .
Then using several trigonometric identities one can write
U~cos<f>'
kp[ sine cosU-*1) - ~or— 5 — ] = Akp cos(<))1 -a) (3-52)
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where ' _ •
/
 9 2 sine U. U 2
A = sir/e -- T-^ - cos o> + -- (3-53)
! r sine sin (j>
 1 ,.,
[sine cosi - SS/M] {3'
Substituting (3-52.) in (3-49) the far field magnitude becomes
dp d+- (3-55)
Since the aperture illumination has been assumed to be circularly
symmetric [f = f(p) ], the integration with respect to $' can be
performed to give
0
Ruze used the computer to evaluate (3-56) for various combina-
tions of aperture illumination and F/D. Some of his results are
plotted in Figures (3-8) to (3-11), and these can be useful in
formulating an offset feed design. Several of the plots are expressed
as a function of the quantity
wm 2
(D/F)
X = o _ (3-57)
1 + 0.02 (D/F)2
where
w.m
2wo
= number of half-power beamwidths scanned.. (3-58)
From Figure 3-9. it is seen-that for large X, the sidelobe levels
caused by coma(coma lobes) are quite high (order of -lOdB). For
instance, with an F/D of 0.8 and a half-power beamwidth of 0.5°,
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Figure 3-11 indicates that w /2w is about 20. Hence X by (3-57)
is about 30 giving a gain loss over 2 dB and a -lOdB coma lobe.
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CHAPTER IV
CONCLUSIONS
At the end of Chapter II are recommendations for a practical
shaped-beam antenna system using a parabolic reflector. Some
analytic results are developed in Chapter III which include
(1) aperture distributions and patterns for offset reflectors and,
(2) simplified patterns for offset feed elements and their
associated beam deviation and pointing effects. After solving
the offset reflector problem, it was concluded that the offset
reflector geometry, although interesting, is not necessary for
shaped-beam coverage of the U. S. from a synchronous orbit
satellite.
Some potential study areas for future effort would be:
1. A multielement feed array should be built so that mutual
coupling can be measured and estimates obtained as to its effect
on multibeam radiators.
2. The antenna pattern for single beams obtained in this
study should be superimposed to synthesize an actual multibeam,
shaped pattern. This investigation should result in recommenda-
tions regarding the number of beams needed to "best" illuminate
a complicated time zone, the feed amplitudes and phases needed to
realize patterns, and crossover levels between the patterns of
adjacent beams (initially would use -6dB points).
3. The effects of element failures on the ground area
coverage should be considered. It would certainly be desireable
that an element failure not be catastrophic to an area. This goal
would probably relate to the selection of the number of beams used
per region.
4. Sidelobe level increases produced by aperture blocking
should be calculated. The pattern modifications caused by this
effect should be included in the multibeam pattern synthesis
results.
5. The significance of polarization deterioration caused by
a large F/D reflector should be analyzed or measured for offaxis
feeds.
6. Recommendations which are complete down to specifications
and dimensions of an actual shaped-beam antennas should be made.
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SMOKE PLUME ANALYSIS USING
FAN-BEAM AND SINGLE-BEAM RADIOMETERS
by
Jimmy L. Dodd
ABSTRACT
A fan-beam and single-beam radiometer system has been designed
and constructed for NASA by the IIT Research Institute, Chicago,
Illinois. This system has been previously used to study cloud
movement and smoke movement.
Smoke plume data were taken using the stacks of the Mills Road
Steam Plant on Redstone Arsenal, Huntsville, Alabama. The fan-
beam unit was placed approximately 235 meters east of the Mills
Road Steam Plant and the single-beam unit was placed approximately
80 meters north of the fan-beam unit. Results of the smoke plume
measurements indicate that the smoke plume is a periodic process
near the mouth of the smokestack.
The usefulness of the system is limited because of inaccurate and
cumbersome positioning methods and base line constraints due to
cable length. It is recommended that the radiometers be mounted
on pedestals which have both azimuth and elevation positions
determined by digitally controlled stepper drive motors. It is also
recommended that a time multiplex system be used to transmit data
from the radiometers to the electronics van.
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INTRODUCTION
The fan-beam and single-beam radiometer system has been
previously used by other investigators including Morrison (1) and
Latimer (2). This system is described in detail in the IIT Research
Institute's final report (3). A van is used to house most of the
electronics of the system in addition to housing several other items
of instrumentation. The fan-beam and single-beam units are
mounted in small trailers to facilitate field measurements.
The usefulness of the system is limited to a great extent by the
length of the cables connecting the fan-beam and single-beam units
to the electronics van. Another limitation of the system is the
imprecise and cumbersome method that must be used to point the
telescopes of the fan-beam and single-beam units.
An open area north of Building 4311 was used as the location for
setting up the system. The Mills Road Power Plant, Redstone
Arsenal, Alabama, was used as the smoke plume source. A base
line from fan-beam unit to single-beam unit of about 80 meters was
used.
OBJECTIVES
The objective of the summer research program was to investigate
the usefulness and limitations of the fan-beam unit and single-beam
unit radiometer system. In addition, meaningful experiments using
this system were to be recommended. Recommendations concerning
modifications and improvements to the system were to be made.
It was hoped in the early part of the summer that a measurement of
an inversion layer would be made with this system. Due to cable
difficulties during the time of a lengthy inversion layer cover, no
inversion layer measurements were made. After the cables had
been repaired, not enough time remained to make inversion layer
measurements and analyze the data.
TEST RESULTS
Figure 1 shows the physical arrangement used for the experiments
that were made. One beam of the fan-beam unit and the single-beam
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FAN-BEAM UNIT
BEAM ONE
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FIG. 1. GEOMETRY FOR FIELD TESTS
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unit were both pointed just above the mouth of one of the smokestacks.
The elevation of the fan-beam unit was maintained constant while the
elevation of the single-beam unit was varied from 1/2 degree below
the fan-beam elevation to 1 degree above.
Figures 2 through 5 show the movement of the cross-correlation peak
from about 1 second to the left of zero time lag to about 2 seconds to
the right of zero time lag corresponding to the single-beam angle of
elevation being varied from 7 degrees to 8. 5 degrees.
By using the change in the peak of the cross-correlation curve from
-1 to +1 second corresponding to a change in single-beam angle of
elevation of 1°, the wind speed was calculated to be 2.45 m/s. The
calculations are as follows:
H = D tan aCDoo
Where H is the smoke plume height in meters, D is the horizontal
distance from the single-beam unit to the smokestack in meters and
a SB *s ^ne angle °f elevation of the single-beam unit in degrees. The
wind speed equation is as follows:
c: - H8 " H7
T _ T
'8 '?
Where S is the wind speed in m/s, Ho is the smoke height in meters
for an elevation angle of 8°, Hy is the smoke height in meters for an
elevation angle of 7°, Tg is the cross-correlation peak time for an
elevation angle of 8°, and Ty is the cross-correlation time for an
elevation angle of 7°.
R ECOMMENDA TIONS
The fan-beam and single-beam radiometer system has been shown to
be useful in measuring smoke plume and cloud movement.
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FIG. 2. CROSS-CORRELATION BETWEEN SINGLE-
BEAM AND ONE BEAM OF FAN-BEAM,
aSB r 7'°°>
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FIG. 3. CROSS-CORRELATION BETWEEN SINGLE-
BEAM AND ONE BEAM OF FAN-BEAM,
1FB = 7.5'
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FIG. 5. CROSS-CORRELATION BETWEEN SINGLE-
BEAM AND ONE BEAM OF FAN-BEAM,
aSB = 8.5°, = 7.5°.
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Improvements need to be made in the positioning of the telescopes
and in handling the data from the system. It is recommended that
both fan-beam and single-beam unit be mounted on pedestals, the
azimuth and elevation of which can be remotely controlled. It is
recommended that digitally controlled stepper drive motors be used.
A time shared multiplex data system should be used to transmit the
data from the units to the electronic van. The data should be stored
on magnetic tape and analyzed by a digital computer.
72
REFERENCES
1. Morrison, R. A, "Experience with the Crossed-Beam
Photometer System, " 1971 NASA-ASEE Summer
Faculty Research Program Report , Addendum,
Marshall Space Flight Center, September 1971.
2. Latimer, Paul, "Crossed-Beam Surveillance of High Stack
Emissions," 1971 NASA-ASEE Summer Faculty
Research Program Report , Addendum, Marshall
Space Flight Center, September 1971.
3. Betz, H. T. , "Modification of Fan-Beam and Single-Beam
. Radiometer, " IIT Research Institute, Chicago,
Illinois, Project V6124, Contract NAS8-28145,
June 1972.
73
Page Intentionally Left Blank
1972
ASEE - NASA SUMMER FACULTY FELLOWSHIP PROGRAM
MARSHALL SPACE FLIGHT CENTER
(AUBURN UNIVERSITY - UNIVERSITY OF ALABAMA)
A PRELIMINARY STUDY OF A BUOY SYSTEM
FOR ACQUISITION, TRANSMISSION, AND
MANAGEMENT OF HYDROLOGICAL DATA OBTAINED
FROM IN-SITU MEASUREMENTS
Prepared by: J. Mark Elliott
Academic Rank: Assistant Professor
University: University of South Alabama
Office: Environmental Applications
Research Counterpart: George F. McDonough
Date: > August 25, 1972
Contract No: NGT-01-003-045
75
LIST OF FIGURES
Figure 1: Black Warrior - Tombigbee - Mobile Bay River System. . . 81
Figure 2: Areas for Prototype Buoy Location 85
Figure 3: Minimum Distribution for Advanced Buoy System 91
Figure A: Data Management System for Advanced Buoy System 98
; ~' LIST OF TABLES
I. Measurements and Typical Sensors for Water Quality Monitoring
and Analytical Modeling 89
II. Description of Buoy Locations in Figure 3 92
ACKNOWLEDGEMENTS
The author wishes to express his gratitude to Dr. George
McDonough, Mr. Rex Morton, and Mr. Jim Daniels of the MSFC -
Environmental Applications Office for their support of this project.
Also, the author would like to thank Dr. C. Everett Brett, Coordinator,
Alabama Marine Environmental Sciences Consortium for his advice in
this study.
76
PREFACE
The Environmental Applications Office, to which the author was
assigned, hosted the Auburn University Engineering Systems Design
summer program in 1972 and the subject of their study was an "Earth
Resources Information Management System." Since the author's 1971
research report (1) considered the desirability of a data storage
and management system for land use information, the author was
invited to participate in the design group's activity. The objective
was to gain insight into the management of earth resources information
through interaction with a group, in an intense study of the problem
area. The concept derived by the group could then be extended by
the author into a particular situation, e.g. an information system
for the newly formed Alabama Marine Environmental Sciences Consortium.
Although this was the desired objective, a final decision for a partic-
ular application could not be made until the design group finalized
their concept since it had complete freedom to choose an area for
application.
Two things occurred during the course of the summer that effec-
tively precluded achievement of the author's objective. First, the
design group did not clearly define their concept early enough for
the author to use it for the purposes intended. Secondly, a require-
ment arose within the Environmental Applications Office concerning
the Earth Resources Technology Satellite program which began its
operational phase during the summer. Therefore it was necessary to
essentially abandon the initial objective and proceed as indicated
/ in this report.
The author does feel, however, that the subjects considered by
the design group are excellent choices for research, further amplifi-
cation, analysis, and application. It is recommended that this not
be attempted in the same summer. Proper analysis and study of
concepts proposed by the design group can only be accomplished after
the work is completed.
It should also be evident that topics considered by the Research
Fellows may precede consideration of related topics by the design
group. The author's 1971 work bears this out.
Participation with the design group was a valuable experience
and indeed it did impact on portions of the following report.
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A PRELIMINARY STUDY OF A BUOY SYSTEM
FOR ACQUISITION, TRANSMISSION, AND
MANAGEMENT OF HYDROLOGIGAL DATA OBTAINED
FROM IN-SITU MEASUREMENTS
By
J. Mark Elliott
ABSTRACT
The requirements for a system of remotely located, data collec-
tion buoys are considered first for a prototype system to be used
in conjunction with the Earth Resources Technology Satellite (ERTS-
A) , and then for a more advanced system. The necessary sensor char-
acteristics for compatibility with the ERTS-A Data Collection Plat-
forms are considered as well as possible sites for location of the
prototype buoys. The advanced system is considered from the stand-
point of continuous data collection both through satellite data
relay and ground telemetry systems.
Management of the data from a buoy system is analyzed, especial-
ly with regard to the advanced system.
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INTRODUCTION
With the successful launch of the first Earth Resources Technology
Satellite (ERTS-A) on 23 July 1972, the earth observations program is
proceeding in three dimensions: (1) a sensor carrying satellite is
aloft in a sun-synchronous orbit; (2) coordinated aircraft underflights
are in progress; (3) ground truth data, coordinated with satellite and
aircraft passes, are being collected. While the ERTS program is
essentially a research and development program, it is anticipated that
it will provide much needed data for immediate requirements in such
areas as oceanography, land use management, pollution monitoring, etc.
The aspect of the ERTS program most closely related to this study
is the Data Collection System (DCS). The DCS consists of three sub-
systems: the Data Collection Platform (DCP); the receiving and trans-
mitting equipment in the ERTS satellite; and the receiving site equip-
ment. With the DCS, environmental data may be measured at remote
locations, fed to the DCP at the remote site, transmitted through the
ERTS to the ground receiving station. The data are .then available to
investigators for analysis and correlation with the satellite or air-
craft gathered imagery if desired.
While many different types of data could be obtained through the
ERTS/DCS for many different applications, this report will consider a
data collection buoy system, equipped with various kinds of sensors,
with proper equipment to interface with the DCP. These "data buoys"
will be located in rivers, lakes, bays, etc., and will measure the
desired parameters, transmitting the information through the DCP, then
through the ERTS on to the ground. Depending on the kinds of parameters
measured, and the frequency of measurement, and the distribution of
the buoys, the data may be used to (1) develop analytical models of
rivers, bays, etc., (2) monitor water quality, (3) obtain base-line
data for use in follow-on modeling or monitoring (obtaining historical
records in the process) or (4) provide inputs to specific research
projects.
The requirements for each of these objectives will be discussed
in the report, but basically a phased approach to a data buoy system
will be considered. First of all, the requirements for a prototype
system will be analyzed. This prototype system will consist of a
small number of buoys and the uses of the data will be somewhat limited.
However, the prototype system will be relatively inexpensive, and it
will transmit data through ERTS; in short it will be a research and
development system.
Requirements will then be considered for a truly operational
system with a sufficient number of buoys and a sufficiently sophisti-
cated data gathering system to provide near real time capability if
desired. While such a system will be quite expensive, it will provide
data with the potential for much wider applications.
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PROTOTYPE DATA BUOY SYSTEM
University of Alabama/MSFC ERTS-A Project
The University of Alabama, Tuscaloosa, in coordination with thie
Marshall Space Flight Center is participating in an ERTS-A project
designed to apply remotely sensed data in the management of natural
resources and improvement of environmental quality in Alabama (2).
One phase of this project is the placement of a data collection buoy
system in the Black Warrior - Tombigbee - Mobile Bay River system
shown in Figure 1 . Ideally, a sufficient number of buoys, collecting
a variety of data at a high rate should be employed so that the entire
river system could be characterized with respect to such items as
temperature, current, water quality (dissolved oxygen, Ph, turbidity,
salinity, etc.), and energy budget.
Such a system would provide input data for physical and analyti-
cal models, for monitoring the quality of the water throughout the
system, and for special research projects. However, two constraints
have been imposed on the buoy system: (1) the data collected by the
buoys will be relayed through the ERTS/DCS; and (2) funds and manpower
are available to construct only four operating buoys.
ERTS/DCS Constraints (3 )
The use of the ERTS/DCS for data acquisition imposes several
additional constraints on the data buoy system. First of all, the
DCP can accept only a maximum of 8 analog inputs, or up to a maximum
of 64 bits of serial digital or parallel digital data, or any combina-
tion of the above. In addition, the data will be relayed through
ERTS at least once every 12 hours. The DCP itself transmits the data
it "sees" at its terminals every 180 seconds in a 38-millisecond
burst, but due to the orbital parameters and location of ground
receiving sites, only one message relay every 12 hours is certain.
Required Measurements and Alternatives
Among the alternatives for data collection are:
1. Continuously measure up to 8 different parameters and
relay this data whenever the ERTS is mutually available
to the DCP and a ground station (approximately 9:20 AM
and 9:20 PM CST).
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Figure 1: Black Warrior - Tombigbee - Mobile Bay River System
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2. Measure up to 8 parameters twice a day at a specific time
other than when ERTS is overhead, e.g. 12:00 AM and 12:00 PM,
store this data on tape or buffer memory and make it available
to the DCP during the ERTS pass.
3. Measure 4 parameters twice every 12 hours, store this infor-
mation and relay through ERTS as in alternative No. 2. (This
alternative can be carried to the ultimate alternative of
measuring one parameter 8 times every 12 hours, etc.).
The first alternative would .be the simplest in that no data
storage equipment would be required. (A timer might be used to switch
the sensors on and off in order to conserve power.) However, investi-
gators on the project have selected only 4 parameters to be measured
by buoys located in the river (the requirements for the Mobile Bay
buoys will be discussed later)(4):
1. Temperature;
2. Specific conductivity;
3. Dissolved oxygen;
4. Ph.
With 4 measurements to be made, it would be possible to adopt
alternative No. 3 if the necessary timer and auxiliary data storage
equipment were used in the buoy. In the fresh water at least, data
would be available for 6 hour intervals.
For the buoys to be located in Mobile Bay, 5 parameters are
desired every hour (5 ):
1. Temperature;
2. Specific conductivity;
3. Dissolved oxygen;
4. Current direction;
5. Current velocity.
The requirement for 5 parameters will be difficult to attain if ERTS
relay is the only method of data collection. Three alternatives for
data collection through ERTS relay are:
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1. Measure only 4 parameters and adopt alternative No. 3 for
the fresh water buoys, i.e. measure each parameter twice
every 12 hours;
2. Use two DCP's for each buoy. This would provide a 4 hour
data interval measuring 5 parameters or a 3 hour data
interval for 4 parameters;
3. Use one DCP and measure 5 parameters with a 12 hour data
interval.
If the one hour data interval requirement must be met, a fourth
alternative is to:
4. Incorporate a separate telemetry system in each buoy
with a transmitter with the buoy and receiver at a
ground station or a receiver only for receiving the signal
from the DCP.
Alternative No. 4 appears to be the only feasible approach if a one
hour data interval is required. If the DCP transmitter is used, the
signal must be reformatted after it is received because the DCP
encodes the data in a special format prior to transmission.
Distribution of Buoys
Ideally, a system of buoys should be placed throughout the river
system with some minimum distance between each buoy. Also, several
buoys should be distributed throughout Mobile Bay. However, as
indicated previously, it appears that only four operational buoys will
be constructed. Logical arguments could be made for each of the
following alternatives:
1. Locate all buoys in Mobile Bay;
2. Locate all buoys in the river in a particular area;
3. Distribute the buoys evenly along the length of the river.
However, since this to be a prototype system, the buoys should be
located to meet the following requirements:
1. At least one buoy be placed in salt water (Mobile Bay) and
one in fresh water so that buoy performance can be observed
in the two environments;
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2. All buoys be located so that periodic maintenance as well
as emergency repairs can be performed quickly and easily;
3. As many of the buoys as possible be located in such a
manner as to indicate the impact of man's activities on
water quality.
All three of the above requirements will be satisfied if the
buoys are located in two distinct groups: one set in Mobile Bay and
the other in the Black Warrior River near Birmingham or Tuscaloosa as
shown in Figure 2 . This would allow maintenance of the bay buoys to
be performed out of the Dauphin Island Sea Lab and maintenance for
the river buoys out of the University of Alabama, Tuscaloosa. Both
the Mobile and Birmingham/Tuscaloosa locations relate to requirements
one and three.
One possible scheme for locating the buoys is to place one buoy
in Mobile Bay, one buoy in the Locust Fork of the Black Warrior River,
one buoy in the Mulberry Fork of the river, and one buoy in the Black
Warrior downstream of the confluence of the Mulberry and Locust forks
but upstream of the Bankhead lock and dam. This distribution would:
1. Provide a comparison of water quality between the Locust
Fork, which flows past Birmingham and carries wastes from
that city, and the Mulberry Fork which flows through a
more sparsely developed region to the Northwest (although
there are strip mines in this area);
2. Indicate water quality after the two forks of the river
are mixed;
3. Meet all three of the stated requirements.
The obvious disadvantage to this scheme is that only one buoy will be
located in Mobile Bay. However, the one buoy will provide the oppor-
tunity to observe buoy performance in a harsher environment with salt
water, tidal fluctuations, and possible severe weather. Also,:with
only one buoy in the bay, two DCP's might be committed to a single
buoy as discussed in the section on Required Measurements and Alterna-
tives, or a separate telemetry capability might be used.
Application of Data
Data relayed through the ERTS will be available to the investiga-
tors within 24 hours after the measurements are relayed by the space-
craft so that information on the water quality will be available within
a relatively short period of time. Further application of the data,
especially for modeling purposes, and more especially with respect to
Mobile Bay, will be somewhat limited. Specialized studies, such as
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those concerned with the effects of wastes from Birmingham or strip
mining on water quality might benefit from the prototype system.
It should be re-emphasized that with the small number of buoys
and the limited number of measurements being made, the prototype
system is a research and development system which hopefully will lead
to a more sophisticated operational system.
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ADVANCED DATA BUOY SYSTEM.
An advanced data buoy system should be designed to provide data
for two primary objectives: 1) physical and analytical modeling of
the river system (including the bay) and 2) water quality monitoring.
By meeting these primary objectives, the secondary objective of provid-
ing data for special research projects would also be met for a broad.,
range of problems. This section of the report will consider the
requirements and various alternatives for an advanced data buoy system
which is not subject to the same constraints imposed on the prototype
system. . . _ ' , - . .
Data Requirements
Typical measurements used to monitor water quality are (6)
1. Temperature;
2. Dissolved oxygen; -.
3. Specific conductivity;
4. Ph;
5. Turbidity.
Additional parameters might be required at specific locations or for
special studies (e.g. radioactivity near nuclear power plants) so
that provisions should be made for extra data channels to be added
as required. It should be noted that changes in the .above parameters
might be the result of changes in some non-measured parameter. There-
fore these measurements indicate when it would be necessary to obtain
water samples for more complete analysis.
For modeling, typical measurements required are ( 7)
1. Temperature (three-dimensional distribution);
2. Atmospheric pressure;
3. Incident solar radiation;
4. Outgoing radiation;
5. Relative humidity; . . ., .
6. Cloud cover;
7. Wind velocity; .
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8. Wind direction;
9. Current velocity;
10. Current direction.
Combining both lists produces 14 separate parameters which need to be
measured. Cloud cover and wind conditions might be obtained from
Weather Bureau data, which reduces the number of required parameters
to 11. It would be advantageous to have the capability for additional
sensors which could be used to obtain additional parameters as required.
Therefore, 15 to 20 separate channels of data might be measured by
each buoy.
Table I lists each of the 11 parameters to be measured, indicates
why each is important, and lists a representative sensor for obtaining
this parameter. It should be noted that a three dimensional distri-
bution of the various parameters would be desirable for modeling
purposes. However, the number of separate sensors to accomplish this
would be staggering. Therefore, three dimensional distributions will
have to be considered relative to obvious constraints in the next
section.
Buoy Distribution
Taking the Black Warrior - Tombigbee - Mobile Bay river system
as an example, the distribution of buoys will be determined based on
the following requirements:
1. Adjacent buoys should be a maximum of 50 miles apart;
2. A buoy should be placed in each main tributary 5 to 10 miles
upstream from the confluence of the tributary and the main
river;
3. A buoy should be located immediately downstream of industries
and municipalities which discharge effluents into the river.
Figure 3 shows the minimum distribution that meets requirements one
and two, and Table II gives the -location of each site. A detailed
inspection of the river using aerial photography as well as a first-
hand inspection would be necessary to adequately meet requirement
No. 3, but such an inspection should be made prior to final site
selection for the individual buoys. Existing aerial surveys, e.g.
( 8 ) could be used to select tentative locations to meet requirement
No. 3. Specific locations would depend on where effluent discharge
points are actually located along the river.
In addition to existing panchromatic aerial photographs, a survey
of the river should be made with 4-band multi-spectral photography
(3 visible and one near IR) and a thermal scanner flight should be
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made over the entire river system for each season prior to establish-
ment of an operational data buoy system. Imagery from these surveys
should be carefully analyzed and correlated with ground truth if
necessary and used to determine if anomalous conditions might exist
at specific locations which would warrant buoy placement other than
that specified by requirements one through three.
The buoys should be anchored to dedicated pilings or platforms
in the river sufficiently stable to hold buoy, power supplies, trans-
mitters, antenna, and warning lights as required. Because the Black
Warrior is a navigatable waterway, extensive, continuous three dimen-
sional distributions of the various parameters can not be obtained.
Vertical profiles of the various parameters could be obtained but
continous horizontal profiling across the river would certainly inter-
fere with river traffic. However, even vertical profiling would require
many additional sensors per buoy. Therefore, extensive profiling at
a particular point in the river should be accomplished by on-site
measurements as required.
Distribution of buoys in Mobile Bay should be determined after a
thorough study of the area. The bay area presents a very complex
situation due to the tides, size, etc. and also due to the complex
river system just north of the bay proper. Therefore, the recommen-
dations in this section of the report apply to the Black Warrior -
Tombigbee river system north of a point approximately 5 miles below
the confluence of the Tombigbee and Alabama rivers.
Data Collection
With a primary objective of the data buoy being to provide data
for water quality monitoring, a near real time (if not real time)
capability is required. Also, data should be collected eventually at
a central location, therefore the data should be "handled" as little
as possible between actual measurements and deposition in the central
data facility.
Three alternative means of data collection appear reasonable-
1. Strip chart or tape recorders in the buoy to be read at
specific intervals;
2. Hard line data link from buoy to central station;
3. Dedicated telemetry system;
4. Satellite relay, e.g. ERTS/DCS.
The first alternative, although apparently the least expensive, would
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be too inefficient and slow with over 13 buoys spread over approxi-
mately 350 miles of river (not counting Mobile Bay buoys) and so will
receive no further consideration.
The second alternative could be accomplished in two ways. First,
a dedicated data link network could be established between each buoy
and the central data collection station. This approach would require
an extensive network due to the large distances involved, etc. The
second approach would be to use telephone line data links to the data
collection station. This approach, i.e. data transmission over
telephone is quite slow compared to a dedicated hard line data link,
so that depending on how many variables are to be measured, frequency
of measurement, etc., this approach is likely unfeasible.
Alternative No. 3 should provide for the most rapid access to
the data. However, because of relief along the river, numerous
ground relay stations might be required in order to get the data
into the central station. Of course some combination of alternatives
two and three may be the most effective.
The fourth alternative would obviously require a satellite.
Relay through the ERTS/DCS system is, as indicated previously, limited
to eight separate channels, at a sure data interval of 12 hours. It
is anticipated that since a near real time capability will be required,
another series spacecraft other than ERTS would be required. Such
a spacecraft should be able to relay, during each pass, all data re-
corded since the previous pass. This would require that a tape recor-
der or memory be designed as part of a second generation DCP so that
several hours of data may be stored and then relayed through the
spacecraft. Also, the DCP and spacecraft should be able to handle
more than eight channels of data.
Since a second generation spacecraft is not currently available,
the approach at this time should be to have a dedicated telemetry
system (with hard line data links as necessary) as an integral part
of the data buoy system and that consideration be given to satellite
relay if and when an appropriate spacecraft becomes available.
Finally, it should be noted that in a detailed analysis of the
data buoy itself, the power supply will be of considerable importance.
It appears that batteries will be sufficient for power since main-
tenence intervals will likely be set by the need to service the sensors
due to contamination by substances in the water,rather than by the
batteries. However, with an operational system, it might be more
economical and reliable in the long run to use commercial power.
This decision of course will be influenced by the location of the
buoys.
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DATA MANAGEMENT -
Efficient utilization of the data acquired by a data buoy system
can be realized only if the data is collected and managed properly.
This section of the report will consider in general terms a data !
management system as a part of the total data buoy system.
Central Data Collection Facility
The data measured by each buoy should be relayed, as discussed
in the previous section, to a Central Data Collection Facility (CDCF)
which will be the central point for storage and retrieval of the data.
The CDCF would logically be a part of (or under the control of) the
organization(s) responsible for the entire system, e.g. the University
of Alabama, the Marine Environmental Sciences Consortium, the Water
Resources Research Institute, etc. The CDCF might also be the central
facility for other kinds of data, e.g. air pollution data and so
forth. However, when the data from the data buoy is received at the
CDCF through the data collection network, it would immediately be
analyzed automatically by the Water Quality Monitoring System (WQMS).
This system would scan the incoming data for anomalous behavior
and would announce warnings of these anomalies at the appropriate
location. Simultaneous with or immediately after analysis by the
WQMS, data will be recorded on high density storage devices which
serve as the data base. The WQMS might also store information that
it processes in the data base. Data may be retrieved from this data
base as required for modeling, special studies, etc. so proper
software will be necessary to insure flexibility.
Consideration will need to be given on whether to keep all data
as baseline data or whether to periodically purge the data base,
retaining only limiting values of the data over periodic intervals.
Certainly all data should remain intact for a predetermined length
of time before they are purged. Decisions involving elimination of
data should be coordinated with all organizations likely to use the
data.
Location of the CDCF
No final recommendation can be made at this time for location of
the CDCF. From a technical standpoint, there is no real requirement
for a particular locale. Possible organizations to house and maintain
the CDCF are: .
1. Marine Environmental Sciences Consortium;
2. Marshall Space Flight Center;
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3. Water Resources Research Institute;
4. State Soil and Water Conservation Committee.
No matter where the CDCF is located, each of the above organizations
would need access to the data management system through remote
terminals at least in order to obtain status reports on water quality
and to retrieve data from the data base. In some organizations, it
might be necessary to have an active interaction with the WQMS in
order to know in real time water quality at various locations. Each
of these organizations, plus others, should have a voice in the man-
agement of the data base, especially who may access the data base
and, when and if and how data will be purged from the data base. An
existing organization which may establish policy in this area is the
Alabama Earth Resources Data Committee (9)
In addition, data stored in the data base would be available to
proposed earth resources information management systems, e.g. ERISTAR
(10 ), either directly or through existing information analysis cen-
ters, e.g. the Marine Environmental Sciences consortium. Figure 4
shows how the various components of the data and information manage-
ment system fit together, and how it would interface with an ERISTAR
system.
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RECOMMENDATIONS
1. A prototype data buoy system should be established as outlined
in the initial sections of this report. This system will rely
primarily on ERTS/DCS for data collection, with special
provisions made for the Mobile Bay area buoy. Experience with
the prototype system will be used in the development of an
advanced system.
2. A detailed systems study and design should be completed for
an advanced data buoy system with its own data collection
system (adaptable for appropriate satellite relay) and
data management system as discussed in this report.
3. The capabilities of the Marshall Space Flight Center in
instrumentation, communications, and data management should
be utilized to the fullest possible extent in the design,
implementation, operation, and data management phases of
the data buoy program.
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A LIMITED SURVEY OF GENERAL PURPOSE FINITE
. . . . . . ELEMEI^ T COMPUTER PROGRAMS
.-.'.'.• • , . - ' - • • ,- By ' '. '•'. : ' . . ' ' ' I./' '.,-
. •. ...,.-,•• Jerome .Charles Glaser - .. . . . . .'...'
..-..'•'"""' • ' ". ABSTRACT ." ' '.'"'' . ' " ' - . , ; " ,
......General purpose programs .based on the , finite element method ,',.'..
are considered a basic tool in structural analysis. To.be effective,
these programs,should have "state-of-the-art" capabilities. Thus,
there is. a .need for periodic review of these programs to assess
their,, effectiveness. , .. . , ' , . , , . . . -
Past surveys of finite element computer programs exist which . '. .
point out general characteristics but lack details on available
analysis me,thods .and. types of modeling elements. . Also, more recent
program development .has been, largely concerned .with nonlin.ear, ,.
structural analysis. . . . , '.! "'],''.-.'•'
... This,, report, contains a comparison of ten representative , .
programs. .A. listing o.f .additional programs encountered during the
course of .this effort is also included. Tables are presented to
show the structural analysis, material, load, and modeling element
capability for the ten selected programs. These tabular comparisons
provide .a .reasonable, picture of the..analyses and elements one would
expfeet to.find in a current general purpose program. . .
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INTRODUCTION
The last decade has seen the development and implementation of
a number of general purpose computer programs for structural analysis
(Refs. 1-6). A typical example of these is the NASTRAN program.
It was developed on the recommendation of an ad hoc group which had
surveyed structural analysis computer capabilities throughout the
country and found a wide range of programs but little interchange.
This group also specified objectives for the NASTRAN program as
follows: 1) be general purpose, 2) be based on the finite element
method, 3) be "state-of-the-art" in analytical mechanics, numerical
methods, and computer programming,. 4) be capable of large 3-dimerisional
structural analysis, 5) be computer independent, 6) be easy to modify
and update, 7) be user convenient, and 8) be well documented'. Other
general purpose programs have been developed with similar objectives.
In general, one could say that the basic objective of these programs
is to provide a broad base of computer solution capability in
structural analysis for a wide range of users.
As indicated by the above specifications, these programs are
to be maintained, as nearly as possible and practical, in a general
"state-of-the-art" form. Thus, they are in need of periodic review '
and comparison to existing programs and current literature. The
general objectives of this report are to provide a survey of existing
finite element programs, a comparison of their characteristics with
current literature, and to outline what features should appear in a' .
"current" general purpose program.
These objectives represent a formidable task and can be con-'
sidered analogous to a "population explosion." In this report,
these objectives are limited to:
1) information from readily available sources, subject to
the author's interpretation,
2) a list of finite element programs encountered,
3) a comparison of ten representative programs in terms of
analysis capability, material characteristics,
structural loading, and modeling elements, and
4) current literature comparisons as time permits.
FINITE ELEMENT PROGRAMS
Gallagher (1) provided an interesting overview of large-scale,
general purpose programs in terms of program identification,
.characteristics, and future trends. He characterized two basic types;
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those with many elements, but limited in analyses, and those with .
a large analysis range, but limited modeling capability. One could . ;'.
add a third type; those that are in wide usage. Hibbitt, et al, (3),
and Marcal (4) have presented discussions concerning general purpose
program requirements for solution of nonlinear problems. The major
addition proposed here is the requirement of a capability for dealing
with different material constitutive equations and numerical analysis
schemes to handle both nonlinear material and geometric problems.
The survey by Hartung (5), although limited to shell structures and
not to finite element programs, supplies a valuable source of infor-
mation about available computer programs. More recently, Perrone (6)
compiled a description of approximately 400 computer programs used
in structural mechanics; however, most can be classed as special
purpose programs.
 :
Marcal (4) points out an interesting distinction between programs
which has a bearing on the question of machine independence. He
separates programs in terms of program language used, either some form
of matrix interpretive language or the familar FORTRAN language. .He
concludes the latter is better from a user standpoint. One can also
draw a distinction based on whether a program is intended to be a
basic research tool or a practical analysis tool. FORTRAN allows
immediate use of the program and easy revision as needed in basic
research. On the other hand, it would seem to allow generation of a
multitude of special versions, contrary to other objectives. These
distinctions in program form are related to the question of allowing ,
user coded subroutines or having only rigid format capability in a
program. A sample of each program type is included in the tabular
comparisons which follow in this report.
Only programs based on the finite element method are considered
in this report. This method has been the subject of numerous
publications. The author has encountered several thousand references
via various bibliographies, e.g., Akin, et al (83). The results of
earlier published work in this area have been solidified in recent
books. One can obtain a good feel for the applications capability
of this method by scanning several of these books, e.g., Zienkiewicz
(7), Przemieniecki (8), Oden (9), and Desai and Abel (10). Zienkiewicz
is strongly oriented toward presentation of element formulation methods,
particularly isoparametric elements but includes general considerations
of dynamic and nonlinear problems. Przemieniecke provides the most
detail on dynamic applications while Oden covers nonlinear applications.
Desai and Abel present a very readable account of the method as well
as a good description of its many uses and is recommended as a
starting point. A cursory review of these books provides a reasonable
idea of what one might expect to find in a general purpose program
based on the finite element method.
A large number of finite element computer programs were noted
during the course of this survey. Table 1 provides a list of these
codes. It should not be considered a complete listing of programs
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in current use. In this table, references for each code are shown
and, when known, its" origin:, source of development funds, and whether
the program is available (A) or proprietary (P)-. If no information,
was readily available concerning a code, reference is made to the
document which referred to it. Also, if unnamed, the program is
denoted by the developer's last name. Not all references indicated .
were reviewed but were listed to provide as complete a documentation
list as possible for further study.
STRUCTURAL ANALYSIS CAPABILITY
Tabular comparisons of ten programs are presented inrthis section.,
to provide an overview of their capability for structural analysis. .
These programs (NASTRAN, MAGIC, MARC2, ASKA, FORMAT, ASTRA, STARDYNE,
ICES/STRUDL, ELAS, and SABOR/DRASTIC) are a representative sample of
general purpose programs. Some of these programs are surely more
versatile than this report will show. The author apologizes for
this; however, it is felt that the information shown will be helpful,,
in the assessment of what should constitute the overall capability of
a general purpose program.
Table 2* presents a breakdown of the general analysis capability,
program language, and .number of modeling elements available in these
programs. It can.be seen that the capability for heat transfer
analysis is only beginning to be exploited. The structural optimi-
zation category shown is interpreted here to mean self-contained
routines as opposed to interface with other programs. Optimization
routines have not received much attention with regard to inclusion .
into these general purpose programs. The utility of finite element
methods in this area is well known and its development has been
recently promoted, e.g., by Hartung (5) and Zienkiewicz (84). The
additional categories of analysis shown are expanded, upon in
Tables 3 through 7.
Linear static analysis, Table 3, is expanded in terms of
structural geometry. These general shapes appear to be adequately
covered in most cases although coverage of thick-walled bodies
of revolution and general 3-dimensional shapes is lacking in several
cases. The capability of each program to solve a problem.in any
one of these areas is undoubtedly enhanced by the structural modeling
experience of the user. '
'"'The comparison tables in this report should be interpreted as follows:
1) the reference which demonstrated or strongly implied a
particular capability, etc., is indicated by number as listed
at the end of this report,
2) a blank space indicates unknown capability, etc.,
3) NONE indicates a capability,' etc., known not to exist,
4) DEV indicates a capability,. etc., proposed or under development,
5) lower case letters refer to footnotes.
In general, the terminology used corresponds to NASTRAN documentation.
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Table 4 shows a breakdown of stability and eigenvalue analyses.
Most programs show a capability for primary buckling analysis. It
appears that local instability, as opposed to stability of a complete
structure, is not considered. This is probably accomplished by re-
analysis of components in most cases. Local instability solutions
have recently been discussed by Przemieniecki (89). Higher-order
buckling methods have not been greatly used. Pre- and post-
buckling as shown here is a nonlinear problem and has been included
only in the MARC2 and ASKA programs. Some recent reference works
of interest are indicated for this area (88, 91, and 105).
Most of these programs also have the capability to solve the .eigen-
value problem for the natural modes (free vibration deformation
patterns and frequencies) of a structure. This is an important
requirement for dynamic response analysis. Most use modal analysis
where eigenvalues are extracted from matrices using the vibration
modes as degrees of freedom rather than direct methods which use grid
point displacements as degrees of freedom. The eigenvalues are
extracted using either transformation or tracking methods (16). The
former is an algebraic method generally used when a large number of
roots are required, e.g., in a vibration problem. The latter is
an iterative method generally used in buckling problems to obtain
a small number of roots. Several programs include both types for
computational efficiency in particular solutions. Only limited
information was readily available about these program characteristics.
Linear dynamic analysis, Table 5, is outlined as in NA.STRAN
documents (11 and 16). Free vibration refers to the normal mode
eigenvalue problem of Table 4. It represents the solution for
natural frequencies or steady-state respond *-r selected initial
conditions of an ideal structure, having no dami.:'.:•• >r external
forces. Most programs have the capability to determine the free
vibration characteristics of a structure. McNeal (16) outlines
the two solution methods, modal integration and direct integration,
used in dynamic response analysis. He indicates that it is important
to have both methods of formulation to allow for computational
efficiency in different problems. He further indicates that the
modal method is efficient when a small number of modes is sufficient
to characterize a solution while the direct method is better when a
large number of modes is desired. Hartung (5) provides further
discussion about the advantages and disadvantages of these two
methods; an important point made is that modal methods are not
applicable to nonlinear problems. In both methods, finite difference
numerical integration of the differential equations is used. In the
modal method, the equations are integrated in terms of modal coordinates.
This makes use of the fact that the equations are uncoupled vhen the
displacements are formulated in terms of natural modes. The equation
integration is done in terms of grid point displacements in the direct
method. The Newmark Beta method is the integration algorithm most
frequently mentioned. Because of integration simplicity, the modal
method is the predominant one appearing in the selected programs.
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Using either method, one can determine frequency response - the
response of a structure to a known frequency, random response -
structural response to a random forcing function, and transient
response - response to a time-dependent forcing function. Strongest
analysis capability is evident for frequency response using the
modal method. .Few of these programs allow analyses using the direct
integration method; even the NASTRAN users' experiences document (15)
provides little to show usage of the existing NASTRAN capabilities.
Table 6, Failure Analysis, has received limited attention
although many published works on these topics have appeared recently.
Only MARC2 and ASKA appear to provide much capability in these areas.
These topics can also be interpreted in terms of program ability
to analyze problems with material nonlinearity. Some of the more
recent works in these areas, noted during this survey, are shown.
Nonlinear analysis capability is shown in Table 7. The NASTRAN
capabilities provide, as noted, only approximate static solution
methods for material and geometric nonlinear problems and allow for
dynamic analysis of response to nonlinear transient loads. ASTRA
and ICES/STRUDL provide for static solutions with geometric non-
linearity. Only MARC2 and ASKA appear here to be capable of analyzing
static nonlinear problems in terms of geometry, materials, and buckling.
The retention of nonlinear terms in" the governing equations for these
problems forces the use of iteration procedures. This may be a
prohibitive cost factor and could prevent incorporation of nonlinear
capability in some cases. It was not determined if ASTRA or ICES
use iterative techniques. MARC2 and ASKA apply iteration methods
and allow for the inclusion of various material constitutive relations.
Both of these programs are research, programs and were designed for the
analysis of nonlinear problems while the other programs were not.
Each can be packaged via subroutines to solve particular nonlinear
problems. The computer costs would thus be less than if these
programs were in the rigid format form of most general purpose
programs.
Nonlinear geometric and material effects in dynamic analysis
are not strongly indicated capabilities of any of these programs.
Also, it is interesting to note that it has been proposed (15, 16)
that aeroelastic solution capability be considered for NASTRAN.
These analyses (flutter, etc.) are usually accomplished by use of
auxiliary programs. In general, it is apparent that recently
developed nonlinear analysis capability ha^ ,not been included in the
readily available general purpose programs. r -. .
Nonlinear analysis has been the subject of many recent articles;
several of these works are shown in Table 7. 'Two of these appear to
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b'fe of immediate interest. Stricklen (90) provides an assessment
of the solution procedures available for inelastic and/or large
deflectio'n structural behavior. This work includes a literature
survey of material nonlinear and combined geometric-material
ribrilinear problems and a comparison of Newton-Raphsori; incremental
stiffness and self-correcting solution methods. Haisler (93)
presents' a comparative study of the available solution techniques
wh'ic'h are applicable to the solution of the nonlinear algebraic or
differential equations characterizing geometrically nonlinea'r behavior.
He" promotes a self-correcting initial-value form of solution as a
possibility for" iric'lusiori into a general purpose program:
Table 8, Nonstructufal Analysis", has been1 a'dded to show other
Area's b'f application of the finite element method rioted during the
course of this survey. Table 9 shows the material effects that
have' been' considered while Table 10' shows the structural load's
meriti-drie'd1 in p'rbgram litefa'ture. Both of these are directly related
to' a p'a'rticular type of element and vary from element to element.
No1 distinction1 fia's' b'eeri ma'dW here as to element type and th'ese
faM-es" should' be' interpre'te'd ditty in general term's.' It is apparent
Jga'fny from Table 9V tha't nonlinear material ahalys^ e's are not
possible with mcxst of these programs.
ttoDELING' ELEMENT CAPABILITY
A* large' number of finfite element models have been: presented arid
su-Fveyed' i*n; the pub'lfishe'd1' literature, and' it isj1 p'erhaps', wise to con-
s'i'der some general back!&roUftd; initially. Varia'fiioria'l principles in
energy form are geherall'y considered to be fhc ,^isis for finite
element formulations. The minimum potential em.r^ principle is the
basis' for the displacement method and is the most commonly used approach.
In this'case, generalized displacements are taken to'be' unknowns.
In addition, there is the equilibrium method bas'ed oh" minimum com-
plementary energy. Here, stress' parameters are used as general
unknownsv A-tsb, there exist hybrid displacement, hybrid equilibrium,
and mixed- element formulation methods which use modifications and
combinations' of the two basic methods. More detailed information on
these topics can be found, for example, in Desai and Abel (10).
There1 have been many new elements and applications presented
in recent 1-iter'ature for each type of formulation. Frbtn these,
several interesting general comments about future trends in element
forms were noted1 during this survey. There has been a' trend toward
increasingly complex- Element forms. Zienkiewicz (84) has cited two
economic reasons for thts.J Higher-order elements allow use of fewer
elements to- model a; structure which lowers input data cost. Also,
the required solution accuracy is maintained even though a decrease
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in the total'-'number of'^degrees of freedom occurs; this''also'-allow.s '-
a reduction in tost'1. " : • • • ' • • • • ' >'•
Gallagher (T) note's -that equilibrium formulated elements have,
advantages in certain problems. He indicates that''the minimum
complementary energy method appears to be' the most efficient-pro-'"
cedure for cases where stresses are the important parameters and • ' •;•
where the constitutive equations are awkward. Mallett (22) also
indicates a trend toward more hybrid and' mixed element formulations.
Mallett (22)' also provides some thoughts on the problems of
solid elements. He states that 3-d analysis should be restricted to
rather modest 'problems or those of great import because of the large
number of degrees of freedom required to describe 3-d elements. In
his view, the most promising approach to the analysis of solids will
be that of using sophisticated isoparametric element forms. :''
In terms of general purpose programs, Mallett (22) says that
progress toward improved stress analysis capability will be realized
simply by expansion of element libraries so that elements need not
be used under circumstances where they are not really"applicable.
Thus, as Gallagher (1) states, it is essential that any 'general
purpose program be able to accommodate, with ease, new elements:as
these appear in the literature. -
Element modeling capability is obviously a very important
part of a general purpose program. In this section, tabular ' • :
listings of the finite element models available in the ten selected
programs are presented. These tables follow the same format as in
the previous section. In all these tables, the elements indicated
are direct stiffness displacement models based on'the minimum
potential energy formulation.
Comparison tables are provided for scalar and 1-d, plate, shell,
solid of revolution, and solid elements. In preparing these tables
it was quite difficult, from available literature, to determine the
actual element capability. Specific information was not available 'in
many cases. A specific problem occurs when one tries to determine
the special forms that general elements can assume. Footnotes are
provided where this is thought to be a likely possibility. An
additional problem is the fact that MARC2 and ASKA make extensive
use of isoparametric elements whose specific .form is not generally
indicated. It was decided to use the actual and proposed element
capability of NASTRAN as a comparison base, and details on these
elements may be found in that documentation." Exceptions are the
isoparametric and solid element capabilities.
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It is seen immediately that the SABOR/DRASTIC program is limited
to a doubly curved shell element and is not general purpose in this
sense. Table 11 shows that beam elements are standard; however,
curved and nonprismatic beam elements are not available. There are
numerous forms of plate elements available as shown in Table 12.
Most programs include triangular and quadrilateral element capability.
Layered or composite elements have not received much attention. Only
MARC2, ASKA, and ICES appear to contain capability for isoparametric
plate elements. Table 13 shows that most of these programs have
some provision for the analysis of shells.
Table 14 shows that a number of programs contain a triangular
ring solid of revolution element,and a few include a trapezoidal
or quadrilateral ring element. Most of these elements are limited
to axisymmetric load and deformation criteria. Little provision for.
nonaxisymmetric conditions is available. Several programs have
solid elements, as seen in Table 15; NASTRAN and MAGIC are notable
exceptions, having shown this capability only in developmental
versions.
Table 16 has been included to show special element capabilities
noted during this survey. It mainly shows developmental elements for
NASTRAN and indicates similar capability existing in the other
programs. Of note here is the dummy element which will allow
element research capability to be added to NASTRAN such as is
available in MARC2. Also of interest is the fact that only a few
of these programs use numerical integration techniques to form
the element stiffness matrix. It was uctM 'n several articles
(1, 22) that this will be a major consideratio ... rnture work.
GENERAL OBSERVATIONS AND RECOMMENDATIONS
The basic objective of this effort has been to determine what
capabilities should be available in a current general purpose
structural analysis program. This survey has been limited to a
study of available structural analyses, material considerations., and
types of modeling elements. The tables presented in this report
provide a reasonable overall picture of current capahii .ty in these
areas and some general conclusions can be drawn from these tables.
Linear static and dynamic analysis capabilities as currently
available in NASTRAN are definite requirements. It also appears that
a current program should be able to handle material, geometric, and
combined material-geometric nonlinear problems in the static case.
The capabilities in these areas appear to be developed to such an
extent that they should be available to a user. Nonlinear material
and geometric problems in the dynamics area are not well-developed
and cannot be considered at this point.
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Eigenvalue and instability analysis capability should iueLiuU-
the nonlinear capability of pre- and post- buckling analysis. This
also appears to be sufficiently developed to be included in i\ goncual
purpose program. A current program should also be able to handle
various material constitutive equations and allow for consideration
of plastic, nonlinear elastic, and creep behavior. The analysis
capability which would perhaps best describe the state-of-the-art
required for a current general purpose program would be that of a
combined NASTRAN-MARC2 program. Whether all this capability can be
practically incorporated into a single program such as NASTRAN is an
interesting question; one which this author certainly cannot answer.
It is this author's opinion that the element capability available
in and proposed for NASTRAN provides the most complete individual
element library of any existing program. However, many of these
elements seem to provide overlapping or redundant capability which
leads to confusion. In this regard, it appears to this writer that
isoparametric element formulations should be provided in any general
purpose program because of their generality and versatility in
describing families of elements.
As noted in an earlier section, there are an increasing number
of elements appearing in the literature which are not based on the
displacement method. A capability to handle and test these elements
should be considered. Several papers have promoted this idea; for
example, a paper by Robinson and Haggenmacher (98). They introduce
a concept of characteristic matrices and an analogy which permits
complete interchangeability of different types of elements between
independently developed programs irrespective of the analysis method
or basic element assumption. This is an interesting idea which may
be useful in further generalizing the element capability of any
program. It should be pursued to determine its usefulness for
general purpose programs.
A general purpose program must be able to solve practical problems
and allow for research and development work. It appears that both
rigid format and user coded subroutine capability should be available.
The addition of the dummy element to NASTRAN is an important step
in this regard. This should allow for more research and testing of
new elements. The requirement to learn and use new matrix languages
(DMAP) rather than F0RTRAN is probably a bad feature to most working
engineers, and this element will help in this respect. This will
also increase the ability of the program to be a useful tool in
nonstructural areas.
Any current program should also provide capability for the
numerical integration of the element stiffness matrix since this
seems, from several sources, to be of increasing importance.
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Additionally, new structural optimization techniques and applications
may provide methods which can be incorporated directly in a program
and should be considered.
It is evident that a large problem exists in the area of program
checkout. Someone should be given or take the responsibility of
defining a set of practical problems which are well-documented in
terms of experimental and analytical results. This problem set
could serve as a minimum standard capability test that any potential
user would have available for use with any program. These problems
should be published in a form which is readily available. Along
these lines, as new elements and applications are published, the
specific problems in these articles should also be solved, if
possible, using existing general purpose programs. This would
help to determine if the work in recent publications represents a
significant improvement over capability which already exists.
Many of the objectives of a general purpose program which
were indicated earlier in this report have not been considered here.
It is felt, however, that the basic objective has been satisfied
within the stated limits.
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Table 1 - Finite Element Computer Codes
Code Name
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
NASTRAN
MAGIC
MARC2
ASKA
F0RMAT III
ASTRA
STARDYNE
ICES/
STRUDL
ELAS
SABOR/
DRASTIC
SAMIS
FESS
EASE
MINI -ASKA
REXBAT 5
SNASOR
SNAP
SAP
SLADE
WASP
DAISY
DYNA
SAFE
FINESSE .
. C0SMIC
SAMECS
DeVuebecke
DYNES
Gallagher
DEMON
MASS
ASTRAL
FAMAS
SB039
Developer/Funder .
Mac-Neal-Schwendler/NASA-Langley
Bell Aerospace/AFFDL
P. V. Ma real, Brown Univ./NSRDC
H. Argyris, Univ. of Stuttgart
McDonnell -Douglas /AFFDL
Boeing Company/ Boeing
Mechanics Research, Inc . /MRI
MIT/ IBM
Jet Propulsion Co./JPL
MIT/SAMSO
PhilcoFord/JPL
0. Zienkiewicz, Univ. of Wales,
Swansea
Engineering Analysis/Engineering
Analysis
H. Kamel, Univ. of Arizona/LMSC
LMSC/LMSC
Texas A&M/NASA-MSC & Sandia
Lockheed-Hunt sville/MSFC
E.L. Wilson, Univ. of Calif.
Berkeley
Sandia Corp. /Sandia Corp.
LMSC/LMSC
H. Kamel, Univ. of Arizona/Lockheed
Aircraft Co.
H. Kamel, Univ. of Arizona
Gulf Gen. Atomic, Inc.
0. Zienkiewicz, Univ. of Wales,
Swansea
Boeing Co. /Boeing Co.
Boeing Co. /Boeing Co.
F. DeVuebecke, Univ. of Liege
Convair/San Diego
R.H. Gallagher, Cornell Univ.
Douglas Aircraft Co.
General Electric Co.
Grumman
Lockheed Aircraft Co.
Martin Co.
Status References
A
A
P
P
A
P
A
A
A
A
A
P
A
P
P
A
P
A
P
P
P
P
A
P
P
P
P
?
?
?
?
?
?
?
11-17
18-22,80,
3,4,6,23,
25-36,87,
37-46,15
6,47,48
49 .
50-53,79,
54,55
56-63
64,65
7,66,67
68
69
6,70
6,71
72,15
73
82
24
15
84
6,74,85,15
75
2,92
92
6,10
7
2,47
2,78,86
2
2
2,88
2
2
2
2
2,81
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Table 1 - Finite Element Computer Codes (Continued)
Code Name Developer/Funder Status References
35.
36.
37.
38.
39.
40.
41.
42.
43.
44.
45.
46.
47.
48.
Pian
STACUSS 1
Stephens/
Fulton
CRAB
Lindberg
AS145A
FINPLA
E-11101
FEATS
SA 005
Bader
EPAD
BATMAN
GENESYS
T. H. H. Pian, MIT
MIT/SAMSO
R. E. Fulton/NASA Langley
TRW Systems, Redondo Beach, Calif.
G. M. Lindberg, NRG of Canada
TRW Systems, Redondo Beach, Calif.
A. Scordelis, Univ. of Calif.,
Berkeley
L'.. Herrmann, Aerojet-Gen. Corp.
Sacramento, Calif.
Westinghouse Electric Corp.
Pittsburgh, Pa.
G.C. Pfaff, Martin-Marietta Corp.,
Denver, Colo.
R.M. Bader, AFFDL
Universal Analytics, Inc.,
Los Angeles, Calif.
LMSC
British
7
A
A
7
A
7
?
?
7
7
A
7
7
?
2
5,
5
6
6,
6
6
6
6
6
6
6
6
84
77
76
115
COoCO•Hoco6toM60OQ)sICM0)r-lCOH
mCM
01
cy
."
 0
0m
•>
 CM
0)do0)g0)docudoCDdoCl)do
CUdo53Q)do0)g0)do
r-
-
ooCMCMOOm
 W
•
-)
 P
0)Co0)do
ooa)d01dCUoCUdoo>Co0)do
oor-l
CMoo0)60
n
 c
u
O)
 
Pt
co
 
3CU601-1CB
COCO!M•u
 M
!-i
 M
OeCOi-l
 >
J-l
 
0)
4J
 
4-1
CO
 
£
Gco!-l
 
>
£
H
.0
COCOM60OMO
.
0>
•soo4-J60dPL
,
 
co
3
 
<U
O
 
60
4J
 
d
•rl
 
C
O
r-l
•r4
 
CO
£
>
 
CU
CO
 
£3
P-,
 CO
cd
 
fc
cj
 
>H
O
 T3
CO
-dCOo
ca
<
-s
 4J
4->
 
C
d
 o
>
<U
 
E
•rl
 
0)
CO
 
<
-l
d
 
a)
coVJ
 
-O
CO
 
J2
<uC!
 
13
•S
 
C
r-l
 
C
O
h
-H3cr01Ulcu-a3r-lCJc
co
 
,£>
116
CO
H
 W
S
 O
o
 ww
<ugE5« oo
CM
CM
"C
M
oo
m
•d
-
«
 m
oo
 o
o
inCMCM00
CM
•
 CM
0)o0)
A0)cCMCM•>CM00
0)CO2!
OOft
o
8nM
N
J
MM(=1
60OP
.
O)§•H4Jd1-1oCOCO4-)COCO3O13COCCOCO0toa-^toO)4JCOCO>>
 4-1
•O
 
3
CO
 
p
,
01
 
C
4->
 
-H
COCO
 
Ol
4J
 
CO
C
t
 
r
-
J
01>
 
3
O
 
X
O
 
4
J
0)
X
!
coc•f)
(1)COa•H
oCOro
-<
 
U
-l
ca
 
(U
•H
 
-H
4-1
 
r-l
M
 01
0)
 
pj
ti
117
118
cuacuaoCUC!
sOlC!O
0)O20)COOlCOOlCoo>g
0)fiooisC!£0)ga0)d
V
D
r
*
•>
-
*
0)CO
r^
.
<r
mcoQJo
a>Com
cuCO
IT3C
 
ai
CO
 
CO
*
 g
w
 
a
0
 
co
01
 
Ol
0)•HCOCiCO
 
01
I-l
 
C
O
H
 CO
*J
 
P
.
O
 
C
O
cu
 
01
od01DVT
 Ol
Ol
 
CO
t-i
 
d
Pn
 
oa
r-l
 
C
O
CO
 
CU gT3
 
CU
C
 
co
cq
 
d
tf
 
O
-I
 C
O
CO
 
Ol
•a
 Pi
o
d01•HCOd
 cu
CO
 
CO
£
 I
r-4
 
CO
co
 
a>
119
CO
•r-l
CO>^
r
-lCOcu>-l3CO
H
wCJ
8
COOCUCo55cu§55CUC
.
Ocu§
-
01C!
 
*
O53o53OCO
CSlOCO
00
oo
CO53a
.
cucuo
 
i
cu
.
 ao53cu
-§acucocuCo01oo•H
CO
•HCUo13CU•HC•HM-l0)
T
l
CU>COcucuCOcuS-lD
•UCO0)M-l0)
M
-l
COCO
M
-lOC
•H60COCOcuCO
.cCOeCO60O
120
WCJ>
CO
•HCOMCO0)CCO
§PH
COH
Oo0)O
"
 C
O
CO
oooo
 
a
.
cy
.
•
.
 O
O
egCN
CO
 
V
DCcuatoCO1-1p
.
O)
 
5T
60
 
-rl
M
 
Q
CO^
 
i
tM
•>
 O
o
 o01Co13
ooCMCO•H
-
 m
<y>
 
o
oooooo
mCM
a)§S300C•HO3PP
0)tiO01
I
Q)aocugQ)OCU§23
01e0)4-14J3
Q)§0)ca
o
 C
-H
 O
4J
 
P
.
W
 CO
3
 C
U
OPe!
o
MO
CU
 
5
CO
C
•H
O
T
3
&
H
 Q
J
C
U
-U
r-l
O
3
 
ft
C
U
-I
 
3
•r^O
 O
ftM
 
CJ
cu13•HU-4CO
4
 
CO
(
 
r.
*
"4-1
>
>
 
CO
i-la
 
r
-l
O
 
CO•H
CO
 
4J
 
.
"O
 
C
CO
 
CU
O
 
H
4-1
 
>4-l
S
 
-H
O)
 
T3
•HCO
 
"
a
 
co
CO
 
-H
i-i
 
coc
4->
 
XD
co
 
era
cu
 
cog
C
 
-H
•H
 
o*;
r-l
 
-H
O
I
 
4-1M
ci
 
coo
.
O
 
4JD
,
C
 
COCO
121
CO
•
rl
COC8a34JOk•UCOoo0)COH
CO
H
 W
2!
 C
J
00
CO
00
CO
E01•u
 C
CO
 
O
CO
oCO
i-l
 
.
-I
°
 §
4J
 
-rl
C
 C
O
O
cj
 
-i-l
CU
 
O
—
I
w
COo•H4-1CO3OO
COo3COMT3>
.
53
122
COCO•ocoo(U4J
inCOmCMstMCO
stinCM«\
00
stmOOm
CMstMCO
CMoostr-l
stm
CMoo
CM
•O
O
i-l
O
O
r-l
cug*0)oS30)co
CM
«
t^
i-l
 0
0
sl
-M
CO
0)co
'
COmCM
Q)ao
oo
0)co
sg
oon
m
-in
en
01g
O)o01
,
 asCDa01a0)C£0!
"I' OS3CDO
Co>01O>4-1CDooo4-)0}CO0)4-1OC
COH
O
 
O
•H
 
CO
•U
 
-H
to
 
C
CO
 
<
4-1
o
 
o
CO
 
t-t
CO
 
O
i-l
W
CUM3
 
c
o
4J
 
4-1
CO
 
O
M
 
0)
ai
 M-I
O
i»t-l
e
 w
cuH
CO4JI01
 
CO
o•HCOCOPM
C!
 W
o
a•H4JCOCO
a
.
0)
COCO
1-1QJOOCO•I-l
123
CO
3r-iCO3O34-1COIOCOH
O
O
N
mCMvOCO
mCM
»
\
OO<r1-1r-T
r-l
CU•UCOf-l
4JC(avCo
O
Ncu4-13
•i-lCO
•HQ
m
m
m
CTi
OOinCMCMCO
CMoo
CMOO
CM
<)
-
1-1r-l
 i-l
0)MDIH
14-1CO
01COCOcu!-4PM
CO•H4-1VI0)c
M
CO•H4-1
CJCO
0)
l-<(IIo4-1CO1-1CDMVlOCJCD13COCU4-1Oa
124
'
13QJ3
•H4-JCooCO3!-)CO3O24JVIO1-4o>COH
Cd
O
N
CM
r-i
 O
-oCO014-1CO
CO<D4JCOa
}-i•U0)3
to<c
caCOOOM0)
to4JCOCO•HCOCCDaT3GCOCOOCO0)r-l,£>
88
-
(U1<uC££00C•r<Mp
.
CO
Q)Cg0)g
in
 
<o
co
 O
inininc
 w
0)
 
0)
•u
 PQ
n60C
 6
•^
 CO
•O
 
<1)
c
 pq
atpq
o
-
CO0)
O•H01
 
3
l-l
 H
O
0)c(UCOa0)I0)gm IC^ COI CUC PQ
OS**
m<aCo53
oo
0)c
<l
-*t
10^o<r
(UCJo
CM
•I0)I00
m•o
 e
(U
 
CO
>
 Q)
!-4
 pq
U
CO•rlCOCCU
0)
•
 pqo•HCOHOH
aQJdeuC£cuC£u•H4JICOCO&CO
IcuoIHotoCOu0)NCO•HCJCU(*•CO
f
 11
126
C<uE(LI<U4JCOi-lPL,caCOI
•HPICOH
Ww
PL
,
CO0)
i—
I
60
60
 C
C!
 
co
•H
 
-r
*
T)
 
Vi
C
 
H
0)
m
•v
ooo(JOC•H•OCO)B
 H
Q)C£
00Ol
T3O
Ol
t-l60CO
•HJ-l
H
QJCO
n
C
S|
01Coiz;H
01
-a
 
oi
}->
 
r-H
O
 60
i
 C
!
M
 CO
0)
 
-H
C
 
^
6
0
H
vdn
 IT
)
O
 r
-
<
c
-
CO
OO
 
CM01
s-i
 
a
CO
 
CO
0)
 PM
!
TO
0)CaiCo<U
4J
 
C
CD
 
CO
•H
 PL
,
co60
<i)
 
C
a
 ra
CO
 
4J
f-l
 
O
rO
 
O
J
e
 prf
C
-
'
CO
60
 CO
C
 
w
•H
 
O
•a
 01
cQ)CO
0)CJoC
"
CO
60C
•Ht3C01
 01
I
 6
0
01
 C
C
M
C04J
i-JCJ
Ol
i-l01S-lO)<yCOCOo
•aCDN•Hoa>(XCO127
•a<ue•H4Jcooc<uwPHO•HWC<uICN.-40)COH
co
H
 W
fe
 
CJ
W
 2;
CO
U
1
vO
(0M014JCO
60<-l
C
 
-H
•
rl
 
H
•O
 T3
C
 CO
V
 
3
fp
 
O
"
IT)
CNn
co60H
T
JC(U
(1)coWQ
a)
 
cd
3
 
M
O
 (U
<uc0)g
(U
 
0)
3
 4J
M
 
CO
(U60
CNO
CMCMCJ
0)HQJ
 
0)
CO
 
60
fJ
 
C
I
 to
r
-l
 
H
•O0)
01
"I
oo
t-4<rcoCOCMacu4JCO
oo01C
CO0)§£50)coroCOM co0)G01o8COkCO8-COM
O)
i-401OlOcu01COO
J
•o0)NUOltxCO
1'28
CO
H
 W
55
 U
W
 £5
CO4-1C!
i
p-l
CO
t-lin
01g
si
-
mCMn00P£)
m
 Q01I-l60CO•H
moo
sfinCN*\
OOm
 Prt<1)4-1cflCOcS"
co
inin
0)c£
CMoo
co
0
-1
-H
i-M
 4J
MQJ
 
3
4
-tfir-l
O
fO
O
i
 
»
 O)
-ropsj
CO
 COOH-I
X
tJ
O
<
CO0)cls<UC3
•OCOO
 
CO•H
H
0
3
J-l
 
i-l
4-lr-IQ
3oio
»
243U
K
O
incoOJcTJ<U
0)Co550)o£5W
m
 Qr
-l
<U
oo010O55
00
I
m<N
0)§ISQ)O55O•HI-lCOexoCOI-l
inOO
M
omCM
•
\
oo01CO
T)Cn!o
 
d0)
«
 B
0)
 
0
>
C
 
^
-i
O
 
0)
o
M
o
 
<u
•U
 
434-1
w
 
o
0)N
 IW
•H
 
O
r-4n)
 d)
•H
 
C
O
o
 
to
<a
 
o
(XCO
 
T3cu
•>
 
N
i-l
 
-H
CO
 
r-l
tS
 
co
•H
 1-1
o
 
o
M
 
01
O
 
Q
.
4-1
 
CO
129
CO
4JaCUIg•rlOIOco(0H
W
CM•§>
cuC
CM
ca
•o•Ho
•
 N
S
Q
J6
0
Sa
c
CO
 CtJ-H
•H
^i
X
H
cu4-1CO
s
 a
*
COCO-i-l
cuICMCMMCOi-l3)CO O'r-l(Uff!
C
O
C
4-I
HI-CO
s0-1MCO
O
•O
JC
0)c8cOHCU4-»•OcOca-iOi-ltJH 00
5
 2
SCO
 
-r-l
>
0
«
CD
'I
CUgCUCo0)C£wCO00c
4Jca)
CO
CU
(U
 
J3
i-l
 
4-1
0)
 
O
(U
 
M
-l
Vl
 
O
Oo
 
aiCO
o
 
ca
4-1
 
O
CO
 
T3
0)
 
(!)
N
 
N
•H
 
rrH
i-l
 i-l
cd
 
ci)
•H
 
-H
O
 
O
(!)
 
0)
&
 (X
CO
 
CO
ro
 
ua
0)e01r-lw•ooOTCOCo•HCO
•HQ(I)<UMImtoH
wuw
o
mCTi"C
M
in
 co
CMCM
 
W
CM
 
QDJ3OCU
jnCO
m
n
oCM
o
n
 C
O
irtCMa01toX0)re
cuao0)J3
m00oCMCM
wQWO
T3O
T
ICO
o
-
in
OJd
CMtiO
60
 
E
C!
 
to
CD
 
-H
4J
 
M
O
 P
-t
01
-IO
l
C
•"•
 o
•M
 
Q
N
01do
CO
r-l3
 e
to
 
en
C
i
 
'rl
n
 
^
I0)COCJ
'OQ)N•r-l
r-lcfl•HCJOlp.CO131
H
 W
23
 
O
W
 
S
CJ
 
W
"
W
CO4JC§QJcfl•rlOQJp
.
C/)COH
4-1
•HCO
r-l60C•H
f
 
.
 CO
O•H4->COCOr-lQJO
CO
COdCOCOQJX
VOw
in
 P
i-i13QJJ-lQJ
•
rl
4-1
r
-l
QJao2!01cOQJCO0)COQ)coS;
oo
01co530}0]
m
 QJ
o
cl14-1
•iw
M
M
O
J4J
J
CO
•H
 
4J
CO
 
C
>
^
 
O)
r-i
 B
CO
 
QJ
C
 
t-4
CO
 
Q)
o
 id
r-l
 
-H
132
REFERENCES
1. Gallagher, R. H. , "Large-Scale Computer. Programs for Structural
Analysis," On General Purpose Finite Element Computer Programs,
P. V. Marcal (ed.), ASME.pp. 1-14., 1970.
2. Butler, T. G., "On the Reduction of Proliferation of Finite
Element Programs," NASTRAN: User's Experience, NASA TM X-2378,
pp. 813-825, Sept. 1971.
3. Hibbitt, H. D., et al., "On General Purpose Finite Element
Computer Programs, P. V. Marcal (ed.), ASME,pp. 198-222, 1970.
4. Marcal, P. V., "On General Purpose Programs for Finite Element
Analysis, with Special Reference to Geometric and Material
Nonlinearities," Proc. Symp. on Numerical Solution of Partial
Differential Equations, University of Maryland, May 1970.
5. Hartung, R. F., "Assessment of Current Capability of Computer
Analysis of Shell Structures," AFFDL-TR-67-194, Wright-Patterson
Air Force Base, Ohio, Feb. 1970.
6. Perrone, N., "Compendium of Structural Mechanics Computer Programs,"
Computers and Structures, Vol. 2, No. 3, pp. 305-437.
7. Zienkiewicz, 0. C., "The Finite Element Method in Engineering
Science," McGraw-Hill, Book Company, New York, NY, 1971.
8. Przemieniecki, J. S., "Theory of Matrix ol .-tural Analysis/'
McGraw-Hill Book Company, New York, NY, 1968.
9. Oden, J. T., "Finite Elements of Nonlinear Continua," McGra i.
Book Company, New York, NY, 1972.
10. Desai, C. S. and Abel, J. F., "Introduction to the Finite Element
Method," Van Nostrand-Reinhold Company, New York, NY, 1972.
11. , "The NASTRAN Theoretical Manual," NASA SP-221,
Sept. 1970.
12. • "The NASTRAN User's Manual," NASA SP-222, Sept. 1970.
13. , "The NASTRAN Programmers' Manual," NASA SP-223,
Sept 1970.
14. , "NASTRAN Demonstration Problem Manual,"
.MSA SP-224, Sept. 1970.
133
15. , "NASTRAN: Users' Experiences," (report of
Colloquium held at Langley Research Center, Hampton, VA,
Sept. 13-15, 1971), NASA TM X-2378, Sept. 1971.
16. MacNeal, R. H., "Dynamic Structural Analysis with the NASTRAN
Computer Program," On General Purpose Finite Element Computer
Programs, P. V. Marcal (ed.), pp. 78-97, ASME, 1970.
17. Butler, T. G. and Michel, D., "NASTRAN - A Summary of the Functions
and Capabilities of the NASA Structural Analysis Computer System,"
NASA SP-260, 1971.
18. Mallett, R. H. and Jordan, S., "MAGIC - An Automated General
Purpose System for Structural Analysis: Engineer's Manual,"
Vol. I, AFFDL TR-68-56, Air Force Flight Dynamics Laboratory,
WPAFB, Ohio, Jan. 1969.
19. Jordan, S., et al, "MAGIC - An Automated General Purpose System
for Structural Analysis: User.'s Manual," Vol. II, AFFDL
TR-68-56, Air Force Flight Dynamics Laboratory, WPAFB, OH,
July 1969.
20. DeSantis, D., "MAGIC - An Automated General Purpose System for
Structural Analysis: Programmer's Manual," Vol. Ill, AFFDL
TR-68-56, Air Force Flight Dynamics Laboratory, WPAFB, OH,
Jan. 1969.
21. Jordan, S, "MAGIC II: An Automated General Purpose System for
Structural Analysis: Engineer's Manual (Addendum)," Vol. I,
AFFDL TR-71-1, Air Force Flight Dynamics Laboratory, WPAFB, OH,
May 1971.
22. Mallett, R. H. and Jordan, S., "Stress Analysis Using Finite
Element Methods," On General Purpose Finite Element Computer
Programs, P. V. Marcal (ed.), ASME, pp. 30-67, 1970.
23. Hibbitt, H. D. and Marcal, P. V., "Hybrid Finite Element Analysis
with Particular Reference to Axisymmetric Structures," AIAA
8th Aerospace Sciences Meeting, New York, NY, Jan. 19-21, 1970.
24. Marcal, P. V., "Large Deflection Analysis of Elastic Plastic
Shells of Revolution," Proc. of the AIAA/ASME 10th Structures,
Structural Dynamics and Material Conference, pp. 369-379,
April 1969.
25. Argyris, J. H., et al, "Some New Elements for the Matrix Dis-
placement Method/' Second Wright-Patterson Conference, AFFDL-
TR-68-150, pp. 333-397, Dec. 1969.
134
26. Bergmann, H. W., "ASKA - A Large Scale Software System for Finite
Element Analysis," U. S.-Japan Seminar on Matrix Methods of
Structural Analysis and Design, Paper US-5-1, Tokyo, Japan
(published only as a preprint) Aug. 1969. i
27. Von Fuchs, G. and Schrem, E., "ASKA - A Computer System for
Structural Engineers," Proc. ISD/ISSC, Symp. on Finite Element
Techniques, Univ. of Stuttgart, June 10-12, 1969.
28. Argyris, J. H., et al, "Automatic System for Kinematic Analysis,"
ASKA, ISC Report No. 59, Nov. 1968.
29. Argyris, J. H. and Fried, I., "The LUMINA Element for the Matrix
Displacement Method," The Aeronautical Jour., Vol. 72, No. 690,
pp. 514-517, June 1968.
30. Argyris, J. H., et al, "The HERMES Element for the Matrix
Displacement Method," The Aeronautical Jour., Vol. 72, No. 691,
pp. 613-617, July 1968.
31. Argyris, J. H., et al, "The TET 20 and TEA Elements for the
Matrix Displacement Method," The Aeronautical Jour., Vol. 72,
No. 691, pp. 618-623, July 1968.
32. Argyris, J. H. and Scharpf, D. W., "The Curved Tetraheuior
and Triangular Elements TEC and TRIG for the Matrix Displd. merit
Method," The Aeronautical Jour., Vol. 73, pp. 55-65, Jan. 1969.
33. Argyris, J. H., et al, "The TUBA Family -j ' >tnents for the
Matrix Displacement Method," The Aeronautical Jr<ir.. Vol. 72.
No. 692, pp. 701-709, Aug. 1968.
34. Argyris, J. H. and Buck, K. E., "A Sequel to Technical Note 14
on the TUBA Family of Plate Elements," The Aeronautical Jour.,
Vol. 72, pp. 977-983, Nov. 1968.
35. Argyris, J. H. and Fried, I., "The PUBA Family of Plate Elements
for the Matrix Displacement Method," ISO Report No. 56, Aug. 1968.
36. Argyris, J. H. and Scharpf, D. W., "The SHEBA Family of Shell
Elements for the Matrix Displacement Method," The Aeronautical
Journal, Vol. 72, No. 694, Oct. 1968.
37. fcfeoen, D. S., "First Version of Fortran Matrix Abstraction
Technique: Volume I, Analysis and Application of Abstraction
Technique," AFFDL-TR-65-47, Vol. I, Sept. 1965.
135
38. Pickard, J., "F0RMAT II - Second Version of Fortran Matrix
Abstraction Technique; Volume I. Engineering User Report,"
AFFDL-TR-66-207, Vol. I, Jan. 1967.
39. Cogan, J. P., "F0RMATII - Second Version of Fortran Matrix
Abstraction Technique; Volume II. Description of Digital
Computer Program," AFFDL-TR-66-207, Vol. II, March 1967.
40. Morris, R. C., "F0RMAT II - Second Version of Fortran Matrix
Abstraction Technique; Vol. III. A User-Coded Matrix Generator
for the Force Method," AFFDL-TR-66-207, Vol. Ill, March 1967.
41. Serpanos, J. E., "F0RMAT II - Second Version of Fortran Matrix
Abstraction Technique; Volume IV. A User-Coded Matrix Generator
for the Displacement Method," AFFDL-TR-66-207, Vol. IV, March 1967
42. Pickard, J., "F0RMT - Fortran Matrix Abstraction Technique;
Volume V. Engineering User and Technical Report," AFFDL-TR-
66-207, Vol. V, Sept. 1968.
43. Lackey, W. J. and Wild, R. E., "F0RMAT II - Second Version of
Fortran Matrix Abstraction Technique; Volume II, Supplement I.
Description of Digital Computer Program,"; AFFDL-TR-66-207,
Vol. II, Supplement I, Sept. 1968.
44. Cogan, J. P., et al, "F0RMAT - Fortran Matrix Abstraction *
Technique; Volume VI. Description of Digital Computer Program -
Phase I," AFFDL-TR-66-207, Vol. VI, Sept. 1968.
45. Morris, R. C., et al, "F0RMAT - Fortran Matrix Abstration
Technique; Volume VII. Description of Digital Computer
Program - Phase III," AFFDL-TR-66-207, Vol. VII, Sept. 1968.
46. Warren, D. S., "Application Experience with the F0RMAT Computer
Program," Second Wright-Patterson Conference, AFFDL-TR-68-150,
pp. 839-867, Dec. 1969.
47. Greene, et al, "ASTRA - Boeing's Advanced Structural Analyser,"
Proc. Int. Symp. on Structures Tech. for Large Radio and Radar
Telescope Systems, MIT, Oct. 1967.
48. Martin, H. C., "Finite Element Analysis of Fluid Flows,"
Second Wright-Patterson Conf., AFFDL-TR-68-150, Dec. 1969.
49. ' , "STARDYNE User's Manual," Computer Systems Div.,
Mechanics Research, Inc., El Sequindo, Calif., June 1968.
136
50. Chu. S. L., "Analysis and Design Capability of the STRUDL
Program," Inter. Syrup. Numerical and Computer Methods in
Structural Mechanics, U. S. Office of Naval Research,
Urbana, 111., Sept. 1971.
51. Logcher, R. D., et al., "ICES-STRUDL II, The Structural Design
Language User's Manual,"
Vol. I; Frame Analysis, MIT, Research Report R68-91, Nov. 1968.
Vol. II: Additional Design and Analysis Facilities, MIT,
R68-92, June 1969.
52. Shumacher, B., "An Introduction to ICES," MIT, Dept. of Civil
Engr., MIT-DCIE-R67-47, Sept. 1967.
53. Ferrente, A. J., et al, "The solution of Finite Element Problems
Using the STRUDL Language," U.S.-Japan Symp. on Matrix Methods
of Structural Analysis and Design, Tokyo, Japan, Sept. 1-3, 1969.
54. Utku, S. and Akyuz, F. A., "ELAS - A General Purpose Computer
Program for the Equilibrium Problems of Linear Structures,
User's Manual," JPL TR-32-1240, Vol. I, Pasadena, Calif.,
Feb. 1968.
55. Utku, S., "ELAS - A General Purpose Computer Program for the
Equilibrium Problems of Linear Structures, Documentation ot '•>?
Program," JPL TR-32-1240, Vol. II, Pasadena, Calif., Sept. , )69.
56. Percy, J. H., et al, "SABOR I: A ^-.rt-—*-> Program for the Linear
Elastic Analysis of Thin Shells of Revc . Under Axisymmetric
Loading Using the Matrix Displacement Method," *vSRL Tl< l?l-v,
MIT Aeroelastic and Structures Research Laboratory, May J >
57. Percy, J. H., et al., "SABOR III: A Fortran Program for the
.Linear Elastic Analysis of Thin Shells of Revolution Under
Asymmetric Loading Using the Matrix Displacement Method,"
ASRL TR 121-6, MIT, May 1965.
58. Mack, E. W., et al, "An Improved Discrete-Element Analysis and
Program for the Linear-Elastic Static Analysis of Meridionally-
Curved, Variable-Thickness, Branched Thin Shells of Revolution
Subjected to General External Mechanical and Thermal Loads,
Part II;. The SABOR 4 Program," ASRL TR 146-4, Part 2, MIT,
March 1968.
59. Witmer, E. A., et al, "An Improved Discrete-Element Analysis and
Program for the Linear Elastic Static Analysis of Meridionally-
Curved Variable Thickness Branched Thin Shells of Revolution
Subjected to General External Mechanical and Thermal Loads, Part 1:
Analysis and Evaluation," ASRL TR 146-4, MIT, March 1968.
137
60. Kotanchik, J. J., "Discrete Element Static Analysis of Bonded
Double Layer, Branched, Thin Shells of Revolution, Part 1:
Analysis and Evaluation," ASRL TR-139-6, Part 1, MIT, May 1968.
61. Kotanchik, J. J., "Discrete-Element Static Analysis of Bonded
Double Layer, Branched Thin Shells of Revolution, Part 2: The
SABOR 5 Program," ASRL TR-139-6, Part 2, MIT, May 1969.
62. Klein, S. and Sylvester, R. J., "The Linear Elastic Dynamic
Analysis of Shells of Revolution by the Matrix Displacement
Method," First Wright-Patterson Conf., AFFDL-TR-66-80,
pp. 299-328, Nov. 1966.
63. ; , "DRASTIC 5," Computer Code Developed at MIT
Aeroelastic and Structures Research Laboratory.
64. Melosh, R. J. and Christiansen, "Structural Analysis and
Matrix Interpretive System (SAMIS) Program: Technical Report,"
JPL TM-33-311, Pasadena, Calif., Nov. 1966.
65. Melosh, R. J., et al., "Structural Analysis and Matrix Inter-
pretive System (SAMIS) Program Report," JPL TM-33-307, Pasadena,
Calif., Dec. 1966.
66. , "Course on Recent Development of Finite Element
Methods in Engineering and Pnysical Sciences," Univ. of Wales,
Swansea, Jan. 5-9, 1970.
67. King, I. P., "Finite Element Solution Systems (FESS)," Internal
Report Centre for Numerical Methods in Engineering, University
of Wales, Swansea, 1967.
68. , "EASE - Elastic Analysis for Structural Eng.,
User's Manual and Application Guide," Prepared by Eng. Analysis
Corpora tion, Distributed by CDC, Data Centers Div., Aug. 1969.
69. Kamel, H. A., "MINI-ASKA User's Manual," research performed for
Lockheed Missiles and Space Co., under Research Contract
No. P0APz8J9280A, May 1968.
70. Loden, W. A., "User's Manual for REXBAT 5," Lockheed Missiles
and Space Co., Palo Alto, Calif., (Unpublished report), July 1970.
71. Haisler, W. E. and Stricklen, J. A., "SNASOR II - A Finite Element
Program for the Static Nonlinear Analysis of Shells of Revolution,"
Space Technology Report 70-72, Aerospace Engr. Dept., Texas A&M
Univ., College Station, Texas, Oct. 1970.
138
7:2.. .Whetstone., W. D, , "User's .Manual for SNAP.," Xockheed 'Hants villa
/Research and Engineering Center, Huntsville, Ala.
73. Wilson, E. L.., "SAP - .A General .Structural Analysis Program.,"
Rept. No. UCSESM 70-20, Dept. of Civil Engr.. , Univ. of Calif.,
Berkeley, Calif., Sept. 1970.
74. Key, S. W. and .Beisinger., :Z. :E., "SLADE: A Computer Program for
the Static .Analysis of Thin Shells.," SC-RR-69-36.9, Sandia
Corporation, .Albuquerque, :New Mexico, Nov. 1970,.
75- Strickland, et ,al, "WASP - -A Digital Computer ^ Program for the
Linear :Ela;s tic .Analysis of Hybrid, Symmetric ally .Loaded ".Bodies
of .Revolution.," /Report 9-87-68-2., .Lockheed jMissiles and Space
Company, Palo .Alto, Calif.., ..June 1968.
76. Lindbe.rg, G. .M.,, -et al, "Finite Element ..Dynamic Analysis of
Shallow .Shell Structures," National .Research Council of Canada.,
.National .Aeronautical .Establishment., :NRC, NAE'LR-54'0, .July 1970.
77. Kotanchik, J. J. and Berg, B. .A.., '"STACUSS 1: A Discrete-Element
Program for the Static Analysis of .Single-Xayer .Curved Stiffened
Shells Subjected to Mechanical and .Thermal ILoadsv" MIT., ASRL
'TR 146-9., .Dec. 1969.
7,8.. \ _'"SAMECS User's Manual (TS-172), .Structural .Analysis
.Method for Evaluation o.f Complex Structures," Boeing 'Document
.No. D6-29059, May 1967.
79. Xogcher, R. D., "ICES-STRUDL -.An Integrated Approach to a
Structural Computer System," Proc. Int. Sym. on Structures
Tech. for Large Radio and Radar Telescope Systems, MIT,, Oct. 1967.
8.0. Gallo, A. M. , "MAGIC II: An Automated General Purpo.se .System
.for Structural Analysis; Volume III, Programmer's Manual,"
.ATFDL TR-71-1, Vol. 3, WPAFB, Jan. 1971.
81. Butler., T. G., "Rosman I Dynamic Analysis," Pr.oc. Int. Sym. on
Structures Tech. .for Large .Radio and Radar Tele.scope Systems,
.MIT, Oct. 1967.
8:2. .Jordan, S,., "MAGIC II: An Automated General Purpose System for
Structural .Analysis; Volume II, User's Manual," .AFFDL-TR-71-1,
WPAFB, Jan.. 1971.
83. Akin, J.. E., et al., "The Finite Element Method, a bibliography
of its theory and applications," Dept. of Engineering Mechanics,
Report EM 72-1, Univ. of Tenn, Knoxville, Tenn 37916, Feb. 1972..
139
84. Tottenham , H. and Brebbia, C. (eds.), "Finite Element Techniques
in Structural Mechanics," Proc. of a Seminar at the Univ. of
Southhampton, April 1970. ' • .• .
85. Key, S. W. and Beisinger, Z. E., "The Transient Dynamic Analysis
of Thin Shells'by the Finite Element Method," Third Wright-
Patterson Conference, Oct. 1971.
86. Grisham, A. F., "The Boeing SST Prototype Internal Loads Analysis
System and Procedures," Third Wright-Patterson Conference, Oct. 1971.
87. Argyris, 3. H., "Finite Element Analyses of Thermomechanical
Problems," Third Wright-Patterson Conference, Oct. 1971.
88. Gallagher, R. H. , "A Procedure for Finite Element Plate and
Shell Pre-' and Post- Buckling Analyses," Third Wright-Patterson
Conference, Oct. 1971. • " ..
89. Przemieniecki, J. S., "Finite Element Structural Analysis of
Local Instability," AIAA Paper No. 72-354, AIAA/ASME/SAE
LSth Structures, Structural Dynamics, and Materials Conference,
, San Antonio, Texas, April 1972.
90. Stricklin, J. A., "Evaluation of Solution Procedures for Material
and/or Geometrically Nonlinear Structural Analysis by the
Direct Stiffness Method," AIAA Paper No. 72-353, AIAA/ASME/SAE
-13^ Structures, Structural Dynamics, and Materials Conference,
San Antonio, Texas, April 1972.
91. Sharafi, P. and Popov, E. P., "Nonlinear Finite Element Analysis
of Sandwich Shells of Revolution," AIAA Paper No. 72-356,
AIAA/ASME/SAE 13th Structures, Structural Dynamics, and Materials
Conference, San Antonio, Texas, April 1972. . :
92. Kamel, H. A., "The Computer in Finite Element Analysis of Ship
Structures," A Symposium and Short Course, Univ. of Arizona,
Tucson, Arizona, March 1971.
93. Haisler, W.. E., et al., "Development and Evaluation of Solution
Procedures for Geometrically Nonlinear Structural Analysis,"
AIAA J., Vol. 10, No. 3, March 1972.
94. Hwang, C. and Pi, W. S., "Nonlinear Acoustic Response Analysis
of Plates Using the Finite Element Method," AIAA J., Vol. 10,
'No. 3, March 1972. , .
i4o
95. Sabir, A. B. and Ashwell, D. G., "A Comparison of Curved Beam
Finite Elements When Used in Vibration Problems," Jour, of
Sound and Vibration, Vol. 18, pp. 555-563, 1971.
96. Akmed, K. M., "Dynamic Analysis of Sandwich Beams," Jour, of
Sound and Vibration, Vol. 21, pp. 263-276, 1972.
97. Henshell, R. D., et al, "A New Family of Curvilinear Plate
Bending Elements for Vibration and Stability," Joan of Sound
and Vibration, Vol. 20, pp. 381-397. 1972=
98. Robinson, J. and Haggenmacker, H. W., "Basis for Element
Interchangeability in Finite Element Programs," Third Wright-
Patterson Conference, Oct. 1971.
99. Mei, C., "Nonlinear Vibration of Beams by Matrix Displacement
Method," AIAA Jour., Vol. 10, No. 3, March 1972.
100. Gupta, K. K., "Dynamic Response Analysis of Geometrically Non-
linear Structures Subjected to High Impact," Inter. Jour, of
Numerical Methods in Engineering, Vol. 4, March 1972.
101. Lui, T. H. and Ito, Y. M., "Elastic-Plastic Analysis of
Unidirectional Composites," Jour, of Composite Materials, Vol. 6,
Jan.1972.
102. Belytschko, T., "Finite Element Method for Elastic Plastic
Sandwich Plates," ASCE, Jour. Engr. Mech. Div., Vol. 98, Feb. 1972,
103. Miyamoto, H., "Application of the Finite Element Method to the
Fracture Mechanics," Tokyo Univ., Faculty of Engineering, Journal,
Series B, Vol. 31, Sept. 1971.
104. Broberg, K. B., "Crack-growth Criteria and Nonlinear Fracture
Mechanics," Jour, of the Mechanics and Physics of Solids,"
Vol. 19, Nov. 1971.
105. Mau, S., "A Finite Element for Nonlinear Prebuckling and
Postbuckling," NASA CR-1936.
106. Hartzman, M., "Nonlinear Dynamics of Solids by the Finite
Element Method," Computers and Structures, Vol. 2, Jan. 1972.
141
1972
NASA-ASEE SUMMER FACULTY FELLOWSHIP PROGRAM
AERONAUTICS AND SPACE RESEARCH PROGRAM
(AUBURN UNIVERSITY - UNIVERSITY OF ALABAMA)
MARSHALL SPACE FLIGHT CENTER
INVESTIGATION OF SOME. CHARACTERISTICS
RELATED TO PCM THERMAL CAPACITORS
Prepared by:
Academic Rank:
University:
Laboratory:
(Division)
(Branch)
Research Counterpart:
Date:
Contract No.:
Edwin I. Griggs
Assistant Professor
Tennessee Technological Univ,
Astronautics Laboratory
Propulsion & Thermodynamics
Life Support & Environmental
W. R. Humphries
August 11, 1972
NGT-01-003-045
143
LIST OF FIGURES
Figure Title
1 Schematic of PCM Used to Protect a Component .:. .153
2 Illustration of Finned Thermal Capacitor 154
3 Typical Finned Capacitor Cell /. .155
4 Schematic of Lengthwise Cross Section of Test
Capacitor .158
5 Flow Schematic of Test Setup. 160
6 Photograph of Test Capacitor 162
7 Photograph of Test Setup 162
8 PCM and Coolanol Temperatures for Melt Run 4 . .'';165
9 Surface Temperatures for Melt Run 4 166
10 PCM and Surface Temperatures for 3/4 and 1/4
Inch Cell Locations for Melt Run 4 167
11 PCM and Coolanol Temperatures for Melt Run 10 . .168
12 Surface Temperatures for Melt Run 10 169
13 PCM and Surface Temperatures for 3/4 and 1/4
. Inch Cell Locations for Melt Run 10 170
14 PCM and Coolanol Temperatures for Freeze Run 5. .171
15 Surface Temperatures for Freeze Run 5 .172
16 PCM and Surface Temperatures for 3/4 and 1/4
Inch Cell Locations for Freeze Run 5 173
17 PCM and Coolanol Temperatures for Freeze Run 11.174
18 Surface Temperatures for Freeze Run 11 175
144
LIST OF FIGURES
(Continued)
19 PCM and Surface Temperatures for 3/4.and 1/4
Inch Cell Locations for Freeze Run 11 17(>
20 PCM and Bottom Surface Temperature Comparison
Between Melt Runs 4 and 10 for. 1/2 Inch Cell
Location , * , , , , , , , , , , - . , IT?
21 PCM and Bottom Surface Temperature Comparison
Between Freeze Runs 5 and 11 for 1/2 Inch Cell
Location 178
22 Freeze Run 14 Five Minutes After Start 180
23 Freeze Run 14 Ten Minutes After Start 180
24 Freeze Run 14 Sixteen Minutes After Start 181
25 Freeze Run 14 Twenty Eight Minutes After Start..181
26 Melt Run 2A Five Minutes After Start 182
27 Melt Run 2A Eleven Minutes After Start 182
28 Melt Run 2A Seventeen Minutes After Start V- •
29 Melt Run 2A Twenty Three Minutes After Start . . . 183
30 Melt Run 10 Four Minutes After Start ... ..... . . 184
31 Melt Run 10 Eight Minutes After Start 184
32 Melt Run 10 Ten Minutes After Start 185
1
33 Melt Run 10 Fourteen Minutes After Start 185
34 Melt Run 10 Nineteen Minutes After Start 186
35 Melt Run 10 Twenty One Minutes After Start 186
145
36
37
38
39
LISt OF FIGURES
(Continued)
Melt Run 10 Twenty Four Minutes After Start .... 187
Melt Run 10 Twenty Six Minutes After Start 187
Two-Dimensional Nodal Network Used in the
Numerical Study ..-..- . . .:,,. . 191
General Designations for Nodes and Connecting
Conductances .192
Table
1
LIST OF TABLES
Title
Summary of Test on Invertable PCM Test
Capacitor
Comparisons of Some Numerically Predicted
Values ..................................... 197
Symbol
ADI
C
CP
GH
GV
NOMENCLATURE
Definition
Alternating-Direction-Implicit
Numerical Method
Thermal Capacitance of a Node
Constant Pressure Specific Heat
Horizontal Thermal Conductance
Vertical Thermal Conductance
Units
Btu/°F
Btu/Lbm-F°
Btu/Hr-°F
Btu/Hr-°F
146
HI
k
M
N
PCM
Q
s
sl
s2
T
t
W
Btu/Hr-Ft-op
NOMENCLATURE
(Continued)
Height of PCM in Cell(Fig. 38) inches
Nodal Designation Integer
(Fig. 38)
Nodal Designation Integer
(Fig. 38)
Thermal Conductivity
Number of Horizontal Nodes in
PCM (Fig. 38)
Number of Vertical Nodes in
PCM (Fig. 38)
Phase Change Material
Heat Transfer Btu/Hr
Nodal Spacing in PCM inches
Thickness of Bottom Plate inches
Thickness of Fin inches
Temperature °F
Time Hr.
Width of PCM Cell inches
Spatial Coordinate Ft.
Spatial Coordinate Ft.
Thermal Diffusivity Ft2/Hr.
Designates Finite Increment
Density Lbm/Ft-*
147
ACKNOWLEDGEMENT S
The author would like to express sincere appreciation
to the entire staff of the 1972 NASA/ASEE Summer Faculty
Fellowship Program for their role in providing a well
organized and rewarding summer experience. Particular
thanks are due Mr. J. Fred O'Brien, Director, Dr. Donald
C. Raney, Associate Director, and Mr. Marion I. Kent, NASA
Representative, for their respective contributions.
In addition, the author expresses his gratitude to
each member of the Life Support and Environmental Branch
of the Propulsion and Thermodynamics Division of the
Astronautics Laboratory for their provision of a cooper-
ative, challenging, and interesting environment in which
to work during the summer.
Words of special thanks and appreciation are extended
to Mr. W. R. Humphries for serving as my research counter-
part on the program. His experience and interest in the
area of study served to initiate the effort as well as to
promote a continuing educational experience. His cooper-
ation, technical discussion, and assistance were most
helpful.
Finally, I want to thank those in NASA who have
worked to promote and support this program whereby research
and continuing educational opportunities have been made
available to a significant number of university faculty
across our country.
148
INVESTIGATION OF SOME CHARACTERISTICS
RELATED TO PCM THERMAL CAPACITORS
By
Edwin I. Griggs
ABSTRACT
This report presents some results of a continuing
experimental and analytical investigation of the thermal
behavior of a PCM thermal capacitor. Fundamentally, a
thermal capacitor is a device which provides attractive
energy storage capability through utilization of a phase
change material (PCM). Functionally, these units may play
the role of a thermal flywheel by depressing temperature
fluctuations caused by a changing thermal environment or
they may serve as a heat sink to delay transient tempera-
ture rises. Since their operation is passive, these de-
vices are particularly suitable for applications in the
space program, a fact exemplified by the variety of current
as well as proposed future applications.
In order for capacitor designs to fully and success-
fully exploit the advantages of the phase change concept,
the PCM should have a high value of thermal diffusivity;
this, however, creates a problem since the prime PCM
candidates (n-paraffins), based on other considerations,
have very low values of this property. To overcome this
problem and achieve improved heat transfer in practice,
metallic fins or some other form of metallic filler is
embedded within the PCM. Such an arrangement, however,
complicates an exact thermal analysis because of the
introduced inhomogeneities and multidimensional effects.
The objectives of this work were (1) to continue to
investigate and evaluate numerical techniques for predict-
ing thermal performance within a thermal capacitor and (2)
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to monitor a series of tests on an invertable thermal
capacitor. The numerical study is a continuation of an
effort initiated during participation in the 1971 NASA/ASEE
Faculty Fellowship Program. During this former period, in
addition to developing some background in the area, a
numerical study utilizing an explicit formulation was di-
rected to the prediction of the heat transfer within a
single rectangular cell formed by metallic fins enclosing
the PCM. Hopefully, in order to provide greater flexi-
bility, shorter computer time, and provide potential for
a parametric study, attention during this summer has been
devoted to an implicit numerical scheme. A discussion of
this effort is presented. The experimental work involved
outlining and monitoring approximately fourteen tests of
an invertable capacitor. Surface and PCM temperatures
were measured at several locations and photographs were
made of the PCM during melting and solidification. Some
typical experimental results are presented and discussed.
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INTRODUCTION
As a quantity of material undergoes a phase change, it
absorbs or liberates an amount of energy equal to its heat
of transition while remaining at constant temperature.
During this transition, the effective thermal capacitance,
ideally, is infinite. Practically, internal temperature
gradients prevent this ideality from being completely
realized. Utilization of a phase change to provide ther-
mal control for transient systems is expanding. A thermal
capacitor is a device which contains a phase change
material(PCM) and is used for thermal control and/or energy
storage purposes. While a liquid-vapor transition provides
much larger energy storage capability per unit mass than
does a solid-liquid transition, the latter has some practi-
cal advantages since the former presents containment pro-
blems due to the large volume change occurring in the
liquid-vapor transition.
PCM thermal control is particularly attractive for
applications in the space program since the technique is
passive, and, therefore, should have good reliability.
For short-term or one-time operated components where heat
rejection, under normal conditions, may be insufficient
to maintain a desired temperature level, PCM packages car
serve as a heat sink to absorb the energy at near constant
temperature. PCM devices can be used in conjunction with
space radiators to store energy during high heat rejection
periods and subsequently allow the radiator to radiate
continuously at a lower temperature. This balancing
scheme eliminates design of an extra large radiator to
accomodate peak heating loads. Other applications include
those of providing isothermal environments for experi-
mental packages and biological specimen storage units.
Thermal capacitors were employed on the Lunar Roving
Vehicles and are to be used on Skylab(Ref. 1). The pro-
posed thermal control subsystem for planetary descent
probes will also involve use of a PCM (Ref. 2).
Effort is currently in progress toward application
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of PCM technology together with other space-age technology
to the problem of effectively utilizing solar energy. A
present concept under study is that of incorporating a
solar energy collector, a PCM storage unit, and an absorpt-
ion refrigeration cycle to meet home and office cooling
requirements. The need for a PCM which is compatible with
the remainder of the system and its requirements is an
indication of the expanding interest in PCM thermal control,
For a particular application, such as the one mention-
ed above, selection of an appropriate PCM is a prime design
consideration. An ideal PCM should have the following
characteristics (Ref. 3).
• High Heat of Fusion
• High Thermal Conductivity
• High Specific Heat
• High Density
• Low Volume Change During Phase Change
• Reversible Phase Change
• Long Life Reliability
• Dependable Freezing Behavior
: • Low Vapor Pressure
• Low Toxicity
• Chemically Inert and Stable
For applications involving melt temperatures between 40 °F
and 150 °F, the materials which emerged as the best PCM
candidates in a study reported in Reference 4 were the
normal (n-) paraffins containing from 14 to 30 carbon
atoms. Potentially hew PCMs including metallic PCMs,
patented PCMs, freons, waxes and oils, low molecular weight
compounds, organics, and composite PCMs have been discussed
in Reference 5. Also Reference 3 has summarized a number
of PCMs and has tabulated many of their properties.
While many factors need to be evaluated in the choice
of a PCM, the melt temperature is one of the major con-
straining considerations. For an application where the
PCM is to protect a thermally connected component, the melt
temperature must lie in the safe operating range of the
component. Consider the schematic shown in Figure 1.
PCM HOUSING
INTERFACE
COMPONENT
Figure 1 Schematic of PCM Used to Protect a Comport:
As energy is transferred from the component to the PCM, an
ideal design would provide sufficient thermal communication
to assure that the temperature of the component remains
near the melt temperature of the PCM. Use of paraffins in
this connection presents a practical problem. As the
solid-liquid interface recedes from the surface adjacent
to the component, a high resistance melt layer develops
with significant internal temperature gradients. Conse-
quently, the component temperature must rise appreciably
above the PCM melt temperature. The high resistance is a
consequence of the very low thermal conductivity values of
normal paraffins. To partially alleviate this problem via
provision of an improved conductivity between the interface
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and the heated surface, metallic fillers have been used
within the PCM. These fillers have included straight
fins, honeycomb, foam, powder, and wool. Use and per-
formance considerations of fillers have been discussed in
References 3,4,and 5. The case of straight fins is
schematically illustrated in Figure 2.
PCM HOUSING
SOLID PCM
•FIN
•UQUID PCM
COMPONENT
Figure 2 illustration of Finned Thermal Capacitor
While the case illustrated in Figure 2 probably represents
the simplest geometrical arrangement involving fillers,
optimization of even this case for design purposes is still
needed. The addition of a filler reduces the volume that
is available to the PCM. Consequently, efficient designs
should be based on an optimum arrangement that utilizes as
much as possible the advantages of the phase change yet
provides a sufficiently high conducting path to prevent
large temperature gradients. In order to determine these
optimum conditions, it is necessary to be able to under-
stand the physics and to have an analytical model which
adequately describes the thermal behavior.
As a first step in analyzing a finned thermal capacitor,
attention has been focused on a typical cell within the
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unit. A typical cell is schematically illustrated in Figure
3a.
TOP SURFACE- TOP SURFACE
PCM-
FIN-
SOLID
PCM
CONVECTIVE
CURRENTS
•BOTTOM SURFACE
(a)
SURFACE
(HEATED)
 GRAVITY
(b)
Figure 3 Typical Finned Capacitor Cell
If effects perpendicular to the plane of the sketch are
neglected, the two-dimensional problem is still compli-
cated because of the presence of two different materials
demonstrating very different thermal properties. Also,
attempts to correlate predictions with normal gravity test
data are involved since convection exists when the heated
surface is at the bottom such as that illustrated in
Figure 3b. Prediction of the convective effects is a most
formidable problem. There appears to be no information
available in the literature which treats the problem of
convection within a celluar enclosure where one boundary
is moving. Even for steady conditions in stationary cells,
the possible convective patterns are complex as illustrated
by the study reported in Reference 6. Correlations of
convective contributions to heat transfer in one-dimension-
al steady state experiments have been presented by Reference
7. Uses of these correlations in some phase change pro-
blems have been reported by References 8 and 9. More
closely related but still unapplicable directly to phase
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change problems is the work on liquid convection in.the
presence of honeycomb cells reported in Reference 10.'
Detailed mathematical treatment of natural convection in
enclosures wherein phase change is occurring is a real need
for accurate analysis of the problem under consideration.
For space applications, however, gravity driven convection
is not present. In such cases, a pure conduction model
may suffice. An argument against this conjecture,however,
is the possibility of surface tension driven convection as
suggested in Reference 11.
The goal of the work during this summer was to con-
tinue an experimental and analytical investigation into
the thermal characteristics of a PCM thermal capacitor.
Specifically, the objectives were (1) to conduct a series
of tests on an invertable, inhouse, PCM test capacitor and
(2) to continue to examine numerical techniques for
analyzing the phase change problem within a capacitor cell.
The experimental work was pursued to provide additional
data on the temperature responses as well as to provide
some insight into the influence of gravity by testing
the capacitor in a normal and an inverted configuration.
Some details and results pertinent to this experimental
effort are given in the next section.. The continuation of
the numerical work was pursued in.an effort to gain a
scheme .that would eventually provide the capability for
.a parametric study and lead to treatment of a total unit.
Further details on this aspect are given in the section
on the numerical study.
EXPERIMENTAL STUDY
A portion of the effort during this summer was de-:
voted to outlining and monitoring a series of tests on a
previously built PCM thermal capacitor model. The model
had been constructed to facilitate, testing in both a •
normal and an inverted configuration. Motivation for
pursuing similar tests in both orientations was the need
to further consider and examine the influence of natural
convection. In addition the model was equipped with a
series of fins arranged to provide three cells each of 3/4,
1/2, 1/4, and 1/8 inch spacing. This provision was in-
cluded to facilitate further examination of the influence
of fins. The side walls of the unit were made of plexi-
glass to allow visual observation. Further details are
given below.
Test Apparatus
The primary housing for the PCM was constructed from
6061-T6 aluminum alloy. The PCM region was 1 1/2 inches
deep by 3 1/2 inches wide by 5 1/8 inches long. The
bottom of the housing was 1 1/4 inches thick by 3 1/2
inches wide by 7 inches long. The ends and top of the
housing were approximately 5/16 inch thick. On the sides
of the housing was a rectangular band made from 1/2 inch
plate. The entire housing was welded and designed to
withstand a working pressure of 20 psig. Five 1/2 inch dia.
holes were drilled lengthwise through the bottom block to
provide passages for the heating or cooling fluid used to
thermally communicate with the PCM. A manifold and plenum
arrangement was mounted on each end of the bottom block to
distribute flow over the passages. The side faces of the
band were milled flat and each side contained sixteen
threaded holes to accomodate 1/4-20 bolts which held tb-"
plexiglass side faces against the housing. Sealing was
provided with a rubber gasket. Thirteen fins were installed
in the PCM region providing three each 3/4, 1/2, 1/4, and
1/8 inch cells. The fins were made from 5052-H38 alum-
inum alloy. A lengthwise cross section of the test unit
is schematically shown in Figure 4. Complete details are
shown on MSFC drawing, E90M04393. The entire apparatus
was well insulated with the exception of ths plexiglass
side walls; the thermal conductivity of plexiglass is very
low.
In order to provide controlled heating and cooling to
the PCM, the capacitor was positioned in a flow loop which
existed as part of a test setup previously used in build-
ing 4653. The flow diagram is schematically shown in
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Figure 5. The setup included a fluid reservoir, a variable
speed pump, a turbine type flowmeter, a cold heat exchanger,
a hot heat exchanger, mixing chambers, filters, and insu-
lated lines with appropriate valves. The hot heat exchanger
consisted of passing a coiled loop of the flow line through
a bath of ethylene glycol which was maintained at a desired
temperature by means of a thermostatically controlled elec-
trical heater. Similarly, the cold heat exchanger involv-
ed passing a loop through a bath of ethylene glycol which
was maintained at a low temperature with dry ice. A de-
sired temperature at the inlet of the PCM capacitor was
obtained by mixing the flow from the two heat exchangers
by means of valve adjustments. The mixing chambers were
incorporated to assure good thermal mixing and to avoid
the possibility of stratified layers reaching the inlet to
the test unit.
The PCM used for all tests was nonadecane (C19H40)
which has a reported melt temperature of 89.8 F. The fluid
used in the supporting flow loop was MonSanto Coolanol 15.
The system was instrumented with sixteen copper con-
stantan thermocouples. Four were used to measure coolanol
temperatures and the other twelve were used to measure
temperatures in the PCM and on its hrising. Three were
mounted inside the inlet line upstream of the capacitor.
Three were used to ascertain good mixing of the fluid.
The remaining coolanol measurement was made in the exit
line downstream of the capacitor. Four thermocouples were
mounted on the bottom plate. These were located to provide
a measurement in the middle of the center cell for each
spacing group. Similarly, four were located along the
centerline of the top of the housing and directly above the
center cell of each of the spacing groups. The other four
were supported by sheath covered probes and located within
the PCM in the center cell of each group and midway between
the top and bottom surfaces. The locations and the corre-
sponding number designations are given in Figure 4. Those
thermocouples located in the housing were inserted into
small holes. The metal was peened around the bead and the
location was covered with a layer of epoxy. The four PCM
probes were inserted horizontally through one of the plexi-
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glass side windows.
The thermocouple emf outputs for all tests were re-
corded on a bank of Bristol strip chart recorders. The
recording system included a 150° F reference junction for
all readings. A common time base was provided by electric-
ally controlled markings on each respective chart. The
turbine flowmeter output was monitored with the aid of an
electronic counter.
Photographs were made of the PCM during tests by means
of a 35 mm camera focused through the plexiglass side walls.
A partial view of the test capacitor is given.by the
photograph in Figure 6. The capped port on the end plate
was used in filling the unit with PCM. Figurer7 is a
photograph of the test setup. The hot and cold heat ex-
changers are not visible in this view. The capacitor is
located near the lower -left hand corner of the photograph.
The capacitor was completely filled with nonadecane
by supplying liquid to the port in one end and allowing air
to bleed out of the port in the other end. The housing was
heated during filling to prevent solidification. After
filling, both ports were tightly sealed.
Experimental Tests and Pracedure
It was desired to conduct several tests including
melting and solidification with the capacitor in both a
normal and an inverted orientation. The intent was to main-
tain identical conditions for comparable inverted and
normal orientations.
Several preliminary steps were performed prior to the
initiation of a run. The ethylene glycol bath in the hot
heat exchanger was heated to the desired temperature level.
Dry ice was placed in the bath for the cold heat exchanger
until a low temperature solid-liquid mixture existed. The
capacitor and PCM temperatures were allowed to reach an
essentially uniform level.
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Figure 6 Photograph of Test Capacitor
Figure 7 Photograph of Test Setup
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A test was started by initiating the coola.no! flow.
The pump speed was quickly set to produce the desired flow
rate and this was periodically checked during a test. The
inlet coolanol temperature was brought to the nominal
desired value as rapidly as possible by adjusting the
valves in the hot and cold lines upstream of the mixing
chamber. This temperature was monitored visually by means
of a recorder. Simultaneously with the initiation of the
coolanol flow, the strip chart recorders were started and
a common zero time base on each recording was provided by
a signal controlled with a common switch. Throughout the
duration of a test, the valves were adjusted as necessary
in order to maintain the inlet temperature as near the
desired level as possible. Also a number of photographs
and visual observations were made throughout the test. A
melt test was terminated when all PCM solid had melted. A
solidification test was terminated when all liquid appeared
to have solidified.
A summary of the tests is shown in Table 1.
Results
A portion of the data has been r ;duced from the strip
charts. Typical temperatures for comparable melt runs 4
and 10 and comparable freeze runs 5 and 11 are shown in
Figure 8 through 21. For each run, three sets of curves
are shown. First, the four PCM temperatures and the cool-
anol inlet and outlet temperatures are given. Second,
temperatures for the top and bottom surfaces are presented.
Third, comparisons between the top, bottom, and PCM temper-
atures for the 3/4 inch cell locations and the 1/4 inch
cell locations are shown. These three sets of comparisons
are respectively presented in Figures 8,9, and 10 for melt
run 4, Figures 11, 12, and 13 for melt run 10, Figures 14,
15, and 16 for freeze run 5, and Figures 17,18,19 for
freeze run 11. In order to provide some direct comparison
between the two orientations, Figure 20 shows temperatures
of the bottom (heated) surface and the PCM at the 1/2 inch
cell locations for melt runs 4 and 10. Figure 21 presents
this same comparison for freeze runs 5 and 11. In the
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.
context of this discussion, referral to bottom and top
surfaces are intended to correspond to Figure 4. The
bottom surface implies that next to the coolanol flow pass-
age. In the inverted orientation, this surface exists at
the top of the arrangement.
A sequence of PCM photographs are shown for freeze
run 14 in Figures 22 through 25, for melt run 2A in Figures
26 through 29, and for melt run 10 in Figures 30 through
37. In all cases, the coolanol flow is from the end with
the 3/4 inch cells toward the end with 1/8 inch cells.
Discussion
Thermal inertia of the flow lines and equipment pre-
sented practical difficulty in rapidly acquiring high
temperatures at the inlet to the capacitor. Consequently,
most runs were conducted under the condition of a rising
inlet temperature. The 160°F inlet temperature desired
for melt runs 3 and 9 was not obtained. This problem
could be overcome by installing a by-pass line around the
capacitor and initially operating the system in a by-pass
mode until the system temperature stabilizes at the de-
sired level. The prime problem, however, which this diffi-
culty presented to the desired objectives was that of
making it difficult to operate normal and inverted con-
figurations under identical conditions.
During the early freeze runs, several fins were ob-
served to be bent. (See Figure 22) It is assumed that
this occurred due to contraction of the housing which im-
posed a compression load on the very thin fins.
As melting progressed in the melt tests, the residual
solid remaining in the larger cells eventually assumed a
cylindrical shape having an elliptical cross section.
These were completely surrounded by liquid. They were
supported at the ends where there was a larger film of
solid adhering to the plexiglass windows. This larger
film blocked the view of the primary solid configuration
within the cells. This blockage prevented the use of
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Figure 22 Freeze Run 14 Five Minutes After Start
Figure 23 Freeze Run 14 Ten Minutes After Start
180
Figure 24 Freeze Run 14 Sixteen Minutes After Start
Figure 25 Freeze Run 14 Twenty Eight Minutes After Start
181
Figure 26 Melt Run 2A Five Minutes After Start
Figure 27 Melt Run 2A Eleven Minutes After Start
182
Figure 28 Melt Run 2A Seventeen Minutes After Start
Figure 29 Melt Run 2A Twenty Three Minutes After Start
183
Figure 30 Melt Run 10 Four Minutes After Start
Figure 31 Melt Run 10 Eight Minutes After Start
184
Figure 32 Melt Run 10 Ten Minutes After Start
Figure 33 Melt Run 10 Fourteen Minutes After Start
185
Figure 34 Melt Run 10 Nineteen Minutes After Start
Figure 35 Melt Run 10 Twenty One Minutes After Start
186
Figure 36 Melt Run 10 Twenty Four .Minutes After Start
Figure 37 Melt Run 10 Twenty Six Minutes After Start
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photographs to accurately measure interfacial position for
the melt runs. The photographs did, however, yield good
qualitative indications of the melting process and the
influence of fin spacing. (See Figures 26 through 37)
For the freeze runs, the photographs gave a more reliable
indication of the interfacial position. (See Figures 22
through 25)
Melt run 4 was conducted in a normal orientation with
the coolanol flow at the bottom of the capacitor. Figure
8 shows the coolanol inlet and outlet temperatures and the
four PCM temperatures. The rapid rise in PCM temperatures
occurred as the solid melted past the probe thereby expos-
ing it to the hotter liquid. In almost every case, this
occurred simultaneously with complete melting of the cell.
Attempts were made to visually observe the exact instant
when the thermocouple bead was at the solid-liquid inter-
face in order to ascertain the melt temperature. This
effort was not considered sucesssful since definition of
when the bead was just at the interface was questionable
within a time period comparable to that during which the
temperature rose from below the reported melt temperature
to one well above the reported value. Figure 9, while
somewhat confusing, shows the relationship of the surface
temperatures during run 4. Generally, the bottom plate
was slightly higher than a corresponding location on the
top as would be expected. Also the difference was higher
in the early part of the test. Careful examination of the
responses reveals that the phase change process did in-
fluence the surface temperatures since the spatial varia-
tion shifted during the duration of the run. For example,
thermocouple number 1 shows the highest reading early as
would be expected since it is nearest the coolanol inlet.
The reading of thermocouple number 4, however, crosses
that of number 1 and becomes higher at a time correspond-
ing to complete melting in the region of the 1/8 inch cell.
Similar observations about the other locations can be made
upon close examination. Temperatures of the bottom surface,
top surface, and PCM for the 3/4 inch cell locations and
1/4 inch cell locations are shown in Figure 10 to provide
some indication of the effect of fin spacing. Curves
corresponding to the 1/4 inch cell locations are broken.
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Similar results for melt-run 10 which was conducted in .an
'inverted orientation are shown in Figures 11 through .13.
There-a're" two apparent differences .'•'• A-slightly'-longer •.'
time delay between'melting of the 1/2 inch and 3/4'inch :
cells existed for the inverted position than in the normal
position. Also there was a larger temperature difference
throughout the duration of the test between the two sur-
faces for the inverted case. Compare Figures 9 and 12.
Direct comparisons of temperatures of the heated surface
and PCM for 1/2 inch . cell locat .ions .between melt runs 4
and 10 are shown in Figure 20. The comparison does not
show much difference. Run 10 was conducted later in the
series of-tests than run 4." As the PGM was melted and
frozen several times, the void'occurring upon melting' '
seemed :'to' increase; 'The liquid PCM was frozen- in the "••--•lj -
normal position'prior to:"melt run 10.''Upon inverting the-
capacitor for fun 10, this void existed-"at the bottom as
is; evidenced by Figure 30. ' '• '••" vi • ; : • • •?
Freeze run 5 was conducted in the normal orientation.
Temperature responses for the same locations and compari-
sons discussed above'are shown in Figures 14 through 16.
Freeze run 11 was' conclucted in the inverted configuration.
Similar results are shown in Figures 17-through 1-9.
Figure 21 provides some direct comparisons of PCM and •' ''
cooled surface temperatures corresponding to 'the 1/2' i-rich"
cell locations between freeze runs 5 and '11.'••'•"The dashed -
lines correspond to run 11. The codlanol temperature •-•••'
dropped faste:r in run 11 than it did in'fun 5. :
All freeze runs are characterized by-a significant
plateau in the outputs of the PCM thermocouples. The
length of the plateau is shorter for the narrow cells than
it is for the wider ones. Figure 21 indicates that be-
tween run 5" and run 11 the freeze temperature appeared to
have shifted by about 1 F°. Figures 14 and 17' also show
some indications of a less pronounced plateau around 71.5
°F. This probably corresponds to a solid phase transition.
The reported phase transition for nonadecane is 73.04 F.
While there are some variations between the runs
compared above, there appeared to be no pronounced differ-
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ences. Since the total PCM housing was a good tigat con-
ducting path, the heat transfer occurred from both surfaces.
This characteristic tends to overshadow the advantages of
inverting the unj.t. Further reduction and ^valuation of
the remaining 4§ta will be continued.
NUMERICAL STUDY
Attention last summer as well as this swpe* has been
devoted to a numerical analysis of the beaj; transfer and
solid-liquid interfacial progression insi<Jg a PCM .cell
such as that illustrat44 *-n Figure 3a. T&£ goal of the
effort is developmeat of a method to facilitate a para-
metric study encompassing a range of fin springs, fin
thickness, etc... . To be practical, the method should
not require excessive computer time.
Last summer, a computer program was written for a
nodal network applicable to a symmetrical half-section of
a two-dimensional cell. The method utilized an explicit
finite difference formulation. The phase change was
handled by keeping an accumulative record of the stored
energy for each node. When the node was undergoing phase
change, the prediction technique was overridden by holding
the temperature at the fusion value. For melting cases,
an effective thermal conductivity based on the one-dimen-
sional correlations of Reference 7 was used to account for
convection. Physical and boundary conditions were used
that corresponded to some existing experimental data.
Predictions of interfacial position agreed well with the
experimental data for melt tests. Since experimental fin
temperatures were input as boundary conditions, general
extension of the method to a parametric study is limited.
The method could be modified to allow inclusion of fin
temperatures as unknowns at the expense of excessive
computer time. This penalty is imposed by the stability
requirement inherent with an explicit formulation.
Consider the two-dimensional nodal arrangement shown
in Figure 38. There are M x N PCM nodes. The letter I
190
LINES OF SYMMETRY
FIN
J=l
BOTTOM \
PLATE
1=1 I-Mfl
Figure 38 Two-Dimensional Nodal Network Used in
the Numerical Study
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designates the vertical column in which a node lies while
J designates the horizontal row. Figure 39 represents a
general node (I,J), its surrounding nodes, and the nota-
tional scheme for interconnecting thermal conductances.
U-W)
Figure 39 General Designations for Nodes and
Connecting Conductances
The two-dimensional transient heat conduction equation
for an isotropic, homogeneous medium in the absence or
sources, sinks , or phase change is
(1)
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For numerical solutions of equation (1), the partial deri-
vatives are approximated by finite difference analogs. A
forward difference analog for the time derivative and
central difference analogs for the spatial derivatives can
by used. With regard to the latter, there are two possi-
bilities for a transient problem (Ref.12). If all temp-
eratures appearing in the spatial analogs are evaluated
at the old time level, the formulation is explicit, and
the resulting equation for.a node involves only one unknown
at the new time level. The solution for a system of nodes
by this method is fairly simple and straightforward. If
all temperatures appearing in the spatial analogs are eval-
uated at the new time level, the formulation is implicit.
The resulting equation for a node involves five unknown -
temperatures at the new time level. Solution for a system
of nodes involves solving a set of simultaneous equations
equal to the number of nodes.
Physical arguments can be used to formulate the diff-
erence analogs discussed above. The summation of heat
transfer to node (I,J) from all surrounding nodes should .
equal the product o£ the nodal capacitance and the diff-
erence in its old and new temperature. With reference to
Figure 39, the explicit formulation based on this physical
approach is
GHd;r)[T(i-|,T) -
=• 0(1 J) LT'Cx.7) - TCi/Y)
 (2)
At
The implicit formulation is
At
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The primes denote temperatures at the new time level.
Numerical solution of the explicit formulation
by equation (2) is subject to a restriction on the allow-
able time step given by
For a nodal arrangement, the node having the smallest f.r.r:; -
step given by equation (4) governs the entire solution,,1
Inclusion of fin temperatures as unknowns presents a sevc^ /'
time restriction. The thermal capacitance of a fin nodfl
low while the vertical conductances along the fin are •
large. Both factors reduce the allowable time step. Th.:'
governing fin node in Figure 38 is (1,1) and the governor. e
PCM node is (2,1). As an illustrative example, consider
nonadecane as the PCM (k=0.087 Btu/Hr-ft-F, ^ =47.2 l^ /:5:
Cp=0.5 Btu/lbmF), aluminum fin (k=93 Btu/Hr-ft-F,^ = 17 V'
lbm/ft3, Cp=0.22 Btu/lbmF), a cell geometry with W = 0: /:?
inch and. &2 = 0 . 008 inch, and M = 4. For these nutrb'-:-
the time step given by equation (4) for node (1,1) is :
0.96 x 10'5 Hr while that for node (2,1) is 2.8 x 10"3 :.:~
The implicit formulation is not restricted by a '••<-* -••,.-
lity requirement, but the solution is not as simple,.
general, it requires a matrix inversion routine and may
impractical for a large number of nodes.
Reference 13 has outlined an alternate method kno
as the alternating-direction-implicit method (ADI) . Th;
method involves writing the analogs to the space derive
tives explicitly in one direction and implicitly in the.
other. This set of equations are solved for one time ?3-- .
then: the. formulations are reversed. This second f ormu.l -- ,• .
tion is then solved for one time step and the resulting
solution is taken to be correct. As an example pertinent
to Figure 38., an implicit formulation in the horizontal
direction (J '- constant) and an explicit formulation in :J~
vertical direction (I = constant) is
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- TCr.T)!
At
When equation (5) has been written for all nodes along a
horizontal row (J=cbnstant) , Che system of equations con-
stitute a tridiagonal coefficient matrix and the solution
can readily be obtained by means of the Thomas algorithm
described in Reference 13. The implicit formulation in the
vertical direction and explicit in the horizontal direction
is . .
—
 CCX
'
7> (6)
The ADI method consists of either solving equation
 v-
successively for each horizontal row and then reversing
directions and successively solving equation (6) for each
vertical row or vice-versa. For the first case, time is
advanced by one time increment and equation (5) is
successively solved for each horizontal row. The tempera-
tures thusly predicted are not considered correct; they,
however, are;next used as old values in solving equation (6)
successively foi: each vertical row. At this time, the re-
sulting temperatures are considered correct. This alter-
nating scheme is then continuously repeated to achieve the
desired solution. It is stated in Reference 13 that this
method has been shown to be stable for any ratio of time
increment to space increment as long as the same time
increment is used for the successive applications of
equations (5) and (6).
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Conceptually, the ADI method appeared attractive for the
numerical problem considered in this work. Consequently,
some effort during this summer has been devoted" to studying
its application. Pursuit along this line has been ex-
ploratory since the discussion of the method in Reference
13 pertained to application for a homogeneous and isotropic
medium. The method was formulated for the arrangements
depicted in Figures 38 and 39 and a Fortran computer pro-
gram was written to facilitate computations.
»
For the computations, the model used was that shown in
Figure 38. The upper surface was assumed to be adiabatic.
Initially all temperatures were assumed to be uniform
(72 OF or 73.5 °). The system was then perturbed by
stepping the bottom surface temperature Ts to 110 °F. The
physical properties and geometry were the same as those
listed above in connection with the stability requirements.
For the preliminary exploration of the method, the pro-
blem was treated at first solely as a conduction problem
without including any technique for handling the phase
change. Since there appeared to no stated preference as to
which direction should be solved first in the alternating
scheme, solutions were examined for both cases.
After several computer runs, it became evident that the
ADI method applied to the fin-PCM problem was not indoopn-
dent of the time increment. Some predictions for nodes
(1,1) and (2,1) are compared in Table 2. For a time step
of 0.001 Hr , the PCM temperatures for node (2,1) are
obviously in serious error for the case when the method
solves for unknowns in a horizontal row first. Also, the
fin temperatures for node (1,1) demonstrate some overshoot.
When the method solves for unknowns in a vertical row first,
the PCM temperatures of node (2,1) appear reasonbly accurate,
Those for the corner fin node (1,1) still demonstrate some
overshoot. The program was also run with a time increment
of 10~^  Hr. which is almost adequate to satisfy the
stability requirement imposed by the explicit formulation
as governed by node (1,1). For this small time increment,
the results are not dependent on the direction pursued
first. Consequently, these temperatures are considered to
196
be correct
Table 2 Comparisons of Some Numerically Predicted Values
ADI METHOD
Horizontal First
TIME T(ljl) T(2,l)
Hrs OF °F
0.002
0.004
0.006
0.008
0.010
98.39
106.34
108.09
108.06
107.74
Horizontal
TIME
Hr.
0.002
0.004
0.006
0.008
0.010
T(l,l)
105.47
105.96
106.31
106.58
106.78
233.53
212.01
166.14
134.24
117.53
ADI METHOD
First
T(2,l)
• ••• , °F .
84.84
92.27
96.73
99.54
101.40
MODIFIED ADI
Horizontal
TIME
Hr.
0.002
0.004
0.006
0.008
0.010
T(l,l)
OF
104.11
105.35
105.83
106.16
106.42
First
T(2,l)
op
82.57
89.82
94.53
97.68
99.84
,t=
TIME
0.002
0.004
0.006
0.008
0.010
t=
TIME
:Hr.
t 0.002
1Q.004
0.006
0.008
0.010
t=
TIME
Hr.
0.002
0.004
0.006
0.008
0.010
0.001 Hr.
Vertical
T(l,l)
°F
;
103.09
110.44
110.74
109.60
108.63
10" 5 Hr.
Vertical
T(l,l) ,
°F •• :'
105.49
'105.98
11,6,33
106.59
106.79
0.001 Hr.
Vertical
T(l,l)
oF
104.12
105.25
105.73 -
106.08
106.34
First
oF
. • •'
82.18
91.06
96.79
100.15
102.11
First ?;
T.(2,l)
:
..
 :
 °F •'•' ''"•"'
84.85
92.28
96.74
99.54
101.41
First
T(2,l)
°F
81.01
88.92
94.00
97.34
99.62
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As a matter of interest, a modified formulation was con-
sidered where all temperatures along a horizontal row or
along a vertical row were considered as new values when
the values along that respective row were being sought. The
horizontally implicit, vertically explicit formulation is
•=. CU,T> LT^ T) - TCI;*)]
The horizontally explicit, vertically implicit formulation
is
t^
While there are no defendable physical arguments to
support this modified approach as given by equations (7N
and (8) , their solution by the ADI technique yielded
solutions which appeared relatively good. Some results
for this case are also listed in Table 2 for comparison.
The PCM temperatures appear to be slightly low as compared
to the values given by the direct ADI method using the
small time increment.
A technique for handling the phase change was included
in the programs and a few runs were made. At the end of a
time step, those nodes whose new temperatures exceeded the
melt temperature were considered to be undergoing phase
change, the fraction melted was computed by using the
198
nodal capacitance and the predicted rise above the melt
temperatures-; Comparison of the results using the direct,
ADI method for a time step of 10~5 Hr. by. solving equation
(6) first and equation (5) second with those for the
modified scheme using equation (8) first and equation (7) .
second for a time step of 10~^ Hr. .showed reasonably good - .
agreement although the latter predictions were still lower
than the former.
There is a difficulty in using the implicit method for ..
phase change. Since all nodal temperatures are calculated
simultaneously, those nodes experiencing phase change are
in reality overpredicted and these values accordingly affect
the accuracy of the predicted temperatures of neighboring
nodes; The ^ explicit method does not exhibit this feature
since a nodal temperature is predicted in a forward stepp-
ing process. When a node begins to melt, its temperature
can be accordingly adjusted before proceeding to calculation
of the temperatures for neighboring nodes. An, iteration
procedure to handle this problem with the implicit method
may be time consuming. The accuracy of the-modified ADI
as well as ^ the method for accounting for the phase change
warrant further study. .
CONCLUSIONS AND RECOMMENDATIONS-
Experiments have been performed on an invertable thermal
capacitor with nonadecane as the PCM. Part of the tempera-
ture data has been reduced and plotted to facilitate
comparisons. Photographs of the melting and solidification
processes were also obtained. These provided good definit-
ion of the solidification process but only qualitative
information of the melting process because a film of solid
which adhered to the viewing windows blocked direct view
of the interfacial contour.
A numerical study of a finned thermal capacitor cell
has been continued by considering application of the
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alternating-direction-implicits(ADI) method described by
Reference 13. Direct application of the method to a
typical cell does not appear to1 offer any advantage over
the explicit method because of the large difference in the
thermal diffusivity of the fin and that of the PCM. A
modified ADI method, which does yield solutions with con-
siderably less computer time, was explored but its
accuracy has not been ascertained.
There are some logical extensions of this work. Some
specific recommendations are as follows:
• Reduce and Examine the Remaining Experimental
Data
• Use the Experimental Data as Basis for Check-
ing an Analytical Study of the Entire Unit
• Explore the Dependability and Accuracy of
the Modified ADI Numerical Approach
• To Facilitate a Parametric Study, Pursue
Possible Combination of the Explicit and
Implicit Schemes using the Latter for the
Fins
Some study also needs to be devoted to a method of
analyzing a capacitor which incorporates honeycomb as the
filler since this is presently planned for use in certain
flight units. References 14 and 15 contain some infor-
mation on effective conductivities of honeycomb. These,
however, pertain to situations where radiation is
important. Something along this line where the honeycomb
is filled with PCM would be most helpful.
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THERMAL CONTROL OF THE SCIENTIFIC INSTRUMENT PACKAGE
IN THE LARGE SPACE TELESCOPE
by
Keith H. Hawks
ABSTRACT
A study of the thermal control concepts suitable for the thermal
control of the Scientific Instrument Package (SIP) in the Large Space
Telescope (LST) was conducted. The data generated last summer by the
author's parametric study of heat rejection concepts suitable for
spacecrafts were used as a study guide.
The general thermal control system philosophy was to utilize
passive control where feasible and to utilize active methods only
where required for more accurate thermal control of t'1?. SIP components
with narrow temperature tolerances.
A thermal model of the SIP and a concept for cooling the SIP
cameras are presented. The model and co-"1 'ng concept have established
a rationale for determining a Phase A bast.-.me '"or the thermal ''atiol
of the SIP. A discussion of the involvement of the author's w--r i •
selecting the baseline design is given.
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INTRODUCTION
One of the principal goals of NASA is the establishment of large
astronomical observatories. Typical of such telescopes being con-
sidered for these observatories is a 3-meter (120-inch), diffraction-
limited instrument that can observe over a wide portion of the
electromagnetic spectrum, particularly those portions not visible to
earthbound telescopes. A 3-meter telescope above the earth's
obscuring atmosphere would have 10 times the resolving power of the
200-inch telescope on Mount Palomar operating under the best
atmospheric conditions. In addition, the space telescope would be
capable of detecting stars 100 times fainter than the faintest stars
detectable from earth (1) .
Marshall Space Flight Center (MSFC) has undertaken a Phase A
study of a Large Space Telescope (LST). This was a logical "next
step" for MSFC's contribution to optical stellar space astronomy
after having gained engineering and management experience in the
Skylab Apollo Telescope Mount (ATM) and High Energy Astronomy
Observatory (HEAO) projects. The primary object of the LST project
is to orbit a large, high resolution optical telescope system. A
precursor LST is to be launched in 1979; a diffraction-limited LST
is then to be launched in the early 1980's by the Space Shuttle.
The orbiting LST is composed of three functional elements
entitled Optical Telescope Assembly (OTA), Scientific Instrument
Package (SIP), and Support Systems Module (SSM) (Figure 1). The OTA
contains the optics, the forward structure, the sunshade, baffles
and systems for stabilization, telescope alignment and focus. The
SIP consists of the scientific instruments, supporting optics and
the structure located at the telescope focal region. The SSM includes
the aft structure and systems required to support the OTA and SIP.
The OTA is a 3-meter Ritchey-Chretien Cassegrain two-mirror
telescope. The primary mirror is a 120-inch mirror with a f/2.2
focal ratio. The overall telescope focal ratio is f/12, operates
in the spectral range of 900 to 20000 A with a spatial resolution of
0.04 arc-second at 5000 A*.
The primary function of the SIP is to convert the OTA focal
plane energy into scientific information. Typical SIP instruments
are field cameras, faint object spectrographs (FOS) and guidance
instruments.
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The. SSM is designed to structurally interface with the OTA. It
provides the OTA and SIP with electrical power, communications, course
attitude sensing and control, a launch vehicle interface structure
and a docking structure for on-orbit servicing or retrieval by the
Space Shuttle. .<
The conceptual design of the thermal control system for the LST
was divided into the following three areas of responsibility: the
OTA, the SIP and the SSM. The Optical Systems Division of the Itek
Corporation was given the responsibility for the thermal control of
the OTA and the SIP. MSFC was given the responsibility for the
thermal control design of;, the SSM as well as interfacing and monitor-
ing the thermal work of Itek. MSFC has been conducting a SSM thermal
model design and also undertaking an in-house thermal control design
study of the OTA and SIP,
For his summer project, the author was given the responsibility
of conducting a thermal study of the heat rejection concepts suitable
for the thermal control of the SIP. The results of the study would
be used .to establish a Phase A baseline for the thermal control of
the SIP.
OBJECTIVES
The initial objective of this study was to establish a rationale
for resolving the following questions:
1. Should the cameras be an integral part (thermally) of the
structure or should they be separate from the structure?
2. What are the structural temperature gradients for different
materials?
3. What is the effect on the structural temperature gradients of
turning .one camera off and another on?
4. Should the structure be an open truss design or a skin-
stringer design?
5. Can the cameras be cooled to -20°C and what effect will this
have on the SIP?
The final objective of the project was to establish the Phase A
baseline for the thermal control of the SIP.
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SIP THERMAL MODEL
Thermal design requirements have always had a considerable impact
on the design of astronomy vehicles; however, with the advent of
precise pointing requirements, the influence of the thermal design
is even more pronounced. The LST must have a vehicle pointing
accuracy of + 1 arc-second, and the thermally induced structural
dimensional changes cannot change more than + 0.00008 inchs axially
and + 0.0004 inchs radially. Therefore, this study must also be
capable of addressing itself to determining the thermal gradients
induced in the SIP during nominal and abnormal operations.
To meet the objectives of this study, a thermal model of the SIP
and a concept for cooling the cameras were developed. Figures 2 and 3
show a schematic of the SIP thermal model. The model is for both the
SIP and SSM. The thermal control system philosophy was to assume a
passive thermal control system until the study proved the assumption
to be invalid. Thus, the SSM had to be included in the model of the
SIP to account for radiation heat transfer blockage and reradiation.
The only instruments depicted in Figures 2 and 3 are the F/96
cameras. The remaining SIP instruments will be discussed later in
this report. Itek drawings No. 911333 and No. 911345 were used as
the basis for forming the schematic. Figure 4 shows the dimensions
that were used to size the SIP-SSM components.
The nodal model used to perform the transient orbital thermal
analysis is presented in Figures 5,6, 7 and 8. The model contains
238 nodes. Some of the node numbers are indicated on the figures.
The two nodes on the primary support ring were taken to be constant
temperature nodes (21.4°C:70°F). The thermal interface between tht
OTA and SSM has been a constant temperature primary ring. This was
a requirement imposed by the primary mirror. The center node on the
primary ring gives the model the capability of simulating the optic
hole in the pressure bulkhead between the OTA and SSM. The .SIP
support struts were taken to be 2 inch diameter tubes. Each;long and
short strut was modeled by 3 and 2 nodes, respectively.
 :
Table 1 gives a listing of the SIP instruments that have the
largest heat generation rates. These are the instruments that have
been included in the thermal model. The instruments listed in this
report will not necessarily be the final choice of instrumentation
for the LST. The LST instrumentation baseline will probably vary
until the last possible moment before launch.
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TABLE 1. INSTRUMENT POWER REQUIREMENTS
Instrument Power (Watts)
Field Cameras
F/12 50
F/96 (3 Tubes), Ea. 50
High Spectral Resolution Spectrographs
No. 1. Echelle (1100-1800 A) 22
No. 2. Echelle (1800-3500 A) 22
Faint Object Spectrographs
No. 1. UV (1150-2200 A*) and Spare, (2 Tubes), Ea. 22
No. 2. Near UV (2200-3800 X) 22
Visible (3800-6600 f)
No. 3. Near IR (6600 A-l.lAt) 22
No. 4 IR (l.l-4yU) 6
Fine Guidance 30
Diagnostic Instruments
Figure Sensor 6
Focus Sensor 6
Figure 9 shows a plane view of the axial positions of the
instruments. In this figure all of the instruments have been :.ot '
into the plane of the paper for clarity. The hardest part of esta. ••
lishing the thermal model was in determining the position of the
instruments relative to the SIP structure. The radial position of
the instruments was determined by using Figures 10 and 11. Figure 10
was scaled from the Itek drawings. The "spare" instrument is a
position for expansion; as yet no camera has been specified for this
position. However, to simulate a heat input from a camera in that
position, the spare was assumed to be identical to FOS No. 1. During
the course of this study FOS No. 1 and FOS No. 3 were the only FOS
cameras that were shown on the Itek drawings. Since FOS No. 2 and
FOS No. 4 are similar in construction to FOS No. 3 and all three are
instruments in the radial bay, they were given the same axial position
relative to the SIP structure as FOS No. 3. Figure 11 is the telescope
field of view (FOV) allocations for the instruments. The data for
Figure 11 was obtained from Kollsman Instrument Corporation who was
responsible for the instrumentation of the SIP. The radial positions
of the FOV allocations for the radial instruments were assumed to be
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the same positions for the instruments with respect to the SIP. the
resistances shown in Figure 9 indicate the thermal conductance paths
selected for the cameras. The thermal path lengths were chosen by
selecting the most probable thermal conduction paths from the
structural drawings. The F/96 cameras were positioned at the end of
the F/96 camera support arm.
The geometrical shapes of the instruments were assumed to be
cylinders since the camera tubes and coils are cylindrical by design.
The length and diameter of the cylinders were chosen, after lengthy
discussions with Kollsman as to the construction and operation of
the cameras, to include that portion of the camera where the majority
of the camera heat is generated. Two nodes were allotted to each
instrument with the exception of the focus sensor and the fine
guidance. This allowed radiation heat transfer from the sides and
the exposed end of the instruments. The focus sensor and fine guidance
were of a different design and were only given a cylindrical node.
The environmental heating rates of the external surface nodes
were predicted using the Lockheed Orbital Heat Rate Program (2).
The spacecraft was assumed to be launched into a 28.5 degree, 330
nautical mile circular orbit. One orbital orientation was considered
(ft= 52°) with the LST longitudinal axis perpendicular to the solar
vector.
The Chrysler Shape Factor Program (3) was utilized to calculate
the geometric shape factors between all of the surfaces. The-Chrysler
program can only handle 200 nodes for a give*^ problem. Thus, the
model was divided into two parts while using riit Chrysler program.
Approximately 13 hours computer time was required to calculc':e •*/1
the view factors.
The thermal response of the SIP to the environmental heating
rates and the internal heat sources was evaluated through utilization
of the TRW "SINDA" digital computer program (4,5). In this solution,
the physical system is first transformed into an equi\7alent thermal
resistance-capacitance network which is input to the SINDA program.
The program then employs finite difference techniques to solve for the
transient temperature response of the nodal network. The SINDA program
allows the programmer to easily remove and add conduction conductors
and to vary the nodal heat loads during an orbit. These features
were essential if the study objectives were to be met.
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SIP THERMAL MODEL CAPABILITIES
The SIP nodal thermal model, as programmed for SINDA, has the
following capabilities:
1. The SIP structure can be included as either a skin-stringer
or an open truss body.
2. The model has been prepared for the following structure
material models:
A. Invar-titanium
B. Aluminum
C. Graphite/epoxy
3. The cameras can be conductively (thermal) isolated from the
SIP structure.
4. The model can simulate the concept of switching cameras off
and on.
5. The model can simulate the optical hole in the pressure
bulkhead.
6. The SSM components are simulated in the model to include all
radiation blockage and reradiation.
7. The model has the capability of simulating the concept of
connecting the cameras to the pressure shell via heat pipes.
CAMERA TUBE COOLING CONCEPT
, Kollsman Instrument Corporation had specified that the camera
tubes would have to be cooled. Actually, the cooling of the photo-
cathode and target of the tube is desired; but due to the difficulty
in obtaining access to the interior of the tube, it is usually felt
that cooling the tube would have to suffice. Since the final selection
of cameras has not been made, the actual temperature to which the tubes
must be cooled cannot be specified. But, for the candidate tubes
being considered, the temperature usually being mentioned is -20°C.
Figure 12 shows the camera tube cooling concept developed by
the author and his NASA counterpart. A BeO, or Al, shell is inserted
over the tube. BeO, a ceramic, was selected because it has a thermal
conductivity higher than Al at the same temperature and is a very poor
electrical conductor. A layer of insulation is placed between the shell
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and the coils. The cold plate of a thermoelectric device is attached
to the BeO shell at each end of the tube. The hot plate of the
thermoelectric device is attached by way of a highly conductive path
to the outside surface of the coils. Thus, the thermoelectric will
reject heat to the surface of the coils.
Figure 13 shows some typical results of data obtained from the
model developed for the tube concept. T-^ is the temperature inside
the pressure shell of the LST wall. This temperature was obtained
from an analog computer program for the case when the sun is incident
normally to the meteoroid shield--outer skin of the LST. This would
have the worst effect on the temperature of the tube. T-j, T$ and Ty
are the temperatures of the coils, insulation and BeO, respectively.
I-? would be the hottest temperature imposed upon the tube wall by
the shell. Tg is the BeO temperature midway between the point where
Ty is determined and where the temperature of the thermoelectric
coldplate is applied. It was assumed that the tube internal heat
generation, consisting of radiant energy entering the ends of the
tubes and the internal I^R losses, would be 5.7 watts. The largest
camera being considered generates 26 watts of heat in the coils.
Data supplied by Ohio Semitronics Corporation showed that the
thermoelectric devices would require 28 watts of power. Thus, for
the case being considered in Figure 13, the coil surface will have
to radiate about 60 watts of heat to the LST pressure wall.
The maximum temperature obtained for the coils was 29.6°C
(84.7°F). This temperature is very moderate for the coils. The
impressive result of the model is TT. With the thermoelectric
cold plate at -20°C, the hotest temperature Imposed on the tube
wall would be -19.3°C. Thus, these results indicate that the camera
tubes can easily be cooled to -20°C. Another case was computed
with the thermoelectric cold plate at -25°C;T7 was -23°C, or 3°C
below the desired temperature.
The communication and data management branch, PD-DO-EC, had
expressed the desire to cool the photocathode to ->20°C and to know
the internal photocathode temperature distribution. Thus, a
cylindrical model of the photocathode was constructed. In the model
the edges of the photocathode were assumed to be cooled to -20°C
using the BeO as a high conduction path to a thermoelectric device.-
The front surface was allowed to see, radiatively, a surface at
21.4°C (70°F). A partial differential equation was determined for
the model, and a solution was obtained. The maximum temperature
difference at the front surface of the photocathode was 10.3°C
(18.5°F) and 4.7°C .(8<,4°F) at the rear surface which was assumed
in the model to be-an adiabatic surface.
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CONCLUSION
The SINDA program with the SIP nodal model and the camera cooling
concept have provided a means of meeting the objectives of this study.
The results of the model of the camera cooling concept have completely
revised the pre-Phase A SIP thermal control ideas. The camera heating
loads can be separated from the SIP structure or, by utilizing the
thermoelectric hot plate, the heat can be dumped into the structure.
Additional SINDA runs are needed before a decision can be made. The
basis for the final decision will be the thermal gradient changes
within the structure during an orbit while switching cameras off
and on.
The Phase A baseline for the LST is scheduled to be determined
at the end of the month, August 1972. Even though the Summer Faculty
Program will have ended before that time, the author will continue to
work with his NASA counterpart until the thermal baseline for the SIP
has been selected. At that time, all of the thermal results of this
study will be published by the author and his NASA counterpart in a
NASA publication. However, from the data on hand at the time of this
writing, the Phase A baseline for the thermal control of the SIP in
the LST will consist of the following passive and active concepts:
1. Passive concepts used will be insulation; control surfaces,
paint; cold plates, camera surfaces, SIP surfaces.
2. Active concepts used will be heaters; thermoelectric cooling
units.
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NOMENCLATURE
English:
A = Cross-sectional area
Bo = Boltzmann number Tsee Eq. (5)J
CD = Drag coefficient
de = Effective relaxation distance
En = Integro-Exponential functions (n = 1, 2, 3)
h = Enthalpy
hfc = Total enthalpy h + vjv.ji/2
k = Radiation volumetric absorption coefficient
kp = Planck mean absorption coefficient
kj^ = Rosseland mean absorption coefficient
n = See Equation (8)
P = Pressure
qR = Net radiation heat flux normal to the wall
q? = Radiation flux vector
r = Distance of point M from axis of symmetry
R = Nose radius
T = Absolute temperature
u, v = Velocity vector component
v. = Velocity vector
U, V = Velocity vector components for the Radiationless Case
dV(P) = Elementary volume around point P
W = Weight
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x, z = Coordinates of point M (Fig- 1)
X, Z = Coordinates of point M (x, z) for the radiationless
case
Greek:
ft = See Equation (8)
# = Specific heat ratio
T' = Radiation-convection parameter fEq.
^4 = Radiation-convection parameter for a thick gas Eq. (7)
Fn = Radiation-convection parameter for a thin gas Eq. (5)
* = Shock layer thickness
A = Shock layer thickness for the radiationless case
7; = Optical thickness between x and the wall (7? = k x ).
& = See Figure 1
f = Density
<7 = Stephan-Boltzmann constant
't- = Optical depth = fk(x)dx
. s
'{-HP = See Equation (le)
'^i = See Equation (23b)
'-dp = See Equation (23c)
Subscripts:
c = Convective
Eq. = Equilibrium
i = Indicial notation
N. Eq. = Nonequilibrium
s = Immediately behind the shock
233
SL = At sea level ' . : •
T = Total equilibrium and nonequilibrium
w = Conditions at the wall
o-> = Upstream of shock
o = Radiatioriless (reference) case
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NONEQUILIBRIUM AND EQUILIBRIUM RADIATION TO THE
SPACE TUG FROM THE SHOCK LAYER
BY
William L. Hendricks
ABSTRACT
Preliminary estimates of the thermal radiation heat transfer to
an aerobraking Space Tug are presented. The Tug is descending from
a geosynchronous orbit to a low Earth orbit on one or more passes
through the atmosphere. For the flight regime of the Tug, between
a velocity of 22,000 ft./sec. and 34,000 ft./sec. with an altitude
between 220,000 ft. and 340,000 ft., the nonequilibrium radiation
can be more than 1,000 times larger than the value of the equilibrium
radiation. Therefore, an analysis of the radiative heating for these
altitudes must include the nonequilibrium radiation from the shock
layer.
An uncoupled radiation-gas dynamics solution for an optically
thin gas is obtained using a small perturbation analysis with the
radiationless solution as a reference state. The nonequilibrium
radiation model consists of two gaseous regions in the shock layer.
The region immediately behind the shock is radiating at a temperature
corresponding to translational and rotational equilibrium (Tf = 1.4)
while the gas behind this relaxation zone is radiating at the equili-
brium temperature. This relaxation distance is assumed to be a
constant fraction of the actual measured relaxation distance in order
for the heat flux to closely approximate that from the actual ex-
ponentially decaying temperature profile. The analytical expression
obtained from this model gives a quick estimate of the stagnation
point radiation heat transfer including nonequilibrium radiation. An
expression for the radiation heat flux distribution around a spherical
body is also presented.
Preliminary estimates of the radiative and convective heating
for a one pass aerobraking trajectory are given for several body
radii. The radiative heating rates are essentially proportional to
body radius while the convective heating is inversely proportional
to the square root of the body radius. For a typical body radius of
7 ft, the maximum stagnation heating rate from radiation is nearly
one half that from convection.
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INTRODUCTION
The National Aeronautics and Space Administration is presently
working on a preliminary design of a Space Tug capable of performing
a round trip mission from low earth orbit to geosynchronous orbit.
The Tug or AMOOS (Aeromaneuvering Orbit -to-Orbit Shuttle) is to be an
unmanned craft which will be put into orbit via the Shuttle and after
performing its mission returned to earth in the cargo bay of the Shuttle.
Since the Tug is essentially another stage of the Shuttle, the need for
a Tug is obvious. The baseline Tug is capable of separating from the
Shuttle at a 100 n. mi., 28.5 degree inclined orbit with a 3000 Ib.,
8160 Ib., or no payload; ascending to a geosynchronous orbit (19,300
n. mi. and zero degree inclination) to deploy the payload; retrieving
a 3000 Ib. , 0 Ib. , or 4210 Ib. payload, respectively, and return -">
it to the Shuttle (Ref. 1). It is feasible that the Tug could also be
the main means of transporting equipment and supplies to build and
furnish a moon colony.
During the return to the Shuttle, the apogee of the elliptical
orbit is reduced to 270 n. mi. by drag dissipation of the orbital
kinetic energy on one or more passes through the upper atmosphere
(Ref. 2). The orbit is then circularized and a final Hohmann transfer
is made for rendezvous with the Shuttle. A preliminary trajectory
analysis (Ref. 2) indicates that for decay times between about 0.25
and 20 days, perigee altitudes range between 220 K ft. and 340 K ft.
with a velocity between 22,000 ft./sec. and 34,000 ft./sec. for a
range from 10 to 80 psf.
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The Shuttle payload capability will determine the maximum weight
and volume of the Space Tug. The Shuttle is capable of orbiting 65 K
Ibs. payload to a 100 n. mi. orbit. The clear cargo bay volume is
able to accept a 15 by 60 ft. cylindrical module. Since the Tug is
to have a 20 mission lifetime and less aerodynamic heating than the
Apollo type vehicles, a nonablating heat shield is proposed. One of
the proposed shapes is a 2:1 ellipsoid nose/cylindrical configuration
with a nose radius of 14 ft. at a zero angle of attack. Another
proposed shape is a spherical nose/cylindrical top/blunted bottom
configuration with a blunted bottom radius greater than 7 ft. at a
40 - 60 degree angle of attack. The final configuration will depend
on an accurate calculation of convective and radiative heat transfer
which are dependent upon I/ >/ R and R respectively.
The heat transfer analysis required for the particular flight
regime described previously is rather unique. The preliminary
trajectory indicates that the flow field will vary from hypersonic,
slip flow (slightly rarefied) at the lower altitudes to hypersonic,
free-molecular flow (highly rarefied) at the higher altitudes. There
has been a considerable amount of experimental and theoretical work
done in the continuum flow regime. However, the meager amount of
experimental radiation heat transfer data is large when compared to
the theoretical radiation heat transfer analyses conducted for
rarefied flow regimes.
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OBJECTIVE
In this research a theoretical model which gives an accurate
analytical expression for the equilibrium and nonequilibrium heat
transfer is desired. This expression would be intended to give a
quick, preliminary estimate of the radiation heat transfer to a
vehicle such as the Space Tug. The expression should be in terms of
the three following flight parameters: (1) velocity, (2) altitude
and (3) nose radius.
I. Equilibrium Radiative Heating at the Stagnation Region of a
Hypersonic Reentry Vehicle
A. Basic Equations of a Radiating Shock Layer
In order to simplify the basic equations the flow in to.e sh..
layer will be assumed to be inviscid ^nd non-heat conducting. A
perfect, gray gas will also be assumed. To isolate the infl.u"n<-e >
radiation and greatly simplify the analysis, nonequilibrium proct.
due to molecular transport, dissociation, ionization and vibration a1
neglected.
The conservation equations for a steady flow are:
Mass (neglecting the radiation of nuclear energy)
V: -Y2- + PA
 C/X: /
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Momentum (neglecting body forces and the radiation stress
tensor) •
/ - I v, . ^/ V . - » (lb)
Energy (neglecting chemical energy input and the radiation
energy density)
«
/"
_\/ ty'i* _ L^OX.,,xu  ^ (lc)
If one assumes that the wall temperature is less than 0.4 of the
temperature of the gas in the shock layer, the radiation from the
wall can be neglected for the flight regime of the Tug (Ref. 3).
This cold, absorbing wall assumption greatly simplifies the divergence
of the heat flux at a point M (Fig. 1) in the shock layer to (Ref. 4)
.• K , ,
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In Equation (Id) the first term on the right-hand side, represents the
energy emitted per unit time by the particles within a unit volume at
M. The second term represents the energy absorbed per unit time from
all other points P within the shock layer volume V. The energy
absorbed from the gas outside the shock layer is neglected. The term
5
. v.
 Mp corresponds to the optical length between M and P,
5-0
The boundary conditions are that (1) at the wall, the velocity normal
to the wall is zero and (2) at the shock the Rankine-Hugoniot re-
lations apply. Thus the equations for the inviscid radiating shock
layer are a complicated set of coupled, nonlinear integro-dif f erent L a I
equations in terms of the independent variables x and z (-Fig. 1).
B. Radiation Similarity Parameters
The important radiation parameters can be determined by non-
dimensionalizing the energy equation. Using the equilibrium state
just behind the detached shock of the radiationless stagnation case
as a reference state (subscript s) for the nondimensional variables:
p H f/fs
 } v
X = X, ./A and
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the energy equation becomes
_ TT h _ P
o V- •—:- - ~ I
Equation (2) contains the assumption that h. *= h where P is
defined as a ratio of the energy emitted by a gas at the reference
state to the energy convected by the fluid in the shock layer, i.e.,
i? 4
.%• <rT,
=
 - '
 (3)
If P is small a small perturbation analysis will be suffi-
cient to determine the radiating shock layer solution. The radiation-
less shock layer solution is the undisturbed state of the gas. Hence,
a flight regime where P^< I can be solved with an uncoupled radiation-
gas dynamics solution, whereas a flight regime where P — I requires
a coupled radiation-gas dynamics solution.
It is also important to know the range of values of the
optical depth ( -t: ) for a particular flight regime. If 't<J-< / or
^ » | the expression for the divergence of the heat flux, Equation
(Id), is further simplified.
It will now be advantageous to investigate the value of the
right'hand side of Equation (2) for the flight regime of the Tug.
For an optically thin gas Equation (2) can be written as (Ref. 5)
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where
T —
and
1-1 t-l -f LJ ( &D S\) f i-T^I i I \^, f^ ^7 V *»"\ P ^ "^ / I/ 1 ^ x f \
- ' ^-^ 3 v p—/-——--?— (5)
' h o _ > , LDo />i Vs ns •_
is the radiation-convection parameter. Therefore, a perturbation
solution for an optically thin gas requires that Pn^< I . For an
optically thick gas Equation (2) can be written as (Ref. 5)
K -
where
p -
~ 3
is the radiation-convection parameter. From Equation (6) it is\
apparent that a perturbation solution for an optically thick gas
requires that P^ ^ < I .
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C. .Radiation Transfer Regimes of the Space Tug
To determine the values of I over the flight regime of the
Tug, an ideal .planetary entry atmosphere will be assumed. This
atmosphere will be characterized by the following three criteria:
1
 (1) TOO negligible compared to T .
• o
(2) Density ratio across radiationless, hypersonic shock is
constant ( — 18). Therefore, the radiationless shock layer thickness-
nose radius ratio A /R is also constant (Ref. 6).
(3) The temperature immediately behind the shock is propor-
tional to the shock velocity, i.e., TS <X. V<>o .
2
At constant density we assume CpOC T, thus h <X_ T and,
t S S
2
since h0 oC. Voo one obtains VOQ «- T . This model is valid only for(3 O
chemical equilibrium immediately behind the shock, but one should
be aware that this model is used purely for- the determination of P
and ^. in the flight regime of the Tug. Knowing values of f1 and
^ one can then use various approximations for the radiation
solution. The usual approximation for the absorption coefficient
for air
/9 . .
, . (8a)
becomes .
As <*- j°<*> V~ . (8b)
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for the model atmosphere. Substituting Equation (8b) and the
criteria for the model atmosphere into the definitions of the various
parameters Equations (5) and (7) one obtains:
(9a)
cr
I / TV 4 A I i *. n <^* ' n £+1
_ VcrL ^A _ - V^U ^ ^^
 Voo R ^ b3/?« Vo. I? , (9c)
' ^  - ' / /B
and
r =
The values for n and /9 are chosen such that they will
represent the parameters as closely as possible over a flight regime.
The b's are determined, after n and fi have been selected, for a
good representation of the atmosphere at a flight condition of
interest. After the constants have been calculated a plot of the
flight regime with lines of constant t and P will show the radiation
transfer regime.
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Two sets of values of n and ft will be considered. Goulard
(Ref. 4) suggests that one use n = % and ft = 6 for high temperature
air behind a shock wave. Applying the flight condition (Ref. 7) of
a Vco = 34,000 ft./sec., an altitude of 220,000 ft. and a body radius
of 10 ft. to find the constants (b's), one obtains
| -4> (Voo/3V,000
 e x
— r / . 3 0 X / 0 A - L - i - - , (lOa)
Bo (/»-
(10b)
(10C)
and
3 0 0 0
R
where R is in ft. and Voo in ft. /sec. Pai (Ref. 8) suggests that
in the temperature range from 7 ,'000°K -.to' 12, 000°K, .which is the
range of interest for the present flight regime, one should use n = 0
and fi =4.4. This particular power representation gives
i -fc ( Voo 73^,000)
Z / . 3 0 X / 0 -i - —~— , dla)
B
° '
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and
_ 10
P - 1.30 * 10
fl~ f f Voo
/o
Figure 2 shows the radiation transfer regime for the flight of the
Space Tug using a body radius of 14 ft. Notice that the gas is
optically thin throughout the flight range, since "t^ ^ 0.00229.
The radiation-convection parameter for an optically thin gas ( "",
is always less than 0.01865 (see Fig. 2). These results are valid fn
either selection of n and /9 It is now apparent that a perturbation
solution for ^h ^ .t | will allow a simplified procedure for finding
the equilibrium radiation heat transfer.
D. One-Dimensional Model
1. Nonradiating Shock Layer
The numerical solutions of the two-dimensional non-
radiating shock problem, Equations (la) - (le) , show that near the
stagnation region the flow properties are essentially independent of
the distance r from the body axis (see Fig. 1). Thus, a one-
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dimensional analysis will be used; The following assumptions are
also utilized:
(1) The shock layer thickness A is much less than the
body radius R. '
(2) The density, temperature and enthalpy behind the
shock' are nearly constant in the stagnation area. The enthalpy is
assumed much greater than the kinetic energy.
, (3) The incompressible, potential flow values of velocity
are assumed to be the actual velocity in the shock layer, that is
(12a>
and
AO V.,, _ I /"CQ ~ \*yV ~ - (
 a_ A £ (12b)
(4) The pressure is assumed constant across the shock
layer.
2. Radiating Shock Layer
Since (\ L ^  I the radiating shock layer problem is
amenable to a one-dimensional perturbation solution. The solution is
obtained by relating the radiating compressible shock layer to the
nonradiating incompressible case. Characteristics of the radiating
flow model are listed below:
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(1) The radiation cooling increases the density of the
shock layer causing a reduction of the shock layer thickness.
(2) The density and thermal properties are functions of
z only and do not vary with respect to r.
(3) The velocity component v in the z direction is
related to the incompressible velocity V by the expression
(13a)
where the coordinate z is related to the coordinate Z for the corre-
sponding radiationless case by the relation
(13b)
(4) The density and temperature variations through the
shock layer are related by the expression
Goulard (Ref. 4) has solved the radiating shock layer
for an optically thin gas ('t.^ -<-| ) and Pr>^ 1 . His solution for the
temperature variation is in terms of the nonradiating coordinate Z
(measured from the body), the equilibrium temperature immediately
behind the shock Ts and the radiation-convection parameter in ,
(15)
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Note from Equation (15) that the small disturbance hypothesis will
tend to lose its validity when Z approaches zero. Hence, the values
for the radiative heat flux
06.)
(16b)
and the ratio of the radiating shock layer thickness to the nonradiat-
ing shock layer thickness
(17)A
are slightly overestimating the radiation cooling effect; they are a
lower bound to the actual values of q and S . Equations (16a)
and (16b) are the expressions for the radiating shock layer heat flux
from a small perturbation analysis ( Pn ^  < I ) of the nonradiating
shock layer solution. Hence, Equation (16b) is within 10% of Equation
(16a) for values of Pn = -04- However, Equation (16a) compares
well with viscous and inviscid numerical solutions of the radiating
shock layer up to values of Pn ^  10 (Ref. 9). The above relations
can also be extended up to ^ -^ = 0.3 for an error less than 5% if one
replaces Pn with Pr, E£ ( <: A /2).
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Using Equation (16b) an expression for the equilibrium
radiation heat transfer can be written as
(18)
The term in the rectangular brackets adjusts the heat transfer from
its isothermal, transparent value ( FV = 0) to a value ( Vn *• *• I )
which accounts for radiation cooling.
It will be more convenient to write Equation (18) in
terms of altitude (density ratio) , shock velocity and body radius.
Applying the criteria described in Section I.C. :
oo , (I9a)
A *- R , (i9i)
and
n + l . ft
A, <*- />~ Voo .^.^ )
where
tA E ^ s A , (i9d)
Equation (18) becomes i
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In order to determine the constant of proportionality in Equation
(20) and an appropriate value for n and ft , a correlation with
known equilibrium data was performed. The best correlation for a
value of Pn = 0 is
which corresponds to a value of % for n and 6 for P . Figure
3 - Figure 6 shows a comparison of the experimental data (Ref.
10, 11, 12, 13), Equation (21) and a correlation proposed by Nerem
for a much larger range of velocities (Ref. 14). The deviation
from the equilibrium value is due to the nonequilibrium radiation
which is significant for high altitudes. These figures show that
the nonequilibrium radiation is as much as 1000 to 10,000 times
the equilibrium 'radiation. For the flight regime of the Tug the
nonequilibrium radiation is much more significant than the equilibrium
radiation. The stagnation point equilibrium radiation is obtained by
inserting the constant of proportionality for n = % and ft =6
into Equation (20) , and replacing ln with its equivalent Equation
(lOc) to yield
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II. Nonequilibrium Radiative Heating at the Stagnation Region of
a Hypersonic Reentry Vehicle
As mentioned earlier, the nonequilibrium radiation is the
primary contribution to the radiation heat transfer for the Space
Tug. This was determined from the experimental data shown in
Figure 3 - Figure 6 . From the literature it is evident that a
satisfactory theory capable of predicting the magnitude of the non-
equilibrium radiation has not yet been developed. Present numerical
methods require a great deal of computer time and the results, even
after adjustments, are good only within an order of magnitude of the
data. The problem is very complex because one must consider the
transport of energy from the translation energy of the molecules,
immediately behind the shock front, to the energies associated with
vibration, electronic excitation, dissociation, ionization and the
formation of new species over a relaxation distance.
The radiation model to be employed consists of two gaseous
regions. The gas molecules immediately behind the shock are - ,,ed
to be in translational and rotational equilibrium. Thus. ;s
temperature for this region (TN< Eq<) corresponds to the xalue
obtained from the normal shock relations for a gas of - "# =1,4.
For the flight regime of the Space Tug, this temperature may be on
o
the order of 50,000 K. For simplicity, this gas is assumed to be
at a constant temperature over an effective relaxation distance (d ).
This effective relaxation distance will be less than that measured
in a laboratory in order for the heat flux of this model to simulate
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that of the actual case where the temperature drops exponentially
with distance behind the shock. The region of gas aft of this
relaxation zone is assumed to be at the equilibrium temperature Tg.
The optical depth 'C-A = -*j A is evaluated at the equilibrium
temperature since the major portion of the shock layer will be in
equilibrium. The radiation model is depicted in Figure 7. If
the major portion of the shock layer is in equilibrium, the flow
solution can be uncoupled from the radiation solution as in Section
I. This seems to be a good approximation for velocities less than
Earth parabolic velocity, approximately 36,700 ft. /sec. (Ref. 15).
Therefore, the problem reduces to adjusting the expression for the
heat flux, Equation (22), to account for a portion of the gas being
at a nonequilibrium temperature (TN ga ).
The one-dimensional radiative heat flux to the cold, absorbing
wall is given by (Ref. 5)
v
T 0|)EX I0)) «h I (23a)
'
where the optical depths are given by
tA r JLS A (23b)
^ d ^ s <4 (23c)
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and E2 (?) ) is the exponential function. Equation (23a) the
energy emitted by the gas in front of the shock layer is neglected.
Inserting the temperature profile for the proposed nonequilibrium
radiating model ^e Fig. 7)
O ^->?< - (24a)
T (70 ^ Tv. £^ f tA - He/. £ 97 * ^ A (24b)
into Equation (23a) one obtains
_
. (25)
Since the gas is optically thin, the exponential function -an be
approximated by the relation
E3 U) - 7 - t , t ^  * (26)
Substituting Equation (26) into Equ. ti (?.5) yields
(27)
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The first term in Equation (27) is the equilibrium radiation heat
transfer for a transparent gas ( P^ = 0) while the second term
accounts for the nonequilibrium radiation heat transfer. The total
radiation heat transfer can now be written for small amounts of
radiation cooling (see Equation (18) and note that Ts = TE ) as
(28)
The first portion of Equation (28) can be written in terms of the
flight parameters (see Equation (22)) so that Equation (28) becomes
/ r. o( R 1 .
(29)
For a particular body radius the relaxation distance (Ref. 11) is
seen to be inversely proportional to the density ratio times the
velocity ratio to the 3.8 power. Since the nonequilibrium effects
are obviously independent of body radius, the ratio of the effective
relaxation distance to the standoff distance is
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A (30)
where the constant K is picked so that the nonequilibrium expression
for the heat flux fits the data as closely as possible. Inserting
Equation (3) into Equation (29) one finally obtains an analytical
expression for the total radiative heat flux to the stagnation region
of the Tug, i.e.
I A*.
/o
...
f R
/o
(3D
where
X ^  \
x *
(32)
R is the body radius in ft., Voo *-s tne shock velocity in ft./sec.,
%. Eq. *s fc^e temperature behind the shock corresponding to a tf =1.4
and TE is the equilibrium temperature immediately behind a shock.
The temperatures, just described, can be found from Reference 16 and
Reference 17 respectively for a particular altitude and velocity.
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A comparison of Equation (31) with calculations from experimental
data is shown in Figure 8. For the case of VQQ = 20,000 ft./sec. ,
which is smaller than that expected for the Tug, Equation (31) under-
estimates the total radiative heat flux. For the case of V<x> = 36,000
ft./sec., which is larger than that expected for the Tug, Equation
(31) overestimates the total radiative heat flux. For a velocity
(25,000 ft./sec.) and radii (3.28 and 10 ft.) in the range of the
Tug, Equation (31) is seen to be a good estimate of the total heat
flux until the effective relaxation distance approaches the shock
layer thickness. -When dg =" A the radiative heat flux is overestimated
but the radiation becomes negligible at this high altitude due to the
dissipation of the shock wave.
III. Distribution of Radiative Heat Flux Around a Sphere
The total radiative heat flux at a stagnation region can be
determined with the use of Equation (31). In this section an expres-
sion for the radiative heat flux distribution around a spherical body
is given.
The ratio of the radiative flux at some angle (©), measured
from the stagnation point, to the flux at the stagnation point qR(O)
is approximately
*. . p
-$. = (COS Q) (33)
1<0) ^
where P is independent of body radius and altitude (Ref. 3). From
Reference 18 the viscous and inviscid distributions are essentially
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the same. Therefore, using the calculated distribution ,f or the
inviscid solution from Reference 3 one can approximate P to give
,
(O) (COS ©/ (34)
where Voo is in ft. /sec. The value for q (O) comes from Equation (31).
IV. Radiative Heating of the Space Tug
In this section Equations (31) and (34) are used to give pre-
liminary estimates of the total radiative heat flux to the Space Tug.
The radiative heat flux, Equation (31) , is shown for the flight
regime of the Space Tug in Figures 9, 10 and 11 for body radii of 14
ft., 7 ft., and 1.84 ft., respectively. These body radii are from
preliminary design concepts. The radiative heat flux shows an increase
as the body radius increases, velocity increases and as the altitude
decreases. By comparing the curves for a \\ of zero (transparent
:
shock layer) with those including a small P^ , one notices that there
is an overestimation of the heat flux by as much as 167», 67= and 1% i i
body radii of 14 ft., 7 ft., and 1.84 ft., respectively. Th** larger
estimates are only for the larger velocities and the lowc . itudes.
f
This implies that an uncoupled solution overestimates tht radiative
heat flux. In Figure 12 a P* of zero is assumed in order to plot
T>
q /R independent of the body radius. Therefore a quick estimate of
q /R can be found from Figure 12 for a particular altitude and
velocity; but, it should be remembered that these values are in error
for a combination of large body radii, high velocities and low altitudes.
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Values of the convective heat flux times the square root of the body
radius are also shown in Figure 12. These values are from the
expression of Kemp & Riddell for a sphere in a continuum gas (Ref. 19),
Knowing a body radius and a trajectory one can use Figure 12 to give a
quick estimate of the stagnation point convective and radiative heat
flux for a blunt body including the. effects of radiation non-
equilibrium.
By using the preliminary trajectory for the Tug, which is shown
in Figures 9-11, along with Equations (31) and (35) one can deter-
mine the radiative and convective heat flux versus time for a partic-
ular body radius. Figures 13, 14 and 15 show the effects of non-
equilibrium radiation, continuum convection from Kemp & Riddell and
the slip flow convection (Ref. 20). For a body radius of 14 ft.
(Fig. 13) the radiative heat flux peak is about the same as the con-
vective slip flow peak. For a body radius of 7 ft. (Fig. 14) the
radiative heat flux peak is nearly half the convective heat flux peak.
For a body radius of 1.84 ft. (Fig. 15) the radiation is negligible
when compared to the convection.
Although the stagnation point radiative heat flux is significant,
an examination of Figure 16 shows that the radiative heat flux decreases
rapidly as one examines points around the body. This radiation dis-
tribution, Equation (34), is proportional to the cosine of © to a
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power between 10 and 20 while the convection distribution is pro-
portional to the cosine of O to a power of about 1.5 (Ref. 21).
Hence the radiative heat flux is much more concentrated at the stagna-
tion point than the convective heat flux.
CONCLUSIONS AND RECOMMENDATIONS
From a preliminary analysis of the nonequilibrium radiative heat
flux for the flight regime of the Space Tug, it is apparent that the
radiative heat flux is a significant portion of the total stagnation
point heat flux for a blunt body.
To further enhance the accuracy of predicting the nonequilibrium
radiation heat transfer, I suggest that one:
(1) Perform a numerical analysis of the coupled radiation-
gas dynamic problem to determine the amount of overestimation assum-
ing an uncoupled solution.
(2) Use a theoretical model that includes the concentra-
tions of the various components such as atoms, molecules, ions and
electrons during a relaxation of the translational degrees r 'jedom,
molecular rotations, molecular vibrations, dissociation ..emical
reactions, ionization and electronic excitation.
(3) Include other geometric shapes, such as cones, wedges
and cylinders.
(4) Include the effects of precursor radiation since the
nonequilibrium temperatures are large. By including precursor
radiation one would expect a higher stagnation point heating (Ref. 22).
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SHOCK i P
WALL.
Fig. 1 Detached Shock Layer Nomenclature
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Fig. 2 Radiation Similarity Parameters for the Space Tug Flight
Regime
262
Fig. 3 Comparison of the Total Radiative Heat Flux with Two
Equations for the Equilibrium Radiative Heat Flux for
20,000 ft./sec. and R = 3.28 ft.
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'Fig. 4 Comparison of the Total Radiative Heat Flux with Two
Equations for the Equilibrium Radiative Heat Flux for
25,000 ft./sec. and R = 3.28 ft.
Fig 5. Comparison of the Total Radiative Heat Flux with Two
Equations for the Equilibrium Radiative Heat Flux for Vw
25,000 ft./sec. and R = 10 ft.
265
Fig. 6 Comparison of the Total Radiative Heat Flux with Two
Equations for the Equilibrium Radiative Heat Flux for
36,000 ft./sec. and R = 3 ft.
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Fig. 7 Nonequilibrium Radiation Model
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Fig. 8 Comparison of
(Eq. 31).
Data with Nonequilibrium Radiation Calculations
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• THE PROSPECTS OF UTILIZING REMOTELY SENSED DATA
IN THE PREPARATION OF ENVIRONMENTAL-
SOCIOLOGICAL MODELS
By
Robert B. Honea
ABSTRACT
Many of the problems presently confronting society are of such
inordinate complexity that it will t,-ke most, if not all, of our
technological abilities to assemM data, to analyze and effect solu-
tions. Tq force society to accept the proposition that nature is a
process, that it is interacting, that it responds to laws, and that
it represents values and opportunities for human use with limitations
and even prohibitions, is one of our major objectives. Beyond this
realization, however, less evangelical concepts must be considered.
This research deals with such concepts.
With the establishment in 1969 of a new national policy to pro-
tect the environment, the various agencies of Federal, State ar*1- local
governments and other concerned public and private organizations,
charged with the responsibility of preparing environmental impact
statements, became acutely aware that present data acquisition systems
either lacked the necessary detail or were so costly and tedious as
to negate their use in impact studies.
The use of remote sensing to acquire needed data concor • . -Lie
water conditions, micro-climatiQ conditions, flora, land use, jecrea-
tional potential and cultural conditions appears to hold great promise
in solving data needs. This report demonstrates the procedures and
means whereby such data can be acquired and processed into an infor-
mation fprmat.
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INTRODUCTION
Many of the problems presently confronting society are of such
inordinate complexity that it will take most if not all of our techno-
logical abilities to assemble data, to analyse and to effect solutions.
Yet, man continues to change the earth. By political process or by
pragmatic management decisions, he may exercise a certain degree of
control. However, our industrial society forces him to build dams,
excavate tunnels, build highways, and develop residential tracts
somewhere. If population is allowed to increase and the same popula-
tion aspires to the western "high standard of living" then society is
committed to the intensive use of the earth and consequently must
prepare for it.
Despite evangelical atteir-i ^o convince society to moderate
population growth and cultural development, we must remember that
progress is "charging on" and rarely waits for anyone. Nevertheless,
to force society to accept the proposition that nature is a process,
that it is interacting, that it responds to laws, and that it repre-
sents values and opportunities for human use with limitations and
even prohibitions, is one of society's major obstacles (61). The
purpose of this research, does not consider this problem directly,
but rather, how the necessary data to assess the proper relat ;.->nship
between man and nature might be acquired.
The impact of population growth on the quality of the environment
and the attending problems thus created, depends largely on the prr
sent and future patterns of land use. Seventy-five per cent of o»:--
population now reside in urban areas and each year, i-.n ert i^n
420,000 acres of land are consumed by urban sprawl (22; p. 1.,)..
present trends continue, 90 per cent of our population will •: ^  ve
in a few mammoth conurbations.These concentrations will heavily tax
electrical power, transportation, sanitation and other public services.
We must develop planning programs which will make urban life fulfilling
rather than frustrating. At the same time we must make rural living
more attractive to prevent migration to the cities. '
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OBJECTIVES
With the establishment of the National Environmental Policy Act
of 1969 (18), various agencies of federal, state and local governments
and other public and private organizations were charged with the
responsibility of preparing environmental impact statements. These
agencies soon became acutely aware that present data acquisition
systems either lacked the necessary detail or were so costly and
tedious as to negate their use in impact studies. Since all develop-
ment or redevelopment begins from a knowledge of the present position,
the two immediate and most obvious essentials to properly assess
environmental impact are; (1) an inventory of the present position and
(2) an understanding of the reasons for that position.
Accurate, up-to-date land use information is a necessity in
making wise decisions on matters relating to the physical development
of a community. These decisions are related to such matters as housing
needs and urban renewal; location of schools, parks, playgrounds, and
cultural facilities; transportation and parking needs; opportunities
for industrial expansion; zoning; as well as the guidelines for environ-
mental protection.
The use of remote sensing to acquire needed land use data con-
cerning agriculture, soils, water conditions, micro-climatic conditions,
flora, fauna, recreational potential and cultural conditions appears
to hold great promise. This report considers the various means whereby
land data in its numerous forms may be extracted from multi-spectral
photography and imagery, and processed into an information format for
land classification and environmental assessment.
Before discussing these various systems, it is worth considering
the historic and methodological background of land classification and
environmental assessment. Indeed, the bulk of this summer's research
has involved a search of the literature on the subjects of land classi-
fication, land use mapping and environmental assessment. The following
section is included as background material pertinent to the research
effort.
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TAXONOMY, LAND USE CLASSIFICATION
AND
ENVIRONMENTAL ASSESSMENT
The types of phenomena which science considers can be classified
in many ways. Our concern here is with methodology of classification
and the end to which classification schemes are put. This sets the
stage for the discussion which follows.
The Methodology of Classification.
Classification is an initial step in ordering knowledge and the
deriving generalizations in any scientific methodology. It is neces-
sary "to study and remember facts, discover relationships and develop
fundamental principles"(69; p. 4). This basic dictum of all inquiry
probably stems from the Aristotelian principle: Every object must
ultimately be placed in a class on the basis of its relationship to
other objects (7; p. 421).
The measure of success for any classification is determined by
the clarity of definitions, selection of pertinent and measureable
attributes, and the use of the product restricted to predetermined
purposes. The importance of purpose cannot be emphasized enough.
I can not think of a better example to bring this point home than a
story related by Russell Ackoff concerning the importance of defini-
tions (1).
Ackoff was once involved in determining the accuracy of results
obtained in an urban survey designed to determine the number of persons
per room in certain dwelling units. The survey had been conducted
without an explicit definition of "room." Ackoff met with the design-
ers of the survey and asked what definition they had used implicitly.
They were impatient with the question, observing, "Everyone knows
what a room is." Ackoff persisted, and one of those present offered:
"A room is a place enclosed by four walls, a floor, and a ceiling."
Having maneuvered the designers into this position, Ackoff delightfully
proceeded as follows:
"Can't a room be triangular?"
"Sure. It can have three or four walls."
"What about a circular room?"
"Well, it can have one or more walls."
"What about a paper carton?"
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"A room has to be large enough for human occupancy."
"What about a closet?"
"It must be used for normal living purposes."
"What are normal living purposes?"
"Look, we don't have to go through this nonsense; our
results are good enough for our purposes."
Ackoff refused to let go.
"What are your purposes?"
"To get an index of living conditions by finding the
number of persons per room in dwelling units."
"Doesn't the size of the room matter?"
"Yes, we probably should have used square feet of
floor space, but that would have been too hard to get."
"Doesn't the height of the room matter?"
"I guess so. Ideally, we should have used volume."
"Would a room with 10 square feet of floor area and
60 feet high be the same as one with 60 square feet
of floor space 10 feet high?"
"Look, the index is good enough for the people who use it."
"What do they use it for?"
"I'm not sure, but we've had no complaints."
(1; pp. 47-48)
This amusing conversation makes clear that without an explicit state-
ment of the purposes of the inquiry there are no criteria for defining.
In defining objects for the purpose of classification it is
necessary to define the class of objects which are to be classified.
This means specifying the essential properties necessary for deter-
mining whether or not a particular object is a member of the class
of interest. The "essential properties" of an object are properties
which are individually and collective sufficient for the inclusion of
the object in the class to be counted (1; p. 154).
"The definitions of a class of objects, then, should consist of
a specification of properties, each of which is necessary and all of
which are sufficient for differentiating the class of interest from
all other classes. The selection of these properties should be
dictated by the research objectives, and the name by which the class
is identified should be chosen with past and present terminology in
mind" (1; p. 154).
The elementary essence of the above statements is that ultimately
all classes of objects are defined by the objects contained therein.
This may be taken one step further by saying that any object may be
identified as belonging to a class by an adequate predicational state-
ment. For example:
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"A field of corn is a member of the set of agricultural land uses
identified as cropland."
For the purposes of mapping agricultural land use this statement
may be sufficient such that anyone will understand that a corn field
will be classified as cropland. Inevitably, however, some uncertainty
will arise which will necessitate further refinement of the definition
and we are "off again" on a circulur argument which may not end until
we have reduced the definition to a long series of monadic statements
which may include a definition of every subject and adjective contained
in the original definition offered. We can take confort, however,
from the assurance of Frederick Schiller, that "A single, unmistake-
able absolute definition ... is not extant" (75; p. 71).
Land Use Classification
In light of the previous discussion, it would appear that the
most logical places to begin discussion would be to define "land use"
or more specifically "land." Unfortunately this is not easy as there
are probably as many definitions for land as there are attributes of
the land. The most common picture envisioned is the "stuff of the
land," i.e.,the aggregate of soil, rocks and vegetative matter that
make up the solid surface of the earth. Yet, the soil scientist is
likely to have his definition, the economist his, and the geographer
his "pet" definition, all of which are slightly different. Perhaps
the practical way to avoid difficulty is to cite the previous dis-
cussion and simply state that the definition of land depends largely
upon the research objectives.
"Land use" has been studied and the term used so many different
ways that some specification as to its meaning is desirable. Clawson
(14; pp. 14-28) lists nine concepts about land which are often consid-
ered as land use:
1. Location
2. Activity on the land
/
3. Natural qualities of the land
4. / Improvements to and on the land
5./ Intensity of land use
I
6>. Land tenure
7. Land prices, land market activity and credit
286
8. Inter-relations in land use between different tracts of land
or accessibility
9. Inter-relations between activities on the land and other
inclusive social developments.
Clawson and the Committee on Land Use Statistics prefer the
definition of "land use" to refer to "man's activities on the land
which are directly related to the land" (14; p. 29). This concept
provides a surrogate to other relevant characteristics of the land
such as land quality, intensity of use, and improvements on the land;
"Land cover" is often thought of in the context of land use but
the two should not be equated. The term "land cover" is generally
interpreted to refer to basic objects as they appear on the earth's
surface. For example, a field strfewn with rusting hulks of wrecked
automobiles would be identified as such, and not as a "junk yard."
The term encompasses a more pure taxonomic concept where a separate
category is provided for every land use characteristic of the earth's
surface. Several investigators have proposed the adoption of such a
system (13 and 18). This philosophy would permit the land surface to
evolve the land use classification system, rather than the researcher.
In 1941, the National Resources Planning Board identified five
types of land classification:
1. Land classification in terms of inherent characteristics;
2. Land classification in terms of present use;
3. Land classification in terms of use capabilities;
4. Land classification in terms of recommended use; and
5. Land classification in terms of program effectiveness
(65; p. 5)
Although some dispute arose over whether the fourth and fifth
types should be included (63 and 69; p. 5) the important information
to note is that land classification encompasses more than land use
classification. Nunn suggests three types of land classification:
physical classification, economic classification and institutional
classification, whereby land use would be basic to each (69: p. 6).
It is doubtful that any universal land classification system will
be developed. The development and use of any land classification
scheme must initially be dictated by the purposes of the study. Broadly,
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the objectives of land classification are to serve as an effective
tool for resource study, evaluation and determination of uses and
producing maximum net income to the individual and society (69; p. 7).
In later discussion some examples of land classification will be cited
which will illustrate this point.
The Role of Land Classification in Environmental Assessment
Environmental assessment, land classification, land use mapping
or whatever the organized activity may be called seems to be cyclical
with periodic "surges in activity too commonly occurring when land
problems are accute" (69; p. 1). Current interest stems from the
realization that man's total environmental system includes not only
the biosphere but also his interaction with his natural and man-made
surroundings.
Recent alarm has stimulated federal response with President Nixon
calling for the "development of a National Land Use Policy to be
carried out by an effective partnership of Federal, State and local
governments" (22; p. xiii and 51; p, 6). The upsurge of interest in
land use manifests itself in obvious changes around us, i.e., the
encroachment of suburban areas upon what was predominantly rural land,
the demand for better water and recreation sources, urban renewal of
slum areas and redevelopment of central business districts.
Although the desire to intelligently classify land stimulated
many early studies, the first effort in the United States may have
occurred with the geographical and geological expeditions of Hayden,
Wheeler, King and Powell between 1867 and 1879 (76 and 69; p. 2).
Upon his return, Major Powell attempted to secure national legislation
which would zone the use of large agricultural areas in the southwest.
Had his ideas been accepted, some of the major problems of the"dust
bowl"area may have been avoided.
Since that time, a series of national acts have continued to spur
interest in land use. In 1879 the U. S. Geological Survey was created
to collect and classify "land information useful to geologists, miners,
engineers, farmers and lumbermen" (69; p. 2). Other Congressional
legislation stimulating land classification activity include: the
Carey Act (1894), the Reclamation Act (1902), the Enlarged Homestead
Act (1909), the Congressional Act of March 3, 1891 (first forest pre-
serves), the Stockraising Homestead Law (1916), the Taylor Grazing Act
(1934) and most recently, the Environmental Policy Act (1969).
Aside from the Hayden, Wheeler, King and Powell expeditions, many
of the earliest studies involving the study of land use were undertaken
by geologists, and geographers who were motivated by a methodological
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interest in accurately classifying and recording the phenomena observed
in the field. Included in this group were well known geographers such
as W. D. Jones, C. C. Colby, D. S, Whittlesey, and C. 0. Saver, and
V. C. Finch to name a few.
Among the more significant contributions made at this time was
that of V. C. Finch in his Montforfc Study (29), Finch introduced the
system that is now known as the "fractional code" method for recording
complex field data. Although evolved before 1930, Finch's work was
not published until 1933.
The significance of this contribution lies in an understanding of
the techniques one was forced to employ in field work during that
period. Any intensive study of an area meant tedious field mapping
which included the preparation of base maps, because aerial photography
and detailed, planimetric maps were not widely available at that time.
The basic system employed a composite fraction in which the numerator
was employed to reflect the cultural and economic qualities of the
land parcel,such as land use^ while the denominator was used to record
the physical characteristics of the land such as slope, soil type or
drainage conditions. Delineations of individual parcels were usually
governed by anysignificant change in any one or more of the elements
noted in the fraction. The smallest unit delineated, however, was
about two acres.
Subsequent land classification work by the Tennessee Valley
Authority also employed the fractional code method of recording. The
majority of this work was carried out under direction of G. Donald
Hudson.in the period between 1932 and 1936.
Hudson made some significant improvements in the fractional code
method. For the first time surveyors were provided with aerial photo-
graphs upon which they could record field data. In addition, TVA was
simultaneously producing planimetric maps of the entire valley which
greatly facilitated the mapping effort. More important, however, was
the fact that the detailed field data was incorporated into a scheme
to produce a classification of land in the Valley in terms of five
categories based on the economic conditions of the people and the
physical conditions of the land (40). Using a minimum of 200 acre
units, parcels of rural land were rated from Class I, which included
land with no significant agricultural problems, to Class V land, which
in most cases was suitable only for forest land, recreational purposes,
"or game preserves (40; p. 1).
Hudson lists four major contributions the land classification
program could make: (1) It couln aid in specific departmental deci-
sions of the Authority such as the evaluation of one reservoir site
as contrasted with another; (2) With respect to the regional develop-
ment program, it could furnish, data essential to the solution of such
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problems as the location of land that should be put in public owner-
ship; (3) It could furnish information helpful to local, state and
federal agencies in such problems as employment relief, highway con-
struction and public works; and (4) It can make available information
helpful to private commercial and industrial organizations (40; p. 8).
Unfortunately the land classification program was halted in the late
1930's because of more pressing problems. Hudson left to become the
Chairman of the Department of Geography at Northwestern University
where he influenced another land classification program, the Rural
Land Classification of Puerto Rico.
It is worth mentioning at this point several other significant
land classification programs. One such program is the soil and land
classifications conducted by the Soil Conservation Service and
cooperating State Experiment Stations. Modern soil surveys were
conducted as early as 1917 but it was not until the erosion and
production control programs of the 1930's that soil surveys were
incorporated into land classification schemes. These actions brought
into being the well-known Land-Capability Classification . (69; p. 6).
Soil surveys are conducted in order to understand the behavior
and production capabilities of various soils under certain cultivation
practices and physical conditions. Fine sandy-loam soils might perform
very well when cultivated on flat to gentle slopes but will perform
quite differently on undulating to hilly slopes.
The Land-Capability Classification scheme recognizes eight land-
capability classes. The first four classes are considered safe for
cultivation with varying degrees of conservation practices; the
second four are considered to be suitable only for varying amounts
of grazing, forestry; while the eighth class of land is suitable only
for wildlife, recreation, or watershed purposes.
In addition to the Soil Conservation Service, other federal agen-
cies have been involved in selected land classification studies, two
of which are the U. S. Forest Service and the U. S. Bureau of Reclama-
tion. The objectives of the Forest Service primarily involves esti-
mating: (1) the location, extent, kind, and availability of timber
supplies; (2) the present and potential productivity of forested areas;
(3) the depletion and replenishment rates of timber stands; and (4)
information administratively useful for using, protecting and develop-
ing forest resources and industries (69; p. 14).
The Bureau of Reclamation has a more specialized charter. With
the Fact Finders Act of 1924, Congress specified "that lands proposed
for irrigation development must be classified with respect to their
capacity under a proper agricultural program to support a farm family
and pay water charges" (64; p. 21). Six classes of land were recog-
nized ranging from Class 1 land which was considered to have a high
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potential return capacity for irrigation and grading to Class 6 land,
which was considered to have no potential for irrigation at all.
Numerous Land Grant Universities as well as other agricultural
schools have evolved economic land classification schemes which are
designed to measure income potential of farm operations over long-
time periods and thus provide a relative success/failure appraisal of
any particular farm. One notable system was developed by Cornell
University and is similar to the TVA land classification system except
that it is intended to be applied to specific farms (20).
There have been numerous land use mapping or land inventory
projects undertaken in the last four decades, some of which repre-
sent major undertakings. It is not possible to discuss each except
to mention a few: Derwert Whittesey's Major Agricultural Regions of
the Earth (93); Francis Marshner's Map of the Hajor Land Uses in the
United States (60); Clarence F. Jones' Rural Land Classification
Program of Puerto Rico (48); Sir Dudley Stamp's Land Utilization
Survey of Great Britain (15) (currently being redone for the second
time); the International Geographical Union's magnanimous World Land
Use Survey (23, 44, and 45); The Canada Land Inventory (25); and the
New York State Land Use and Natural Resources Inventory. (There are
many other studies which are discussed in various publications cited
in the bibliography.)
In order to provide insight into the recent state-of-the-art of
land inventoring, the New York State Land Use and Natural Resources
Inventory has been chosen for more thorough discussion. In 1966, the
Center for Aerial Photographic Studies at Cornell University was
directed to conduct a state-wide land use and natural resources survey
by the Office Planning Coordination of the State of New York. This
inventory is now complete. The main objective of this inventory was
to produce land use maps for the entire state. These maps consist of
overlays depicting land use data on standard 1:24,000 series, U.S.G.S.
topographic maps.
The unique aspect of these maps is that they were produced almost
entirely by aerial photographic interpretation of black and white
photography utilizing a classification of 120 land uses. To accomplish
the task a team approach was employed to support the photo interpreta-
tion section. One field team was designated to check interpretation
results, while a second group was designated to supply supplemental
data. A third team was responsible for drafting and geocoding the
data for computer storage (53; p. 101).
Kreig, in discussing the project, makes a point in distinguishing
between photo interpretation and photo reading or photo analysis (53;
p. 103). The distinction in essence is that the decision time involved
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in photo reading is very small while photo interpretation involves
inductive and deductive reasoning which takes considerably longer.
By emphasizing photo reading rather than photo interpretation the
photographic area a person can cover in a given length of time is
significantly increased. In addition,the skill requirements of the
photo interpreter are kept to a minimum. This rapid interpretation
ability is further augmented by providing "easily accessible, useful
supplemental' data" and designing "the classification so that categories
can be easily separated by the interpreter" (53; p. 103).
The classification system was considered the most important factor
in success of the land use mapping project. "It must not only enable
the interpreter to keep decision time down in utilizing it, but the
classification system must also group land uses in such a manner as to
be useful to planners and others. . ."(53; p. 104).
The classification scheme consisted of three levels; each first
level was broken down into "area" data and "point" data. A sample
for agricultural land use is shown below:
Agriculture
Areas:
Orchards
Vineyards
Horticulture, floriculture
Specialty farms
High-intensity cropland
Cropland and cropland pasture
Permanent pasture
Inactive agricultural lands
Other inactive lands
Lands under construction
Point data:
Specialty farms (Ay): Type Present
Mink (y-1)
Pheasant and game (y-2)
Aquatic agriculture (y~5)
Horse -farms (y6)
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Dairy operations (d): number
Poultry operations (e): number
Active farmsteads (f): number
In order to effectively utilize the land inventory data for
sub-regional and state-wide purposes, the land use data was generalized
and geocoded by kilometer grid cells for computer storage and retrieval,
This permits greater flexibility of the data and allows one to calcu-
late complex spatial corelations.
Summary
In summarizing the above discussions, some obvious points should
be noted. Firstly, taxonomic considerations and operational defini-
tions are necessary to develop any classification scheme. Lucid and
precise definitions for objects under consideration as well as a
clearly defined purpose are absolutely essential or the research may
be to no avail.
Secondly, land classification will always be a timely subject.
The surface of the earth is ever changing and man's perception of the
world around him is constantly evolving. Therefore, we will be
constantly faced with the problem of reappraisal of "where da we stand?"
and "where do we go from here?"
Finally, because our society and the manifestations of our culture
are changing rapidly, we must develop new and sophisticated procedures
to constantly evaluate our position, and to make long range land use
plans.
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PROCEDURES AND TECHNIQUES
In recent years, NASA has sought to broaden its Earth Resources
Program to include the development of potential users of satellite
data. In order to accomplish this task, Marshall Space Flight Center
(MSFC) has initiated several "demonstration projects" which will
serve to illustrate how NASA's technology may be applied toward the
solution of many environmental and resource-use problems.
Several of these "demonstration projects" involve the mapping of
land use and related data from multi-spectral aerial photography. The
acquisition and evaluation of the multi-spectral photography is
accomplished with a Mark I camera and MINI-ADDCOL viewer produced by
International Imaging Systems. The Mark I Camera is a modified
version of a K-22 Airforce Reconnaissance Camera (Figure 1). Four
spectrally filtered 3.5 by 3.5 inch images are recorded simultaneously
in a 9 by 9 inch film format. The lens cone provides mounts for four
Schneider Xenotar lenses with 150 mm (6 inch) focal lengths. In nor-
mal configuration blue, green, red and infrared images are recorded
on black and white infrared film. The infrared film utilized is
Kodak emulsion 2424 which possesses the unique characteristic of
being sensitive in the visible and near infrared portions of the
electromagnetic spectrum (Figure 2). Wratten filters [#47B (Blue);
#57A (Green); and #25 (red)J are used in conjunction with infrared
rejection filters to produce pass bands for the visible region records
and a Wratten infrared filter [#88A (infrared)] is used to produce the
IR record (Figure 3). - ~*~
Tx
After exposure and development, contact positive transparencies
can be made for viewing and interpreting in the MINI-ADDCOI/ viewer.
The MINI-ADDCOL viewer is a four-channel, additive color projector
designed to superimpose up to four individual spectral images in
registration on a rear projection screen. Each" 3,5 by 3".5 in. image is
enlarged 2.56 X by the projector system such that the interpreter
views a 9 by 9 inch image on the screen (Figure 4).
The Mark I Camera and MINI-ADDCOL viewer offer specific advantages
which are worth noting. The system utilizes black and white film
which is considerably cheaper and simpler to process than color and
color IR photography. Composite images in natural and false color
can be reconstructed on the viewing screen by projecting the appro-
priate individual images through a blue, green, or red filter. Details,
particularly tonal variations which are difficult to distinquish on
normal black and white photography and color photography,, can be
enhanced by varying filter combinations and illumination intensities
within the projection system.
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During the summer of 1971, this investigator was fortunate to
participate in the development of a series of techniques to enable
one to extract necessary land use data from the photography via the
MINI-ADDCOL viewer and transfer these data to planimetric maps. The
procedures can hardly be described as revolutionary when compared to
some of the sophisticated automated interpretation techniques being
attempted today. However, when one investigates the development
status of these automated interpretation procedures (several of
which are on-going at MSFC), it is soon realized that in terms of
present data requirements, we are still far from a workable automatic
interpretation system. This is not to say that automated techniques
of interpreting are not encouraging. This investigator is convinced,
however, that any immediate improvement in the data acquisition, data
processing, and information retrieval system must occur at the man-
machine interface not the machine-machine interface.
The procedure for producing the land use maps in outlined as
follows:
1. The MINI-ADDCOL viewer normally employs frosted glass for
the viewscreen upon which the images are projected from the
rear. In this procedure clear plexiglass in substituted for
the frosted glass and then overlain with matte acetate. The
image is then projected onto the matte acetate which may be
drawn on with any suitable drawing instrument. In this case
color pencils were found to be most desirable in that various
multiple characteristics about the land surface could be
denoted or delimited in separate colors.*
2. Areas to be mapped are projected onto the matte acetate
with the proper image and filter combinations for interpre-
tation. The infrared and red images projected through the
green and red filters respectively are generally the most
commonly used for interpreting land use. Use of this combina-
tion enhances healthy vegetation which is best recorded in
the near infrared portion of the electromagnetic spectrum
and contrasts well with the red clay soils of this area,
best displayed by the red portion of the spectrum.
*It should be noted that this step represents an improvement
over the system developed last year in that previously clear
acetate and "grease pencil" were employed which were considerably
more difficult to handle. This improvement must be credited to
a suggestion made by Bill Scarbrough, the aerial photographer
for the Environmental Applications Office.
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3. Land use boundaries are drawn in with colored pencils
and the proper land use identification code inserted.
Other characteristics of the land surface are noted
at the same time.
4. The acetate overlay is then removed from the screen and
inserted into a Kail Projector (Figure 5). The Kail
Projector is also a rear projection device which employs
a matte surface to display the image. Normally, a
material such as tracing paper or matte acetate is used
for drafting from the projector but in the search for a
optimal means of recording the land use data in map
manuscript form, another cartographic inovation was
employed. In related discussions with Tennessee Valley
Authority officials, it was discovered that the TVA Maps
and Survey Branch could provide composite reproductions
of the cultural and hydrologic separation sheets of a
TVA 1:24,000 series topographic map. This could be
reproduced on a transparent matte material called
Cronaflex and would provide an excellent base map upon
which one could project the land use interpreted from
the viewer.
5. Using the Cronaflex copies of the TVA maps as a base,
a draftsman inks the land use boundaries and corres-
ponding codes direct onto matte sheets (Figure 6).
Other data may be simultaneously recorded on the same
sheet or recorded on a separate overlay.
Completion of these procedures will produce a black and white
land use map at a scale of 1:24,000, incorporating the cultural and
hydrologic data found on TVA quadrangle maps. The production of
this map represents a major accomplishment which is all too often met
with the comment "so what?" Enbodied in one topographic map or land
use map is more readily available information for human use than any
other storage system heretofore developed, computer oriented or other-
wise. The topographic contour information on one U.S.G.S. or TVA map
alone will consume most of the storage capacity of present day computers
if detailed data is required. Yet, there are several present-day
information requirements which dictate that we improve our ability to
store and manipulate data of this type.
Although certain generalized information may be derived through
the use of several map overlays of various spatial data, the acquisi-
tion, storage, display, and cartographic processing of these data is
formidable and time consuming. Any quantitative assessment of the
relationships between spatial variables such as soil, vegetation,
cropland, pastureland, cultural elements, and sociological elements
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Figure 5. Placing Tracing of Photo
Interpretation on the Kail Projector
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further increase the time element and is practical only over a limited
area.
The development of new possibilities and techniques for data
handling and development of "information systems" which facilitate
the flow and manipulation of data and their presentation for use
appears to hold great promise in solving this problem (25; p. 105).
It is in this light that some discussion has been included as to how
the above system might be improved.
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SUGGESTED IMPROVEMENTS
As mentioned above, the best system one could possibly expect at
present for the acquisition, reduction, storage and display of data
from multi-spectral photography or imagery is a semi-automated proce-
dure. Perusal of the literature and selected discussions with know-
ledgeable persons indicates that the necessary "software" (computer
programs and techniques) and "hardware" '(machines) are available and
the only problem is to integrate the separate units into a functioning
system. This is no small task and is likely to be costly. It would
appear that much of the problem that is presently holding up the
development of such a system, is the belief that fully-automated
procedures are "just around the corner." It is highly likely that
automatic interpretation procedures will be effective with small
scale, low-resolution photographs covering large areas. But with
large and medium scale mapping, I am convinced we are going to have
to rely on human interpretation. .
Therefore, I suggest a concentrated effort to develop a semi-
automated system which would facilitate the extraction of data from
the imagery and process it into a usuable form. It is not inconceive-
able that a device might be developed which will permit one to outline
and label various land characteristics on a view screen while a "slave
mechanism" coupled to a computer encodes the data in digital form and
produces a map manuscript. Several auto-servo mechanisms of this type
are presently available and one is on order by the Computation Labora-
tory at MSFC. Most of these systems commonly use a tracing-type
digitizer and a set of coordinate points which are used as index
points for the data sets (23; p. 107). These data could then be
recalled in several forms for human evaluation (i.e., via line printer,
cathode ray tube screen or coordinatograph).
Inherent in this concept are some problems which must be recognized;
At the present, the computer has no way of knowing where any particular-
data point is located relative to the real world except in terms of its
relationship to surrounding data points. A system will have to be
devised which will permit the computer to relate pre-selected points
to know geographic coordinates on the earth surface. This is no small
task as any cartographer can attest. However, progress in this area
is being made (i.e., the U. S. Department of Commerce's DIME - Geocoding
System and the Canada Geographic Information System (23; p. 107).
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RECOMMENDATIONS AND CONCLUSIONS
The recommendations made in this section regard suggestions of
future activities and emphasis areas for the Environmental Applications
Office at MSEC. It is anticipated that some of these activities may
form the basis for research activities for this investigator the
following summer.
In past years, the primary public role of NASA has been space
oriented. These activities have over-shadowed the development programs
in the field of remote sensing sponsored by NASA. Many earth scientists
and social scientists have been quietly waiting the arrival of an
earth oriented space program. With the launch of the ERTS-1 satellite,
the possibility of studying the earth from space is no longer a scien-
tist's dream. There is a tremendous potential for the use of ERTS
imagery for regional environmental studies.
One such region is the area administered by the Tennessee Valley
Authority. Included in the TVA region are sub-regions such as that
administered by TARCOG (Top of Alabama Regional Council of Governments).
Both of these agencies are users of large area-small scale data, which
is studied in a generalized form. The ERTS imagery fits the above
criteria perfectly and provides the added advantage of repetitive
coverage every 18 days.
It is recommended, therefore, that a pilot demonstration project
be initiated to incorporate the use of ERTS data into the broad
environmental assessment needs of TVA and TAF^OG. Ideally, the pilot
study should encompass the TARCOG region for several reasons:
1. ERTS photography of the area should be available, which wiii
provide the broad overview data suitable for use at a 1:250,000
scale level of generalization.
2. High altitude RB-57 photography taken at a scale of 1:120,000
is also available for the North Alabama area, which is suit-
able for data needs at scales around 1:50,000 to 1:100,000.
3. MSFC has acquired multi-spectral photography of the entire
TARCOG region at a scale of 1:24,000, which is suitable for
most detailed land mapping.
4. In discussion with all groups concerned, a strong desire and
willingness to cooperate was visably evident.
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Such a demonstration project appears to have tremendous potential.
Establishing a cooperative arrangement with a user such as TVA or
TARCOG would not only provide the expertise and assistance these
agencies lack internally but also would provide an excellent demonstra-
tion.of NASA's existing technology.
The second recommendation regards a pragmatic project which
involves a micro approach to environmental studies rather than the
macro project mentioned above.
With the enactment of an Environmental Policy Act of 1969, any
public works or private project significant enough to alter the
environment must be accompanied by an environmental impact statement.
Most of the present impact statements prepared to date have been
extremely generalized and provide little or no proof regarding environ-
mental protection.
The basic problem revolves around the lack of adequate, up-to-date
detailed data. Most of the data sources collected at the State and
Federal level are at county scale or at best, census tract scale.
There is simply no means available, at present, to collect and process
data for small drainage sheds or short road corridors except by costly
and tedious field work.
Current expertise exists at MSFC to assist in these perplexing
problems. It is recommended that MSFC develop one or two selected
research projects specifically designed to study and demonstrate
data acquisition and processing procedures necessary for the
preparation of environmental impact statements. These projects could
be conducted locally and with "in-house" capabilities available in
the Computation Laboratory, the Environmental Applications Office
and other MSFC laboratories.
In the opinion of this research fellow, the above two projects
would be relevant to the needs of today's society. The potential for
inter-governmental agency co-operation should not be considered
lightly. Public opinion often dictates the success or failure of any
agency's programs. These programs have the potential to display
publicly the relevance of NASA's programs.
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ABSTRACT
The ice particles are formed when liquid and/or humid
gases vent to the space. These submicroscopic ice particles
are potential contamination sources of the environments
during Skylab operations.
. The analysis is made for predicting the critical size
of ice particle formed and its nucleation rate based on
the theory of homogeneous and heterogeneous nucleation by
sublimation. • .
The equations which are pertinent for studing the
groth and evaporation of the ice particles are formulated.
The mechanisms affecting the lifetime of ice particle are
discussed.
The gasdynamic techniques for experimental study of
ice particle formation are proposed.
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INTRODUCTION
In the debriefings of all astronauts of the Gemini and
Mercury missions, there has been a continual insistence of
the observation of "Space fireflies" and the inability to
see stars fainter than second magnitude [l]#. This
phenomena has strongly suggests that astronomical
measurements from manned spacecraft must be made in an
optical environment produced not by the ambient medium but
by the spacecraft itself. The scattering of sunlight by
the cloud of debris which accompanies the vehicle in its
orbit is of greatest concern.
It is clearly known to us that vaste products expelled
from an orbiting spacecraft form a bebris cloud about the
vehicle. If the waste products are expelled in a single
dumpi this will be swept away by a combination of aero-
dynamic drag and solar radiation pressure. Clearance times
range from seconds to hours, depending on the orbital
altitude, velocity, mass, and composition of material in
the dump. If the waste products are continuously expelled,
"theii a peTma^ ne'nT^ cb'm^ t^ h^apeci'idebrTs "cloud "will "follow the"
vehicle. The major sources of contamination of the space
environment from space vehicle are known to be cabin gas
leakage, venting of waste materials, exhaust products from
thruster firings, and outgassing of nonmetallic materials.
The Skylab design includes several overboard vent
systems, namely Waste Tank Nonpropulsive Vents, Contingency
Condensate System, Molecular Sieve, and various experiment
vents. When liquid and/or humid gases are vented through
these Nonpropulsive vent into the space environment, the
condensation process will occurto form a submicroscopic
ice particle or water droplet. Newkirk (-27, N. S. Kovar,
R. P. Kovar and G. P. Bonner[3j have investigated the
problems of contamination of exposed optical surfaces, and
the scattering of light by such ice particles under
assumed size distribution for the ejecta, and an efficiency
of 100 percent for the conversion of water and water vapor
into ice droplets. It is thus essential that the know-
ledge of the size distribution of the ice particles and
density, a prior to the study of the optical environment.
The objective of the present research is centered at
the review of the literature and the study of ice particle
formation in space environments and to study the lifetime
* Numbers in parentheses refer to references at the end
of the report. ~~
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of these particles parametrically. Although the discussion
presented in this report concerns with the Orbital
Workshop (OWS), Waste Disposal System C4J , • hopefully the
theory developed herein, is applicable to all other modes
of contamination. .. -
The OWS waste disposal system, shown schematically in
Fig. 1, consists of three heated probes for free liquid
waste, two unheated probes for free gaseous waste, and a
trash airlock-for dumping bagged liquids, wet waste and
dry trash. Volatile waste is .vented overboard through the
NPV ducts, but the bagged waste and particles greater
than approximately 5 microns are retained in the waste
tank by screens as shown in Fig. 2. .
The NPV system, shown schematically in Fig. 3t consists
of two short straight ducts (1.5 in. Dia. and 13 in. long)
that are sealed until payload orbital insertion to retain
internal pressure that is required for structural
considerations during boost. After orbital insertion, the
sealing caps are removed by pneumatic actuators.
Thereafter, the waste tank is vented continuously.
The waste management subsystem contributes material
to the waste tank through the urine- collection and
disposal system and the fecal collection and disposal
system. The food management subsystem's food and
beverage utilization modes also contribute bagged trash to
the v/aste tank. The environmental control system condensate
and wash cloth squeezer water is periodically discharged
into the waste tank. The waste tank pressure approaches
the external ambient pressure (10~° Torr) at the beginning
of the first manned mission. When waste material is
dumped into the waste tank some of the volatile
constituents flash to a vapor, increasing the tank
pressure and causing flow out through the NPV ducts. The
chemical composition and physical state of this effluent
must be known to evaluate its contribution to external
contamination and ice formation.
PHYSICAL MODEL OF EXPANSION THROUGH NPV
The analysis of waste tank performance was given in
Ref.Ib] . It is known from the phase diagram for water that
the pressure below the triple point pressure (^ .58 mm Hg)
water can not exist in a liquid state. For this low pre-
ssure regime, water exists as a vapor at temperature above
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0.01°C. At temperatures below this point ice and vapor
will coexist. Vaporization in the waste tank increases
the tank pressure and subsequent venting decreases the
tank pressure. The waste tank pressure Pwt and its
temperature Tw-t are nonsteady and depend on the water dump
into the tank and out flow.rate through .NPV.
A typical waste tank pressure and temperature
histories obtained from computer analysis is shown
graphycally in Fig. ^. To make an analysis feasible, let's
consider a simple physical model of the waste tank as
shown in Fig. 5. The water vapor with Pw-fc and Tw-^ is
expandingjthrough the NPV to ambient pressure P and
temperature T with possible heat addition ^v by heater
control surface
wt
t.
waste tank
NPV heater
Fig. 5 Physical Model of Waste Tank
installed at NPV. The temperature T is defined as a
temperature of the water vapor at local equilibrium (The
atmospheric temperature is in different temperature).
Therefore the first low of thermodynamics for this
system may be written as
A £
(Qcv^d*
Eq. (1) can be integrated over time t to give the total
energy changes that occur during this period.
-t r* »t
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triple point pressure
12
Fig. 4 OWS waste tank pressure and temperature
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and for uniform state, uniform-flow process (2) becomes
In the above ,. u denotes' specific internal energy, h
specific enthalpy, f density, Vr relative velocity,
V volume, A area. For this period of time t, we can
write the continuity equation for' the uniform state ,
uniform flow process as , , - . . . . - .
Cw*-wJe,i,+ m"° C4) '
where m the mass leaving the control volume during time t,
m]_ and m£ are the initial and the final mass of water in
the tank respectively.
To evaluate m, we may consider a free molecula flow
(since Pw^ and P are low) through a cylindrical tube of
length 1 and radius of a. An approximate equation for m
may be obtained for the case i/a. is very large as (5J
where f denote Maxwell's reflection coefficient and for
diffuse surface, the value of f =1. With the known
value of P. , TW^ . , P and QC.V. • "the temperature T after
expansion may be calculated by using equations (3)» (^)
and (5).
HOMOGENEOUS NUCLEATION OF' ICE PARTICLE BY SUBLIMATION,
When the water vapor is expanded through NPV, the
water vapor is cooled and the ice particles can be formed
by direct sublimation from the vapor in the same way as
droplets are formed by condensation.- Condensation is a
process which does not occur easily in a pure environment.
For pure water vapor at room temperature the vapor pressure
must be about four times its saturation value before
appreciable condensation occurs. However, the environment
around the spacecraft is not a pure environment but
contains numerous small dust -par tides which may be •
neutral or electrically charged, droplets of various
solutions. The influence of these duct particles and/or
electric charges on the formation of ice particle
exemplify heterogeneous nucleation, i.e., the formation of
a droplet about a nucleus foreign to the system of
condensable vapor and carrier gas. "
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The thermodynamic theory of condesation of super-
saturated vapors is given in detail by Dufour and DefayTSj
and its application to heterogeneous nucleation will be
discussed in the following. The treatment given here is
based on the methods of Fletcher [9] • Before the
discussion of heterogeneous nucleation, we shall discuss
the nucleation process in the absence of any foreign
particles. This homogeneous nucleation process is not,
of itself, of any interest from the point of view of prac-
tical application, but we shall discuss it in detail for
two reasons. The first of these is that the basic
precesses are the same, whether or not foreign particles
are present, and the basic physical mechanisms are more
easily understood for the simpler homogeneous case. The
second reason is that all the concepts and explicit
results developed for homogeneous nucleation carry over to
the heterogeneous case with only minor modification, so
that our detailed examination will be worth while .
Let's consider a system at absolute temperature T,
containing vapor at pressure P, and one particle of ice,
~T*a-d±us~TTT ~c-ons is t rng -of - g— mole euie s-. — Le -t-^ ^ de-note- -the
free energy of a water molecule in the vapor phase and /*•$
in the solid phase. Imagine a spherical ice particle to
have been formed by the condensation of g molecules of
vapor. The total change in the free energy is
o( is a constant such that v"'--
where ^ j-y is the free energy per unit area of ice-vapor
interface. We shall find later that the knowledge of the
surface free energy is important in the theory of nuclea-
tion, thus, we shall examine this in more detail. The
surface energy of ice particle is poorly known, because
the lack of mobility of the surface makes direct
measurements impossible. There is however a mobility
which can be observed, that of a capillary edge which is
displace along a solid surface. Consider, for example,
the edge A (Fig. 6). Let <52v and <37$£ denote the surface
energy of liquid/vapor and solid/liquid interface. At
equilibrium, we have
(7)
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Fig. 6 Equilibrium of an edge A at the surface of
solid. V=vapor phase, L=liquid phase,
& =contact angle
and -
Note that the values of ^ v a'nd ^^ are not accessible
to experiment, only their difference (<^ - S^ iJ is an
experimental quantity. Various theoretical estimates fll ,
12, 13 J place^ value in the range 100-120 erg/cm . It is
the author recommendation that more study should be
done in> this area. In the following analysis, it is
assumed that the surface energy is independent of size
of the particle. The effect of the size on the surface ene-
rgy is investigate theoretically by Tolman[l3j .
The way in which the free energy ,4 G, varies with the
size of the ice particle, as measured by the value of
g, is shown in Fig.?. Curve 1 is for a saturated vapor
where./^ > = fly , while curve 2 is for a supersaturated
vapor for whichyv*/^- In the latter case, there is a maximum
in the free energy of the system when g has a certain
critical value g*, when the embryo has this critical size
it is in equilibrium with the vapor, but the equilibrium
is unstable. If the particle is greater than the critical
size it tends to grow larger with a decrease of free energy.
If, however, the vapor phase is thermodynamically stable,
embryos of the new phase reach only a relatively small
size and then decay.
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Fig. 7 The free energy AG of a particle containing
g molecules; curve 1 in saturated vapor, curve 2
in supersaturated vapor, g is the critica size.
The condition for equilibrium between the particle
and the vapor can be obtained by differentiating (6).
-I t -is—f ound-tha t 7 ~;,
when
but
9- CJV)
where N is Avogadro's number, % is the density of the
ice, and M its molecular weight. Therefore, combining
(9) and (10), we obtain for the equilibrium condition
A -S V
2M
U/A )
where r is the radius of the critical nucleus containing
g molecules and the corrsponding AG*is given by
Now consider the form of./^ -and/^ V. If two phase are in
equilibrium, then the chemical potential is the same for
molecules in each phase. In the present case ice will be
in equilibrium with a saturated vapor with pressure P^
over a plane ice surface. The vapor we are considering is
at an arbitrary pressure P, so that
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Suppose that the pressure of the vapor is changed by the
small amount dP at constant temperature, and that the
corresponding change in the value of /ty , the free energy
per molecule, isq^ . Then if l£ is the volume occupied
per molecule in the vapor phase,
For the same change of pressure in the solid phase,
t the change in free energy per molecule is
Therefore , we have
5 and k is Boltzmann's constant. Integration of
(l^)over a vapor pressure range £, to P yields
where S is the saturation ratio. Substituting for
) from (15) into (11 ) gives
which is Kelvin's formula ( R= Universal Gas Constant).
EMBRYO PARTICLES IN STATISTICAL EQUILIBRIUM WITH THE
VAPOR
Although, according to(6) and the curves given in
Fig.7» the system is in equilibrium only when g=0. For
small finite value of A G, there is always a small
probability, exp) -/IG/kTJ , that the system will be found
in a non-equilibrium state because of microscopic density
and temperature f luctua-tions . If, in a system containing
no molecules, there are ng embryoes each consisting g
mQlecules, then the most probable distribution ng is shown
by Frenkel^l^J to be given by
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The way in which the number of drops of a given size
rifr varies with the number of molecules g in each is
sKov/n in Fig. 8, in which In ng is plotted against g.
Curve 1 corresponds to a system in which the vapor is
r
Fig. 8 The equilibrium distribution of droplets;
curve 1; a saturated system, curve 2,supersaturated
system. Ref.
just saturated; ng decreases contineously as g is j
increased. But, for a supersaturated system, represented"
by curve 2, ng has a minimum value when the number of
molecules in the embryo has a critical value g* correspond-
ing to the critical radius r* in (16). For values of
g>g*, rig. increases and becomes greater than no when g is
very large. Clearly, this part of curve 2 cannot correspond
to reality, so that for a supersaturated vapor, (1?^  br -.
down at large values of g. In order to determine the true
distribution curve, it is necessary to examine the
equilibrium conditions between embryos of various sizes
in more detail
NUCLEATION RATE OF ICE PARTICLES
It is now, of course, our main interest to evaluate
the rate at which embryos of the critical size are
generated within the vapor. This calculation was first
made by Volmer and Weber (16J , and their approach was
subsequently improved by Becker and Doring fl?J an^ by
more recent workers [15, 18.1. We shall not go into the
argument in detail, but sketch its outline. Let's
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suppose that the equilibrium distribution given by
has been set up, and examine the microscopic balancing
conditions for dynamic equiblibrium between embryos of
size g, embryos of size g-1, "and the vapor. It is
assumed that g is a moderately large number so that the
equations can be expressed in differential form. The'
number of vapor molecules & striking an embryo of size
g, radius r, per second is
It is assumed that all the vapor molecules which hit the
embryo are captured by it, i.e. the accommodation
coefficient is unity; (Koros [19J reported the value of
0.83 t 0.12 for the temperature range of -115°C to -HK)°C
for the vapor captured by a flat ice surface). Therefore,
the number of embryos of size g-1 becoming embryos of
size g per second is £?»../ K$-i . Similarly, if 7^, is the
number of molecules evaporating from an embryo 01 size
g per second, then the number of embryos of size g
becoming embryos of size g-1 per second is ^  Tfa • For
dynamic equilibrium we have ° *
In practice, the distribution given by ng (see Fig. 17)
cannot be set up because it requires an infinite number
of very large embryos and these are not available. The
detailed balance condition (19J is therefore hot
satisfied in the supersaturated vapor, Suppose then,
that at any time, the number of embryos of size g is fp
instead of ng. Eq.(l9) is no longer valid for the new
distribution and we have instead
where !„ is the net number of drops passing from size
g-1 to size g per second. At first f changes with time,
t "but eventually a steady dis-
tribution of embryos is reached such that Ig= I, a
constant independent of g.
Rewrite (20)
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When the distribution fg is steady, Ig has the constant
value I. It is also assumed that (3« is constant ( = £> ) .
Under these conditions (21) may be integrated to give
*<
Where A is a constant. Substituting ng by (17) into (22)
gives
and as for large values of g, $froi'~g , A=0 and (22) may be
• i i O p .
"/rotten '
From the condition g-*-0 "/ . , we obtain
To calculate I, the number of drop''ot':- ^ormed per second,
it is necessary to evaluate the integi. (25) in
which we can substitute for n from (1?) oo give
Now //7j has a sharp maximum value 1/n* when g=g":!", so in
this region we can replace A<f by its expansion with respect
to the difference g-g* viz . i
giving
since
333
where
and
(30)
with
(Si)
Eqs. (28), (30) and (31) suffice for a numerical calcula-
tion of I. BarnardC20j derived a equation similar to
(30) but it is valid even for small value of g*.
HETEROGENEOUS NUCLEATION OF ICE PARTICLES
When the water vapor is vented through the NPV,
it is most likely to accompany foreigh particles and ions.
The ice formation by sublimation may be aided by the
presence of the these foreigh particles and in this
section, we shall discuss the heterogeneous nucleation
by sublimation in the presence of aerosol particles.
The treatment now to be given follows that of Fletcher
£21, 22J. Refering to Fig. 9, we denote the vapor phase
by v, the ice embryo by s and the nucleus by c. If we
denote volume by V and surface area by fl, then the free
energy of formation of an embryo of radius r on a
nucleus of radius R is
where we denote volume of ice by Vs and surface area by A.
From the mechanical equilibrium of the line common to these
three phases we have the following relation
From the geometry of Fig. 9» we see that
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and
with
n/
in water vapor as
^*=
which is exactly the same "suit as^or nomogeneou-
nucleation. The free energy of formation ol cr_ -ica
embryo is
v/here
x
-*
and
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with $ ^ (li-X^ -ZMx When m=1.0, the nucleus is
completely wet by water and behaves -as a droplet of ice
of radius R. The nucleation rate per particle is
analogously to (30)
The effect of electrical charge and surface structure on
the nucleation is remained to be examined.
EXPERIMENT ON ICE PARTICLE FORMATION
The Skylab Contamination Ground Test Program [23j has
been designed to analyze and test the major vents in a
simulated vacuum environment. The Skylab Contamination
Ground Test Program (SCGTP) will be conducted utilizing
the Martin Marietta Corporation Space Simulation
Laboratory Vacuum Chamber to provide a simulated
operational environment to measure the anticipated
Skylab contamination plumes and particle impingement
effects. NPV tests will utilize a simulated waste tank
volume with flight -configured NPV installed within the
vacuum chamber. Contamination monitor sensors, physical
geometry and distances, contamination sources, and typical
Skylab dumping and venting sequences will be selected to
simulate and record the contamination phenomena. The
SCGTP will be designed to accomplish "the following
objectives ;
a. Provide quantitative data about the particle size,
distribution, charge distribution, mass flow characteris-
tics, surface contamination effects, and plume effects
during a condensate, molecular sieve, fecal processor
dump;
b. Determine the OWS Waste Tank pressure and tempera-
ture profile, ice accumulation and constituent behavior
during a biocid.e/urine flush, condensate dump, and urine
bag rupture. Determine characteristics of the discharged
effluent at the two NPV. With some values of parameter
chosen, ice partical size, density and effluent may be
calculated and compared with SCGTP data.
In the following, a fundamental experimental method
•by using supersonic nozzle [2^ , 25} will be proposed for
studying the condensation of water vapor by heterogeneous
nucleation which is not only interested to the present
problem but also important to the cloud physics.
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Although the theoretical work of heterogeneous nuclea-
tion has been developed by Fletcher,' 'his Eq.( 36, 3?) has
not been fully verified by experiment.
Laboratory techniques for studies of condensation
by homogeneous nucleation with different vapors include
the use of cloud chambers, turbulent jet mixing apparatus
and supersonic nozzles. The use of converging - diverging
nozzles is attractive particularly for water vapor
condensation studies using moist air. Cooling rates of
105 to 10" °C/sec can readily be achieved in steady flow.
Qualitatively, the nozzle condensation process for
homogeneous nucleation in steady flow may be described as
follows. An unsaturated water vapor air mixture enters
the nozzle supply as shov/n schematically in Fig. 10.
Pressure and temperature drop isentropically and
saturation is reached ahead if the sonic throat at xs.
Owing to the absence of condensation surfaces the
mixture becomes supersaturated and condensation nuclei
are formed. However, their number is small at first and
pTacTtica~riy~~no~~c onde nsa:te -appea-rs-.—A-t—s ome-point_in _the
supersonic part of the nozzle, the nucleation frequency
rises steeply and soon afterwards measurable condensation
Fig. 10 Sketch of the condensation
process of water vapor in nozzles.
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sets in at x^. This point is comparable to the condition
of "critical" supersaturation in cloud chamber experiments.
It was found that at .temperature from 200 to 220°K the
condensate was ice. If we can design a sensor to detect
the particle size r* or density of the condensate at x^,
(use Gloud Intensity Monitor, Scattering Spectrometer
system etc.), the quantities of (T^ y and. condensation rate
I may be calculated by virtue of eqs . (16) and (30)«
This gasdynamic technique is likely to be extended to
study the heterogeneous nucleation by injecting the
foreign particles of known size through the nozzle.
LIFETIME OF THE ICE PARTICLES
In Reff£2j t Newkirk presented a method of calculating
various mechanisms, such as aerodynamics drag, radiation
pressure, solar wind, charge drag and Lorentz force,
orbital dispersion which cah accelerate the particles away
from the spacecraft. In-. addition to the above mention
mechanism, the evaporation might be expected to be an
important removal mechanism. Only the last mechanism
will discuss in this report. When the water vapor is
vented from NPV, the ice particals of critical size are
formed and they may grow to become larger particles
or evaporate. If the water vapor pressure surrounding
the particle is larger than the equilibrium vapor
pressure of the particle, condensation. and growth occur.
If the surrounding vapor pressure is smaller than the
equilibrium vapor pressure of the particle, evaporation
occurs. From the molecular theory of effusion, an
equation for the rate of change of mass of the particle
due to molecules striking the particle of radius r is,
where O{ is accomodation coefficient and T^is the ambient
temperature. In similar manner, one must account for
the number of molecules being evaporated, i.e.,
where we have assumed the accomodation coefficient for
the evaporation process to be <X, • Conservation of mass
yield the rate of change of radius of the particle L26J3
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If the classical diffusion theory is used, (40a) may
replaced by
where m is the mass of a water vapor molecule and D is the
diffusion constant. The analogous heat "balance equation
where /^ is the absorption coefficient in units of cm'1
and/://!; is the specific flux of sunlight at wavelength
X.
 t Lsv is "the latent heat of sublimation per unit mass,
Cs is the specific heat of ice, Kc is the thermal
conductivity of vapor. <%2L and _2Z- satisfy
-
' Jtr yj)
The solution of Eqs.(^O) through (^ -3) vvith proper
boundary conditions would seem to constitute a proper
analysis of the particle growth and evaporation. Some
thermal properties required for its calculation may be
found in [271 and /207 . The experimental value of
absorption coefficient sr'j is also given in £20.].
CONCLUSION AND RECOMMENDATIONS
Analysis is made for the prediction of ice particle
formation when the water vapor are vented thru OWS waste
tank. With the known pressure and temperature of the tank,
ambient pressure and the heat input to the vapor through
NPV, the following quantities may be numerically evaluated;
(1) ambient vapor temperature
(2) flow rate of vapor
(3) escape velocity of vapor
(£•) critical size of ice particle
(5) rate of formation of critical size particle
(for heterogeneous nucleation, the size of '
foreign particles should be known)
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Although no numerical calculation has been made at the
present time, the author hopes that this will be done in
the future and made some comparison with the experimental
data obtained from the SCGTP performed by Martin Marietta
Co., Denver, Colorado.
In all the treatments so far mentioned, aggregates of
the ice are regarded as well-defined solid spherical
continum particle having the thermodynamic and physical
properties of macroscopic ice particle. The macroscopic
concept become very vague when the aggregates become very
small and contain as few as 20 molecules. Undet* such
condition, the macroscopic properties are probably
meaningless. A statistical-mechanical treatment of
condensation is necessary. Concerning the lifetime of
ice particles, Eq.(^l) is valid only for a single particle
and in practice, the cloud of ice shall be considered as
a whole. This cloud of ice may be treated as a system
of gas and the information about the absorptivity,
transmitivity and reflectivity of the cloud is essential
for the future treatment of the problem. Further research
is necessary in this direction.
The gasdynamic techniques is recommended for studying
the homogeneous and heterogeneous nucleation of ice
particle. This techniques provides a mean of detecting
the onset of. sublimation without recourse to the difficult
and uncertain direct observation of particles. With the
availability of the sensors to detect the particle size
and its density at critical location, the surface energy
of particle, and nucleation rate can be obtained indirectly.
It is hoped that some future endeavors will be done along
this line.
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SATELLITE AERODYNAMICS AND ATMOSPHERIC DENSITY DETERMINATION FROM
SATELLITE DYNAMIC RESPONSE
by .
Gerald R. Karr
ABSTRACT
A method for determining satellite aerodynamic properties and upper
atmospheric density from observed satellite dynamic response has been
successfully developed and tested.
The aerodynamic drag and l i f t properties of a satellite are first
expressed as a function of two parameters associated with gas-surface
interaction at the satellite surface. The dynamic response of the
satellite as it passes through the atmosphere is then expressed as
a function of the two gas-surface interaction parameters, the
atmospheric density, the satellite velocity, and the satellite
orientation to the high speed flow. By proper correlation of the
observed dynamic response with the changing angle of attack of the
satellite, it is found that the two unknown gas-surface interaction
parameters can be determined. Once the gas-surface interaction
parameters are known, the aerodynamic properties of the s a t e l l i t e at
all angles of attack are also determined. The atmospheric density
may then be accurately calculated once the true aerodynamic properties
are known.
Employing accelerometer data from the OV1-15 satellite, analysis was
successfully made of the aerodynamic properties of that satellite
and a determination was made of the absolute value of atmospheric
density near the orbit perigee. These results constitute the first
successful application of the proposed method of analysis. These
results also serve to illustrate the potential of the technique in
the analysis and prediction of satellite orbit decay in the atmos-
phere and the accurate determination of upper atmospheric density
from satellite dynamic response.
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1 . Introduction
The problem of satellite orbit decay prediction and the problem of
upper atmospheric density determination have encountered a common
source of unknown error which can be traced to a lack of knowledge of
satellite aerodynamics. The basic equation employed in both orbit
decay and density determination is the familiar drag equation:
Drag = 1/2
 PU2CDA
where p is the density, U is the velocity of the satellite with respect
to the atmosphere, Cp_> is the drag coefficient, and A is a suitable
reference area. Inmost applications of this equation to satellites
the value of CQ is considered to have a constant value. Generally,
however, the assumption of constant drag coefficient is not valid and
the use of such an assumption can lead to considerable error (see
Karr, 1972). The uncertainty in satellite aerodynamics has prevented
the assignment of even an approximate value of drag coefficient with a
known range of uncertainty. A value of CD of 2. 0 or 2.2 is often used
in satellite drag studies and in the determination of atmospheric density.
These values of CQ are likely too small and, combined with the fact
that Cj} is not constant, have resulted in an overestimation of upper
atmospheric densities (see Karr and Smith 1972).
A more accurate treatment of satellite aerodynamics has obvious
benefit to the determination of upper atmospi density and the pre-
diction of satellite orbit decay. Satellites traveling in the earths M - > r r
atmosphere experience the aerodynamic flow regime termed the .1
molecular flow regime. In this flow regime, the collision of atmosj.ii.eric
gas molecules with the satellite surface dominate the flow and collisions
of gas molecules with other gas molecules may be ignored. Satellite
aerodynamic properties are then the result of the interaction of high
speed gas molecules with the solid satellite surface. Unfortunately,
very little is known about the gas surface interaction at satellite veloci-
ties and this lack of information is the basic source of uncertainty in
satellite aerodynamic properties.
In the interest of developing a more accurate treatment of satellite
aerodynamics for application to orbit decay prediction and density determi-
nation, a model of the gas surface interaction has been developed which
utilizes two parameters to describe the interaction (see Karr, 1969 and
Karr and Yen, 1970). The advantage in this treatment of satellite
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aerodynamics Ls that no a priori assumptions of the-aerodynamic
properties need be made. The gas surface interaction parameters
are considered as unknowns to be determined from the observedi
dynamic response of the satellite as it travels through the atmosphere.
The determination of the gas surface interaction parameters serves
as the key to the subsequent determination, of .both the. aerodynamic
properties and the atmospheric density. . ;
^To test the proposed method of analysis, accelerometer* data from
the OVI-I5 satellite is used. The acCelerom£ter 'data/provide an
accurate, instantaneous measuEeipf the, ieve.l;,of aer©(dyr^tnjc force
and the attitude of the satellite with TeSipecfeto the flaw*: As is'pointed
out in the paper, accurate satellite ajttitutle inforrnatin is essential to
the analysis. The OVT-15 satellite,, although less th^an ideal in shape
for an aerodynamic study, provided a good basis for tjie test of the
proposed method of analysis. The results serve to illustrate the
potential that this method of analysis has to future determinations of
aerodynamic and atmospheric properties.
2. Satellite aerodynamics and the gas surface interaction.
Consider a local satellite surface element in which the high speed
flow of molecules is incident at an angle o^f as shown in Figure 1.
Associated with the incident flow is the incident momentum which
gives rise to the. incident force Fj_. This force is colinear with the
satellite velocity, U, with respect to the atmosphere. Assume for
now that the speed ratio is infinite where the speed ratio is defined
as the satellite velocity divided by the thermal velocity of the gas
molecules. The thermal velocity of the gas molecules is taken to be
equal to V R T/M where R is the gas cqnstant, T is the temperature,
M is the mean molecular weight.
The molecules reflected from the surface cause a net reaction
force Fr which is colinear with the mass-motion velocity vector Uj
of the molecules leaving the surface. The direction of U4 is given
by the angle 9-.
Modeling of the interaction is,performed by providing relationships
between the incident and reflected quantities. The relationships are
given by
 :- . '
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where OC - and P- are the parameters of the interaction. The subscr ip t j
is used if more than one set of interaction coefficients is to be considered
in the analysis. Unitl more is learned of the interaction, these linear
relationships provide a useful first approximation to the •interaction that
occurs at satellite velocities. The parameters <%• and P- are capable
of describing a much wider range of possible interactions than other
models. The development of this model and the capabilities are
described in detail in Karr 1969 and Karr and Yen, 1970.
The model described above is particularly useful in the determini-
nation of forces acting on the satellite surface. The total vector force
acting on the element of surface shown in Figure 1 is given by
dF = - (U-o- jUj) D U-n dA
where a \ is employed if more than one gas surface interaction is
employed in the analysis. In order to conserve mass at the surface,
the sum of the a i values must be unity.
The magnitude and direction of U; is determined by the parameters
0!j and P;. The vector force acting on the local element of surface is
then expressed as a function of &-, P-, U, p , and 0 . For a given satellite
shape (assumed to be convex^ the total aerodynamic forces and torque
acting on the satellite are found by integration of dF and RxdF over the
surface exposed to the flow. In genera.!, the results will be of the form '
Drag - 1/2 p U2 CD (Oj, P j , J ) A
Torque 1 ) 2 j 3 = 1 /20U CTl ^ 3(Oj, Pj, P)
where Q is an angle of orientation and the subscripts on tj^and CT are
to indicate that there are two components of lift and three components
of torque. The six aerodynamic properties are found to be a strong
function of the gas surface interaction parameters. For<Jion-spherical
objects, the angle of orientation, P , also has a strong influence on the
drag, lift and torque properties (see Karr and Yen, 1970).
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3. Aerodynamics of the OVI-15 satellite.
The approximated shape of the OVI-15 satellite is a cylinder with
spherical ends as shown in Figure 2. The satellite spin axis was
normal to the longitudinal axis of the cylinder with a spin rate of about
10 rpm. Near the center of the satellite a three axis accelerometer
detected the forces acting on the satellite. Since the data to be used in
the subsequent analysis has been filtered and averaged over a number
of spin cycles^the aerodynamic properties averaged over a spin cycle
are developed.
The total instantaneous vector force acting on the satellite is given
by
F = 1/2 P U2 A" (CD D + CLl Ll -F CL2 L2)
where D, Lj, and L? are mutually orthogonal unit vectors in the drag
and lift directions. The Lj and L2 directions are defined with respect
to the instantaneous orientation such that Lj is perpendicular to the
cylinder axis and the velocity vector. The direction of L? is perpendi-
cular to both LI and D. Due to symmetry the lift force in the LI
direction is zero.
From Karr, 1969, CQ and CT -, are obtained for the infinite speed
ratio case, given by
CD = 2 4 4 Vl -a. (1 -cos ~|J) p. (4 - p.)
+ 2 AR cas 0S T
D V l - 0 4
•K. J TT
AD l - 0 4 J [coB 'egSinS-Cj - cos3 6S
where the first two terms in CQ are due to the spherical ends and the
remaining terms are due to the cylindrical section. The angle 5 is a
cylindrical surface-integration angle. The quantity A-D is the area ratio
of the cylinder to the sphere given by
2
 = 4L/rrD
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The quantities C: and S- contain the parameter P- whereJ J J
_ cos (n/2 Pj -6- (1 - P,) 9)
i ~~J
 cos 0
sinC1/2 Pj -Ml-Pj) 9)
S: =
sin 9
0 = sin" (_ cos 0S s in? )
The angle 6 is an angle of instantaneous orientation defined as the angle
between the velocity vector and the longitudinal axis of the cylinder.
Since the OVI-15 spin axis is perpendicular to the axis of the cylinder,
the angle 9S is a function of the angle the spin axis makes with the velocity
vector, Y> and a spin angle, X , -which changes from 0 to 2rr every spin
cycle (see Figure 3).
For certain values of P^ the surface integrals over the angle = are
easily performed. For Pj = 0, which corresponds to specular type
reflection,
C
Pj=0
=SJ = 1
For P- = 1 which corresponds to diffusive type reflection,
J
C, = 0 ; S-1 - -I/cos
p.= 1 J I p.= 1
J J
sin
For P- = 2 which corresponds to perfect backscatter type reflections
C- = -1 ; S- I =1
> Pj-2 '|prz
The values of Cn and CL-> at the three values of P- = 0, 1, 2, were
used to obtain an polynomial approximation for CQ and CT as a function
of
 Pj.
Since the accelerometers were body fixed, the output of the acceler-
ometers were a function of both drag and lift forces given by
i ~ _ T . l_s in 2 y
A = -C sin v cos X j, c
-*»• I ^-*T^ ' T^ ^ 1TL
 cos 6S
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- CD
2
. , sin Y cos X sin X
sin X - CT •j_i cos>- t
sin Y cos Y cos
vflOS V - CT COS 6
where i, j, and k are unit vectors in the directions of the three axis of
the accelerometers with i along the axis of the cylinder, k is in the
direction of the nominal spin axis and j is orthogonal. Since the data
being used in this analysis has been averaged over spin cycles, the
component of force as expressed above were integrated over the angle X.
The results after averaging over one spin cycle were
Fy = sin Y i- -P U2 i*2 CF («j, Pj, Y)
Fz= co^Y j P U - T T r CF(Q:., Pj,Y )
where Cp is the integrated force coefficient. '" These results show that
Fy and F measure the identical forces except for the factor sin Y and
cos Y« This property was used by Fess and Young to obtain the angle Y
which the spin axis makes with the velocity vector.
The force coefficient Cp was found by fitting a 3r" order polynomial
to the values of Cp and CL? at the three values of Pj = 0, 1, and 2.
2
= A - J - 1 - ot' (G + HP + QP -f P
where A = -2 -4 AR E (Y, n ) /rr
G = - 4 A R E ( Y ,
H = 4 F - 2G - 2A
Q = -4F + 5G/4 + 11 A/4
P = F - G/4 -3 A/4
F=~4/3 -
n
E(Y, ^-) is a complete elleptic integral of the second kind resulting
from the average over one spin cycle.
v
 The accelerometer in the x direction did not function so only Fv and
F are treated in the analysis.
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4. Method of analysis.
The objective of the analysis is to find the best values of a -, Pj and
density which explains the observed accelerometer output of the OVI-15.
Although Q:-, PJ, and P are considered as unknowns in the analysis,
certain assumptions on the characteristic variation of r are made to
facilitate the analysis. The assumption made is that the density varia-
tion is symmetric with respect to the perigee of the orbit. The absolute
value of density is still treated as an unknown quantity.
4. 1 Least squares fit.
Assuming symmetrical density variation about perigee, differ-
ences in forces measured at points equal distance from perigee must
be due to changes in the aerodynamic force coefficient, CF- Since the
density is equal at these two points, we can write
2- Uj Pj (T-At j ) =2 l U 2 2 D 2 ( T -fAtj)
where the subscript 1 indicates approach to perigee, subscript 2 indicates
recession from perigee and T is the perigee passage time. The aero--
dynamic properties and forces measured at these two points must then
satisfy the following relationship
CF(«J- pj' YU) CF (ay PJ, Y l 2 )
where Yii and Yi2 are tne angles of orientation at TW\t^ and
respectively, and F =V Fz2 + Fy2. in the analys .u, the quantity PELj :s
found from the preceeding relation, defined as,
DELi = FuCF .2 -F -2 Cj.^
where i is used to indicate a comparison made at T +. ^t^. A solution in
the least squares sense is obtained by finding the values of OC: and P^
which provide a minimum to the sum-of-DELj-squared for a number of
observations near perigee
n
SUM - £
The best values of a^ and P- are those which satisfy
«J J
5 (SUM)
m
 • ---- —
in the region of 0 1. P, <. 2, and 0 < /l-Q!j £ 2.
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4. 2 Perigee passage time.
The analysis requires first that the aerodynamic properties be
different at the comparison points used in the analysis. If the Cp were
not different, then the last equations would be satisfied for all values of
a\ and P;. Although the OVI-15 satellite was designed to maintain a Y =
9t>° thoughout the orbit, considerable uncontrolled drift in the spin axis
was found to occur. This malfunction was desirable for purposes of this
analysis since the angle lj changed considerably during a given orbit.
This factor resulted in a changing value of Cp over the orbit which pro-
vided a good sampling of Cp and P values for a wide range of angles of
orientation. The analysis also requires that the perigee passage time
be accurately known since the comparisons are made at equal points on
each side of this time. Since the report of Fess and Young did not provide
a perigee passage time, it was necessary to calculate that time from the
accelerometer output. Since the aerodynamic properties are changing
during a perigee pass due to the changing angle of orientation, the peak
in the F curve is shifted in time from the peak in dynamic pressure.
The derivative of F~during a perigee pass is
- ' . i
F = S CF + S Cp
where S is the dynamic pressure. At the perigee passage time, the
dynamic pressure is maximum and S = 0. Therefore, at the perigee
passage time
F(T)
F (T) = CpTT) CF (T)
This equation was employed to find the true value of T for each data set
employed. The quantities Cp and C^' are a function ofCC . and P- in
addition to the angle Y. The analysis was able to take into consideration
the expected shift in F output which was found to vary from 3 to 15 seconds
depending upon CX-, p. and the rate of change in the angle Y .
•* J
4. 3 Speed ratio effect.
As discussed by Karr 1972 and Karr and Smith 1972, changes
in speed ratio with altitude result in a systematic increase of CD with
altitude. The amount of increase was found to be a function of the
satellite shape and orientation. This factor was taken into consideration
in the analysis of data of the OVI-15 by approximating the expected change
in aerodynamics properties -with respect to speed ratio. Using information
from Karr and Smith 1972 and taking into account the average over a spin
cycle, the following speed ratio correction factor was obtained.
COF = 1 -f .682/S+.. 56148/S2
+ . 4 sin2 Y (1. 66/S - . 1528/S2)
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The correction factor is a function of the angle of orientation which must
be taken into account in the determination of Ctj and P.. For the altitudes
of interest for the OVI-15, speed ratios of about 10 are obtained which
result in an increase in the aerodynamic force coefficient of about 5^0.
The determination of density is then strongly influenced by the speed
ratio effect.
5. Results.
5. 1 Data used in the analysis.
An example of the data employed in the analysis is shown in
Figure 4. Data from orbits number 890, 893 and 896 were employed in
the least squares fit to Ctfj and Pj. These orbits had significant changes
in Y during perigee passage and experienced approximately the same
atmospheric conditions. These nearly polar orbits occurred in mid-
September 1969 with perigees at 150 km, perigee latitude at 10 °S latitude
with a local perigee time at about 1930. Since the sun declination
was near +3°, the variation in density with latitude near perigee is
approximately zero according to the Jacchia 1971 model of the atmosphere.
The choice of orbits used in the analysis contributed to the
reduction of errors resulting from any nonsymmetry of density variation.
Further reduction in this type error was made by using only data within
±10° of perigee. In addition, since data from three orbits was used,
the errors due to wave motion or other short duration density disturbances
•would contribute only to the random error.
The values of accelerometer ouLpu1 ~", ^ stle of orientation Y ,
and time in seconds from the beginning of data . mission are c :Tren
in Table I. The units on F is in counts in which 5.3 countF equa" f ~
of acceleration. The angle Y is given in degrees. The data is seen -.
cover an angle of attack range of about 28 degrees. All the data falls
within 150 seconds of perigee which for these orbits means that the data
is taken within ± 10 ° of perigee. Since the true perigee is always within
± 20 seconds of the peak F, corrected perigee times will not change the
range of data significantly.
5. 2 Gas Surface interaction parameters.
Using the data given in Table I and taking into account the perigee
passage time correction and the speed ratio correction, the results of
the sum-of-the-squares -of-DELi are given in Figure 5. These results
show a__unique minimum of the sum-of-the-squares -of-DEL^ at Pj = .44
and -/I -aj = . 6. These values for CH- and p- mean that the reflection is
between a specular and diffusive type reflection in direction and has
moderate accomadation of energy.
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5.3 Aerodynamic properties.
Using CC • = . 64 and P- = .44, the. aerodynamic force properties
of the OVI-15 satellite may be found using the equations already derived.
The results are shown in Figure 6 which gives Cp as a function of angle
of orientation. The level of Cp is dependent directly on the reference
area, A, choosen to represent the satellite. The plot is given for two
acceptable areas (1) the maximum cross sectional area seen by the flow,
TTr2-f-2rL and (2) the minimum cross sectional area seen by the flow, ^r^.
These results are for the infinite speed ratio case and must be modified
according to speed ratio influence.
At angles of 0, 90 and 180°, the quantity Cp is equal to the drag
coefficient. At all other angles, Cp is influenced by both drag and lift
coefficients. These results show that the drag coefficient is higher than
the value of 2. 2 normally assumed in drag analysis. The speed ratio
correction will cause these values to be increased by about 5% to 10% for
the altitude's at which the data was taken.
The atmospheric density values may be obtained since the values
of Cp throughout the orbit have been calculated. Assuming an orbit of
e = .113 and perigee at 150 km, the value of U at the data points are
obtained and density values are given by
, J) = 2amF(I, J)/U2(I, J)A Cp(I, J) COF
where COF is the speed ratio correction factor dependent upon the angle
Y (I. J)» a is the conversion factor needed to convert accelerometer counts
into accelerometer values (a = 10"g/5. 3 counts), and m is the satellite
mass = 214 kg. The speed ratio correction requires an estimate of the
speed ratio. For the date, time, and region of the atmosphere for -which
the data cooresponds, an estimate was made of the exospheric temper"!.! -in.
from information provided by Smith, 1972. In this region of the atmosphere:
the exospheric temperature remains essentially constant and was taken to
be 1100°. Using the Jacchia 1971 model atmosphere, a value of T/M versus
altitude were fitted to a polynomial over the altitude range of interest from
140 km to 220 km. The speed ratio is then given at each data point by
S = U/7 2RT/M
Where R is the universal gas constant. Values of density calculated in
this manner are about 5 to 15% less than those predicted by the Jacchia
1971 model. A more complete discussion of these results will be made
at a later date.
6. Discussion of results.
The results of this analysis are important for a number of reasons.
First, the analysis illustrates a new method for the analysis of satellite
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dynamic response. Second, the results obtained forC*; and P; are the
most accurate of measurements of the gas surface interaction parameters
at satellite velocity. Third, the values of Cp obtained in the analysis
are the most accurate of measurements of satellite aerodynamic proper-
ties. Finally, the results obtained for density are the most accurate
of measurements of absolute values of upper atmospheric density.
Past drag analysis have required that critical assumptions be made
on G£> or p or some of the gas surface interaction parameters. The
analysis presented here on the other hand has employed very few assump-
tions in comparison. The assumption of symmetrical density variation
about perigee is most subject to error. However, the possible error
introduced by nonsymmetry is expected to be much less than the errors
committed in past drag studies. The method presented here is far
superior in terms of error than previous methods.
Improvement of the errors in the present analysis could be made
by a more accurate treatment of aerodynamics and more accurate
measurement of accelerations and angles of orientation. The accuracy
of angle measurements was about i 1° while the force measurements
were accurate to i 5% for the data used. The aerodynamic description
of the OVI-15 could be improved by employing a more accurate expression
for the variation in Cjr with P4. The polynomial approximation employed
in the analysis could be improved or the exact expressions could be
employed at the expense of computer tim -
The results obtained for Cp as a function of angle of attack f<
OVI-15 is of special interest because of the many drag analysis win,
have been performed on the satellite. For example, Champion, Marcos,
and Mclsaac, 1970; Marcos and Champion, 1972; Marcos, Champion,
and Schweinfurth, 1971; have analyzed the accelerometer data of the
OVI-15 to reveal a number of properties of the upper atmosphere. In
these analyses, accelerometer data was used only when the satellite
was broadside into the flow. This instantaneous attitude would correspond
exactly to the 0° or 180° spin axis orientation of the OVI-15. At this
attitude CT-J is equal to Cp as given in Figure 5 and would have a value
of 2. 53 96 for the case of infinite speed ratio and a • = . 64 and P^ = . 44.
This value of CQ is 15.4% greater than the value of 2. 2 which was employ-
ed in these analysis. Additional correction would have to be made if
speed ratio effects were taken into account. These corrections would
result in substantial decrease in densities reported using a C of 2 .2 .
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OVI-15 orbital data has been analyzed by Ching 1971 and King-Fide
and Walker 19&9- The King-Hele and Walker analysis employed a
constant CQ of 2.2 independent of the satellite orientation. The r e fe rence
area used by King-Hele and Walker was midway between the maximum
of 2. 578 TIT and the minimum of nr^ shown in Figure 5. On the basis
of the reference area employed by King-Hele and Walker, a CQ value of
between 4. 543 and 3. 889 would correspond to the values of a • and P-
found in the analysis.
The orbital decay analysis reported by Ching i971 includes a factor
to represent the changing aerodynamic drag properties of the OVI-15.
The factor is based on the changing cross sectional area seen by the flow.
The drag coefficient is considered constant while the reference area used
in the analysis is changed by as much as 25%. A 25% correction factor
is too large in view of the results of Figure 5 which show that the maximum
change in Cj) A would be 16%.
In addition, the effect these results have on past analysis of OVI-15
data in particular, the results indicate that the assumption of Cj-j used
in most drag studies have been too low. The value of CQ = 2. 0 or 2. 2
which has been used for most past drag analysis is lower than could be
expected for most shapes with a- = .64 and P. = .44. A sphere for
example would have a CQ = 2. 352 which is 7% higher than the 2 .2
value often used. It should be noted, however, that the results obtained
here are for one satellite surface and one atmospheric composition. It
is expected that other surfaces and other compositions should change the
values of &• and P- and result in a change in aerodynamic properties.
More data must be collected before a firm value of a\ and P- can be
assigned to a given gas and surface combination. Future work should
be directed towards this goal.
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TABLE I
Orbit Number = 890 Time of Peak F = 672
F(i, 1) GAMA(i, 1) F(i, 2) GAMA(i, 2) TIME(i, 1) TIME(i, 2)
1
2
3
4
5
6
317.5
307. 0
291.5
270.0
251.0
225. 0
137. 75
139. 50
141.75
142. 50
144. 0
145. 75
320.0
306.0
291.0
268.0
244.0
214.0
Orbit Number = 893
I
1
2
3
4
5
6
F(i, 1)
292. 0
282. 0
264.0
243. 0
218. 0
199.0
GAMA(i, 1)
14.1. 75
142. 75
144. 50
146.20
147.50
148. 20
F(i ,2)
292.0
283. 5
263.0
239.5
215.0
190.5
Orbit Number = 896
I
1
2
3
4
5
6
F(i, 1)
306. 0
302.0
289. 0
270.5
250. 0
226.5
GAMA(i, 1)
133. 5
135. 0
136.25
137.5
138. 0
141. 0
F(i ,2)
302. 5
291.0
275.0
256.0
231.0
200.5
134. 8
133.25
132.25
130. 0
129. o
127. 5
Time of
GAMA(i, 2)
137.25
135. 0
132. 75
132. 0
130. 0
128, 0
Time ui
GAMA(i, 2)
129. 5
127. 7
126. 75
125.0
123. 0
120. 5
647
622
597
572
547
522
Peak F = 681
TIME(i, 1)
650
625
600
575
550
525
Peak F = 675
TIME(i, 1)
650
625
600
575
550
525
697
722
747
772
797
822
TIME(i,2)
712
737
762
787
812
837
Time ^, <L]
700
725
750
775
800
825
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Figure 1. The gas surface interaction and the forces of the interaction.
Figure 2. Configuration of the OVI-15 satellite.
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Figure 3. Orientation of OVI-15 with respect to flow velocity U.
T
UJ O
'o ^ 200 -
'•O
75" J--
7,'j- j
Figure 4. Accelerometer output and angle of orientation gamma for
orbit number 893. (From Fess and Young, 1969).
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Figure 5. Constant values of the sum-of-the-squares-of-DEL^ over
an acceptable range ofo*". and P- for data from orbits number
890, 893, and 896. J
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LARGE SILVER HALIDE SINGLE CRYSTALS AS TRACK
DETECTORS FOR HEAVY CHARGED PARTICLES
By
John H. Kusmiss
ABSTRACT
Large silver halide single crystals can be used to record the
passage of heavy charged particles. The trajectory of the particle
is made visible under a microscope by the accumulation of metallic
silver at regions of the lattice damaged by the particle. This
"decoration" of the particle track is accomplished by exposure of
the crystal to light. The decoration of normally present lattice
imperfections such as dislocations can be suppressed by the addition
to the crystal of less than ten parts per million of a suitable
polyvalent metal impurity. In fact, careful control of the concen-
trations of metallic impurities is absolutely necessary because they
play important roles in the details of the track decoration process.
Large single crystals of the silver halides present certain
immediate advantages over photographic emulsions as.track detectors
for heavy charged particles. The decoration of tracks in large
single crystals requires only a few hours, and the distortion of
tracks associated with the development of nuclear emulsions is not
encountered. Because the mass density of a large silver halide
single crystal is roughly twice that of a photographic emulsion, a
0.5 cm thick crystal corresponds to a 1.0 cm thick emulsion stack.
Moreover, the possibility apparently exists of being able to decorate
the path of a particle at the time it passes through an impurity-
doped AgCl crystal, but not at later times, thus providing a mepn-, cr
using these crystals as "triggered" detectors. Another attract!.e
possibility for these detectors is being able to vary the threshold
for the rate of ionization necessary to produce a track; it has been
claimed that this can be done by setting the level of impurity dopiu.. .
The potential utility of silver halide single crystals as heavy leu
detectors and dosimeters in space applications is obvious.
This report presents a brief review of the published work per-
taining to silver halide single crystals as charged particle detec-
tors and some comments as to the course which future work should
take. An account of some preliminary attempts to grow thin single
crystals of AgCl is given also, and suggestions for a more refined
technique are offered.
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INTRODUCTION
The silver halides tend to decompose with the absorption of
light, the result being metallic silver and a gaseous halogen. This
fact accounts in a crude way for the use of the silver halides in
photography, although the exact details of the conversion of a
microcrystal of silver halide into metallic silver make up a very
complicated story in solid state physics. The literature of the
photographic process is voluminous and will not concern us here
except as it relates to the use of large (of the order of IxlxO.5cm^)
single crystals as detectors of charged particle tracks. For the
sake of concreteness, and because most of the work has been done with
it, we will refer for the most part to silver chloride.
It is of some historical interest that AgCl and AgBr were
among the materials that received attention as "crystal counters"
in the 1940's before the scintillation detector gained pre-eminence.
The idea was to collect the charge pulse that resulted when a single
crystal of an insulating solid was traversed by an ionizing particle
while the crystal was maintained at the temperature of liquid
nitrogen and subjected to an electric field of several kilovolts per
centimeter (1). The present interest in silver chloride as a
recorder of charged particle tracks dates from"the pioneering work
of Childs and Slifkin (2) in 1960. They demonstrated that charged
particle tracks as well as lattice dislocations could be observed
with a microscope throughout the interior of large crystals by a
method of decoration combining the techniqi'C-r of Hedges and Mitchell
(3) and of Haynes and Shockley (4). In-a laL.. j per (5) Child?
and Slifkin summarize four years of work on the decoration of r>" ' 'd-
tracks and dislocations in AgCl.
TRACK DECORATION IN AgCl
When light in the near ultra-violet is absorbed in the surface
region of a thick AgCl crystal, it produces photoelectrons with a
quantum efficiency close to unity. If the surface region is suffi-
ciently strain-free, the electrons can be swept further into the
interior of the crystal by the application of an electric field. At
room temperature the conduction electrons in AgCl have a mobility of
50 cm^/volt-sec and a lifetime of the order of microseconds. In that
time an applied field of 10^ volts/cm can move an electron about one
centimeter. Two other facts are needed to explain the decoration
process - first, that interstitial silver ions are the predominant
type of point defect and are relatively mobile in AgCl at room temper-
ature, and second, that photoelectrons can be trapped at a variety
of sites in the interior of the crystal. The combination of trapped
photoelectrons and migrating silver ions gives neutral silver atoms.
Each trap is then free to capture a second photoelectron, and after
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many repetitions of the cycle a speck of metallic silver of the order
of a micron in size can be formed. In practice the decoration process
must be pulsed because the dark conductivity of AgCl with several ppm
of metallic impurity is so high that a static internal electric field
would decay in about 100 Msec. Haynes and Shockley (4) devised a
simple method of synchronizing the incident actinic light flashes with
the applied electric field. The specimen is placed between two elec-
trodes, of which the positive one is semi-transparent. A surface
charge builds up because of ionic conductivity in the crystal, and
the applied field is then discharged through a mercury vapor lamp,
producing a light flash and leaving an internal field which sweeps
electrons into the specimen. Typically, with an ultra-violet photon
flux of 1()9 per cm^ from each flash, a pulse repetition rate of 103
per second results in adequate decoration after one or two hours.
The addition of certain impurities, monovalent copper for exam-
ple, extends the tail of the light absorption versus wavelength curve
for AgCl, making possible the decoration of thin crystals without the
use of an electric field. In that case, the cuprous ions are known to
function effectively as hole traps (6).
ELECTRON TRAPPING SITES ALONG PARTICLE TRACKS
The decoration process depends in an essential way on the crea-
tion of electron trapping sites that remain long after the charged
particle has moved through the lattice. The energy deposited in the
form of ionization and vibrational excitation is dissipated relatively
soon after the passage of the particle, and the number of displaced
silver ions also returns fairly rapidly to its thermal equilibrium
value. The chlorine ions or atoms displaced by the particle are
possible candidates for electron trapping, since presumably they
would be relatively immobile. However, it seems most likely that the
majority of trapping sites are provided by the tangle of dislocations
produced by the thermal spike associated with the passage of the
particle (7). AgCl has a low thermal conductivity and is softer than
lead, so that modest transient changes in temperature can easily lead
to persistent plastic deformation localized along the particle track.
COMPARISON WITH OTHER TYPES OF TRACK DETECTORS
The decoration of tracks in large crystals of AgCl has been seen
from the above to be a simple and rapid process; this represents an
immediate advantage over photographic emulsion stacks and plastic
dielectric detectors. The development of emulsion stacks introduces
distortions in track geometry, while the etching procedures for
tracks in plastic dielectrics are rather laborious. Tracks in AgCl
are stably embedded in a rigid, transparent material which is insensi-
tive to humidity. Since the mass density of AgCl in bulk is almost
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twice that of a nuclear emulsion, the equivalent of a one-centimeter
emulsion stack is afforded by a crystal which is only half a rent iuu:ter
AK' ! | I. I :ick. < | i ! I. I'i'l <>l ;: li:iv ;i |>c "I rn I i ;i I Vl!!;il I I l l y lll.'ll n i ' l t l i f l
emulsions nor plastic dielectrics posses, namely the ability to be
triggered. This possibility was experimentally realized by Breuer et
al. (8) and more recent results have been reported by Schopper et al.
(9). An additional feature also reported by Schopper e_t _al_. is the
variation in the detection threshold by control of the doping level of
cadmium. Thus it is possible to set the minimum rate of energy loss
by a particle which will result in a track. Finally, AgCl detectors
are apparently not sensitive to singly charged particles, such as
relativistic protons, so that they can be used in experiments in which
a large unwanted background of protons is present.
POSSIBLE USES OF SILVER CHLORIDE DETECTORS
Silver chloride track detectors show considerable promise for use
in experiments to measure the heavy ion component of cosmic radiation,
particularly in the presence of a flux of electrons and protons which
is often many orders of magnitude more abundant. Because they can be
either triggered or "turned on" for longer periods of time, and because
their sensitivity threshold can be controlled by proper impurity
doping, large AgCl single crystals offer great flexibility for use in
space flight applications.
It has been estimated that the radiation hazard to humans in space
from heavy charged particles is significant 0.0^  AgCl track detectors
could be used as heavy ion dosimeters for personnel on extended space
missions.
IMPURITY EFFECTS IN AgCl DETECTORS
Metallic impurity concentrations are known to be of the utmost
importance in determining the track detection characteristics of AgCl.
In addition to direct effects which impurities may exert on the for-
mation of photolytic silver along tracks and dislocations, they may
also give rise to silver specks at random locations in the crystal,
thus contributing to the "background." In crystals containing one ppm
of either iron or copper, line dislocations can be decorated, but
radiation tracks cannot. On the other hand, in crystals with 4 ppm
lead, tracks can be decorated but no dislocations are observed. One
explanation of this difference in behavior is given in reference (11).
Although a few ppm are necessary for good track decoration, the
solubility limit of about 8 ppm should not be exceeded because the
excess lead precipitates out and increases the background.
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Using 200-500 micron thick sheets of AgCl crystals, Schopper et
al. (9) found that particles produce latent tracks which can later be
decorated only if the crystal is illuminated with weak visible light
during the time the particle passes through the crystal. The later
decoration is accomplished by irradiation with ultra-violet light of
wavelength less than 4100 Angstroms. To the best of the present
writer's knowledge, no explanation of the mechanism of stabilizing
latent tracks has yet appeared in print.
DIRECTIONS FOR FUTURE INVESTIGATIONS
Three goals for future work would be to (1) elucidate the exact
nature of the damage to the crystal lattice which results in a de-
corated track; (2) explain the mechanism whereby latent .tracks can be
"fixed" in doped crystals by irradiation with visible light; and (3)
determine quantitatively the relationship of track width and silver
speck density versus particle energy loss.
APPENDIX
GROWING THIN SINGLE CRYSTALS OF AgCl
Herein is described briefly a crude attempt to grow large thin
single crystals of AgCl. Starting with nominally pure precipitated
AgCl powder, sandwiches of the molten material were made with quartz
microscope slides in air by heating with a hotplate. The slides were
separated by platinum wire 0.015 inch in diameter which was bent into
various planar shapes having a constriction at one end and being open
at the other end. After the AgCl solidified between the slides, the
resulting sandwiches were placed in a horizontal quartz tube which was
then evacuated. A heating coil of high resistance wire mounted on
wheels fitted closely around the cylindrical tube. The movable heatii ...
coil was attached to a clock motor drive which pulled the coil hovL-
zontally at a constant speed of 5 cm/hr. This horizontal version of
the Bridgman technique was used to grow polycrystalline specimens
containing crystallites which had areas typically of the order of a
few mm^. Since AgCl and quartz, have quite different coefficients of
expansion, the sandwiched AgCl is under strain, and the consequent
dichroism causes individual crystallites to show up when viewed
between crossed polarizing filters.
Detailed procedures for growing both pure and doped thin single
crystals of the alkali halides are given in references (12) and (13).
In the present writer's opinion the best way to get very pure starting
material for crystal growing would be to zone refine nominally pure
material. According to Moser et al. (14), the passage of 70 zones at
a rate of 3 inches/hr through an AgCl sample in a chlorine atmosphere
370
results in optimum distributions for Cu, Pb, Ni, and Fe. Improvements
of the crude procedure described above would include: (1) working
completely in red light rather than weak white light; (2) never
allowing molten AgCl to come in contact with oxygen; and (3) elimina-
ting contact between molten AgCl and platinum, since there are indi-
cations of reaction with platinum, according to reference (14).
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DETERMINATION OF OPTICAL CONSTANTS OF In Bi
FROM REFLECTANCE MEASUREMENTS
"By
Frank' E.. Mart in
ABSTRACT
Electromagnetic theory makes possible the determination of optical
constants of a substance as functions of wavelength from reflectance
data measured for different angles of incidence. These constants are
the real index of refraction n and the absorption coefficient k,
and they are related by
N = n + ik
where N is the complex index of refraction.
Reflectance measurements were made on samples of the intermetallic
compound In Bi. A fall in reflectance was noted from values obtained
for a freshly cleaved sample to values obtained after periods of py-
posure of the surface to air. The decrease in reflectance with in-
creased exposure time is attributed to formation of a surface layer
insoluble in Freon or ethyl alcohol; it is therefore assumed to be a
tarnish layer. Computer processing was employed to calculate optical
constants form reflectance data.
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INTRODUCTION
The purpose of this report is to provide background material for
determining optical constants, the real index of refraction n and the
absorption coefficient k, from reflectance measurements, to describe
the experimental set-up used in making the measurements, and to discuss
results obtained with the intertnetallic compound In Bi. An intermetalic
compound is formed from metallic elements that combine in a definite
stoichiometric ratio. Its physical behavior is metallic.
Maxwell's equations may be used to determine these optical con-
stants for a given wavelength from reflectance data taken at that
wavelength^"" . They comprise the real and imaginary parts of the com-
plex index of refraction
which determines the optical behavior of a homogeneous isotropic medium,,
Measurements were made with ultraviolet (UV) light, with the aid
of a vacuum monochromator, since at wavelengths less than 200 ntn, the
vacuum ultraviolet (VUV) spectral range, atmospheric absorption cannot
be tolerated. The present writer's 1971 NASA research fellowship
report contains a brief historical account of work with reflectance
measurements in UV and VUV ranges . Madden gives further historical
details.
THEORY
The real index of refraction of a medium is defined by
C
-M =-7-
c is the speed of light in a vacuum and v is the speed in the
medium. The absorption coefficient k is defined by
I is the intensity of incident radiation of wavelength and I is
tne intensity of radiation that has traveled a distance x into
the medium.
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In the literature and in the writer's earlier report derivations
of the Fresnel equation for reflectance are given in detail. In the
report a geometric approach to the derivations minimized the u^e of
vector formalism. A briefer statement will be given hero, loading to
forms of the Fresnel relations which will be combined with Snell's
law to yield reflectance equations related to and useful in the present
work.
Maxwell's equations fox*homogeneous medium at rest, of dielectric
constant
:J77
and magnetic permeability
, _ ^
K™-S+0
aid having no charge and only ohmic current may be written
where <T is conductivity in the Ohm's law expression
Plane wave solution^ of these equations for the electric and mag-
netic field intensity vectors may be writte
where K is the wave propagation vector/ having the directions of a ray
i.e. normal to the plane wave fronts, and magnitude
At a plane interface between two homogenous isotropic media(with a
vacuum considered as a limiting case), reflection and refraction occur
as shown in Figue 1. The interface is the XY-plane, with incident and
reflected rays above it in a medium of permeability , dielectric
constant • , index of refraction n and absorption constant k; and with
the refracted ray in the lower medium of constants ', ', n1, and k1.
The propagation vectors K, K' , K" for the three rays lie in the plane
of incidence, the XZ-plane, as shown, with the angles of incidence and
reflection having the value i, and the angle of refraction the value r.
The direction of the unit normal vector is as shown.
For, static fields it is easily shown by Stokes1 theorem that the
tangential components of IS and H must be continuous at the boundary.
Moreover, for a time -varying field of form
it must be true for tangential components at the boundary not only that
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but also that
a. +- i¥ - #•' (6)
because for continuity of the fields the exponentials • must be the same
over the boundary. When an equation such as (6) is written for tan-
gential components at a boundary, it may be considered to apply either
to the amplitudes of the vector fields or to the time-varying fields
themselves.
In general, the direction of IS or H is arbitrary, but at a bound-
ary plane
(1) the tangential components of the electric vectors are con-
tinuous, or
^ (7)
(2) the tangential components of the magnetic vectors are continu-
ous, or
/
-
/
' - ' —
(8)
from which _ , ,
since £O is the same for both media. Use of the vector identity
with the final term in the left hand member of the equation
gives
where the final term in the right hand member vanishes because
"Xi and E are orthogonal. Similar relations hold for other
terms, with the result that , .
~~ ' (9)
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E_ may always be written as the sum of two orthogonal components.
Two cases of polarization are therfore considered, for which
(1) the electric intensity vectors are perpendicular to the plane
of incidence:
Then (7) requires
>
and (9) requires for non-magnetic materials
7
sznce
-7V'
where v and v1 are velocities in the two media, and n is the
relative index of refraction.
Then
' (n)
r
Eliminating ^-.A-J from equations (10) and (11) gives one of the
Fresnel wave reflectance equations
— LfrO u
+-C&3 u
Eliminating r by u«e of Snell's law of refraction
gives
_-//
fc:
"^ * *^u -
-f-
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For an absorbing medium(as fb r a metal with its large conduc-
tivity) , let
i i
~ 14 4" i
The reflectance in the sense of the present work is the in-
tensity reflectance, in this case for the perpendicular or
senkrecht light, which is defind by
which becomes in terms of the above relations
(12)4-
(2) the electric intensity vectors are parallel! to the plane of
incidence: A similar analysis leads to an expression for the
parallel reflectance _L
k)
(13)
For unpolarized light, such as that from the normal incidence
grating monochromator in the present work, the reflectance is given by
' (14)
An expression is also available for the reflectance of partially plane
polarized light if the intensities of the parallel and senkrecht
polarized incident light are kno'-.'n.
The above relations give
0*,
Calculation of reflectances from this equation is very time-consuming.
In determining n and k experimentally measurements of reflectance are
made for two angles of incidence, if the polarization of this incident
light is known, yielding
• (15)
R (•«, k}
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These simultaneous equations may not be solved directly for n and k
as simple functions. Graphical methods for finding n and k were de-
veloped by Tousey . Computer methods are available^'^ for calculating
R from n, k, and i, and for determining n and k from the measured values
of R and i.
EXPERIMENTAL PROCEDURE
Figure 2 shows a bteefc diagram of the equipment. The Hinteregger
hydrogen-discharge light source was operated in the window-less mode.
A McPherson 225 vacuum monochromator was used chiefly in the range 100
to 360 mm. The grating was blazed for maximum efficiency in the VUV.
A McPherson dual-beam reflectometer was used as a single-beam
instrument. Use of this instrument in the dual-beam mode is discussed
by Linton^. The effect of using it as a single beam instrument was
to allow monochromatic light reflected from the mirror to fall either
directly on a sodium salicylate phosphor at position 2 if the sample
was removed from the light path; or on the same phosphor after being
reflected from a sample in the light path. The sample was moved out of
the light path without removal from the reflectometer tight from the
phosphor was passed though .ar. to tally reflecting lucite rod to a photo-
multiplier tube. The reflectance for a .given wavelength and angle of
incidence was found as the ratio of the intensity measured with the
phosphor in position 1 to the intensity for position 2.
The monochromator and reflectometer were evacuated by a fore pump
and duffusion pump to a vacuum of 10"^  n/m . Differential pumping was
employed to maintain proper pressure in the open hydrogen capillary
tube of the Hinteregger lamp, and to minimize hydrogen entrance into
the monochromator. AkUltek sorption-pump system was used to pump down
the reflectometer after it was opened for sample replacement or adjust-
ment .
Reflectance data were taken on two samples of single-crystal InBi,
grown in the physics laboratory of the University of Alabama at Hunts-
ville. Sample 1 was freshly cleaved about May 1, and had been exposed
to air .for two months when the first reflectance data were taken with
it. Sample 2 was freshly cleaved"just, before a sequence of reflectance
measurments covering a five week period was begun .with it. Data were
taken over a range of wavelengths at two different angles .of incidence.
In principle it makes no difference what values of i^ and ±2 in equa-
tion (15) are used. Actually (i2 - i]_) should be large enough to afford
well-spread values for RI and R2- In this work i^ was 20° and ig was 739
;382
Reflectance data processed on the Rand Univac 1108 compiil rr, svsUm
yielded values of n and k. A Fortran V program oC iu-rutivo natmv w.i;=
used* . The program proposed, for each wavelength used, a soquonco of
n and k values for which reflectances are calculated. Comparison t>£
calculated and measured reflectance is made until a satisfractory match
is obtained for a given n, k pair.
EXPERIMENTAL RESULTS
Figure 3 shows the reflectances versus wavelength, for angles of
incidence of 20° and 70°, for sample 1 of InBi, for which the surface
was cleaved about May 1, 1972, with the reflectance data taken after
the sample had been exposed to air for some eight weeks.
Three runs were made, and the data for both curves are composite
data. Separate points indicate the reflectance data for some wave-
lengths, for which results are drawn from single runs; and bars show
the spread of data for wavelengths for which the data were drawn from
more than one run.
Figure 4 shows the reflectances for the same sample after an
additional five weeks of exposure to air. These data are drawn from a
single run. Within the limits of experimental error and within the
limitations imposed by the fact that one of them is composite, the
data sets for Figures 3 and 4 show practically no differences.
Figure 5 shows reflectances versus wavel , for angle of in-
cidence 20 , for sample 2 for various exposure times to air after t1
surface was cleaved on June 28. The uppermost curve comprises data
from three runs. The sample was cleaved on June 28 and immediately
placed in the reflectomatOT, which was evacuated until the three runs
had been completed. Figure 6 shows reflectances for angle of incidence
70° for the same sample and air-exposure times.
Figure 7 shows the optical constants n and k versus wavelength,
for sample 1, calculated from the reflectance data of Figure 3. Because
the reflectance of Figure 4 is parctically the same as that for Figure
3, the values of n and k in Figure 7 may be considered those for both
sets of reflectance data.
Figure 8, 9 and 10 show the optical constants versus wavelength
for sample 2, calculated for the various air-exposure times after it
was cleaved.
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DISCUSSION
Results obtained with sample 2 will be considered first, since dif-
ferences in reflectance and in n and k were noted with this sample
for increased air-exposure times. The greatest reflectances,both for
incidence angles of 20 and 70 were noted for miminal air-exposure
time. The 20 reflectance starts at about 10 precent at wavelength 110
nm and gradually increases until a 250 nm wavelength is reached, and
theieafter remains nearly constant for increasing wavelength. The 70°
reflectance starts at about 40%, increases until a 200 nm wavelength
is reached, and then remains nearly constant for increasing wavelength.
From these data it is clear that most of the light energy is not re-
flected at low wavelengths: it must be either absorbed or scattered.
At longer wavelengths most of the light energy is reflected, with a
correspondingly small amount being absorbed or scattered.
The effect of an air-exposure time of two weeks was to reduce both
the 20° and 70° reflectance. Immediately after these effects were noted,
the sample surface was washed in Freon and ethyl alcohol to remove any
grease or other soluble foreign contaminant that might have deposited
on the surface during the period of exposure to air. A check-run was
made which indicated no change of consequence in the reflectances. The
effect of an additional exposure-time of three weeks was to reduce the
reflectances still futher. The decrease in reflectance with increased
exposure time is attributed to formation of a surface layer insoluble
in Freon or ethyl alcohol; it is therefore assumed to be a tarnish
layer.
For sample 1, the first reflectance data were obtained after an
air-exposure time of eight weeks. Both the 20° and the 70° reflectances
are lower than those for the freshly cleaved sample 25 with the 20°
reflectances markedly lower at short wavelengths. The 20° reflectances
of sample 1 for the eight-week air exposure-time are nearly the same
as those obtained with sample 2 after five weeks of exposure time; the
70 reflectances, for sample 1 are a little higher(about 4%)than those
for sample 2 after the five week, period. A possible reason for this
state of affairs will be given later.
Exposure of sample 1 to air for an additional five-week period
failed to lower the reflectances. Accordingly, it is felt that specimen
1 had reached the maximum surface degradation at the end of eight
weeks of exposure to air, and that sample 2 had reached essentially
this same stage of surface degradation at the end of five-weeks of
exposure.
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for sample 1, which had large length and width. l>ul. lor sunipli' 2, ^
narrower sample than 1, it was noted that at longer wavelengths. 20
reflectances sometimes slightly exceeded the 70° reflectances. Ex-
perimental errors could contribute in part to this state of affairs,
but the deviation though small was systematic. It is considered pos-
sible that all of the light beam fell on both samples for the 20 angle
of incidence(nearly normal, incidence), but that some of the light
beam:.escaped past the edges of the narrower sample 2 for the 70 angle
of incidence(nearly grazing incidence)because of the increase in cross-
sectional area of the beam for a section that is not normal to the
direction of propagation. At longer wavelengths there is less differ-
ence between 20° and 70 reflectances, so that loss of reflectance due
to escaped light would reveal itself more clearly at these wavelengths.
Also there would be more spreading of the beam at longer wavelengths
so that more light would tend to escape past the sides of a narrow
sample. The escaped light hypothesis could also account for the slight-
ly lower 70 reflectance for sample 2 after 5 weeks air-expasure time
as compared with that of sample 1 for eight-weeks(or thirteen-weeks)
exposure.
This hypothesis tends to find confirmation in that
(1) the 70° reflectance for the broader sample 1 always exceeds
the 20° reflectance
o
(2) if sample 2 is rotated 90 in '' **flectpmet«r aemple-
holder though both 20° and 70° reixJ. ^s are slightly
reduced because of escaped light past the l^wer edge •-<£ N"
narrow sample, the values of the 70° reflectance always
exceed the 20 values, as should be the case if there were no
lateral light escape.
For sample 2 as cleaved, the n values show first a slight de-
crease to a value of about 0.70, then a slight increase and finally a
sharp rise with increasing wavelength. The k values are low at low
wavelength, corresponding to a tendency toward transparency in metals
for low wavelength, then increasing almost linearly, but apparently
at a slightly greater rate, with increasing wavelength. More time
would be needed for analysis before trying to account for the Aapes
of the curves.
The significance of the Mn" and "k" values calculated for sample
1 and for sample 2 for longer elapsed periods after cleaving is in
doubt. The computations for n and k were based on the assumption of
a homogeneous isotropic crystal. If the sample changes with elapsed
time turn out to affect it uniformly throughout its volume, then the
values obtained should be true n and k values, which should afford
insight into the changes taking place. If, as appears more probable,
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a composite sample with a surface tarnish layer is obtained, the only
true n arid k values are those for sample 2 as cleaved. In this case
the divergence of the calculated n and k values from those for sample
2 as cleaved may afford some measure of the practical departure from
the assumption of a homogeneous isotropic crystal.. This divergence
is greatest for sample 1,which had the longest air-exposure periods,
as might be expected if the surface-tarnish theory is, correct.
RECOMMENDATIONS
Attempt can be made to understand the shapes of the n and k curves
for the as cleaved sample 2 in terms of the classical or quantum the-
ories of anomalous dispersion* Possibly the rise in the k curve (and
perhaps also of the n curve) can be understood in terms of approach
to a resonant frequency, of bound electrons with increasing wavelength
(decreasing frequency)* A second computer program is available that
can calculate the optical constants of a uniform film of constant
thickness from reflectance data at different wavelengths, if the
thickness of the film and the optical constants of the substrate are
known. Ellipsometric determination of film thickness could be sought,
and/or the program can be used to?try to guess a thickness of the
film* If time is available, consideration can be given to polariza-
tion effects due to reflection of light from the reflectometer mirror
(needed for operation in the dual-beam mode) before reflection from
the sample. The effect appears largest at the lowest end of the
wavelength r ange in this investigation, and then not so large that
valuable information cannot be obtained without compensation for
polarization*
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Figure!• Reflection and refraction at a plane surface.
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Figure 2. Block diagram of equipment.
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DATA TRANSMISSION SIGNAL DESIGN AND ANALYSIS
by
Jerry D. Moore .
ABSTRACT
The error performances of several digital signaling
methods are determined as a function of a specified signal-
to-noise ratio. This consolidates some of the results pre-
sented in the literature and provides a consistent method for
a comparative performance analysis. Results are then obtained
for Gaussian noise and impulse noise. Performance of a re-
ceiver for differentially encoded Biphase signaling is obtained
by extending the results of differential phase shift keying. The
analysis presented obtains a closed-form answer through the
use of some simplifying assumptions. The results give an in-
sight into the analysis problem, however, the actual error per-
formance may show a degradation because of the assumptions
made in the analysis. Bipolar signaling decision-threshold se-
lection is investigated. The optimum threshold depends on the
signal-to-noise ratio and requires the use of an adaptive re-
ceiver. The specifications for a minimax receiver are pro-
vided for the case of a fixed threshold level, constant noise
power, and variable signal power. These conditions are possi-
ble for a data bus where the transmission media changes. An
orthogonal signal set is proposed as a new data bus signal can-
didate. The frequency spectrum for the signal has a discrete
component at the bit rate and a continuous portion that resembles
the Biphase spectrum.
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I. INTRODUCTION
The emphasis on digital data transmission technology has
significantly increased in the past few years. Presently, the data
bus projects are implementing hardward for transmissions up to
10^ bits/sec. The choice of a signaling method to transmit the
data between modems has been based on several items, viz. ,
(1) Bandwidth required (2) Synchronization properties (3) Detec-
tion methods (4) Intersymbol interference characteristics (5)
Noise penalty (6) Transmitter and Receiver complexity (7) Error
performance and (8) Error detection and correction features.
These considerations and the requirements of a given system are
used to select acceptable signaling candidates. Typically, sev-
eral sets are possible and the final choice may involve trade-offs,
e .g . , bandwidth is usually sacrificed for synchronization ease.
The following sections deal with a few of the problems en-
countered in digital data transmission analysis and design. Sec-
tions II and III are closely related for they attempt to clarify the
performance criteria of digital signaling in the presence of
Gaussian and impulse noise. Specifically, the probability of bit
error is determined as a function of a specified signal-to-noise
ratio (SNR.). There are several SNRs used in the literature.
These sections should consolidate some of the results and give
a consistent method for comparison. Section IV presents the
analysis of differentially encoded Biphase signaling. An exact
performance analysis of this signaling me!hod is not known, but
the use of results obtained for DPSK are extended to give an
approximation. A comparison of the analytical results to ex-
perimental results has not been attempted. Threshold selection
for a Bipolar receiver is considered in Section V. The effect of
a fixed-voltage decision threshold is illustrated. Under the fur-
ther conditions of fixed noise power and variable signal power,
a minimax receiver design is specified. Section VI gives a brief
discussion of binary signal power density spectra and presents an
additional signal set candidate.
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II. PERFORMANCE CRITERIA FOR GAUSSIAN NOISE
The per formance of a digital system is usually modelled as a
random v a r i a b l e or 'some statistic of the random variable. For
example, the random variable may be the number of errors that the
receiver makes in the bit decisions. An important statistic of this
random-variable is the probability that a particular bit is in error
and is designated P [E]. Almost all theoretical analyses attempt to
derive P [E] as a function of the ratio of signal power (or energy)
and the noise power. The concept of a signal-to-noise ratio is use-
ful, but care must be exercised when the term is encountered for it
is difficult to interpret the various forms of signal-to-noise ratios.
The inherent problem is to define the points in the digital system
where the signal power and noise power are to be measured. One
form used quite often is
Signal power at output of transmitter (2.1)
Noise power in some specified bandwidth
In order to illustrate how the SNR effects the error performance,
the synchronous single-sample receiver is analyzed when •white
Gaussian noise is the disturbance.
Single-Sample Receivers (SSR) - Fundamentals
The receiver samples the received signal once per each bit
period and forms bit decisions by comparing each sample value to a
threshold value.,, The conditional decision statistic (i. e. , sample
value) for the k bit is
h = 0 , \ > Z ) ' - ' ( 2 . 2 )
•where T^ is the bit period and At represents the shift into the bit
period at which the sample occurs. A sampling instant At is chosen
such that the voltage level sample from the data signal will
characterize the data, i. e. ,
= Vj , i=0 , l ( 2 - 3 )
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decision stat is t ic will be Gaussian with mean value of V:, i. e. ,
Assuming that the noise is zero-melin Gauss ian , the conditional
( 2 . 4 )
where CT is the variance of the noise and corresponds to noise power.
For binary transmission with equal message probabilities, the
decision threshold is chosen at the midpoint between the voltage
levels, i. e. ,
(2. 5)
th
LAO d- l - lWWO U1IC pj. L* Uct U J.-L X I-y W-L CO. J. (JX iWJ- LilC IS.
I
as
This allows the robability of error for the k _ bit to be formulated
l
some simplification it follows that
= Q
where the Q function and complementary error function are two of the
tabulated forms encountered in the literature. The value of P [Ejc]
will decrease as the argument (V/rN/0;/C]~ increases. For specific,
situations, the ratio of the signal voltage to noise variance can be
related to the traditional signal-to-noise ratio given by (2.1). This'
is accomplished in the following ,sections.
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I ' i i I ' I 1 1 i • i , i : , c • i>| / i i i , | i i c • , i 1 1 A VV < i 1 1 1 i i : , . • , I I M | , 1 1 1 1 1 1 1 . i I 1 1 1 1 1 1 1 i , i 1 1 1 I I I I i i 1 1 i ' ( I
< h . ' i tn ic l , l h < - |>r i > l > ; i hi I i I y <>l e r r o r lor (.In- SSU w i l l In- I/,'. Tor . i l l
p h y s i c a l l y r c;il i /,;i.lj| c s ignal powrrs. This f o l l o w s s i n e <• ( h < - n o i s e -
power is infinite, i. e. ,
•=z ' \r\-f \rv-t e
where S^-f") = -=£ is the power density spectrum of the white noise.
It follows that (Vj-vfeyQ" will approach 0 and
= Q[P] = ± ( 2 . 9 )
This demonstrates the need for a bandlimiting filter on the input of
the receiver.
.Ideal Filtered Input SSR
A filter at the input of the receiver can improve the performance.
The SSR samples are taken at the output of the filter. Assuming
that an ideal filter with lower cutoff frequency f and upper cutoff
frequency of fy is capable of passing the data signal without affecting
the voltage level at the sample time, i . e . , the bandwidth is defined
as
B— "Kx ~~ "£\_ (2 .10)
The noise variance (power) of the filter output is
/*U
= M0d-f =
Combining (2.11) into the error expression of (2. 7) yields
(2.12)
4'04
Table 1 relates Vj^-V o to the average transmitted signal power for
several common binary signal sets. These results assume that the
filter does not alter the peak signal voltage. Thus
j'
 4or Unipolar- M R t . R f c , Biphase
(2.13)
-for Polar - N R T L , R^
Practical Filtered Input SSR
The ideal filter cannot be realized . Instead of attempting to
approximate the ideal filter, another approach to the problem is used.
The receiver filter can modify the received signal prior to sampling,
but the constraint of no intersymbol interference is imposed at the
sample time. This leads to the raised cosine spectra introduced by
Nyguist . The terminology "raised cosine" applies to the amplitude
spectra at the output of the receiving filter. Some of the mathematics
of this analysis are given in Appendix A. The performance results
are obtained for Unipolar and Polar signaling as
- Q[ \nS5Tl = Qiji5^ '] far U
KJ
*"
f
* J (2 .14)
average transmitted power and f
 s is the signaling rate,
i. e. , f
 s = l/T^. It is interesting to note that these results are the
same as obtained for the theoretically optimum correlation (or
matched f i l ter) receiver (c f . Appendix B).
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TABLE I
Signal
Set
vo PAVG •'• vl - Vo
Unipolar -NRZ
Unipolar - RZ
Polar - NRZ
Polar - RZ
Biphase
-PT -
prpo
p.=p1 o
r/1
Where
AV6
and
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III. PERFORMANCE CRITERIA FOR IMPULSE NOISE
The calculation of bit error probabilities for addit ive impulse
noise requires dif f icul t and extensive measurements on the noise
statistics. The use of bounding techniques can reduce the effor t
to practical limits. The answers obtained are extremely conserv-
ative, i. e. , the actual P[E] will be considerably less than the
bound answer for a given signal-to-noise ratio or the actual- signal-
to-noise ratio required to establish a given P[E] will be less than the
bound answer. The following calculations are based on the results
of Houts and Moore [1].
The impulse noise model used is the GIN (Unique Waveform)
model given by
n(tl « . H • - , o t t i n (3.1)
It has been shown that for a correlation receiver the expected number
of bits in error given that a noise burst has occurred is
"*~
 l
 th
where P^[E Jisthe probability of error of the m bit which the
noise waveform f ( t ) overlaps. Thus the bit error ratio is
<»4 bits -transmi-tx<r«t ( 3 . 3 )
If each PI [E ] term is bounded by the same expression, i. e. ,
i PB01<1 , ^=I^ / - ,K ,
it follows that
Pl£] ^ PboMPLNB-l] ( 3 . 5 )
Houts and Moore [l] have shown in Equation (3. 69) that
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* r ( 3 . 6 )
where EAVG is the average signal energy, >p]\f(n) is the normalized
probability density function for the weighting factor, i, e. , N =
Q" is the variance of N, and p is the correlation 'coefficient for the
signal set.
The ratio of EAVG/^" can De expressed in a form that involves the
ratio of average transmitted signal power to average impulse noise
power at the channel output. If a receiving filter is used, the noise
waveform f ( t ) would be changed and the noise power would be
measured at the filter output. An expression for the noise power is
given in Equation (A. 9) of reference 1 as
p. [3 .7 )
where"O.D is average occurrence rate and F(f ) is the Fourier trans -
form of the noise waveform f ( t ) . The noise statistics are determined
based on the assumption that f-f *(<•) d't "^ \ .It follows from
Parseval's theorem that
?AMG-Mo*e = ^B^ ( 3 . 8 )
The average signal power is given by
Thus
"T 5
The bound relations of ( 3 . 6 ) becomes
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The p robab i l i ty of a noise burst occurr ing is u s u a l l y not known, but
will be related to the average occurrence rate by the following
approximation,
Using (3. 13) and the last part of (3. 11) in (3. 5) yields
An example of using this result is the calculation o'f a*i SNR required
for a speci f ic e r ror rate. To establish a given erron.rate of less
than 10 requires
_ fa
\0 = OV) SMK
b '
 (3
'
15)
SU3 = -^ -. x, GO dB
This represents an extremely pessimistic viewpoint. If the SNI i:;
known, the error rate can be bounded. The measurements of
typical impulse noise of a simulated data bus [2] provides a means
of obtaining a predicted SNR..
Again the pessimistic approach is used. The noise has been modeled
as a damped sine wave with maximum observed peak value of 250
mv , An average power is not known, but will be approximated by
assuming a continuous sinusoid with peak of 100 mv.
The signal power can be approximated by
409
S -.5 wat ts to 5 watts ..- (3 .17 )
Thus
SNR = 100 to 1000 (3. 18)
and
± I0"-t° l°"3 (3 .19)
Using the SNR = 17.15 dB % 20dB =>• 100 as in reference [2], yields
the same approximate results. The results of (3.19) do not indicate
satisfactory system performance. Equation (3.11) indicates that a
tighter bound is available. If the p. d. f. description for the weight-
ing factor is known, the results of (3. 11) could be used as
( 3 - 2 0 )
A worst case value for "^B from Ref. 2 is
- \O (3.21)
Thus
b ( 3 . 2 2 )
For SNR = 10 to 1Q3 then
(3 23)
Let ? = 0, then a lower limit of 0. 182 to 0. 58 should be used and
For » p - . - . , ,^ 25)
or ^ i-.^=»--iai
( 3 . 2 6 )
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If it is required that P[E] - 10~6 then
\ O~" ~ 3
. t fcC-KfO
 ( , ^
From which
(3.2S)
- 8.62. CO _ Z 6 - '
or
SNR ^ 44 dB (3.2.9)
The results of (3.Z.9) and ( 3 . 2 6 ) show an improvement of the results
obtained in (3. 19). and (3. 15).
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IV. ANALYSIS OF PHASE DETECTOR FOR DIFFERENTIALLY
ENCODED BIPHASE SIGNALING
The determination of the error performance of differential Biphase
using a phase detector involves many assumptions and approxima-
tions. It does not appear feasible to compare the predicted results
to actual results without an extensive test program. In the following
sections, the mathematics of the DPSK (differential phase shift
keying) analysis are presented. These results are then extended
to Biphase signaling.
DPSK Analysis
The signal set is specified as
where S is the signal power, To the frequency and ©« = tH)'. The
narrowband AWG noise is modeled as
(4 .2 )
where __
V
The signal plus noise is
_l t nf+i \ ( 4 . 3 )
(4. 4)
fthd
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- i f j j\ -x'
Following the procedure shown by Schwartz [7 ] and assuming that
x'(t) and y ( t ) are statistically independent, allows the joint prob-
ability density function p (r, ©) to be determined. Integrating over
all values of r gives
where
-S-p -= jyj 14= variance o-f
(4 .5)
(4.6)
For large signal-to-noise ratio, i. e. , P >> \ this can be
approximated [7] by
(4.7)
An approximation proposed by Cahn [8] for (4. 1} is
O
(4.8)
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It is obvious that this expression is not exact and will introduce
error in the answers obtained from its application.
The result of (4. 7) is similar to the results of Rice for a sinusoidal
wave plus Gaussian noise. The primary difference is the inclusion
of the phase of the sinusoid in (4. 7). No attempt was made to justify
the approximation of (4 .8) , however, this would have been a straight
forward conclusion for small values of 0.
The performance of DPSK will be determined using (4. 8). Numerous
simplifying assumptions are made throughout the derivation. The
main significance of the results is to compare to answers stated
by Cahn and others [8, 9, 6].
The probability of error for the differential phase detector depends on
the two data bits involved, i. e. , 00, 01, 10, or 11. The phase of the
first bit &, and the second bit 9? are compared by the detector as
A Q •= ©, — €». . Formulations of the error expressions are
(4. 9)
PLc|u] = i- P[ ? < . A e ^ ¥ ]
Thus to determine the probability of error it is necessary to find the
expression for /p(A0) . This is possible by the following steps.
A0 •= ©2.— &\ (4.10)
The characteristics function of A© '*
Assuming statistical independence of the phases
Thus
f
-
(4.13)
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Applying (4. 13) to the error expression P [E 00], etc. , and observing
that each error term can be evaluated by using the basic form of
) with j =0 yields
;n/z
= I
-TT/l
Substituting (4 .8 ) into (4 .13) , completing the square in the exponent
and then approximating the integral yields
—
 Wl (4.15)
The probability of error from (4. 9) become
PU1 =• \ - P[-£ ^ e cin = t f ;f
The Q function can be bounded by two different functions (cf. ,
Wozencraft and Jacobs [10] pp. 83, 84) to yield
P[e|< e (4.17)
or
/TTfrF (4.18)
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These can be contrasted to the result of Lucky, Salz and Weldon
161
e
 (4.19,
and Cahn [8] and Bennett and Davey [4]
and later results by Cahn [9]
. ~-^
1
(4 .Z1)
The optimum coherent receiver result is
( 4 . 2 2 )
Observe that the exponent of (4.18) exhibits a factor of TT /8
improvement over the optimum case. This impossibility results
from the many approximations made during the derivation. The
other results stated in (4.19), ( 4 . 2 0 ) , and (4.21) could be acceptable,
but there are few comparisons of experimental data to these
equations. Plots of the various answers are shown in Fig. 4-1.
Extension of DPSK Analysis To Differential Biphase
Differential phase detection of Bipolar signaling has received
limited analysis in the literature. If the channel and receiving
filter act to smooth out the Biphase pulses to sinusoidal form, it
appears that the DPSK could be used directly. This is apparently
the procedure followed by Perry [2]. The signal-to-noise ratio
used for DPSK must be modified for Biphase. Assuming the same
peak signal level, the average signal power on the channel is
increased by a factor of 2. The noise power is changed by the
receiving filter by a factor of TT^/8. The new value of f>*~ is thus
< 4 - 2 3 '
as per Perry [2]. This could be substituted into (4.19) to obtain
Perry' s result or in (4. 20) to obtain a similar result.
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V. THRESHOLD SELECTION FOR BIPOLAR SIGNALING
In Bipolar signal transmission, the binary symbol "ZERO"
is represented by no signal on the line, and the binary symbol
"ONE" is represented alternately by positive and negative standard
pulses. A representation of the data train waveform is
(5.1)
vwi-th (>rob.
prob.
-\
If g(t) = A throughout the bit period, the power density spectrum
of the signal is given by ( c f . Eq. 19. 124 of Bennet & Davey
Tb) ( 5 . 2 )
This function is plotted in Fig. 5-1. Note that a discrete DC com-
ponent is not present and that amplitudes at frequencies near DC
are low. These features indicate why Bipolar is a prime candi-
date for use in data bus applications.
A single-sample receiver (SSR) could be used to detect
Bipolar. The sample value is compared to a threshold voltage
of +E volts and -E volts. A sample level between +E and -E is
output as a ZERO, while a level greater than +E or less than -E
is output as a corresponding ONE. A simple SSR would not take
account of the alternating properties of the ONE symbols. For
such a case, Perry [2] has shown that the optimum threshold
value is
418
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Eorr N z. i
 5/|vi ( 5 . 3 )
where S is average signal power, N is noise power and equal
transmission probabilities have been assumed.
Note that if the magnitude of the sample level is greater than
E, the output is ONE without regard to polarity. A slightly more
complex SSR could utilize the alternating property for error
checking. Such a receiver would have an optimum threshold of
,5.4,
This follows from an extension of the result given by Wozencraft
& Jacobs [10] ( c f . , Eq. (2.115) and Fig. 2.35 b).
A large signal-to-noise ratio would yield low probabilities
that a given polarity ONE would be received as the other polarity
ONE. For such conditions the threshold of (5. 3) should approach
that of (5. 4). This can be shown mathematically by expanding the
cosh" term of (5. 3) into a power series, viz. ,
( 5 . 5 )
Letting x = e ' N and neglecting all but the first term allows the
result of (5. 3) to become (5. 4).
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The significant feature is that an opt imum t h r e s h o l d is a
function of the s igna l - to-noise ratio. I m p l e m e n l a f ion \vould re-
quire an adaptive receiver . Most rec-c ivtvrs would not use the
adaptive threshold, but would have a fixed value set for E. The
performance of this fixed threshold type system which does not
check for polarity is described by the curves shown in Fig. 5-2.
The solid line curves represent the performance for the various
ratios of E/A, i .e . , . 2,. 3 , • • • , .8. A fixed value for E and
E/A means that A most remain constant, and that the .noise power
is what must change to change the SNR value. Another interesting
condition is for fixed value of E and noise power, but a variable
value for A. This might result when transmission media with
different characteristic impedances are used in the data channel.
For such a set of conditions, the original value of E/A-has a
strong control over the performance as A (or SNR) changes. A
numerical example illustrates the relationships.- Let the mini-
mum value of A be 1. 4 volts. Table 5.1 shows.the values of A re-
quired to establish given E/A values based of original values for
E/A of . 5, .6 and . 7. The right band columns of the table indi-
cate the dB increase in SNR as the A; value changes. These data
are plotted in Fig. 5-2 as the.:dashed lines and with an original t
SNR of 11 dB. A best choice for the threshold depends on the>
criteria used. The smallest maximum P[E] ( i .e . , the minimax ) ,
is obtained by using E'= , 7 volts. Actually the EQp-j- .value for
A = 1. 4 volts should be.used, but £„—-, v ' l l approach . 5A for
large. SNR. A significant improvement in P [E] could be
as A increases if a large P [E] can be tolerated-at the value
A -= 1. 4. Such a case is illustrated by curve C. J
• .-• : ! ry ' " ' ' . • . ' ' :
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TABLE 5.1
E/A
. 5
. 4
. 3
. 2
E =
A
1.40
1. 75
2. 34
3. 50
. 7
A
20 log 1. 4
0
2 .0
4. 5
8.0
E/A
.6
. 5
.4
. 3
.2
E =
A
1. 40
1. 68
2.10
2.80
4. 20
.84
A
20 log 1. 4
0
1.6
3. 5
6 .0
9.6
E = . 98
E/A A 20 log 1. 4
.7 1.40 0
.6 1.63 1.3
.5 1.96 3.0
.4 2 .45 4.8
.3 3 .26 7 .4
.2 4 .90 10.9
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VI. SPECTRAL PROPERTIES OF AN ORTHOGONAL SIGNALING SET
One of the important considerations in data transmission sig-
nal design is the spectrum occupancy. Several signaling sets have
been considered in references 2 and 3. A general expression for
the spectra of one class of binary signal sets has been given by
Bennett and .Davey [3]. If a train of data signals are represented
by a summation of two signals and translations, i. e. ,
N
SOtf - 4. S«NC*> (6.1)
•with
ej,(.t-nTb} uiith prob. f
( 6 . 2 )
prttb. 0'^)
then the power density spectrum is
i ,t ( 6 . 3 )
W\s I
where f = 1/T^ and G(f) is the Fourier transform of g(t) .
An addition to the signal sets considered in references 2 and 3 is
the Orthogonal set shown in Fig. 6-1. The spectrum for this signaling
is shown in Fig. 6-2. The significant features of this spectrum are
1. A discrete component at the bit rate 1/T,
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2. No discrete component at DC.
3. Continuous spectrum has low values at low frequencies
approaching DC.
Items 2 and 3 are generally the same as that obtained for Biphase;
however, the discrete component of Item 1 is not present in Bi-
phase. A disadvantage of Orthogonal as compared to Biphase is
the 3dB penalty in SNR that appears in the error performance
equation for the optimum correlation receiver.
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APPENDIX A
NYQUIST CRITERIA EFFECT ON SNR
An actual system containing sending and receiving filters, a
channel model, and the SSR is shown in Fig. A-l. The main design
objective associated with this system is to produce a received
signal r ( t ) such that there is no inter symbol interference between
the samples taken from the signal. Neglecting noise, the input-to-
output relations for the system are
N
S(t)= 2L br^lt-r^O >"T"b=i */*s (A.
rv» -H
where e'ach bn has a value depending on the data, e. g., (0,1) or
(-1, +D.
(A. 3)
Q (4) = ^O) H 00 YX00 G CO (A- 4)
(A-5)
To minimize intersymbol interference requires that
where ' A_.
Several functions could satisfy this requirement, e. g. , a
retangular pulse of width Ti or a function of the form A sine (f.gt).
The form of q (t) proposed by Nyguist [3, 4, 5, 6] is
1
 ~^r ^ <- (A. ?)
•where the rolloff factor O is
^ "" '
fS (A. 8)
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The transform of q(t) is
I
^ Ll + cosl
or
o
(A.
A special case of interest is when f> = 1. It follows that f - 0 and
_ A smc
(see (A. 1.0)
QCf) =
cos(
O
Note that
(A. 11)
The next step in the development is to recognize that the error
rate depends on the ratio of A/Q". This follows from (2. 7) and (A. 5),
i. e. ,
(A.\Z)= Q[ ^
430
u
_d/cr>
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where b^ and bo are the ONE and ZERO representations that bn
assumes. The probability of error will be a minimum when A /<J"
is maximized. An expression for O" can be obtained in terms of
the other system parameters. For -white noise with two-sided power
density spectra is, it follows that
(A. 13)
Thus
*
l
 _
S*
\J
(A. 14)
The expression can be maximized with respect to Y 2 ( f ) l and solved
[4, 5] to yield
HO W,
,00
(A.15)
where
= a
Thus
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(A. 16)
(A. 17)
The
is
related to the
rerage
itted power, -*-,
power in
<
4 o£±£i(
c=: ^s ^L J-«
(A.
Avg- power
at Channel 1*^ ' *
Also
.20)
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The ratioi o o f (A. 17) can be written in
terms of the SNR
(A, 21}
Thus
(A. 22}
u - 1 b =0 andFor On-Off signaling bj - 1,
 o
(A. 23}
For anti T i u - i h~ = -1ipodal b1 - l, °o
(A. 24)
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APPENDIX B
MATCHED FILTER. ANALYSIS
The impulse response of the filter, h(t) is related to the transmitted
waveform g( t ) by
hc*>-
Assuming pulse signaling
V O <* t < Tb
g( t ) = - b (B .2 )
O elsewhere
and
G ( f ) = VTb smc^Tbje ( B . 3 )
Thus
h ( t ) = V ° ~ X ~ ^b (B .4 )
and
H(f ) = VTb *inc(4~lV) € ( B . 5 )
The filter output y(t) due to g(t) is
y(t) = RC*r) •*• h(."t) . ( B . 6 )
Thus
Y ( f ) = GW ' H-f ( B . 7 )
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and
y(t) = 1
O 6 ± f: Tb
( B . 8 )
Sampling the output at t = T^ yields
= Energy in basic pulse ( B . 9 )
The output of the filter due to the noise cannot be calculated
exactly but will be Gaussian -with variance
(B.10)
For Fblar signaling either g(t) or -g(t) is transmitted thus, PAVG =
V and the performance equation (2. 7) becomes
i . l l )
= Q
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Abstract
Optical Production and Detection of Ultrasonic Waves
in Metals for Nondestructive Testing
by
Richard A. Morrison
Ultrasonic waves have been produced by striking the surface of a
metal with the focused one-joule pulse of a Q-switched ruby laser.
Rayleigh (surface) waves, and longitudinal waves have been detected
with conventional transducers.
Optical methods of detection have been tested and developed.
Rayleigh waves were produced with an oscillator and transducer.
They have been optically detected on curved polished surfaces, and on
unpolished surfaces. The technique uses a knife edge to detect small
angle changes of the surface as the wave pulse passes the illuminated
spot. Optical flaw detection using pulse echo and attenuation is
demonstrated.
Optical detection methods are used to study the Q-switched ruby
pulse. It is concluded that focusing of the ruby pulse with an
inexpensive cylindrical lens leaves shallower scars on the surface,
and produces better directed waves. It is strongly suggested that
the Q-switched pulse is slow and limits the frequency response of thec
system.
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INTRODUCTION
Ultrasonic source waves are widely used for the nonJostruction
detection of flav/s in materials. These sound waves are usually
generated and detected with piezoelectric transducers. It should also
be possible to generate and detect these waves using laser beams.
When the optical technique is convenient, it will have certain
advantages over the technique using transducers. The surface must be
flat and reasonably smooth in order to couple a transducer to a
metal surface. In contrast to this, a well-focused, Q-switched
laser pulse will induce ultrasonic waves in a surface of arbitrary
shape. The laser beam also eliminates the necessity of making
electrical convections to the specimen. It is also possible to detect
ultrasonic waves optically . Optical detection requires a polished
surface, but hopefully does not require a flat surface. Optical
detection also is inherently a broad band detection technique as
contrasted to piezoelectric techniques, which detect the waves by
coupling a resonant device to the metal. The resonant detector
suffers from uncertain losses in the couplant and unknown phase
effects. It therefore detects a distorted, filtered, version of the
original pulse. Optical detection techniques require no couplant and
should detect a more broad band of frequencies than the usual
narrow-band detector. It should be possible to reproduce the sonic
pulse more accurately using optical detection.
Recently, accurate determinations of the velocity of ultrasonic
surface (Rayleigh) waves have been used to nondestructively detect
stresses in metals. Optical techniques hold -e promise for this
test technique, especially on a specimen without convenient flat
surfaces.
This experiment was divided into three parts. In the first part,
a Q-switched laser has induced ultrasonic waves in aluminum specimens.
The Rayleigh waves were first detected with quartz Y-cut transducers.
Longitudinal waves were also detected. An attempt was made to detect
transverse waves, with negative results. In the second part, Rayleigh
waves were generated with a transducer and were detected optically on
various surfaces using a He-Ne continuous wave laser. Optical flaw
detection was demonstrated. Surface waves were successfully detected
on an unpolished surface. In this part, careful study was also made
of the instrumentation required to make very accurate velocity
measurements, optically, for the nondestructive evaluation of residual
stress in metals. In the third part, the optical detection techniques
were used to study the characteristics of the Rayleigh-wave pulses
induced by the ruby laser pulse.
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Experiments
To determine if the acoustic waves induced by the Q-switched
pulse of a ruby laser could be useful for nondestructive testing,
several transducers were placed on a specimen on which the laser'
pulses were focused. Rayleigh waves were detected (Fig. 1) with a
Y-cut quartz transducer, and a wave velocity measured (Fig. 2). The
velocity was consistent with published velocities for these waves in
aluminum. A longitudinal wave detector was then placed on a surface
perpendicular to a line between the detector and the source. Waves
were detected. The computed velocity agreed well with published values
for longitudinal waves in aluminum.
A transverse-wave detector was mounted, with a viscous couplant,
on the specimen. A wave was detected. However the velocity for this
wave was identical to the Rayleigh wave velocity. To verify that this
wave was actually the Rayleigh wave, both a Rayleigh wave detector and
a transverse wave detector were mounted next to each other. (Fig. 3)
The travel distance between the source and the two detectors was then
varied by moving the source spot away from the detectors. As the
distance between the source and the detector increased, the travel
time to both detectors increased by exactly the same amount.
Transverse waves in aluminum are expected to have a velocity about 10%
less than the velocity of surface waves. A 10% difference in velocity
would have been easily measurable with this experiment.
If the major effect of the laser pulse is a sudden local heating
of the specimen, it is reasonable to assume that shear waves would be
less strongly produced than Rayleigh waves and longitudinal waves.
The lack of detectable shear waves is consistent with this hypothesis.
Part II
In this section, an ARulab PG650 C pulsed oscillator with a
Y-cut quartz transducer was used to generate Rayleigh waves in
specimens, and the waves were detected optically. Two methods were
tried. In the first method (Fig. 4) the beam from the laser is
reflected at normal incidence from the specimen back into the laser.
The beam from the other end of the laser was incident on a photodiode,
amplified and displayed on an oscilloscope. With this method the pulse
could be detected, but with a fluctuating amplitude and phase. It was
not possible to prevent the fluctuations. In fact, in subsequent
attempts, it was important to prevent the reflected beam from re-
turning to the laser in order to stop this unpredictable oscillation
from interfering with the desired signal. The method finally adopted,
used a knife edge. In this method (Fig. 5) the beam reflected from
the specimen is partially intercepted by a knife edge (a razor blade).
The beam that passes the knife edge ir focused onto a photodiode. As
the wave pulse passes the spot at which the laser beam is reflected,
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there will be a small angle change of the reflecting surface causing
a snail fluctuation in the amount of light blocked by the knife edge.
In order to enhance the effect, the photodiode signal was filtered,
amplified, and filtered again before entering the oscilloscope (Fig. 6).
Using this signal handling 7 M11Z signals of several volts were observed,
with an electronic noise of less than 5 mv. A 15 mw ile-l'le laser was
used. As mentioned before, care was taken to prevent the reflected
beam from re-entering the laser since the large uncontrolled
oscillations that resulted drove the first preamplifier out of its
linear range. If the surface was well polished, no lenses were
required to produce a strong signal. If the surface was not well
polished, it was helpful to use a converging lens to bring the
reflected rays to a spot small enough to reach the photodiode. Good
signals have been received with lenses of focal lengths from 7.5 cm
to less than 1/2 cm. The latter were microscope objectives. These
were used with diffusely - scattering specimens to gather enough of
the scattered light. They were placed to focus the incident light on
the surface and collimate the reflected beam, (Fig. 5). With a
microscope objective, however, it was difficult to prevent some of
the reflected light from re-entering the laser. The technique is
simple to set up and is sensitive enough to detect small scratches.
(Fig. 7) It was detected waves on the curved surface of a 3-inch
diameter cylinder (with a flat portion on which the transducer was
mounted.) (Fig. 8) A 5 cm focal length converging lens was used to
collect the reflected rays into a small area on the knife edge. The
ease with which this experiment was accomplished strongly suggests
that this technique can detect signals on polished surfaces of odd
shapes.
An attempt was made to detect acoustica. >e \n an impel: -o^-l
specimen. The difficulty here is that little of the -^f!<ici •
is reflected speculatively. A 10X microscope objective i.^ ; :..u.
light on the plate and collected some of the scattered light. A
beam splitter reflected part of the return beam onto the knife edge.
Acoustical waves were detected, but with only a 3:1 signal-to-noise
ratio. A more powerful laser will increase the amount of light
(and, therefore, the signal amplitude) that reaches the photodiode.
Also more careful placement of mirror can replace the beam splitter
with full mirrors, increasing the amount of light by a factor of at
least A times.
Flaw detection was demonstrated on a surface with a scratch. The
pulse echo from the scratch was detected in one experiment (Fig. 7a).
The attenuation of the surface wave was detected in a second
experiment. (Fig. 7b). In the attenuation experiment, the wave is
detected before crossing the scratch, and after. A clear amplitude
change was noted. The two measurements were done in surfaces of
similar reflectivity.
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An attempt has been made to detect the applied stress on an
aluminum specimen with this method. This technique involves the
measurement of the velocity between two points on the surface of a
specimen. The specimen is then stressed, and the new travel time is
noted. A tensile stress is expected to decrease the velocity of these
waves by a very small percentage. The change in travel time expected
is approximately 1 nsec/KSI/inch of travel distance. That is, for
each thousand pounds per square inch of pressure and each inch of
distance, a time shift of about 1 nsec can be expected. The total
travel time/inch is about 9 (isec. Thus a relative change of 1.10~^ /9
= 10 must be measured. In order to do this the laser beam was
split into two parts, which were reflected from two places on the
specimen (Fig. 9). Both reflected beams were adjusted to hit the
knife edge and enter the photodiode. A 7-Mhz transducer was used.
The pulse was detected first in one reflected beam and then in the
other (Fig.11 ). Delayed triggers from the oscillater and from
another oscilloscope were used to provide successive trigger pulses
for the display. With the proper timing provided by the variable delay
circuitry, it was possible to display the pulses simultaneously on an
expanded time scale (Fig. 11). Microscope objectives were used to
provide a small spot size on the specimen. The small spot size was
necessary to define the distance between the two spots unambiguously.
The specimen was mounted between two large bolts, which were mounted in
a frame. After the variable delays were set to line up the two pulses
on the display, the specimen was stressed. Strain was measured by
resistive strain gauges mounted between the beam spots, above and
below them. Using a modulus of elasticity of 10.6 KSI ( \j. inch/inch.) ,
the stress could be calculated. Stresses up to 12 KSI were used. As
the specimen was stressed, the position and angle of the surface
changed. This changed the angle of the reflected beam. Any re-
alignment of the mirrors, however, would change the spot position on
the specimen. Therefore, the knife edge photodiode was moved to best
intercept the individual beams, and separate exposures were taken of
each beam on the same photograph. (Fig. 11). In this way, the
relative travel time could be determined. This experiment did not
show consistent results. Several reasons suggest themselves:
(1) The beam spot size perhaps was too big. If this is so, then
as the angle changes, the knife edge intercepts the light
from different positions on the specimen. This problem is
easy to test for and eliminate. Simply move the knife edge
around. If, near maximum, the pattern always has the same
timing, then the spot is small enough. Microscope objectives
with ~1 cm focal length provided a small enough spot when
positioned correctly.
(2) When the plate is stressed, it moves slightly out of focus
and the beam spot becomes too large for accuracy. This
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possibility was rejected by the method suggested in ill.
(3) The beam did not hit the plate at normal incidence (if it
did, the reflected beam would travel back along its original
route, reentering the laser. This must be avoided).
Therefore, as the plate moved during stressing, the spot
position moved. An attempt was made to minimize this error
by permitting only a vertical displacement of the light beam.
Since the surface wave travels in a horizontal direction, a
vertical displacement of the sensing point should not
change the travel time. However, it was not possible to
determine if all horizontal displacements were eliminated.
This may have been the source of error.
(4) Electronic noise. The cleanness and reproducibility of
results - as long as the optics was not touched - shows
that problems in the electronics were not the source of
error.
Part III
In this part acoustic waves were both generated and detected
optically. Transducers and oscillators were not used. In order
to take advantage of the broadband nature of this method, the tuned
filters were first discarded and the signal was observed at the
output of the preamplifier (after an RC high-pass filter with a 500
KHz time constant). The ruby laser was located = 4 m from the
impact point. Without some focusing of the ruby light, no
pulse was observed. With focusing by a 5 cm lens, a pulse was
observed (Fig. 12). The shape varied with the size of the beam
spot and the power output from the laser. A rapid ( < 10 nsec)
risetime for this pulse was expected. Focusing did not effect the
rise time critically. The electronics are capable of a 30 nsec
risetime. (See App 1) Despite this, the pulse risetime was 100 nsec.
In order to do the accurate timing, a shorter risetime is desired.
The reason for the long risetime is not well understood. Preliminary
tests, however, suggest that the risetime of the ruby pulse is
> 50 nsec. These tests were done with two photodiodes, both
nominally capable of 4 nsec. risetime. They observed the Q-switched
pulse. Their outputs went directly to a Tektronics type 7704
oscilloscope. Their signals agreed, thus verifying that the photo-
diodes were not at fault. It may be possible to tune the pockels cell
supply voltage, timing, and alignment to give a faster rise time.
In order to demonstrate the sensitivity of the purely optical
system, the tuned amplifier was reinserted after the amplifier and
tuned for maximum response. The resulting oscilloscope pattern
showed considerable detail, due probably to the complex echoes coraing
from all directions (Fig. 13). Two experiments were tried to simplify
the pattern. A metal comb was inserted in the beam. This comb, which
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alternated absorbtion and transmission in intervals of 1/2 nm was
designed to direct waves of 10 MHZ. No signal was observed. In a
second attempt, an inexpensive cylindrical lens with a 3(cm.focal
length was used to focus the ruby light. This produced a major
simplification of the echo pattern, presumably because of the better
defined direction of the wave pulse. (Fig. 14)
Conclusions
1
 It is'necessary to determine if these optical techniques are
•useful'in a program of nondestructive testing of metals.T
The basic detection technique is easy to set up and lens
placement is not critical, if lenses are necessary at all. The only
requirement of a lens is that it concentrate as much light as
posIsli>l'eiiat the knife' edge so that light not intercepted by the knife
edge enters the photodiode.
Suggestions for Increased Sensitivity;
(a) Mount the 150 pf. capacitor in the preamp chassis so as to
minimize capacity of ground. Connect the preamp directly
' to'the Lite-Mike. Then mount the Lite-Mike preamp
combination on a plate' that can be moved from side to side
••->.":; • with a fine screen - without an angle change. Adjust this
position for maximum signal. Be sure the beam is cut off by
1
 the knife edge, not the edge of the photodiode. Use a
;
 sharp knife edge.
(b) Increase the power of the He-Ne laser, and use a large areav
'• photodiode that can safely withstand the extra power Do
1
 not focus the light to a point on the photodiode; merely
1
 reduce it in size so that the light does not intercept the
1
 edges of the diode. The less-concentrated light is safer
to the diode. If the laser is made more powerful, this
' method should work on unpolished surfaces.
i . .
This detection technique is, I believe, usable now for flaw
detection on curved polished surfaces. The polish need not be
perfect.' -i '.
The ruby laser does slightly scar the surface of the metal. With
an ordiriary lens'it leaves a small pin hole. As the ruby continues to
enlarge 'the pin hole, the wave amplitude decreases. To increase the
amplitude, move to a fresh spot. The cylindrical lens is more
effectivb in directing the wave where it is wanted and leaves a much
shallower line on the metal. If the beam is deliberately kept
slightly* defocused, the wave amplitude is not degraded too much, and
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the scar can be avoided. This lens is highly recommended.
On a curved surface, the ruby may be the best method for
inducing surface waves in the material. A reliable, simple, laser
is recommended for this purpose.
If optical detection is done with the ruby, considerable
attention must be paid to light leaks. All leaks in the body of the
Lite-Mike must be sealed and a cover" should be placed around the
detection optics. This can be jury-rigged of cardboard for the test
being done. Small holes usually admit a large flash from the
Q-switched pulse anyway. This is a convenient trigger for the
oscilloscope. It is also more accurate than the sync pulse from the
Pockels cell power supply. The cover must be sufficiently good to
eliminate any of the smaller laser flashes, after the big one. These
show up at varying times and confuse the data.
For the stress measurement, several recommendations can be made:
(a) The He-Me laser power should be doubled or tripled.
(b) Two lite mikes, with the associated electronics, should be
used.
(c) A flexible 3-dimensional optical structure should be
purchased, one capable of mounting lenses, etc., in various places.
It should be possible to move lenses along the line of sight without
other displacement or angle change. It should be possible to
displace the knife edge across the beam line without other changes.
(d) Some provision must be made for accurately measuring the
wave travel distance between the two detection points.
(e) The object must be stressed - without effecting the other
optical components - with a minimum of surface movement of angle
change.
This technique is of interest, but more work is required to
rtiake it of. operational use.
Appendix I
Methods of Amplifying and Filtering Used in These Experiments;
The smallness of the signals emitted from the photodiode
required low-noise amplification. An ORTEC 109A preamplifier v?ith an
FET front end was used. This preamp must be protected from the large,
low frequency oscillations due to vibrations of the various optical
parts, and due to oscillations of the laser output. Therefore, a
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small capacitor ( 150 pf) was inserted, in a small BNC insertion box,
between the photodiocle and the preamp (Fig. 15) . In order to eliminate
excess capacity to ground, the ORTEC was connected directly to the
insertion box. In a more permanent setup, the 150 pf capacitor should
be connected inside the ORTEC chassis to eliminate to capacity of the
insertion box. The rationale behind (a) the 150 pf high pass filter
and, (b) the.low capacity to ground are as follows:
(a) The preamp input resistance to ground, several hundred megohm,
with the 150 pf capacitor form a high pass filter.
(b) In its most sensitive setting the photodiode (EG&G Lite-Mike //
560B) has an effective impedance of 5 KZ. This, with the stray
capacity to ground of cabling, etc., form a low-pass filter,
that seriously limits the frequency response of the electronics.
To determine if the frequency response of the lite-mike is the
source of problems, switch from XlOO to XlO. The signal should be
reduced by a factor of 10, if the Lite-Mike frequency response is not
the limitation. To find if the XlO scale is giving adequate frequency
response, switch from XlO to XI and see if the signal goes down by a
factor of 10. If so, then the XlO scale is OK.
When a broad band signal was desired, the preamp was connected to
the oscilloscope through a high pass filter. When highest sensitivity
was desired, the preamp was connected to an Arulab model PA620-SN tuned
amplifier. The oscilloscope then observed the output of the amplifier.
An acceptable preamplifier, which slightly sacrifices frequency
response and noise level for convenience, is the Panametrics Acoustic
Emission Preamp.
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Fig. 1
Detection of Rayleigh Waves. The first sharp pulse is the
original shock pulse from the laser. The second, smaller one is an
echo from the far edge of the specinen. The slower noise are the body
Fig. 2
Measurement of the Rayleigh wave velocity in an aluminum specimen.
The detector was moved away from the impact point in 2.54 cm intervals.
Successive traces show the time of arrival of the pulse at successive
detector positions. The photograph on the right is a continuation of
the photograph on the left. The oscilloscope sweep for this photograph
was delayed by 47.2 sec to bring the pulses on scale.
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Fie. 3
Demonstration that the waves detected by the shear wave detector
are Rayleigh Waves. The top trace in the left-hand photograph is the
pulse in the Rayleigh Wave detector and the bottom one is from the shear-
wave detector. When the impact point was moved »15 cm away from the
detector, the presweep delay was increased, but the time difference
between arrival times remained the same. Therefore, the waves traveled
at the same velocity. The right-hand photograph shows (top and bottom
interchanged) the time separation after the time increase. The sweep
speed in the two photographs is the same.
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PHOTODIODE LASER
TRANSDUCER
Fig. 4
Prelininary Optical Setup
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LASER
PHOTODIODE
LASER
PHOTODIODE
LASER
PHOTODIODE
Fig. 5
Several forms of the knife-edge technique used in this experiment
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Fig. 7 a - Fig. 7b
Demonstration of Optical Scratch Detection
Fig. 7a Pulse echo technique. Top trace. The first signal (at 25-30
(j.sec) is the original pulse. The second large pulse (at 68-70 sec)
is the echo returning from the far edge of the specimen. The pulse at
46 sec is the echo from the scratch, which was about halfway between
the sensing point and the far edge. Other, smaller pulses are due to
other flaws on the surface. The pulse at 82 sec is the echo from waves
that turn the far corner and reflect from scratches on the edge.
Bottom trace: ilalf-inch-wide masking tape barely covered the scratch
and severely attenuated penetration of waves beyond it.
Fig. 7b Attenuation method. The top trace comes from just before the
wave reaches the scratch, the bottom trace fron just after. This method
must be used with caution. Points of good polish in both places should
be used, otherwise the signal may be attenuated by lack of polish.
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Fig. 8
Fig. 8a Several traces showing a signal from a curved specimen. First
trace is at 10 p.sec/division, second at 1 fjLsec/division, and third at
20 nsec/division.
455
ONatH
 
O
H
 Z
3
CD
 
a
•£^
-
a
 fn
x
 
o
CD
 
««
co
 
^
02
 
^
s
 1CO 
-G
o
 
co
*2
 
S
fl
 
i—i
N
HM
 
CD
<D•shD1
456
UoGO
IUOooo
tiQ)enCOCOoo•—11oCQOI•sa«h&0.SQ
U
l
oe
.
O
f!
U
J
457
Fig. lla Oscilloscope Trace
Showing an example of the first and second signals.
are 5 (J.sec and 20 nsec per division
Time scales
lib
Scope traces for this experiment. These pictures were the data.
They were taken with two oscilloscopes operating at the same time. The
traces alternate between first beam traversed by the sound wave and
second beam, the top pair at 3 KSI, the middle pair at 6 KSI, and the
bottom pair at 9 KSI. The left and right photographs show the same
signals, the left at 500 nsec and the right at 50 nsec per scale division.
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Fig. 12
The shape of the acoustic pulse produced by the Q-switched laser.
The difference between these two traces occurred when the laser power
was increased, the right one at higher pox^er in the ruby.
Fig. 13
The acoustic pattern received after the focused beam is fired.
Two traces were taken to demonstrate that the peaks are not due to
random small ruby pulses following the main burst.
Fig. 14
The echo pattern received after the cylindrically focused beam is
fired. This picture is easier to interpret. The two traces show the
effect of small changes in knife-edge position. The pulse at 26 sec
is the direct shock, the one 8 fisec later, the first echo from the
far corner.
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AN ANALYSIS OF TEXTURE ON LUNAR GROUND PHOTOS
By
Judy Olson
ABSTRACT
Texture is one of the major aspects of a single lunar ground photo giving
information about the distance to features. If texture is measurable and its relation to
distance known, it could perhaps be incorporated into simulations of views from )>;trticular
ground locations.
An experiment was performed in an attempt to evaluate autocorrelation us an
indicator of texture using five small patches representing varying distances on c tch of four
lunar photos. Each patch was scanned at 50 micron increments on a 64-level pray scale.
Several problems were involved in using the ordinary autocorrelation value bui a rougher
"autocorrelation" measure, the percentage of neighboring pairs (at a given lav.' Distance)
which fell within one graylevel of one anqther, yielded very encouraging result. As the
distance to the feature decreased, initial slope of the graph of percentage against lag
increased and the general level of the graph decreased. When a crestline was present, the
graph tended to continue to decrease at higher lags as well, rather than leveling ofT after the
initial steep slope.
Further study is needed to relate such characteristics to more precisely known
distances, to look into the effects of variables such as lighting conditions, and to find a
feasible method of incorporating the feature into simulated views.
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AN ANALYSIS OF TEXTURE ON LUNAR GROUND PHOTOS
INTRODUCTION
This study of texture on lunar ground photos developed from an interest in realistic,
or visually effective, representations of the lunar surface.1 There are many different ways of
graphically representing an undulating surface to convey to the viewer its essential
characteristics — its relief and slopes, the spatial arrangement of high and low points, and so
on. The choice of method is dependent upon the purpose for which the representation is
intended. Visual representations, i.e., those which quickly convey the general nature of the
surface, are not substitutes for the highly accurate and versatile topographic map but
supplement it and allow for efficient communication of aspects which are not readily
conveyed by 'these more abstract devices. Generally speaking, visual representations are but
transformations of the information contained on the topographic map.
One type of realistic representation of a surface is the view from a particular ground
location, as it would be seen by an observer or recorded on photographic film. This type of
representation is useful in becoming acquainted with the look of an area, in recognizing
location, and in identifying specific features. It would be impossible to generate a view in its
exact detail simply from the information on a topographic map of the area. In examining
actual ground photos, however, there are basically three characteristics which combine to
convey information to the viewer about the general nature of the area. These three
characteristics are (1) the arrangements of crestlines, (2) the general light and shade
conditions, and (3) the texture (see Figure 1).
It was the last of these, texture, which was chosen for study in this project. The
purpose of the study was to examine the autocorrelation function as a measure of texture
and to determine whether the apparent change in texture on the photo with increasing
distance from the point of observation can be detected through the use of the measured
autocorrelation values. Thus, the problem was one of automatic pattern recognition (not
recognition of objects but of a certain aspect of the scene, distance). One of the implications
of a highly patterned behavior of the autocorrelation function over changing distances from
the point of observation would be the possibility of simulating texture in generating views
from particular points, since texture would then be a function of the information contained
on the topographic map of the area. Another possible implication would be that distance on
actual photos might be more predictable from this measure; it is well known by those who
have worked with the Apollo missions that distance to visible features is very difficult to
judge on the lunar surface and on lunar ground photos. The actual attainment of either of
these goals was, of course, beyond the scope of this limited project. It was hoped, however,
that the results would at least be a step along the way and that they would contribute to an
understanding of the relationship between a measurable aspect of the photograph and a
visual aspect.
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THE PROPOSED TEXTURE INDICATOR AUTOCORRELATION
"Texture" is a concept and is not easily defined nor is it easily measured. Although
the concept will not be discussed in detail here2, it is useful to note that certainly texture
on the photograph has something to do with the spatial arrangement of the graytones, i.e.,
with the relationship between the values of graytones to the values of neighboring
graytones. Since autocorrelation is a measure of relationship between values and their
neighbors at some defined distance (or lag), it seemed quite plausible that this technique
would be useful for measuring that characteristic of the photograph which differs as the
distance to the feature (from the observation point) changes.
There are, of course, an infinite number of lag distances on the flat photo for which
the autocorrelation coefficient can be calculated, and even if only a part of the
autocorrelation function is calculated, it is no longer a simple (one-valued) indicator of
texture. It could also be measured in any direction or combination of directions. It seems
reasonable, however, that just a few characteristics associated with autocorrelation might be
highly related to distance from the viewer. These characteristics include the general level of
the autocorrelation values over short lag distances; the rate of decay of the function; the lag
distance at which the autocorrelation value falls to a certain value; and the lag distance at
which the function begins to repeat if, indeed, it is a repeating function.
It was difficult to predict just what the relationship between these characteristics
and distance from the camera would be, and thus, the study was intended as a somewhat
exploratory one. It would be expected, of course, that the level of autocorrelation and the
smoothness of the function would increase with increasing distance from the camera, since
the photo scale would be decreased and hence the graytone over any finite area on the
photo would represent an aggregation, and thus a smoothing out, of the various tones on the
corresponding portion of the lunar surface. The exact nature of these changes, however, was
not so easily predictable. There was also the possibility that the many uncontrolled aspects
and those whose effects simply had not been considered would greatly affect results. With
an exploratory approach, an open mind would be maintained and adjustments in the texture
analysis could be made as the project progressed.
In the literature, autocorrelation and similar techniques (including Fourier
transformations) have been utilized in a number of situations which are somewhat related in
nature to the present problem. In pattern recognition they have been used in distinguishing
between alphanumeric digits3 as well as for experiments in automatic terrain classification"
and for analyzing precipitation patterns.5 In psychology, they have been used in studying
pattern discrimination6 and texture.7 With the evidence at hand and with the facilities
available for scanning the photos and recording the graytone values,8 it was felt that such an
approach to analyzing this major photo characteristic, texture, would be a useful one.
THE EXPERIMENT
Four lunar ground photos were chosen for studying including two from Apollo 15
and two from Apollo 16. These photos are shown in Figure 2 and are described briefly in
the caption. They were chosen primarily for the variety of distances represented on them.
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Prints of these photos were available at MSFC, from which approximately 4 x 5-inch
negatives were made for the purpose of scanning (this reduced scale was the same as
represented in Figure 2). On each negative, five patches !/2 X Vz cm. in size, representing
various distances from the camera, were chosen for analysis. Some of these patches were
deliberately chosen such that a Crestline passed through for the purpose of observing the
effects of this rather abrupt transition of distances. Each of these 20 patches was then
scanned at an increment of 50 microns producing a 100 X 100 matrix of values on a 64-level
gray tone scale. Due to a minor problem, it was necessary to eliminate the last 6 rows,
resulting in a 94 X 100 matrix of data for each patch.
The autocorrelation values for lags one through 15 (representing lag distances of 50
microns to 0.75 mm on the 4 X 5-inch negatives) were computed for each patch. Simple
product-moment correlation was applied to the data for each lag, the data being paired lists
of values, one value being the graytone at a given point, its paired value being the graytone
of its neighbor in a given direction at the given lag distance. Pairings were set up in several
ways (horizontally, vertically, both, etc.) so that possible direction bias could be noted.
The results of this first attempt to measure autocorrelation were disappointing to
say the least. The difficulties included the following: (1) The amount of data involved was
not suited to the specific method used to calculate the coefficients. Values obtained
intermediate to final results were extremely large and created handling problems in the
programming. (2) The method was also unsuitable in that it was extremely slow and
required far more computer time than anticipated. (3) Apparently (though not yet verified)
the method was also unsuitable for the types of value variations which occur on such
photos. For example, in cases where there is very little variation in value and thus a visually
smooth texture (neighboring values highly related visually) the measured coefficient can be
very low.
The first two of these problems would probably be lessened considerably with more
efficient programming. The third, however, suggested that an alternative approach might be
useful and an examination of previous output suggested an extremely simple one. Rather
than measuring the relationship between neighboring values with the product-moment
correlation procedure, the relationship was measured simply as the percentage of pairings
(vertical pairings were used here) which were within one graylevel of one another. This
"autocorrelation" measure was also calculated for lags one through 15. The same program
was used as previously with the addition of one short loop and instructions to by-pass the
unneeded procedures. The large-number problem and the computer-time problem were
eliminated and the results were considerably more encouraging than previous ones.
Figure 3 presents the basic resulting information in graphic form. Each graph
represents the results for one patch, with lag on the horizontal axis and percentage of pairs
whose values were within one graylevel of one another on the vertical axis. Each column
corresponds to one photo. The letters and numbers in the figure correspond to those in
Figure 2 and Cr designates a crestline.
The behavior of the function represented here is quite well-patterned. Looking at
the results in graphs 2, 3, and 5 for Photograph A there is a marked increase in the initial
steepness of slope (i.e., the slope of the line over the first few lags) and a general decrease in
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the level of the curve as the distance represented decreases ( the lop graph represent ing I In-
most distance, the lower graph the least). Graphs 1 and 4 are IVoni patches through which
there was a crestline. The effect of the crestline seems to be that it distinctly descreases the
similarity of values at the higher lags; there is less leveling off of the function after the in i t i a l
steep slope.
For Photographs B and C, the same general characteristics are found including that
graphs 6, 8, 11, and 13 (crestline patches) again show decreasing values for the higher lags.
The crestline in the patches corresponding to graphs 11 and 1 was the horizon line; these
graphs do seem to differ slightly from other crestline graphs in that they are high and the
initial steep slope is very short.
The graphs for photograph D,with 17 being a crestline graph, also illustrate the same
characteristics though it is immediately noticeable that the changes from one graph to
another are weaker. The differences in distances for the patches represented, however, are
not as great as those in the other photos and, thus, weaker contrast from graph to graph
would be expected.
The examination of these curves seems to indicate that the values for lags
approximately through the fourth yield information concerning distance, with the
differences between values at these lags and those at higher lags yielding information as to
whether a distinct crestline is present. Unfortunately, since exact distances are unknown, a
precise comparison between photos is precluded. Comparing rough estimates with the values
graphed, there seems to be some systematic behavior but not as much as within each photo
separately. Probably lighting conditions and camera focus would need to be taken into
account in comparing from photo to photo.
IMPLICATIONS FOR FURTHER RESEARCH
The results of this study suggest some very concrete steps for further inquiry. As a
pattern recognition study it suggests that this simple "autocorrelation" measure might be
useful for recognizing distances, crestlines, and possibly other features. Some of the
variables which need attention include general lighting conditions (analyzing the interactive
effects of lighting and texture) and film development effects. More immediate, however, are
the needs (1) to relate precisely-known distances to the characteristics of this measurement,
(2) to find those aspects of the function which best indicate the desired information and
determine how reliably and accurately they perform, (3) to examine the effects of the
scanning increment size on the usefulness of the measure, and (4) to explore the possibilities
of a slightly revised measurement (such as the percentage of neighbors within two graytone
values of one another or perhaps a standardized difference value for the pairs, the inclusion
of pairs in all directions rather than just one, etc.). In addition, the assumption was made
here that the surface characteristics on the moon were homogeneous and the effects of
blockiness, distinct changes of composition, etc., should also be studied.
Concerning the implications for the inclusion of texture in transforming topographic
information into the view from a particular point, the results suggest that, indeed, texture (a
measurable expression of it) is a function of topographic information. With further study it
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would seem quite possible to develop a method by which photographic manifestations of
these functions could be generated. One of the greatest problems involved would probably
be the simultaneous maintenance of the proper functions in more than one direction.
SUMMARY
This study has attempted to measure the varying textures on lunar ground photos
which change with varying distances to the features in view. Autocorrelation was used as
this measure but its calculation in the ordinary manner proved less useful than expected. A
rougher but more easily calculated "autocorrelation" measure, the percentage of
neighboring values within one graytone level of one another on a 64-level scale, yielded very
encouraging results. Graphs of this function over fifteen lags for patches representing various
distances from the viewing point showed increasing initial slopes and a lowering in general
level as distances decreased. When crestlines passed through the analyzed area there tended
to be a more noticeable decrease in values at higher lags.
The study suggests that this measure may be a useful one in automatic recognition
of such aspects as distance and crestlines and that it may be quite possible to incorporate
texture into simulated views of the lunar surface from a given ground location.
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FIGURE 1. (FIGURE 1 FROM REFERENCE 1) A LUNAR GROUND
PHOTOGRAPH ILLUSTRATING THE CRESTLINES, GENERAL
LIGHT AND SHADING, AND TEXTURE EFFECTS.
(POLAROID COPY OF A SECTION OF AS14-64-9117,
APOLLO 14)
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FIGURE 2. PHOTOGRAPHS USED IN THE STUDY, WITH THE ANALYZED PATCHES
DESIGNATED. PHOTO A IS NUMBER 106-17239 FROM APOLLO 16.
THE LARGE CRATER IS NORTH RAY. PHOTO B IS AS15-90-12247
FROM APOLLO 15 AND SHOWS THE MOUNTAINS TO THE SOUTH OF
HADLEY IN THE BACKGROUND. (CONTINUED - NEXT PAGE)
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FIGURE 2 (CONTINUED). PHOTO C IS AS 15-82-11119 FROM APOLLO 15. THIS
PHOTO ALSO LOOKS TOWARD THE SAME AREA BUT FROM A
DIFFERENT LOCATION. PHOTO D IS NUMBER 109-17823 FROM
APOLLO 16 AND SHOWS SPOOK CRATER WITH STONE MOUNTAIN IN
THE BACKGROUND.
PATCH NUMBERS (1-20) ARE INDICATED; Cr DESIGNATES THAT A
DISTINCT CRESTLINE PASSES THROUGH.
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SIMULATION, MANUAL AND COM I ' U T R U I /.Kh
(SMAC)
By
Murl Wayne Parker
ABSTRACT
Monte Carlo simulation of discrete stochastic real world
systems has become a major problem solving technique in recent
years with the development of high speed, high capacity computers.
Projections indicate that this trend will continue in the foreseeable
future.
As in the use of any new tool, acceptance of simulation
results is limited by the understanding of the technique. To over-
come this limitation, Simulation, Manual and Computerized (SMAC)
has been developed. The guiding concept was to develop a simulation
modeling method which can be quickly taught and learned, yet can
be used to solve significant real world problems.
SMAC consists of two manual simulation methods and one
computer program. One of the manual methods is designed to
impart an understanding of simulation; the other is designed to be
a practical simulation method.
The computer program will simulate queueing situations with
up to five parallel servers or up to three series servers. The
program is built around GASP IIA routines and retains the 8K,
capability of GASP.
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INTRODUCTION
With the development of high speed, high capacity computers,
Monte Carlo simulation has become a major problem solving
technique. With the continued progress in computer technology,
it seems likely that simulation will become an even more powerful
tool.
As in the use of any new tool, acceptance of simulation results
is limited by the understanding of'the technique. This limitation
is especially acute for simulation. This is true for at least two
reasons; first, because simulation is such a powerful technique,
it produces results which are difficult to believe. Second, there
is some conceptual difficulty in understanding how some numbers
on a piece of paper, or a set of computer commands, can really
represent or model some real world system to the extent of
being able to predict the results of system operations.
OBJECTIVES
To overcome this conceptual difficulty, Simulation, Manual
and Computerized (SMAC) has been developed. SMAC is a
simulation modeling method which consists of two manual
procedures and one computer program along with instructions for
the use of these.
MANUAL PROCEDURES
The first manual procedure (SMAC I) is intended for use as a
teaching technique. It is designed to impart an understanding of
the modeling process and is setup so that activities in the real
world system are reflected one-to-one by a simulation activity.
This correspondence is intended to overcome the conceptual
difficulty mentioned above.
SMAC I uses three forms:
a. Entity Activity Forms
b. Queue Sheets
c. Master Timesheets
These three forms are shown in figures 1, 2, and 3, respectively.
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ENTITY NA/i^ P
ACTIVITIES
1.
2.
3.
4.
5.
ACTIVITY BEGIN END TIME ACTIVITY BEGIN END
SYMBOL
TIME
Figure 1: Entity Activity Form
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QUEUE NAME.
ENTER
NO.
I
2
3
4
5
6
7
8
9
10 "
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
TIME
EXIT
V TIME
LAPSED
TIME
ENTER
NO.
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
TIME
EXIT
J/ TIME
LAPSED
TIME
Figure 2: Queue Sheet
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MASTER TIME SHEET
SHEET.
TIME _
. o f .
to.
TIME
1
5
10
15
20
25
EV. TIME
26
30
35
40
45
50
EV. TIME
51
55
60
65
70
75
EV. TIME
76
80
85
90
95
100
EV. TIME
101
105
110
115
120
125
EV; TIME
126
130
135
140
145
150
EV. TIME
151
155
160
165
170
175
EV. TIME
176
180
185
190
195
200
EV.
Figure 3: Master Timesheet (SMAC I)
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The second manual procedures (SMAC II) is intended for use
as a practical manual simulation method and uses only one form,
a Master Timesheet, shown in figure 4.
Three sets of random number tables are supplied for use with
SMAC I and SMAC II. The first set consists of uniform random
deviates (00 to 99). The second set of numbers is composed of
exponential random deviates with means ranging from 0. 25 to 20. 0.
The third set is composed of Poisson random deviates with means
ranging from 0. 25 to 20. 0. Samples of these sets are shown in
tables 1, 2, and 3, respectively.
Uniform random numbers are supplied because random deviates
from any distribution can be generated using uniform deviates as
a basis. Exponential and Poisson deviates are supplied because
these distributions are often needed in modeling queueing situations,
a common use of simulation.
SMAC I and II Definitions
The following definitions are needed in order to use SMAC I
and II.
a. Permanent system entities -- Persons, machines, or
facilities which are integral to system operation as opposed to
being a transient element in the system.
b. Entity activities -- Distinguishable categories of
entity behavior. Enough categories should be clearly defined so
that activity at any time falls into one and only one category.
c. System queues -- Waiting lines. If a queue is
defined prior to some sort of service or service facility, all
entries to the service are considered to join the queue, even if
the service is immediately available and no waiting is required.
When no waiting is required, the entry is called a zero entry.
d. Queue discipline -- The rules under which the queue
operates. For our purposes, all queues will operate under the
following standard discipline unless otherwise defined.
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MASTER TIME SHEET
TIME
1
2
3
4
5
6
7
8
9
10
--15
20
25
30
35
40
45
50
TIME
51
55
60
65
70
75
80
85
90
95
100
SHEET
TIME
of
to
Figure 4: Master Timesheet (SMAC II)
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71
55
73
79
71
23
52 21
78 58
48 47
49 45
55 15
32 76
57
25
03
05
97
78
92
15
82
98
20
74
18
98
28
79
80
30
97
8
39
71
84
20
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57 64
51 51
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55
29
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Table 1: Sample of Uniform Random Deviates
17
7
4
1
12
4
3
6
1
6
7
7
1
0
9
0
3
0
6
3
7
3
6
3
5
17
0
2
7
13
Table
0
4
5
5
8
5
8
0
3
3
5
2
2
2
2
1
15
6
2: Sample
4
13
8
2
4
7
6
6
4
8
7
1
26
0
14
0
5
2
2
13
1
10
1
1
of Exponential
7
6
6
4
3
4
5
4
5
5
10
5
1
4
1
0
5
6
2
2
5
7
2
5
13
0
0
3
5
0
(Mean = 5
9
5
10
3
1
9
.0)
1
0
4
8
4
2
Random Deviates
6
5
5
4
8
0
7
5
5
0
8
5
7
3
7
2
6
3
4
4
2
5
4
5
6
6
13
3
6
3
(Mean = 5)
Table 3: Sample of Poisson Random Deviates
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(a) First come, first served. . . ,/
(b) No balking (leaving if the line is too long).
(c) Poisson arrivals (the number of arrivals into
the system is a random variable distributed according to the
Poisson distribution).
(d) Exponential service times (the service times
are random and are distributed according to the exponential
distribution).
(e) Single or parallel service facilities are served
by a single queue, with no facility preference.
e. System events -- Arrival to a queue, departure
from a queue, or an entity changing from one activity to another.
f. RN -- Random number.
SMAC I Simulation
Preparation for simulation.
a. For each permanent system entity, fill in the heading
of an entity sheet. List the activities for each sheet.
b. For each queue in the system, fill in the heading of a
queue sheet. Define the queue discipline if different from the
standard discipline. ,
c. List the system events and assign a mnemonic
letter to each.
!
d. Select the proper RN table or generate a set of
appropriate RN's.
e. Enter system independent events onto the master
timesheets. Use sequential numbers for queue entries and exits.
Simulation
!
a. Use the master timesheets as a guide and move the
system through time. As the system is updated on the master
timesheet, make sure that each queue and entity sheet is also
updated. Follow the specific procedure given below.
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(1) Find the earliest completion time for the last
entry on any entity sheet.
(2) On the queue sheets, enter a tr^ for the arrivals
up to the time found in (1). Enter these arrivals (as numbers)
on the timesheets if they are not already entered.
(3) Determine the next activity to occur after the
time found in (1). Enter the mnemonic(s) for the starting event(s)
on the master timesheet.
(4) Determine the length of time of the activity
and enter the mnemonic for the ending event on the master time-
sheet. Enter the starting time, ending time, and elapsed time
on the entity sheet.
(5) Enter the service beginning time and elapsed
time for any customer leaving the queue due to the events entered
on the master timesheet.
(6) Repeat steps (1) to (5) until the simulation is
complete.
b. No procedure for analyzing the results of a SMAC I
simulation is given since SMAC I is intended as a training
procedure only. Once the process of simulation and modeling
is understood, SMAC II should be used as a more efficient
procedure.
SMAC II Simulation
Preparation for simulation.
a. List the permanent system entities. For each, list
the entity activities.
: b. List the system queues. For each, define the queue
discipline.
c. List the system events, and assign a mnemonic
letter to each.
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d. Enter appropriate headings on the columns in eneh
timesheet, one column for each queue and one for each entity.
e. Select the proper RN table or generate a set of
approximate RN's.
f. Enter system independent events on to the master
timesheets (use sequential numbers for queue entries and exits).
Simulation
Beginning with time one, enter the mnemonic for each
event on to the master timesheets (use sequential numbers for
queue entities and exits).
Analysis
a. For each entity sum the times spent in each activity.
Calculate the percentage for each activity.
b. For each queue,
(1) Tally the zero entries.
(2) Note the time spent in the queue by each non-
zero entry.
(3) Note the total duration of each queue length
experienced.
c. From this information, the following queue statistics
may be calculated:
(1) Percent zero entries.
(2) Percent non-zero entries.
(3) Average queue length.
(4) Maximum queue length.
(5) Average waiting time (all entries).
(6) Average waiting time (non-zero entries).
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COMPUTERIZED PROCEDURES
In order to allow simulations of more complicated situations
over longer periods of simulated time, a computer program has
been developed (SMAC III). The program has the capability of
simulating up to three series queues or up to five parallel service
stations for a single queue.
SMAC III is based on the GASP IIA language developed by
Pritsker and Kiviat (1). GASP IIA is a set of Fortran subroutines
developed to facilitate simulation of complicated systems.
Essentially, the routines provide convenient recordkeeping,
sequencing, and timekeeping capabilities.
The use of GASP as a base for SMAC III served several
useful purposes. First, because of the convenience mentioned
above, the routine was easier to write. Second, GASP is written
to stay within an 8K core limitation so that it can be used on
small machines such as the IBM 1130,. This 8K capability has
been retained in SMAC III. Third, users of SMAC will automatically
have access to GASP IIA routines. This allows the use of these
routines to perform more complex simulations as the capability
is developed.
Use of GASP requires that the user write a main program,
an EVNTS subroutine, an OTPUT subroutine, and other subroutines
structured to update the GASP files as the simulation occurs.
These other subroutines are the main part of any GASP
simulation and determine the effectiveness and scope of the
simulation. SMAC uses three of these subroutines; ARV, START,
and FIN. ARV deals with arrivals to the system, START deals
with beginning service for a customer, and FIN deals with
completion of service for a customer. Flow charts for these
three subroutines are shown in figures 5, 6, and 7, respectively.
From the figures it is evident that the logic is only slightly
different for series and parallel queues.
Built into SMAC III are the assumptions of first come - first
served, Poisson arrivals, and exponential service times. Balking
is allowed, and a minimum service time can be specified.
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To use SMAC III, it is only necessary to use two data
cards. The format for these two cards is shown in table 4.
Restrictions
There are several constraints on the operation of SMAC III.
as listed below.
a. All parallel servers are considered to have the same
average service time.
b. The total number in all queues at any one time is
restricted to approximately 10. If too many customers are in
the system at any one time, GASP error 87 occurs (too many
entries in a file).
c. Error messages are GASP standard errors which
may not be too meaningful to a SMAC user.
d. All arrivals and services are considered to be
Poisson and exponential, respectively.
In addition to these operating constraints, it has been
necessary to modify some of the GASP routines. These include
DA TAN, SUMRY, ERROR, and PRINTQ. These modifications
took two primary forms. The first was removal of standard
GASP output, as not meaningful toSMAC users; and second,
reduction of program size to permit operation within the 8K
limitation.
CONCLUSIONS AND RECOMMENDATIONS
SMAC offers a vehicle whereby Monte Carlo simulation can
be easily understood. In addition it offers the capability of
simulating systems which do not call for the application of more
powerful languages. This simulation maybe manual or computerized.
SMAC III users also have access to GASP IIA, a powerful
Fortran based language which can be used to simulate complicated
systems.
In order to make SMAC III more useful, the ERROR routine
should be modified to print error messages meaningful to SMAC
users. As a software addition, a set of notes for the user
(learner) must be written.
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Card 1
Column Data
1-12 Name of user
13-16 Project Number *
17-18 Month (Number) *
19-20 Day (Number) *
21-24 Year *
25-28 Run Number *
29-30 Simulation Type * (0 for parallel, 1 for series)
31-40 Mean time between arrivals
41-50 Number of Servers
51-60 Number of simulated Time units the simulation is to run
Card 2
Column Data
1-10 Queue length at which an arrival will balk (if zero, no
balking will occur)
11-20 Minimum service time
21-30 Average time to service (all parallel servers or the
first series server)
31-40 Average time to service (second series server)
41-50 Average time to service (third series server)
* Data must be right justified.
Table 4: SMAC Data Cards
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COHERENT OPTICAL PROCESSING OF PHASED ARRAY RADAR DATA
By Jerry W. Rogers
A B S T R A C T
This study deals with interfacing a coherent optical processor, which
utilizes an electron-beam addressed KD*P crystal modulator, with a linear
phased array. For completeness,an abbreviated development of typical radar
signals from a linear array is included.
A plan for formating the spatial modulator with linear array signals is
presented. The theoretical expectations which include target angle and
doppler are derived.
A simulated set of M signals which are typical of a linear array of
M elements was devised. This set of signals was used to modulate the wave
front of collimated laser light via the KD*P crystal according to the format
presented. The results are compared with those which theory predicts.
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INTRODUCTION
Phased arrays have the capability of producing narrow radiation/
receiving patterns and as a consequence high spatial resolution. With
the addition of controllable individual-element phase shifters, wide
angle beam control can be achieved by simply controlling the phase
shifts. These two properties have served as impetus to widespread
interest in phased arrays. The price one pays, however, is that the
processing electronics is substantial. In order to alleviate the
electronic processing problem, coherent optical processors are being
considered. One such optical processor is the subject of this paper.
RESEARCH OBJECTIVE
The research objective is as follows:
1. Identify the problem of interfacing the "on board"
coherent optical processor with a phased array.
2. Propose a plan for analyzing radar returns in order to
extract radar information.
3. Conduct feasibility experiments on simulated radar
returns.
OPTICAL PROCESSING SYSTEM
The heart of an optical processor for radar returns is the device
which converts the returns into an optical analog. A device capable of
performing this conversion was constructed for Marshall Space Flight
Center under contract, patterned after the ones previously reported by.
other researchers [l, 2 ]. This device, bearing the name of Image
Forming Light Modulator (IFLM) followed the general cascade arrangement
of polarizer, electro-optic cell, and analyzer. A Potassium
Dideuterium Phosphate (KDP) crystal arranged as a longitudinal-field
modulator served as the electro-optical cell. The modulator was
constructed in such a manner that it was addressable via an electron
beam, and had the capability of operating at standard television rates.
The crystal had 3.15 x 3.15 cm3 in active face area with a resolution
(uncooled) of approximately 200 lines.
498
The block diagram of the proposed system is shown in fig.ure I.
In order to observe the nature of signals which the optical pn.vo.ssoi-
will be required to accommodate, a brief development of tho port.iuoni
characteristic equations will follow. •
LASER
SPATIAL
MODULATOR
SIGNAL
PREPROCESSING
ANTENNA
ARRAY
FOURIER
TRANSFORM
LENS
TRANSFORM
PLANE
DISPLAY
Fig. 1. Coherent optical processor for phased array radar data.
Because of the 200 line resolution limit on the available IFLM,
only a linear array capability exists; thus, the development is for a
linear array. Higher resolution can be achieved on the IFLM if the
crystal is operated at Curie point. With greater resolution, a
planar array would become practical, and the formating extention
would be straight forward.
Consider the linear array of M identical radiators uniformly
spaced d apart as shown in figure 2.
Received Wave front Angle Axis
Target
Target Angle
X . ..
PREPROCESSOR
Ampl i f ie r , coherent local oscillator, mixers, and fil tering
rraV V
iO il
„
12 13
V V
14 15 16 im
Intermediate Frequency Signals
Fig. 2 Linear array antenna and preprocessor
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For a signal received from target as shown in figure 2, the out-
put from the mth channel of the preprocessor is of the form [3].
= PT (t - mT) cos 2rr [(fi + fd)t - mrfr] (1)im J-P
where
fi = intermediate frequency
fd = doppler frequency
fc = carrier frequency
fr = fc + fd
t = t' -TR
TH = 2R/C
R = range
c = velocity of light
T- dm • a
— sinO
If the conditions are met that |mT|max is small compared to pulse
length, Tpj i.e., |nrr| max < < Tp and fc »fd, then equation (1) can
be written in its approximate form as:
Vim = PTp (t) cos 2TT C(fi + fd)t - moc] (2)
where
(fi = dm sin9 (3)
Xc
Note that 6 is the target location angle and X.c is the carrier wave-
length. The problem now becomes that of processing M voltages whose
forms are given by equation (2) . Conceptually, one may either
electronically switch from one signal to another and display or
create a progressive delay, TL, in the intermediate frequency signals
and sum, thereby producing a single signal (time multiplex).
If this delay technique is employed, TJJ must satisfy the condition
TD = TP + j-r| max (4)
in order that the M signals after summation do not overlap. The
length of the summed signal would then be MTj^  where Tj^ = Tp
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IMAGE FORMING LIGHT MODULATOR SIGNAL FORMAT
The formating of the rf radar returns on the spatial modulator
will be identical to that suggested by Casasent [5], and parallel that
reported by Lambert et al [3] even though the latter was related to a
Debye-Sears effect modulator. In the linear array format, there will
be one line displayed on the IFLM for each antenna; i.e., there will be
M lines. The mth line will be the spatial analog of the heterodyned
signal from the mth array element. Each line must be full and must
display completely overlapping signals in a specified range span.
These two conditions can be best described as
Tp > Ts (5)
and
/ \
p - Ts A , T x i»
(6)
r ~ *
where
•fR = range delay of interest
Tp = pulse length
Ts = write time for one line
T^ = 2R/C = target range span from which all returns
will be completely processed
R = target range
Thus, it can be observed that the range capabilities relate both to
pulse duration and the write time for one line.
Implementation of the desired charge distribution over the face of
the Km" crystal consists of a linear sweep of the electron beam across
the crystal face with simultaneous sine wave intensity modulation of
the electron source.
In general, the space variable, x, relates to the time variable, t,
by the expression
x = At + B (7)
Subject to the end condition that x = 0 <|> t = 0 and x = D <D t = Ts ,
then equation (7) becomes
x = _D_
 t (8)
Ts
where Ts is the write time for one line and D is the aperture dimension
in the x direction. If the transmission function, T(V), of the light
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modulator is assumed to be T(V) = !+!/, then the spatial variations,
T(x,y), at the output plane of the modulator is
m = M-l
T(x ,y ) = i^ «(y-mj) tl+(j,cos2n[(fi+fd) Tsx-mcC]j rect /x\ (9)
m = M-l D m \D /
for M lines of sine wave amplitude modulation. In equation (9) , 9. is
the line separation, u. is the modulation index (0<jJ,^ l) andiS(y) is the
approximate transmission function of the line cross section. Note that
equation (9) is the space analog of equation (2).
If the crystal is illuminated with a wel-1-collimated coherent
light source, configured such that one thin spherical lens is placed on
focal length, f, behind the crystal, the output plane which appears
two focal lengths, 2f, behind the crystal contains the Fourier
transform of T(x,y) [4]. Subject to the condition that Ts(fi+fd)»l,
and omitting the mathematical details of transformation, the intensity
distribution in the output plane is
m sinc2D[ (f i+fd)Ts_-u] (10)
sinn(«nfl-jl{v) * D
xo> yo = output plane coordinate
X = wavelength of illumination
f = focal length of spherical lens
In the vicinity of the first order fringe, I(u,v) has a maximum
which occurs at
v
 = Cfcm , u = (fi + fd) Ts (11)
JG D
From measured coordinate, u and v, both the unknowns, fd and<Xm, can
be calculated since Ts , D, fi, and JL are design constants.
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EXPERIMENTAL VERIFICATION
The IFLM has peripheral electronics which nuiUc it conip;U i l> 11* w i t h
standard television display; thus, one imposed condition w;is that tho
simulated rf must have synchronization pulses properly spaced and
other standard video characteristics. Furthermore, because the
resolution of the KD*P crystal is 200 lines or less, it would be
necessary to process only every 4th or 5th line. Unfortunately, not
all the necessary electronic equipment for synthesizing a composite
video was available so an alternate was devised. The alternate plan
consisted of sine-wave intensity modulating an oscilloscope with a
staircase voltage wave applied to the vertical amplifier. Figure 3
is a block diagram of the experimental arrangement.
Harmonic
Locking
Sine Wave
Generator
Intensity modulation
Pulse
Generator
Sync
Oscilloscope
Counter and
Staircase
Generator
Vertical
Fig. 3 Intermediate frequency simulation for the IFLM.
With synchronization pulses furnished to the horizontal sweep, a
pattern of evenly spaced lines was the result. Each line was sine-
wave intensity modulated along the x axis. Progressive phase shifts
were produced by varying the phase of the harmonic locking frequency
generator very slightly.
The first experiment was that of making a transparency of the
oscilloscope pattern, and processing the transparency in order to
verify the signal format. Several transparencies of oscilloscope
patterns were made. The transparencies were made of patterns which
had 18 lines (18 antennas) and include progressive angles of 180°,
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120 , 90 , 45 , and 0 . In addition to the progressive phase angles,
several d i f ferent spatial frequencies in the object plane were
selected for experiments. All transparencies were processed in an
optical arrangement as shown in figure 4.
Collimated
He-Ne Laser
Source
Mv
Mu
Transparency Fourier
Transform
Lens
Magnification Output
Plane
Fig 4 Fourier transform and magnification arrangement for
processing simulated array transparency.
The transparencies were made with Polaroid projection film, and no
great care was exercised in establishing that the lines were
precisely sine-wave modulated. Each transparency was viewed under
the microscope and measurements were made of line separation, spatial
frequency, and progressive phase displacements. From these data and
knowledge of the system parameters shown in figure 4, the expected
distribution at the output plane was calculated.
The comparison of the calculated results and the experiments was
very good; thus, establishing that the formating arrangement is
sound.
The next experiment which involves the IFLM will be simply to view
the oscilloscope pattern with a television camera. The composite video
from the camera will be used via the peripheral electronics to place
the image on the IFLM. The processing of the IFLM image will be
identical that used on the transparencies. Unfortunately, the IFLM
is not presently operational and the experiment was not done, but it
is expected to be repaired very soon at which time the work will be
continued.
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CONCLUSIONS AND RECOMMENDATIONS
There are at least four properties of a system which utilize -i
coherent optical processor that can be listed. These four properties
are as follows:
1. Target angle can be obtained unambigously for each target in
range span.
2.- Target angle resolution is identical to resolution inherent
in the array.
3. All antenna beam pointings appear simultaneously.
4. Angle and doppler frequency appear at the output completely
associated in orthogonal coordinates.
Not any of the above properties are proven as such within the test
of this report; however, all can be shown with very little additional
effort.
Based on experimental work, the prospects of the development of a
viable radar system which incorporates the coherent optic analyzer is
uncertain. Even though the initial work is very encouraging, some of
the limiting parameters have not been defined or fully explored.
The effect of noise in the electronics and the coupling of the noise
into the optical processor are examples of problems which are
unresolved. In addition, the comparison of amplitude and phase
modulation of the light source is of interest. Furthermore, a
study of the electronics for implementation for cost, complexity,
and reliability is in order, and the results of this study should be
compared with existing conventional systems. Since radar systems are
often objective oriented, it could be that the optical processing
techniques will compare favorably for some types of applications and
not for others. In either event, a recommendation that effort
continue in this area is offered in order to help resolve some of
the unknowns.
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ABSTRACT
Over the years, increased air traffic has stimulated a number
of new innovations, such as radar control for the airport operators
to handle the increased traffic, and the new 'Jumbo Jet1 to carry
more passengers and cargo. This combination of large aircraft
and heavy traffic has exposed a unique problem in air traffic oper-
ations, that of "Trailing Vortex Turbulence". The air traffic oper-
ator avoids positioning aircraft too close to these 'Jumbo Jets' dur-
ing landing and takeoff. This tends to slow down airport traffic.
In an effort to improve airport traffic operation near 'Jumbo
Jets' an Airport Trailing Vortex Warning System (ATVWS) has been
developed at NASA to predict "Trailing Vortex Turbulence". The
ATVWS consists of a computer simulator which is compatible with
a vortex sensor such as a Laser Doppler Velocimeter (LDV) or an
Acoustic Radar (AR).
A study of the traffic in one of the ten busiest airports, Atlanta
Municipal Airport, provided information on traffic patterns of a
statistical nature. With this information, airport traffic patterns
can be studied and hazard statistics developed. Based on a careful
study of this simulation model, requirements for the developerhent
and testing of an ATVWS can be accurately specified. With the
introduction of the ATVWS will come improved traffic as well as
increased passenger safety.
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INTRODUCTION
In order to understand "Trailing Vortex Turbulence" it is neces-
sary to become familiar with aircraft "Wakes". Every aircraft gen-
erates a wake in flight although the cause for this wake was thought
to be a result of "Prop Wash" or "Jet Blast". Although propellers
and jet engines do create sizeable air disturbances close to the air-
craft, a pair of counterrotating vortices can be found far behind
most aircraft. These vortex streams have been named "Wake Turb-jv
ulence" by Federal Aviation Administration (FAA)
The vortex streams or wake turbulence is created by air trying
to roll around and over the wing tips in an effort to equalize the
pressure on the top and bottom of the wing. This results in air
leaving the wing tips with a strong swirling motion or vortex. On
modern swept wing aircraft this vortex starts even before the air
leaves the wing tips. The intensity of the swirling motion (vortex
strength) is directly related to the aircraft weight and the wing
loading across the span. The Boeing 747 Jumbo Jet has been observ-
ed to have its greatest vortex strength when flying slowly with its
landing flaps retracted (clean).
.The reason the FAA has taken time to study wake turbulence is
because of the danger to aircraft that might encounter this wake
before it has had time to break up into harmless eddies. The great-
est hazard occurs in the airport where aircraft have only limited
capability for recovery. Since wake turbulence is not visible to the
pilot, he can not see that a hazard might exist and thereby avoid it.
A recent accident at Fort Worth involving a Douglas DC-9 and
a DC-10 Jumbo Jet has been attributed to wake turbulence. It was
felt that a trailing vortex remained swirling above the runway due
to the DC-10 arid lasted several minutes. The DC-9 encountered
this vortex left by the DC-10 and was unable to prevent its wingtip
from hitting the ground . To prevent further mishaps of this type
the FAA set up guidelines for air traffic controllers until more ex-
tensive studies can ensure against wake turbulence accidents.
These guidelines have increased the seperation distance behind
Jumbo Jets from three to five miles.
Superscripts refer to references found in the bibliography.
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An examinatiorLof aircraft accidents over a ten year period from
I960 through 1969 showed that of over 100 million air operations
less than one in a thousand were involved in accidents of any type.
Of all accidents, only a few percent could be attributed to wake turb-
ulence. Of all wake turbulence accidents, only one air carrier acci-
dent was reported in ten years. Another way of putting this would
be; 10 light aircraft out of 10 million operations are involved in
wake turbulence accidents each year. Statistically this may be
expressed as a one in a million chance of being in a wake turbulence
accident if you are in a private aircraft.
Since 1969 the Jumbo Jet has placed not only private aircraft
but also air carriers in a position of needing to avoid wake turbulence.
Even large passenger aircraft are no longer immune from wake
turbulence as was once the case. The Fort Worth accident mentioned
earlier makes one aware that the lives of over 100 passengers could
be endangered if one aircraft encountered wake turbulence of the
nature of that which the DC-9 encountered. The need for a wake
turbulence avoidance has now come of age much like the radar
systems -were developed to avoid mid air collisions.
Wake Turbulence Avoidance Systems
The FAA recently announced a new program which will warn
aircraft of hazardous wake turbulence conditions. One of the systems
under study utilizes acoustic radar to locate the wake turbulence.
This system sends out "beeps" from a loud speaker and receives
a reflected signal from the wake turbulence. Although this system is
limited to short range operations it can track the wake behind an
aircraft from, the point in time 30 seconds behind the aircraft to
90 second. A Laser Doppler Velocimeter (LDV) using a design
free from eye hazard has been studied by NASA Marshall Space
Flight Center as an alternate system, for detecting the wake turb-
£% jQ
ulence. • This system is operational and is not limited by the range
and sensitivity constraints of acoustic radar.
Other parts of this program involve experimental studies of
aircraft encounters with actual aircraft at the National Aviation
Facilities Experimental Center (NAFEC) and vortex break up
studies by modification of wing design is being performed at NASA.
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The Department of Transportation (DOT) has assigned the responsi-
bility for system integration to the Transportation Systems Center
(TSC) under the direction of the FAA. The use of this new facility,
TSC, to perform system integration is unique in the FAA. Moreover,
the FAA must shift^systems studies and simulation models more
and more as time goes on due to the extreme complexity of the air
traffic operation systems. It is no longer practical to simply build
a new instrument and try it out in an airport to see if it works. The
air traffic operations centers are so filled with instruments that a
new instrument must be designed to fit appropriately with many
other instruments in such a way that it can be effectively utilized.
New computer simulators and modeling techniques can prove to
be extremely usveful in determining design requirements of the
system.
System Simulation
A system simulation model has been designed and operated by
Harold Jeffreys at NASA Marshall Space Flight Center. This
model is capable of determining the velocity field in the wake of
an aircraft, calculating the roll rate of an encountering aircraft,
evaluating aircraft seperation distances, and evaluating an LDV
sensor operating in an airport environment. By carefully developing
this model in modules, it is possible to interchange or modify these
modules to meet a variety of ATVWS configurations. A flowchart
is used to describe a possible simulator configuration (See Figure 1).
The LDV detector used in this simulation is based upon an operation-
al system used by R. M. Huffaker at NASA '
An examination of this flowchart identifies the areas where data
is required as input for the aircraft and the airport. From this
information a velocity field is calculated. Airport scan planes are
used to evaluate the influence that this flow field will have upon
encountering aircraft. These same scan planes are used to eval-
uate detector sensitivity, location, system compatibility, and com-
paritive advantages with other systems.
At the present time the modules are designed as follows (subject
to day to day modifications): The vortex module uses Newman's
vortex model with subroutines to account for ground effects as
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well as vortex break up . The encounter module uses methods
similar those used by Condit to calculate roll rates. Subroutines
include considerations for stall, maximum roll rate, and ground
clearance. The detector module uses tested laser designs to pre-
dict resolution, range, sensitivity, signal to noise, and power.
The probability module is still being developed and may use Monte
Carlo methods or probability tables to evaluate hazard conditions.
The selection of scan planes as a means for modeling the flow
field is an excellent technique which lends itself to an evaluation
of scan plane locations for a detector system. Once the scan plane
. locations have been evaluated a detector system can be studied
as a function of scan plane location. The simulator can perform
many of the system studies in evaluating the detector, and scan
planes. The simulator provides quick and easy system integration
studies and allows each module to be optimized with respect to the
system requirements. The simulator allows the systems analyst
an opportunity to specify precise requirements for detector design
as well as providing insight into the requirements for the predictor
design.
After the simulator has practiced flying aircraft in and out of
airports with a variety of seperation distances and wind conditions,
unusual aircraft take-off and landing patterns may be studied. Since
the wind plays such an important roll in altering the vortex streams,
regions of wind rose data will prove more hazardous than others.
Contours can be drawn on the wind rose data to show various degrees
of hazard. Critical aircraft operations, such as the rotation of the
rear engined, swept wing, jet aircraft, demand closer attention and
must be identified during simulation studies.
The simulator has the capacity for predicting the degree of
hazard for all possible flight conditions. It is now possible to
determine the likelihood that this hazard might occur. If an air-
port were studied carefully, the probability that a given aircraft
would takeoff at a given point on the runway, rotate, and fly out
at a given climb rate could be statistically determined as a function
of weather and aircraft loading. Were this information available,
it would be possible to calculate the probability of hazard to be
used to warn aircraft of a hazard.
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Case Study of Atlanta Airport
The prediction of the probability of hazard relies upon the det-
ailed study of each aircraft in the airport. In an effort to help
identify the important variables that are necessary to define the
takeoff distance, climb rate, and side slip of an aircraft during
both take-off and landing, a case study was attempted at the
Atlanta Municipal Airport (one of the ten busiest air carrier centers
in the United States). Arrangements were made with both NASA and
the FAA, Flight Standards Office, to spend a few days at the airport
trying to measure the aircraft operations. Mr. Estep of the FAA
and Mr. Burch of Tower Operations spent several hours in discussing
ways to measure the aircraft in a meaningful way. Many variables
were felt to contribute to the operation of an aircraft. These are:
a. Takeoff weight (Function of destination, cargo, CG, engines, . . .)
b. Location of center of gravity (CG)
c. Flap setting (Function of engines, t-o weight, CG, . . . )
d. Air temperature
e. Wind direction and velocity
f. Visibility and weather
g. Runway length and condition
h. Aircraft type and model
i, Preceeding aircraft
j. Safety and emergency regulations
k. Noise abatement
1, Passenger comfort
m. Destination
At first an effort was made to make measurements without regard
to the influence of the above variables on the statistical averages.
Two methods were used to gather this data. The first method for
taking data was with a movie camera located at the top of the tower.
(See Figure 2) This turned out to be too close to the runway for
good viewing after take-off. Difficulty in operating the camera
made it difficult to reduce the data. Poor visibility caused additional
difficulty in exposure settings. A study of ZO aircraft from 10:30
AM on July 26, 1972, to 11:30 that same day (AM) with poor visibility
and a 10 mph wind from the West creating a tailwind for all aircraft,
revealed the following statistics. Most aircraft completed their
landing (all wheels down) at Point (A) which is located 2, 300 feet
from the beginning of the runway. Of the nine aircraft landings
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that were studied, they all completed their landing within 300 feet
of Point (A). The departing aircraft attempted to rotate close to
Point (B) which is 5,400 feet from the beginning of the runway.
Of the seven departing aircraft observed rotation was accomplished
from 300 feet before Point (B) to 1, 200 feet past Point (B). The
takeoff angle was determined for three aircraft and ranged from
3° to 6 ° with the smaller angle corresponding to the aircraft with
the longest takeoff distance.
Another technique was also employed to study the average
operating characteristics. This method provided an opportunity
to examine aircraft flight records of take-off weights. By combining
the aircraft weights with the type of aircraft and its takeoff perform-
ance curves, a takeoff distance could be determined. By collecting
a sample of these for July 14, 1972, from Delta and Eastern a sample
could be calculated for a typical day. Upon examining this data it
was noted that takeoff weight was highly dependent upon the aircraft
destination, since the landing weight was usually the factor that
determined the takeoff weight. An aircraft scheduled for a long
flight usually took-off heavier than an aircraft scheduled for a short
flight. This could easily make a differance of 2, 000 feet in take-off
distance. In general these calculations show that most aircraft
are scheduled to take-off at a point between 5, 000 to 6, 000 feet
from the beginning of the runway.
Results of the Case Study
Figures 3, 4, and 5 illustrate the types of data that was available
from air carrier records, tower operation records and FAA records.
In addition, wind data from the weather bureau is shown in Figures
6, 7, and 8. Figure 5 can also be used to set up a typical days oper-
ation in the Atlanta Airport for computer simulation.
A summary of the observations made July 26, 1972, can be
written as:
a. Typical take-off distance ... 5, 500 feet
b. Standard deviation (T-O) . . . 500 feet
c. Typical take-off angle 4.5°
d. Standard deviation (T-O) ... 1.5°
e. Typical Landing distance .. . 2,300 feet
f. Standard deviation (L) 300 feet
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g. Landing angle (typical) 3°
h. Standard deviation (L) 1/2°
i. Typical wind 7.3 mph, SouthWest
j. Standard deviation 4. 4 mph, 50°
Calculation of the Probability of Hazard
The calculation of the likelihood of a dangerous wake turbulence
encounter actually occuring can be calculated at this time if the
radius of hazard is known and a scan plane is selected, for any two
aircraft . A typical scan plane configuration is illustrated in
Figure 9 with the vortex and radius of hazard shown. If a detector
system is used in conjunction with the predictor system, then the
position of the vortex can be located with a high degree of certainty.
The location of the second aircraft (encountering aircraft) can not
be determined with any real certainty until after it has left the runway.
By measuring the location of the first aircraft (generating aircraft)
as it passes through the scan plane, and also measuring the wind
conditions locally, the position of the vortex can be accurately
calculated for some future time when the encountering aircraft
will pass through the scan plane.
With the help of the airport statistics, a probability of the
encountering aircraft passing through any point in the scan plane
can be calculated. Now for the encountering aircraft to have better
than one chance in a million to be in contact with any part of the
hazard radius, the vortex core and the center of the encountering
aircrafts probability distribution should be seperated by a distance
°
f
 d= 5.28<TE-f RR ,
where R is the hazard radius around the vortex
and CT is the standard deviation for the encountering aircraft.
(See Appendix I for developement).
When the probability distribution is included in a more detailed
calculation useing circular distribution functions similar to those
used to calculate the probability for hitting a target the the distance
d is reduced for the same one in a million probability. A typical
value of CT of 233 feet and R of 150 feet reduces the distance d
, ij H
to
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The calculations are described in Appendix II for this method.
The need to improve the accuracy in measuring the Standard
Deviations will show up directly in the predictions for the Proba-
bility of Hazard. Similarly the accuracy with which the vortex locat-
ion is determined will directly affect the predictions for the Prob-
ability of Hazard. There is reason to believe that as more data
is collected on the aircraft operations the region of the airport
where the aircraft rotate on take-off will turn out to be an extremely
dangerous region because of the limited space to maneuver. For
this reason the radius of hazard will be large at rotation. Similarly
the standard deviation would be expected to be small at rotation
and grow as the aircraft climbs out. Figure 10 illustrates this
concept.
Monte Carlo Method
In an effort to model actual airport conditions, it is possible
to use the standard deviations to set up aircraft operations and
wind conditions. By using a normally distributed random number
generator to select the flight conditions, the computer simulator
can fly sample operations in a manner similar to an actual airport
operation. This model can be studied in an effort to evaluate air-
craft seperation times in the airport. Appendix III describes a
typical random number generator which may be used on the IBM
1108.
The computer simulation model is now in the advanced stages of
its developement, and can be efficiently applied to the evaluation
of the system design requirements prior to component testing.
During testing questions concerning system design can be quickly
answered on the computer simulator. The simulator will provide
a first cut at the design of the predictor system which will act as
the heart of the ATVWS package. Future FAA design and integration
requirements can benefit from a study of the computer simulation
developed for the ATVWS and may be used as a model for other
systems simulation of airport systems.
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"-Typical Take-off Weights on July 14, 1972. Atlanta Mun. Apt.
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Figure 3. Typical Aircraft Weights
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TIME:
10:20
10:20
10:20
10:20
10:21
10:21
10:22
10:23
10:23
10:24
10:25
10:26
10:27
10:28
10:29
10:30
10:30
10:30
10:30
10:30
10:30
10:30
10:31
10:32
10:34
10:35
10:35
AM FLIGHT #
E9710
DL791
EA252
EA511
DL788
EA9131
DL397
DL627
DL783
DL883
* DL44
DL592
DL616
DL308
DL796
DL897
EA441
EA467
EA582
EA642
EA997
PI4
DL670
DL690
DL894
DL797
EA649
A/C
B727 Q
DC9S
DC9S
DC9S
DC9S
B727 Q
DC 9
DC9S
DC9/S
DC8S/F
B747
DC9S
DC9S
DC 9
DC9S
DC8F
DC9S
DC 9
B727
DC9S
B727
DC9
DC9S
DC9S
DC8F
DC9S
DC9S
TIME: AM FLIGHT # A/C
10:35
10:35
10:37
10:45
10:45
10:45
10:45
10:45
10:45
10:45
10:45
11:00
11:00
11:00
11:05
11:10
11:10
11:20
11:25
11:30
EA651
EA+(&
DL617
*DL41
EA266
EA447
EA485
EA491
EA663
SO141
SO161
EA542
EA675
EAT 15
SO65
EA665
PI242
EA725
E9060
EA704
DC9
:
 B727
DC9S
B747
DC9S
DC9S
DC9S
DC9
B727
DC9
DC9
DC9S
B727
DC9
DC 9
DC9
DC 9
DC9S
B727
B727
July 1972 Schedule 10:20 to 11:30 AM
Figure 5. Schedule of Flights
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APPENDIX I
Circular distribution function
A symmetrical, normal, circular distribution function can be
used to calculate the probability that a normally distributed event
lies within a radius R. The probability is defined as:
2FR
=
 £r//
00
Upon integrating this becomes:
,
 L-
2
P = 1 - Exp
If the probability that the event lies outside of radius R and has a
value of 10" , then:
P , . . = 1 - P = Exp(-- = 10"6
outside
Therefore :
R = 5.28
Since R in these calculations is dimensionless, and is made dimen-
sionless by dividing by the standard deviation, then the actual
radius may be written as:
R = 5. 28 O" to the edge of the hazard radius
or
R = 5. 28(7" + R,^ to the vortex core.H
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APPENDIX II
Circular distribution function including the hazard radius
A symmetric, normal, circular distribution function has its
center located away from the x, y origin at x, y. The Probability
that an event lies inside of a circle about the origin becomes:
R 27T
/ / / 1 / 7 t \ \ dr dOP = - E x p - l / 2 r
where all variables are made dimensionless by division
Choose the origin to be located at the center of vortex and
take R to be the hazard radius. The standard deviation of the
encountering aircraft, 0~, may now be used to calculate the
probability that the, aircraft will fly inside of the hazard radius:
(See NASA TN-1819)14.
It can be seen from inspection of the tables that the value of d
will be less than the value in Appendix I for all values of interest.
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APPENDIX III
Random number generator
A method for generating random numbers that are normally
distributed from 0 to 1 is shown here for use on an IBM 1108.
This method depends upon the overflow technique of the computer
and may not prove suitable for other machines.
The use of this routine depends upon the card:
CALL NORMAL(EX, STDX, N, X)
where;
EX is the mean value(input)
STDX is the standard deviation (input)
N is the seed number (input only once) : 1234567891
X is the required random number (output)
The subroutines to go with this CALL card appear as:
SUBROUTINE NORMAL(EX, STDX, N, X)
SUM = 0,0
DO 4 I = 1, 12
CALL RAND(N, R)
4 SUM = SUM + R
X = STDX*(SUM-6. ) + EX
RETURN
END
SUBROUTINE RAND(N, R)
N = N*316227
R = ABS(N)
R = R/34359738367.
RETURN
END
For further reference see Reference 15.
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ORBIT PERTURBATIONS DUE TO SOLAR RADIATION PRESSURE
By
Gary A. Sawyer
ABSTRACT
This report presents the results of an investigation into the
effects of solar radiation pressure upon the orbit of an artificial
satellite. This disturbing force will be important for satellites
with a large area to mass ratio and also for those whose orbits are
high enough that atmospheric drag is not the more dominate force'.
The procedure used for the analysis is to represent the radiation
force as the gradient of a scalar function to be compatible with existing
procedures for studying perturbations due to earth's oblateness. From
this analysis, solar radiation pressure appears not to be responsible
for any secular or long-periodic variations in the semi-major axis
of the orbit nor does it provide any secular changes in the eccentricity
of the orbit or the angle of inclination of the osculating plane. Solar
radiation pressure does produce secular effects in the other orbital
elements, but these are in the opposite sense of secularities caused
by the gravitational attraction of the sun and therefore tend to slightly
reduce the total secularity.
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I. INTRODUCTION
Satellite motion in earth orbit cannot be completely descr ibed
unless the equations of motion include the various perturbing forces
that are influencing th.e orbiting body. These perturbing forces are
small compared to the inverse-square two-body force, but can have
a considerable effect on the satellite's orbit. The resulting differential
equations of motion are very complicated and analytical solutions are
generally unobtainable and "solutions" are found only after making a
number of simplifying approximations.
For some applications, it is desirable to be able to construct an
approximate analytical solution which is a good representation of the
exact solution over a long period of time. It appears that the two-
variable asymptotic expansion technique (1) can be utilized for the
construction of such an uniformly valid representation of the satellite's
motion. Perturbations to the satellite's orbit that are due to forces
which can be represented as the gradient of some scalar function can
be easily incorporated within the framework of the two-variable tech-
nique. The forces on the satellite being additive and the gradient
operation having a distributive property, allows the perturbed motion
to be determined using superposition techniques. This is desirable
since the effects of the various forces can be somewhat isolated and
that the problem does not have to be completely resolved whenever
another perturbing force is to be considered.
II. DESCRIPTION OF PERTURBATION
This report contains the results of an investigation to include
the effects of solar radiation pressure to the existing solution of an
artificial satellite moving around an oblate planet. The perturbing
effects of solar radiation pressure will be especially important fo"
satellites that have a large ratio of area to mass. The force exerted
by radiation impinging upon the satellite depends on the intensity of
the radiation, the presented normal surface area, and the reflectivity
of the surface. This can be shown by the following discussion:
Assuming that the radiation travels outward from the sun with
spherical symmetry, the expression for the amount of radiant energy
intercepted by a unit area per unit time, E , is given by
' H.
"K ?
ER = ~4^72 Joul/m sec (2-1)
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where r is the distance from the sun and K is a constant to be deter-
mined by the fact that at the earth's distance from the sun, ER has a
value of about 1. 35X10^ joules/m^ sec. The momentum of the imping-
ing photons can be determined by considering the radiant energy, the
area of the surface normal to the radiation and the velocity of the
photons. The amount of momentum transferred to the satellite is
determined by the reflectivity of the surface and the time rate of
change of momentum is the force on the satellite. Hence, the magni-
tude of the force on a body in sunlight can be represented by
k (1 + 3) A (2-2)
17
where k = constant («*10 nts. )
0 = reflectivity (0 ^ 0 <: 1)
A= effective cross-sectional area (m )
r = distance from the sun (m)
The direction of the force is radially outward from the sun. The usual
assumption that is made is to consider that the force is a constant in
both magnitude and direction (since a vector from the sun to the
satellite does not change appreciably during one satellite revolution);
however, this simplication is not made in the analysis reported here.
III. ANALYSIS OF SOLAR RADIATION PRESSURE
To begin the preliminary discussion, consider Figure 1 where
OXYZ, is an inertial frame of reference. (It is attempted in this section
to follow the notation of Chen (2)). At any instant of time, the three
bodies may be located by the vectors shown in the figure.
OXYZ = Inertial Frame
m =• earth
m = satellite
m, = sun
Considering gravitation forces plus solar radiation pressure, the
force equations become
'I2 'I2
(3-1)
£ ^ G M p M / ^ G M M l A _ k ( 1 4- P) A A
2 ^ 2 2r^ p^ p
where G is the gravitational constant and a caret over r, r^, p
represents an unit vector in that direction. It is easy to solve for the
acceleration of the satellite with respect to the earth
P
r
letu = G (Mo + M), ai = G M, - k (1 +p) ^., a, = G M, - k (1 + $)—2.1 1 M 2 1
 M O
then r + AS- Y = C7R (3-5)
^ ,1 1 , r • r!
where R = a 1 ( — ) - a 7 ^1 p r, ^ 5r
 1 r j-*
and the gradient is determined with respect to the coordinates of the
satellite. Taking advantage of the fact that r / r j < < 1, the law of the
cosines yields,
-2 2 2 • -1p = [r + r^ - 2 rr^ cos 0] or
- ** - + -2 cos tf + 4 ^rr (3 cos20 - 1) (3-6)
P r!
 PI ^ rj3
where SS is the angle between r and r. Combining (3-5) and (3-6)
gives
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R = ai [—^— cos 0 + (3 cos Jf - 1)] - a
(3-7)
Once the force has been expressed as the gradient of the scalar function
R, the desired form of the Lagrange planetary equations is as follows
(3):
dt
di _ cot i /
dt = 2~ 2 x l / 2 *"^W " cos i
na (1-e )
dt - z 2.1/2 . .
na (1-e ) sin i
,3(
. 3R cot i(
"d t n a e d e " , 2 d i1-e
.n. -L (2^2 + J- -!£,
at na 3 a ae oe
-3 1/2
n = mean motion = (|j a )
m = mean anomaly
The six orbital parameters defined by the solution of (3-8) determines
the position of the satellite. The motion is shown in Figure 2. The
position of the osculating plane is specified by the argument of the
ascending node Q and by the inclination i. The orbit orientation in the
osculating plane is determined by the argument of perigee to, and the size
and shape of the orbit is defined by the semi-major axis a and the
eccentricity e. The position of the satellite is defined by the argument of
latitude u, measured between the lines of nodes ON, and the radius vector
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ORBITAL PLANE
EQUITORIAL PLANE
Figure 2.
To perform the partial differentiation indicated in (3-8), it is
desirable to express cos 0 as a function of the orbital elements. The
expression for cos 0 is as follows (2) ,
cos 0 = A cos (co + v) -1- B sin (co + v) (3-9)
and A = cos u. cos (0 - Q j) 4- sin u. sin (Q - 0 j) cos i j
B = - cos Ui sin (Q - Qi) cos i + sin uj cos (Ci - fij) cos i cos i^ +
sin u, , sin i sin i j
where the subscript 1 denotes orbital elements of the sun and v is the
true anomaly. With the aid of (3-9), and some trigonometric identities,
(3-7) becomes
3. r
R = (<Xi - O to) —7- ( ) [(A cos CO + B sin co) cos v + (B cos CO- A sin CO)i ^ r^ a
sin v ] +
a ( -) ( —) [ — (A cos CO + B sin co) cos v + -r- (B cos CO - A sin co)1
 r^ a. <L t.
2
sin V +
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3 (A c o s c o + B s i n c o ) ( B c o s c o - A s i n c o ) c o s v s i n v - 1/2]
For this study, it is desirable to focus attention on long term effects
and short periodic terms can be neglected. For this purpose, the
disturbing function R can be averaged over a satellite period. Define
R = ( l / 2 i r ) f T J J J . X - then considering all elements except r and v as
constants, tne indicated integration can be performed. The following
results can be easily obtained and are used to get the desired form for
R.
~2ir
\ (— ) cos v dM = —-—ZTT J a 2
o
ZTT
T
•) sin v dM = 0
•r f <f
o
J.TT
2 2
2rr -) cos vdM = 1/2 + 2e
2
2TT
\ ( —) sin V cos V dM = 02ir J a
2,
 2
)2 sin2 v dM = 1/2 - |
Ct
CTT
- r <£2rr \ a
•^o
^ yz"f )2 dm = 1 + ~-
30Cla2 f 3e2 A2 B2 1
R = - (a, - a2) -^^ (A cos c*J+ B sinco) + T— j (1+ -=-)(—=• +-5- - •=•)1 ^ £. 2j. I ^ L, & 3
5e2 A2 _ B2
——- [AB sin 2 co+ (-7 -j ) cos co]i
For this disturbing function, the differential equations to be solved are
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a = 0 (3-11)
3K? (1 - e2)1/2 al Z ln A . . 15Kte(.l.-.eV'2
e = ^ (— ) (B cos co - A sin co) - . . . . * .
2 na ^ 4n
a i 3 2 2(—) [2 AB cos 2 co- (A - B ) sin 2 co]
m° = - 3 K 2 e c c o s " (I*)2 4- 3K1C A) 3 [ (2+3e 2 )A + 5e 2
2 n a ( l - e2)1 '2 r l 4 n ( l - e 2 ) 1 / 2 r l
(B sin 2 co + A cos 2 co)]
Q° _ 3 K 2 e c s i n c o ,fj_.2 3Kj C (—) 3
2 na (1 - e2)1 / 2 sin i rl 4 n (1 - e 2 ) 1 7 ^ sin i rl
[(2 + 3e ) B + 5e2 (A sin 2 co- B cos 2 co)]
2,1/2(1 - eV (B s i n c o + A cos co) . 1 2 . 3 K , ( 1 -
CO = - ^ (—) + i
2 nae 1 4n
[3A2 + 3B2 - 2 + 10AB sin 2 co + 5 (A - B ) cos 2 co] - Q cos i
3K (1 + e2) ai 2 K al 3
M = n + —-2-i (—) (B sin co + A cos co) - L t~~ )2 nae
 rj 4n ^
[(7 + 3e2) (3A2 + 3B2 - 2) + 30 AB (1 + e2) sin 2 CO + 15 (A2 - B2)
(1 4- e ) cos 2 co]
where C = -r-r- ( See equation 3-9)
w 1
K = 1 - k ( ! + 3) A
 =
 al (3-12)
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IV. SECULAR EFFECTS
The set of differential equations presented in the last section
contain the long period and secular perturbation terms due to the
presence of the sun in the satellite problem. (Recall that the short
period terms were averaged out of the equations. ) To separate the
secular terms from the periodic terms, observe that if any of the terms
on the right hand side of equation (3-11) contains a constant term or a ,
periodic term with a non-zero average value, then that term will con-
tribute a secular term to *the orbital parameters. Therefore, eliminating
the long periodic terms and retaining those which produce secular
effects, reduces equation (3- 1 1) to,
a = e = (if = 0
3K1 cos i (2 - 3 sin2 ij) (2 + 3 e2) jh_3
 4_10 = -
16 n ( 1 - e2)1/2 rl
3K, (1 - e2)1 /2 (2-3 sin2 i,) (2-3 sin2 i) ( a l ) 3
00 = * _ _  --
16 n rl
Kj (7 + 3e2) (2-3 sin2 i j ) (2 -3 sin2^
I6n
(
a
' ) 3VM = n -
V. DISCUSSIONS
The effects of the differential equations derived in the previous
two sections can be most clearly viewed by considering the two con-
stants defined by equation (3-12). For typical satellite parameters,
these constants can be approximated by
( 5_1 }
-
ai M0 &l M
This implies that all the terms containing K are due almost entirely
to solar gravitation attraction and terms containing K£ are produced by
solar radiation pressure. (For comparison purposes, / K _ | is on
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the order of magnitude of | aK | . ) With the above cons ide ra t ions , it is
seen that all elements except the semimajor axis conta in long porunl
terms, but the semimajor axis is affected by short period va r i a t ions
only and is therefore not subject to substantial perturbations. This can
be reasoned by the argument that on the average the net gain iei energy
during one portion of the orbit is equal to a loss occurring during
another part of the orbit.
Considering the differential equations governing secular effects
(4-1), it is seen that all terms containing K have been eliminated and
only K terms remain. Only three of the parameters contain secular
effects and these are almost entirely due to solar gravitational
attraction. The only role that radiation pressure seems to play is to
reduce the magnitude of the secular terms slightly as evidenced
by equation (5-1). This is understandable since the two forces are
directed out of phase with one force adding energy to the orbit when
the other is decreasing the orbital energy.
The actual solution to the solar perturbations is not presented
here but the effects can be corporated into an existing solution for
the effects of earth's oblateness if that solution is modified to accept
forces which result in scalar disturbing functions which are not
independent of the argument of the ascending node.
VI. SHADOW EFFECTS
In Section III, both the solar radiation force and the sun's
gravitational force were seen to be inverse-square law forces. However,
there is an important difference between these forces in that the solar
radiation pressure is zero whenever the satellite is in the earth's shadow.
This causes the radiation force to be discontinuous and the averaging
analysis of that section may not apply. To perform a detailed analysis
of the shadow effect, it will be necessary to consider two disturbing funct-'ins
R! and R.2> where
R =K, r (— )2 cos 0+ ^1_L- (—) (3 cos2 0 - 1) (6-1)
1 2 ri 2 ri
and applies when the satellite is in sunlight and
R7 = gml -4 (—)3 (3 cos2 *- 1) (6-2)
a 3 L rll
543
is to be used when the satellite is in the shadow region. The satellite
would be within the earth's shadow whenever the following two conditions
are satisfied simultaneously:
cos $ < 0 (6-3)
and r sin 0 < r
where r is the radius of the earth. The shadow entry and exit points would
have to be determined for each orbit of the satellite. This means that
the short period terms may have to be retained since the discontinuity in
the force could possibly cause an accumulative effect over a long interval
of time (3). The radiation pressure will have no effect on the period if
the orbit is circular. If the orbit is noncircular and partly in shadow,
the satellite can enter and leave the shadow region at different distances
from the sun, resulting in a net gain or loss of energy from the radiation
field. In fact, there has been cases where for a short period of time an
artificial satellite has gained more energy from solar radiation than was
lost due to air drag (4). However, it is also believed that over the long
term shadow effects do not change the nature of the perturbations
although it produces a change in their amplitudes (5, 6). At the present,
it is uncertain how the shadow effect will be incorporated into the per-
turbation analysis. ,
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NOMENCLATURE
a = probe cylinder outside radius
c = ion velocity relative to the satellite
c = satellite speed
s
e = electron charge
f = radial function
I = geometric capture ion current
g
I = net current to ith collectori
J = first order Bessel function
k = Boltzmann's constant
k = unit vector pointing upstream
m = ion mass
n = ion density
n = ambient electron density
eo J
n = ambient ion density
o
r = outside radius of ith ring
R = resistance
T = electron temperature
v = average ambient electron thermal voltage
V = electric potential on the end plate
V = sweep voltage
S
AV.. = potential difference between i and j rings
a. = £th zero of zero order Bessel function
/C
e = dielectric constant of free space
o
r| = ratio: (electron density)/(ion density)
X = Debye length
£ = plasma flow parameter
<j> = electric potential
<j> = plasma potential
Subscripts
e = electron
i = collector indicies
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NOMENCLATURE (continued)
index for numbering zeros of the zero order
Bessel function
p = plasma
s = satellite
° = ambient
1 . = first order perturbation
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A Multi-Ring Ionospheric Plasma Probe
By
John W. Sheldon
ABSTRACT
An ionospheric plasma probe has been constructed which consists
of a long cylinder with the end facing the flow closed by an end
plate made up of multiple annular rings and a center disk. A theo-
retical argument is given which yields the plasma potential and
electron temperature in terms of known plasma parameters and the
currents to the various rings of the end plate.
This probe was successfully operated in an ionospheric flow simu-
lation facility and the resulting plasma potential (1.21 + .05 volts)
is in excellent agreement with the traditional Langmuir analysis (1.22
volts) .
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INTRODUCTION
Electrostatic probes known as Langmuir probes are commonly
flown on artificial earth satellites to monitor the electron density
and electron electron temperature in the ionosphere. These probes
are actually measuring the electron gas properties in a plasma
disturbed by the motion of the satellite and the probe rather than
properties of the ambient ionosphere. The relationship between the
disturbed plasma properties and the ambient ionosphere has been the
topic of considerable theoretical investigation [Al'Pert, et al.
(1963); Gurevich, et al.(1969); Liu (1969); Taylor (1967)].
The results of these investigations have been applied to the
operation of a Langmuir probe in a flowing plasma. In the present
paper, the theoretical procedure of Taylor (1967) is used to design
an electrostatic probe for use in an ionospheric plasma, and pre-
liminary experiments in an ionospheric flow simulation device are
described. It is shown to offer a convenient alternative to the
Langmuir probe for measuring plasma potential in a flowing collision-
less plasma.
The probe consists of a long conducting cylinder with its axis
oriented parallel to the flow. The end plate facing the flow con-
sists of multiple, electrically isolated conducting concentric rings
and a center disk. A theoretical description of the electrical
current to this probe is developed in the following sections; the
pertinent details of the probe design, instrumentation and operating
procedures are described; and prelimianry results are given.
OBJECTIVES
The primary goal of this work has been to develop a diagnostic
technique for determining plasma potential that will provide a
convenient alternative to the traditional Langmuir analysis. The
method should take into account the special nature of the flowing
ionospheric plasma. Of secondary, but significant importance, is
the successful application of the Taylor heuristic theory to an
ionospheric flow problem which can be investigated in the laboratory.
Agreement between the theory and experiment will lend confidence to
further computations on other body configurations.
THEORY
A typical artificial earth satellite travels through the iono-
sphere at a speed cs well above the ambient ion thermal velocity,
but well below the ambient electron thermal velocity ve. The ion
mean free path is much larger than typical vehicle dimensions in the
satellite altitude regime (above 200 km). The flow of rarefied
charged particles and the self-consistent electric field which dev-
elops in the vicinity of a conducting body under these conditions is
usually treated as follows [Taylor (1967)]. The electron distribu-
tion is given by the equilibrium distribution for charged particles
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in an electric field. The ion distribution is determined by the
Vlasov equation. Both the electron and ion distributions an.1 depen
dent on the electric potential which must be determined consistent
with Poisson's equation. The ambient ion and electron temperatures
T are assumed equal. The vehicle surface is considered to be a
perfect conductor, and reflection of charged particles from the sur
face is neglected.
By using the above assumptions, the dimensionless steady state
Poisson, energy and continuity equations are given by
V2()> = ne* - n , (1)
(c • V) c + £^ <f> = 0 , (2)
and
$ • die) = 0 , ' (3)
respectively. The electric potential <j> relative to the plasma po-
tential, <b is in units of kT/e where k is Boltzmann's constant
and e is tne electron charge. Distance is in Debye lengths, X =
(£0kT/e2n0) */2 where eo is the dielectric constant of free space. The
spacially dependent ion velocity relative to the satellite, c is in
units of cg , the ion density n is in units of the ambient ion density
no, ri = n /n where n is the ambient electron density and £ = kT/
meg, where m is the ion mass. For the ionospheric plasma £ « 1.
Following Taylor n(t) * 1 + £n ]_("£) and c(?) - -£'+ £c]_(r), where c =
n = 1 for the undisturbed plasma and k is a unit vector pointing in
the upstream direction. Using these approximations in Equations (1) ,f
(2) and (3) one obtains
= 0 (5)
-(k • )c + Vcf> = 0 (6)
The solution of Equations (4), (5), and (6) with n = 1 and $ «
1 was obtained in cylindrical coordinates in a previous work [Sheldon
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(1972)]. The boundary conditions for a semi- LnfLnite cylinder at I lie
plasma potential and the front disk at a potential differing by a
small value V from the plasma potential were used to calculate the net
current to the front disk.
For the present purpose the front disk is made up of a disk
and annular rings with equal areas and potential V relative to the
plasma potential. It is a trivial extension of the previous note
[Sheldon (1972)] to calculate the current 1^ to the ith annular
ring between radii r^_-^ and r^ including the possibility of r\ +_ 1.
The result can be put in the dimensional form
I = I {[1 - n(v /c )][(r./a)2 - (r. ,/a)2] (7)
-L ^ c S 1 1 J-
-[(4eVnve)/(kTcs)][f(ri/a) - fCr^ /a)]}
where a is the cylinder radius, Ig the geometric capture ion
current is given by
I = en c TTa2g o s
and
rJ, (or/a)
f(r/a) = Z L A -
A a2 aJ^ )
J1 is the first order Bessel function and ou is the £th zero of the
zero order Bessel function. The radial function f(r/a) is given in
Figure 1.
In obtaining Equation (7) the condition
5 « n(v /c )
" S
which is valid for typical satellite ionospheric flow has been used.
If the r-[ are chosen so that the disk and annular rings making
up the front plate are of equal areas, then, when V = 0, Equation
(7) gives all the Ij_ equal. Physically this is the condition in
which both the cylinder and end plate are at the plasma potential
so no sheath will exist and the charged particles arrive without
electric field deviations. The use of this effect to determine the
plasma potential is described in the following section.
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Figure 1. The function f ( r /a ) .
PROBE DESIGN AND INSTRUMENTATION
A sketch of the probe is presented in Figure 2. All of the
conducting surfaces are stainless steel. The tube is 23 cm long
and 3.68 cm O.K. The disk and rings making up the' front plate are
attached to a lava insulator with a vacuum grade resin. The ring
and disk dimensions were originally chosen to give equal collector
areas but a construction error produced an error variation of +_
10%. Another construction error left a 0.25 cm wide insulator ring
exposed between the outer ring (no. 4) and the cylinder. Because
of this later error no data are reported for ring no. 4.
A diagram of the probe instrumentation is shown in Figure 3.
The voltage difference AV.J. is related to the current differences
since
AV.. = *(I± - I.)
where the positive side of the meter was always on the inner-most
collector. AV.^  was amplified at AI and put in the Y channel of
X-Y recorder nWtia.l. "v-'The sweep voltage Vs,--a ramp function from the
signal generator G, was put in the X channel of recorder no. 1.
The cylinder voltage was either swept at Vs or fixed by the power
supply P according to the position of the switch. S£.
When the sweep voltage, Vg, passes the plasma potential 1^ =
Ij for all combinations of i and j [V = 0 in Equation (7)] and
AVjL-j = 0, that is, all AVji versus Vs curves should go through AV-^^
0 when Vg = <}>„. This can be used to determine the plasma potential.
R (1 megohm) was chosen so that RI^ « <j>p. In an initial run at a
given plasma condition <j>p is estimated by the curve crossings with
the cylinder voltage swept (Vs). Then with this estimated plasma
potential placed on the cylinder by the power supply P the front
plate voltage is again swept and the curve crossings noted. Con-
sistent results were usually obtained after two sweeps.
The voltage drop across R for the center disk was amplified
at A2 and put into the Y channel of X-Y recorder no. 2 where the
same sweep voltage Vs mentioned above served as the X channel. Thus
a conventional Langmuir curve could be obtained from this disk for
comparison with the ring probe technique.
EXPERIMENTAL RESULTS
The multi-ring probe was placed in an ionospheric flow simu-
lation chamber which utilized a Kaufman ion engine for its plasma
source. This facility has been described elsewhere [Stone and
Rehmann (1970)]. All data were obtained for an N^ - e plasma with
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the ion energy, E = 20 electron volts and r| - 1 as determined by
setting the net engine emission current at zero. The ion density
in the test section was typically 10" cm~3 as determined by a
Faraday Cup collector.
Figure 4, a tracing of the X-Y recorder no. 1 output, shows
the AV^2, AVio and AV23 curves that resulted from an initial sweep
of Vs with the cylinder potential also swept. Since the curves tend
to cross at Vs - 1.18 volts the cylinder was biased by the power
supply P at this value and the front plate potentials were again
swept. The results of this second iteration are presented in
Figure 5. The curves now cross at AV = 0 giving <j> - 1.21 + 0.5
volts. The output of X-Y recorder no. 2 replotted on a semilog
scale for Langmuir-type analysis is shown in Figure 6. The plasma
potential determined by this conventional method is 1.22 volts. An
electron temperature of 3180°K was obtained from the Langmuir
analysis, therefore, the expansion parameter £ = (kT)/(2E) - .007.
CONCLUSIONS AND RECOMMENDATIONS
The utility of the multi-ring probe for determining plasma
potential has been demonstrated to a limited extent. Further work
is needed in order to have confidence in the method. Certainly the
use of Taylor's theory is justified, both on a theoretical basis
(£ - .007, where it was assumed, that £ « 1), and considering the
agreement between the plasma potential as determined by Taylor's
theory (1.21 +^  .05 volts) with the Langmuir analysis result (1.22
volts).
The multi-ring probe could, in principle, be employed to
determine electron temperature if the slope of the 1^ - V curves
and the current, 1-^ at the plasma potential were used in Equation
(7) with n and cs known. This would be an interesting and possibly
rewarding topic for future work. Laboratory experiments along this
line are planned following the correction of inaccuracies in the
probe construction.
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I. CABLE CONNECTED SPINNING SPACECRAFT
II. THE CANONICAL EQUATIONS
III. URBAN MASS TRANSPORTATION
By
Amnon Sitchin
ABSTRACT
Last year's work on the dynamics of cable-connected spinning
spacecraft was completed by formulating the equations of motion by
both the Canonical equations and Lagrange's equations and programming
them for numerical solution on a digital computer. These energy-
based formulations will permit future addition of the effect of cable
mass. Comparative runs indicate that the Canonical formulation
requires less computer time.
Available literature on urban mass transportation was surveyed.
Areas of the PRT (Private Rapid Transit) concept of urban transpor-
tation to which the expertise of the Dynamics and Control Division
could be applied in support of the NASA/DOT program of study and
research in automated ground transportation systems are identified.
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INTRODUCTION
I. CABLE-CONNECTED SPINNING SPACECRAFT
The work that was begun last year on the cable-connected spinning
spacecraft was completed this year.
Two energy-based computer programs that numerically integrate
the motion in a marching algorithm are available: one using the
Canonic Equation method and one using the Lagrange's Equation method.
As is discussed in the next section, the Lagrange's formulation was
prepared for comparison only. It is recommended that the Canonic
formulation be used.
The Canonic Equations computer program is named CABLES and consists
of the following parts:
MAIN - Reads input data, assigns values to the Runge-Kutta
coefficients, initializes the momenta values, and cycles the inte-
gration routine. Units used are slugs for mass, Ibs. for cables,
ft. and radians for position, sec. for time.
DERIV - Evaluates the cables lengths, cable forces, generalized
cable forces, and the derivatives to be integrated (q's and p's).
BELMS - Evaluates the direction cosine matrix BA.
PBMAT - Evaluates the elements of the PBA matrix which is the
partial derivative of the BA matrix w.r.t. the q's.
AMATAB - Evaluates the elements of the A matrix for the equation
P = AV.
RKM - Seventh order Runge-Kutta integration routine with stepsize
control.
OUTPUT - Outputs the desired information. The current output is:
Time, distance of e.g. of body A from origin of coordinates, <2, &/L> ,
ty, 0, 9, a^, 32, ao, the corresponding v's, p's and p's. It.also
calculates and prints the direction cosines of each body's axes
relative to the projection of the line connecting the e.g.'s of both
bodies on the space 2-2 23 plane (the plane in which the bodies are
designed to spin, preferably undisturbed). See figure 1 for co-
ordinates.
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If the Z axes are not inertial (but still not rotating), the
linear motion of point 9 can be easily added by modifying the. express-
ion for the energy due to the motion of the e.g. If the system is
not force-free, the force has to be resolved into generalized
components. Please notice that any potential can best be accounted
for in terms of the generalized forces derived from it.
The energy formulation presented here permits the treatment of
cables with masses and damping. The problem, however, becomes
extremely complicated.
II. COMPARISON OF DIFFERENT FORMULATIONS OF THE SYSTEM'S EQUATIONS
The equations of motion were set up in Newtonian, Lagrange's
equations, and Canonic formulation, and programmed for numerical
solution on the Univac 1108. The Canonic formulation required least
computer time. A more detailed study of the different formulation
will be published as a TMX.
III. URBAN MASS TRANSPORTATION STUDY
In addition to the material available on file in the Program
Development Office, bibliography lists and reference material were
obtained from the NASA-DOD computerized index file, the Urban
Transportation Literature Collection at the University of Minnesota,
the Ford Motor Company and others.
Some observations can be made:
a. The subject of urban mass transportation is of imense
proportions.
b. Other than the statement that urban transportation is in
a mass, the problem is not defined.
c. Social and political factors will override any technical
factors in both the identification of "the problem" and the attempted
solutions.
d. Transportation systems will have to be tailor-designed to
the location of their application.
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Since nothing is, as yet, clearly defined, any work on the subject
can be divided into three categories:
a. General studies of available literature and data, leading
to a better acquaintance with the problem and proposed systems.
b. Detailed work on a specific system.
c. Establishment of system requirements that are general ;
enough to be regarded as guidelines independent of any specific system
or location. Into this category will fall the establishment of safety
requirements (similar to current DOT safety requirements for auto-
mobiles) , establishment of human factors demands such as acceleration
and jerk rate for normal and emergency operation, etc.
While NASA could, and probably would, get involved in all
of the different modes of automated rapid transit, this study, and the
recommendations below, are limited to urban PRT.
The Dynamics and Control Division of the Aero-Astrodynamics
Laboratory can participate in the work by:
a. designating at an early date personnel that will work in
this area to acquaint themselves with the problem and proposed
solutions;
b. establishing human comfort and safety criteria to which
all PRT systems will have to conform;
c. reviewing proposed vehicle control modes for their
compliance with safety and comfort standards of item b;
d. reviewing proposed vehicle control modes to determine
their dependency on assumed hardware (drive, brake, switch) response
capabilities. Making a critical examination of the reasonableness of
these assumed hardware capabilities;
e. Studying the effect of necessary changes as a result of
items c and d;
f. accepting, rejecting, or proposing new operations strategy
and control mode resulting from item e;
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g. making a sensitivity analysis of all surviving
possibilities;
h. doing additional tasks as the need developes.
GLOSSARY OF TERMS
Asynchronous Control - Position and speed related only to car in front
or near merge point.
Brake-Light Signal - Information that a car is decelerating is avail-
able only to following car.
Brick-Wall Stop - Object generating the need to stop is not moving.
Controlled Collision - Emergency stopping strategy where a car is
allowed to slam into the car ahead.
Dual-Mode - Capability to travel on conventional streets as well as on
automated guideways.
Functional Trains - Operation with headway less than required for
brick-wall no-contact stop.
Headway - The separation between vehicles.
Off-Line Station - Vehicles that stop at stations do not obstruct
through traffic.
On-Demand Service - Car made available to passanger at origin for his
exclusive use to his selected destination.
Platoon - A string of closely spaced vehicles.
People Movers - Large vehicles; many of the passangers expected to be
standing.
Personal Rapid Transit - Small vehicles for 3 to 6 seated passangers.
Quasi-Synchronous Control - The entire network is divided into sectors.
Synchronous control is established within each sector.
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Scheduled Service - Passangers do not have exclusive use of car, nor
control over intermediate stops.
Synchronous Control - The entrie network is composed of position slots
all moving at the same speed, under the control of a single central
computer.
ABBREVIATIONS
ACT - Activity Center Transportation
AHS - Automated Highway System
CBD - Central Business District
DMV - Dual Mode Vehicle
0-D Pairs - Origin-Destination Pairs
PRT - Personal Rapid Transit
TACV - Tracked Air Cushion Vehicle
UMTA - Urban Mass Transportation Authority
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AUTOMATIC CONTROL OF PERSONAL RAPID TRANSIT VEHICLES
by
Paul D. Smith
ABSTRACT
One promising solution to the urban transportation problem is
the development of personal rapid transit systems.
The requirements for automatic longitudinal control of a string
of closely packed personal vehicles are outlined. Optimal control
theory is used to design feedback controllers for strings of vehicles
and the previous work in this area is reviewed. An important modifi-
cation of the usual optimal control scheme is the inclusion of "jerk"
in the cost functional. While the inclusion of the jerk term has been
considered by other investigators, the effect of its inclusion has not
been sufficiently studied. Adding the jerk term will increase passen-
ger comfort.
A proposed outline of investigation is included to solve the
optimal control problem and the sensitivity problem associated with
developing engineering specifications on the vehicle controls.
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INTRODUCTION
The President's State of the Union Message presented to Congress
January 20, 1972, committed this nation to a substantial goal for per-
sonal rapid transit:
"... our outstanding capabilities in space technology should be
used to help the Department of Transportation develop better mass
transportation systems. As has been said so often in the last 2
years, a nation that can send three people across 240,000 miles of
space to the moon should be able to send 240,000 people 3 miles
across a city to work."
Personal Rapid Transit (PRT) designates the class of fixed-guide-
way urban transit systems for which the stations are off the main line,
the vehicles are automobile size and operate individually under auto-
matic control. Typical PRT trips are non-stop from origin to
destination.
Personal Rapid Transit is presently under serious consideration by
individuals and organizations throughout the world as a major alterna-
tive to present modes of urban transport. Over 50 urban areas in the
United States have formally requested the implementation of a PRT sys-
tem and in both Japan and Germany PRT systems are under construction
now, to be in service by 1975.
Personal Rapid Transit has been invented and reinvented in various
forms by those who have examined carefully and dispassionately the des-
irable and undesirable features of both the automobile and conventional
forms of public transport. All conventional forms of public transport
have been found wanting as all of them involve untenable compromises.
Personal Rapid Transit, on the other hand, can be developed to meet the
real transportation needs of the urban society without requiring unten-
able compromises. This statement is illustrated by forty comparisons
between conventional transit and PRT listed in Appendix A of Anderson
et al (l).
The rational for PRT can be developed as follows: In order to
attract a significant fraction of automobile drivers to public transit
without coercion, the transit trip must be faster than the auto trip
for a very significant number of the trips typically made by urban res-
idents. This requires that the transit vehicles travel on an exclusive
guideway either above or below the street level. Accessibility and
convenience further require an area-wide network of interconnected
guideways.
The major innovation which then leads to PRT is obtained by follo-
wing the history of highway development. Decades ago, state highways
were built around cities in order to speed up interstate travel. This
led to the urban freeway. The urban freeway attracts auto drivers in
great numbers because, under unsaturated conditions, the trip on a
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freeway is non-stop. The driver starts and stops only when these act-
ions have something to do with his own trip. Because he does not luive
to stop for reasons unconnected with his own trip, his trip is accomp-
lished in minimum time, with minimum frustration and maximum comfort to
himself.
A common theme expounds on the many failures of the automobile as
a method of urban transportation. Ironically, however, it is the exact
reverse, namely the success -- the striking success of the automobile
that has created so many of our urban transportation problems. Thus,
it would seem that any form of transportation which seeks to replace
the form of transportation offered by the automobile by another form is
doomed to failure. Indeed, this has been found to be the case even in
the most modern of conventional rapid transit systems. Historically,
when a modern conventional rapid transit system is opened, one sees a
few percentage point rise soon replaced by ever declining numbers of
riders.
By adopting the eminently successful characteristics of the urban
freeway, one is led to a system of fixed guideways in which the stations
are on by-pass tracks off the main line. The by-pass station has the
advantage that it permits vehicles to wait for people - not people for
vehicles. Maximum capacity is obtained if all acceleration and decel-
eration maneuvers associated with leaving and entering stations and
entering connecting links are accomplished on the by-pass tracks. As
an option, these by-pass tracks sometimes can lead not to a station but
to the street. This option called "Dual-Mode" has certain advantages
and disadvantages when compared with conventional Personal Rapid Transit.
The use of short headways between vehicles is needed to provide
adequate capacity with auto-sized vehicles. Small vehicles have two
primary advantages. First, the guideways can be light, low cost and
have low visual impact. It appears now that the guideways so dominates
the overall capital cost that the minumum-size vehicle leads also to
the minimum overall system cost even though more vehicles are necessary.
Second, the option of truly personal service is available. Truly per-
sonal service means that each cab is occupied only by persons travelling
together, and that it is unnecessary to travel with strangers. Research
has indicated that this is a very important feature. In the personal
cabs, each passenger would be provided with a seat. This not only in-
creases comfort and hence patronage, but also permits the acceleration
and deceleration to be approximately double that tolerable if passengers
are allowed to stand. The result is to cut the ramp lengths approxi-
mately in half.
Safe and reliable control of a large number of small vehicles
switching in and out of stations and from line to line requires use of
advanced techniques of automatic control and reliability engineering
developed during the last two decades. When compared with manual con-
trol, automatic control has the advantage of considerably reduced labor
costs. Service can continue twenty-four hours a day. Automatic control
also permits much shorter headways and hence increased capacity.
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By interconnecting the network, not only can each trip be non-stop
throughout the network, but a system of one-way lines becomes practical.
One-way lines will double the percentage of urban land area within walk-
ing distance of stations. The mileage of lines and number of stations
needed to serve a given percentage of the population is minimized by
placing the stations midway between the line junctions. Use of one-way
lines also means that the visual impact of the system on a given street
is minimized. The provision of vehicle transfer throughout the network
has the further advantage that the system can be used for movement of
goods and for many kinds of specialized services not possible with con-
ventional transit. All of this means that the system can be amortized
over many more vehicle trips than can be attracted to conventional
transit, and hence revenues will pay a much larger share of the capital
and operating costs than is possible with conventional transit.
The above is adapted from Anderson et al ( 1) and the reader
interested in further details will find this work a good starting point.
OBJECTIVE
The objective of this research is the analysis of a disconnected
train of small vehicles operating at relatively high speed and close
proximity under automatic control. A further objective is the develo-
pment of computer programs (analog and/or digital) to study the effects
of parameter variations (vehicle mass, sensor error, etc.) and external
forces on headway for the various maneuvers (merging, queing, accelera-
tion, deceleration, emergency stopping, etc.). With this program one
can determine specifications on the elements of the vehicle and network
control system. This effort will provide an engineering tool that can
be used in future analyses of these systems.
REQUIREMENTS FOR AUTOMATIC LONGITUDINAL CONTROL OF A PRT VEHICLE
The personal vehicle used in the transportation system discussed
above could take several forms depending on the requirements imposed by
the environment in which it would be used. Regardless of the exact form
of the personal-vehicle system, several requirements pertaining to its
longitudinal control are fundamental. We shall assume that the vehicles
operate on a single lane of roadway and that some form of lateral and
steering control is provided. The following set of requirements are
similar to those given by Fenton and Bender ( 7) but have been somewhat
enlarged upon here.
1. The system must be capable of maintaining a particular separat-
ion between adjacent vehicles. Hereinafter, the term headway
will refer to the distance from a particular point on one vehi-
cle to the same point on an adjacent vehicle (say, the distance
between the front bumpers). In order to achieve a high traffic
flow, the headway should be made as small as possible for some
fixed velocity. The requirement to maintain a scheduled head-
way is closely related to the requirement of maintaining zero
relative velocity between adjacent vehicles.
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2. Each vehicle in a string of vehicles must be stable with res-
pect to the motion of the vehicle directly ahead. That is,
bounded perturbations in the motion of one vehicle must result
in bounded perturbations in the motion of the vehicle directly
behind. This requirement is termed local stability.
3. Perturbations in the motion of any vehicle in a string must be
attenuated as they propagate down the string. This requirement
is termed asymptotic stability.
4. The application of large accelerating and decelerating forces
to the vehicles must be limited in the interest of passenger
comfort. In any case the magnitude of these forces must not
exceed the capabilities of the vehicle.
5. Also in the interest of passenger comfort, the time rate of
change of acceleration, or jerk, should be limited.
6. The above requirements do not guarantee that the vehicles in a
string will keep to the desired position schedule after some
perturbation. Hence, for overall system control, position and/
or velocity control is required.
The above descriptive statements of requirements will be put into
mathematical form when the design of an automatic vehicle control sys-
tem is formulated in the sequel.
BACKGROUND (A GENERAL SURVEY OF RELATED RESEARCH)
Before going into the detailed analysis of the problem, it will be
useful to review in a general way some of the work done so far in the
area of High Speed Ground Transportation (HSGT) systems.
The use of modern control theory to design longitudinal HSGT con-
trol systems was initiated in the United States in 1964 at the Massach-
usetts Institute of Technology (MIT) under a directive from and suppor-
ted by the United States Department of Commerce, Hansen (ll). These
studies included many aspects of HSGT systems such as vehicle aerodyna-
mics, propulsion, vehicle-guideway interactions, human factors, schedu-
ling, network configuration, computer control, communications, and dyn-
amics and control of vehicle groups. It is the last-mentioned category
which is of interest herein.
An early result reported by Levine (13) and Levine and Athans (14)
at MIT was concerned with the design of an optimal error regulator for
a string of high-speed trains. The requirements of a control system
for a string of trains travelling on a single, straight, level guideway
were put in the form of a quadratic cost functional and the feedback
gains for the optimal error regulator solved for by use of optimal lin-
ear regulator theory. The resulting system when simulated on an analog
computer appeared to perform in the desired manner. A clever scheme
for the optimal merging of two trains (two strings of unconnected vehi-
cles) was investigated by Athans (3). This scheme made use of the opt-
imal feedback system developed earlier for single guideway use. These
error-regulating systems required the continuous transmission of the
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velocity and position ot each vehicle to every other vehicle in ihe
system. To simplify the communications .system somewhat, subopt inuil
forms of :the original regulator were studied by Athans et ill ( .5\ mul
Garrard et al (8 ). This resulted in a reduction in the number of feed-
back loops required. Simulation studies indicated that the performance
of the suboptimal system was only slightly inferior to that of the opt-
imal system. It should be noted that there are no communication advan-
tages to the suboptimal control strategies when central computer cont-
rol is used. With the idea of further reducing the communication sys-
tem requirements, Levis and Athans (15) developed an optimal sampled-
data control system for high-speed trains. In this system, the position
and velocity of each vehicle is measured once every T seconds. The
forces applied to each vehicle are held constant during the sampling
period. ,In general, there is a trade-off between the size of the samp-
ling perrod (which governs channel capacity, band-width, etc., of the
communication system) and system performance.
Powner et al (21) and Anderson and Powner ( 2) have investigated
the optimal sampled-data control of high-speed trains in the presence
of state measurement noise and random disturbances. Use was made of
the discrete form of the Kalman estimator together with an optimal
sampled-data feedback system similar to that used by Athans and Levis
(15).
Peppard and Gourishankar (20), Wilkie (22), Wilkie and van
Schieveen (23),Hajdu et al (10) and Garrard and Kornhauser (9) have
considered the case where jerk is included in the cost functional. The
resulting system was shown to exhibit a smoother change in acceleration;
this is desir .able for passenger comfort. All other factors being the
same, one would expect that the inclusion of jerk in the cost functional
will result in the control taking longer to drive the error to zero.
This is obscured in Peppard and Gourishankar (20) because they modified
two terms in the cost functional (essentially they went from a car-fol-
lowing to a slot following strategy) and in Wilkie and van Schieveen (23)
because of an error in figure numbers.
Peppard (19) and Peppard and Gourishankar (20) give results for a
variety of weightings of the terms in the cost functional while Wilkie
and van Schieveen (23) discuss the general problem of sensitivity of
the results to coefficient weights.
Melzer (16) and Melzer and Kuo (17) have developed a general
theory for the optimal control of linear systems comprised of an infin-
ite number of identical objects. The method has been applied to the
case of an infinite number of vehicles and the structure for the con-
trol system obtained.
The research described up to this point has centered around the
concept of using a linear optimal control system to regulate the posi-
tion and velocity of each vehicle in the system. This approach requires
the use of a quadratic cost functional since other forms of performance
index would result in a nonlinear controller.
A wider range of problems associated with HSGT systems is consid-
ered by Hajdu et al (10), Boyd and Lukas (6) and Anderson et al ( l).
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MATHEMATICAL MODEL OF A STRING OF VEHICLES
In this section a model similar to that used by many investigators
will be developed.
Assume that the system is a string of n vehicles. Let k (k=l,...,n)
be an index describing the k-th vehicle in the string. Let z denote
the position variable.
The following variables are defined:
k
z (t) = the position of the k-th vehicle at time t
k •
z (t) = the velocity of the k-th vehicle at time t
k
z (t) = the acceleration of the k-th vehicle at time t
j^
f (t) = the force applied by the propulsion system to the
k-th vehicle at time t
k
m = the mass of the k-th vehicle.
Every vehicle in the string will be subject to drag forces. In
general, the drag force will be a function of the vehicle type (on
wheels, air or magnetically suspended, etc.), shape, the nature of the
guideway (open air, tunnel, etc.), and in particular, it will depend
on the velocity z (t) of the k-th vehicle. Therefore, we let
k
g( z (t) ) = the drag force acting on the k-th vehicle at
time t.
The general equations of motion of the k-th vehicle can be found
from Newton's law. If the guideway is flat, then the equations are
(1) mk -- zk(t) = -g( zk(t) ) + fk(t)
dt
for k = 1,2,...,n. If the guideway is not flat, then the only modifi-
cation to the above is to include in f (t) the longitudinal component
of force due to the slope.
Because the drag term, g(.)> *-s some nonlinear function of the
velocity, z.(t), equation (1) is a nonlinear one. The overall system
will be designed in such a way that each vehicle will move with the
same desired velocity v , under normal operating conditions. The velo-
city v will be called the string velocity. Because of this require-
ment, we can obtain a linearized differential equation for each vehicle
whenever the actual velocity zt(t) is near the string velocity VQ. To
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do this we use a Taylor series to expand the drag function about the
string velocity VD
(2) -g( zk(t) ) = g(vQ) + Dg(v0)(zk(t) - VQ) + higher order
terms.
The term-Dg(v ) is simply the derivative of the function g(.) evaluated
at VQ, i.!e., the slope of the drag force curve at VQ. If we let
aQ = Dg(v0), then equation (1) becomes
(3) mk --- zk(t) = -g(vQ) - a0(zk(t) - vQ)
dt
In the usual way equations (3) can be recast as a system of two
first-order ordinary differential equations,
(4)
— zk(t) = zk(t)
dt
mk — zk(t) = -g(vo) - a0(zk(t) - vo)
dt
fk(t)
or using matrix notation
d
(5) ... wk(t) = A wk(t) + hk(t)
dt
where
zNt)
z (t)
t
A =
0 1
f\ / m
o
k
, h (t) =
0
-g(v ) +
o
k
aovQ + f (t)
k
m
We shall also want to consider a similar form of these equations
in order to include the jerk requirement. For this we let
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(6)
— zk(t) = zk(t)
dt C
dt tt
(t) = -az (t)
The third of equations (6) is obtained simply by differentiating the~
second of equations (4). Using matrix notation equations (6) become
(7)
where
wk(t) =
d
I,
z ( t )
t
.
Ztt ( t )
d
t
A =
= A w k ( t ) 4
0 1 0
0 0 1
1-
0 0 -a /m
o
k
hk(t) =
0
0
k
-*o + f t ( t>
m
We precede now to define the "error" states of the k-th vehicle.
Let
(8)
(9)
(10)
xk(t) = zk(t) - vQt
xk(t) = zk(t) - vQ
= zt(t)
Substituting these relations into equations (4) we obtain
d
—' (xk(t) + vQt) = xt(t) + VQ
dt
mk— (xk(t) + VQ) = -g(vo) - a0(xk(t)) + fk(t)
dt
or
(11) dt
k d
m
dt
-g(v0) - a0(xk(t)) + fk(t) = uk(t)-ao(xk)
defining u (t) = f(t) - g(vQ).
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We can term, u (t) , the difference between the applied L'occc and
the drag force at velocity v , as the "control" applied to the. U-th
vehicle. The term, u (t), represents the excess force that is actually
applied to the k-th vehicle. In practice, however, it must be remem-
bered that a propulsion system is present on each vehicle and u (t) is
the desired output of the propulsion system. The dynamics of the k-th
vehicle as presented here do not include the propulsion system. The
input received by the propulsion system is in practice,say, u (t). For
the purposes of this discussion, we will assume that either the input-
output transfer function of the propulsion system is unity (i.e., u =vi )
or equal to a constant r so that uk = ru . In either event, in the
sequel we shall be concerned with u only. Garrard and Kornhauser (9 )
model the propulsion system as a first-order lag, which enables them
to include jerk without having to resort to third-order equations.
In a similar manner substituting (8), (9) and.(10) into (6) we
obtain
— xk(t) = xk(t)
dt t
d
 k k(12) — x£(t) = x*t(t)
dt
m
k
—
 x
k
t(t) = -aoXkt(t) + fk(t) .
dt
Equations similar to (11) can also be written for the (k+l)-th
vehicle. The state equations for the two-vehicle unit can then be
written as
(13)
where
x(t) =
xk(t)
xk+1(t)
--- x(t) = A x(t) + B u(t)
dt
u(t) =
B =
, x(t)
A =
0
i / k1/m
0
0
0
0
0
k+1
1/m
0
0
0
0
1
/ k
-a /m
o
0
0
0
0
0
0
0
0
1
, k+1
-a0/m
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Similarly, the state equations for a two-vehicle unit using
equation (12) as a basis can be written as
(13)
where
x(t) =
x
k(t)
It
x
k(t)
k
x (t)
x^(t)
xfV)
x^(t)
A
u(t) =
x(t) = A x(t) + B u(t)
dt
S=
0 1 0 0 0 0
0 0 1 0 0 0
^,
0 0 -a /m^ 0 0 0
o
0 0 0 0 1 0
0 0 0 0 0 1
. k+1
0 0 0 0 0 - a / m
o
lrf k ( t )
k+1
f (t)
B =
0 0
0 0
l/mk 0
0 0
r+0 0
0 1/m
In general, the state equations for an n-vehicle unit are quite
similar, the form should be clear.
CONTROL OF A STRING OF VEHICLES
The objectives of an automatic control system, as outlined above,
can now be put in the form of a quadratic cost functional of the form
(for two vehicles and equations (12) )
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(14) J = k \( C1(xk(t) - xk+1(t))2 + C2(xk(t) - xk+L(t)V
C3(xk(t))2 -f C4(xk+1(t))2 + C5(xk(t))2
c9(<(t))2 + clo(fk+1(t))2 ) dt
where C ,...,C are non-negative weighting coefficients.
The cost functional can be interpreted as follows:
1. Since the term
(xk(t) - xk+1(t)) = (Zk(t) - zk(t)) - (2k+1(t) - z
- (zk(t) - zk+1(t)) - (zk(t) - zk+1(t))
= hk(t) - hk(t)
where z_ is the prescribed location and h is the actual and hi the pre-
scribed headway, the inclusion of the first term in (14) penalizes the
system for deviations of the actual headway from the desired headway.
2. The term
(xk(t) - xk+1(t)) = (zk(t) - vo) - (zk+1(t) - VQ)
= zk(t) -
 Z
k+1(t)
which is the relative velocity between the two vehicles. Thus the in-
clusion of the second term in (14) penalizes the system for deviations
from zero of the relative velocity.
3. The next four terms in (14) serve to penalize the system for
deviations of the position and velocity from their desired values.
4. The next two terms in (14) are the square of the accelerations.
Thus the inclusion of these two terms serves to penalize the system
for large accelerations and decelerations which could result in pass-
enger discomfort.
583
5. the last two terms in (14) are proportional to the square ol
the jerk (when the system is moving at uniform velocity). Thus the
inclusion of these terms also serves to penalize the system for the
inclusion of effects which could result in passenger discomfort.
Of course, the simpler cost functional (of an analogous nature)
could be written for two vehicles using equations (11) and the analo-
gous more complex functionals written for n vehicles using either eq-
uations (11) or(12).
The philosophy underlying the use of a quadratic cost functional
stems not only from the fact that a solution can easily be obtained,
but also because large deviations are penalized much more severely
than small ones.
The cost functional (14) can be written as
00
(15) J = ( x(t) Q x(t) + u(t) R u(t) dt
where T denotes matrix transpose and
0
0
0
Q =
c1 + c3
0 (
0
0
0
-c
0 ,
0
c7
0
0
0
~
C1
0
0
C 1 + C 6
0
0
0
-
C2
0
0
C2 + C8
0
0
0
0
o,
0
cio
R =
10
Q will be chosen to be positive semi-definite and R positive definite
matrices. The objective is to find the optimal control u (t) which
minimizes (15) subject to (13). Here the initial value x(0) is assumed
to be known (it will be the assumed initial error).
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THE SOLUTION OF THE PROBLEM
In this section, the applicable theory is summarized for the
convenience of the reader.
Available results, Athans and Falb ( 4).
Given a completely controllable system
d
(16) --- x(t) = A x(t) + B u(t)
dt
a cost functional
00
(17) J = \ \ ( xT(t) Q x"(t) + uT(t) R u(t) ) dt
where R is a positive definite and Q is a positive semi-definite
matrix, then the control which minimizes J for any set of initial con-
ditions x(0) is given by
(18) u( t ) = -R"1 BT K x(t)
where K is the real symmetric positive definite constant matrix which
satisfies the nonlinear matrix algebraic equation
(19) -K A - ATK + K B R"1BTK - Q = 0 .
Since (13) is of the form of (16) and since the cost functional
(14) is of the form of (17) it follows that the results above can be
used immediately to construct (via (18) and (19) ) the optimal corre-
ctions f£(t) as functions of the deviations x(t).
Equation (18) is often used in conjunction with an analog computer.
It should be noted that once a particular physical system is spec-
ified, the coefficients of the matrix multiplying x(t) in (18) are
fixed.
There are a number of ways to obtain the coefficients k.. of the
matrix K in (19). The coefficients can be obtained by solving1 a matrix
differential equation (the Riccati equation), see Athans and Falb ( 4)>
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by matrix iteration, Kleinman (12), by so-called direct methods using
the eigenvectors, by iteration on the individual terms of K, Meyer and
Payne (l8)» and by using the special structure of the transportation
problem, Melzer and Kuo (17).
Local stability is guaranteed when the control law is obtained as
described above. Asymptotic stability is usually determined by numer-
ical experiment. Analytical results are available, see Peppard (19).
FURTHER ANALYSIS OF THE COST FUNCTIONAL (14)
The cost functional (14) is quite general and can be used to ob-
tain optimal controls for quite varied conditions. For example,
Peppard (19), by weighting the coefficients Cy and Cg so that C7/Cg =
1000 assures the resulting two-car system behaves essentially in a
car-following manner, i.e., in response to a given error x(t) only the
following car receives commands to the propulsion system. Similarly,
if the coefficients for both cars are the same then a slot-following
strategy would be obtained, i.e., both cars would respond to errors
x(t). In fact, if a strict slot-following strategy is to he used then
the coefficients C, and C~ in (14) could be set to zero.
Of course, the strategy to be employed will be known in advance
in a given system; equation (14) was written as it is to be general
and save space.
The problem is to obtain an appropriate weighting of the coeffi-
cients in (14) so that the resulting system behaves in a satisfactory
manner. Most of the writers approach this problem in an ad hoc manner,
trying various combinations of weightings until the system behaves
satisfactorily. Wilkie and van Schieveen (23) approach this sensitiv-
ity in a systematic manner. From the published results, it seems the
ad hoc method is not at all unsatisfactory, particularly in view of
the fact that the available results can be used as a guide.
For the ultimate purposes here, i.e., to obtain engineering spec-
ifications on the control system, the following (at least) design
inputs seem necessary:
1. Vehicle mass
2. Operating velocity
3. Operating headway (2 and 3 are quite critically interrelared)
4. Wind gust velocity
5. Maximum grades
6. Operating strategy
7. Maximum permissible variations in headway and velocity to be
permitted under normal operating conditions, 207»? 50%?
(Headway is more critical than velocity.)
8. Maximum acceleration (%g has been suggested in Anderson (i ))
9. Maximum jerk (%g/sec has been suggested in Anderson (1 ))
10. Kinematic measurements to be made on each vehicle.
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10. (continued) :
Position?
Position and velocity?
Position, velocity and acceleration?
11. Drag force function.
12. Number of vehicles and which are controlled. (Second vehicle
in a two-car group, middle vehicle in a three-car group?)
With the above inputs (and possibly othersl), the coefficients in
the cost functional can be adjusted to obtain a system which will per-
form satisfactorily. At this stage a critical review will have to be
made of how long it takes the control to drive errors out. If this
time is felt to be excessive (in view of overall system performance),
then a review of the assumptions in 7 would be in order (those in 8
and 9 are practically sacred once firm numbers have been generated).
Once a satisfactory control system has been found, then the vari-
ations described in OBJECTIVES can be implemented.
CONCLUSIONS AND RECOMMENDATIONS
Optimal control theory has been judged to be a satisfactory means
of analyzing the dynamics of strings of unconnected vehicles. It is
recommended that computer programs be written to further develop PRT
technology. An area which merits investigation as the most rational
means of assesing the control requirements is the use of stochastic
methods.
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THE VALUATION OF SCIENTIFIC AND TECHNICAL EXPERIMENTS
By
Fred E. Williams
ABSTRACT
This study broadly concerns rational selection of scientific and tech-
nical experiments for space missions. Particular emphasis is placed on the
assessment of "value" or "worth" of an experiment.
It is argued that the assessment of such a "value" necessarily entails
judgmental (subjective) inputs; hence "assessment of value" is taken to mean
the construction of a numerical index which (1) represents the preferences of
an appropriate decision maker (possibly a group) and (2) possesses certain
desirable properties. The requirements are satisfied by a Bernoulli Utility
Indicator (BUI) representing the decision maker's preferences, hence in
operational terms "assessment of value" means specification of such a BUI.
A specification procedure is outlined and discussed for the case of one
decision maker. Experiments are viewed as multi-attributed entities and a
relevant set of attributes is proposed. Alternative methods of describing
levels of the attributes are proposed and discussed. The reasonableness of
certain simplifying assumptions such as preferential and utility independence
is explored, and it is tentatively concluded that preferential independence
almost certainly applies and utility independence appears to be quite
appropriate.
The general specification procedure is then extended to include the
possibility of more than one decision maker. The feasibility and potential
difficulties of this extension are explored, and the suggested procedure is
judged to be quite practicable.
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1.
The selection of scientific and technical experiments 1'or inclusion,in
n|«i<*j HfUitfKfHtf JM u ptobfath NASA has faccrl «lMiv itM tHwirfiiMi, Ahlfwwii
historically important, at least two factors suggest that this pi'oblehi \vili
attain even greater importance in the future. First, as the space program
moves into the Shuttle era, projected increases in flight activity mean more
experiments; hence increased demands on experiment definition, development,
and selection activities. Second, as the glamour of space flight recedes and
other activities vie for national attention and budget allocations, there are
increasing demands for NASA to justify budget requests and to assume
accountability for results. Thus considerable attention must be given to
assuring the continuation of high quality scientific and technical investigations
in the space program. >.
•i
Most observers agree that any experiment selection procedure should be
based primarily on the concept of the "scientific and/or technical value" of an
experiment, i. e. , the scientific and/or technical benefits to be derived from
the experiment. The obvious difficulty is that this value is seemingly clear as
an abstract concept but tends to become quite nebulous when subjected to
further scrutiny.
The primary objective of this study is to demonstrate one manner in
which the concept of the value of an experiment can be made more precise,
and to suggest procedures for assessing a numerical measurement of the value
of an experiment. The orientation is primarily (and intentionally) pragmatic —
almost none of the theoretical underpinnings is new, although a few recently
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developed results are discussed. The emphasis is on demonstrating', in
rather concrete detail, how existing theory can be applied to this problem.
A secondary objective is to suggest how these numerical measurements
be used in the formulation and solution of standard mathematical models which
could be used to model various phases of the selection process.
2. SOME PHASES OF THE EXPERIMENT SELECTION PROCESS
Actually, without further specification "selection of experiments" is an
ambiguous phrase. Any experiment passes through several stages of maturity
as it moves from the initial gleam in a principal investigator's eye to the final
analysis and dissemination of the results. Thus "selection of experiments"
really entails selection at several stages of maturity. Although not necessar-
ily definitive, the flow chart in Figure 2.1 gives some indication of this matura-
tion under the current selection process and under a two-phase process
recommended by an experiments management working group chaired by
.1
Mr. Lee Scherer [24].
At least three key decision points, labelled A, B, and C, can be
identified in either process. Point A represents an initial screening where a
-\
set of proposals is reviewed and a subset is selected for further study (usuail,/
more precise definition of experimental objectives and procedures, design of
required hardware, and integration studies). Decision situations at this point
are typically characterized by a high degree of uncertainty, particularly
regarding feasibility, costs, and design and development time. The value of a
proposed experiment would be somewhat more certain, but still rather fuzzy
because of the preliminary nature of proposals at this stage.
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Point B represents a second screening where a set of proposals is
reviewed and a subset selected for development and implementation. Deci-
sion situations at this point are typically characterized by uncertainty
regarding development costs and time and, to a lesser extent, f eas ib i l i t y .
The value of a proposed experiment should be more clearly defi iu ' i l t h a n at A
as a result of the intervening studies.
Point C represents a final selection where a set of experiments is
chosen for assignment to a particular mission. Decision situations at this
point are typically characterized by a relatively low amount of uncertainty.
Primary considerations would appear to be technical, e.g. , performance
capabilities of the vehicle (capacities, power supply, etc.) and the crew.
t
There is no reason to assume that the value of a candidate experiment would
be more clearly defined here than at point B.
The proceeding characterization is intended to be neither a precise
description of existing procedures nor a prescription for future procedures.
It is, however, intended to convey the essential features of the experiment
selection process and to illustrate the major types of decision situations
arising in that process.
3. A RECURRING THEME
Although perhaps obvious, it should be noted that the aforementioned
situations suggest decision problems having the same abstract structure. In
each case a set of candidate experiments is given and a subset is to be chosen
that (a) is feasible with respect to available resources and other constraints
v
and (b) is at least as desirable (in some sense) as any other feasible subset.
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"Feasibility with respect to available resources and other constraints"
is probably characterized in similar manners at A and B, but in a vastly
different way at C. At A, for instance, the relevant resources might be Funds,
manpower, and facilities available for definition and design studies. Oilier
constraints might include such factors as design and development l ime
limitations, .or other special factors unique to the specific instance at hand.
An illustration of these other constraints is provided by the recent "add-on"
experiments for the Skylab. The Announcements of Flight Opportunity
(Memorandum Changes 37 and 38 to NHB 8030.1A) were issued late in the
program when "time till launch" was relatively short and a rather well estab-
lished system was designed and being developed. Thus natural constraints
were imposed on (a) acceptable design and development times for proposed
experiments and (b) acceptable changes to the existing system design
required by the proposed experiments.
The relevant resources at B would probably be funds, manpower, and
facilities available for development, as well as time constraints and other
special factors. On the other hand, at C the constraints should be primarily
technical in nature, imposed by the performance capabilities of the vehicle
and crew. Power supply, heat transfer capabilities, volume, payload mass
capabilities (up and down), spacecraft environment, crew skills, crew time
availability, etc., are examples of the factors imposing constraints in
decision situations arising at C.
To assert that a particular feasible subset of experiments is "at least
as desirable" as any other feasible subset requires that the relative
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desirability of two experiments can be assessed and Turlhunimro, l.hal. l.lu:
relative desirability of two subsets of experiments can be assessed. Suppose:
for the moment that this can be done and that in addition, we can specify ;i real
valued function, v, such that if E, and E are any sets of experiments uiulc'r
consideration
(3.1) v(E,) > v(E ) if and only if E, is at least as desirable as E
Then any of our decision situations can be abstractly modelled as follows:
(3. 2) (a) EXPS is the set of experiments under consideration
(b) P(EXPS) is the set of all subsets of EXPS
(c) F9P(EXPS) is the set of all feasible sets of experiments
(feasibility determined by the factors discussed
above)
(d) Find E* C F such that
v(E*) - maximum v(E)
E C F
Verbally, 3. 2(d) says that the decision problem can be modelled as a
mathematical problem involving selecting a feasible subset E* of such that
v(E*) is at least as large as v(E) for any other feasible subset E; hence by
3.1, E* is at least as desirable as any feasible subset E.
The recurring theme, then, is that the decision situations arising at
points A, B, and C suggest decision problems having the same general
structure which can be represented (abstractly, at least) by the same
mathematical problem. The detailed form of 3. 2(d) might differ, of course,
for type A, B, and C decision situations. At least two investigators,
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Bartee [2] and Brown [4], have suggested deterministic models for typo 15
and C situations. Bartee suggests subjective programming as a solution
technique and Brown suggests integer linear programming with binary
variables. Perhaps nondeterministic models are more appropriate for type
A situations in recognition of the inherent uncertainty; this remains to be
investigated.
At any rate a key to this type of approach is specification of the function
v. (Bartee [2] recognizes this problem, but (prematurely, in my opinion)
declares the "impossibility" of specifying v and proceeds with his analysis of
a type 3. 2(d) problem.) Given v, for any experiment e we could properly refer
to v( {e}) as the value of the experiment e. (More precisely, v( |e| ) is a.
value of e since v( |e|) depends on the scale chosen — much like the problem
encountered in temperatures where "the" freezing temperature of water is
32 degrees and 0 degrees, depending on whether Farenheit or Centigrade
scales are chosen.) Assuming a fixed scale so that we can refer to the value,
note that the value of an experiment is simply a real number which is useful
for decision purposes, i. e., in the solution of problems such as 3. 2(d). It
has no mystical qualities — only those which we, as analysts, bestow upon it.
Most importantly, it does not purport to measure the "true, underlying worth"
of the experiment (whatever that means). When specified, however, it must
represent the preferences of the decision maker faced with the resolution of
the aforementioned decision problems, and it must possess certain other
properties (discussed later) if it is to be useful in the analysis of problems
such as 3. 2(d). It is in this sense, then, that "the value of an experiment" is
interpreted in this study.
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4. . THE VALUE OF AN EXPERIMENT —
A PROBLEM IN MEASUREMENT THEORY
4. 1 Overview of Measurement Theory
Since the specification of the function v and the investigation of its
properties is a problem in the theory of measurement, this section is devoted
to a brief introductory overview of that theory. More comprehensive
discussions can be found in Suppes and Zinnes [25] and Krantz [19] . Broadly
stated, measurement theory is the study of correspondences between systems
of empirical objects and systems of mathematical objects (usually real
numbers). "A system of empirical objects" means a set of empirical objects,
together with certain operations and relationships inherent in the empirical
situation. For example the empirical system for the measurement of mass
would conceptually be based on the set of all empirical objects. Relevant
operations and relations would include the operation of combining objects in
the sense illustrated by placing two pieces of metal on the pan of a balance,
and the relation of one object being heavier than another. Similarly, the
empirical system for temperature measurement would be a subset of the set
of empirical objects, but in this case there is no natural operation of combining.
The relevant relation is that of one object being hotter than another.
The basic objective of measurement theory is to characterize the
observable (or desired) formal properties of the empirical system and then to
find a mathematical system having the same structure as the empirical system.
\(Technically speaking we seek a mathematical system that is isomorphic or at
least homomorphic to the empirical system.) Thus in the measurement of
mass real numbers are assigned to empirical objects so that the empirical
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operations and relations are reflected in the mathematical system. Each
empirical object, a, is associated with a positive real number, m(a), so that
(1) when objects a and b are combined yielding a©b, we have m(a©b) ~
m(u) i m(b), and (2) ni(n) > m(b) il and only il a i,s heavier M i a n h. In
l . ' :mp<:i ; i l . n r < - N i < - ; i ; i i i r < - n i r n l i -arh c m | > i r i r a I o l i j e r l . ; i . i ; i ; i : ! : : i > c i : i l i ' t l \ \ i l l ) . \ iv.-t l
number, t(a), so that (1) t(a)>t(b) if and only if a is hotter than b.
Now the functions m and t are not unique, since mass and
temperature can be measured on several scales, e.g. , pounds and kilograms;
degrees Centigrade and degrees Farenheit. It turns out, however, that if m
and m are two functions giving measurement values for mass, then m is a
positive constant multiple of m (i. e. , there is a positive real number, a, so
that for any empirical object, a, m(a) = am (a).) Similarly, if t and t are
functions yielding temperature measurement values t is a positive affine
transformation of t (i. e., there is a positive real number, P , and a real
number 6, so that t(a) = f t (a) + 6.) These facts are summarized by saying
that mass measurement leads to a ratio scale and temperature measurement
leads to an interval scale.
The two basic problems of measurement theory are illustrated by
the preceeding discussion. The first problem is existence — is there at least
one mathematical system having the same structure as a given empirical
system? If the answer is yes, the second problem, uniqueness, arises — is
there more than one such mathematical system, and if so, how are they
related? For both mass and temperature measurement an infinite number of
mathematical systems exist and the relationships between any two (both for
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mass or both for temperature) are summarized by the relationships between
m and m or t and t .
How is this relevant to assessing the value of an experiment?
Without going into great detail, consider the simple case of one decision
maker (d. m.) facing a type A, B, or C decision situation where EXPS is the
set of experiments under consideration. At the very minimum we require
that d. m. be able to articulate his preference or indifference — based solely
on scientific and/or technical merit — between any two experiments in EXPS.
That is, assuming that d. m. has a personal conception of scientific and/or
technical merit we ask that he ignore (for the purposes of assessing value)
such considerations as cost, facilities, time constraints, etc. , and compare,
say, experiments e, and e solely on the basis of scientific and/or technical
merit. (This in itself might be a difficult task, and we shall explore it in
detail later - assume for now that it can be done.) Let's define some notation
for this relationship:
(4.1.1) For er e^EXPS
Based on scientific and/or tech-
nical merit, d. m. strictly prefers
6| to e2 or is indifferent between
e, and e_
,^ e2 if and only if
It is sometimes convenient to use the following notation:
Indifference
ej~e2 if and only if e^e2 and &2^e\
Strict Preference
e,>e0 if and only if e,^e0 and not e0^e.
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If e, > e0 we shall frequently say that d. m. weakly prefers e, to e or s imply
1 r i 1 6
e, is weakly preferred to e0. We impose certain consistency requirements on
1 &
d. m. , namely:
(4.1. 2) (a) For e^ e2 C EXPS
6j > e2 or e2 ^ e^ (possibly both)
(b) ( e1 > e2 and e2 > e3 ) *$> e1 > e3
Thus we require that d. m. be able to compare any two experiments in the
sense that he weakly prefers e, to e2 or weakly prefers €„ to e,; or possibly
both, in which case we'd say he is indifferent between e, and e_. Also we
require that his preferences be transitive in that if he weakly prefers e, to e9
and e- to eQ then he must weakly prefer e, to eQ.Z O ~"~"~~"~' 1 O
Thus we have an empirical relationship system (EXPS, ^ ) and
4.1. 2 stipulates the formal observable properties we require of this rela-
tional system. The measurement theory problem is to find a mathematical
system with the same structure as (EXPS, ^ ) and if EXPS has a finite number
of elements (and is not empty) this is a trivial task. We need only specify a
finite set of real numbers v(e) with the property.
(4.1. 3) v(e,) > v(ej if and only if e,^e^
Then (|v(e)|eCEXPS|, ^ ) is one satisfactory mathematical system. There
are, of course, infinitely many others. We need only transform the numbers
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v(e) so that their order is preserved; i.e., if T is a real valued function such
that
(4.1. 4) T(v(e1)) > T(v(e2)) if and only if V(GI) > v(e2)
then (| T(v(e))|eCEXPS}, > ) is a satisfactory mathematical system. This,
type of measurement is called ordinal, since preservation of order is the only
essential feature of the mathematical system.
Although this type of measurement will almost certainly not be
sufficient for most problems characterized by 3.2(d), it does illustrate the
measurement theoretic features of the experiment valuation problem. To
obtain values useful in analyzing 3. 2(d) type problems, we shall find it
necessary to add certain features and impose further requirements to obtain
the relevant empirical relational systems.
4. 2 The Necessity of Judgemental Inputs
Mass and temperature measurement both possess desirable
characteristics that might be conveniently summarized by calling these
measurements objective. They are objective in the sense that two competent,
independent observers could examine one empirical object and — within
instrumentation limits — arrive at the same mass and temperature for the
object (or equivalent values if the observers use different scales). Such
objectivity is very desirable, and it would be pleasant if a similar situation
were to exist in the experiment valuation problem. Unfortunately it appears
that such requirements are too stringent; and in this section I shall try to
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convince the reader that it is generally impossible to attain this type of
objectivity in experiment valuation.
A principal reason for the objectivity of muss ami temperature
measurements is that in each case there is precisely one empirical relat ional
system. To illustrate, if a and b are two empirical objects then precisely one
of the following three statements is true: (1) a is heavier than b, (2) b is
heavier than a, or (3) neither (1) nor (2) is true. Furthermore there are well
accepted empirical procedures for determining which of (1), (2), or (3) is true
(e. g. , placing a and b on opposite pans of a balance and observing the height of
the pans). Similarly, at a particular time instant either (1) a is hotter than b,
(2) b is hotter than a, or (3) neither (1) nor (2) is true (assuming, of course,
that it is meaningful to talk about a temperature of a or b, i. e. , that all points
of a are "equally hot" and similarly for b). Like the case of mass, there are
widely accepted empirical procedures for determining which of these last three
statements is true.
Unfortunately this feature of a unique empirical relational system
is generally absent in the experiment valuation problem. At the risk of
belaboring the obvious this can be clearly illustrated by considering a very
small set of experiments, EXPS = < e,, e ?>, where e, is an astronomy
experiment designed to study x-ray emissions of solar flares, and e0 is a£i
medical experiment designed to evaluate the quantity and quality of sleep
during prolonged space flight. As illustrated in section 4.1 possibly the
simplest empirical relational system of interest would be (EXPS, ^ ) where,
as in 4.1, ^ symbolizes the relationship of weak preference. The difficulty,
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of course, lies in whose preferences should be used. Using a gross over-
simplification to illustrate the point, we would expect an astronomer (A) to
strictly prefer e, to e2 (e1 ^\ e2). On the other hand we'd expect a physician
(M) to exhibit diametrically opposed preferences (e? *)>,. e,). Thus two
distinct empirical relational systems, (EXPS, ^.) and (EXPS, ^,,), vie us
A JVI
candidates for our measurement problem. A little reflection reveals the
impossibility of simultaneously representing these two systems with one
mathematical system similar to that illustrated in 4.1; hence objectivity in the
above sense is impossible — provided that we're going to consider both the
astronomer's and the physician's preferences.
One might object that the example is inappropriate since e, and e2
are such vastly different experiments. There are two responses to this
objection. First, comparisons of this type must (perhaps implicitly) be made
in practice — these two experiments are approved for the Skylab, so at some
point, implicitly or explicitly, their values were compared. Second, consid-
ering only similar experiments, e. g., those relevant to one discipline, might
alleviate the difficulty somewhat, but does not eliminate the basic problem.
It would be surprising indeed if two astronomers were to exhibit identical
preference orderings with respect to a set of, say, ten astronomy experiments;
and two different orderings yield precisely the basic difficulties discussed
above.
Conceptually one might try to avoid these problems in the following
manner. Rather than asking, say, an astronomer and a physician to state their
preferences directly, why not try to describe each experiment along a few
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attributes and choose these attributes in such a way that one preference
ordering would obviously be "best" and accepted by all reasonable observers?
(This seems to be the basic approach taken in the Ml)AC Worth A n . - i l y s i s
Study [l3].) As an extreme example suppose we could express the total
scientific, technical, economic, and social benefits of an experiment in one
monetary value. Then these monetary values impose a natural ordering on
any set of experiments, resolving our problem. The obvious difficulty lies in
obtaining the monetary values. To illustrate, consider how these values
might be obtained in a simple example. Suppose there are only two relevant
attributes: (1) the scientific significance of the experimental results and
(2) the estimated economic benefits resulting from the experiment, say, over
a 20 year period. Moreover, assume that two experiments, e. and e., are
under consideration and that (a) e. ranks higher on scientific significance
than e. and (b) the estimated economic benefits are $1M for e. and $. 5M for
e.. First note that (a) and (b) are necessarily estimates; thus different
observers will hold different degrees of belief in the accuracy of these
estimates. But suppose we dispense with that difficulty and assume that the
estimates could be made precisely enough to satisfy all observers. To obtain
monetary values for e. and e., then, natural starting points are $. 5M and $1M
J
respectively. But specifying total monetary values for e. and e. necessarily
J
requires assessment of tradeoffs between attributes (1) and (2) and observers
will typically disagree on the appropriate tradeoffs; hence we're back to the
original difficulty.
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No matter which way we turn the possibility of obtaining objectiv-
ity (in the sense illustrated above) seems nonexistent. It is apparent, then,
l h : i l l.lic v ; d i i < : nl ; in cxprr i incnl n i i i s l l ie l : i ri'.cl v dHrni i i i i rd l iy j i id | ' .m<-nl :d (MI
subjective) inputs, and the task becomes one ol' spec H y i n g l u n v j i u l g i i H ' n l i i l
inputs can be consistently and effectively utilized. Whose judgement should bo
used is not an easily resolved problem, but this question will be deferred until
after we discuss methods for utilizing the judgmental inputs from one decision
maker.
4. 3 Desirable Properties for a Value of an Experiment
Before turning to the task of specifying experiment values for the
case of one d. m., it will be convenient to have a more detailed description of
the desirable properties expected of these values.
It appears that three basic properties are required, and we shall
discuss these properties rather informally without going into great detail on
the empirical and mathematical relational systems. As before the basic
empirical relational system is (EXPS, ^ ) where EXPS is a relevant set of
experiments and ^ denotes weak preference. We shall denote the value of an
experiment eCEXPS by u(e). The first property is order preservation,
already discussed in sections 3 and 4.1, but recorded here for completeness.
1
 (4. 3.1) Property One
For e,, eoeEXPS
1 <£j
u(e1) > u(e2) if and only if e^ ^  eg
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This property is necessary for problems involving choice under certainty. As
noted in section 3 nondeterministic models might be of interest, so we need to
extend this property to cover choices with random outcomes, and for our
purposes this can be done by introducing the concept of a lottery. Suppose
that e,, e0CEXPS and for some reason either e, or e will successfully be
1 £i \. L*
performed, but not both. Furthermore suppose the probability that e, will
successfully be performed is known to be p; hence the probability of success-
fully performing e is 1-p. (It is not easy to visualize an actual realization of
^
this situation, but that is unimportant for our immediate purpose.) Then this
situation can be described as a lottery on the set EXPS and graphically
represented as follows:
(4. 3. 2) I :
This figure is simply a graphical way of depicting a simple random process
that with probability p results in the successful performance of e, and with
probability 1-p leads to the successful performance of e0. (It is interesting to
^
note that, technically, a lottery on the set EXPS is simply a probability
distribution defined on EXPS.)
To compare choices among lotteries we require that u have the
following property:
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(4. 3. 3) Property Two
The value associated with t is
) + (l-p)u(e2)
Further in comparing two lotteries JL and £, ,
u(^) > u(^) if and only if Si ^> l^
Note that property two implies property one, but not vice versa. We won't
pause here to discuss property two in detail since this is done in section 5. 1.
Finally, the last property we require is, roughly speaking, that
the value of any two experiments, e, and e , taken together is the sum of the
values of the individual experiments. This property, which is desirable if
problems of the form 3. 2(d) are to be considered, can be expressed as follows:
(4.3.4) Property Three
If e,, e^GEXPS, the value associated with se,,e2> is
U(|e1,e2() = u(ej) + u(e2)
Actually 4. 3. 4 is a simplified version of the property required
in some specific versions of type 3. 2(d) problems, but we defer detailed
discussion of these matters until section 9.
5. THE GENERAL APPROACH FOR ONE DECISION MAKER
5.1 Bernoulli Utility Indicators and Their Specification
In this section we assume there is one d. m. and sketch the
general approach for obtaining a function u satisfying properties one and two.
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Such functions have been widely studied and are referenced under at least
three synonomous names: Bernoulli Utility Indicators (BUI's), measurable
utility indicators, and von Neumann-Morgenstern Utility Indicators. The
technical properties of BUI's are well documented and I shall only summar i / . r
thorn here (for more details see, e.g. , von Neumann and Morgensk'rn [j?] .
Blackwell and Girshick [3], Luce and Raiffa [20], Fishburn [?], and
Hadley [14]).
For this discussion let's free ourselves of any specific context
and consider a d. m. faced with choosing among lotteries on a set X, which
we call the set of outcomes or consequences. Outcomes can be simple or very
complex, for purposes of this discussion it's unnecessary to specify them in
more detail. (If the reader wants to think of a concrete example, the simple
case of monetary payoffs will suffice. In this case an element of X is simply
a monetary amount received by d. m.) For ease of exposition assume that X
has n elements, where n is a known positive integer. Thus
(5.1.1) X = {x1,x2,...,xn |
Weak preference regarding outcomes is symbolized as follows:
(5.1.2) Forx., x.CX
x.Gx. if and only if d. m. weakly prefers x. to x.
J J
(G is shorthand for at least as good as)
(X, G) is an empirical relational system relevant for choices under certainty,
but for comparing lotteries we need more. Since a lottery is technically a
probability distribution on X, define PR(X) as follows:
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(5. 1. 3) PR(X) = 1 2(2 is a probability distribution on XJ
We can think of elements of PR(X) in at least two equivalent ways. First,
as a vector of nonnegative numbers that sum to one, i. e.
n
(5.1.4) 2 = (pr p2, . . . , pn) where p. > 0 and p = 1
i=l
and p. is interpreted as the probability that outcome x. will materialize.
Second, we can use the graphical depiction introducted in section 4. 3.
(5,1.5)
n
Where p. > 0 and /
 J p. = 1
\
Weak preference between elements of PR(X) is denoted as follows:
(5.1.6) For 2, £GPR(X)
2 ^» £ if and only if d. m. weakly prefers £ to
(PR(X), ^ ), then, is an empirical relational system relevant to choices
among lotteries, and this is the appropriate system for our measurement
problem. Technically a BUI, U, is a real valued function defined on PR(X)
with the properties
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(5.1.7) For£, £CPR(X) and 0 < A < 1
(a) U(£) > U(g) if and only if £ > c[
(b) U(X£+(1-X)3) = XU(£) + (1-X) u(g)
Properties (a) and (b) are simply technically versions of properties one and
two. Note that £+(l-X)c[ is just another probability distribution on X — a
weighted mixture of £ and £ with weights X and 1-A, respectively. To
illustrate such a mixture assume that d. m. can play one of two roulette wheels,
the first described by £ and the second described by £. Next suppose that
d. m. can no longer choose which wheel to play, but that the wheel will be
chosen by a random drawing that yields the first wheel with probability X and
the second with probability (1-X). A ticket to the drawing can be described as
Now at first glance working with (PR(X), ^ ) seems hopelessly
complicated since PR(X) has an uncountably infinite number of elements.
Fortunately the situation isn't that bleak; in fact it turns out that at most n-2
elements of PR(X) need be considered. For each xCX there is a corresponding
degenerate distribution, q CPR(X), that gives probability one to outcome x and
probability zero to all other outcomes, for example:
(5. 1. 8) The degenerate distribution for x.CX:
In vector form: c[ = (0, 0, . . . , 0, 1, 0, . . . , 0)
I
i th component
In graphic form: 1 x.
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Now for practical purposes q and x. are identical, so it's
^^X. J-1
natural to require that-(X, ,G) and (PR(X), > ) agree in the following sense:
(5.1.9) For x., x.CX
x.Gx. if and only if a ^ qi j -x. -x.
Further, no generality is lost if the outcomes are numbered from most to
least preferred:
(5.1.10) For x., x.CX
x.Gx. if and only if i < 3
Under 5.1. 9 and 5.1.10 specification of U can be completed by considering
only the n-2 degenerate distributions c[ ,i = 2, 3, . . . , n-1. The procedure
is essentially as follows:
(5.1.11) Procedure for specifying U
(a) Set U(a ) = 1, U(a ) = 0
^1 n
(b) For i = 2, 3, .. ., n-1 face d. m.
with two alternatives (b. 1) and (b. ?.)
(b-2) . 1 ..
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(c) Determine the unique value, A., for which d. m.
is indifferent between (b. 1) and (b. 2) and set
That the procedure in 5.1.11 effectively specifies U follows from
two easily demonstrated facts. First 5.1.7(b) can be extended to:
(5. 1. 12) If E1, p_2, . . . , £mC PR(X) and
Ap A2, . . . , Am satisfy At > 0 and X = 1,
( m \ inZ *i P-1) = Z Xj Ute1
i=l ' i=l
Second any distribution p_CPR(X) can be written as a weighted mixture of the
degenerate distributions using 5. 1. 12:
(5. 1. 13) If £ = (pr p2, . . . , pn)C PR(X) then
n
Since the expression for £ in 5. 1. 13 satisfies the provisions of (5. 1. 12) it
follows that
(5. 1. 14) For ^ = (PP P2. • • • . Pn) e PR(X)
( n \ nZPi^xJ =ZPi
i=l V 1=1
and the procedure in 5.1.11 completely specifies U.
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U is specified, (hen. t>\ ranking thi* orrfcomrK, arbitrari ly
assigning values to the most and least preferred, and determining the
remaining values by comparing alternatives such as (b. 1) and (b. 2) in fi. I. II.
Three issues remain. First, what is tl>e r e l a t ionsh ip of U to llic
function u discussed in section 4. 3? Second, under \ \ h n t conditions does I"
exist? Third, what are the uniqueness properties of U? The relationship
between u and U is shown in 5.1.15.
(5.1.15) Given (X, G), (PR(X), » satisfying (5.1.9)
and U a BUI on PR(X). Define u as follows:
u(x) = Ufc^) for x CX.
Then u has properties one and two of section 4. 3.
Alternatively, of course, if we had started with u satisfying properties one
and two of section 4. 3, we could have reversed the above procedure and
defined U in terms of u. Thus the distinctions between u and U are essentially
technical, and in fact are ignored in most sources — except for axiomatic
studies. Following this practice we call both u and U BUI's.
Existence and uniqueness properties depend, of course, on the
precise assumptions imposed on the system (PR(X), ^). Several authors
have given axiom systems for (PR(X), ^) which are both necessary and
sufficient for the existence of a BUI. (See, e.g., von Neumann and
Morgenstern [2?], Blackwell and Girshick [3], Herstein and Milnor [is],
Chernoff and Moses [5], DeGroot [G], and Luce and Raiffa [20].) The exact
statement of these axioms depends on the system being studied (particularly
6i7
regarding the number of elements in X), but for the situation discussed here
the axioms can be loosely characterized as follows:
(13. 1. Hi) Characterization of requirements on ( I M { ( X ) , ^ ) lor l . l > < ;
existence of U
(a) For£, £CPR(X): £>£ or £>p_ (or both)
(b) (£ > 3 and 3 >r) =» £ > r
(c) If rj )>£ )> r_, there exists a unique X,
0 < X < 1 such that
1-A) r_
(recall s_~ i_ , means s^_t and_t
In most studies (a) and (b) are direct requirements, while (c) is usually a
theorem derived from two or more less restrictive assumptions.
If we choose to work with u these requirements can be
summarized as follows:
(5.1.17) Characterization of requirements for the existence of u
(a) For x, yGX, xGy or yGx (or both)
(b) (xGy and yGz) =£> xGz
(c) If x is strictly preferred to y and y is strictly
preferred to z, then there is precisely one value
X, 0 < X < 1 such that
(c.l) <^T ~ (c.2) 1
y
(i. e. , such that d. m. is indifferent between c. 1
and c. 2)
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(d) Equivalent lotteries may be substituted tor outcomes.
We've seen that there are two distinct, but related, preference
orderings, G and ^. G denotes weak preference regarding elements ol'X
(outcomes) while ^ denotes weak preference regarding elements of PR(X)
(lotteries over outcomes). In most sources this distinction is not retained
and ^ is typically used to denote weak preference regarding elements of X as
well as PR(X). In view of 5.1. 9 this is reasonable since x ^  y can be inter-
preted as cj ^ SL,> hence xGy. We shall adopt this convention and henceforth
J>
use only "^ to denote weak preference.
In all cases BUI's are unique up to positive affine transformations.
Like temperatures, BUI values are measurements on interval scales. Given
a particular situation u (equivalently U) is specified with respect to an
arbitrarily chosen unit and origin. Thus some care must be exercised in
using and interpreting these values.
Given this background a general procedure for specifying a
function u with properties one and two should be clear. Assume the set,
EXPS, of relevant experiments has n elements indexed so that the lower the
index, the more preferred the experiment. That is,
! (5.1.18) (a)
(b) For e., e.GEXPS
e. ^ e. if and only if i < j
(As before, e. ^e. means d. m. weakly prefers
e. to 6)
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Assuming that d. m. 's preferences satisfy sufficient requirements for the
existence of a BUI, u can be specified as follows:
(5.1.19) Procedure for specifying u
(a) Set u(e,) = 1 and u(e ) - 0
(b) For i = 2, 3, . . . , n-1 face d. m. with
two alternatives (b. 1) and (b. 2)
(b.l) <^ (b.2) 1 e.
3n
(c) Determine the unique value, A.-, for which d. m.
is indifferent between (b. 1) and (b. 2) and set
The procedure in 5.1.19 solves our problem in principle, but as a practical
matter it might be infeasible as stated. The source of this infeasibility is
step (c), specification of the A., for a particular e.. Experiments are compli-
cated entities with many attributes, and step (c) requires simultaneous
consideration of three experiments (e,, e , and e.) plus the probabilityX..
It might simply be impossible for d. m. to consider and weigh all the relevant
factors at one time. As a practical matter we need a more piecemeal attack
on this process and probably the best such approach is one that will effectively
reduce the complexity of comparing two experiments.
5. 2 Multiattributed Consequences
One basic approach to reducing the complexity of comparing two
experiments is to consider an experiment as a multiattributed entity. Thus
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an experiment is viewed as being described along several relevant attributes
(dimensions, criteria) such as the scientific significance of the results, the
relevant discipline(s), the technical significance of the results, the timeliness
of the experiment, etc. , each attribute contributing to the experiment's
aggregate worth. Starting with such a description, d. m. can systematically
evaluate tradeoffs between the attributes, and assessments such as 5.1.19(c)
can be performed in a series of small steps, none of which imposes unreason-
able requirements on d. m.
Before turning to the details of such a procedure I shall quickly
review and summarize the basic ideas in a more general setting. For more
systematic and detailed discussions of these topics see Raiffa [23j, Keeney
[l7J, or Ting [26]. As a concrete example for this discussion assume that
d. m. is a student preparing to select his first full time job. Further suppose
that after considerable reflection on the matter he has concluded that the
following six attributes are sufficient for decision purposes:
(5.2.1) Attributes
(1) Annual Salary
(2) Fringe Benefits
(3) Geographic Location
; (4) Professional Mobility
(5) Opportunity for Advancement
' (6) Type of Work
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Under 5. 2.1 a position could be described as a six component vector, <:
(5.2.2) Description ol' a position
-" (X1'X2'X3'X4'X5'XG^
Where x, = annual salary for the position
x0 = fringe benefits for the position
^
x« = geographic location of the position
6
 Etc.
and we refer to x. as the level of the ith attribute. A more specific example
of a position's description is:
(5.2.3) Specific example of a description
x = ($9, 000, Benefit Package A, Atlanta, High, Medium, Adm.)
Interpretation: A job described by x:
(a) has an annual salary of $9, 000
(b) has fringe benefit package A
(c) is located in Atlanta, Georgia
(d) has high professional mobility
(e) has medium opportunity for advancement (within
the organization)
(f) is administrative in nature
In this example the level of attribute 1 is a real number, while the levels of
the other attributes are described verbally. If we denote the set of all possible
levels of the ith attribute by X., then every possible description of a position
is an element of the cartesian product of the X.'s. If X is defined as follows,
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(5. 2. 4) For i = 1, 2, . .. , 6 let
X. = set of all possible levels of attribute i
Define X as:
6
X = \ \ X. = J(x1,x2,x3,x4,x5,x6)|x.CX.; i = l , 2 , . . . ,6
then X contains all possible descriptions of positions. X might also contain
many elements that don't correspond to actual positions, but that's irrelevant.
Now for decision purposes X is the set of outcomes or consequences
we discussed in section 5. 1, except, of course that in 5. 2. 4 each element of X
is described along many attributes. (Unfortunately there is a slight possibility
of confusion due to notation — in 5.1 x. was a typical outcome, an element of
X, while in 5. 2. 4 x. is the level of the itn attribute of a typical outcome
.) For obvious reasons situations with outcome sets X as in 5.2.4 are
called decision situations with multiattributed outcomes (consequences) or
more succinctly, multiple criteria decision situations.
Now suppose d. m. 's preferences admit the existence of a BUI, u,
on X, and for simplicity assure that x* and x^ are, respectively, most
preferred and least preferred elements of X. (The existence of such elements
is not a restrictive assumption in practice. ) As before, for xCX, u(x) •--
u(x,,x2, . . . ,Xg) is specified to be that value of X such that d. m. is indifferent
between the alternatives in 5. 2. 5.
(5.2.5) (a) <C^_ (b) __1 •
x -
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But the goal was to avoid this type of direct comparison, and so Car we've;
only succeeded proliferating notation. Two basic approaches are available.
First, tradeoffs between the attributes can be assessed, thus effectively
reducing the dimensionality of an outcome (i. e. , the number of attributes
d. m. itiust simultaneously consider). Second, if it is reasonable to assume
a specific functional form for u, this information can frequently be used to
aid in specification of u.
To illustrate the use of tradeoffs consider a simple case with
two attributes.
(5.2.6) X = X 1 X X 2
For convenience suppose that the levels of the attributes are expressed as
non-negative real numbers, higher numbers reflecting higher preference.
Then the situation can be graphically depicted as in Figure 5.1. The curves
are indifference curves — d. m. is indifferent between any pair of points
lying on the same indifference curve.
Increasing
Preference
Indifference
Curves
Graphic Depiction of X for Two Attributes
Figure 5.1
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Now points x = (x,,x9) in X can be effectively reduced to one dimension by
™~ 1 ^
choosing a convenient level for, say x9. Take x = b, and consider any point
x = (x1(x ). As depicted in figure 5. 2 x lies on an indifference curve, I(x),
1 Lt
which intersects the line defined by x = b, at x' = (x* b).
Reduction of x to an Equivalent Point (x^ , b)
Figure 5.2
Since x and x' both lie on I(x) they are indifferent, hence for decision
purposes x can be replaced by x'. Thus any point x = (x,,x0) can be reduced
— i z
to an equivalent point x' = (x' , b) and since all points x' have identical second
*"" 1
coordinates, comparison of such points requires comparison on the first
attributes only.
It would indeed be fortunate if the curves I(x) could be expressed
in closed analytical form, since this aids the determination of x' For
example, linear I(x) curves are shown in Figure 5.3.
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x =
. rx, + sx? = constant
Linear Indifference Curves
Figure 5. 3
Choosing b=0 a point x = (x.,x0) can be reduced to an equivalent point x' =
— 1 z
(x, + sx0/r, 0) where (-s/r) can be interpreted as the rate of substitution ofi i &
x, for x? (the tradeoff rate of x. for x?). Obviously one doesn't expect life to
be this-simple, and in most cases no such formula will exist. The basic
approach, though, is independent of such neat, closed-form expressions.
It should be obvious that the decision to use x^ as the numeraire
was arbitrary. It would have been just as easy to illustrate the ideas by
choosing a constant value of x,, say x, = a, and then reducing points to the
form x = (a, x£). In applications the numeraire choice can usually be made on
""" £t
the basis of convenience, ease of interpretation, and other such considerations.
Having successfully reduced the outcome descriptions to one
dimension, say x., it suffices to specify a BUI, u, on X,. This is done via
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comparisons of alternatives such as those in 5. 2. 5, but the important feature
is that with only one dimension, comparisons of this type arc practical.
Handling situations with more than two attributes involves
successive applications of these procedures. Thus in the six attribute job
example, x = (x,, . . . , xfi), and d. m. might first effectively eliminate x , by
reducing x to an equivalent x' = (x, , x2, x.,, x., x' f) then reducing x' to an
equivalent x" = (x,,x x3,x' e,f), and continuing in this fashion, finally
arrive at the point (x|, b, c, d, e, f). Then u could be specified on X,. For
more detailed discussions of these ideas the reader should consult Raiffa [23]
or Ting [26] .
To illustrate the use of a specific functional form consider again
a case with two attributes. Under some conditions it turns out that u assumes
a rather specific functional form, one of which is the so called additive form.
(5.2.7) LetX = X. X X0 and u be a BUI on X.i &
Then u is an additive BUI if and only if
Where w, and w are BUI's on X, and X2, respectively
Furthermore, if there are most preferred, x*, and least preferred, x^,
elements of X, u can be written as follows:
(5.2.8) u(xrx2) = kjUjfXj) + k2u2(x2) .
Where u, and u are BUI's on X, and X0,& l &
and k. > 0, k0 > 0, k, + k0 = 1
^ 1 « 1 L*
£27
meaning that u is the weighted sum of two BUI's. In this case •specif icat ion of
u requires only the specification of u,, u , and either k. or k .
1 Ll I i-J
Suppose additivity were appropriate in our job example. Then u
would be of the form:
6
(5.2.9) u(Xl ..... x6) - £ kiUi(x.)
i=l
6
Where k. > 0 and k. -
In practical terms this means that d. m. need only specify six BUI's and the
weights k.. u, is a BUI on X,, and to specify u, d. m. need only consider one
attribute — salary. Similarly to specify u d. m. need only consider fringe
^
benefits, etc. Thus the additivity of u reduces the almost impossible specifi
cation task in 5. 2. 5 to a sequence of manageable tasks.
It might be too optimistic to expect additivity of all the attributes.
Thus d. m. 's preferences might make the following form appropriate:
(5. 2. 10) u(xr . . . ,xg) = kjUjfxp + k2.u2(x2) + k3u3(x3,x4,x5,x6)
Where k. > 0 and k, + k0 + k0 = 11 1 Z o
Specification of u requires d. m. to specify u, , u , and u,, and the weights k..
1 Lt O 1
Tradeoff procedures could be used to specify UQ, so this example illustrates
o
a case in which both approaches can be applied.
In addition to additivity two other basic forms of u are quasi-
additive and multiplicative. Each of these three forms is appropriate under
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particular preference conditions that we shall not discuss in detail now.
Suffice it to say that in the past few years several authors have studied these
matters and derived conditions on preferences that lead to particular forms
of u. (See e.g. , Fishburn [s] [9] [lo] [ll] [12], Kounuy [lt»] [l«]. Ua i lT i i
[23j, and Luce and Tukey [21J.) In each case a specific t'linclioiuil form Tor
u leads to an assessment procedure requiring much simpler comparisons
than those in 5. 2. 5.
We're now in a position to give a more detailed description of the
specification of u. Given the set, EXPS, of relevant experiments, d.m. must
first choose the set of relevant attributes and the manner in which levels of
each attribute are to be expressed (e. g., as real numbers, verbal expressions,
etc.). Suppose d. m. chooses m attributes, and the set of possible levels of
the i^1 attribute is X.. Then define X as follows:
m
(5.2.11) X- X.
and X contains all possible descriptions of experiments in EXPS. The next
step is to describe each experiment, eCEXPS, in terms of the relevant
attributes, i. e. , to associate e with precisely one xCX. This being done,
the possibility of simplifications such as special functional forms of u should
be explored. Finally, all possible simplifications having been made, u is
specified. Given u and any xCX, we can find u(x). Thus since any experi-
ment eCEXPS is described by a vector xCX, we naturally say that u(e) = u(x).
The process might be graphically depicted as in figure 5.4.
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EXPS
Experiments
REAL NUMBERS
Values of u
Graphical Depiction of Procedure for Specifying u
Figure 5. 4
Aside from details two issues remain to be discussed. First
we've assumed the existence of EXPS, a set of relevant experiments and u is
specified with respect to EXPS. In practice, of course EXPS changes over
time and we've not explicitly accounted for that fact. This is easily done in
the following manner. Let EXPS be the set of experiments at time t, where
It
for convenience time is indexed in discrete units (months, years, etc.). Now
suppose u is specified for EXPS and we now wish to specify u for EXPS ,.
If d. m. 's preferences regarding the elements of EXPS, haven't changed (they
L
clearly could change over time, a problem discussed in section 8. 3), then all
that needs be done is to specify u for the "new" experiments, i.e., for experi-
ments e such that eCEXPS . and e^EXPS . Some care must be taken to
L' i. ' ' L
insure that the resulting values are comparable (on the same scale) with the
values u(e) for eCEXPS , but this is a simple matter. It requires no
assumptions or procedures different from those required to specify u on EXPS .
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Of course if d. m. 's preferences for elements of EXPS. change,
then u must be specified on the set EXPS.U EXPS ,. In either case there are
two interesting options regarding the actual numerical values, u(e). The
first option is to retain a fixed range of possible values, say the interval 0 to
1000. Using this option it would be possible for eCEXPS and eC EXPS ^
and the actual numerical value u(e) could change from t to t+1, even if d. m. 's
preferences regarding elements of EXPS. do not change from t to t+1. If this
happens, however, all numerical values u(e), for eC EXPS., are transformed
in precisely the same manner. The second option avoids this feature by
permitting u(e) to be any real number, negative or positive, although in
practice negative numbers could probably be avoided if this seemed desirable.
Of course under the second option the actual numerical values u(e) depend on
the unit and origin chosen for specifying u in the initial set of experiments at
time t=0. This should not be bothersome, however; since BUI's are measure-
ments on interval scales we can hope for no more than the three properties
discussed in section 4. 3.i
The second issue concerns explicit recognition that an experi-
ment can fail. Thus far the discussion has deftly avoided mentioning the
possibility of failure. Describing an experiment, e, as a vector, x, of(
several attribute levels implicitly assumes complete success of e. This
i
assumption is unrealistic for obvious reasons — apparatus does fail
occasionally and unforeseen difficulties do arise — and it seems imperative
that the value of an experiment should account for such possibilities.
Fortunately, the ability to handle such situations is already built into our
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procedures, as illustrated by the following example. Suppose the relevant set
of experiments is EXPS, each experiment is described as a vector >£ -----
(x,,x x0 ,x )CX, and u is a BUI on X. Now suppose e C KX PS Ins l.hrcc
L /j «> rr " I
possible "levels" of success, each with a known (estimated) p r o b a b i l i t y ;
(5.2.12) Level of Success Notation Description in X Probability
Complete Success e, x=(x,,x2,x , x ) p
Partial Success ej x '=(x' x' x' x' ) p'
Complete Failure e^1 x'^xj'.x^x^x^) p"
Then since x, x', x"GX and u is a BUI on X it follows that the value of e, is:
(5. 2. 13) u(e) - pu(x) + p'u(x') + p"u(x")
In other words the assumption of complete success means that the description
x is known with certainty. Relaxing that assumption to include three possible
levels of success, each with a known probability, means that one of the
descriptions x, x.', or x" will materialize. Loosely speaking, explicitly
including the possibility of failure changes our representation of e, from the
certain description x to a lottery over descriptions, x, x', and x". Since u is
a BUI on X, the value of this lottery is precisely that given in 5. 2. 13.
Even though our procedure handles different possible levels of
success in a very natural manner, it does so at some cost. It's obvious that
including several levels of success for each experiment could greatly increase
the complexity of assessing u. Further, each level of success must be
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described by a vector x, and it will become apparent in section (> Hint these
descriptions don't fall as freely as rain drops. For more practical consider-
ations, though, a very few levels of success should suffice. Indeed, in m:my
cases two levels — total success and total failure — should suffice.
This completes our discussion of the general procedure tor
specifying u in the case of one d. m. In sections 6 and 7 we turn to some of
the details of this procedure, suggesting some specific attributes and their
measurement and then exploring the reasonableness of some possible
simplifying assumptions. In section 8 we relax the assumption of one d. m.
and discuss a suggested assessment procedure in this more realistic setting.
In section 9 we discuss the conditions under which u has property 3 of
section 4. 3.
6. RELEVANT ATTRIBUTES AND THEIR MEASUREMENT
In this section we turn to a detailed discussion of some relevant
attributes and the manner in which the levels of those attributes might be
t
expressed. At this stage it's impossible to provide any definitive statements
since in many areas there are various options concerning details and good
options would need to be determined in practice. We do, however, attempt
to provide a rather concrete illustration of some principal aspects of the
procedure discussed in section 5.2.
For illustrative purposes we have chosen to consider six attributes as
relevant for experiment valuation, and for reasons discussed below we shall
explicitly consider only five of them. These attributes are not suggested as
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definitive and there is obvious possibility of considering a different aet of .
,- ,j
attributes. On the other hand the attributes suggested here were not ''•
haphazardly chosen — indeed, they were carefully chosen for two reasons.
First they have been suggested, in one form or another, in various NASA
documents (_28J f29J, and second, they incorporate all other iTiU vr i ; t iMUivr
mentioned in those documents or in my discussions with various NASA
personnel. The six attributes are as follows:
(6.1) Suggested List of Relevant Attributes
(a) Discipline(s): The relevant discipline or disciplines for
the experiment. For example, one experi-
ment might pertain to biology, another to astronomy,
another to two or more disciplines, etc.
Attributes (b) and (f) should be understood under the assumption
that the experiment will be completely successful as designed.
(b) Potential Scientific Significance of the Results:
The scientific importance of the projected results, per se,
to the relevant disciplines. That is, are the projected
results basic, fundamental knowledge in the relevant
disciplines and likely to generate additional questions and
areas for further investigation? Or, on the other hand, are
the projected results of a rather narrow, specialized nature,
likely to be of interest to only the principal investigator and
a few others?
(c) Scientific Timeliness: The degree to which the investigation
addresses questions and areas on a
"critical path" of progress in the relevant disciplines.
Questions and areas on a "critical path" in a. discipline
would be those that must be investigated before other questions
and areas can be explored, i. e., those that logically, or for
practical purposes, must precede other experiments.
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(d) Potential Scientific and Technical Significance oi'
Any Required Technological Advances:
The degree to which any required technological advances
(if any are required) can be transferred and utilized in other
areas of scientific and technical investigation. 'This a t t r ibu te
is intended to be completely distinct from (b) which concerns
the experiment's projected results. To illustrate the present
attribute, suppose that experiment e requires the design and
fabrication of a sophisticated piece of new apparatus. Then
regardless of the scientific results of e the new apparatus
might have great potential for applications in other areas,
and this potential is an important determinant of the
desirability of e.
(e) Technical Timeliness: The degree to which the experiment
addresses questions and areas on a
"critical path" of progress in the relevant technical area(s).
(f) Potential Economic Benefits: The short to intermediate
term (0-10 years) market
potential (addition to GNP) that might reasonably be attri-
buted to the experiment (both the experiment's projected
results and any required technological advances).
Another attribute considered but not included is some notion of the "newness"
of an experiment, i. e., the extent to which the experimental concept breaks
new paths in the scientific discipline or technical area. After some reflection,
however, it was decided that this aspect would be incorporated in attributes
(b) and (d).
Having introduced these six attributes we immediately reduce the list —
at least for the present — to attributes (b) and (e). If we persist in excluding
(a), it will be necessary to consider different groups of experiments
corresponding to the various disciplines, and to apply our procedures to each
group. This leads to different BUI's for each group, and if the ultimate goal
is comparable experiment values there is no escaping explicit consideration
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of tradeoffs between disciplines. That is, at some point it becomes nocc,ss;iry
to compare the relative desirabilities of a particular experiment in d i s c ip l i ne
a and another experiment in discipline b.
This kind of comparison, of course, is extremely difficult ami it miivli t
be best to avoid the difficulty in the following, circuitous manner. At a
particular phase of the selection process, rather than considering one
problem of the form 3.2(d) for all experiments, consider one 3. 2(d) type
problem for experiments in each discipline group. Of course this process
doesn't dispense with interdisciplinary comparisons, these comparisons are
simply made at another level — when the available resources are allocated
to the various disciplines.
At any rate whether we aspire to specify experiment values that are
comparable among disciplines or only within a particular discipline, attributes
(b) through (ej need to be considered. Thus it seems reasonable to postpone
explicit consideration of (a), and we shall do so.
Having focused on this set we must now select a method for describing
the various levels of the attributes. This is not a trivial task, and the main
difficulty centers on the scale properties required from the level descriptions.
Loosely speaking, more structure is better than less but obtaining structure
can be difficult. To illustrate consider attribute (b), the scientific significance
of the results. If x, is a level of scientific significance for experiment e,' what
is the nature of x, ? At one extreme we might impose what is probably the
maximum possible structure and express x, as a percentile to be interpreted
in the following manner:
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(6. 2) X = 95% if and only if
the scientific significance of e is at
least as great as the scientific signifi-
cance of 95% of all conceivable experi-
ments in this discipline and 5% of these
experiments have scientific significance
at least as great as e
At the other extreme we might express x, as a value on a rather unstructured
scale such as:
(6. 3) Possible values of x.:
(1) Excellent
(2) Good
(3) Fair
(4) Poor
Obviously expressing x, in terms such as 6. 2 conveys, loosely speaking,
more information than expressing x, in terms such as 6. 3. Both magnitudes
and differences of percentiles have rather precise interpretations while the
levels in 6. 3 can, at most, be interpreted only as indicative of rankings. Of
course it's also much more difficult to specify percentile levels than to specify
levels such as those in 6. 3. Between these two extremes various compromises
can be attained by relaxing the precision required in 6. 2. Thus rather than
requiring a percentile level expressed in two significant digits, we might
relax the precision to larger intervals such as the top ten percent, the next
ten percent, etc. ; or the top twenty-five percent, the next twenty-five percent,
etc. In these cases the levels of x, are illustrated as follows:
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(6. 4) Decile Intervals
!
the scientific significance of e is in the)
top 10% of all conceivable experiments /
in this discipline )
Xj = 9 if and only if top 20% but not top 10%
x, = 8 if and only if top 30% but not top 20%
Etc.
Quartile Intervals
x, = 4 if and only if top 25%
x1 = 3 if and only if top 50% but not top 25%
x, - 2 if and only if top 75% but not top 50%
x = 1 if and only if not top 75%
Expressing x, levels in this manner preserves some of the desirable properties
of the 6. 2 type expression without imposing unreasonable requirements for
precision.
Some possible methods of describing the levels of attributes (b) through
(f) are summarized in Table 6.1.
Ai iKiuu i r / JU&V&LI iviunr, oinuu J. uni^ • • J-i^oo oinuv^ i urui
Sci. Sign.
Sci. Time
Tech. Sign.
Tech. Time
Econ. Bnft.
Xl
X2<LI
X3O
X4
X5
Percentile
Percentile
Percentile
Percentile
$
Decile
Decile
Decile
Decile
Quartile
Quartile
Quartile
Quartile
Intervals of $
Arbitrary Ordinal
Arbitrary Ordinal
Arbitrary Ordinal
Arbitrary Ordinal
Arbitrary Ordinal
Possible Scales for Attribute Levels
Table 6.1
At this point it's impossible to select one of these possibilities as
definitely more desirable than the others. Like the selection of a best set of
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attributes, best methods of describing the levels would evolve in practice.
For definiteness let's assume that x,, x_, XQ, and x. are expressed in deciles1 Z o 4
as in 6. 4, and that x,. is expressed in integer values, 0, 1, 2, . . . , 20, whore
Xj. = 0 means the potential economic benefits are $0, xr - 1 means potentialo o
economic benefits greater than $0 and less than or equal to $1M, x_ = 2 means
O
greater than $1M and less than or equal to $2M, etc.
An illustration of a description of x and its interpretation is:
(6.5) x = (8,10, 2,1,1)
Interpretation: An experiment e described by x:
(a) is between the 70th and 80th percentile on
scientific significance.
(b) is in the top 10 percent on scientific timeliness.
(c) is between the 10th and 20th percentile on
technical significance.
(d) is in the lowest 10 percent on technical timeliness.
(e) has projected economic benefits greater than $0 and
less than or equal to $1M.
Now the symbols chosen to denote attribute levels are arbitrary — e.g., any
set of 10 distinguishable symbols can be used to denote the levels of x,, x ,
x«, or x.. The numerical symbols we've used are convenient since they
reflect natural ordering of the levels of the attributes, but they require care-
ful interpretation. Perhaps the most important point is that identical levels
for different attributes can be interpreted in completely different ways — e. g.,
x. = 1 and x,. = 1 and the numeral '!' is interpreted as a decile for x, and an
interval of dollar values for x-.
u
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We defer discussion of obtaining the descriptions x. until section 8.1.
For the present we assume that each experiment is described by ;i vector :\
and turn now to some of the details of specifying a BUI on X. Spec i f i ca l ly ,
the next section concerns some potential simplifications and explores the
likelihood that any of these simplifications can be used.
7. SIMPLIFICATIONS — UTILITY AND PREFERENTIAL INDEPENDENCE
Under the assumptions of section 6 the set containing all possible
descriptions of experiments is:
5
(7.1) X^IJ1 X.
i=l
Where X. = {1,2, . . .,lo| 1 = 1,2,3,4
x5= {0 ,1 ,2 , . . . , 20}
We turn now to some details concerning the specification of a BUI, u, on X.
Now X has natural most preferred and least preferred elements, x* =
(10,10,10,10, 20) and x* = (1,1,1,1, 0), respectively. But this isn't too helpful
since comparing alternatives of the type illustrated in 5. 2. 5 is a practical
impossibility. Some simplifications are necessary and we shall explore the
possibility that some particular simplifications can be applied. The basic
ideas and results used here are rather recent developments due to Raiffa [23],
Keeney [is], and Ting [26].
To introduce the required concepts we temporarily consider an outcome
set with two components % and _z, each of which might be vectors. Let Y and
Z be the sets of possible values of ^  and £ respectively.
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(7.2) X = YXZ =
To illustrate the intended interpretation of y and z, we might let y = (x,,x )
""~ L ^
and z = (XQ ,X .xj. Then if Y = X^XX- and Z = X 0 XX.X Xr, the sets in 7.1
~ " " o 4 D 1 & o 4 o
and 7. 2 are equivalent.
Now if ^= denotes weak preference with respect to elements of X \ve
can introduce the idea of preferential independence.
(7. 3) Y is preferentially independent of Z
if and only if
I (!> 2) ^  (I.1, z) for some zCZ\ =$> I(X.£') ^ (l'>l') for a11 2
Thus Y is preferentially independent of Z if and only if the conditional
preferences between ^ and y_' given a fixed £ do not depend on the particular
jz chosen. In our case with Y and Z as illustrated above this would mean
that, for example,
(7.4) (8,7,4,1,18) > (5,9,4,1,18) ==>
for all values of x3> x4, x
Thus if the levels (8, 7) on attributes 1 and 2 were weakly preferred to the
levels (5,9) when the remaining attribute levels are 4, 1, and 18, preferential
independence implies that (8, 7,x<,,x4,x(.) must be weakly preferred to
(5, 9,x3,x4,x5) for any values of x3, x4, and x . One might conjecture that
Y preferentially independent of Z implies Z preferentially independent of Y,
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but this is not true in general. (For examples and discussion see Raiffa [23j,
pp. 26 ff. The property he calls weak conditional utility independence is what
we've referred to as preferential independence.)
Another useful way of illustrating preferential independence is in teems
of the indifference curves introduced in section 5.2. In our example, fixing
x~, x , and x at 4, 1, and 18 yields a set of indifference curves in the
X,XX plane. Preferential independence says these indifferences curves
remain unchanged regardless of the specific values chosen for XQ, x., and x,_.o ~t D
Before turning to the idea of utility independence we pause to introduce
some notational conventions that will facilitate later discussions.
m
(7. 5) Let X - \\ X. be a set of outcomes.
For k = 1,2, . . . ,m
m
Thus in our example:
Xf = X2XX3XX4 x X5
X— — .X.-. /\ X0 X X . xK X-2 1 o 4 5
Etc.
Elements of X_ are denoted as x_. This notation can be generalized to more
E ~k
than one excluded subscript as illustrated for our example as follows:
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(7.6)
X24~X1XX3XX5
X.— = X 0 XX.135 2 4
Etc.
Using this notation the sets Y and Z illustrated above can be described as
(7.7) Y = X,XX0 = X _1
 ^ 3 4 5
z = x3x x4x x5 =
We shall need to discuss lotteries on X in which some of the components of
outcomes x vary while others remain fixed. For example the lottery might be
(7.8)
In this lottery only the values in X, vary — x _ is fixed. We describe such a
lottery as a lottery over outcomes (x"j, ?c_) where the tilde over x, denotes that
the x components vary (are random variables) in the lottery. Thus a lottery
(x, , j£_) is one in which x, is fixed and the components x_ vary.over
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With this notation we can now introduce the idea <>! ' u t i l i t y iivlb|x;iHlr.iir.r
(7. 9) Let X = YX Z. Then Y is utility independent of Z
if and only if
d.m. 's preferences between lotteries over (^, z) is
independent of the particular £ chosen.
To illustrate suppose d. m. is indifferent between two lotteries and I :
(7.10)
Then Y utility independent of Z means that d. m. would be indifferent between
the two lotteries resulting from substituting z? for every^ in ji and L .
And this must hold regardless of the values of z^ and zi1 chosen.
Like preferential independence, utility independence is not necessarily
reflexive. Thus Y utility independent of Z doesn't necessarily imply Z utility
independent of Y. (Again consult Raiffa [23] for discussion and examples.)
The possible relevance of all of this to our immediate problem is due
to a recent result obtained by Keeney. Paraphrasing, his theorem is as
follows:
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m(7.11) (Keeney [is]) Let X = \\ X., m > 3.
If for some X.,
(a) X. X X. is preferentially independent of X_ for all j / i
1 3
 ij
(b) X. is utility independent of X_1
 i
then either
m
(c) u(x) = £ kr W
or
m •(d) i+ku(x) = yp [ i + k kr(xr>]
Where u and uf are BUI's scaled from 0 to 1, the k
are scaling constants with 0<k < 1 and k>-l is a scaling
constant.
The form of u in (c) is the additive form discussed in section 5. 2 and
(d) is the multiplicative form mentioned there. The names and details are
not so important, but the key consideration is that if the conditions of this
theorem are met, the assessment of u can be segmented into small managable
tasks — specification of five functions u and the constants.
Of course it's impossible to state definitely that the theorem applies to
our problem but at present it seems reasonable to expect that it would. To
illustrate, take i = 1. Then the first antecedent condition is
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(7.12) X, X X. preferentially independent of X_ for j = 2, 3, 4, 5
1
 J lj
e.g. j = 3:
for all values of x L..
' IO
This seems to be a reasonable assumption — that conditional preferences for
paired levels of scientific significance and technical significance are
independent of the levels of the remaining three attributes. Of course similar
independence must hold for j •= 2, 4,5, but it seems reasonable to make those
assumptions.
The second antecedent condition requires (if 1=1) that X, is utility
independent of X_. There are alternative methods of verifying (or refuting)
this assumption and we can only illustrate some support for its plausibility.
Utility independence means that preferences for lotteries over (xl,x_) are
independent of the particular x _ value., To illustrate
(7.13) Letx* = (10,10,10,20)
Consider the lottery:
I:
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Now suppose we ask d. m. to specify the value x. so that he's indifferent
between (x-.x*) and the lottery 1. The outcome (x ,x*) is called the certainty
equivalent for 1. Now suppose we substitute x_ - (I, I, I, ()) for _x 1 in $.,
1* 1
obtaining i. Let the certainty equivalent for i be (x , ,x_ ). Util i ty
independence requires that x, = x.. Of course utility independence also
requires that substitution of any x _ in i yields a lottery with certainty
equivalent (x,,x_). So consideration of specific cases such as i can only
lend supporting evidence for utility independence or refute its appropriateness.
At any rate the equality of x, and x.. seems reasonable and after a fair
amount of reflection on the matter I've been unable to construct a realistic
example refuting the assumption that X is utility independent of X_.
Obviously this is not sufficient assurance that the assumption is reasonable —
its appropriateness must be judged in practice. At this point we can only say
that it should be entertained in any practical situation.
In sum we've seen that it's not unreasonable to expect the assessment of
\
u to be greatly facilitated by some simplifying assumptions. On the other
hand what if these simplifying assumptions are deemed unacceptable in
practice ? In particular what happens if the utility independence assumptions
of 7.11 aren't acceptable? Then we're left with no alternative but the assess-
ment of tradeoffs between the attributes. Can this always be done? Ting [26~\
has shown that, roughly speaking, preferential independence and the applicability
of tradeoff procedures are equivalent. Since it seems safe to assume
preferential independence between any X. and X. (i + j), tradeoff procedures
would apply. (Actually Ting's assumptions require a bit more than we've
G47
assumed — in particular the use of discrete levels for the attributes might
introduce some minor difficulties — but let's worry about such detailed
considerations when (and if) they arise in an actual application.) Since we've
only got five attributes, the assessment of tradeoffs between the attributes is
not an unreasonable task.
This concludes our discussion of a general procedure for assessing u in
the case of one d. m. A few detailed aspects of the procedure have been
deliberately omitted. For example if the additive form were appropriate, what
are the precise methods for assessing the functions u and the weights k ?
Also, if different degrees of success are permitted, how are the relevant
probabilities assessed? These aren't unimportant issues, but they are
relatively minor. Various methods exist and the selection of one or more is
a matter best left until an actual problem is being analyzed.
8. SUGGESTED ASSESSMENT PROCEDURE
8.1 Procedure and Participants
The last three sections have outlined an assessment procedure
for one decision maker, but it's obvious that many individuals are and should
be involved in any realistic assessment process. We turn now to the general
features of a suggested assessment procedure in this more realistic setting.
The main ideas of this process are identical to the case of a single
d. m. Basically two types of groups are involved. One group of individuals
essentially replaces d. m. in the previous process. It is this group's
preferences that the BUI u represents. There is only one such group, and its
members are primarily policy-level NASA administrators. (It would probably
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be desirable to include some members from the scientific community.) This
group's primary function is to determine the relevant attributes, the manner
in which the levels are to be described, and the necessary judgmental inputs
for assessing u. Of existing NASA groups the Manned Space Flight Experiment
Board is most similar in purpose to the suggested group.
Groups of the second type have the essential function of describing
the levels of selected attributes for actual experiments. There are many such
groups comprised of scientists and technical specialists from NASA and the
scientific community. For example the levels of scientific significance and
scientific timeliness for astronomy experiments are determined by a group
comprised mainly of astronomers. On the other hand the levels of these
attributes for life sciences experiments are determined by a group comprised
mainly of life scientists. The technical significance and timeliness levels are
determined by a group of competent technical personnel, while the potential
market value might be determined by a group of applied economists and/or
statisticians. These groups are also responsible for providing probability
estimates when varying levels of success are considered. Actual NASA groups
most similar in purpose to the suggested type two groups are the scientific and
technical rating panels which have been used in evaluating proposed experiments.
The suggested general approach, then, can be summarized as
follows. Given a set of experiments type two groups are responsible for
describing these experiments along the relevant attributes. Using these
>
descriptions group one "puts it all together, " i.e., they provide the necessary
judgmental inputs to specify u. Also, if comparable values among disciplines
are desired, group one would be responsible for supplying the required
judgments.
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8.2 Feasibility
This approach seems entirely feasible since it is very similar
to existing, well accepted NASA procedures such as those used in evaluating
the Skylab add-on experiment proposals [29j and those used by many sou fee
evaluation boards (SEB's). The details, of course, differ in that our procedure
requires, perhaps, more explicit consideration of details such as comparisons
and tradeoffs. On the other hand our procedure compensates by segmenting
the task and requiring relatively few judgmental inputs from each group. To
illustrate, let's roughly compare the suggested procedure's requirements
with those imposed by the Skylab add-on evaluation process.
Two types of rating panels, scientific and technical, were used in
the Skylab add-on evaluation process. Scientific panels were asked to place
each proposal reviewed into one of four categories: Category I —
Recommended for Flight on Skylab A; Category II — Recommended for Flight
at First Available Opportunities After Category I Experiments; Category III —
Recommended for Further Definition and/or Development Before Consideration
for Flight; and Category IV — Not Recommended for Flight. Criteria to be
considered included (1) the experiment's potential for scientific accomplish-
ment, if successful, (2) scientific timeliness, (3) probability of positive
results, (4) adequacy of data processing and analysis methods,
(5) investigator's prior experience and competence, and (6) interest of the
investigator's institution, especially with respect to providing continuing
support.
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Technical panels were asked to place each proposal in one of four
similar (not identical) categories on the basis of at least six criteria.:
(1) the experiment's potential contribution and timeliness in support ol' Uic
materials science and manufacturing in space program objectives, (2) the
experiment's relevance to potential processes for manufacturing products in
space for use on earth, (3) market potential or economic benefit, (4) the
ability of the investigator to satisfy flight program requirements and meet
flight program schedules, (5) level and validity of funding requests, and
(6) requirements for support from NASA manpower and facilities.
It's rather difficult to compare the ultimate goals of these panels
with specific aspects of our suggested process. These panels are probably
most similar to our suggested type two groups, but note that these panels
were being asked, in effect, to suggest tentative solutions to type 3. 2(d)
problems in one fell swoop. In each case the relevant criteria included not
only those relevant to the experiment's value, but some that were relevant to
probability of success, and some that were really relevant to resource
limitations. Furthermore, the panels were given no explicit instructions
regarding relative importance of the criteria and/or procedural details.
Obviously the simultaneous consideration of such diverse factors without an
overall conceptual framework is a rather demanding task.
On the other hand our procedure would require the scientific panel
to describe each proposal along the relevant attributes, say attributes (b) and
(c), while the technical panel would describe each proposal along, say,
attributes (d), (e) and (f). Further, the scientific panel would be responsible
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for describing possible levels of success and estimating the requisite prob-
abilities. Thus while our procedure requires each type two group to make
more explicit (and perhaps more detailed) judgments, it also requires each
group to consider fewer items simultaneously. Furthermore, it does not
require these groups to simultaneously consider probabilities, resouce
availabilities, and attributes relevant to value, and to combine these factors
in an ill-defined manner to arrive at a final rating.
Of course our procedure also requires group one to provide the
necessary inputs for the assessment of u. Hence it requires explicit consider-
ation of detailed comparisons and tradeoffs not required by the Skylab add-on
evaluation process. But to a great extent this is a "one shot" investment.
Initial specification of relevant attributes, methods of describing attribute
levels, tradeoffs, etc., would certainly be time consuming and demanding.
But once accomplished they need not be respecified each time experiment
values are to be determined. As a specific example suppose the initial specifi-
cation yielded the attributes and levels discussed in section 7. Further suppose
group one's preferences led to an additive form of u over all six attributes.
Then initial specification of the functions u and the weights k (r = 1, 2, . . . , 6)
would be demanding, but the process would hardly begin anew each time a
new set of experiments was processed. Periodic reviews and adjustments
would obviously be required and although changes might occur over time, it
seems unlikely that drastic shifts in preference would occur. At any rate
complete respecification of u would almost certainly impose far fewer demands
than the initial specification.
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8.3 Potential Difficulties
Our procedure is not without some potential rough spots, and
undoubtedly the most serious potential problem concerns aggregation of
various individuals' judgments to form acceptable group judgments. In group
one and any of the type two groups differences of opinion are almost certain
to exist among members. In general terms the issue is that it might be
difficult to arrive at group judgments which simultaneously reflect each
individual member's judgment.
To be more precise suppose we have a group comprised of n
individuals, individual i having a preference ordering, ^., with respect to
a set of outcomes, X. Then by group preferences we mean a preference
ordering, ^ , with respect to outcomes in X. To assert that ^» adequately
represents the individuals' preferences, we must stipulate the relationships
that necessarily exist between the various ^.'s and ^, and under some very
reasonable-looking relationships, it has been shown that no ordering, ^= ,
exists (see Arrow [l]). Of course there are conditions under which an
ordering, ^ , exists, and a fairly extensive literature exists on this general
topic (see the references in Arrow[l]). Detailed consideration of these issues
is beyond the scope of the present study, but we do want to point out that there
are pragmatic — if not totally satisfactory — methods of resolving these
difficulties. As a simple example the chairman of each group could be vested
with the ultimate authority to impose his personal preferences should his group
arrive at an impasse. (For further discussion of these matters see Raiffa L22J.)
There are three minor potential difficulties. First, the selection
of group members (particularly for group one) is not a trivial task. Since the
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judgments of these individuals would have great impact on the space program
(at least in the experiments area), criteria for selection would need to be
carefully considered. While important, this is certainly not insurmountable.
Second, our procedure would certainly require the use ot one or more analysts
to help in the detailed, technical facets of selecting attributes, methods of
describing levels, and methods of assessing u. This would be particularly
important and necessary in the formative stages of the procedure. Again,
this seems minor. Third, as mentioned earlier, judgments can change over
time and some provisions should certainly be made for the systematic and
regular review and updating of the judgmental inputs.
In sum, then, there are some potential difficulties associated with
the proposed procedure, but individually or in the aggregate, it appears that
they can be coped with.
9. THE QUESTION OF ADDITIVITY
We turn now to Property Three of section 4. 3 Suppose there are n
relevant experiments and we've specified a BUI, u. Thus the situation is
(9.1)
u is a BUI on EXPS
Consideration of type 3. 2(d) problems requires the ability to compare subsets
of EXPS as well as individual pairs of experiments. For example we must be
able to compare relative desirabilities of, say, <e, ,e ,e > and <e , efi, e >.
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A naive approach might be to simply compare u(e,) + u(eq) + u(e ) and
..' . i o n . •
u(e ) + u(eR) + u(e7), then assert that the largest sum is associated with the£ O / -
most preferred set. This approach is quick and easy but the obvious question
is: "Does it make any sense?" The basic assumption of this procedure is
that the value of a set of experiments, say <e,,e,,,e >, is the sum of the values
of the individual experiments, e,, eQ, and e '.-".In this section we explore thisi o - n . •' -
assumption and conclude that it's unlikely to be generally valid in the form
just stated. We shall see, however, that under some reasonable assumptions
we can construct a BUI useful for comparing sets of experiments.
Surprisingly, I have been unable to find any discussions of this problem
in the literature. Perhaps the most relevant paper is Fishburn's study [12]
although he doesn't deal directly with our problem. We shall, however, be
able to use the basic properties of BUI's along with the idea of utility
independence to explore the conditions under which the above assumption is
valid. We need the following notation:
. (9. 2) For e. C EXPS: u. = u(e.)
For convenience assume the elements of EXPS are
subscripted so that
u. > u. if and only if i < j
Now our naive approach might be characterized a bit more formally as
follows:
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(9. 3) (a) For E 9 EXPS define W as
W(E) = ]T)u(e)
eCW
(b) ForEp EZ C EXPS
El > E 2 if and only if W( E {) > \V( E .,)
As usual ^ denotes weak preference, but note that E, ^ E denotes
weak preference with respect to sets of experiments, and not simply weak
preference between two individual experiments, e.g. , e, ^eo- There is an
obvious distinction between these preference orderings, and where any
possibility of confusion exists, we encircle the " ^," to denote weak preference
between sets of experiments, e.g. , E,(3^ E0. Let's examine some results of1 X— S £j
9. 3. Suppose we first consider only one-element subsets of EXPS.
(9.4) For Cj, e. C EXPS
u. > u. <£»>e. ^  e.i J 1^ J
Thus 9. 3 orders the one element subsets of EXPS in precisely the same
manner ^ orders EXPS, and this is, of course, a very desirable feature.
Also, since there's only a technical distinction between {e.} and e., it's
fairly obvious that W will serve as a BUI for lotteries on the one-element
subsets of EXPS.
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Now let's consider two-element subsets of EXPS.
(9.5) Fore., e., ek> e^ C EXPS
K'ej}@{ek'ei} u. + u. > u. + u,i 3 K 1
Now there's no natural way to check the appropriateness of (9.5) because ^
is only relevant for comparing individual experiments. We shall be able to
show, however, that under some independence assumptions 9. 5 does make
sense. To be more precise, letting C~ denote the class of all two element
&
subsets, we show that W is a BUI on C0 under some independence assumptions.&
To state the assumptions we note that C0 can be identified in a natural
tL
way with a proper subset of EXPS X EXPS. Figure 9.1 illustrates one such
identification for n = 4.
EXPS X EXPS
'3 -
cl C2 C3 C4
Identification of C0 with a Proper Subset of EXPS X EXPS£i
Figure 9.1
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Of course there are many other ways to identify C? with a subset of EXPSX
EXPS, but that's irrelevant for our purposes.
Suppose, for the moment, that we could specify a BUI, v, on KXPSx
EXPS. Further suppose that u were additive, i. e. , that v could be written in
the form 5. 2. 7 or 5. 2. 8, i. e.
(9.6) For e., e. C EXPS
Where kj, kg > 0; kj + kg = 1,
and w, and w are BUI's on EXPS.
Obviously we'd use u for both of the w. 's, so the form of v would be
(9. 7) v(e., e.) - kjU(e.)
Now it's reasonable to require v(e.,e.) = v(e.,e.) since the pairs (e.,e.) and
(e., e.) both correspond to the same two-element subset <e., e. >. Under this
assumption we have
(9. 8) v(e., e.) = kjU. + k2u.
v(e. ,e i)=k1u.+ k2ui
and if v(e., e.) = v(e., e.) for all i, j, clearly k, = k = 1/2. We can summarizei j j i i z
as follows:
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(9. 9) If v is of the form in 9. 7 and
v(ei,e..) = v(ejse.) for all i, j, then
v(e., e.) - 1/2 u(e.) + 1/2 u(e.)
Now note that v is closely related to W.
(9.10) v(e.,e.)=l/2(u. + u.) = l/2 W()e. ,e.f)
Indeed W is a positive affine transformation of v, hence W is a BUI represent-
ing the same preference ordering as v. To summarize
(9.11) Under the assumptions 9. 6, W is a BUI on C0.£t
Are the assumptions 9. 6 reasonable? Let's back up a step and explore some
conditions under which these assumptions hold. Keeney ([l?] Theorem 3,
p. 282) has derived some results that, when applied to our problem
essentially say that the assumptions in 9. 6 hold if EXPS is utility independent
of EXPS and there exist e., e., e,, e. so that 9.12 is satisfied.
(9.12) (a) <e.,e.iand <e.,e, > are not indifferent
(b) <e. ,e .> and < e , e . > are not indifferent
(c) The lotteries i and / are indifferent
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Essentially 9. 12 says that there are four experiments in EXPS for which d. m.
is insensitive to the manner in which these experiments are paired in the
fifty-fifty lotteries / and /. This seems to be a reasonable assumption.
Recall that utility independence of EXPS and EXPS means (I. m. pro lore IK-US
for lotteries (e*, e.) are independent of the spocilic e. chosen. Aga in , t h i s
seems to be a very reasonable assumption.
Thus we've seen that it's quite reasonable to expect our naive procedure
in 9. 3 to yield a function W which is simultaneously a BUI on CQ and C, (thez i
classes of all two-element and one-element subsets of EXPS, respectively).
However, we're not home free yet. What about comparisons involving one and
two-element subsets, e.g. , <e > and <e ,e >? The difficulty is that W induces
a reasonable ordering of C, and a reasonable ordering of C?, but there's no
link yet between the two orderings. To illustrate consider the case of n = 4.
Under our assumptions we can definitely specify the ordering W induces on C, .
On C0, however, we can only illustrate since the exact ordering depends on£i
the numerical values u..
(9.13) Orderings induced W for n = 4:
<
(a) Cl (definite):
(b) C2 (illustration):
{el'e2} > {el'e3}
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The problem now is to establish the linkages between the two preference
orderings. This is easily done, but it requires two judgments from d. m.
Suppose, for example, that d. m. weakly prefers <e, > to Je-.e.V. Then he
must specify, for example, 0 and y so that the following indifferences hold.
(9.14) (a)
I-f t
(c)
Using W and the empirically determined 0 and 7, it is an easy matter to
obtain one BUI on CLUC^, and we omit the details of the procedure. Suffice
it to say that we can obtain a BUI, w, on C^UC- of the form shown in 9.15.
(9.15) w(E) = £ -(e) if ECC,
b2 if EGC2
Where a0 > 0 and b0 is a real number, both
,6 ^
depending on 0 and y.
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Now the BUI w sufficies for analysis of type 3. 2(d) problems involving so-Is
in CAJCg. Further, we can use w to analyze deterministic or non-
deterministic versions of these problems.
However, it's not clear that w orders the sets in C,UC precisely in
1 £ \
the same manner as our naive procedure 9. 3 orders these sets. In fact we
can illustrate some conditions under which the two orderings are different in
the case n = 4. Maintaining assumption 9. 6, suppose d. m. weakly prefers
se,,,e4 ? to \e, >and the following numerical values are determined:
T
(9.16) U = 10
U3 = 5
"4 '= 3
a - 1
b = 3
Then the numerical values of W (9. 3) and w (9.15) are given in tabular form
in 9.17.
(9.17) s
W(S)
w(S)
Kl
3
3
HI
5
5
Kl
8
8
hi
10
10
Ie3'e4}
8
11
S
W(S)
w(S)
f e2' e4f
11
14
K'e3f
13
16
lel'64(
13
16
Iel'e3}
15
18
Iei'e2i
18
21
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This example shows clearly, then, that our naive procedure and 9.15 don't
necessarily order the sets in CAJC2 in the same manner. Indeed, in this
case w and W produce the same orderings if and only if
(9.18) u3 + u4 > uj
and there is no reason to expect that 9.18 will hold in general.
We've only discussed one and two-element subsets, but these ideas are
easily extended. For i = 1,2, . . . ,n let C. denote the class of i-element
subsets of EXPS. Then under independence assumptions analogous to 9.12,
W is a BUI on each C.. By providing judgmental inputs similar to those
illustrated in 9.14, these BUI's can be "linked" to form one BUI, w, on
C,UCJU'V» UC , where w has the following form:I £4 n
(9.19) IfECC.
1
 ^ ,u(e)j+ b.
Where a. > 0 and b. are empirically determined
constants (a. = 1, b, = 0).
Thus if rather reasonable assumptions analogous to 9.12 apply, it's possible
to obtain a BUI, w, on CAJCJU^'UC . In general, though, our naive procedure
produces a different ordering of the subsets of EXPS than w produces.
Now w suffices for deterministic and nondeterministic versions of type
3. 2(d) problems where EXPS is the relevant set of experiments. Unfortunately,
though, w is not generally equivalent to the "pure" additive form of W in 9. 3.
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This possibility of nonequivalence is unfortunate because on theoretir:il
grounds it eliminates the use of certain formulations of type :5. 2(d) problems,
particularly integer linear programming formulations. This is not to say
that such formulations are always inappropriate, but it does mean thai vvr
cannot always justify direct use of W. Indeed there might be cases where
direct use of W is either theoretically appropriate or close enough for
practical purposes. Also, there might be cases where w can be indirectly
used in an integer programming version of a type 3. 2(d) problem — provided
the problem is "shrewdly" formulated. We cannot, however, expect these
fortunate circumstances to generally exist. At any rate the alternative of
direct search methods is always available and such methods will suffice
for practical purposes provided the number of elements in EXPS is not unduly
large.
10. SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS
This study has sketched the broad features of an approach to the problem
of rational selection of scientific and technical experiments for space missions.
A central feature of that approach is the concept of the value of an experiment,
and this study has suggested and developed one method of making that concept
more precise and operational. The suggested method requires judgmental
inputs of informed and concerned individuals and yields numerical values
with enough properties to be useful for decision purposes at various stages in
the selection process. The major facets of this approach have been explored
in some detail, and it appears that the approach is both theoretically sound
and practicable.
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Some detailed work would be necessary, of course, before this
methodology could be implemented. Specifically, some of the detailed
issues mentioned in sections G, 7, and 8 would need to be resolved. W h i l e
these are not trivial matters, they certainly can be handled without too much
difficulty. • ,
Also some attention needs to be focused on more detailed and specific
formulations of type 3. 2(d) problems for various stages of the experiment
selection process.
Now if we have no clear, specific, and operational concept of an
experiment's value, formulation and analysis of type 3. 2(d) problems seems
rather superfluous. For this reason I recommend that attention initially be
focused on the value assessment process. When it becomes clear that this
process can be implemented, some attention should be turned to the specific
details of appropriate formulations of type 3. 2(d) problems.
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