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a b s t r a c t
The empirical likelihood method is especially useful for constructing confidence intervals
or regions of parameters of interest. Yet, the technique cannot be directly applied
to partially linear single-index models for longitudinal data due to the within-subject
correlation. In this paper, a bias-corrected block empirical likelihood (BCBEL) method
is suggested to study the models by accounting for the within-subject correlation.
BCBEL shares some desired features: unlike any normal approximation based method for
confidence region, the estimation of parameters with the iterative algorithm is avoided
and a consistent estimator of the asymptotic covariance matrix is not needed. Because
of bias correction, the BCBEL ratio is asymptotically chi-squared, and hence it can be
directly used to construct confidence regions of the parameters without any extra Monte
Carlo approximation that is needed when bias correction is not applied. The proposed
method can naturally be applied to deal with pure single-indexmodels and partially linear
models for longitudinal data. Some simulation studies are carried out and an example in
epidemiology is given for illustration.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Longitudinal data modeling is a statistical method often used in the experiments that are designed such that responses
on the same experimental units are observed at each repetition. Experiments of this type have extensive applications in
many fields, including epidemiology, econometrics, medicine, life and social sciences. Let {(Yij, Xij, Zij)1≤i≤n,1≤j≤mi} be the
jth repeated observation for the ith subject or experimental unit, where Yij is the response variable that is associated with
the vector of explanatory variables (Xij, Zij) ∈ Rp × Rq. Throughout this paper we assume that n increases to push up the
total sample size N = ∑ni=1mi, while {mi} are the bounded sequences of positive integers. This means that n and N have
the same order. The partially linear single-index model for longitudinal data has the form
Yij = g(XTijβ)+ ZTijθ + eij, i = 1, . . . , n, j = 1, . . . ,mi, (1.1)
where (β, θ) is an unknown vector in Rp × Rq with ‖β‖ = 1 (where ‖ · ‖ denotes the Euclidean norm), g(·) is an unknown
univariate link function. Denote by ei = (ei1, ei2, . . . , eimi)T the random error vector of the ith subject, and {ei, i = 1, . . . , n}
are mutually independent with E(ei|Xi, Zi) = 0 and the positive definite covariance matrix Σi, i.e., Var(ei) = Σi. The
constraint ‖β‖ = 1 is for the identifiability of β because g(·) is unknown and only the orientation of β is identifiable.
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Model (1.1) is flexible enough to cover many important statistical models. For example, when θ = 0 or, equivalently,
there are no predictors Zij, model (1.1) is a longitudinal single-index model with an unknown link function. The appeal of
the model is that by focusing on an index XTijβ , the so-called ‘‘curse of dimensionality’’ in fitting multivariate nonparametric
regression functions is avoided. Chiou and Müller [1] introduced a flexible marginal modeling approach and proposed the
estimated estimating equations (EEE) method to estimate the index parameter vector β . When p = 1 and β = 1, model
(1.1) becomes the longitudinal partially linear model, which has been investigated in [2–11] and the references therein.
When mi = 1, model (1.1) is reduced to the non-longitudinal partially linear single-index model. Treatments of the non-
longitudinal partially linear single-index model include [12–16], among others.
In this paper, we use empirical likelihood (EL) introduced by Owen [17,18] to investigate the partially linear single-
index model (1.1) for longitudinal data. It is well known that EL is a widely used statistical method and has been applied
to many statistical models. In this area, [19] is a comprehensive reference. For the non-longitudinal partially linear single-
indexmodel, Zhu and Xue [14] proposed a bias-corrected empirical likelihoodmethod to construct the confidence regions of
parameters of interest. Comparedwith the existing least squaresmethod, the bias-corrected empirical likelihood ratio shares
some of the desired features. In particular, it can avoid estimating the parameters (β, θ) by using the iterative algorithm
(see [12]) and their complicated asymptotic covariance matrix.
For longitudinal data, we note that due to the within-subject correlation, empirical likelihood needs to be adjusted
so that it can be efficiently used. One of approaches is to apply it to obtain quasi-score from every subject rather than
every observation. To obtain the most efficient confidence regions of (β, θ), we propose a block empirical log-likelihood
ratio function for the parameters of interest to accommodate the correlation inherent in longitudinal data by introducing
the working correlation matrix. Unlike the usual empirical likelihood method, the proposed block empirical likelihood
procedure takes the observations of the same subject into account as awhole as is done in [8]. The block empirical likelihood
procedure is also different from the moving block empirical likelihood procedure of Kitamura [20]. Kitamura’s method is
used to deal with time series data, while our procedure is used to deal with longitudinal data. You et al. [8] considered
the block empirical likelihood for partially linear model, and Xue and Zhu [21] also used a similar approach for varying
coefficient model, but they did not consider the within-subject correlation to further obtain the efficient confidence regions.
Li, Tian and Xue [11] showed that ignoring this within-subject correlation leads to a loss of efficiency for empirical likelihood
applications. In this paper, we show that correct specification of the correlation structure can result in an asymptotically
efficient confidence regions. However, for model (1.1), even when the above approach is applied, the limit of the empirical
likelihood ratio is no longer chi-square variable while a weighted sum of chi-square variables with unknown weights. It
is not convenient to be used unless some Monte Carlo approximation to its distribution or estimated transformation is
employed. Themain cause tomake this problem happened is the use of plug-in estimation for nuisance parameter/function,
which makes a non-negligible bias. Thus, to reduce the bias so that the limit is chi-square, we will propose a centerization
approach to theweighted residuals of ourmodel such that the bias does not destroy theWilks phenomenon, even the plug-in
estimations of the function g(·) and its derivative g ′(·) are involved.We then call it bias-corrected block empirical likelihood
(BCBEL). We can prove that the BCBEL ratio is asymptotically of standard chi-square distribution. Also to achieve this, the
optimal bandwidth for estimating g(·) is enough in both the estimators of g(·) and g ′(·) although the estimator of g ′(·) is of
slower convergence rate.
The paper is organized as follows. Section 2 defines BCBEL and obtains the standard chi-square as its asymptotic
distribution. Then the results can be used to construct the confidence regions for (β, θ). The pure single-indexmodel and the
partially linear model for longitudinal data, as the special examples, are also considered. In Section 3, we present the results
from simulation studies and a comparison with profile least squares based normal approximation in terms of coverage
accuracy and average areas (lengths) of confidence regions (or intervals). Technical proofs are relegated to the Appendix.
2. Methodology and main results
2.1. BCBEL
Assume that the recorded data {(Yij, Xij, Zij), i = 1, . . . , n, j = 1, . . . ,mi} are generated from model (1.1). The primary
interest is to construct the confidence regions of (β, θ). Since ‖β‖ = 1 means that the true value of β is the boundary
point on the unit sphere, g(XTijβ) does not have derivative at the point β . However, we must use the derivative of g(X
T
ijβ)
on β when constructing the empirical likelihood ratio. To solve this problem, we suggest the popularly used ‘‘delete-one-
component’’ method (see [13,14]). The detail is as follows. Let β = (β1, . . . , βp)T and β(r) = (β1, . . . , βr−1, βr+1, . . . , βp)T
be a p − 1 dimensional parameters vector deleting the rth component βr . Without loss of generality, we may assume that
the true vector β has a positive component βr , otherwise, consider−β or βr = −(1− ‖β(r)‖2)1/2. Then, we can write
β = β(β(r)) = (β1, . . . , βr−1, (1− ‖β(r)‖2)1/2, βr+1, . . . , βp)T.
The true parameter β(r) satisfies the constraint ‖β(r)‖ < 1. Thus, β is infinitely differentiable in a neighborhood of the true
parameter β(r), the Jacobian matrix is
Jβ(r) = (γ1, . . . , γp)T,
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where γs (1 ≤ s ≤ p, s 6= r) is a (p− 1)-dimensional unit vector with sth component 1, and γr = −(1− ‖β(r)‖2)−1/2β(r).
Since β can be determined by β(r), we only need to consider the confidence regions of (β(r), θ).
To construct the empirical log-likelihood ratio function, we first introduce the following matrix notations. Let
Xi = (Xi1, Xi2, . . . , Ximi)T, Zi = (Zi1, Zi2, . . . , Zimi)T,
Yi = (Yi1, Yi2, . . . , Yimi)T, G(Xiβ) = (g(XTi1β), g(XTi2β), . . . , g(XTimiβ))T,
G′∆(Xiβ) = diag(g ′(XTi1β), g ′(XTi2β), . . . , g ′(XTimiβ)),
where the subscript∆ denotes diagonal matrix. Based on the idea of GEE [22], we introduce an auxiliary random vector in
terms of the independence of different subjects
ηi(β
(r), θ) = ΛiV−1i [Yi − G(Xiβ)− Ziθ ], (2.1)
where Vi is an invertible working correlation matrix, possibly depending on a parameter vector τ , which can be estimating
by using the method of moments [22]. In (2.1),Λi = (G′∆(Xiβ)XiJβ(r) , Zi)T, then
G′∆(Xiβ)XiJβ(r) = (g ′(XTi1β)XTi1Jβ(r) , . . . , g ′(XTimiβ)XTimi Jβ(r))T,
where g ′(·) is the derivative of g(·) with respect to β(r). Note that E(ηi(β(r), θ)) = 0 if (β(r), θ) is the true parameter.
Whereas, when E(ηi(β(r), θ)) = 0, we can construct an estimation equation∑ni=1 ηi(β(r), θ) = 0. If we assume that g(·) is
known, then the solution of the equation is just the generalized least squares estimator of (β(r), θ). Therefore, by Owen [17],
this can be done to accommodate the independence within the observations from different subjects by using the empirical
likelihood. A natural block empirical log-likelihood ratio is
l(β(r), θ) = −2max
{
n∑
i=1
log(npi)
∣∣∣∣∣ pi ≥ 0, n∑
i=1
pi = 1,
n∑
i=1
piηi(β(r), θ) = 0
}
. (2.2)
To use it, we need plug-in estimation for two unknown functions g(·) and g ′(·). Consider a local linear smoother (see, [23]).
For any (β, θ), the estimators of g(·) and g ′(·) are defined by entirely ignoring thewithin-subject correlation in the following.
Lin and Carroll [24] showed that, when standard kernel methods are used, correctly specifying the correlationmatrix in fact
will result in an asymptotically less efficient estimator for nonparametric part. First we find (a, b) to minimize
n∑
i=1
mi∑
j=1
(Yij − ZTijθ − a− b(XTijβ − t))2Kh(XTijβ − t), (2.3)
where Kh(·) = h−1K(·/h), K(·) is a kernel function and h = hn is a sequence of positive numbers tending to zero, called
the bandwidth. Let (aˆ, bˆ) be the solution to the weighted least squares problem (2.3). Then, we define the estimators
gˆ(t;β, θ) = aˆ and gˆ ′(t;β, θ) = bˆ. Simple calculation yields
gˆ(t;β, θ) =
n∑
i=1
mi∑
j=1
Wnij(t;β)(Yij − ZTijθ), (2.4)
and
gˆ ′(t;β, θ) =
n∑
i=1
mi∑
j=1
W˜nij(t;β)(Yij − ZTijθ), (2.5)
where
Wnij(t;β) =
N−1Kh(XTijβ − t)[Sn,2(t;β)− (XTijβ − t)Sn,1(t;β)]
Sn,0(t;β)Sn,2(t;β)− S2n,1(t;β)
, (2.6)
W˜nij(t;β) =
N−1Kh(XTijβ − t)[(XTijβ − t)Sn,0(t;β)− Sn,1(t;β)]
Sn,0(t;β)Sn,2(t;β)− S2n,1(t;β)
, (2.7)
and
Sn,l(t;β) = 1N
n∑
i=1
mi∑
j=1
Kh(XTijβ − t)(XTijβ − t)l, l = 0, 1, 2.
The estimates gˆ(XTijβ;β, θ) and gˆ ′(XTijβ;β, θ) are of slower than
√
n-rates of convergence even when (β, θ) is known.
When they are plugged in (2.1) and (2.2), an estimated auxiliary random vector and an estimated block empirical log-
likelihood ratio, say η˜i(β(r), θ) and l˜(β(r), θ), can be defined, respectively. Xue and Zhu [13,25] showed that such a natural
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replacement will result in l˜(β(r), θ) being asymptotically a weighted sum of independent chi-squared variables, each with
one degree of freedom and an unknownweight. To construct the confidence regions of (β(r), θ), we need to useMonte Carlo
approximation or estimated transformation to obtain a tractable limiting distribution. This will decrease the accuracies of
the confidence regions because the intensive Monte Carlo simulations are required.
To see what makes such a problem, we can analyse briefly the structure of˜ l(β(r), θ). Note that in l˜(β(r), θ), the estimated
ηi(β
(r), θ) = Λi(β(r), θ)V−1i [Yi − G(Xiβ;β, θ) − Ziθ ] with estimated g(·) and g ′(·) to obtain estimated G and G′∆, say, Gˆ,
and Gˆ′∆, and then Λ˜i(β(r), θ). The difference between η˜i(β(r), θ) = Λ˜i(β(r), θ)V−1i [Yi − Gˆ(Xiβ;β, θ) − Ziθ ] and ηi(β(r), θ)
is (Λ˜i(β(r), θ) − Λi(β(r), θ))V−1i [Yi − Gˆ(Xiβ;β, θ) − Ziθ ] plus Λi(β(r), θ)V−1i [Gˆ(Xiβ;β, θ) − G(Xiβ;β, θ)]. We can prove
that the first term is negligible, and the second term is however of nonparametric convergence rate. Thus, the main target is
to reduce this bias. The following proposal is dealing with this. Centerization ofΛi(β(r), θ) is particularly useful. We define
the following bias-corrected auxiliary random vector
ηˆi(β
(r), θ) = Λˆi(β(r), θ)V−1i [Yi − Gˆ(Xiβ;β, θ)− Ziθ ], (2.8)
where Vi is an invertible working correlation matrix. When the working correlation matrix Vi = I (identity matrix), it is
assumed that the observations within the same cluster are independent, that is, assuming working independence (see [3];
when Vi = Σi (the true covariance matrix), it means the true within-subject correlation structures for longitudinal data; in
practice, the working correlation matrix Vi possibly depends on a parameter vector τ , which can be estimated by using the
method of moments [22]. For example, in panel data, Vi can be estimated by n−1
∑n
i=1 eˆieˆi
T, where eˆi = Yi − gˆ(XiβˆI)− ZiθˆI ,
where (βˆI , θˆI) and gˆ(·) can be obtained by using the estimation procedure of [12] from working independence. In (2.8),
Λˆi(β
(r), θ) = [Gˆ′∆(Xiβ;β, θ)(Xi − Gˆ1(Xiβ;β))Jβ(r) , Zi − Gˆ2(Xiβ;β)]T,
and
Gˆ(Xiβ;β, θ) = (gˆ(XTi1β;β, θ), gˆ(XTi2β;β, θ), . . . , gˆ(XTimiβ;β, θ))T,
Gˆl(Xiβ;β) = (gˆl(XTi1β;β), gˆl(XTi2β;β), . . . , gˆl(XTimiβ;β))T, l = 1, 2,
Gˆ′∆(Xiβ;β, θ) = diag(gˆ ′(XTi1β;β, θ), gˆ ′(XTi2β;β, θ), . . . , gˆ ′(XTimiβ;β, θ)).
Thus, we obtain a centerized X and Z conditionally on XTi1β . This centerization makes asymptotically the conditional
uncorrelation between Λˆi(β(r), θ) and [Gˆ(Xiβ;β, θ)− G(Xiβ;β, θ)]. This uncorrelation plays a key to obtain a much faster
convergence rate of this remainder than uncenterized one. Note that
Gˆ′∆(Xiβ;β, θ)(Xi − Gˆ1(Xiβ;β))Jβ(r)
= (gˆ ′(XTi1β;β, θ)(Xi1 − gˆ1(XTi1β;β))TJβ(r) , . . . , gˆ ′(XTimiβ;β, θ)(Ximi − gˆ1(XTimiβ;β))TJβ(r))T,
gˆ1(t;β) and gˆ2(t;β) are the estimators of g1(t) = E[Xij|XTijβ = t] and g2(t) = E[Zij|XTijβ = t] respectively, namely,
gˆ1(t;β) =
n∑
i=1
mi∑
j=1
Wnij(t;β)Xij, (2.9)
and
gˆ2(t;β) =
n∑
i=1
mi∑
j=1
Wnij(t;β)Zij. (2.10)
By using the bias correction, E(ηˆi(β(r), θ)) = o(1) if (β(r), θ) are the true parameters. Therefore, the bias-corrected block
empirical log-likelihood ratio is defined as
lˆ(β(r), θ) = −2max
{
n∑
i=1
log(npi)
∣∣∣∣∣ pi ≥ 0, n∑
i=1
pi = 1,
n∑
i=1
piηˆi(β(r), θ) = 0
}
. (2.11)
By the Lagrange multiplier method, we have
pi = 1n
1
1+ λT(β(r), θ)ηˆi(β(r), θ) , i = 1, . . . , n. (2.12)
By (2.12), lˆ(β(r), θ) can be represented as
lˆ(β(r), θ) = 2
n∑
i=1
log
(
1+ λT(β(r), θ)ηˆi(β(r), θ)
)
, (2.13)
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where λ = λ(β(r), θ) is determined by
1
n
n∑
i=1
ηˆi(β
(r), θ)
1+ λTηˆi(β(r), θ) = 0. (2.14)
We state the asymptotic behavior of the empirical likelihood ratio in the following theorems.
Theorem 2.1. Suppose that conditions C1–C9 hold in the Appendix. If (β(r), θ) is the true value of the parameter, and the rth
component of β is a positive number, then
lˆ(β(r), θ)
L−→ χ2p+q−1,
where ‘‘
L−→’’ stands for convergence in distribution.
Based on Theorem 2.1, lˆ(β(r), θ) can be used to construct confidence regions for (β(r), θ). For any given 0 < α < 1, there
exists cα such that P(χ2p+q−1 > cα) = α, then
Iα(β(r), θ) = {(β(r), θ) ∈ Rp−1 × Rq | lˆ(β(r), θ) ≤ cα, ‖β(r)‖ < 1}
is the confidence regions of (β(r), θ)with asymptotically correct coverage probability 1− α.
Because β is a boundary point on the surface of the unit sphere, the constraint ‖β‖ = 1 removes 1 dimension. The actual
dimension of the surface of the unit sphere is p − 1, and the values of p − 1 components of β can completely determine
β itself when we assume with no loss of generality the value of the rth component to be positive. Therefore, Theorem 2.1
shows that once we obtain the confidence regions of (β(r), θ), the confidence regions of (β, θ) can be immediately obtained
through the relation βr = (1− ‖β(r)‖2)1/2.
2.2. Two special cases: Single-index model and partially linear model
We first consider the pure single-index model for longitudinal data, meaning that there is no linear component in model
(1.1). Rewrite the auxiliary random vector
ηˆi(β
(r)) = Λˆi(β(r))V−1i [Yi − Gˆ(Xiβ;β)], (2.15)
where
Λˆi(β
(r)) = (gˆ ′(XTi1β;β)JTβ(r)(Xi1 − gˆ1(XTi1β)), . . . , gˆ ′(XTimiβ;β)JTβ(r)(Ximi − gˆ1(XTimiβ))). (2.16)
Let lˆ(β(r)) denote lˆ(β(r), θ)with ηˆi(β(r), θ) replaced by ηˆi(β(r)) in (2.8). We state the following results.
Corollary 2.1. Suppose that conditions C1–C9 hold in the Appendix. If β(r) is the true value of the parameter, and the rth
component of β is a positive number, then
lˆ(β(r))
L−→ χ2p−1.
Similar to Theorem 2.1, we can determine the confidence region of β(r) through χ2p−1. For any given 0 < α < 1, there
exists cα such that P(χ2p−1 > cα) = α, then
Iα(β(r)) = {β(r) ∈ Rp−1 | lˆ(β(r)) ≤ cα, ‖β(r)‖ < 1}
is the confidence regions of β(r) with asymptotically correct coverage probability 1− α.
When β = 1, model (1.1) is reduced to a partially linear model for longitudinal data. In this case, we introduce a random
vector
ηˆi(θ) = [Zi − Gˆ2(Xi)]TV−1i [Yi − Gˆ(Xi)− Ziθ ], (2.17)
where Gˆ(Xi) and Gˆ2(Xi) are defined similarly. Let lˆ(θ) denote lˆ(β(r), θ) with ηˆi(β(r), θ) being replaced by ηˆi(θ). Then, we
have the following asymptotically chi-squared result.
Corollary 2.2. Suppose that conditions C1–C9 hold in the Appendix. If θ is the true value of the parameter, then
lˆ(θ)
L−→ χ2q .
A confidence region of θ is given by Iα(θ) = {θ ∈ Rq | lˆ(θ) ≤ cα}with P(χ2q > cα) = α.
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Fig. 1. The 95% confidence regions of (β1, θ).
Table 1
The coverage probabilities of the confidence regions for (β1, θ) and (β2, θ)when the nominal levels are 0.95 and 0.90, respectively.
n (β1, θ) (β2, θ)
95% 90% 95% 90%
50 0.9010 0.8330 0.8940 0.8310
100 0.9240 0.8520 0.9210 0.8570
150 0.9360 0.8820 0.9320 0.8780
300 0.9440 0.8910 0.9420 0.8930
3. Numerical studies
3.1. Simulation studies
In this section, we carry out some simulations to evaluate the finite-sample performance of our proposed method for
three models, which are longitudinal partially linear single-index model, longitudinal single-index model and longitudinal
partially linear model respectively.
In the following three simulation examples, we generate 1000 datasets, each consisting of n = 50, 100, 150, 300 subjects
andmi ≡ m = 4 observations per subject. For simplicity, the model error ei ∼ N(0,Σ), whereΣ = σ 2{(1− ρ)Im + ρ1m}
with Im being the identity matrix and 1m being a matrix all elements equal to 1, then the within-subject covariance matrix
is determined by ρ and σ . The kernel function is taken as the Epanechnikov kernel K(u) = 0.75(1 − u2)+. According to
condition C5, the rate of h is between n−1/4 and n−1/7. Therefore, the bandwidth is selected as hˆ = hopt by using the leave-
one-subject-out cross validation such that the selected bandwidth hˆ satisfies the condition C5. The confidence regions and
the coverage probabilities of the confidence regions are computed through the proposed method in Section 2.
Example 1. Consider the partially linear single-index model for longitudinal data
Yij = sin(XTijβ)+ θZij + eij, i = 1, . . . , n, j = 1, . . . , 4, (3.1)
where β = (1/2,√3/2)T. The covariate vector Xij is set at Xij = (X1ij, X2ij)T, where X1ij and X2ij are generated independently
from normal distribution with mean of 0 and variance of 1. θ = 0.3, Zij ∼ U[0, 1]. σ = 0.2, ρ = 0.6, Yij is generated from
model (3.1). The numerical results are reported in Table 1, and the confidence regions are given in Figs. 1 and 2.
To avoid estimating the parameter vector (β, θ) by using the iterative algorithm (see [12]), the results of Table 1, Figs. 1
and 2 are obtained by assuming working independence, i.e., Vi = I in (2.8) and (2.11). From Table 1, Figs. 1 and 2, we see
that the coverage probabilities based on BCBEL approach the nominal level 0.95 and 0.90 and the confidence regions become
smaller as n increases. This implies that the proposed method is valid for the construction of confidence regions based on
empirical likelihood.
In the following two examples of the simulations, we consider three different kinds of the working correlation matrices,
that is, I (working independence),Σi (true correlation matrix) and Vˆi (estimator of unknown case).
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Fig. 2. The 95% confidence regions of (β2, θ).
Table 2
The CP (AL) of the confidence intervals for β1 and β2 based on BCBEL when the nominal levels are 0.95, respectively.
n CP/(AL) β1 β2
I Vˆi Σi I Vˆi Σi
50 0.8920 0.9050 0.9080 0.8940 0.9070 0.9070
(0.3253) (0.2312) (0.2195) (0.2876) (0.2258) (0.1913)
100 0.9120 0.9180 0.9240 0.9110 0.9220 0.9260
(0.1972) (0.1668) (0.1451) (0.2010) (0.1799) (0.1710)
150 0.9290 0.9310 0.9350 0.9290 0.9330 0.9370
(0.1553) (0.1276) (0.1098) (0.1481) (0.1243) (0.1131)
300 0.9410 0.9460 0.9480 0.9430 0.9450 0.9490
(0.0987) (0.0919) (0.0896) (0.1002) (0.0967) (0.0875)
Example 2. Consider the single-index model for longitudinal data
Yij = exp(XTijβ)+ eij, i = 1, . . . , n, j = 1, . . . , 4, (3.2)
where β = (1/2,√3/2)T. The covariate vector Xij is set at Xij = (X1ij, X2ij)T, where X1ij and X2ij are generated independently
from normal distribution with mean of 0 and variance of 1. σ = 0.2, ρ = 0.6, Yij is generated from model (3.2). In this
example, when Vi is unknown, Vi can be estimated by Vˆi = 1n
∑n
i=1 eˆieˆi
T, where eˆi = Yi− gˆ(XiβˆI), where βˆI is the profile least
squares estimator by assuming working independence. For comparison, two approaches were used in the simulations: the
bias-corrected block empirical likelihood (BCBEL) suggested in Section 2, and the profile least squares (PLS). The profile least
squares can be obtained in the following.We first obtain the initial estimates for the regression parameterβ by sliced inverse
regression (see [26]), ignoring the correlation structure within clusters. Then gˆ(·) is computed from (2.4) with θ = 0. The
solution βˆ(r)V (r = 1, 2) of the generalized estimating equations
∑n
i=1 ηˆi(β(r)) = 0, which is called the profile least squares
estimator (PLSE), where ηˆi(β(r)) can be found in (2.15). The comparison was made through coverage probabilities (CP) and
average lengths (AL) of confidence intervals. The PLS-based confidence regions were constructed in terms of the asymptotic
normal distribution of βˆ(r)V with the plug-in estimated asymptotic variance matrix ΩˆPLS = n−1Dˆ(βˆ(r)V )−1Bˆ(βˆ(r)V )Dˆ(βˆ(r)V )−1,
where
Dˆ(βˆ(r)V ) =
1
n
n∑
i=1
Λˆi(βˆ
(r)
V )V
−1
i Λˆ
T
i (βˆ
(r)
V ), Bˆ(βˆ
(r)
V ) =
1
n
n∑
i=1
Λˆi(βˆ
(r)
V )V
−1
i Σˆi(βˆV )V
−1
i Λˆ
T
i (βˆ
(r)
V ),
where Λˆi(βˆ
(r)
V ) denotes the estimator of Λi(β
(r)
V ) by plugging βˆ
(r)
V into (2.16). Similar to Vˆi, Σˆi(βˆV ) also can be obtained
easily.
From Tables 2 and 3, it is easy to see that BCBEL performs much better than PLS in terms of coverage accuracies of the
confidence intervals. Tables 2 and 3 also present a comparison for three choices of the working correlation matrices, i.e.,Σi,
Vˆi and working independence matrix I . For the three different kinds of the working correlation matrices, the coverage
probabilities obtained by BCBEL and PLS methods tend to 0.95 and the average lengths decrease as n increases. And for
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Table 3
The CP (AL) of the confidence intervals for β1 and β2 based on PLS when the nominal levels are 0.95, respectively.
n CP/(AL) β1 β2
I Vˆi Σi I Vˆi Σi
50 0.8940 0.9010 0.9060 0.8980 0.9040 0.9070
(0.4232) (0.2531) (0.2225) (0.3865) (0.2488) (0.2211)
100 0.9090 0.9130 0.9170 0.9070 0.9150 0.9180
(0.2117) (0.1812) (0.1514) (0.2090) (0.1831) (0.1503)
150 0.9250 0.9290 0.9340 0.9250 0.9310 0.9380
(0.1658) (0.1396) (0.1108) (0.1617) (0.1354) (0.1218)
300 0.9380 0.9420 0.9460 0.9410 0.9440 0.9470
(0.1079) (0.1065) (0.0967) (0.1104) (0.1029) (0.0947)
Table 4
The coverage probabilities (CP) of the confidence intervals for θ when the nominal levels are 0.95.
n BCBEL PLS
I Vˆi Σi I Vˆi Σi
50 0.9050 0.9120 0.9180 0.8870 0.8990 0.9040
100 0.9190 0.9300 0.9340 0.9130 0.9210 0.9280
150 0.9330 0.9420 0.9450 0.9290 0.9360 0.9440
300 0.9420 0.9470 0.9470 0.9410 0.9430 0.9460
Table 5
The average lengths (AL) of the confidence intervals on θ when the nominal level is 0.95.
n BCBEL PLS
I Vˆi Σi I Vˆi Σi
50 0.2971 0.2824 0.2598 0.3772 0.3489 0.3283
100 0.2116 0.1995 0.1893 0.2694 0.2436 0.2210
150 0.1535 0.1467 0.1326 0.1901 0.1836 0.1687
300 0.1127 0.0997 0.0981 0.1225 0.1086 0.1023
the same observation sample, BCBEL and PLS methods perform the best for the true correlation matrix Σi, while perform
much better for the case of Vˆi than that of I (working independence) in terms of coverage accuracies of the confidence
intervals. A reason for the conclusion is that we consider the within-subject correlation structures forΣi and Vˆi, but ignore
the correlation structures for I entirely. Consequently this reduces the accuracies and efficiencies of the confidence regions
by ignoring the within-subject correlation structures entirely. The loss of accuracies decreases as n increases, though the
accuracies of the confidence regions may possibly be reduced due to mis-specification of the covariance structure.
Example 3. Consider the partially linear model for longitudinal data
Yij = Zijθ + sin(8Xij)+ 2+ eij, i = 1, . . . , n, j = 1, . . . , 4, (3.3)
where θ = 2, Zij follows uniform (−0.5, 0.5), Xij ∼ N(0, 1), σ = 0.8, ρ = 0.6, Yij is generated from model (3.3). In this
example, a comparison between BCBEL and the profile least squares method (PLS) introduced by Fan and Li [5] was made
through the coverage probabilities and the average lengths of the confidence intervals. The PLSE is given by
θˆV =
(
n∑
i=1
Z˜Ti V
−1
i Z˜i
)−1 n∑
i=1
Z˜Ti V
−1
i Y˜i,
where Z˜i = (˜Zi1, Z˜i2, . . . , Z˜imi)Twith Z˜ij = Zij−
∑n
k=1
∑mk
l=1Wnkl(Xij)Zkl, and Y˜i can be defined similarly. The plug-in estimated
asymptotic variance matrix of θˆV is defined by ΩˆPLS = n−1Dˆ−1Bˆ(θˆV )Dˆ−1, where
Dˆ = 1
n
n∑
i=1
Z˜Ti V
−1
i Z˜i, Bˆ(θˆV ) =
1
n
n∑
i=1
Z˜Ti V
−1
i Σˆi(θˆV )V
−1
i Z˜i.
When Vi is unknown, Vi can be estimated by Vˆi = 1n
∑n
i=1 eˆieˆi
T, where eˆi = Yi − ZTi θˆI − gˆ(Xi), where θˆI =
(∑n
i=1 Z˜
T
i Z˜i
)−1∑n
i=1 Z˜
T
i Y˜i, gˆ(x) =
∑n
i=1
∑m
j=1Wnij(x)(Yij − ZTij θˆI) is computed from working independence. The numerical results can be
found in Tables 4 and 5.
From Tables 4 and 5, it is easy to see that the same conclusions can be obtained similar to Example 2.
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Fig. 3. Application to CD4 data. The 95% confidence regions based on BCBEL and PLS for the coefficients of the smoking effect, the pre-infection CD4 effect
and the age effect.
3.2. Application to CD4 data
We now apply the proposed procedure to the CD4 data from the Multi-Center AIDS Cohort Study. The dataset contains
the human immunodeficiency virus (HIV) status of 283 homosexual men who were infected with HIV during the follow-up
period between 1984 and 1991. All individuals were scheduled to have their measurements made during semiannual visits.
Here tij, i = 1, . . . , n, j = 1, . . . ,mi, denotes the time length in years between seroconversion and the j-th measurement
of the i-th individual after the infection. For various reasons, some individuals missed scheduled visits. Each person was
infected randomly during the study. This leads to unequal numbers of repeated measurements mi and different measure-
ment times tij across individuals. Details of the design and method of the study have been described by Kaslow et al. [27].
Wu et al. [28], Huang et al. [29], Fan and Zhang [30] and Fan and Li [5] analyzed the same dataset using varying coefficient
models. The primary interest was to describe the trend of the mean CD4 percentage depletion over time and to evaluate the
effects of cigarette smoking, pre-HIV infection CD4 percentage, and age at infection on the mean CD4 cell percentage after
the infection.
In our analysis, the response variable is the CD4 cell percentage of a subject at distinct time points after HIV infection.
We take three covariates for this study: X1, the individual’s smoking status, which takes binary values 1 or 0, according to
whether a individual is a smoker or nonsmoker; X2, the CD4 cell percentage level before HIV infection; and X3, age at HIV
infection. We consider the following single-index model:
Y (tij) = g
(
β1X1(tij)+ β2X2(tij)+ β3X3(tij)
)
+ e(tij),
where β1, β2 and β3 describe the effects for cigarette smoking, pre-infection CD4 percentage and age at HIV infection, re-
spectively, on the post-infection CD4 percentage through a unknown link function g(·). For the identifiability of the model,
we require that ‖β‖ = 1, where β = (β1, β2, β3)T. To construct the confidence regions for the coefficients (β1, β2, β3)T, the
Epanechnikov kernel is taken and the ‘‘leave-one-subject-out’’ cross-validationmethod is employed to select the bandwidth.
Using the BCBEL and the normal approximation based on the profile least squares method (PLS), we obtain the 95% confi-
dence regions for the coefficients (β1, β2, β3) of smoking, pre-infection CD4 and age at HIV infection that are shown in Fig. 3.
Fig. 3 indicates that, for this dataset, the BCBEL-based confidence region is slightly smaller than the PLS-based region.
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Appendix
A.1. Conditions
We now give a set of conditions for the results stated in the theorems.
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C1 For any i = 1, . . . , n, j = 1, . . . ,mi, the density function f (t) of XTijβ is bounded away from zero on T , and satisfies
the Lipschitz condition of order 1 on T , where T = {t = XTijβ : Xij ∈ A, i = 1, . . . , n, j = 1, . . . ,mi} and A is a compact
support set of Xij. And f (t) satisfies 0 < inft∈T f (t) ≤ supt∈T f (t) <∞.
C2 g(t) has two bounded and continuous derivative on T ; g1s(t) and g2k(t) satisfy the local Lipschitz condition of order
1, where g1s(t) and g2k(t) are the sth and kth component of g1(t) and g2(t) (1 ≤ s ≤ p, 1 ≤ k ≤ q) respectively.
C3 The kernel K(u) is a bounded and symmetric probability density function, and satisfies∫ ∞
−∞
u2K(u)du 6= 0,
∫ ∞
−∞
|u|iK(u)du <∞, i = 1, 2, . . . .
C4 There exists a positive constantM , such that max1≤i≤n,1≤j≤mi supx,z E(e
4
ij|Xij = x, Zij = z) ≤ M <∞ and max1≤i≤n,1≤j≤mi
supx E(e4ij|Xij = x) ≤ M <∞.
C5When n→∞, the bandwidth h satisfies that h→ 0, nh3 →∞, nh8 → 0.
C6 There exist two positive constants c1 and c2 such that
0 < c1 ≤ min
1≤i≤n λi1 ≤ max1≤i≤n λimi ≤ c2 <∞,
where λi1 and λimi denote the smallest and largest eigenvalues ofΣi, respectively.
C7 There exist positive constants c3 and c4 such that
0 < c3 ≤ min
1≤i≤n λ
′
i1 ≤ max1≤i≤n λ
′
imi ≤ c4 <∞,
where λ′i1 and λ
′
imi
denote the smallest and largest eigenvalues of Vi, respectively.
C8 There exists the positive constantM satisfies, for all i, j, supt∈T E(‖Zij‖2|XTijβ = t) ≤ M <∞.
C9 Ω(β(r), θ) = limn→∞ 1n
∑n
i=1 E{[Λi − E(Λi|Xiβ)]V−1i (eieTi )V−1i [Λi − E(Λi|Xiβ)]T} is a positive matrix, where Λi is
defined in (2.1).
A.2. Proof of Theorem 2.1
Applying the Taylor expansion to (2.13) and invoking Lemmas A.5–A.7, we can obtain that
lˆ(β(r), θ) = 2
n∑
i=1
[
λTηˆi(β
(r), θ)− 1
2
{λTηˆi(β(r), θ)}2
]
+ oP(1). (A.1)
By (2.14), it follows that
0 = 1
n
n∑
i=1
ηˆi(β
(r), θ)
1+ λTηˆi(β(r), θ)
= 1
n
n∑
i=1
ηˆi(β
(r), θ)− 1
n
n∑
i=1
ηˆi(β
(r), θ)ηˆTi (β
(r), θ)λ+ 1
n
n∑
i=1
ηˆi(β
(r), θ)(λTηˆi(β
(r), θ))2
1+ λTηˆi(β(r), θ) .
The application of Lemmas A.5–A.7 again yields that
n∑
i=1
[λTηˆi(β(r), θ)]2 =
n∑
i=1
λTηˆi(β
(r), θ)+ oP(1), (A.2)
λ =
[
n∑
i=1
ηˆi(β
(r), θ)ηˆTi (β
(r), θ)
]−1 n∑
i=1
ηˆi(β
(r), θ)+ oP(n−1/2). (A.3)
From (A.1)–(A.3), we have
lˆ(β(r), θ) =
[
n∑
i=1
ηˆi(β
(r), θ)
]T[ n∑
i=1
ηˆi(β
(r), θ)ηˆTi (β
(r), θ)
]−1[ n∑
i=1
ηˆi(β
(r), θ)
]
+ oP(1).
By Lemma A.5, we obtain
lˆ(β(r), θ) =
[
1√
n
n∑
i=1
ηˆi(β
(r), θ)
]T
Ω−1(β(r), θ)
[
1√
n
n∑
i=1
ηˆi(β
(r), θ)
]
+ oP(1). (A.4)
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From Lemma A.4, we have
Ω−
1
2 (β(r), θ)
1√
n
n∑
i=1
ηˆi(β
(r), θ)
L−→ N(0, Ip+q−1), (A.5)
where Ip+q−1 is the (p+q−1)×(p+q−1) identitymatrix. From (A.4) and (A.5), it is easy show that lˆ(β(r), θ) is asymptotically
chi-squared with p+ q− 1 degrees of freedom. The proof is completed. 
The proofs of Corollaries 2.1 and 2.2 are similar to those used in the proof Theorem 2.1. Therefore, we omit the details.
A.3. Lemmas
For sake of convenience and simplicity, we shall employ c (0 < c < ∞) to denote some constant not depending on n
and N but may take difference values at each appearance. The following Lemmas A.1–A.3 generalize Lemmas 1–3 in [14]
(the i.i.d. case) to the case of longitudinal data respectively. Because the proofs are very similar to those, we then omit the
details here.
Lemma A.1. Assume that conditionsC1–C3hold. If h = cn−α, 0 < α < 1/2, c > 0 andn = O(N), then, for i1 = 1, . . . , n, j1 =
1, . . . ,mi1 , and any integer r ≥ 2, we have
E
{∣∣∣∣∣ n∑
i=1
mi∑
j=1
Wnij(XTi1j1β;β)ϕ(XTijβ)− ϕ(XTi1j1β)
∣∣∣∣∣
r}
= O(h2r), (A.6)
E
{∣∣∣∣∣ n∑
i=1
mi∑
j=1
W˜nij(XTi1j1β;β)g(XTijβ)− g ′(XTi1j1β)
∣∣∣∣∣
r}
= O(hr), (A.7)
where ϕ(·) = g(·), g1s(·) and g2k(·), 1 ≤ s ≤ p, 1 ≤ k ≤ q.
Lemma A.2. Under the assumptions of Lemma A.1, for any integer r ≥ 2, we have
E{|Wnij(XTijβ;β)|r} = O((nh)−r),
E
{ n∑
i=1,i1 6=i
∑
j=1,j1 6=j
|Wnij(XTi1j1β;β)|r
}
= O((nh)1−r),
E{|W˜nij(XTijβ;β)|r ] = O((nh)−r)+ O((n3h5)−r/2),
E
{ n∑
i=1,i1 6=i
∑
j=1,j1 6=j
|W˜nij(XTi1j1β;β)|r
}
= O(n1−rh1−2r).
Lemma A.3. Assume that conditions C1–C5 hold. For any integer r ≥ 2, we have, uniformly over i = 1, . . . , n, j = 1, . . . ,mi,
E{|ϕˆ(XTijβ;β, θ)− ϕ(XTijβ)|r} = O(h2r)+ O(n−r/2h1−r), (A.8)
E{|gˆ ′(XTijβ;β, θ)− g ′(XTijβ)|r} = O(hr)+ O(n−r/2h1−2r), (A.9)
where ϕˆ(·) = gˆ(·), gˆ1s(·) and gˆ2k(·), ϕ(·) = g(·), g1s(·) and g2k(·), 1 ≤ s ≤ p, 1 ≤ k ≤ q.
Lemma A.4. Under the assumptions of Theorem 2.1, if (β(r), θ) is the true value of the parameter, and the rth component of β
is a positive number, then
1√
n
n∑
i=1
ηˆi(β
(r), θ)
L−→ N(0,Ω(β(r), θ)),
whereΩ(β(r), θ) = limn→∞ 1n
∑n
i=1 E{[Λi − E(Λi|Xiβ)]V−1i (eieTi )V−1i [Λi − E(Λi|Xiβ)]T} andΛi is defined in (2.1).
Proof. In matrix notation defined in Section 2, it is easy to show that
1√
n
n∑
i=1
ηˆi(β
(r), θ) = 1√
n
n∑
i=1
[Λi − E(Λi|Xiβ)]V−1i ei +
4∑
ν=1
Mν, (A.10)
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where
M1 = (MT11Jβ(r) ,MT12)T, M2 = (MT21Jβ(r) , 0)T,
M3 = (MT31Jβ(r) ,MT32)T, M4 = (MT41Jβ(r) , 0)T,
M11 = 1√n
n∑
i=1
{[Gˆ′∆(Xiβ;β, θ)− G′∆(Xiβ)][Xi − Gˆ1(Xiβ;β)]}
T
V−1i ei,
M12 = 1√n
n∑
i=1
[G2(Xiβ)− Gˆ2(Xiβ;β)]TV−1i ei,
M21 = 1√n
n∑
i=1
{G′∆(Xiβ)[G1(Xiβ)− Gˆ1(Xiβ;β)]}
T
V−1i ei,
M31 = 1√n
n∑
i=1
{G′∆(Xiβ)[Xi − Gˆ1(Xiβ;β)]}
T
V−1i [G(Xiβ)− Gˆ(Xiβ;β, θ)],
M32 = 1√n
n∑
i=1
[Zi − Gˆ2(Xiβ;β)]TV−1i [G(Xiβ)− Gˆ(Xiβ;β, θ)],
M41 = 1√n
n∑
i=1
{[Gˆ′∆(Xiβ;β, θ)− G′∆(Xiβ)][Xi − Gˆ1(Xiβ;β)]}
T
V−1i [G(Xiβ)− Gˆ(Xiβ;β, θ)].
To prove Lemma A.4, we first need to prove that
1√
n
n∑
i=1
[Λi − E(Λi|Xiβ)]V−1i ei L−→ N(0,Ω(β(r), θ)). (A.11)
For the convenience of proof, let
1√
n
n∑
i=1
[Λi − E(Λi|Xiβ)]V−1i ei=ˆ
1√
n
n∑
i=1
ξin.
By E(ei|Xi) = 0 and condition C4, and Cov(ξin) = E{[Λi − E(Λi|Xiβ)]V−1i (eieTi )V−1i [Λi − E(Λi|Xiβ)]T}. Let
Ω(β(r), θ) = lim
n→∞
1
n
n∑
i=1
Cov(ξin),
it follows that the sequence of kth elements {ξ (k)in } of {ξin} (k = 1, . . . , p + q − 1) satisfy, for any given ε > 0, 1n
∑n
i=1
E{ξ (k)2in I(|ξ (k)in | > εn1/2)} → 0 (n → ∞). This means that the Lindeberg condition for the central limit theorem holds.
Therefore, (A.11) follows.
To prove Lemma A.4, we only need to show that Ml1
P−→ 0 (l = 1, 2, 3, 4),M12 P−→ 0,M32 P−→ 0. Consider M11.
Let M11,s denote the sth component of M11 (1 ≤ s ≤ p). Let X˜ijs = Xijs − gˆ1s(XTijβ;β), and σ jli be the (j, l)th element of
V−1i (i = 1, . . . , n, j = 1, . . . ,mi, l = 1, . . . ,mi). Then, we have
M11,s = 1√n
n∑
i=1
mi∑
j=1
mi∑
l=1
[
n∑
i1=1
mi1∑
j1=1
W˜ni1j1(X
T
ijβ;β)g(XTi1j1β)− g ′(XTijβ)
]
X˜ijsσ
jl
i eil
+ 1√
n
n∑
i=1
mi∑
j=1
W˜nij(XTijβ;β)˜Xijsσ jji e2ij +
1√
n
n∑
i=1
mi∑
j6=l
W˜nil(XTijβ;β)˜Xijsσ jli e2il
+ 1√
n
n∑
i=1
mi∑
j=1
mi∑
l=1
n∑
i1 6=i
mi1∑
j1 6=l
W˜ni1j1(X
T
ijβ;β)˜Xijsσ jli eilei1j1
=ˆ M(1)11,s +M(2)11,s +M(3)11,s +M(4)11,s.
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By condition C1 and Lemma A.3, we can prove that E (˜X4ijs) <∞. From conditions C4 and C7, and Lemma A.1, and using the
Cauchy–Schwarz inequality and invoking the Lemma 4.2 in [11], we have
E(M(1)
2
11,s ) ≤ cE
1n
n∑
i=1
mi∑
j,l=1
[
n∑
i1=1
mi1∑
j1=1
W˜ni1j1(X
T
ijβ;β)g(XTi1j1β)− g ′(XTijβ)
]2
X˜2ijsσ
jl2
i E(e
2
il|Xijs)

≤ cn−1
n∑
i=1
mi∑
j=1
E1/2
[
n∑
i1=1
mi1∑
j1=1
W˜ni1j1(X
T
ijβ;β)g(XTi1j1β)− g ′(XTijβ)
]4
E1/2(˜X4ijs)
≤ ch2 → 0.
Invoking the conditions C4 and C7, Lemma A.2 and E (˜X4ijs) <∞, we have
E(|M(2)11,s|) ≤ cn−1/2
n∑
i=1
mi∑
j=1
E1/4{W˜ 4nij(XTijβ;β)}E1/4(˜X4ijs)E1/2(e4ij |˜Xijs)
≤ c(nh2)−1/2 + c(nh5/2)−1 → 0.
Similarly, we can prove that E(|M(3)11,s|) → 0. For M(4)11,s, let aij,i1j1 = W˜ni1j1(XTijβ;β)˜Xijs + W˜nij(XTi1j1β;β)˜Xijs and data set
X = {Xij, i = 1, . . . , n, j = 1, . . . ,mi}. Note that supx E{e2ij|Xijs = x} ≤ c < ∞ and the independence of eij among the
different subjects given the data setX, again using Lemma A.2, we have
E(M(4)211,s ) = E
{
1√
n
n∑
i=1
mi∑
j=1
mi∑
l=1
n∑
i1 6=i
mi1∑
j1 6=l
W˜ni1j1(X
T
ijβ;β)˜Xijsσ jli eilei1j1
}2
= E
{
1√
n
n∑
i=2
mi∑
j=1
mi∑
l=1
i−1∑
i1=1
mi1∑
j1=1
aij,i1j1σ
jl
i eilei1j1
}2
= n−1
n∑
i=2
mi∑
j=1
mi∑
l=1
i−1∑
i1=1
mi1∑
j1=1
E{a2ij,i1j1σ jl
2
i E(e
2
il |˜Xijs)E(e2i1j1 |˜Xijs)}
≤ cn−1
n∑
i=1
mi∑
j=1
n∑
i1 6=i
mi1∑
j1 6=j
E1/2{W˜ 4ni1j1(XTijβ;β)}E1/2(˜X4ijs)
≤ c(nh2)−1 + c(nh5/2)−2 → 0.
Consequently, themoment of sth component ofM11 converges to 0. By theMarkov inequality, we can prove thatM11,s
P−→ 0
for each 1 ≤ s ≤ p. Therefore, we obtain thatM11 P−→ 0. LetM21,s denote the sth component ofM21. Then
M21,s = 1√n
n∑
i=1
mi∑
j=1
mi∑
l=1
g ′(XTijβ)[g1s(XTijβ)− gˆ1s(XTijβ;β)]σ jli eil.
From Lemma A.3, and conditions C4 and C7, we have
E(M221,s) ≤ cn−1E
[
n∑
i=1
mi∑
j=1
g ′(XTijβ)
2{g1s(XTijβ)− gˆ1s(XTijβ;β)}2
]
≤ ch4 + c(nh)−1 → 0.
This yieldsM21
P−→ 0. Similarly, we obtain thatM12 P−→ 0. Hence, we have proved that
Mi
P−→ 0, i = 1, 2. (A.12)
Similar arguments to the proofs of (A.12), we can also obtain thatM3
P−→ 0 andM4 P−→ 0. This, togetherwith (A.10)–(A.12),
proves Lemma A.4. 
Lemma A.5. Under the assumptions of Theorem 2.1, if (β(r), θ) is the true value of the parameter, and the rth component of β
is a positive number, we have
1
n
n∑
i=1
ηˆi(β
(r), θ)ηˆTi (β
(r), θ)
P−→ Ω(β(r), θ),
where ηˆi(β(r), θ) is defined in (2.9),Ω(β(r), θ) is defined in condition C9 .
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Proof. By Lemmas A.1–A.4, the proof of Lemma A.5 is similar to that of Lemma 5 in [14], we then omit the details here. 
Lemma A.6. Under the assumptions of Theorem 2.1, if (β(r), θ) is the true value of the parameter, and the rth component of β
is a positive number, we have
max
1≤i≤n
‖ηˆi(β(r), θ)‖ = oP(n1/2).
Proof. By Lemmas A.1–A.5, we can prove Lemma A.6 by using the same arguments used in the proof of Lemma 6 in [13]. 
Lemma A.7. Under the assumptions of Lemma A.4, we have
‖λ‖ = OP(n−1/2).
Proof. Let λ = γφ, where γ ≥ 0, φ ∈ Rp+q−1 and ‖φ‖ = 1. By (2.14), we have
0 = 1
n
φT
n∑
i=1
ηˆi(β
(r), θ)
1+ γφTηˆi(β(r), θ)
= 1
n
φT
n∑
i=1
ηˆi(β
(r), θ)− 1
n
γ
n∑
i=1
(φTηˆi(β
(r), θ))2
1+ γφTηˆi(β(r), θ)
≤
∣∣∣∣∣1nφT
n∑
i=1
ηˆi(β
(r), θ)
∣∣∣∣∣− γ1+ γ max
1≤i≤n
‖ηˆi(β(r), θ)‖
1
n
n∑
i=1
(φTηˆi(β
(r), θ))2
≤
∣∣∣∣∣1nφT
n∑
i=1
ηˆi(β
(r), θ)
∣∣∣∣∣− γ1+ γ max
1≤i≤n
‖ηˆi(β(r), θ)‖mineig(S(β
(r), θ)),
where S(β(r), θ) = 1n
∑n
i=1 ηˆi(β(r), θ)ηˆ
T
i (β
(r), θ) and mineig(A) denotes the minimum eigenvalue of matrix A. Therefore,
we have
γmineig(S(β(r), θ))− γ 1
n
φT
n∑
i=1
ηˆi(β
(r), θ) max
1≤i≤n
‖ηˆi(β(r), θ)‖ ≤
∣∣∣∣∣1nφT
n∑
i=1
ηˆi(β
(r), θ)
∣∣∣∣∣ . (A.13)
By Lemmas A.4 and A.5, we have
1
n
φT
n∑
i=1
ηˆi(β
(r), θ) = OP(n−1/2), mineig(S(β(r), θ)) = OP(1). (A.14)
By Lemma A.6, (A.13) and (A.14), γ = OP(n1/2), that is, ‖λ‖ = OP(n1/2). 
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