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1 Introduction
The Moreau envelope erf was introduced in its original form by Jean-Jacques
Moreau in the mid-1960s [21]. It is an infimal convolution of two functions f and
qr, where r > 0 and qr = r2‖ · ‖2. The Moreau envelope offers many benefits
in Optimization, such as the smoothing of the nonsmooth objective function f
[20, 21] while maintaining the same minimum and minimizers of f in the case
where f is proper, lower semicontinuous (lsc) and convex [25, 28]. Also in the
convex setting, erf is differentiable and its gradient has an explicit representation,
even when f itself is not differentiable [25]. As a result, much research has been
done on properties of the Moreau envelope, including differentiability [6, 12, 23],
regularization [4, 11, 13, 15, 16, 19] and convergence of the related proximal-point
algorithms for finding a minimizer [1, 5, 9, 27, 29].
In this work, we continue the development of convex Moreau envelope theory.
We endeavour to show the advantages that this form of regularization has to offer
and make comparisons to the Pasch-Hausdorff envelope. Most of the focus is on
the set of convex Moreau envelopes; we work to establish characterizations about
when a function is a Moreau envelope of a proper, lsc, convex function. We also
consider the differentiability properties of erf, annotating the characteristics of
the proximal mapping and the Moreau envelope for Ck functions.
The main contributions of this paper are the analysis of the proximal mapping
and Moreau envelope of two particular families of convex functions: piecewise
cubic functions and gauge functions. Explicit formulae for, and method of calcu-
lation of, the proximal mapping and Moreau envelope for any single-variable con-
vex piecewise-cubic function are given. The Moreau envelope is used to smooth
the ridges of nondifferentiability (except the kernel) of any gauge function, while
maintaining its status as a gauge function. The special case of norm functions
is analyzed as well; the Moreau envelope is used to convert any norm function
into one that is smooth everywhere expect at the origin. For both piecewise-cubic
functions and gauge functions, several explicit examples with illustrations are in-
cluded. To the best of our knowledge, the closed forms of Moreau envelopes
of many examples given here have not been realized until now. The piecewise
cubic work extends the results for piecewise linear-quadratic functions found in
[2, 7, 17], and the study of Moreau envelopes of gauge functions is new.
The remainder of this paper is organized as follows. Section 2 contains nota-
tion, definitions and facts that are used throughout. In Section 3, several known
results about the Moreau envelope are collected first, then new results on the set
of convex Moreau envelopes are presented. We provide an upper bound for the
2
difference f−erf when f is a Lipschitz continuous function. We establish several
characterizations of the Moreau envelope of f convex, based on strict convexity
of f, strong convexity of the Fenchel conjugate (erf)∗ and Lipschitz continuity of
∇erf. We discuss the differentiability of erf, proving that f ∈ Ck ⇒ erf ∈ Ck.
Then we focus on explicit expressions for the Moreau envelope and the proximal
mapping for convex piecewise functions on R, which sets the stage for the section
that follows. Section 4 concentrates on the set of convex piecewise-cubic func-
tions on R and their Moreau envelopes. We lay out the piecewise domain of erf
for f piecewise-cubic and present a theorem that states the proximal mapping and
Moreau envelope. Section 5 deals with the smoothing of an arbitrary gauge func-
tion by way of the Moreau envelope. It is shown that given a gauge function f, the
function
√
er(f 2) is also a gauge function and is differentiable everywhere except
on the kernel. A corollary about norm functions follows; if f is a norm function,
then
√
er(f 2) is a norm function that is differentiable everywhere except at the
origin. Several examples and illustrations are provided in this section. Section 6
summarizes the results of this work.
2 Preliminaries
2.1 Notation
All functions in this work are defined on Rn, Euclidean space equipped with in-
ner product defined 〈x, y〉 = ∑ni=1 xiyi and induced norm ‖x‖ = √〈x, x〉. The
extended real line R∪{∞} is denoted R. We use Γ0(Rn) to represent the set of
proper, convex, lower semicontinuous (lsc) functions on Rn . The identity opera-
tor is denoted Id .We useNC(x) to represent the normal cone to C at x, as defined
in [25]. The domain and the range of an operatorA are denoted domA and ranA,
respectively. Pointwise convergence is denoted
p→, epiconvergence e→ .
2.2 Definitions and facts
In this section, we collect some definitions and facts that we need for proof of the
main results.
Definition 2.1. The graph of an operator A : Rn ⇒ Rn is defined
graA = {(x, x∗) : x∗ ∈ Ax}.
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Its inverse A−1 : Rn ⇒ Rn is defined by the graph
graA−1 = {(x∗, x) : x∗ ∈ Ax}.
Definition 2.2. For any function f : Rn → R, the Fenchel conjugate of f is
denoted f ∗ : Rn → R and defined by
f ∗(x∗) = sup
x∈Rn
[〈x∗, x〉 − f(x)].
Definition 2.3. For a proper, lsc function f : Rn → R, the Moreau envelope of f
is denoted erf and defined by
erf(x) = inf
y∈Rn
{
f(y) +
r
2
‖y − x‖2
}
.
The vector x is called the prox-centre and the scalar r ≥ 0 is called the prox-
parameter. The associated proximal mapping is the set of all points at which the
above infimum is attained, denoted Prf :
Prf(x) = argmin
y∈Rn
{
f(y) +
r
2
‖y − x‖2
}
.
Definition 2.4. A function f ∈ Γ0(Rn) is σ-strongly convex if there exists a mod-
ulus σ > 0 such that f − σ
2
‖ · ‖2 is convex. Equivalently, f is σ-strongly convex
if there exists σ > 0 such that for all λ ∈ (0, 1) and for all x, y ∈ Rn,
f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y)− σ
2
λ(1− λ)‖x− y‖2.
Definition 2.5. A function f ∈ Γ0(Rn) is strictly convex if for all x, y ∈ dom f,
x 6= y and all λ ∈ (0, 1),
f(λx+ (1− λ)y) < λf(x) + (1− λ)f(y).
Definition 2.6. A function f ∈ Γ0(Rn) is essentially strictly convex if f is strictly
convex on every convex subset of dom ∂f.
Next, we have some facts about the Moreau envelope, including differentiability,
upper and lower bounds, pointwise convergence characterization, linear transla-
tion and evenness.
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Fact 2.7 (Inverse Function Theorem). [8, Theorem 5.2.3] Let f : U → Rn be Ck
on the open set U ⊆ Rn . If at some point the Jacobian of f is invertible, then
there exist V ⊆ Rn open and g : V → Rn of class Ck such that
(i) v0 = f(u0) ∈ V and g(v0) = u0;
(ii) U0 = g(V ) is open and contained in U ;
(iii) f(g(v)) = v ∀v ∈ V.
Thus, f : U0 → V is a bijection and has inverse g : V → U0 of class Ck.
Fact 2.8. [3, Proposition 12.9], [25, Theorem 1.25] Let f ∈ Γ0(Rn). Then for all
x ∈ Rn,
(i) inf f ≤ erf(x) ≤ f(x),
(ii) lim
r↗∞
erf(x) = f(x), and
(iii) lim
r↘0
erf(x) = inf f.
Fact 2.9. [25, Theorem 7.37] Let {f ν}ν∈N ⊆ Γ0(Rn) and f ∈ Γ0(Rn). Then
f ν
e→ f if and only if erf ν p→ erf . Moreover, the pointwise convergence of erf ν
to erf is uniform on all bounded subsets of Rn, hence yields epi-convergence to
erf as well.
Fact 2.10. [10, Lemma 2.2] Let f : Rn → R be proper lsc, and g(x) = f(x)−a>x
for some a ∈ Rn . Then
erg(x) = erf
(
x+
a
r
)
− a>x− 1
2r
a>a.
Lemma 2.11. Let f : Rn → R be an even function. Then erf is an even function.
Proof. Let f(−x) = f(x). Then
(erf)(−x) = inf
z∈Rn
{
f(z) +
r
2
‖z − (−x)‖2
}
.
Let z = −y. Then
(erf)(−x) = inf−y∈Rn
{
f(−y) + r
2
‖ − y − (−x)‖2
}
= inf
−y∈Rn
{
f(y) +
r
2
‖y − x‖2
}
= inf
y∈Rn
{
f(y) +
r
2
‖y − x‖2
}
= (erf)(x).
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3 Properties of the Moreau envelope of convex func-
tions
In this section, we present results on bounds and differentiability, and follow up
with characterizations that involve strict convexity, strong convexity and Lipschitz
continuity. These results are the setup for the two sections that follow, where we
explore more specific families of functions.
3.1 The set of convex Moreau envelopes
We begin by providing several properties of Moreau envelopes of proper, lsc,
convex functions. We show that the set of all such envelopes is closed and convex,
and we give a bound for f − erf when f is Lipschitz continuous. The facts in this
section are already known in the literature, but they are scattered among several
articles and books, so it is convenient to have them all in one collection.
Fact 3.1. [26, Theorem 3.18] Let f : Rn → R be proper and lsc. Then erf = f
for some r > 0 if and only if f is a constant function.
Fact 3.2. [22, Theorem 3.1] The set er(Γ0(Rn)) is a convex set in Γ0(Rn).
Fact 3.3. [22, Theorem 3.2] The set er(Γ0(Rn)) is closed under pointwise conver-
gence.
Proposition 3.4. Let f ∈ Γ0(Rn) be L-Lipschitz. Then for all x ∈ dom f and any
r > 0,
0 ≤ f(x)− erf(x) ≤ L
2
2r
.
Proof. We have 0 ≤ f(x)− erf(x) ∀x ∈ dom f by [25, Theorem 1.25]. Then
f(x)− erf(x) = f(x)−
[
f(Prf(x)) +
r
2
‖x− Prf(x)‖2
]
≤ L‖x− Prf(x)‖ − r
2
‖x− Prf(x)‖2
= Lt− r
2
t2,
where t = ‖x− Prf(x)‖. This is a concave quadratic function whose maximizer
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is L/r. Thus,
Lt− r
2
t2 ≤ LL
r
− r
2
(
L
r
)2
=
L2
2r
.
The following example demonstrates that for an affine function, the bound in
Proposition 3.4 is tight.
Example 3.5. Let f : Rn → R, f(x) = 〈a, x〉+ b, a ∈ Rn, b ∈ R . Then
f − erf = ‖a‖
2
2r
.
Proof. We have
erf(x) = inf
y∈Rn
{
〈a, y〉+ b+ r
2
‖y − x‖2
}
= inf
y∈Rn
g(y).
Setting g′(y) = 0 to find critical points yields y = x−a/r. Substituting into g(y),
we have
erf(x) =
〈
a, x− a
r
〉
+
r
2
(
x− a
r
− x
)2
= 〈a, x〉+ b− ‖a‖
2
2r
.
Thus,
f − erf = ‖a‖
2
2r
,
where ‖a‖ is the Lipschitz constant of the affine function f.
The next theorem is a characterization of when a convex function and its Moreau
envelope differ only by a constant: when the function is affine.
Theorem 3.6. Let f ∈ Γ0(Rn), r > 0. Then f = erf + c for some c ∈ R if and
only if f is an affine function.
Proof. (⇐) This is the result of Example 3.5.
(⇒) Suppose that f = erf + c. Taking the Fenchel conjugate of both sides and
rearranging, we have
f ∗ +
1
2r
‖ · ‖2 = f ∗ + c. (3.1)
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Let x0 be such that f ∗(x0) <∞. Then by (3.1) we have
f ∗(x0) +
1
2r
‖x0‖2 = f ∗(x0) + c
c =
1
2r
‖x0‖2. (3.2)
Now suppose there exists x1 6= x0 such that f ∗(x1) < ∞. Then co{x0, x1} ⊆
dom f ∗, thus, 1
2r
‖tx0 + (1 − t)x1‖2 = c for all t ∈ [0, 1]. Substituting (3.2), we
have
t2‖x0‖2 + 2t(1− t)〈x0, x1〉+ (1− t)2‖x1‖2 = ‖x0‖2
(t2 − 1)‖x0‖2 − 2t(t− 1)〈x0, x1〉+ (t− 1)2‖x1‖2 = 0
(t+ 1)‖x0‖2 − 2t〈x0, x1〉+ (t− 1)‖x1‖2 = 0. (3.3)
Note that if one of x0, x1 equals zero, then (3.3) implies that the other one equals
zero, a contradiction to x0 6= x1. Hence, x0 6= 0 and x1 6= 0. Since the left-hand
side of (3.3) is a smooth function of t for t ∈ (0, 1), we take the derivative of (3.3)
with respect to t and obtain
‖x0‖2 − 2〈x0, x1〉+ ‖x1‖2 = 0
‖x0 − x1‖2 = 0
x0 = x1,
a contradiction. Hence, dom f ∗ = {x0}. Therefore, f ∗ = ι{x0} + k for some
k ∈ R, and we have f(x) = 〈x, x0〉 − k.
3.2 Characterizations of the Moreau envelope
Now we show the ways in which erf can be characterized in terms of f when
f has a certain structure. We consider the properties of strict convexity, strong
convexity, and Lipschitz continuity.
Theorem 3.7. Let f ∈ Γ0(Rn). Then f is essentially strictly convex if and only if
erf is strictly convex.
Proof. Let f be essentially strictly convex. By [24, Theorem 26.3], we have that
f ∗ is essentially smooth, as is (erf)∗ = f ∗+ 12r‖·‖2. Applying [24, Theorem 26.3]
gives us that erf is essentially strictly convex. Since Moreau envelopes of convex
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functions are convex and full-domain, this essentially strict convexity is equivalent
to strict convexity. Therefore, erf is strictly convex. Conversely, assuming that
erf is strictly convex, the previous statements in reverse order allow us to conclude
that f is essentially strictly convex.
Theorem 3.8. Let g ∈ Γ0(Rn). Then f = erg if and only if f ∗ is strongly convex
with modulus 1/r.
Proof. (⇒) Suppose f = erg. Making use of the Fenchel conjugate, we have
f = erg
f ∗ = g∗ +
1
2r
‖ · ‖2
g∗ = f ∗ − 1
2r
‖ · ‖2.
Since the conjugate of g ∈ Γ0(Rn) is again a function in Γ0(Rn), we have that
f ∗ − 1
2r
‖ · ‖2 is in Γ0(Rn), which means that f ∗ is strongly convex with modulus
1/r.
(⇐) Suppose f ∗ is strongly convex with modulus 1/r. Then f ∗ − 1
2r
‖ · ‖2 = g∗
for some g∗ in Γ0(Rn), and we have
f ∗ = g∗ +
1
2r
‖ · ‖2
= g∗ +
(r
2
‖ · ‖2
)∗
.
Taking the Fenchel conjugate of both sides, and invoking [3, Theorem 16.4], we
have (using as the infimal convolution operator)
f =
[
g∗ +
(r
2
‖ · ‖2
)∗]∗
= g∗∗
r
2
‖ · ‖2
= g
r
2
‖ · ‖2
= erg.
Fact 3.9. [3, Corollary 18.18] Let g ∈ Γ0(Rn). Then g = erf for some f ∈
Γ0(Rn) if and only if∇g is r-Lipschitz.
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Fact 3.10. [22, Lemma 2.3] Let r > 0. The function f ∈ Γ0(Rn) is r-strongly
convex if anf only if e1f is rr+1 -strongly convex.
For strongly convex functions, a result that resembles the combination of Facts
3.9 and 3.10 is found in [16]. This is a reciprocal result, in that it is not erf that is
found to have a Lipschitz gradient as in Fact 3.9, but (e1f)∗.1
Fact 3.11. [16, Theorem 2.2] Let f be a finite-valued convex function. For a
symmetric linear operator M ∈ Sn++, define 〈·, ·〉M = 〈M ·, ·〉, ‖ · ‖2M = 〈·, ·〉M
and
F (x) = inf
y∈Rn
{
f(y) +
1
2
‖y − x‖2M
}
.
Then the following are equivalent:
(i) f is 1
k
-strongly convex;
(ii) ∇f ∗ is k-Lipschitz;
(iii) ∇F ∗ is K-Lipschitz;
(iv) F is 1
K
-strongly convex;
for someK such that k−1/λ ≤ K ≤ k+1/λ,where λ is the minimum eigenvalue
of M.
3.3 Differentiability of the Moreau envelope
It is well known that erf is differentiable if f ∈ Γ0(Rn); see [25]. In this section,
we study differentiability of erf when f enjoys higher-order differentiability.
Theorem 3.12. Let f ∈ Γ0(Rn) and f ∈ Ck. Then erf ∈ Ck.
Proof. If k = 1, the proof is that of [25, Proposition 13.37]. Assume k > 1. Since
f ∈ Γ0(Rn), by [25, Theorem 2.26] we have that
∇erf = r Id−r
(
Id +
1
r
∇f
)−1
, (3.4)
and that Prf =
(
Id +1
r
∇f)−1 is unique for each x ∈ dom f. Let y = (Id +1
r
∇f)−1 (x).
Then x = y + 1
r
∇f(y) =: g(y), and for any y0 ∈ dom f we have
∇g(y0) = Id +1
r
∇2f(y0),
1Thank you to the anonymous referee for providing this reference.
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where ∇2f(y0) ∈ Rn×n exists (since f ∈ C2) and is positive semidefinite. This
gives us that ∇g ∈ Ck−2, so that g ∈ Ck−1. Then by Fact 2.7, we have that g−1 =
Prf ∈ Ck−1. Thus, by (3.4) we have that∇erf ∈ Ck−1. Therefore, erf ∈ Ck.
3.4 Moreau envelopes of piecewise differentiable functions
When a function is piecewise differentiable, using Minty’s surjective theorem, we
can provide a closed analytical form for its Moreau envelope. This section is the
setup for the main result of Section 4, in which Theorem 4.9 gives the explicit
expression of the Moreau envelope for a piecewise cubic function on R .
Proposition 3.13. Let f1, f2 : R → R be convex and differentiable on the whole
of R such that
f(x) =
{
f1(x), if x ≤ x0
f2(x), if x ≥ x0
is convex. Then
Prf(x) =

Prf1(x), if x < x0 + 1rf
′
1(x0),
x0, if x0 + 1rf
′
1(x) ≤ x ≤ x0 + 1rf ′2(x0),
Prf2(x), if x > x0 + 1rf
′
2(x0),
erf(x) =

erf1(x), if x < x0 + 1rf
′
1(x0),
f1(x0) +
r
2
(x0 − x)2, if x0 + 1rf ′1(x0) ≤ x ≤ x0 + 1rf ′2(x0),
erf2(x), if x > x0 + 1rf
′
2(x0).
Proof. First observe that since f is convex, f1(x0) = f2(x0) and f ′1(x0) ≤ f ′2(x0).
Hence, f is continuous, and the regions x < x0 + 1rf
′
1(x0) and x > x0 +
1
r
f ′2(x0)
cannot overlap. We split the Moreau envelope as follows,
erf(x) = min
[
inf
y<x0
{
f1(y) +
r
2
(y − x)2
}
, inf
y≥x0
{
f2(y) +
r
2
(y − x)2
}]
. (3.5)
Case 1: x < x0 + 1rf
′
1(x0). We show that
erf(x) = erf1(x) = inf
y<x0
{
f1(y) +
r
2
(y − x)2
}
, and
Prf(x) = Prf1(x) < x0.
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On (−∞, x0) the function y 7→ f(y)+ r2(y−x)2 = f1(y)+ r2(y−x)2 is convex, so
any local minimizer will be a global minimizer for the function y 7→ f(y)+ r
2
(y−
x)2 and y 7→ f1(y) + r2(y−x)2 on R, which in turn imply that Prf(x) = Prf1(x).
It suffices to show that
x < x0 +
1
r
f ′1(x0)⇒ argmin
y<x0
{
f1(y) +
r
2
(y − x)2
}
∈ (−∞, x0). (3.6)
The existence of the minimizer is guaranteed by the convexity of f1, which implies
the coercivity of y 7→ f1(y) + r2(y − x)2. Then we will have
argmin
y<x0
{
f1(y) +
r
2
(y − x)2
}
= Prf1(x) = Prf(x) ∀x < x0 + 1
r
f ′1(x0).
(3.7)
We show (3.6) by contradiction. Assume that argminy<x0{f1(y) + r2(y − x)2} ={x0} under the condition x < x0 + 1rf ′1(x0). Then
f1(x0) +
r
2
(x0 − x)2 ≤ f1(y) + r
2
(y − x)2, ∀y ≤ x0.
Hence, f1(y) + r2(y − x)2 + ι(−∞,x0] attains a global minimum at y = x0. By the
optimality condition,
0 ∈ f ′1(x0) + r(x0 − x) + R+,
0 ∈ 1
r
f ′1(x0) + x0 − x+ R+,
x ∈ 1
r
f ′1(x0) + x0 + R+ .
So x = x0 + 1rf
′
1(x0) + t for some t ≥ 0, which is a contradiction. Thus, (3.6)
holds, and we conclude (3.7).
Case 2: x > x0 + 1rf
′
2(x0). We show that
erf(x) = erf2(x) = inf
y>x0
{
f2(y) +
r
2
(y − x)2
}
, and
Prf(x) = Prf2(x) > x0.
This is realized by an identical argument as in Case 1.
Case 3: x0 + 1rf
′
1(x0) ≤ x ≤ x0 + 1rf ′2(x0).
In this region, we must have Prf(x) = x0. Indeed, since
f ′1(x0) + r(x0 − x) ≤ 0 ≤ f ′2(x0) + r(x0 − x), and
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∂f(x0) = [f
′
1(x0), f
′
2(x0)],
we have
0 ∈ [f ′1(x0) + r(x0 − x), f ′2(x0) + r(x0 − x)] = ∂
(
f +
r
2
(· − x)2
)
(x0).
By convexity, this means that y 7→ f(y) + r
2
(y−x)2 attains its global minimum at
x0, and that Prf(x) = x0. Because both infima in (3.5) yield the same expression.
We use the first one without loss of generality and conclude the remainder of the
statement of the proposition.
Proposition 3.13 can be expanded to any finite number of functions with the same
manner of proof.
Corollary 3.14. Let x1 < · · · < xn. Let f0, f1, . . . , fm : R→ R be differentiable
on the whole of R such that
f(x) =

f0(x), if x ≤ x1,
f1(x), if x1 ≤ x ≤ x2,
...
fm(x), if xm ≤ x.
is convex. Then
Prf(x) =

Prf0(x), if x < x1 + 1rf
′
0(x1),
x1, if x1 + 1rf
′
0(x1) ≤ x ≤ x1 + 1rf ′1(x1),
Prf1(x), if x1 + 1rf
′
1(x1) < x < x2 +
1
r
f ′1(x2),
...
xm, if xm + 1rf
′
m−1(xm) ≤ x ≤ xm + 1rf ′m(xm),
Prfm(x), if xm + 1rf
′
m(xm) < x,
erf(x) =

erf0(x), if x < x1 + 1rf
′
0(x1),
f1(x1) +
r
2
(x1 − x)2, if x1 + 1rf ′0(x1) ≤ x ≤ x1 + 1rf ′1(x1),
erf1(x), if x1 + 1rf
′
1(x1) < x < x2 +
1
r
f ′1(x2),
...
fm(xm) +
r
2
(xm − x)2, if xm + 1rf ′m−1(xm) ≤ x ≤ xm + 1rf ′m(xm),
erfm(x), if xm + 1rf
′
m(xm) < x.
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Proof. In the definition of f, we have that fi−1(xi) = fi(xi), so that f is contin-
uous. Since f is convex, Prf(x) is monotone. We split the Moreau envelope as
follows,
erf(x) = min
[
inf
y≤x1
{
f0(y) +
r
2
(y − x)2
}
,
inf
x1≤y≤x2
{
f1(y) +
r
2
(y − x)2
}
,
...
inf
xm≤y
{
fm(y) +
r
2
(y − x)2
}]
,
The rest of the proof is identical in method to that of Proposition 3.13.
The following is an example of Corollary 3.14, with a three-piece function.
Example 3.15. Define f : R→ R,
f(x) =

−5x− 2, if x < −1,
(x− 1)2 − 1, if − 1 ≤ x ≤ 0,
x3, if x > 0.
Then
Prf(x) =

x+ 5
r
, if x < −1− 5
r
,
−1, if − 1− 5
r
≤ x ≤ −1− 4
r
,
rx+2
r+2
, if − 1− 4
r
< x < −2
r
,
0, if − 2
r
≤ x ≤ 0,
−r+√r2+12rx
6
, if x > 0
and
erf(x) =

−5x− 25
2r
− 2, if x < −1− 5
r
,
r
2
(x+ 1)2 + 3, if − 1− 5
r
≤ x ≤ −1− 4
r
,
r
r+2
(x− 1)2 − 1, if − 1− 4
r
< x < −2
r
,
r
2
x2, if − 2
r
≤ x ≤ 0,
r3−r(r+12x)√r2+12rx+18r2x+54rx2
108
, if x > 0.
Proof. The proof is a matter of applying Corollary 3.14 with x1 = −1, x2 = 0,
f0(x) = −5x−2, f1(x) = (x−1)2−1 and f2(x) = x3. The algebra and calculus
are elementary and are left to the reader as an exercise.
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Figure 1 presents f and erf for several values of r.
Figure 1: The functions f (black) and erf for r = 1 (red), 5 (green) and 20 (blue).
Theorem 3.16. Let f ∈ Γ0(R) be differentiable on [a, b]. Define g ∈ Γ0(R) by
g(x) =
{
f(x), if a ≤ x ≤ b,
∞, otherwise.
Then
Prg(x) =

a, if x ≤ a+ 1
r
f ′(a),
Prf(x), if a+ 1rf
′(a) < x < b+ 1
r
f ′(b),
b, if b+ 1
r
f ′(b) ≤ x,
and
erg(x) =

f(a) + r
2
(a− x)2, if x ≤ a+ 1
r
f ′(a),
erf(x), if a+ 1rf
′(a) < x < b+ 1
r
f ′(b),
f(b) + r
2
(b− x)2, if b+ 1
r
f ′(b) ≤ x.
Proof. We use the fact that Prg =
(
Id +1
r
∂g
)−1 [3, Example 23.3]. Find the
subdifferential of g :
∂g(x) =

f ′(x), if a < x < b,
f ′(a) + R−, if x = a,
f ′(b) + R+, if x = b,
∅, otherwise.
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Multiplying by 1
r
and adding the identity function, we obtain
x+
1
r
∂g(x) =

x+ 1
r
f ′(x), if a < x < b,
a+ 1
r
f ′(a) + R−, if x = a,
b+ 1
r
f ′(b) + R+, if x = b,
∅, otherwise.
Now applying the identity Prg(x) =
(
Id +1
r
∂g
)−1
(x), we find
Prg(x) =

Prf(x), if a+ 1rf
′(a) < x < b+ 1
r
f ′(b),
a, if a+ 1
r
f ′(a) ≥ x,
b, if b+ 1
r
f ′(b) ≤ x.
Example 3.17. Define
g(x) =
{
x, if − 1 ≤ x ≤ 2,
∞, otherwise.
Then by Theorem 3.16,
erg(x) =

−1 + r
2
(−1− x)2, if x ≤ −1 + 1
r
,
x− 1
2r
, if − 1 + 1
2
< x ≤ 2 + 1
r
,
2 + r
2
(2− x)2, if x > 2 + 1
r
.
Figure 2: The functions g (black) and e1g (red).
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4 The Moreau envelope of piecewise cubic functions
In this section, we concentrate our efforts on the class of univariate, piecewise
cubic functions.
4.1 Motivation
Piecewise polynomial functions are of great interest in current research because
they are commonly used in mathematical modelling, and thus in many optimiza-
tion algorithms that require a relatively simple approximation function. Con-
vex piecewise functions in general, and their Moreau envelopes, are explored in
[18, 19] and similar works. Properties of piecewise linear-quadratic (PLQ) func-
tions in particular, and their Moreau envelopes, are developed in [2, 7, 17] and
others. The new theory of piecewise cubic functions found in this section will
enable the expansion of such works to polynomials of one degree higher, and any
result developed here reverts to the piecewise linear-quadratic case by setting the
cubic coefficients to zero. Matters such as interpolation for discrete transforms,
closedness under Moreau envelope, and efficiency of Moreau envelope algorithms
that are analyzed in [17] for PLQ functions can now be extended to the piecewise
cubic case, as can the PLQ Toolbox software found in [17, §7]. Indeed, it is our
intention that many applications and algorithms that currently use PLQ functions
as their basis will become applicable to a broader range of useful situations due to
expansion to the piecewise-cubic setting.
4.2 Convexity
We begin with the definition and a lemma that characterizes when a piecewise
cubic function is convex.
Definition 4.1. A function f : R → R is called piecewise cubic if dom f can be
represented as the union of finitely many closed intervals, relative to each of which
f(x) is given by an expression of the form ax3 + bx2 + cx+ d with a, b, c, d ∈ R .
Proposition 4.2. If a function f : R→ R is piecewise cubic, then dom f is closed
and f is continuous relative to dom f, hence lsc on R .
Proof. The proof is the same as that of [25, Proposition 10.21].
17
Lemma 4.3. For i = 1, 2, . . . ,m, let fi be a cubic, full-domain function on R,
fi(x) = aix
3 + bix
2 + cix+ di.
For i = 1, 2, . . . ,m − 1, let {xi} be in increasing order, x1 < x2 < · · · < xm−1,
such that
fi(xi) = fi+1(xi).
Define the subdomains
D1 = (−∞, x1], D2 = [x1, x2], . . . , Dm−1 = [xm−2, xm−1], Dm = [xm−1,∞).
Then the function f defined by
f(x) =

f1(x), if x ∈ D1,
f2(x), if x ∈ D2,
...
fm−1(x), if x ∈ Dm−1,
fm(x), if x ∈ Dm
is a continuous, piecewise cubic function. Moreover, f is convex if and only if
(i) fi is convex on Di for each i, and
(ii) f ′i(xi) ≤ f ′i+1(xi) for each i < m.
Proof. By Proposition 4.2, f is a continuous, piecewise cubic function.
(⇐) Suppose that each fi is convex on Di and that f ′i(xi) ≤ f ′i+1(xi) for each
i < m. Since fi is convex and smooth on intDi for each i, we have that for each
i :
(a) f ′i is monotone on intDi,
(b) f ′i(xi) = sup
x∈intDi
f ′i(x) (by point (a), and because fi is polynomial f
′
i is
continuous, f ′i is an increasing function), and
(c) f ′i+1(xi) = inf
x∈intDi+1
f ′i+1(x) (by point (a) and continuity of f
′
i).
Then at each xi, the subdifferential of f is the convex hull of f ′i(xi) and f
′
i+1(xi) :
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(d) ∂f(xi) = [f ′i(xi), f
′
i+1(xi)].
Points (a), (b), (c), and (d) above give us that ∂f is monotone over its domain.
Therefore, f is convex.
(⇒) Suppose that f is convex. It is clear that if fi is not convex on Di for some i,
then f is not convex and we have a contradiction. Hence, fi is convex on Di for
each i, and point (i) is true. Suppose for eventual contradiction that f ′i+1(xi) <
f ′i(xi) for some i < m. Since point (i) is true, point (a) and hence point (b) are also
true. Thus, since f ′i is a continuous function on Di, there exists x ∈ intDi such
that f ′i(x) > f
′
i+1(xi). Since x < xi, we have that ∂f is not monotone. Hence, f
is not convex, a contradiction. Therefore, f ′i(xi) ≤ f ′i+1(xi) for all i < m.
4.3 Examples
It will be helpful to see how the Moreau envelopes of certain piecewise cubic
functions behave graphically. Visualizing a few simple functions and their Moreau
envelopes points the way to the main results in the next section.
Example 4.4. Let x1 = −1, x2 = 1. Define
f0(x) = −2x3+2x2+2x+3, f1(x) = x3+3x2−x+2, f2(x) = 3x3+2x2+2x−2,
f(x) =

f0(x), if x < x1
f1(x), if x1 ≤ x < x2,
f2(x), if x2 ≤ x.
It is left to the reader to verify that f is convex. Notice that x1 and x2 are points
of nondifferentiability. We find that
x1 +
1
r
f ′0(x1) = −1−
8
r
, x1 +
1
r
f ′1(x1) = −1−
4
r
,
x2 +
1
r
f ′1(x2) = 1 +
8
r
, x2 +
1
r
f ′2(x2) = 1 +
15
r
.
Then according to Corollary 3.14, we have
Prf(x) =

p1, if x < −1− 8r ,
x1, if − 1− 8r ≤ x ≤ −1− 4r ,
p2, if − 1− 4r < x < 1 + 8r ,
x2, if 1 + 8r ≤ x ≤ 1 + 15r ,
p3, if 1 + 15r < x,
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where
p1 =
(4 + r)−√(4 + r)2 + 24(2− rx)
12
, p2 =
−(6 + r) +√(6 + r)2 + 12(1 + rx)
6
,
p3 =
−(4 + r) +√(4 + r)2 − 36(2− rx)
18
.
Remark 4.5. Note that in finding the proximal points of convex cubic functions,
setting the derivative of the infimand of the Moreau envelope expression equal to
zero and solving yields two points (positive and negative square root). However,
the proximal mapping is strictly monotone and only one of the two points will be
in the appropriate domain. The method for choosing the correct proximal point is
laid out in Proposition 4.10.
As an illustration of Remark 4.5, consider our choice of p2 above. The counterpart
of p2 has a negative square root, but p2 is correct as given. It is easy to see that
p2 ∈ [x1, x2], by noting that p2(x) is an increasing function of x and observing
that p2(−1−4/r) = x1 and p2(1+8/r) = x2. The proper choices of p1 and p3 are
made in a similar manner. This method is presented in general form in Proposition
4.10. Then we have
erf(x) =

−2p31 + 2p21 + 2p1 + 3 + r2(p1 − x)2, if x < −1− 8r ,
5 + r
2
(−1− x)2, if − 1− 8
r
≤ x ≤ −1− 4
r
,
p32 + 3p
2
2 − p2 + 2 + r2(p2 − x)2, if − 1− 4r < x < 1 + 8r ,
5 + r
2
(1− x)2, if 1 + 8
r
≤ x ≤ 1 + 15
r
,
3p33 + 2p
2
3 + 2p3 − 2 + r2(p3 − x)2, if 1 + 15r < x.
Figure 3: The functions f(x) (black) and erf(x) for r = 1, 10, 50, 100.
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Example 4.6. Let f : R→ R, f(x) =
{
x2, if x ≤ 0,
x3, if x > 0.
Then
Prf(x) =
{
rx
r+2
, if x ≤ 0,
−r+√r2+12rx
6
, if x > 0,
and
erf(x) =

rx2
r+2
, if x ≤ 0,(
−r+√r2+12rx
6
)3
+ r
2
(
−r+√r2+12rx
6
− x
)2
, if x > 0.
Proof. The Moreau envelope is
erf(x) = inf
y∈R
{
f(y) +
r
2
(y − x)2
}
= min
[
inf
y≤0
{
y2 +
r
2
(y − x)2
}
, inf
y>0
{
y3 +
r
2
(y − x)2
}]
.
(i) Let x ≤ 0. Then, with the restriction y > 0, y3 + r
2
(y − x)2 is minimized at
y = 0, so that
inf
y>0
{
y3 +
r
2
(y − x)2
}
=
r
2
x2.
For the other infimum, setting the derivative of its argument equal to zero yields a
minimizer of y = rx
r+2
, so that
inf
y≤0
{
y2 +
r
2
(y − x)2
}
=
rx2
r + 2
= erf(x).
(ii) Let x > 0. Then, with the restriction y ≤ 0, y2 + r
2
(y − x)2 is minimized at
y = 0, so that
inf
y≤0
{
y2 +
r
2
(y − x)2
}
=
r
2
x2.
For the other infimum, setting the derivative of its argument equal to zero yields a
minimizer of y = −r+
√
r2+12rx
6
(see Remark 4.5), so that
inf
y>0
{
y3 +
r
2
(y − x)2
}
=
(
−r +√r2 + 12rx
6
)3
+
r
2
(
−r +√r2 + 12rx
6
− x
)2
,
(4.1)
which is less than r
2
x2 for all x > 0. This can be seen by subtracting r
2
x2 from
the right-hand side of 4.1, and using calculus to show that the maximum of the
resulting function is zero. The statement of the example follows.
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Figure 4: f(x) (black), e1f(x) (red)
Figure 4 illustrates the result for r = 1. This result is perhaps surprising at first
glance, since we know that as r ↗ ∞ we must have erf ↗ f. This leads us
to suspect that the Moreau envelope on the cubic portion of the function will be
a cubic function, but the highest power of x in the Moreau envelope is 2. The
following proves that this envelope does indeed converge to x3. We have
lim
r↗∞
(−r +√r2 + 12rx
6
)3
+
1
2
(
−r +√r2 + 12rx
6
− x
)2
= lim
r↗∞
−4r3 − 36r2x + 6r2 + 72rx + 108x2 + (4r2 + 12rx− 6r − 36x)√r2 + 12rx
216
= lim
r↗∞
2x3(4r3 − 6r2 − 27x)
4r3 + 36r2x− 6r2 − 72rx− 108x2 + (4r2 + 12rx− 6r − 36x)√r2 + 12rx
= lim
r↗∞
2x3
(
4− 6r − 27xr3
)
4 + 36xr − 6r − 72xr2 − 108x
2
r3 +
(
4 + 12xr − 6r − 36xr2
√
1 + 12xr
)
=
2x3 · 4
4 + 4
√
1
= x3.
Example 4.7. Let f : R→ R, f(x) = |x|3. Then
Prf(x) =
{
r−√r2−12rx
6
, if x < 0,
−r+√r2+12rx
6
, if x ≥ 0,
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and
erf(x) =

(
−r+√r2−12rx
6
)3
+ r
2
(
r−√r2−12rx
6
− x
)2
, if x < 0,(
−r+√r2+12rx
6
)3
+ r
2
(
−r+√r2+12rx
6
− x
)2
, if x ≥ 0.
Proof. The Moreau envelope is
erf(x) = inf
y∈R
{
f(y) +
r
2
(y − x)2
}
= min
[
inf
y≤0
{
−y3 + r
2
(y − x)2
}
, inf
y>0
{
y3 +
r
2
(y − x)2
}]
.
By an argument identical to that of the previous example, we find that for x ≥ 0,
erf(x) =
(
−r +√r2 + 12rx
6
)3
+
r
2
(
−r +√r2 + 12rx
6
− x
)2
.
Then by Lemma 2.11, we conclude the statement of the example.
Example 4.8. Let f : R→ R, f(x) = |x|3 + ax. Then
Prf(x) =

r−
√
r2−12(rx−a)
6
, if x < a
r
,
−r+
√
r2+12(rx−a)
6
, if x ≥ a
r
,
and
erf(x) =

(
−r+
√
r2−12(rx−a)
6
)3
+ r2
(
−r+
√
r2−12(rx−a)
6 + x− ar
)2
+ ax− a22r , if x < ar(
−r+
√
r2+12(xr−a)
6
)3
+ r2
(
−r+
√
r2+12(xr−a)
6 − x + ar
)2
+ ax− a22r , if x ≥ ar .
Proof. The proof is found by applying Fact 2.10 to Example 4.7.
4.4 Main result
The examples of the previous section suggest a theorem for the case of a general
convex cubic function on R. The theorem is the following.
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Theorem 4.9. Let f : R→ R, f(x) = a|x|3 + bx2 + cx+ d, with a, b ≥ 0. Define
p1 =
r + 2b−√(r + 2b)2 − 12a(rx− c)
6a
,
p2 =
−r − 2b+√(r + 2b)2 + 12a(rx− c)
6a
.
Then the proximal mapping and Moreau envelope of f are
Prf(x) =
{
p1, if x < cr ,
p2, if x ≥ cr ,
erf(x) =
{
−ap31 + bp21 + d− p1(rx− c) + r2(p21 + x2), if x < cr ,
ap32 + bp
2
2 + d− p2(rx− c) + r2(p22 + x2), if x ≥ cr .
Proof. We first consider g(x) = a|x|3 + bx2 + d, and we use Lemma 2.10 to
account for the cx term later. By the same method as in Example 4.6, for x < 0
we find that
q1 = Prg(x) =
r + 2b−√(r + 2b)2 − 12arx
6a
and
erg(x) = −aq31 + bq21 + d+
r
2
(q1 − x)2.
Then by Lemma 2.11, for x ≥ 0 we have that
q2 = Prg(x) =
−r − 2b+√(r + 2b)2 + 12arx
6a
and
erg(x) = aq
3
2 + bq
2
2 + d+
r
2
(q2 − x)2.
Finally, Lemma 2.10 gives us that erf(x) = erg
(
x− c
r
)
+ cx− c2
2r
, which yields
the proximal mapping and Moreau envelope that we seek.
Now we present the application of Corollary 3.14 to convex piecewise cubic func-
tions. First, we deal with the issue mentioned in Remark 4.5: making the proper
choice of proximal point for a cubic piece.
Proposition 4.10. Let f : R → R be a convex piecewise cubic function (see
Lemma 4.3), with each piece fi defined by
fi(x) = aix
3 + bix
2 + cix+ di,∀x ∈ R .
24
Then on each subdomain Si =
[
xi +
1
r
f ′i(xi), xi+1 +
1
r
f ′i(xi+1)
]
(and setting x0 =
−∞ and xm+1 =∞), the proximal point of fi is
pi =
−(2bi + r) +
√
(2bi + r)2 − 12ai(ci − rx)
6ai
.
Proof. Recall from Lemma 4.3 that dom fi = R for each i. For fi, the proximal
mapping is
Prfi(x) = argmin
y∈R
{
aiy
3 + biy
2 + ciy + di +
r
2
(y − x)2
}
.
Setting the derivative of the infimand equal to zero yields the potential proximal
points:
3aiy
2 + 2biy + ci + ry − rx = 0 = 3aiy2 + (2bi + r)y + (ci − rx),
y =
−(2bi + r)±
√
(2bi + r)2 − 12ai(ci − rx)
6ai
. (4.2)
Notice that any x ∈ Si can be written as
x = x˜+
1
r
(3aix˜
2 + 2bix˜+ ci) for some x˜ ∈ [xi, xi+1].
Substituting into (4.2) yields
y =
−(2bi + r)± |2bi + r + 6aix˜|
6ai
(4.3)
Since fi is convex on [xi, xi+1], the second derivative is nonnegative: 6aix˜+2bi ≥
0 for all x˜ ∈ [xi, xi+1]. Thus, |2bi + r+ 6aix˜| = 2bi + r+ 6aix˜ and the two points
of (4.3) are
pi =
−(2bi + r) + 2bi + r + 6aix˜
6ai
= x˜,
pj =
−(2bi + r)− 2bi − r − 6aix˜
6ai
= −x˜− 2bi + r
3ai
.
Therefore, pi is the proximal point, since it lies in [xi, xi+1]. This corresponds to
the positive square root of (4.2), which gives us the statement of the proposition.
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Corollary 4.11. Let f : R→ R be a convex piecewise cubic function:
f(x) =

f0(x), if x ≤ x1,
f1(x), if x1 ≤ x ≤ x2,
...
fm(x), if xm ≤ x,
where
fi(x) = aix
3 + bix
2 + cix+ di, ai, bi, ci, di ∈ R .
For each i ∈ {0, 1, . . . ,m}, define
pi =
−(2bi + r) +
√
(2bi + r)2 − 12ai(ci − rx)
6ai
.
Partition dom f as follows:
S0 =
(
−∞, x1 + 1
r
(3a0x
2
1 + 2b0x1 + c0)
)
,
S1 =
[
x1 +
1
r
(3a0x
2
1 + 2b0x1 + c0), x1 +
1
r
(3a1x
2
1 + 2b1x1 + c1)
]
,
S2 =
(
x1 +
1
r
(3a1x
2
1 + 2b1x1 + c1), x2 +
1
r
(3a1x
2
2 + 2b1x2 + c1)
)
,
...
S2m =
(
xm +
1
r
(3amx
2
m + 2bmxm + cm),∞
)
.
Then the proximal mapping and Moreau envelope of f are
Prf(x) =

p0, if x ∈ S0,
x1, if x ∈ S1,
p1, if x ∈ S2,
...
pm, if x ∈ S2m,
erf(x) =

f0(p0) +
r
2
(p0 − x)2, if x ∈ S0,
f1(x1) +
r
2
(x1 − x)2, if x ∈ S1,
f1(p1) +
r
2
(p1 − x)2, if x ∈ S2,
...
fm(pm) +
r
2
(pm − x)2, if x ∈ S2m.
Algorithm 1 below is a block of pseudocode that accepts as input a set of m cubic
functions {f1, . . . , fm} andm−1 intersection points {x1, . . . , xm−1} that form the
convex piecewise cubic function f, calculates erf and plots f and erf together.
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Algorithm 1 : A routine for graphing the Moreau envelope of a convex piecewise
cubic function.
Step 0. Input coefficients of fi, intersection points, prox-parameter r, lower and
upper bounds for the graph.
Step 1. Find f ′i for each i.
Step 2. Use f ′i and xi to define the subdomains Si of erf as found in Corollary
4.11.
Step 3. On each Si, use Proposition 4.10 to find the proximal point pi.
Step 4. Find erf(x) = fi(p) + r2(p − x)2 for x ∈ Si, where p is pi for i even
and xi for i odd.
Step 5. Plot f and erf on the same axes.
5 Smoothing a gauge function via the Moreau enve-
lope
In this section, we focus on the idea of smoothing a gauge function. Gauge func-
tions are proper, lsc and convex, but many gauge functions have ridges of nondif-
ferentiability that can be regularized by way of the Moreau envelope. The main
result of this section is a method of smoothing a gauge function that yields another
gauge function that is differentiable everywhere except on the kernel, as we shall
see in Theorem 5.6. A special case of a gauge function is a norm function; Corol-
lary 5.7 applies Theorem 5.6 to an arbitrary norm function, resulting in another
norm function that is smooth everywhere except at the origin.
To our knowledge, this smoothing of gauge functions and norm functions is a
new development in Convex Optimization. It is our hope that this new theory will
be of interest and of some practical use to the readers of this paper.
5.1 Definitions
We begin with some definitions that are used only in this section.
Definition 5.1. For x ∈ R, the sign function sgn(x) is defined
sgn(x) =

1, if x > 0,
0, if x = 0,
−1, if x < 0.
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Definition 5.2. A function k on Rn is a gauge if k is a nonnegative, positively
homogeneous, convex function such that k(0) = 0.
Definition 5.3. A function f on Rn is gauge-like if f(0) = inf f and the lower
level sets
{x : f(x) ≤ α}, f(0) < α <∞
are all proportional, i.e. they can all be expressed as positive scalar multiples of a
single set.
Note that any norm function is a closed gauge. Theorem 5.4 below gives us a way
to construct gauge-like functions that are not necessarily gauges.
Theorem 5.4. [24, Theorem 15.3] A function f is a gauge-like closed proper
convex function if and only if it can be expressed in the form
f(x) = g(k(x)),
where k is a closed gauge and g is a nonconstant nondecreasing lsc convex func-
tion on [0,∞] such that g(y) is finite for some y > 0 and g(∞) = ∞. If f is
gauge-like, then f ∗ is gauge-like as well.
Example 5.5. Let k : R → R, k(x) = |x| and g : [0,∞] → R, g(x) = x + 1.
Then by Theorem 5.4, we have that
f(x) = g(k(x)) = |x|+ 1
is gauge-like, and so is
f ∗(y) =
{
−1, if − 1 ≤ y ≤ 1,
∞, otherwise.
5.2 Main result and illustrations
The following theorem and corollary are the main results of this section. Then
some typical norm functions on R2 are showcased: the∞-norm and the `1-norm.
Finally, by way of counterexample we demonstrate that the Moreau envelope is
ideal for the smoothing effect of Theorem 5.6 and other regularizations may not
be; the Pasch-Hausdorff envelope is shown not to have the desired effect.
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Theorem 5.6. Let f : Rn → R be a gauge function. Define gr(x) = [er(f 2)](x)
and hr =
√
gr. Then hr is a gauge function, differentiable except on {x : f(x) =
0}, and lim
r↗∞
hr = f.
Proof. By [25, Theorem 1.25], limr↗∞ gr = f 2. So we have limr↗∞ hr = |f |,
which is simply f since f(x) ≥ 0 for all x. Since f is nonnegative and convex, f 2
is proper, lsc and convex. By [25, Theorem 2.26] we have that gr is convex and
continuously differentiable everywhere, the gradient being
∇gr(x) = r[x− Prf 2(x)].
Then by the chain rule, we have that
∇hr(x) = 1
2
[gr(x)]
− 1
2 r[x− Prf 2(x)], provided that gr(x) 6= 0.
Since inf gr = inf f 2 = 0 and argmin gr = argmin f 2, we have gr(x) = 0 if and
only if f 2(x) = 0, i.e., f(x) = 0. To see that hr is a gauge function, we have
gr(αx) = [er(f
2)](αx) = inf
y∈Rn
{
f 2(y) +
r
2
‖y − αx‖2
}
= inf
y∈Rn
{
f 2(y) +
α2r
2
∥∥∥ y
α
− x
∥∥∥2}
= α2 inf
y
α
∈Rn
{
f 2
( y
α
)
+
r
2
∥∥∥ y
α
− x
∥∥∥2}
= α2 inf
y˜∈Rn
{
f 2(y˜) +
r
2
‖y˜ − x‖2
}
= α2gr(x).
Thus, gr is positively homogeneous of degree two. Hence, by [24, Corollary
15.3.1], there exists a closed gauge function k such that gr(x) = 12k
2(x). Then
hr(x) =
√
gr(x) =
√
1
2
k2(x) =
1√
2
k(x)
and we have that hr is a gauge function.
Corollary 5.7. Let f : Rn → R, f(x) = ‖x‖∗ be an arbitrary norm function.
Define gr(x) = [er(f 2)](x) and hr =
√
gr. Then hr is a norm, hr is differentiable
everywhere except at the origin, and lim
r↗∞
hr = f.
29
Proof. By Theorem 5.6, we have that limr↗∞ hr = f, hr is differentiable every-
where except at the origin, hr is nonnegative and positively homogeneous. To see
that hr is a norm, it remains to show that
(i) hr(x) = 0⇒ x = 0 and
(ii) hr(x+ y) ≤ hr(x) + hr(y) for all x, y ∈ Rn .
(i) Suppose that hr(x) = 0. Then√
[er(f 2)](x) = 0,
inf
y∈Rn
{
‖y‖2∗ +
r
2
‖y − x‖2
}
= 0,
‖y˜‖2∗ + ‖y˜ − x‖2 = 0 for some y˜, (since ‖ · ‖2∗ is strongly convex)
‖y˜‖∗ = −‖y˜ − x‖ ⇒ y˜ = 0⇒ x = 0.
(ii) We have that hr is convex, since it is a gauge function. Therefore, by [24,
Theorem 4.7], the triangle inequality holds.
Now we present some examples on R2, to illustrate the method of Theorem 5.6.
Example 5.8. Let f : R2 → R, f(x, y) = max(|x|, |y|). Define gr(x, y) =
[er(f
2)](x, y) and hr(x, y) =
√
gr(x, y). Then, with R2 partitioned as
Rr1 =
{
(x, y) : − r
r + 2
x ≤ y ≤ r
r + 2
x
}
∪
{
(x, y) :
r
r + 2
x ≤ y ≤ − r
r + 2
x
}
,
Rr2 =
{
(x, y) : − r
r + 2
y ≤ x ≤ r
r + 2
y
}
∪
{
(x, y) :
r
r + 2
y ≤ x ≤ − r
r + 2
y
}
,
Rr3 =
{
(x, y) :
r
r + 2
y ≤ x ≤ r + 2
r
y
}
∪
{
(x, y) :
r + 2
r
y ≤ x ≤ r
r + 2
y
}
,
Rr4 =
{
(x, y) : − r
r + 2
y ≤ x ≤ −r + 2
r
y
}
∪
{
(x, y) : −r + 2
r
y ≤ x ≤ − r
r + 2
y
}
,
we have
Prhr(x, y) =

(
rx
r+2
, y
)
, if (x, y) ∈ Rr1,(
x, ry
r+2
)
, if (x, y) ∈ Rr2,(
r(x+y)
2(r+1)
, r(x+y)
2(r+1)
)
, if (x, y) ∈ Rr3,(
r(x−y)
2(r+1)
, −r(x−y)
2(r+1)
)
, if (x, y) ∈ Rr4,
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hr(x, y) =

√
r
r+2
|x|, if (x, y) ∈ Rr1,√
r
r+2
|y|, if (x, y) ∈ Rr2,√
r2(x−y)2+2r(x2+y2)
4(r+1)
, if (x, y) ∈ Rr3,√
r2(x+y)2+2r(x2+y2)
4(r+1)
, if (x, y) ∈ Rr4,
and lim
r↗∞
hr = f, lim
r↘0
hr = 0.
Proof. Figure 5 shows the partitioning of R2 in the case r = 1; for other values of
r the partition is of similar form.
Figure 5: The four regions of the piecewise function h1(x, y).
We have
[er(f
2)](x¯, y¯)
= inf
(x,y)∈R2
{
[max{|x|, |y|}]2 + r
2
[
(x− x¯)2 + (y − y¯)2]}
= min
[
inf
|x|≥|y|
{
x2 +
r
2
[
(x− x¯)2 + (y − y¯)2]} , inf
|x|<|y|
{
y2 +
r
2
[
(x− x¯)2 + (y − y¯)2]}] .
(5.1)
We denote the first infimum of (5.1) by Ix, and the second one by Iy. We need to
split the restriction on Ix into three pieces: the differentiable portion |x| > |y|, the
x = y portion, and the x = −y portion. We denote these three infima as I|x|>|y|,
Ix=y, and Ix=−y. Similarly, we split Iy into I|x|<|y|, Ix=y, and Ix=−y. Considering
I|x|>|y|, we set the gradient of its argument equal to zero and find a proximal point
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of (x, y) =
(
rx¯
r+2
, y¯
)
, which yields an infimum of
I|x|>|y| =
rx¯2
r + 2
.
This is the result for |x| > |y|, or in other words for ∣∣ rx¯
r+2
∣∣ > |y¯| (region Rr1). In a
moment we compare this result to Ix=y and Ix=−y; Ix is the minimum of the three.
By a symmetric process, considering I|x|<|y| we find a proximal point of
(
x¯, ry¯
r+2
)
.
This gives
I|x|<|y| =
ry¯2
r + 2
for |x| < |y|, or in other words for |x¯| < ∣∣ ry¯
r+2
∣∣ (region Rr2). It is clear that if |x| >
|y|, then we have I|x|>|y| < I|x|<|y|, and if |x| < |y|, then I|x|<|y| < I|x|>|y|. Hence,
gr(x¯, y¯) will be min(I|x|>|y|, Ix=y, Ix=−y) on Rr1 and min(I|x|<|y|, Ix=y, Ix=−y) on
Rr2.Now we consider Ix=y. In this case, the infimum reduces to a one-dimensional
problem,
inf
x∈R
{
x2 +
r
2
[
(x− x¯)2 + (x− y¯)2]} ,
whose solution is
Ix=y =
r2(x¯− y¯)2 + 2r(x¯2 + y¯2)
4(r + 1)
, with proximal point
(
r(x¯+ y¯)
2(r + 1)
,
r(x¯+ y¯)
2(r + 1)
)
.
Similarly, we find that
Ix=−y =
r2(x¯+ y¯)2 + 2r(x¯2 + y¯2)
4(r + 1)
, with proximal point
(
r(x¯− y¯)
2(r + 1)
,
−r(x¯− y¯)
2(r + 1)
)
.
Now let us compare I|x|>|y| to Ix=y.We show that onRr1 the latter is always greater
than or equal to the former, by assuming so and arriving at a tautology:
r2(x¯− y¯)2 + 2r(x¯2 + y¯2)
4(r + 1)
≥ rx¯
2
r + 2
(r + 2)[r2(x¯2 − 2x¯y¯ + y¯2) + 2rx¯2 + 2ry¯2] ≥ 4r(r + 1)x¯2
r[(r + 2)2x¯2 − 2r(r + 2)x¯y¯ + (r + 2)2y¯2] ≥ r(4r + 4)x¯2
(r2 + 4r + 4− 4r − 4)x¯2 − 2r(r + 2)x¯y¯ + (r + 2)2y¯2 ≥ 0
r2x¯2 − 2r(r + 2)x¯y¯ + (r + 2)2y¯2 ≥ 0
[rx¯− (r + 2)y¯]2 ≥ 0.
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Thus, Ix=y ≥ I|x|>|y| on Rr1. By identical arguments, one can show that Ix=−y ≥
I|x|>|y| on Rr1, and that Ix=y ≥ I|x|<|y| and Ix=−y ≥ I|x|<|y| on Rr2. Therefore,
we have gr(x, y) = I|x|>|y| on Rr1 and gr(x, y) = I|x|<|y| on R
r
2. On R
r
3 and R
r
4,
the Moreau envelope is min(Ix=y, Ix=−y), since I|x|>|y| and I|x|<|y| are not valid
outside of
∣∣ rx
r+2
∣∣ > |y| and |x| < ∣∣ ry
r+2
∣∣ , respectively. Notice that comparing Ix=y
with Ix=−y is equivalent to comparing (x¯ − y¯)2 with (x¯ + y¯)2, which reduces
to comparing −x¯y¯ with x¯y¯. It is clear that −x¯y¯ < x¯y¯ if and only if sgn(x¯) =
sgn(y¯) = ±1. Thus, gr(x, y) = Ix=y on the region outside of Rr1 ∪ Rr2 where
x, y > 0 and where x, y < 0, which is Rr3. Similarly, gr(x, y) = Ix=−y outside of
Rr1 ∪Rr2 where x > 0, y < 0 and where x < 0, y > 0, which is Rr4. Therefore, the
proximal mapping of gr is
Prgr(x, y) =

(
rx
r+2
, y
)
, if (x, y) ∈ Rr1,(
x, ry
r+2
)
, if (x, y) ∈ Rr2,(
r(x+y)
2(r+1)
, r(x+y)
2(r+1)
)
, if (x, y) ∈ Rr3,(
r(x−y)
2(r+1)
, −r(x−y)
2(r+1)
)
, if (x, y) ∈ Rr4.
Applying to (5.1), we find that
gr(x, y) =

rx2
r+2
, if (x, y) ∈ Rr1,
ry2
r+2
, if (x, y) ∈ Rr2,
r2(x−y)2+2r(x2+y2)
4(r+1)
, if (x, y) ∈ Rr3,
r2(x+y)2+2r(x2+y2)
4(r+1)
, if (x, y) ∈ Rr4.
Finally, hr =
√
gr has the same proximal mapping as gr, so hr(x, y) is as stated
in the example. Now let us take a look at what happens to hr when r ↗ ∞. By
Theorem 5.6, we expect to recover f. Taking the limit of Rr1, we have
lim
r↗∞
Rr1 = lim
r↗∞
[{
(x, y) :
−r
r + 2
x ≤ y ≤ rx
r + 2
}
∪
{
(x, y) :
rx
r + 2
≤ y ≤ −rx
r + 2
}]
,
= {(x, y) : −x ≤ y ≤ x} ∪ {(x, y) : x ≤ y ≤ −x}
= {(x, y) : |x| ≥ |y|}.
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Figure 6: The function h1(x, y).
Similarly, we find that
lim
r↗∞
Rr2 = {(x, y) : |x| ≤ |y|},
lim
r↗∞
Rr3 = {(x, y) : x = y},
lim
r↗∞
Rr4 = {(x, y) : x = −y}.
Since Rr3 and R
r
4 are now contained in R
r
1, we need consider the limit of hr over
Rr1 and R
r
2 only. Therefore,
lim
r↗∞
hr(x, y) =
 limr↗∞
√
r
r+2
|x|, if (x, y) ∈ Rr1,
lim
r↗∞
√
r
r+2
|y|, if (x, y) ∈ Rr2,
=
{
|x|, if |x| ≥ |y|,
|y|, if |x| ≤ |y|,
= max{|x|, |y|} = f(x, y).
If, on the other hand, we take the limit as r goes down to zero, then it is Rr3 and
Rr4 that become all of R
2, with
lim
r↘0
Rr3 = {(x, y) : x, y ≥ 0} ∪ {(x, y) : x, y ≤ 0},
lim
r↘0
Rr4 = {(x, y) : x ≥ 0, y ≤ 0} ∪ {(x, y) : x ≤ 0, y ≥ 0}.
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Then Rr1 and R
r
2 are contained in R
r
3, and the limit of hr is
lim
r↘0
hr(x, y) =

lim
r↘0
√
r2(x−y)2+2r(x2+y2)
4(r+1)
, if (x, y) ∈ Rr3,
lim
r↘0
√
r2(x+y)2+2r(x2+y2)
4(r+1)
, if (x, y) ∈ Rr4
=

√
0
4
, if x, y ≥ 0 or x, y ≤ 0,√
0
4
, if x ≥ 0, y ≤ 0 or x ≤ 0, y ≥ 0
= 0.
Figure 7 shows the graphs of hr for several values of r, and demonstrates the effect
of r ↘ 0 and r ↗∞.
Figure 7: The function hr(x, y) from r = 0.01 (grey) to r = 5 (blue).
Example 5.9. Let f : R2 → R, f(x, y) = |x|+|y|.Define gr(x, y) = [er(f 2)](x, y)
and hr =
√
gr. Then, with R2 partitioned as
Rr1 =
{
(x, y) :
2
r + 2
y ≤ x ≤ r + 2
2
y
}
∪
{
(x, y) :
r + 2
2
y ≤ x ≤ 2
r + 2
y
}
,
Rr2 =
{
(x, y) : − 2
r + 2
y ≤ x ≤ −r + 2
2
y
}
∪
{
(x, y) : −r + 2
2
y ≤ x ≤ − 2
r + 2
}
,
Rr3 =
{
(x, y) :
r + 2
2
y ≤ x,−r + 2
2
y ≤ x
}
∪
{
(x, y) :
r + 2
2
y ≥ x,−r + 2
2
y ≥ x
}
Rr4 =
{
(x, y) :
r + 2
2
x ≥ y,−r + 2
2
x ≥ y
}
∪
{
(x, y) :
r + 2
2
x ≤ y,−r + 2
2
x ≤ y
}
,
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Figure 8: The four regions of the piecewise function h1(x, y).
we have
Prhr(x, y) =

(
(r+2)x−2y
r+4
, −2x+(r+2)y
r+4
)
, if (x, y) ∈ Rr1,(
(r+2)x+2y
r+4
, 2x+(r+2)y
r+4
)
, if (x, y) ∈ Rr2,(
rx
r+2
, 0
)
, if (x, y) ∈ Rr3,(
0, ry
r+2
)
, if (x, y) ∈ Rr4,
hr(x, y) =

√
r
r+4
|x+ y|, if (x, y) ∈ Rr1,√
r
r+4
|x− y|, if (x, y) ∈ Rr2,√
2rx2+r(r+2)y2
2(r+2)
, if (x, y) ∈ Rr3,√
r(r+2)x2+2ry2
2(r+2)
, if (x, y) ∈ Rr4,
and lim
r↗∞
hr = f, lim
r↘0
hr = 0.
Proof. Using the same notation introduced in the previous example, it is conve-
nient to split the infimum expression as follows:
gr(x¯, y¯) = inf
(x,y)∈R2
{
(|x|+ |y|)2 + r
2
[
(x− x¯)2 + (y − y¯)2]}
= min [Ix,y>0, Ix,y<0, Ix>0,y<0, Ix<0,y>0, Ix=0, Iy=0] .
We omit the remaining details, as the procedure is the same as that of Example
5.8. Figure 8 shows the partitioning of R2 in the case r = 1, and Figure 9 is the
corresponding function h1. One can verify that hr ↗ f, also by the same method
as the previous example. Figure 10 shows the graphs of hr for several values of
r, and demonstrates the effect of r ↘ 0 and r ↗∞. Finally, we consider the unit
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Figure 9: The function h1(x, y).
Figure 10: The function hr(x, y) from r = 0.01 (grey) to r = 5 (blue).
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Figure 11: The unit circle ρr for r = 1/10 (light grey), r = 1/2, r = 1, r = 5,
r = 100 (black).
circle as a function of r. Defining
ρr ={(x, y) : hr(x, y) = 1}
=
{
(x, y) ∈ Rr1 :
√
r
r + 4
|x+ y| = 1
}
∪
{
(x, y) ∈ Rr2 :
√
r
r + 4
|x− y| = 1
}
∪{
(x, y) ∈ Rr3 :
√
2rx2 + r(r + 2)y2
2(r + 2)
= 1
}
∪{
(x, y) ∈ Rr4 :
√
r(r + 2)x2 + 2ry2
2(r + 2)
= 1
}
,
we observe that as r ↗ ∞ we recover the unit circle of the 1-norm, {(x, y) :
|x+ y| = 1}. Figure 11 displays ρr for several values of r.
The preceding examples, making use of Corollary 5.7, demonstrate the regular-
ization power of the Moreau envelope; any norm can be converted into a norm
that is smooth everywhere except at one point. Other envelope functions do not
have this effect, as Example 5.11 shows.
Fact 5.10. [25, Exercise 9.12] If f : Rn → R is L-Lipschitz and
h(x) = inf
y∈Rn
{f(y) + L‖y − x‖}
for all x ∈ Rn, then h ≡ f.
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Example 5.11. (Pasch-Hausdorff envelope) Let f : Rn → R be a gauge function.
Denote by gr the Pasch-Hausdorff envelope of f :
gr(x) = inf
y∈Rn
{f(y) + r‖y − x‖},
where r > 0. Then gr is a gauge, and ∂gr(x) = ∂f(p) ∩ r∂‖p − x‖, where p is
in the proximal mapping of f at x. Moreover, when f is an arbitrary norm, gr is a
norm. However, in that case gr is not necessarily differentiable everywhere except
at the origin, as is the case of Corollary 5.7 where the Moreau envelope is used.
Proof. To prove that gr is a gauge, we must show that
(i) gr(x) ≥ 0 for all x ∈ Rn, and x = 0⇒ gr(x) = 0,
(ii) gr(αx) = αgr(x) for all α > 0, and
(iii) gr is convex.
(i) Since min f(y) = 0 and min r‖y − x‖ = 0, we have
inf
y∈Rn
{f(y) + r‖y − x‖} ≥ 0 ∀x ∈ Rn .
We have gr(0) = inf
y∈Rn
(f(y) + r‖y− 0‖) = 0, since both terms of the infimum are
minimized at y = 0. Hence, x = 0⇒ gr(x) = 0.
(ii) Let α > 0. Then, with y˜ = y/α,
gr(αx) = inf
y∈Rn
{f(y) + r‖y − αx‖}
= inf
y
α
∈Rn
{
α
(
f
( y
α
)
+ r
∥∥∥ y
α
− x
∥∥∥)}
= α inf
y˜∈Rn
{f(y˜) + r‖y˜ − x‖} = αgr(x).
(iii) Since (x, y) 7→ f(y) + r‖y−x‖ is convex, the marginal function gr is convex
by [3, Proposition 8.26].
Therefore, gr is a gauge. The expression for ∂gr comes from [3, Proposition
16.48]. Now let f be a norm. To show that gr is a norm, we must show that
(iv) gr(x) = 0⇒ x = 0,
(v) gr(−x) = gr(x) for x ∈ Rn, and
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(vi) gr(x+ y) ≤ gr(x) + gr(y) for all x, y ∈ Rn .
(iv) Let gr(x) = 0. Then there exists {yk}∞k=1 such that
f(yk) + r‖yk − x‖ → 0. (5.2)
As
0 ≤ f(yk) ≤ f(yk) + r‖yk − x‖ → 0,
by the Squeeze Theorem we have f(yk) → 0, and since f is a norm, yk → 0.
Then by (5.2) together with f(yk) → 0, we have ‖yk − x‖ → 0, i.e. yk → x.
Therefore, x = 0.
(v) As in Lemma 2.11, one can show that the Pasch-Hausdorff envelope of an even
function is even.
(vi) By [24, Theorem 4.7], it suffices that gr is convex.
Therefore, gr is a norm. To show that gr is not necessarily smooth everywhere
except at one point, we consider a particular example. On R2, define
f1(x) = |x1|+ |x2|, f2(x) =
√
2
√
x21 + x
2
2.
Then
g√2(x) = inf
y∈Rn
{f1(y) + f2(x− y)} .
It is elementary to show that f1 is
√
2-Lipschitz, so by Fact 5.10, we have that
g√2 ≡ f1. Hence, g√2(x) = |x1| + |x2|, which is not smooth along the lines
x1 = 0 and x2 = 0.
Remark 5.12. Further work in this area could be done by replacing q(x − y) =
1
2
‖x− y‖2 by a general distance function, for example the Bregman distance ker-
nel:
D(x, y) =
{
f(y)− f(x)− 〈∇f(x), y − x〉, if y ∈ dom f, x ∈ int dom f,
∞, otherwise.
See [6, 14] for details on the Moreau envelope using the Bregman distance.
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6 Conclusion
We established characterizations of Moreau envelopes: erf is strictly convex if
and only if f is essentially strictly convex, and f = erg with g ∈ Γ0(Rn) if and
only if f ∗ is strongly convex with modulus 1/r. We saw differentiability proper-
ties of convex Moreau envelopes and used them to establish an explicit expression
for the Moreau envelope of a piecewise cubic function. Finally, we presented a
method for smoothing an arbitrary gauge function by applying the Moreau enve-
lope, resulting in another norm function that is differentiable everywhere except
on the kernel. A special application to an arbitrary norm function is presented.
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