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Resumo
Neste trabalho, estudamos algumas formulac¸o˜es poss´ıveis para o problema de
otimizac¸a˜o topolo´gica de um mecanismo flex´ıvel, propostas por Nishiwaki et al.
[33], Lima [26] e Sigmund [37]. Para resolver os problemas de programac¸a˜o na˜o
linear associados a cada uma das formulac¸o˜es estudadas, usamos uma versa˜o
globalmente convergente da Programac¸a˜o Linear Sequencial, inspirada no tra-
balho de Gomes et al. [18], e uma versa˜o globalmente convergente do Me´todo
das Ass´ıntotas Mo´veis, desenvolvida por Svanberg [46]. Fazemos uma ana´lise
comparativa do desempenho desses dois me´todos de otimizac¸a˜o, no que diz res-
peito a`s topologias o´timas obtidas para as estruturas e ao esforc¸o computacional
para a resoluc¸a˜o dos problemas de otimizac¸a˜o topolo´gica. Comparamos tambe´m
a efica´cia de alguns filtros espaciais propostos na literatura, que teˆm o papel
de evitar o aparecimento de regio˜es semelhantes a um tabuleiro de xadrez nas
topologias o´timas das estruturas.
Palavras-chave: Otimizac¸a˜o Topolo´gica, Mecanismos Flex´ıveis, Programac¸a˜o
Na˜o Linear.
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Abstract
In this work, we study some possible formulations for the topology optimization
problem of a compliant mechanism, proposed by Nishiwaki et al. [33], Lima [26]
and Sigmund [37]. To solve the nonlinear programming problem associated to
each formulation, we use a globally convergent version of the Sequential Linear
Programming, inspired in the Gomes’ et al. [18] work, and a globally conver-
gent version of the Method of Moving Asymptotes, developed by Svanberg [46].
We make a comparative analysis of the performance of these two optimization
methods, with respect to the optimum topologies obtained for the structures and
to the computational effort for the resolution of the topology optimization prob-
lems. Also, we compare the eficiency of some spatial filters already proposed in
the literature, used to avoid the occurrency of regions similar to a checkerboard
in the optimum topology of the structures.
Key words: Topology Optimization, Compliant Mechanisms, Nonlinear Pro-
gramming.
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Cap´ıtulo 1
Introduc¸a˜o
Muitos problemas de otimizac¸a˜o estrutural consistem em obter uma estrutura
que seja o mais r´ıgida poss´ıvel, para que ela seja capaz de suportar a aplicac¸a˜o
de forc¸as externas, sem que ocorram grandes deslocamentos e deformac¸o˜es exces-
sivas. Entretanto, ha´ uma classe de estruturas que sa˜o projetadas para que haja
deslocamentos em determinadas direc¸o˜es. Tais estruturas, denominadas mecanis-
mos flex´ıveis, podem, por exemplo, segurar um determinado objeto, ou acionar
algum dispositivo, dentre outras func¸o˜es.
Um mecanismo flex´ıvel deve ter flexibilidade suficiente para produzir uma de-
flexa˜o ma´xima num determinado ponto e numa determinada direc¸a˜o, mas tambe´m
deve ser r´ıgido o bastante para que possa suportar os carregamentos nele aplica-
dos, evitando rupturas ou quebras.
De acordo com Howell [21], uma das principais vantagens de se construir um
mecanismo flex´ıvel e´ a grande reduc¸a˜o da quantidade de componentes necessa´rios
para a sua montagem, pois ele na˜o inclui juntas articula´veis ou pinos. Sendo
assim, eles sa˜o menos suscet´ıveis ao desgaste e ao atrito e dispensam lubrificac¸a˜o.
Conforme Lima [26], os mecanismos flex´ıveis fazem parte de va´rios aparelhos
que envolvem mecaˆnica de precisa˜o, como, por exemplo, alguns componentes de
ma´quinas fotogra´ficas, o cabec¸ote leitor de um disco r´ıgido de um computador e
instrumentos ciru´rgicos, como garras, pinc¸as ou tesouras.
Sigmund [37], Howell [21], Larsen et al. [25], entre outros, fazem refereˆncia a
uma das aplicac¸o˜es mais frequentes dos mecanismos flex´ıveis, que e´ a fabricac¸a˜o
de sistemas microeletromecaˆnicos (MEMS, sigla em Ingleˆs), que possuem cir-
cuitos eletroˆnicos acoplados e sa˜o produzidos em escala microme´trica, atrave´s
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de te´cnicas e de processos usados na construc¸a˜o de circuitos integrados para
computadores. Segundo Lima [26], os MEMS tambe´m teˆm aplicac¸o˜es nas a´reas
industrial e biome´dica, como, por exemplo, em equipamentos para laparoscopia,
que e´ um processo ciru´rgico onde o interior da cavidade abdominal e´ visualizado
atrave´s da inserc¸a˜o de pequenas caˆnulas de metal. Howell [21] destaca va´rios
exemplos de mecanismos flex´ıveis que sa˜o usados no cotidiano, como, por exem-
plo, clipes para papel, prendedores para alc¸as de mochila e cortadores de unhas,
mostrados na Figura 1.1.
Figura 1.1: Mecanismos flex´ıveis usados no cotidiano: clipes para papel, prendedor para alc¸a
de mochila, alongador de c´ılios e cortador de unhas. (Figura extra´ıda de Howell [21]).
A Figura 1.2 mostra um exemplo de um mecanismo flex´ıvel que representa
uma pinc¸a. Esse mecanismo sofre uma deformac¸a˜o quando aplicamos uma forc¸a
F1, fazendo com que ele entre em contato com um determinado objeto. A forc¸a
F1 em questa˜o e´ transmitida por toda a pinc¸a, gerando uma forc¸a F2 no local
onde ocorre esse contato.
Neste trabalho, estudamos a formulac¸a˜o f´ısica do problema de otimizac¸a˜o
topolo´gica para o projeto de um mecanismo flex´ıvel e implementamos dois me´todos
de otimizac¸a˜o amplamente utilizados na literatura sobre o problema em questa˜o,
que sa˜o a Programac¸a˜o Linear Sequencial (Nishiwaki et al. [33], Lima [26], Sig-
mund [37]) e o Me´todo das Ass´ıntotas Mo´veis (Svanberg [42], [45], [46]). No
pro´ximo cap´ıtulo, fazemos uma introduc¸a˜o ao problema de otimizac¸a˜o topolo´gica
e descrevemos a formulac¸a˜o desse tipo de problema para a determinac¸a˜o da
topologia de uma estrutura r´ıgida e de um mecanismo flex´ıvel. O tratamento
nume´rico do problema em questa˜o, que consiste na aplicac¸a˜o do Me´todo dos
Elementos Finitos e na descric¸a˜o de uma estrate´gia para evitar instabilidades
nume´ricas, e´ discutido no Cap´ıtulo 3. No Cap´ıtulo 4, propomos uma versa˜o
globalmente convergente de um algoritmo baseado na Programac¸a˜o Linear Se-
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Figura 1.2: Configurac¸a˜o de uma pinc¸a.
quencial. Ja´ no Cap´ıtulo 5, descrevemos duas verso˜es do Me´todo das Ass´ıntotas
Mo´veis, uma delas sendo globalmente convergente. Finalmente, no Cap´ıtulo 6,
apresentamos os resultados obtidos com a aplicac¸a˜o a` problemas reais das for-
mulac¸o˜es abordadas aqui usando os dois me´todos de otimizac¸a˜o estudados, bem
como uma ana´lise comparativa dessas formulac¸o˜es e dos me´todos em questa˜o.
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Cap´ıtulo 2
O Problema de Otimizac¸a˜o
Topolo´gica
Neste trabalho, estudamos a aplicac¸a˜o da otimizac¸a˜o topolo´gica para obter
mecanismos flex´ıveis. A otimizac¸a˜o topolo´gica e´ um me´todo computacional de-
senvolvido originalmente com o objetivo de obter uma estrutura que seja o mais
r´ıgida poss´ıvel e que satisfac¸a certas condic¸o˜es como, por exemplo, conter uma
quantidade ma´xima de material. A estrutura a ser projetada deve estar contida
em um domı´nio Ω, sujeita a` aplicac¸a˜o de forc¸as externas e a` imposic¸a˜o de alguns
apoios, que sa˜o responsa´veis pela sua sustentac¸a˜o. Cada um dos pontos desse
domı´nio pode ser vazio ou so´lido. Entretanto, em termos computacionais, e´ ex-
tremamente complicado fazer com que cada ponto de Ω assuma apenas essas duas
configurac¸o˜es. Sendo assim, para simplificar a resoluc¸a˜o do problema, e´ permitido
que esses pontos assumam esta´gios intermedia´rios entre vazio e so´lido.
Antes do surgimento da otimizac¸a˜o topolo´gica, foram desenvolvidas outras
abordagens que permitem melhorar o desempenho de uma estrutura. Na otimi-
zac¸a˜o parame´trica (vide Vanderplaats [47]), a partir de uma estrutura conhecida,
procura-se otimizar um determinado paraˆmetro, que pode ser, por exemplo, a a´rea
da sec¸a˜o transversal ou a espessura de uma viga, de maneira que ela seja o mais
r´ıgida poss´ıvel. Outra estrate´gia conhecida e´ a otimizac¸a˜o de forma (vide Haftka e
Grandhi [19]), na qual, a partir de uma estrutura conhecida, procura-se otimizar
o seu contorno. Neste caso, as varia´veis de projeto sa˜o os pontos de controle
de curvas interpoladoras do tipo spline que representam uma parametrizac¸a˜o do
contorno da estrutura. Nessa abordagem, o formato da estrutura e´ modificado a
5
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cada iterac¸a˜o do processo de otimizac¸a˜o.
Ao contra´rio das duas estrate´gias citadas acima, quando a otimizac¸a˜o topolo´-
gica e´ adotada, na˜o e´ necessa´rio conhecer previamente o formato da estrutura.
Devemos definir apenas o domı´nio no qual a estrutura deve ser constru´ıda, a
quantidade dispon´ıvel de material, as forc¸as externas aplicadas e os apoios. A
topologia o´tima da estrutura e´ determinada pela distribuic¸a˜o do material dentro
do domı´nio.
Quando Bendsoe e Kikuchi [7] desenvolveram um algoritmo computacional
para resolver problemas de otimizac¸a˜o topolo´gica, baseado nos trabalhos de Mi-
chell [31], o objetivo era obter o formato o´timo de componentes estruturais de
tal maneira que a rigidez fosse ma´xima e que o volume fosse mı´nimo. Desde
enta˜o, a otimizac¸a˜o topolo´gica ganhou destaque e popularidade na academia e
na indu´stria, principalmente nos setores automobil´ıstico, aeroespacial e de com-
ponentes mecaˆnicos e eletroˆnicos (como os MEMS).
2.1 Modelo de material
Durante a resoluc¸a˜o do problema de otimizac¸a˜o topolo´gica, e´ preciso decidir
em quais pontos do domı´nio Ω havera´ material. Dessa forma, a topologia o´tima
pode ser representada por uma func¸a˜o discreta χ(x), definida em cada ponto
x ∈ Ω como
χ(x) =

1 , se x ∈ ΩD ,
0 , se x ∈ Ω\ΩD ,
(2.1)
onde ΩD ⊂ Ω e´ a regia˜o da estrutura onde ha´ presenc¸a de material.
O uso da func¸a˜o discreta dada por (2.1) torna mal condicionado o problema
nume´rico a ser resolvido, devido a` mudanc¸a brusca do valor das varia´veis de
projeto. Uma alternativa para evitar este inconveniente e´ permitir que as varia´veis
de projeto assumam valores intermedia´rios entre 0 e 1, substituindo a func¸a˜o
discreta (2.1) por uma func¸a˜o cont´ınua ρ : Ω→ [0, 1] que represente a densidade
de material em cada ponto x ∈ Ω. A introduc¸a˜o dessa func¸a˜o ρ pode ser feita
de maneira conveniente utilizando o me´todo de densidades, que e´ apresentado a
seguir.
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2.2 Me´todo de densidades (SIMP)
Ao adotar uma func¸a˜o cont´ınua ρ para descrever a distribuic¸a˜o de material em
Ω, passa a ser poss´ıvel a existeˆncia de regio˜es com densidades intermedia´rias, ou
seja, densidades cujos valores pertencem ao intervalo (0, 1). O uso dessa func¸a˜o
ρ permite encontrar uma soluc¸a˜o para o problema de otimizac¸a˜o topolo´gica, mas
dificulta a interpretac¸a˜o f´ısica da topologia o´tima encontrada para a estrutura,
ja´ que na˜o sera´ utilizado um material diferente em cada ponto da estrutura, para
representar um valor de ρ entre 0 e 1. Para evitar esse problema, Bendsoe [5]
introduziu o me´todo de densidades, ou Solid Isotropic Material with Penaliza-
tion (SIMP), no qual, em lugar de ρ, utiliza-se a func¸a˜o ρp para controlar a
distribuic¸a˜o de material, onde p > 1 e´ um paraˆmetro de penalizac¸a˜o responsa´vel
pela diminuic¸a˜o da ocorreˆncia das densidades intermedia´rias.
A Figura 2.1 ilustra o comportamento das densidades penalizadas em func¸a˜o
do aumento do fator p. Observando este gra´fico, notamos que, a` medida que o
valor de p aumenta, as densidades ficam cada vez mais pro´ximas de 0.
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
 
 
p = 1
p = 2
p = 3
p = 4
p = 9
ρp
ρ
Figura 2.1: Efeito do aumento do fator de penalizac¸a˜o p do SIMP sobre as densidades.
Rietz [36] adverte que, na pra´tica, deve-se tomar cuidado com a penalizac¸a˜o
excessiva das densidades intermedia´rias (fator p muito alto), pois, a` medida que
aumentamos o valor de p, aproximamos cada vez mais o problema cont´ınuo de um
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problema discreto, fazendo com que reaparec¸a a instabilidade nume´rica gerada
pela variac¸a˜o brusca dos valores das densidades.
Nas pro´ximas sec¸o˜es, introduziremos as formulac¸o˜es para os problemas de
otimizac¸a˜o topolo´gica de uma estrutura e de um mecanismo flex´ıvel.
2.3 Otimizac¸a˜o topolo´gica de uma estrutura
O objetivo deste trabalho e´ estudar algumas formulac¸o˜es para o problema
de otimizac¸a˜o topolo´gica de mecanismos flex´ıveis. Entretanto, para facilitar a
compreensa˜o do comportamento f´ısico desses mecanismos, apresentaremos, nesta
sec¸a˜o, uma formulac¸a˜o matema´tica para um problema de otimizac¸a˜o topolo´gica
mais simples, que consiste em obter a estrutura mais r´ıgida que pode ser cons-
tru´ıda a partir do volume de material dispon´ıvel, suportando os carregamentos
aplicados atendendo a`s condic¸o˜es de contorno do problema.
A rigidez de uma estrutura esta´ associada ao conceito de flexibilidade me´dia,
de tal forma que a estrutura mais r´ıgida corresponde a`quela que apresenta a menor
flexibilidade. Portanto, a formulac¸a˜o matema´tica de um problema de otimizac¸a˜o
topolo´gica estrutural tera´ como objetivo minimizar a flexibilidade me´dia da es-
trutura, atendendo a`s restric¸o˜es de volume do material e garantindo que o corpo
esteja em equil´ıbrio esta´tico.
2.3.1 Flexibilidade me´dia
Considere um corpo ela´stico em um domı´nio Ω, que deve ser mantido fixo em
uma regia˜o Γd, conforme mostra a Figura 2.2. e que e´ submetido a` aplicac¸a˜o de
um carregamento t1 na regia˜o Γt1 .
O carregamento aplicado ao corpo gera um campo de deslocamentos u1 =
[u11 u
1
2]
T . Cada componente do vetor u1 deve ser uma func¸a˜o pertencente a um
conjunto de func¸o˜es admiss´ıveis, definido por
V = {vi ∈ H1(Ω) | vi = 0 em Γd, i = 1, 2} , (2.2)
onde H1(Ω) denota o espac¸o vetorial das func¸o˜es f : Ω→ R tais que[∫
Ω
f 2 dΩ
]1/2
< ∞ e
[∫
Ω
‖∇f‖2 dΩ
]1/2
<∞ .
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Ω
Γd
Γt1
t1
Figura 2.2: Corpo submetido a` aplicac¸a˜o de um carregamento t1 e mantido fixo numa regia˜o
Γd de Ω.
Em outras palavras, o conjunto de func¸o˜es admiss´ıveis e´ composto por func¸o˜es
diferencia´veis e quadrado-integra´veis definidas em Ω que se anulam na regia˜o Γd.
Quando uma estrutura e´ submetida a` situac¸a˜o de carregamento ilustrada
pela Figura 2.2, consideramos a flexibilidade me´dia como sendo a energia de
deformac¸a˜o armazenada pela estrutura quando o carregamento t1 e´ aplicado na
regia˜o Γt1 , definida por
L1(u1) =
∫
Γt1
t1 · u1 dΓ para u1 ∈ V . (2.3)
A flexibilidade me´dia e´ a func¸a˜o objetivo do problema de otimizac¸a˜o topolo´gica
de uma estrutura r´ıgida, que e´ apresentada a seguir.
2.3.2 Formulac¸a˜o do problema de otimizac¸a˜o topolo´gica
Uma estrutura mantida fixa em uma a´rea de sua superf´ıcie (como no caso
ilustrado na Figura 2.2) sofre deformac¸a˜o quando aplicamos um carregamento
externo. O trabalho interno associado a essa deformac¸a˜o e´ dado pela forma
bilinear a : Ω× Ω→ R, definida por
a(u, v) =
∫
Ω
ε(u)T C ε(v) dΩ , v ∈ V , (2.4)
onde ε e´ um tensor de deformac¸o˜es, C e´ um tensor de elasticidade sime´trico
associado a`s propriedades do material que compo˜e a estrutura em questa˜o, e V e´
o conjunto de func¸o˜es admiss´ıveis definido em (2.2).
O trabalho realizado pelo carregamento externo aplicado a` estrutura e´ definido
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pela forma linear b : Γ→ R, dada por
b(v) =
∫
Γ
t · v dΓ , v ∈ V , (2.5)
onde Γ e´ a fronteira do domı´nio Ω.
Usando (2.4) e (2.5), a energia potencial total da estrutura e´ definida por um
funcional Π : Ω→ R, dado por
Π =
1
2
a(u, v) − b(v) , v ∈ V . (2.6)
Se u1 ∈ V e´ o campo de deslocamentos associado a` aplicac¸a˜o do carregamento
t1 na estrutura, atrave´s do ca´lculo dos pontos estaciona´rios do funcional (2.6),
pode-se mostrar que a condic¸a˜o de equil´ıbrio esta´tico da estrutura e´ dada por
a(u1, u1) = b(u1) . (2.7)
Substituindo (2.3) em (2.7), obtemos
a(u1, u1) = L1(u1) . (2.8)
Portanto, quando a estrutura esta´ em equil´ıbrio esta´tico, o trabalho interno devi-
do a` deformac¸a˜o da estrutura e´ igual a` sua flexibilidade me´dia.
Em geral, quando constru´ımos uma estrutura, temos uma quantidade limitada
de material dispon´ıvel. Dessa forma, devemos impor uma restric¸a˜o sobre o volume
ma´ximo que essa estrutura deve ter. Denotando por Ωmax esse volume ma´ximo,
devemos ter ∫
Ω
ρ(x) dΩ ≤ Ωmax , (2.9)
onde ρ : Ω → [0, 1] e´ a func¸a˜o de densidade que representa a quantidade de
material usada para construir a estrutura.
Portanto, para obtermos a estrutura o´tima, o objetivo do problema deve ser
maximizar a rigidez da estrutura, o que e´ equivalente a minimizar a sua flexibili-
dade me´dia. Uma vez que a estrutura deve estar em equil´ıbrio esta´tico e levando
em conta que a quantidade de material para constru´ı-la e´ limitada, obtemos o
seguinte problema de otimizac¸a˜o topolo´gica:
min
ρ
L1(u1)
s. a a(u1, u1) = L1(u1) , u ∈ V∫
Ω
ρ(x) dΩ ≤ Ωmax
0 ≤ ρ(x) ≤ 1 , ∀x ∈ Ω .
(2.10)
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Na pro´xima sec¸a˜o, introduziremos o problema de otimizac¸a˜o topolo´gica de um
mecanismo flex´ıvel.
2.4 Otimizac¸a˜o topolo´gica de um mecanismo fle-
x´ıvel
Conforme dissemos anteriormente, um mecanismo flex´ıvel deve ser r´ıgido o
suficiente para que ele seja capaz de suportar a aplicac¸a˜o de carregamentos ex-
ternos, mas deve ser flex´ıvel o bastante para produzir um deslocamento ma´ximo
num ponto e numa direc¸a˜o de interesse. Diante dessas duas caracter´ısticas an-
tagoˆnicas, torna-se necessa´rio o desenvolvimento de duas formulac¸o˜es distintas
para representar o comportamento de um mecanismo flex´ıvel, uma das quais
deve descrever o seu comportamento cinema´tico, e a outra, o seu comportamento
estrutural. De acordo com Lima [26], o comportamento cinema´tico “e´ a capaci-
dade que o mecanismo possui de se movimentar ao longo de uma direc¸a˜o especi-
ficada”, e o comportamento estrutural “proveˆ a rigidez suficiente para garantir a
forma do mecanismo”. Como vimos, a flexibilidade me´dia de uma estrutura esta´
relacionada ao seu comportamento estrutural. Por sua vez, o comportamento
cinema´tico da estrutura esta´ associado a` energia mu´tua, que introduziremos a
seguir.
2.4.1 Energia mu´tua de uma estrutura
No mesmo corpo ilustrado na Figura 2.2, que e´ mantido fixo na regia˜o Γd, con-
sideramos agora a aplicac¸a˜o de um carregamento t2 na regia˜o Γt2 de Ω, conforme
mostrado na Figura 2.3. Esse carregamento produz um campo de deslocamentos
u2 = [u21 u
2
2]
T .
Para definir a energia mu´tua, supomos que a estrutura e´ submetida simul-
taneamente aos dois casos de carregamento. A energia mu´tua associada ao car-
regamento t1 e´ a energia armazenada pela estrutura quando a regia˜o Γt1 e´ defor-
mada ao longo da direc¸a˜o do carregamento t1, devido a` aplicac¸a˜o do carregamento
t2 em Γt2 . Analogamente, a energia mu´tua ao carregamento t
2 e´ a energia ar-
mazenada pela estrutura quando a regia˜o Γt2 e´ deformada ao longo da direc¸a˜o
do carregamento t2 devido a` aplicac¸a˜o do carregamento t1 em Γt1 . Sendo assim,
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Ω
Γd
Γt2
t2
Figura 2.3: Corpo submetido a` aplicac¸a˜o de um carregamento t2 e mantido fixo numa regia˜o
Γd de Ω.
para cada um dos dois casos de carregamento em questa˜o, as respectivas energias
mu´tuas sa˜o definidas por
L1(u2) =
∫
Γt1
t1 · u2 dΓ para u2 ∈ V , (2.11)
que e´ associada ao carregamento t1, e
L2(u1) =
∫
Γt2
t2 · u1 dΓ para u1 ∈ V , (2.12)
relacionada ao carregamento t2.
Calculando os pontos estaciona´rios do funcional (2.6), mostra-se que
a(u1, u2) =
∫
Γt1
t1 · u2dΓ = L1(u2) (2.13)
e
a(u2, u1) =
∫
Γt2
t2 · u1dΓ = L2(u1) , (2.14)
ou seja, que o trabalho interno devido a` deformac¸a˜o do mecanismo e´ igual a`
energia mu´tua em cada caso de carregamento ilustrado pelas Figuras 2.2 e 2.3.
Quando a estrutura e´ submetida simultaneamente aos dois casos de carregamento
em questa˜o, mostra-se tambe´m que
L1(u2) = L2(u1) , (2.15)
ou, usando (2.13) e (2.14),
a(u1, u2) = a(u2, u1) . (2.16)
Portanto, (2.15) e (2.16) nos dizem que o trabalho realizado pelo carregamento
t1 ao longo do campo de deslocamentos u2 da regia˜o Γt2 e´ igual ao trabalho
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realizado pelo carregamento t2 ao longo do campo de deslocamentos u1 da regia˜o
Γt1 . Este e´ resultado e´ conhecido como Teorema de Maxwell-Betti (vide Cook e
Young [16]).
No caso da otimizac¸a˜o topolo´gica de um mecanismo flex´ıvel, ale´m de mini-
mizar a flexibilidade me´dia, para obter uma estrutura r´ıgida que suporte a ac¸a˜o
das forc¸as externas, ainda e´ necessa´rio maximizar a sua energia mu´tua. A seguir,
apresentaremos as formulac¸o˜es de Nishiwaki et al. [33], de Lima [26] e de Sigmund
[37] para o problema de otimizac¸a˜o topolo´gica de um mecanismo flex´ıvel.
2.4.2 Formulac¸a˜o de Nishiwaki et al. [33]
Em Nishiwaki et al. [33], foi desenvolvida uma formulac¸a˜o para o projeto
de um mecanismo flex´ıvel que consiste na ana´lise de dois casos distintos de car-
regamento. No primeiro deles, considera-se a aplicac¸a˜o simultaˆnea de um carrega-
mento t1 numa regia˜o Γt1 da fronteira do domı´nio Ω (situac¸a˜o mostrada na Figura
2.2) e de outro carregamento fict´ıcio unita´rio t2 numa outra regia˜o Γt2 da fron-
teira de Ω (conforme mostra a Figura 2.3). Para determinar uma estrutura que
seja uma soluc¸a˜o o´tima deste problema, resolvemos um problema de otimizac¸a˜o
topolo´gica que consiste em maximizar a energia mu´tua do mecanismo flex´ıvel,
sujeita a`s suas condic¸o˜es de equil´ıbrio associadas aos carregamentos em questa˜o,
e a uma restric¸a˜o sobre o volume ma´ximo de material que esse mecanismo deve
conter.
O segundo caso de carregamento representa um esforc¸o de reac¸a˜o, aplicado na
mesma regia˜o, na mesma direc¸a˜o, mas em sentido contra´rio ao do carregamento
t2, com a condic¸a˜o de que o deslocamento na regia˜o Γt1 seja nulo. De acordo com
Lima [26], essa restric¸a˜o aos deslocamentos em Γt1 tem o papel de simular o esforc¸o
de reac¸a˜o em Γt1 quando o mecanismo flex´ıvel e´ deformado. Nesse segundo caso de
carregamento, procura-se a soluc¸a˜o para o problema de minimizar a flexibilidade
me´dia do mecanismo, sujeita a` sua condic¸a˜o de equil´ıbrio associada ao esforc¸o de
reac¸a˜o, e a` mesma restric¸a˜o sobre o volume ma´ximo, como no primeiro caso.
Se considera´ssemos apenas o primeiro caso de carregamento, poder´ıamos obter
um mecanismo extremamente flex´ıvel, que teria um comportamento bastante
semelhante ao de um fluido. Esse comportamento na˜o e´ adequado, pois o meca-
nismo deve manter o seu formato quando ele e´ submetido a` ac¸a˜o de carregamentos.
Por outro lado, se apenas o segundo caso de carregamento fosse considerado, o
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mecanismo seria extremamente r´ıgido, de modo a impedir a sua deformac¸a˜o.
Diante dessas duas situac¸o˜es conflitantes, Nishiwaki et al. [33] propuseram uma
formulac¸a˜o multiobjetivo que consiste na ana´lise dos dois casos de carregamento
em um u´nico problema de otimizac¸a˜o, no qual a energia mu´tua do mecanismo e´
maximizada e a sua flexibilidade me´dia e´ minimizada.
As subsec¸o˜es seguintes apresentam a formulac¸a˜o para os dois casos de carrega-
mento descritos acima e, em seguida, introduzimos as formulac¸o˜es multiobjetivo
propostas por Nishiwaki et al. [33] e por Lima [26].
2.4.3 Formulac¸a˜o para o comportamento cinema´tico
Considere o mecanismo flex´ıvel do domı´nio Ω, mostrado na Figura 2.4, que
e´ mantido fixo na regia˜o Γd e esta´ sujeito a` aplicac¸a˜o de um carregamento t
1
numa superf´ıcie Γt1 qualquer do domı´nio. O carregamento t
1 produz um campo
de deslocamentos u1 sobre o mecanismo. Agora, considere a aplicac¸a˜o de um
carregamento fict´ıcio unita´rio t2 na direc¸a˜o e no sentido do deslocamento dese-
jado, atuando na outra superf´ıcie Γt2 do domı´nio, que por sua vez gera um outro
campo de deslocamentos u2 sobre o mecanismo. Os carregamentos t1 e t2 devem
ser aplicados simultaneamente no mecanismo.
Ω
Γd
Γt1
Γt2
t
t
1
2
Figura 2.4: Condic¸a˜o de carregamento para a formulac¸a˜o do comportamento cinema´tico para
um mecanismo flex´ıvel.
Conforme Nishiwaki et al. [33] e Lima [26], o problema de otimizac¸a˜o para o
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comportamento cinema´tico de um mecanismo flex´ıvel e´ formulado como
max
ρ
L2(u1) =
∫
Γt2
t2 · u1dΓ
s. a a(u1, v1) = L1(v1) , para u1 ∈ Va e ∀v1 ∈ Va
a(u2, v2) = L2(v2) , para u2 ∈ Va e ∀v2 ∈ Va∫
Ω
ρ(x) dΩ ≤ Ωmax
0 ≤ ρ(x) ≤ 1 ∀x ∈ Ω ,
(2.17)
onde
Va = {vi ∈ H1(Ω) | vi = 0 em Γd, i = 1, 2} , (2.18)
e´ o conjunto de deslocamentos admiss´ıveis (vide definic¸a˜o ana´loga dada por (2.2)),
Ωmax e´ o volume ma´ximo de material que o mecanismo flex´ıvel deve conter, e
ρ : Ω→ R e´ a func¸a˜o de densidade, definida em cada ponto x ∈ Ω.
2.4.4 Formulac¸a˜o para o comportamento estrutural
Considere o mecanismo flex´ıvel do domı´nio Ω mostrado na Figura 2.5, que e´
mantido fixo na regia˜o Γd. De acordo com Nishiwaki et al. [33] e Lima [26], a
regia˜o Γt1 tambe´m devera´ ser fixada na mesma direc¸a˜o onde o carregamento t1 e´
aplicado, com o objetivo de representar o esforc¸o de reac¸a˜o na regia˜o Γt1 quando o
mecanismo e´ deformado pelo carregamento t3 = −t2, aplicado na mesma direc¸a˜o e
em sentido contra´rio ao carregamento t2, produzindo um campo de deslocamentos
u3 = [u31 u
3
2]
T . Dessa forma, o mecanismo sera´ rigido o suficiente para que ele
possa suportar os carregamentos aplicados.
Ω
Γd
Γt1
Γt2
−t2
Figura 2.5: Condic¸a˜o de carregamento para a formulac¸a˜o do comportamento estrutural
para um mecanismo flex´ıvel.
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Segundo Nishiwaki et al. [33] e Lima [26], o problema de otimizac¸a˜o associado
ao comportamento estrutural de um mecanismo flex´ıvel e´ formulado como
min
ρ
L3(u3) =
∫
Γt1
t3 · u3dΓ
s. a t3 = −t2
a(u3, v3) = L3(v3) , para u3 ∈ Vb e ∀v3 ∈ Vb∫
Ω
ρ(x) dΩ ≤ Ωmax
0 ≤ ρ(x) ≤ 1 ∀x ∈ Ω ,
(2.19)
onde Ωmax representa o volume ma´ximo de material que o mecanismo flex´ıvel
deve conter, e
Vb = {vi ∈ H1(Ω) | vi = 0 em Γd e Γt1 , i = 1, 2} (2.20)
e´ o conjunto de deslocamentos admiss´ıveis. Note que o conjunto Vb tem uma
condic¸a˜o adicional sobre os deslocamentos admiss´ıveis, que significa que os deslo-
camentos devem ser nulos tambe´m sobre a superf´ıcie Γt1 , ou seja, que vi = 0 em
Γt1 , para cada i = 1, 2.
2.4.5 Problema de otimizac¸a˜o multiobjetivo
Como desejamos maximizar a energia mu´tua L2(u1) e minimizar a flexi-
bilidade me´dia L3(u3) do mecanismo simultaneamente, devemos reunir as for-
mulac¸o˜es para os comportamentos cinema´tico e estrutural para um mecanismo
flex´ıvel em um u´nico problema. Nishiwaki et al. [33] sugerem um problema de
otimizac¸a˜o multiobjetivo, definido como
max
ρ
L2(u1)
L3(u3)
s. a t3 = −t2
a(u1, v1) = L1(v1) , para u1 ∈ Va e ∀v1 ∈ Va
a(u2, v2) = L2(v2) , para u2 ∈ Va e ∀v2 ∈ Va
a(u3, v3) = L3(v3) , para u3 ∈ Vb e ∀v3 ∈ Vb∫
Ω
ρ(x) dΩ ≤ Ωmax
0 ≤ ρ(x) ≤ 1 ∀x ∈ Ω ,
(2.21)
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onde ρ e´ a varia´vel de projeto (densidade de cada ponto do domı´nio Ω), L2(u1)
e´ a energia mu´tua e L3(u3) e´ a flexibilidade me´dia do mecanismo flex´ıvel. Cabe
lembrar que os deslocamentos u1, u2 e u3 sa˜o func¸o˜es da densidade de cada
ponto de Ω, ou seja, u1 ≡ u1(ρ), u2 ≡ u2(ρ) e u3 ≡ u3(ρ) .
A func¸a˜o objetivo do problema (2.21), que e´ a raza˜o entre a energia mu´tua
e a flexibilidade me´dia do mecanismo flex´ıvel, pode ser interpretada como um
fator de eficieˆncia do mecanismo, onde quanto maior esse fator, melhor sera´ o
desempenho do mecanismo.
De acordo com Lima [26], a func¸a˜o objetivo do problema (2.21) pode na˜o
permitir um controle eficiente sobre a energia mu´tua e a flexibilidade me´dia.
Sendo assim, ele sugere a atribuic¸a˜o de fatores de peso para cada uma dessas
duas energias, de modo que o problema (2.21) e´ reescrito como
max
ρ
w log(L2(u1)) − (1− w) log(L3(u3))
s. a t3 = −t2
a(u1, v1) = L1(v1) , para u1 ∈ Va e ∀v1 ∈ Va
a(u2, v2) = L2(v2) , para u2 ∈ Va e ∀v2 ∈ Va
a(u3, v3) = L3(v3) , para u3 ∈ Vb e ∀v3 ∈ Vb∫
Ω
ρ(x) dΩ ≤ Ωmax
0 ≤ ρ(x) ≤ 1 ∀x ∈ Ω ,
(2.22)
onde 0 ≤ w ≤ 1 e´ um fator de peso que faz com que o mecanismo seja mais
flex´ıvel e menos r´ıgido, ou vice-versa.
E´ muito importante lembrar que a formulac¸a˜o (2.22) deve ser usada com
cautela, pois, se a energia mu´tua L2(u1) for nula ou negativa, o seu logaritmo
na˜o podera´ ser calculado.
2.4.6 Formulac¸a˜o de Sigmund [37]
Nesta subsec¸a˜o, vamos apresentar a formulac¸a˜o para o problema de otimizac¸a˜o
topolo´gica de um mecanismo flex´ıvel, proposta por Sigmund [37].
A Figura 2.6 mostra a aplicac¸a˜o de um carregamento t1 num ponto 1 da
superf´ıcie do domı´nio Ω e de um carregamento fict´ıcio unita´rio t2 produzido por
uma mola de rigidez ks sobre o mecanismo num outro ponto 2 da superf´ıcie de
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Ω. A regia˜o Γd ⊂ Ω permanece fixa. Esse carregamento t1 produz um campo de
deslocamentos u1 = [u11 u
1
2]
T sobre o corpo, fazendo com que ele e a mola sejam
deformados, e o carregamento t2 gera um outro campo de deslocamentos u2 =
[u21 u
2
2)
T ] sobre o mecanismo. A formulac¸a˜o do problema proposto por Sigmund
[37] consiste na maximizac¸a˜o da vantagem mecaˆnica do mecanismo flex´ıvel, que
e´ definida pela raza˜o entre a intensidade R da reac¸a˜o exercida pela mola sobre o
mecanismo e a intensidade p1 do carregamento t
1, sujeita a uma restric¸a˜o sobre a
condic¸a˜o de equil´ıbrio do mecanismo, a uma restric¸a˜o sobre o volume ma´ximo de
material que o mecanismo flex´ıvel deve conter, a uma restric¸a˜o sobre os valores
que as densidades podem assumir (valores entre 0 e 1), e a uma restric¸a˜o sobre
um limitante superior para o deslocamento no ponto 1, de acordo com a Figura
2.6.
O deslocamento ∆ij, que e´ aquele que ocorre num ponto i do mecanismo
devido a` aplicac¸a˜o de uma forc¸a sobre ele em um outro ponto j, e´ dado por
∆ij =
∫
Ω
ε(uj)T C ε(ui) dΩ
pi
=
a(uj, ui)
pi
, para i, j = 1, 2 , (2.23)
onde ε e´ o tensor de deformac¸o˜es associados aos deslocamentos provocados pela
aplicac¸a˜o de carregamentos de intensidade pi, e C e´ o tensor de elasticidade
do material que constitui o mecanismo flex´ıvel. Lembramos que o tensor C e´
sime´trico e que, se i = j, a(uj, ui) e´ a flexibilidade me´dia do mecanismo e, se
i 6= j, a(uj, ui) e´ a sua energia mu´tua.
Ω
Γd
ks
1
2
1t
t
2
Figura 2.6: Ilustrac¸a˜o da aplicac¸a˜o de um carregamento t1 num mecanismo flex´ıvel e da
reac¸a˜o t2 exercida por uma mola de rigidez ks sobre o mecanismo.
Conforme Sigmund [37], a intensidade da forc¸a de reac¸a˜o exercida pela mola
sobre o mecanismo e´ dada por
R = ∆mola ks = c p2 , (2.24)
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onde ∆mola e´ o deslocamento da mola, ks e´ a rigidez da mola, e c e´ um fator tal
que ∆mola seja uma superposic¸a˜o dos deslocamentos ∆21 e ∆22 no caso onde o
material tem um regime ela´stico linear, ou seja,
∆21 − c∆22 = ∆mola . (2.25)
De (2.24) e (2.25), vem
c =
∆21 − ∆mola
∆22
=
∆21 − R/ks
∆22
. (2.26)
Substituindo (2.26) em (2.24), obtemos
R = p2
∆21
∆22 + p2/ks
. (2.27)
Portanto, a vantagem mecaˆnica do mecanismo e´ dada por
M =
R
p1
=
p2
p1
∆21
∆22 + p2/ks
. (2.28)
O deslocamento ∆in no local de aplicac¸a˜o do carregamento t
1 sobre o meca-
nismo e´ definido como o deslocamento na direc¸a˜o dessa forc¸a. No caso de elas-
ticidade linear, ∆in pode ser obtido como uma superposic¸a˜o dos deslocamentos
∆11 e ∆12, ou seja,
∆in = ∆11 − c∆12 , (2.29)
onde c e´ o fator dado por (2.26).
De acordo com Sigmund [37], apo´s a ana´lise feita acima, obtemos o seguinte
problema de otimizac¸a˜o:
max
ρ
p2
p1
∆21
∆22 + p2/ks
s. a ∆11 − c∆12 ≤ ∆∗in
a(u1, v1) = L1(v1) , para u1 ∈ Va e ∀v1 ∈ Va
a(u2, v2) = L2(v2) , para u2 ∈ Va e ∀v2 ∈ Va∫
Ω
ρ(x) dΩ ≤ Ωmax
0 ≤ ρ(x) ≤ 1 ∀x ∈ Ω ,
(2.30)
onde ∆∗in e´ o valor ma´ximo que o deslocamento ∆in pode assumir, a(u, v) e´
a forma bilinear que representa o trabalho interno do mecanismo flex´ıvel (in-
troduzido em (2.4)), Li(vi), i = 1, 2 e´ a flexibilidade me´dia associada a` cada
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forc¸a ilustrada pela Figura (2.6), Va e´ o espac¸o linear admiss´ıvel introduzido
no problema (2.17), Ωmax e´ o volume ma´ximo que o mecanismo flex´ıvel o´timo
pode assumir, e ρ e´ a func¸a˜o de densidade utilizada no projeto do mecanismo.
Analogamente aos problemas (2.21) e (2.22), temos u1 ≡ u1(ρ) e u2 ≡ u2(ρ) .
No pro´ximo cap´ıtulo, discutiremos sobre o tratamento nume´rico dos problemas
de otimizac¸a˜o topolo´gica apresentados aqui.
Cap´ıtulo 3
Tratamento Nume´rico do
Problema de Otimizac¸a˜o
Topolo´gica
3.1 Me´todo dos Elementos Finitos
3.1.1 Introduc¸a˜o
Ate´ agora, a formulac¸a˜o do problema de otimizac¸a˜o topolo´gica de uma estru-
tura ou de um mecanismo flex´ıvel foi considerada num domı´nio Ω, que e´ um meio
cont´ınuo. Na pra´tica, a resoluc¸a˜o do problema em tal meio e´ extremamente com-
plicada, pois envolve a resoluc¸a˜o de um problema de otimizac¸a˜o em um espac¸o de
dimensa˜o infinita. Para resolveˆ-lo numericamente, aplicamos o Me´todo dos Ele-
mentos Finitos (veja, por exemplo, Cook et al. [15], Liu e Quek [27] e Zienkiewicz
et al. [48]), que e´ o procedimento nume´rico mais conhecido e aplicado em proble-
mas de ana´lise de esforc¸os em um corpo. Neste me´todo, o problema em questa˜o
e´ discretizado, ou seja, o meio cont´ınuo Ω e´ transformado em um meio discreto
Ωh, atrave´s da subdivisa˜o de Ω em um nu´mero finito de regio˜es, denominadas
elementos finitos.
Neste trabalho, os problemas de otimizac¸a˜o topolo´gica sa˜o bidimensionais, ou
seja, a espessura da estrutura ou do mecanismo flex´ıvel e´ considerada constante.
21
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3.1.2 Discretizac¸a˜o do domı´nio Ω
A aplicac¸a˜o do Me´todo dos Elementos Finitos (MEF) inicia-se com a dis-
cretizac¸a˜o do domı´nio Ω (que e´ originalmente um meio cont´ınuo) em um nu´mero
finito de elementos. O conjunto formado por eles e´ chamado de malha. Pode-se
gerar uma malha de elementos finitos composta por diferentes tipos de elementos.
A escolha da quantidade de elementos que ira˜o compor o domı´nio discretizado
Ωh depende da precisa˜o exigida para a soluc¸a˜o aproximada do problema e dos
recursos computacionais dispon´ıveis. Geralmente, uma malha mais fina (ou seja,
uma malha com um nu´mero suficientemente “grande” de elementos) resulta em
uma aproximac¸a˜o mais precisa, mas com um custo computacional maior. Em
muitos problemas, e´ necessa´rio gerar uma malha na˜o uniforme, aplicando um re-
finamento nas a´reas do domı´nio onde o grau de precisa˜o deve ser maior para uma
ana´lise adequada do problema.
A seguir, veremos como sa˜o calculados os deslocamentos provocados pela
aplicac¸a˜o de forc¸as externas num elemento finito.
3.1.3 Interpolac¸a˜o dos deslocamentos
Em cada um dos pontos de um elemento finito, os deslocamentos produzidos
pela aplicac¸a˜o de forc¸as externas em uma estrutura devem ser aproximados por
uma interpolac¸a˜o polinomial. Os pontos usados nessa interpolac¸a˜o sa˜o os no´s
da malha de elementos finitos. Os deslocamentos que ocorrem em cada no´ sa˜o
os deslocamentos nodais. Num ponto interior ao elemento, o deslocamento pode
ser dado como uma combinac¸a˜o linear dos deslocamentos nodais do elemento em
questa˜o, ou seja,
u(e)(x, y) =
nf∑
i=1
Ni(x, y) û
(e)
i = N(x, y) û
(e) , (3.1)
onde x e y sa˜o as coordenadas cartesianas de um ponto do interior do elemento,
u(e)(x, y) e´ o deslocamento aproximado nesse ponto, nf e´ o nu´mero de no´s do
elemento em questa˜o, Ni e´ a func¸a˜o de forma (ou func¸a˜o de interpolac¸a˜o) as-
sociada aos deslocamentos nodais do i-e´simo no´, e û(e) e´ o deslocamento nodal
do no´ i. Esse deslocamento nodal pode ser expresso de maneira geral como
û
(e)
i = [û
(e)
i,1 û
(e)
i,2 . . . û
(e)
1,nd
]T , onde nd e´ o nu´mero de graus de liberdade em um
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no´. Portanto, o nu´mero total de graus de liberdade para um elemento e´ igual a
nf ×nd. E´ importante lembrar que as componentes dos deslocamentos podem re-
presentar rotac¸o˜es e translac¸o˜es. O vetor û(e) em (3.1) e´ o vetor de deslocamentos
para o elemento como um todo, e tem a forma û(e) = [û
(e)
1 û
(e)
2 . . . û
(e)
nf ]
T .
As func¸o˜es de forma dependem do tipo de elemento finito adotado. Para
elementos finitos retangulares, que sa˜o usados neste trabalho, tais func¸o˜es sa˜o
descritas a seguir.
3.1.4 Elementos finitos retangulares
Neste trabalho, consideramos que as estruturas e os mecanismos flex´ıveis de-
vem estar contidos em um domı´nio retangular ou em um domı´nio composto pela
unia˜o de regio˜es retangulares. Sendo assim, optamos por trabalhar com elementos
finitos retangulares. Esse tipo de elemento na˜o e´ usado para discretizar domı´nios
com fronteiras de formatos mais gene´ricos.
Em particular, adotamos, neste trabalho, elementos finitos retangulares com
quatro no´s, todos eles localizados nos seus ve´rtices, e com dois graus de liber-
dade por no´ (deslocamentos na horizontal e na vertical). Neste caso, as func¸o˜es
aproximadoras para os deslocamentos no interior de um elemento retangular sa˜o
polinoˆmios bilineares, ou seja,
u(x, y) = a1 + a2x + a3y + a4xy (3.2)
e
v(x, y) = b1 + b2x + b3y + b4xy , (3.3)
onde x, y sa˜o as coordenadas de um ponto do elemento finito retangular, u(x, y)
e´ a interpolac¸a˜o para os deslocamentos na horizontal, e v(x, y) e´ a interpolac¸a˜o
para os deslocamentos na vertical.
Para obter as equac¸o˜es do MEF para os elementos, e´ conveniente adotar um
sistema de coordenadas local, que e´ definido para cada elemento. Posteriormente,
estas equac¸o˜es sa˜o combinadas usando um sistema global de coordenadas, que e´
definido para todo o domı´nio.
A formulac¸a˜o dos elementos finitos retangulares fica mais simples se conside-
rarmos um sistema de coordenadas local (ξ, η) cuja origem localiza-se no bari-
centro do elemento, conforme mostra a Figura 3.1.
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η(y)
ξ(x)
a a
b
b
1 2
34
Figura 3.1: Elemento finito retangular de quatro no´s.
Como se observa na Figura 3.1, as dimenso˜es de um elemento finito retangular
sa˜o 2a × 2b × h, onde a e´ a distaˆncia entre o no´ 1 e o ponto me´dio da base do
retaˆngulo, b e´ a distaˆncia entre o no´ 1 e o ponto me´dio da altura do retaˆngulo,
e h e´ a espessura (constante) do elemento. A espessura h do elemento finito
retangular na˜o e´ mostrada na Figura 3.1 por simplicidade. As relac¸o˜es entre as
coordenadas globais (x, y) e as coordenadas locais (ξ, η) sa˜o dadas por
ξ =
x
a
, η =
y
b
. (3.4)
A numerac¸a˜o dos no´s deve ser iniciada no canto inferior esquerdo do elemento,
prosseguindo no sentido anti-hora´rio, conforme mostra a Figura 3.1.
Apo´s definir as coordenadas locais como em (3.4), podemos re-escrever (3.2)
e (3.3), respectivamente, como
u(ξ, η) = N1(ξ, η)u1 + N2(ξ, η)u2 + N3(ξ, η)u3 + N4(ξ, η)u4
e
v(ξ, η) = N1(ξ, η) v1 + N2(ξ, η) v2 + N3(ξ, η) v3 + N4(ξ, η) v4 ,
onde ui, i = 1, . . . , 4 sa˜o os deslocamentos nodais na direc¸a˜o horizontal, vi, i =
1, . . . , 4 sa˜o os deslocamentos nodais na direc¸a˜o vertical, Ni(ξ, η) sa˜o as func¸o˜es
de forma, definidas por
Ni(ξ, η) = Li(ξ)Li(η) , i = 1, . . . , 4 , (3.5)
e cada Li e´ um polinoˆmio de Lagrange de uma u´nica varia´vel, satisfazendo
Li(zj) =
{
1, se j = i ,
0, caso contra´rio ,
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onde zj = ξj ou ηj, conforme o caso.
Para o elemento da Figura 3.1, L1 varia linearmente entre os no´s 1 e 2, preser-
vando a continuidade C0 ao longo da aresta 1-2. Observac¸o˜es ana´logas valem para
as arestas 2-3, 3-4 e 4-1. Logo, usando a equac¸a˜o (3.5) e observando a Figura 3.1,
obtemos
N1(ξ, η) = L1(ξ)L1(η) =
1
4
(1− ξ)(1− η)
N2(ξ, η) = L2(ξ)L2(η) =
1
4
(1 + ξ)(1− η)
N3(ξ, η) = L3(ξ)L3(η) =
1
4
(1 + ξ)(1 + η)
N4(ξ, η) = L4(ξ)L4(η) =
1
4
(1− ξ)(1 + η)
(3.6)
As func¸o˜es de forma (3.6) sa˜o chamadas bilineares porque cada fator e´ uma
func¸a˜o linear de uma coordenada local.
Vejamos, agora, como as deformac¸o˜es de um elemento finito retangular sa˜o
calculadas.
3.1.5 Matriz de deformac¸a˜o para elementos retangulares
Sabemos que as deformac¸o˜es em cada ponto de um so´lido bidimensional sa˜o
expressas por
εx =
∂u
∂x
, εy =
∂v
∂y
, γxy =
∂u
∂y
+
∂v
∂x
, (3.7)
ou, em forma matricial,
ε = Lu(e) , (3.8)
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onde u(e) e´ dado por (3.1) e L e´ uma matriz de operadores diferenciais, que pode
ser escrita simplesmente como
L =

∂
∂x
0
0
∂
∂y
∂
∂y
∂
∂x

.
Substituindo (3.1) em (3.8), encontramos
ε = Lu(e) = LNû(e) = Bû(e) , (3.9)
onde
B = LN (3.10)
e´ denominada matriz de deformac¸a˜o.
Note que (3.9) nos diz que as deformac¸o˜es sa˜o expressas em func¸a˜o dos deslo-
camentos nodais do elemento. E´ importante lembrar que as relac¸o˜es (3.9) e (3.10)
podem ser aplicadas em qualquer tipo de elemento finito bidimensional.
Para o elemento finito retangular de quatro no´s adotado neste trabalho, a
matriz N das equac¸o˜es (3.9) e (3.10) tem a forma
N =
[
N1 0 N2 0 N3 0 N4 0
0 N1 0 N2 0 N3 0 N4
]
, (3.11)
onde Ni, i = 1, . . . , 4, sa˜o as func¸o˜es de forma descritas por (3.6).
Usando (3.6), (3.10) e (3.11), obtemos a matriz de deformac¸a˜o associada aos
elementos retangulares em questa˜o:
B =

−1− η
a
0
1− η
a
0
1 + η
a
0 −1 + η
a
0
0 −1− ξ
b
0 −1 + ξ
b
0
1 + ξ
b
0
1− ξ
b
−1− ξ
b
−1− η
a
−1 + ξ
b
1− η
a
1 + ξ
b
1 + η
a
1− ξ
b
−1 + η
a

.
Mostraremos, a seguir, como encontrar os deslocamentos nodais de um ele-
mento finito, que sa˜o produzidos pela aplicac¸a˜o de forc¸as externas numa estrutura.
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3.1.6 Matriz de rigidez para elementos retangulares
Neste trabalho, supomos que o material que compo˜e as estruturas ou os
mecanismos flex´ıveis seja isotro´pico (ou seja, as propriedades do material na˜o
dependem da direc¸a˜o) e que ele esteja em um regime ela´stico linear. Quando
essas hipo´teses sa˜o va´lidas, a relac¸a˜o entre tenso˜es σ e deformac¸o˜es ε e´ descrita
pela Lei de Hooke, ou seja,
σ = C ε , (3.12)
onde C e´ uma matriz que conte´m os paraˆmetros de elasticidade do material do
elemento. Supomos tambe´m que o corpo esteja num estado plano de tenso˜es, ou
seja, o corpo tem uma espessura muito pequena e as tenso˜es atuam apenas no
plano desse corpo (veja, por exemplo, Assan [1]). Neste caso, a matriz C que
aparece em (3.12) e´ dada por
C =
E
1− ν2

1 ν 0
ν 1 0
0 0
1− ν
2
 ,
onde E e´ o mo´dulo de Young (ou mo´dulo de elasticidade) do material e ν e´ o res-
pectivo coeficiente de Poisson, que e´ definido como a raza˜o entre as deformac¸o˜es
lateral e axial do material. Conve´m lembrar que E > 0 e que 0 < ν < 1.
Sabemos, de (2.6), que a energia potencial total de um elemento finito e´ dada
por
Πe =
1
2
a(u(e), u(e)) − b(u(e)) , (3.13)
onde u(e) e´ o vetor de deslocamentos nodais do elemento, a e´ a forma bilinear
associada ao trabalho interno devido a` deformac¸a˜o do elemento (definida em
(2.4)) e b e´ a forma linear associada ao trabalho realizado pelas forc¸as externas
aplicadas ao elemento (definida em (2.5)).
Considerando que o so´lido esta´ em equil´ıbrio, os pontos estaciona´rios do fun-
cional (3.13) sa˜o aqueles em que a sua primeira variac¸a˜o e´ nula, ou seja,
δΠe =
∫
Ωe
δεT Cε dΩe −
∫
Γe
δu(e)Tb dΓe = 0 ,
ou seja, ∫
Ωe
δεT Cε dΩe =
∫
Γe
δu(e)Tb dΓe , (3.14)
3.1 Me´todo dos Elementos Finitos 28
onde Ωe denota o domı´nio do elemento finito e, e Γe denota a fronteira desse
elemento.
De (3.1), a primeira variac¸a˜o dos deslocamentos e´ dada por
δu(e) = N δû(e) (3.15)
e, de (3.9), a primeira variac¸a˜o das deformac¸o˜es e´ dada por
δε = B δû(e) . (3.16)
Substituindo (3.15) e (3.16) em (3.14), obtemos
δû(e)T
[∫
Ωe
BTCB dΩe
]
û(e) = δû(e)T
∫
Γe
NTb dΓe . (3.17)
Como os deslocamentos virtuais δû(e) (ou seja, a primeira variac¸a˜o dos deslo-
camentos) sa˜o arbitra´rios, (3.17) fica[∫
Ωe
BTCB dΩe
]
û(e) =
∫
Γe
NTb dΓe .
Denotando por
k(e) =
∫
Ωe
BTCB dΩe , (3.18)
e
f (e) =
∫
Γe
NTb dΓe ,
obtemos o sistema linear
k(e)û(e) = f (e) ,
onde k(e) e´ a matriz de rigidez do elemento, û(e) e´ o vetor de deslocamentos nodais
do elemento e f (e) e´ o vetor de forc¸as nodais equivalentes do elemento. Como
usamos apenas um tipo de elemento finito neste trabalho (elementos retangulares
com quatro no´s), a matriz de rigidez k(e) e´ a mesma para todos os elementos da
malha, e e´ de ordem 8× 8, pois cada um dos quatro no´s do elemento retangular
em questa˜o conte´m dois graus de liberdade (deslocamentos na horizontal e na
vertical). Neste caso, temos f (e) ∈ R8 e û(e) ∈ R8.
Sendo constante a espessura do elemento finito, vamos denota´-la he. Assim,
podemos re-escrever (3.18) como
k(e) =
∫
Ae
BTCBhe dAe , (3.19)
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onde Ae e´ a a´rea da maior face do elemento finito retangular.
De (3.4), temos que
dx dy = ab dξ dη .
Logo, no sistema de coordenadas local (ξ, η) da Figura 3.1, (3.19) fica
k(e) = abhe
∫ b
−b
∫ a
−a
BTCB dξ dη . (3.20)
Para facilitar os ca´lculos, neste trabalho, escolhemos a = b = 1.
A integral (3.20) na˜o e´ ta˜o simples de ser obtida analiticamente, pois a matriz
de deformac¸a˜o B depende de ξ e de η. Na pra´tica, usamos algum esquema de
integrac¸a˜o nume´rica, como, por exemplo, o esquema de integrac¸a˜o de Gauss,
obtendo uma aproximac¸a˜o do tipo
I =
∫ 1
−1
∫ 1
−1
f(ξ, η) dξ dη ≈
nx∑
i=1
ny∑
j=1
f(ξi, ηj)wiwj ,
onde nx e ny sa˜o, respectivamente, o nu´mero de pontos usados para aproximar a
integral em ξ e em η, e wi e wj sa˜o os pesos para cada ponto dessa aproximac¸a˜o.
A pro´xima subsec¸a˜o mostra como utilizar as matrizes de rigidez dos elementos
e os respectivos vetores de forc¸as nodais equivalentes para obter os deslocamentos
nodais para toda a estrutura.
3.1.7 Matriz de rigidez global
Apo´s encontrar as matrizes de rigidez para cada elemento, reunimos essas
matrizes em uma u´nica matriz K, que representa todo o domı´nio discretizado.
Tal matriz, denominada matriz de rigidez global, e´ uma superposic¸a˜o das matrizes
de rigidez dos elementos. Para efetuar essa superposic¸a˜o de matrizes, devemos,
em primeiro lugar, adotar uma convenc¸a˜o para a numerac¸a˜o dos no´s e dos graus
de liberdade associados a cada no´, de modo a obedecer a conectividade entre os
elementos dentro do domı´nio. Lembramos que, neste trabalho, os domı´nios de
todos os problemas sa˜o retangulares, ou sa˜o regio˜es que podem ser decompostas
em dois ou mais retaˆngulos. Sendo assim, convencionamos que a numerac¸a˜o
dos no´s e dos elementos deve comec¸ar no canto inferior esquerdo do domı´nio e
prosseguir por colunas, de baixo para cima, de modo que o u´ltimo elemento seja
aquele localizado no canto superior direito do domı´nio.
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A Figura 3.2 mostra um exemplo de domı´nio e ilustra a convenc¸a˜o para a
numerac¸a˜o dos no´s e dos elementos. O nu´mero de um elemento e´ apresentado
no centro deste. A` esquerda de cada no´, esta´ representado o seu ı´ndice. Dessa
forma, o elemento 1, por exemplo, esta´ conectado aos no´s 1, 6, 7 e 2 (exatamente
nessa ordem, comec¸ando no canto inferior esquerdo do elemento e prosseguindo
no sentido anti-hora´rio).
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Figura 3.2: Exemplo de domı´nio com a numerac¸a˜o dos elementos e dos no´s.
A dimensa˜o da matriz de rigidez global K e´ igual ao dobro do nu´mero total
de no´s da malha de elementos finitos, denotado por nn, ou seja, K ∈ R2nn×2nn ,
pois cada no´ tem dois graus de liberdade, cujos ı´ndices sa˜o 2j − 1 (deslocamento
nodal na horizontal) e 2j (deslocamento nodal na vertical). Definimos nel como
sendo o nu´mero total de elementos do domı´nio discretizado.
Para montar a matriz K, devemos introduzir, para cada elemento i = 1, . . . , nel,
uma matriz Pi ∈ R2nn×8, formada pelas colunas da matriz identidade I ∈ R2nn×2nn ,
de tal maneira que
K =
nel∑
i=1
Ki, (3.21)
onde
Ki = Pi k
(e) PTi , i = 1, . . . , nel . (3.22)
A selec¸a˜o das colunas de I que fara˜o parte de cada Pi deve ser feita de acordo com
a numerac¸a˜o dos graus de liberdade de cada elemento. Por exemplo, o elemento
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de nu´mero 7 da Figura 3.2 esta´ conectado aos no´s 8, 13, 14 e 9, e conte´m os
graus de liberdade de ı´ndices 15, 16, 25, 26, 27, 28, 17 e 18, nessa ordem. Logo,
a matriz P7, associada ao elemento 7, e´ dada por
P7 = [I∗,15 I∗,16 I∗,25 I∗,26 I∗,27 I∗,28 I∗,17 I∗,18] ,
onde I∗,j indica a j-e´sima coluna da matriz I.
De posse da matriz de rigidez global K, devemos resolver o sistema linear
K u = f (3.23)
que representa as condic¸o˜es de equil´ıbrio para toda a estrutura. No sistema em
questa˜o, u ∈ R2nn e´ o vetor global de deslocamentos nodais de toda a estrutura, e
f ∈ R2nn e´ o vetor global de forc¸as nodais equivalentes. Este vetor de forc¸as deve
ser obtido atrave´s de uma superposic¸a˜o dos vetores de forc¸as nodais equivalentes
dos elementos, f (e), de maneira ana´loga a`quela feita para a matriz K, utilizando
rigorosamente a mesma convenc¸a˜o para os ı´ndices definida acima.
O sistema (3.23) esta´ relacionado a`s condic¸o˜es de equil´ıbrio da estrutura, que
sa˜o representadas nos problemas (2.10), (2.21), (2.22) e (2.30) pelas equac¸o˜es do
tipo a(u, v) = L(v), onde a(u, v) e´ a forma bilinear que representa o trabalho
interno associado a` deformac¸a˜o da estrutura (definida em (2.4)) e L(v) e´ a flexi-
bilidade me´dia da estrutura (definida em (2.3)). No domı´nio discretizado, um
carregamento t e´ representado pelo vetor global de forc¸as nodais equivalentes f .
Se nenhuma condic¸a˜o de contorno relativa aos deslocamentos nodais for im-
posta ao problema de otimizac¸a˜o topolo´gica, a matriz K na˜o tera´ posto com-
pleto. Fisicamente, isso significa que um corpo sem nenhum tipo de restric¸a˜o
aos deslocamentos pode apresentar movimentos de corpo r´ıgido, ou seja, na˜o esta´
em equil´ıbrio esta´tico (vide [27]). Assim, se nenhum apoio for introduzido na
estrutura, o sistema linear (3.23) tera´ infinitas soluc¸o˜es.
Com a introduc¸a˜o dos apoios, eliminam-se as componentes de u associadas
aos deslocamentos restringidos, bem como as restric¸o˜es correspondentes, de modo
que a matriz K, que e´ sime´trica, passa a ser positiva-definida e, portanto, na˜o
singular (veja, por exemplo, Hughes [22]). Sendo assim, podemos usar a fatorac¸a˜o
de Cholesky para resolver o sistema linear (3.23).
Agora, veremos como representar os problemas de otimizac¸a˜o topolo´gica es-
tudados neste trabalho em um meio discreto, apo´s a aplicac¸a˜o do Me´todo dos
Elementos Finitos.
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3.2 Problema de otimizac¸a˜o topolo´gica no domı´-
nio discretizado
No Cap´ıtulo 2, descrevemos algumas das formulac¸o˜es que podem ser ado-
tadas para o projeto de um mecanismo flex´ıvel em um meio cont´ınuo. Com a dis-
cretizac¸a˜o do domı´nio e a aplicac¸a˜o do Me´todo dos Elementos Finitos, o problema
de otimizac¸a˜o topolo´gica num meio cont´ınuo e´ transformado em um problema de
programac¸a˜o na˜o linear, cujas varia´veis sa˜o as densidades ρi, i = 1, . . . , nel, que
devem satisfazer as restric¸o˜es
0 ≤ ρi ≤ 1 , (3.24)
Para cada i, se ρi = 0, o elemento i e´ vazio e, se ρi = 1, o elemento e´ so´lido.
Iniciaremos a discretizac¸a˜o dos problemas (2.10), (2.21), (2.22) e (2.30) pela
restric¸a˜o de volume ∫
Ω
ρ(x) dΩ ≤ Ωmax . (3.25)
Com a introduc¸a˜o dos elementos finitos, a desigualdade (3.25) pode ser escrita
como
nel∑
i=1
vi ρi ≤ V ∗ , (3.26)
onde vi e´ o volume do elemento i e V
∗ e´ o volume ma´ximo que a estrutura o´tima
pode possuir. Note que a restric¸a˜o (3.26) e´ linear em relac¸a˜o a`s varia´veis ρi.
Como a rigidez do elemento finito esta´ diretamente relacionada a`s propriedades
efetivas do material, a penalizac¸a˜o do material intermedia´rio atrave´s da aplicac¸a˜o
do modelo SIMP (vide Cap´ıtulo 2) e´ introduzida na matriz de rigidez k(e) do ele-
mento, definindo
k(e)(ρe) = ρ
p
e k
(e)
0 , e = 1, . . . , nel ,
onde ρe e´ a densidade do elemento e, p e´ o fator de penalizac¸a˜o do modelo SIMP
e k
(e)
0 e´ a matriz de rigidez original do elemento. Consequentemente, a matriz de
rigidez global, descrita por (3.21), fica dada por
K(ρ) =
nel∑
i=1
ρpi Ki , (3.27)
onde ρ = (ρi, . . . , ρnel)
T , Ki = Pi k
(e)
0 P
T
i , i = 1, . . . , nel , e Pi e´ a matriz
introduzida em (3.22).
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Sob algumas hipo´teses, Rietz [36] e Mart´ınez [30] demonstram que e´ poss´ıvel
obter um valor finito para o fator de penalizac¸a˜o p das densidades, tal que o
valor o´timo de cada densidade assuma apenas os valores 0 ou 1, isto e´, existe um
valor finito de p tal que a soluc¸a˜o o´tima do problema de otimizac¸a˜o topolo´gica e´
discreta.
Uma vez que a matriz de rigidez global K ≡ K(ρ) e´ obtida atrave´s da su-
perposic¸a˜o das matrizes de rigidez k(e)(ρe) dos elementos, pode ocorrer que K
seja singular. Uma alternativa para evitar este problema e´ atribuir um valor
estritamente positivo (mas pequeno o suficiente) para o limitante inferior das
densidades, para evitar que a matriz K torne-se singular. Assim, adotamos
0 < ρmin ≤ ρi ≤ 1, i = 1, . . . , nel. Neste trabalho, tomamos ρmin = 1.0× 10−3.
Na resoluc¸a˜o nume´rica das formulac¸o˜es de Nishiwaki et al. [33] e de Lima [26]
(problemas (2.21) e (2.22), respectivamente), devemos introduzir treˆs situac¸o˜es
distintas de carregamentos aplicados ao mecanismo flex´ıvel. A Figura 3.3 ilustra
essas situac¸o˜es.
A Figura 3.3(a) mostra o domı´nio de projeto, a forc¸a aplicada, as condic¸o˜es de
apoio e a direc¸a˜o do deslocamento desejado. Na Figura 3.3(b), e´ exibido o domı´nio
discretizado, a forc¸a aplicada e os apoios, que impedem os deslocamentos nodais
tanto na horizontal quanto na vertical. A Figura 3.3(c) mostra a aplicac¸a˜o da
Ω
aplicada
  força 
deslocamento
desejado
(a)
(b) (c) (d)
f a
f b f c =−f b
Figura 3.3: Simulac¸o˜es de carregamento para um mecanismo flex´ıvel.
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forc¸a fict´ıcia unita´ria no ponto e na direc¸a˜o do deslocamento desejado. Na Figura
3.3(d), e´ exibida a forc¸a de reac¸a˜o no mesmo ponto, na mesma direc¸a˜o, mas
em sentido contra´rio ao da forc¸a fict´ıcia unita´ria mostrada na Figura 3.3(c). E´
importante ressaltar que a Figura 3.3(d) inclui um apoio adicional no mesmo no´ e
na mesma direc¸a˜o da forc¸a aplicada na primeira situac¸a˜o de carregamento (Figura
3.3(b)). Esse apoio restringe o deslocamento apenas na direc¸a˜o de aplicac¸a˜o da
forc¸a (neste caso, na vertical). Dessa forma, e´ necessa´rio obter duas matrizes de
rigidez globais distintas, uma delas relativa a`s condic¸o˜es de contorno das Figuras
3.3(b) e 3.3(c), e a outra associada a`s condic¸o˜es de contorno da Figura 3.3(d).
A obtenc¸a˜o da energia mu´tua do mecanismo e´ baseada nas configurac¸o˜es
mostradas pelas Figuras 3.3(b) e 3.3(c), e a sua flexibilidade me´dia e´ encontrada
atrave´s da configurac¸a˜o da Figura 3.3(d). De acordo com Lima [26], podemos
definir a energia mu´tua e a flexibilidade me´dia do mecanismo na forma matricial
como
energia mu´tua = ub(ρ)
TK1(ρ)ua(ρ)
flexibilidade me´dia = uc(ρ)
TK2(ρ)uc(ρ) ,
onde K1(ρ) e´ a matriz de rigidez global relativa aos casos de carregamento das
Figuras 3.3(b) e 3.3(c) e K2(ρ) e´ a matriz de rigidez global associada ao caso de
carregamento da Figura 3.3(d).
Na formulac¸a˜o de Sigmund [37] (problema (2.30)), na˜o e´ necessa´rio considerar
os casos de carregamento separadamente. Logo, neste caso, trabalhamos apenas
com uma matriz de rigidez. Nesta formulac¸a˜o, as formas matriciais da energia
mu´tua e da flexibilidade me´dia do mecanismo sa˜o obtidas de maneira ana´loga a`s
formulac¸o˜es de Nishiwaki et al. [33] e de Lima [26], substituindo ua por u1, ub e
uc por u2, e K1 e K2 por K.
No problema (2.30), que representa a formulac¸a˜o de Sigmund [37], apo´s a
discretizac¸a˜o do domı´nio, os deslocamentos ∆ij, i, j = 1, 2, ficam dados por
∆11(ρ) =
u1(ρ)
TK(ρ)u1(ρ)
p1
, ∆12(ρ) =
u2(ρ)
TK(ρ)u1(ρ)
p1
,
∆21(ρ) =
u1(ρ)
TK(ρ)u2(ρ)
p2
, ∆22(ρ) =
u2(ρ)
TK(ρ)u2(ρ)
p2
,
onde u1(ρ) e u2(ρ) sa˜o os deslocamentos nodais associados aos casos de carrega-
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mento da Figura 2.6, K(ρ) e´ a matriz de rigidez global e p1 e p2 sa˜o, respectiva-
mente, as intensidades das forc¸as f1 e f2.
Apo´s a discretizac¸a˜o do domı´nio, e, lembrando que maximizar uma func¸a˜o f
e´ equivalente a minimizar −f , os problemas (2.10), (2.21), (2.22) e (2.30) ficam:
Estrutura
min
ρ
fTu(ρ)
s. a K(ρ) u(ρ) = f
nel∑
i=1
vi ρi ≤ V ∗
0 < ρmin ≤ ρi ≤ 1 , i = 1, . . . , nel
(3.28)
Formulac¸a˜o 1 (Nishiwaki et al. [33])
min
ρ
−ub(ρ)
T K1(ρ) ua(ρ)
uc(ρ)T K2(ρ) uc(ρ)
s. a K1(ρ) ua(ρ) = fa
K1(ρ) ub(ρ) = fb
K2(ρ) uc(ρ) = fc
nel∑
i=1
vi ρi ≤ V ∗
0 < ρmin ≤ ρi ≤ 1 , i = 1, . . . , nel
(3.29)
Formulac¸a˜o 2 (Lima [26])
min
ρ
(1− w) log(uc(ρ)T K2(ρ) uc(ρ))− w log(ub(ρ)T K1(ρ) ua(ρ))
s. a K1(ρ) ua(ρ) = fa
K1(ρ) ub(ρ) = fb
K2(ρ) uc(ρ) = fc
nel∑
i=1
vi ρi ≤ V ∗
0 < ρmin ≤ ρi ≤ 1 , i = 1, . . . , nel
(3.30)
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Formulac¸a˜o 3 (Sigmund [37])
min
ρ
−p2
p1

u1(ρ)
T K(ρ) u2(ρ)
p2
u2(ρ)
T K(ρ) u2(ρ)
p2
+
p2
ks

s. a
u1(ρ)
T K(ρ) u1(ρ)
p2
− c u2(ρ)
T K(ρ) u1(ρ)
p1
≤ ∆∗in
K(ρ) u1(ρ) = f1
K(ρ) u2(ρ) = f2
nel∑
i=1
vi ρi ≤ V ∗
0 < ρmin ≤ ρi ≤ 1 , i = 1, . . . , nel .
(3.31)
No problema (3.30), w e´ um fator de peso, com 0 ≤ w ≤ 1, cujo papel e´
permitir que o mecanismo flex´ıvel o´timo tenha mais flexibilidade e menos rigidez,
ou vice-versa. No problema (3.31), ks e´ a rigidez da mola, c e´ o fator dado pela
equac¸a˜o (2.26) e ∆∗in e´ o limitante para o deslocamento no ponto de aplicac¸a˜o da
forc¸a de entrada f1.
Nos quatro problemas de otimizac¸a˜o em questa˜o, podemos eliminar as res-
tric¸o˜es associadas a`s condic¸o˜es de equilibrio do mecanismo flex´ıvel, pois, sendo
na˜o singulares as matrizes K1, K2 e K, temos
u = K−1 f , ua = K−11 fa , ub = K
−1
1 fb ,
uc = K
−1
2 fc , u1 = K
−1 f1 , u2 = K−1 f2 .
Desta forma, substituindo os deslocamentos nodais acima nas respectivas
func¸o˜es objetivo, obtemos:
Estrutura
min
ρ
fTK(ρ)−1f
s. a
nel∑
i=1
vi ρi ≤ V ∗
0 < ρmin ≤ ρi ≤ 1 , i = 1, . . . , nel
(3.32)
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Formulac¸a˜o 1 (Nishiwaki et al. [33])
min
ρ
−f
T
b K1(ρ)
−1 fa
fTc K2(ρ)
−1 fc
s. a
nel∑
i=1
vi ρi ≤ V ∗
0 < ρmin ≤ ρi ≤ 1 , i = 1, . . . , nel
(3.33)
Formulac¸a˜o 2 (Lima [26])
min
ρ
(1− w) log(fTc K2(ρ)−1 fc)− w log(fTb K1(ρ)−1 fa)
s. a
nel∑
i=1
vi ρi ≤ V ∗
0 < ρmin ≤ ρi ≤ 1 , i = 1, . . . , nel
(3.34)
Formulac¸a˜o 3 (Sigmund [37])
min
ρ
−p2
p1

fT1 K(ρ)
−1f2
p2
fT2 K(ρ)
−1f2
p2
+
p2
ks

s. a
fT1 K(ρ)
−1f1
p1
− c f
T
2 K(ρ)
−1f1
p1
≤ ∆∗in
nel∑
i=1
vi ρi ≤ V ∗
0 < ρmin ≤ ρi ≤ 1 , i = 1, . . . , nel .
(3.35)
Os quatro problemas em questa˜o possuem uma restric¸a˜o linear de desigual-
dade, associada a` quantidade ma´xima de material que a estrutura ou o mecanismo
flex´ıvel deve conter. No problema (3.35), ale´m dessa restric¸a˜o, temos outra que
diz respeito ao deslocamento ma´ximo que o mecanismo deve sofrer no ponto de
aplicac¸a˜o da forc¸a f1. Como podemos observar, tal restric¸a˜o e´ na˜o linear.
Em relac¸a˜o ao problema (3.32), notamos que a sua func¸a˜o objetivo e´ quadra´-
tica. Nos problemas (3.33) e (3.35), a func¸a˜o objetivo e´ dada pelo quociente de
duas func¸o˜es quadra´ticas, sendo que o seu denominador e´ sempre estritamente
positivo, uma vez que a matriz K2 e´ positiva-definida e os deslocamentos nodais
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uc sa˜o sempre na˜o nulos. Com respeito ao problema (3.34), devemos ter um
cuidado especial com o termo fTb K2(ρ)
−1 fa, que representa a energia mu´tua do
mecanismo e nem sempre e´ positivo. Desta forma, ao aplicar algum me´todo
iterativo de otimizac¸a˜o, deve-se tomar um ponto inicial de tal maneira que esse
termo seja estritamente positivo.
Claramente, podemos constatar que o problema de otimizac¸a˜o topolo´gica de
uma estrutura e´ muito mais simples de ser resolvido quando comparado a um
problema de otimizac¸a˜o topolo´gica de um mecanismo flex´ıvel. Neste trabalho, os
problemas (3.32) a (3.35) sa˜o resolvidos usando a Programac¸a˜o Linear Sequencial
e o Me´todo das Ass´ıntotas Mo´veis, descritos nos Cap´ıtulos 4 e 5, respectivamente.
Na sec¸a˜o seguinte, vamos discutir um tipo de instabilidade nume´rica que
aparece na resoluc¸a˜o de um problema de otimizac¸a˜o topolo´gica, bem como uma
estrate´gia para evitar essa instabilidade.
3.3 Tabuleiro de xadrez
Durante a resoluc¸a˜o nume´rica de um problema de otimizac¸a˜o topolo´gica,
ocorre um fenoˆmeno indeseja´vel: a formac¸a˜o de regio˜es com elementos vazios
e com elementos totalmente preenchidos, dispostos de maneira alternada, seme-
lhante a um tabuleiro de xadrez, conforme mostra a Figura 3.4.
Segundo Dı´az e Sigmund [17], uma das poss´ıveis causas do surgimento dessa
instabilidade nume´rica e´ a utilizac¸a˜o de elementos finitos retangulares de quatro
no´s com func¸o˜es interpoladoras bilineares para os deslocamentos. De acordo com
eles, o uso desse modelo faz com que a distribuic¸a˜o de material em formato
de tabuleiro de xadrez seja artificialmente mais r´ıgida do que uma distribuic¸a˜o
homogeˆnea, considerando o mesmo volume de material empregado.
A maioria dos trabalhos na literatura sugere duas formas distintas para a
eliminac¸a˜o do “tabuleiro de xadrez” nos problemas de otimizac¸a˜o topolo´gica.
Uma delas e´ aumentar a ordem do elemento finito (isto e´, aumentar o nu´mero de
no´s do elemento), com o objetivo de obter uma aproximac¸a˜o mais refinada para
os deslocamentos. Entretanto, essa estrate´gia faz com que o custo computacional
da resoluc¸a˜o nume´rica do problema de otimizac¸a˜o topolo´gica fique muito alto,
pois a dimensa˜o da matriz de rigidez global torna-se muito elevada a` medida que
aumentamos o nu´mero de no´s em cada elemento.
3.3 Tabuleiro de xadrez 39
"tabuleiro
de xadrez"
Figura 3.4: Exemplo de uma estrutura onde aparece o “tabuleiro de xadrez”.
A ocorreˆncia do “tabuleiro de xadrez” tambe´m pode ser evitada atrave´s da
aplicac¸a˜o de um operador matema´tico denominado filtro espacial. Esse operador
tem o papel de redistribuir as densidades ao redor de cada elemento do domı´nio,
fazendo com que a distribuic¸a˜o dessas densidades fique mais homogeˆnea. Um
filtro espacial pode ser definido de modo gene´rico atrave´s do produto de con-
voluc¸a˜o entre uma func¸a˜o F (que deve satisfazer algumas condic¸o˜es) e a func¸a˜o
ρ : Ω→ [0, 1], ou seja,
(F ∗ ρ)(x) =
∫
R2
F (x− y) ρ(y) dy .
Para mais detalhes sobre o assunto, consulte Bourdin [10].
Quando utilizamos um filtro espacial, devemos, em primeiro lugar, definir uma
vizinhanc¸a para cada um dos elementos do domı´nio. Denotamos tal vizinhanc¸a
por B(i, rmin), indicando que ela e´ centrada num elemento i e tem raio rmin. Para
cada elemento i, a aplicac¸a˜o do filtro produz efeito apenas nele e nos elemen-
tos pertencentes a` sua vizinhanc¸a, e quanto mais distante um elemento j dessa
vizinhanc¸a estiver do elemento central i, menor sera´ a ac¸a˜o desse filtro sobre o
elemento j. A Figura 3.5 ilustra a vizinhanc¸a de um elemento finito i.
De acordo com Bourdin [10], a representac¸a˜o gene´rica de um filtro espacial
num meio discreto, para cada elemento e da malha de elementos finitos, e´ dada
por
(F ∗Ω ρ)e =
∑
i∈B(e, rmin)
(
ρe
∫
i
F (x− ce) dx
)
,
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i rmin
Figura 3.5: Ilustrac¸a˜o da vizinhanc¸a de um elemento finito i.
onde ce representa o vetor de coordenadas do centro do elemento e.
A seguir, apresentaremos alguns filtros espaciais encontrados na literatura,
que sera˜o aplicados neste trabalho para a evitar o surgimento do “tabuleiro de
xadrez” nas topologias o´timas das estruturas.
3.3.1 Filtro do vetor gradiente da func¸a˜o objetivo
Em [37] e em [39], Sigmund propoˆs um filtro espacial que modifica as derivadas
primeiras da func¸a˜o objetivo f de um problema de otimizac¸a˜o topolo´gica, com
base em uma me´dia ponderada dessas derivadas calculadas numa vizinhanc¸a
fixa Bi, para cada i = 1, . . . , nel. Deve ser enfatizado que este filtro e´ pura-
mente heur´ıstico, mas, de acordo com Sigmund [39], sua aplicac¸a˜o teve sucesso
em inu´meros casos. Com a utilizac¸a˜o desse filtro, cada componente ∂f/∂ρi do
gradiente da func¸a˜o objetivo original f e´ substitu´ıda por
∂̂f
∂ρi
=
∑
j∈Bi
Ĥj ρj
∂f
∂ρj
ρi
∑
j∈Bi
Ĥj
, i = 1, . . . , nel , (3.36)
onde
Ĥj =

rmin − sij , se j ∈ Bi ,
0 , caso contra´rio.
(3.37)
e´ um fator de peso relacionado ao efeito de aplicac¸a˜o do filtro em questa˜o, e sij e´
a distaˆncia euclidiana entre os centros dos elementos i e j. Podemos notar que,
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quanto mais distante um elemento esta´ do elemento central i de uma vizinhanc¸a,
menor e´ a atuac¸a˜o do filtro.
A grande vantagem desse esquema de filtragem e´ a simplicidade da sua imple-
mentac¸a˜o e os bons resultados que foram obtidos na literatura. Por outro lado,
como o gradiente da func¸a˜o objetivo e´ modificado e a func¸a˜o objetivo permanece
inalterada, as condic¸o˜es de otimalidade do problema de otimizac¸a˜o topolo´gica
ficam incompat´ıveis. Na tentativa de amenizar essa incompatibilidade, introduzi-
mos, neste trabalho, dois termos adicionais na func¸a˜o objetivo do problema de
otimizac¸a˜o topolo´gica, de modo que, se f e´ a func¸a˜o objetivo original, definimos
uma nova func¸a˜o objetivo f˜ tal que
f˜(ρ) = ζf(ρ) +
nel∑
i=1
gi(ρ
(k)) ρi +
nel∑
i=1
hi(ρ
(k)) log(ρi) , (3.38)
onde
gi(ρ
(k)) =
 Ĥi∑
j∈Bi
Ĥj
− ζ
 ∂f(ρ(k))∂ρi
e
hi(ρ
(k)) =
∑
j∈Bi , j 6=i
Ĥj ρ
(k)
j
∂f(ρ(k))
∂ρ
(k)
j∑
j∈Bi
Ĥj
,
e ζ ≥ 1 e´ um fator de penalizac¸a˜o, fazendo com que a primeira parcela de (3.38),
associada a` func¸a˜o f , tenha maior relevaˆncia para a minimizac¸a˜o da func¸a˜o f˜ .
Quando aplicamos algum me´todo iterativo para resolver um problema de
otimizac¸a˜o topolo´gica, deve-se observar que os termos gi(ρ
(k)) e hi(ρ
(k)) sa˜o
tratados como constantes, embora sejam atualizados a cada iterac¸a˜o. Pode-se
mostrar que, se ρ = ρ(k), enta˜o
∂f˜(ρ(k))
∂ρi
=
∂̂f(ρ(k))
∂ρi
, e que, se a sequeˆncia de
iterandos ρ(k), k = 0, 1, 2 . . . , converge para a soluc¸a˜o o´tima ρ∗ do problema,
enta˜o lim
k→∞
∂f˜(ρ(k))
∂ρi
=
∂̂f(ρ∗)
∂ρi
, i = 1, . . . , nel.
Como os problemas de otimizac¸a˜o topolo´gica abordados aqui sa˜o problemas
de minimizac¸a˜o, podemos observar que o termo
nel∑
i=1
hi(ρ
(k)) log(ρi) de (3.37) faz
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com que muitas densidades fiquem mais pro´ximas de zero, o que e´ compat´ıvel
com o objetivo de eliminar densidades intermedia´rias.
3.3.2 Filtro da me´dia ponderada das densidades
Agora, vamos apresentar um filtro espacial, proposto por Bruns e Tortorelli
[11], que e´ aplicado sobre as densidades dos elementos. Neste caso, para cada
elemento i, a densidade original ρi e´ substitu´ıda pela me´dia ponderada das den-
sidades dos elementos contidos em sua vizinhanc¸a Bi. A nova densidade do
elemento i e´ dada por
φi ≡ φi(ρ) =
∑
j∈Bi
ωj(sij)
ωi
ρj , (3.39)
onde
ωj(sij) =

exp
(
− s
2
ij
2
(
r
3
)2
)
2pi
(
r
3
) se sij ≤ r ,
0 se sij > r ,
(3.40)
sij e´ a distaˆncia euclidiana entre os centro´ides dos elementos i e j, e
ωi =
∑
j∈Bi
ωj(sij) . (3.41)
Dizemos que os fatores de peso ωj(sij) definidos pela equac¸a˜o (3.40) sa˜o
Gaussianos devido a` presenc¸a da func¸a˜o exponencial de base e. Podemos no-
tar que apenas as densidades dos elementos tais que sij ≤ r sa˜o influenciadas
pela aplicac¸a˜o do filtro.
E´ importante lembrar que as densidades originais devem ser substitu´ıdas pelas
densidades filtradas tanto na func¸a˜o objetivo quanto nas restric¸o˜es do problema
de otimizac¸a˜o topolo´gica. A aplicac¸a˜o de um filtro diretamente nas densidades
tem a vantagem de manter compat´ıveis as condic¸o˜es de otimalidade do problema
de otimizac¸a˜o topolo´gica.
Com a aplicac¸a˜o do filtro em questa˜o, a matriz de rigidez global dada pela
equac¸a˜o (3.27) torna-se
K =
nel∑
i=1
[∑
j∈Bi
ωj(sij)
ωi
ρj
]p
Ki , (3.42)
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e a restric¸a˜o de volume de material do mecanismo flex´ıvel fica
nel∑
i=1
vi
[∑
j∈Bi
ωj(sij)
ωi
ρj
]
≤ V ∗ . (3.43)
Como se observa, mesmo com a aplicac¸a˜o do filtro, a restric¸a˜o de volume
permanece linear.
3.3.3 Filtros baseados em operadores morfolo´gicos
Em [40], Sigmund propoˆs filtros espaciais para as densidades que sa˜o basea-
dos em operadores morfolo´gicos. Segundo ele, em processamento de imagens,
esses operadores sa˜o usados para quantificar buracos ou objetos, eliminar ru´ıdos
em imagens e produzir uma inspec¸a˜o automa´tica de seus dados. Os operadores
morfolo´gicos ba´sicos sa˜o os de erosa˜o e de dilatac¸a˜o.
Dado um elemento i qualquer da malha, se qualquer um dos elementos que
pertencem a vizinhanc¸a Bi e´ vazio, o operador de erosa˜o faz com que o elemento
central dessa vizinhanc¸a tambe´m fique vazio. Por outro lado, se um dos elementos
que pertencem a` vizinhanc¸a Bi e´ preenchido, o operador de dilatac¸a˜o faz com que
o elemento central tambe´m fique preenchido.
Na sua forma discreta, o operador de dilatac¸a˜o e´ um operador do tipo “max”,
ou seja, a densidade original de um elemento i e´ substitu´ıda pelo valor ma´ximo
que a densidade assume nos elementos de sua vizinhanc¸a Bi. A formulac¸a˜o “max”
na˜o e´ adequada para me´todos de otimizac¸a˜o que necessitam das derivadas das
func¸o˜es envolvidas, pois a func¸a˜o “ma´ximo” na˜o e´ diferencia´vel. Entretanto,
conforme Sigmund [40], uma versa˜o cont´ınua do operador de dilatac¸a˜o e´ dada
por
ρ˜i =
1
β
log

∑
j∈Bi
exp(βρj)∑
j∈Bi
1
 , i = 1, . . . , nel . (3.44)
Pode-se mostrar que
lim
β→∞
ρ˜i = max
j∈Bi
ρj , i = 1, . . . , nel . (3.45)
O operador de erosa˜o e´ um operador do tipo “min”, ou seja, a densidade
original de um elemento i e´ trocada pelo valor mı´nimo que a densidade assume
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nos elementos de sua vizinhanc¸a Bi. Assim como o operador de dilatac¸a˜o, a
formulac¸a˜o “min” tambe´m na˜o e´ adequada para me´todos de otimizac¸a˜o que
requerem derivadas, pois a func¸a˜o “mı´nimo” na˜o e´ diferencia´vel. Uma versa˜o
cont´ınua do operador de erosa˜o, segundo Sigmund [40], pode ser definida como
ρ¯i = 1 − 1
β
log

∑
j∈Bi
exp(β(1− ρj))∑
j∈Bi
1
 , i = 1, . . . , nel . (3.46)
Neste caso, pode-se mostrar que
lim
β→∞
ρ¯i = min
j∈Bi
ρj , i = 1, . . . , nel . (3.47)
As densidades originais do problema de otimizac¸a˜o topolo´gica devem ser subs-
titu´ıdas pelas densidades filtradas pelo operador morfolo´gico de dilatac¸a˜o ou de
erosa˜o, tanto na func¸a˜o objetivo quanto nas restric¸o˜es. Sendo assim, a restric¸a˜o
de volume de material, que originalmente e´ linear, passa a ser na˜o linear.
Conforme Sigmund [40], para obter um esquema nume´rico esta´vel, o valor
do paraˆmetro β deve ser aumentado gradualmente. Baseado em experimentos
nume´ricos, ele sugere iniciar a aplicac¸a˜o do filtro com β = 0.2, no mı´nimo, e
dobrar esse paraˆmetro gradativamente ate´ que se atinja β = 200.
Ao aplicar o filtro morfolo´gico de dilatac¸a˜o, a matriz de rigidez global passa
a ser dada por
K =
nel∑
i=1
 1β log

∑
j∈Bi
exp(βρj)∑
j∈Bi
1


p
Ki , (3.48)
e a restric¸a˜o de volume ma´ximo para o mecanismo flex´ıvel torna-se
nel∑
i=1
vi
 1β log

∑
j∈Bi
exp(βρj)∑
j∈Bi
1

 ≤ V ∗ . (3.49)
Analogamente, para o filtro morfolo´gico de erosa˜o, obtemos
K =
nel∑
i=1
1− 1β log

∑
j∈Bi
exp(β(1− ρj))∑
j∈Bi
1


p
Ki (3.50)
3.3 Tabuleiro de xadrez 45
e
nel∑
i=1
vi
 1β log

∑
j∈Bi
1∑
j∈Bi
exp(β(1− ρj))

 ≤ V ∗ − nel∑
i=1
vi . (3.51)
Podemos observar que, quando usamos os filtros morfolo´gicos de dilatac¸a˜o
ou de erosa˜o, a restric¸a˜o de volume, que originalmente e´ linear, passa a ser na˜o
linear.
3.3.4 Filtro do seno hiperbo´lico
Bruns [12] apresentou um esquema que combina a filtragem das densidades
originais com um outro tipo de penalizac¸a˜o para as densidades intermedia´rias,
alternativo ao modelo SIMP. Tal abordagem e´ denominada me´todo SINH, em
refereˆncia a` utilizac¸a˜o da func¸a˜o seno hiperbo´lico.
Neste me´todo, as densidades originais de cada elemento i sa˜o filtradas usando
a me´dia ponderada das densidades dos elementos de sua vizinhanc¸a Bi, de acordo
com as equac¸o˜es (3.39) a (3.41), e sa˜o definidas duas medidas de densidade η1 ≡
η1(ρ) e η2 ≡ η2(ρ). Existem va´rias definic¸o˜es poss´ıveis para essas medidas, mas,
de acordo com Bruns [12], a versa˜o do me´todo SINH que aparenta fornecer os
melhores resultados pra´ticos e´ aquela na qual as medidas de densidade sa˜o dadas
por
η1i(ρ) = ρi , i = 1, . . . , nel , (3.52)
e
η2i(ρ) = 1 −
sinh{p[1− φi(ρ)]}
sinh(p)
, i = 1, . . . , nel , (3.53)
onde φi(ρ), para cada i = 1, . . . , nel sa˜o as densidades filtradas usando as
equac¸o˜es (3.39) a (3.41), e p e´ um fator de penalizac¸a˜o para as densidades fil-
tradas φ̂i(ρ). Vale lembrar que, neste caso, p na˜o e´ o fator de penalizac¸a˜o do
me´todo SIMP, pois, no me´todo SINH, ele e´ aplicado na restric¸a˜o de volume, ao
inve´s de ser introduzido na func¸a˜o objetivo.
A medida η1 deve ser usada na func¸a˜o objetivo do problema de otimizac¸a˜o
topolo´gica e a medida η2 deve ser usada na restric¸a˜o de volume de material.
Devido a` presenc¸a da func¸a˜o seno hiperbo´lico, a restric¸a˜o de volume, que origi-
nalmente e´ linear, passa a ser na˜o linear. Na formulac¸a˜o de Sigmund [37] (veja o
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problema (3.35)), tambe´m usamos a medida η1 na restric¸a˜o na˜o linear que limita
o deslocamento no ponto de aplicac¸a˜o da forc¸a.
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Figura 3.6: Efeito do aumento do fator de penalizac¸a˜o p do SINH sobre as densidades.
Com a aplicac¸a˜o do me´todo SINH, a matriz de rigidez global da equac¸a˜o (3.27)
passa a ser dada por
K =
nel∑
i=1
ρi Ki , (3.54)
e a restric¸a˜o de volume para o mecanismo flex´ıvel torna-se
nel∑
i=1
sinh {p[φi(ρ)− 1]} ≤
(
V ∗ −
nel∑
i=1
vi
)
sinh(p) . (3.55)
A Figura 3.6 mostra o efeito da aplicac¸a˜o do me´todo SINH para alguns valores
do fator de penalizac¸a˜o p sobre as densidades intermedia´rias. Analisando esse
gra´fico, podemos notar que, a` medida que o fator de penalizac¸a˜o p e´ aumentado,
o me´todo SINH faz com que uma grande parcela das densidades intermedia´rias
seja transformada em densidades suficientemente pro´ximas de 1, em oposic¸a˜o ao
me´todo SIMP, que aproxima as densidades de 0.
Cap´ıtulo 4
Programac¸a˜o Linear Sequencial
Neste cap´ıtulo, apresentamos um me´todo de otimizac¸a˜o baseado na Pro-
gramac¸a˜o Linear Sequencial (PLS), que consiste na resoluc¸a˜o de uma sequeˆncia
de problemas de programac¸a˜o linear, para aproximar um problema de otimizac¸a˜o
na˜o linear. Essa classe de algoritmos e´ amplamente utilizada na literatura para
resolver problemas de otimizac¸a˜o topolo´gica de estruturas ou de mecanismos
flex´ıveis (veja, por exemplo, Kikuchi et al. [23], Nishiwaki et al. [33], Lima
[26] e Sigmund [37]). Neste trabalho, desenvolvemos uma versa˜o globalmente
convergente da PLS, baseada no trabalho de Gomes et al. [18].
4.1 Descric¸a˜o do me´todo
Considere o problema de programac¸a˜o na˜o linear
min f0(x)
s. a fi(x) = 0 , i = 1, . . . , m ,
xmin ≤ x ≤ xmax ,
(4.1)
onde x = (x1 . . . xn)
T ∈ Rn e´ o vetor das varia´veis do problema, fi : Rn → R (i =
0, . . . , m) sa˜o func¸o˜es com derivadas parciais primeiras Lipschitz cont´ınuas, e
xmin = (xmin1 . . . x
min
n )
T e xmax = (xmax1 . . . x
max
n )
T sa˜o vetores que conteˆm, res-
pectivamente, os limitantes inferiores e superiores para as varia´veis xj. Lem-
bramos que qualquer problema de otimizac¸a˜o com restric¸o˜es de igualdade e de
desigualdade pode ser colocado na forma (4.1) atrave´s da introduc¸a˜o de varia´veis
de folga.
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Dizemos que x¯ ∈ Rn e´ um ponto fact´ıvel para o problema (4.1) se todas as
restric¸o˜es forem satisfeitas, ou seja, se fi(x¯) = 0 , ∀ i = 1, . . . , m , e se xmin ≤
x ≤ xmax . Se alguma dessas restric¸o˜es na˜o for satisfeita, dizemos que x¯ ∈ Rn e´
um ponto infact´ıvel para o problema (4.1).
Ja´ que estamos supondo que as func¸o˜es envolvidas no problema teˆm derivadas
parciais primeiras cont´ınuas, podemos obter uma aproximac¸a˜o linear para cada
uma delas em torno de um ponto x ∈ Rn, ou seja, podemos escrever
fi(x + s) ≈ fi(x) + ∇fi(x)T s , i = 0, 1, . . . , m . (4.2)
Denotamos
A(x) = [∇f1(x) . . . ∇fm(x)]T (4.3)
a matriz Jacobiana das restric¸o˜es, e
C(x) = [f1(x) . . . fm(x)]
T (4.4)
o vetor com os valores de cada uma das restric¸o˜es no ponto x. Ale´m disso,
definimos o conjunto
X = {x ∈ Rn | xmin ≤ x ≤ xmax} . (4.5)
Usando as equac¸o˜es (4.3) e (4.4) e denotando f(x) ≡ f0(x), podemos re-es-
crever (4.2) em duas partes, como
f(x + s) ≈ f(x) + ∇f(x)T s ≡ L(x, s) (4.6)
e
C(x + s) ≈ C(x) + A(x)s . (4.7)
A Programac¸a˜o Linear Sequencial (PLS) e´ um me´todo iterativo que consiste
na resoluc¸a˜o aproximada do problema (4.1) atrave´s de uma sequeˆncia de pro-
blemas de programac¸a˜o linear, nos quais a func¸a˜o objetivo e as restric¸o˜es sa˜o
aproximac¸o˜es lineares das func¸o˜es envolvidas no problema original (4.1). Assim,
a cada iterac¸a˜o k, dado o ponto x(k), resolvemos o problema
min
s
∇f(x(k))T s
s. a A(x(k))s + C(x(k)) = 0
xmin ≤ x(k) + s ≤ xmax .
(4.8)
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Como se observa, para iniciar a aplicac¸a˜o do me´todo, devemos fornecer um
ponto inicial x(0) e um crite´rio de parada, que sera´ discutido posteriormente neste
cap´ıtulo. A soluc¸a˜o o´tima sc do problema da iterac¸a˜o k e´ usada para atualizar a
soluc¸a˜o aproximada do problema original (4.1). Deste modo, ao final da iterac¸a˜o,
fazemos
x(k+1) = x(k) + sc . (4.9)
4.2 Regio˜es de confianc¸a
Para evitar que o problema (4.8) seja ilimitado e para garantir a convergeˆncia
global do algoritmo, acrescentamos uma regia˜o de confianc¸a, que define a regia˜o
na qual acreditamos que a aproximac¸a˜o linear do problema (4.1) seja suficiente-
mente boa. Assim, tambe´m exigimos que s satisfac¸a
‖s‖∞ ≤ δ , (4.10)
onde δ > 0 e´ o raio dessa regia˜o de confianc¸a. O valor de δ deve ser atualizado
a cada iterac¸a˜o, em func¸a˜o do decre´scimo da func¸a˜o objetivo e da reduc¸a˜o da
infactibilidade do problema original (4.1).
A partir da definic¸a˜o do conjunto X em (4.5) e da desigualdade (4.10), con-
clu´ımos que cada sj deve satisfazer
max{−δ , xminj − x(k)j } ≤ sj ≤ min{δ, xmaxj − x(k)j } , j = 1, . . . , n .
Denotando x ≡ x(k) , podemos re-escrever o problema de programac¸a˜o linear
(4.8), acrescido da regia˜o de confianc¸a, como
min ∇f(x)T s
s. a A(x)s + C(x) = 0
max{−δ , xmin − x(k)} ≤ s ≤ min{δ, xmax − x(k)} .
(4.11)
4.3 Crite´rio de aceitac¸a˜o ou rejeic¸a˜o do passo
Para medir a infactibilidade de um ponto x ∈ Rn com relac¸a˜o ao problema
(4.1), usamos a func¸a˜o ϕ : Rm → R, dada por
ϕ(x) =
1
2
||C(x)||22 .
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Ja´ em relac¸a˜o ao problema de programac¸a˜o linear (4.11), que e´ uma aproximac¸a˜o
para o problema original (4.1), a infactiblidade e´ medida pela func¸a˜o M : Rm → R
dada por
M(x, s) =
1
2
||A(x)s + C(x)||22 . (4.12)
Note que, da equac¸a˜o (4.12), temos
∇M(x, s) = A(x)T (A(x)s + C(x))
e
∇M(x, 0) = A(x)TC(x) = ∇ϕ(x) .
Dizemos que um ponto x ∈ Rn e´ ϕ-estaciona´rio se x satisfaz as condic¸o˜es
Karush-Kuhn-Tucker (KKT) do problema
min ϕ(x)
s. a x ∈ X ,
onde X e´ o conjunto definido em (4.5).
Ao resolver o problema original (4.1) de maneira aproximada, existem dois
objetivos a serem alcanc¸ados simultaneamente: a reduc¸a˜o da infactibilidade, que
e´ medida por ϕ(x), e a reduc¸a˜o da func¸a˜o objetivo f(x). Se f(x) << f(x(k)) e
‖C(x)‖2 << ‖C(x(k))‖2, podemos concluir que x e´ uma soluc¸a˜o melhor que x(k)
para o problema (4.1). Por outro lado, na˜o e´ claro o que ocorre se
f(x) < f(x(k)) e ‖C(x)‖2 > ‖C(x(k))‖2
ou
f(x) > f(x(k)) e ‖C(x)‖2 < ‖C(x(k))‖2 .
Diante dessa situac¸a˜o conflitante, devemos definir uma func¸a˜o de me´rito, cujo
papel e´ permitir que decidamos se x e´ ou na˜o uma soluc¸a˜o melhor que a soluc¸a˜o
x(k) em relac¸a˜o ao problema (4.1). Neste trabalho, definimos como func¸a˜o de
me´rito a func¸a˜o ψ : Rn × R→ R dada por
ψ(x, θ) = θ f(x) + (1− θ)ϕ(x) , θ ∈ [0, 1] . (4.13)
O papel do paraˆmetro θ e´ determinar se a otimalidade tera´ maior relevaˆncia
sobre a factibilidade, ou vice-versa. Mais adiante, nesta sec¸a˜o, explicaremos como
calcular o valor de θ a cada iterac¸a˜o do nosso algoritmo.
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Para decidir se o passo sc sera´ ou na˜o aceito, devemos analisar as reduc¸o˜es
real e prevista da func¸a˜o de me´rito (4.13). Para tanto, definimos
Aoptred = f(x) − f(x + s) (4.14)
e
Afctred = ϕ(x) − ϕ(x + s) (4.15)
como sendo, respectivamente, a reduc¸a˜o real da func¸a˜o objetivo e da infactibili-
dade do problema (4.1). Definimos tambe´m
P optred = −∇f(x)T s (4.16)
e
P fctred = M(x, 0) − M(x, s) =
1
2
||C(x)||22 −
1
2
||A(x)s + C(x)||22 , (4.17)
que sa˜o, respectivamente, a reduc¸a˜o prevista da func¸a˜o objetivo e da infactibili-
dade do problema (4.11).
Usando as equac¸o˜es (4.14) a (4.17), definimos agora
Ared = θA
opt
red + (1− θ)Afctred
e
Pred = θP
opt
red + (1− θ)P fctred ,
que sa˜o, respectivamente, a reduc¸a˜o real e prevista da func¸a˜o de me´rito (4.13).
Para atualizar o paraˆmetro θ ≡ θk, definimos, em primeiro lugar,
θmink = min {1, θ0, . . . , θk−1} ,
θlargek =
[
1 +
N
(k + 1)1.1
]
θmink ,
onde N ≥ 0 e´ um paraˆmetro que permite que o paraˆmetro θ tenha um decre´scimo
na˜o mono´tono ao longo das iterac¸o˜es. Definimos tambe´m
θsupk = sup{θ ∈ [0, 1] | Pred ≥ 0.5P fctred}
=

0.5
(
P fctred
P fctred − P optred
)
, seP optred ≤
1
2
P fctred
1, caso contra´rio.
(4.18)
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De posse desses paraˆmetros, determinamos θk segundo
θk = min{θsupk , θlargek } .
A cada iterac¸a˜o k da PLS, dados os valores de Ared e de Pred, aceitamos ou
recusamos o passo sc de acordo com o seguinte crite´rio:
• Se Ared ≥ 0.1Pred , o passo sc e´ aceito. Neste caso, atualizamos a soluc¸a˜o
aproximada do problema (4.1) atrave´s de (4.9). Ale´m disso, se Ared ≥
0.5Pred, aumentamos o raio da regia˜o de confianc¸a, tomando
δk+1 = min{ 2.5δk, ‖xmax − xmin‖∞ } .
• Caso contra´rio, o passo sc e´ recusado. Neste caso, reduzimos o raio da
regia˜o de confianc¸a, fazendo
δk+1 = 0.25‖s(k)‖∞.
4.4 Um algoritmo para a PLS
Sejam dados um ponto inicial x(0) ∈ X, um raio inicial para a regia˜o de con-
fianc¸a δ0 ≥ δmin > 0, θ0 = θmax = 1, e k = 0. O algoritmo abaixo resolve o
problema (4.1) atrave´s da PLS. Denotamos A ≡ A(x) e C ≡ C(x).
Algoritmo 4.1
Enquanto na˜o e´ satisfeito algum crite´rio de parada,
1. Tentar encontrar um ponto sn que satisfac¸a
Asn = −C
max{−0.8δk, xmin − x(k) } ≤ sn ≤ min{ 0.8δk, xmax − x(k) }
2. Se na˜o foi poss´ıvel encontrar sn
2.1. dn ← −∇ϕ(x(k))
2.2. Determinar α¯, soluc¸a˜o de
min M(x(k), αdn)
s. a max{−0.8δk, xmin − x(k) } ≤ αdn ≤ min{ 0.8δk, xmax − x(k) }
α ≥ 0
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2.3. sdn ← α¯dn
2.4. Determinar sc tal que M(x
(k), sc) ≤M(x(k), sdn).
3. Caso contra´rio,
3.1 Partindo de sn, encontrar sc, soluc¸a˜o de
min ∇f(x)T s
s. a As = −C
max{−δk, xmin − x(k) } ≤ αdn ≤ min{ δk, xmax − x(k) }
4. Determinar θk ∈ [0, θmax]
5. Se Ared ≥ 0.1Pred
5.1. x(k+1) ← x(k) + sc
5.2. Se Ared ≥ 0.5Pred
5.2.1 δk+1 = min{ 2.5δk, ‖xmax − xmin‖∞ }
5.3. Sena˜o
5.3.1. δk+1 ← δmin
5.4. θmax ← 1
6. Sena˜o
6.1. δk+1 ← 0.25‖sc‖∞
6.2. x(k+1) ← x(k)
6.3. θmax ← θk
4.5 O algoritmo esta´ bem definido
Nesta sec¸a˜o, vamos provar que o Algoritmo 4.1 esta´ bem definido, ou seja, que
apo´s repetir os passos 1 a 6 um nu´mero finito de vezes, podemos obter um novo
iterando x(k+1) a partir do iterando x(k). Para provar essa propriedade, treˆs casos
sa˜o considerados: em primeiro lugar, quando o ponto corrente x(k) ∈ X na˜o e´ ϕ-
estaciona´rio e na˜o existe sn; em segundo, quando x
(k) ∈ X na˜o e´ ϕ-estaciona´rio e
existe sn; e finalmente, quando x
(k) e´ fact´ıvel e regular para o problema (4.1) e as
suas condic¸o˜es KKT na˜o sa˜o satisfeitas em x(k). O primeiro caso e´ considerado no
Lema 4.5.1, o segundo no Lema 4.5.2, e o terceiro no Lema 4.5.3. Esses resultados
sa˜o uma adaptac¸a˜o dos lemas encontrados em Gomes et al. [18].
Lema 4.5.1. Suponha que x(k) na˜o seja um ponto ϕ-estaciona´rio e que na˜o exista
sn. Enta˜o, apo´s um nu´mero finito de recusas de passo, x
(k) + sc e´ aceito.
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Prova. Se x(k) na˜o e´ ϕ-estaciona´rio, enta˜o dn = −∇ϕ(x(k)) = −∇M(x(k), 0) =
−ATC 6= 0. Ale´m disso, definindo
α˜ =
dTndn
dTnA
TAdn
,
temos
α¯ = min
{
α˜, min
dni>0
{u˜i/dni}, min
dni<0
{l˜i/dni}
}
, (4.19)
onde l˜i = max{−0.8δk, xmini −x(k)i } e u˜i = max{0.8δk, xmaxi −x(k)i } . Observe que
l˜i ≤ 0 e u˜i ≥ 0. Como x na˜o e´ ϕ-estaciona´rio, e´ fa´cil mostrar que α¯ > 0. Mais
que isso, podemos dizer que α¯ = β α˜, β ∈ (0, 1]. Neste caso,
M(0) − M(sdn) = M(0) − M(β α˜dn)
= β α˜dTndn −
β2α˜2
2
dTnA
TAdn
= β
(dTndn)
2
dTnA
TAdn
− β
2
2
(dTndn)
2
dTnA
TAdn
=
(
β − β
2
2
)
α˜dTndn
=
(
1− β
2
)
α¯‖dn‖22 .
Observando (4.19), notamos que existe δ¯ ∈ (0, α˜] tal que, ∀ δ ∈ (0, δ¯], temos
‖α¯dn‖∞ ≤ δ, de modo que
α¯‖dn‖22 ≥ ‖α¯dn‖∞ ‖dn‖2 ≥ ‖dn‖2 δ .
Logo,
P fctred = M(0) − M(s) ≥ M(0) − M(sdn) =
(
1− β
2
)
‖dn‖2 δ . (4.20)
Agora, usando Taylor, podemos escrever
C(x(k) + s) = C(x(k)) + A(x(k))s + O(‖s‖22) .
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Deste modo,
ϕ(x(k) + s) =
1
2
‖C(x(k) + s)‖22
=
1
2
C(x(k))TC(x(k)) + C(x(k))TA(x(k))s
+
1
2
sTA(x(k))TA(x(k))s + O(‖s‖22)
= M(x(k), s) + O(‖s‖22) .
De forma ana´loga, temos
f(x(k) + s) = L(x(k), s) + O(‖s‖22) .
Assim, para δ suficientemente pequeno, temos
Ared(δ) = Pred(δ) + O(δ2) ,
de modo que
lim
δ→0
|Ared(δ) − Pred(δ)|
δ
= 0 . (4.21)
A nossa escolha de θ garante que Pred ≥ 0.5P fctred , de modo que, de (4.20),
temos
Pred ≥ (2− β) ‖dn‖2 δ
4
.
Como lim
δ→0
β(δ) = 0, temos β < 1 para δ suficientemente pequeno, de modo
que
Pred ≥ ‖dn‖2 δ
4
. (4.22)
De (4.21) e (4.22), temos
lim
δ→0
∣∣∣∣Ared(δ)Pred(δ) − 1
∣∣∣∣ = 0 . (4.23)
Assim, Ared ≥ 0.1Pred para δ suficientemente pequeno, de modo que o passo
e´ aceito.
Lema 4.5.2. Suponha que x(k) na˜o seja ϕ-estaciona´rio e que exista sn. Enta˜o,
em um nu´mero finito de passos, o ponto x(k) + sc e´ aceito.
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Prova. Se x(k) na˜o e´ ϕ-estaciona´rio, enta˜o smn , soluc¸a˜o de
min ‖s‖∞
s. a As = −C
max{−0.8δk, xmin − x } ≤ s ≤ min{ 0.8δk, xmax − x }
e´ tal que ‖smn ‖∞ > 0. Neste caso, supondo que a reduc¸a˜o de passo seja aplicada,
temos
δk+1 = 0.25 ‖s‖∞ ≤ 0.25 δk .
Apo´s j recusas de passo, teremos
δk+j = 0.25
j δk ,
de modo que, apo´s
⌈
log2
√
0.8δk
‖smn ‖∞
⌉
iterac¸o˜es, sn deixa de ser aceito, e o Lema
4.5.1 pode ser aplicado.
Lema 4.5.3. Suponha que x(k) seja fact´ıvel e regular para o problema (4.1) e que
as condic¸o˜es KKT na˜o sejam verificadas em x(k). Enta˜o, se sn sempre existe,
apo´s um nu´mero finito de passos, x(k) + sc e´ aceito.
Prova. Se x(k) e´ regular mas na˜o e´ estaciona´rio para o problema (4.1), enta˜o
temos dt = PN (−∇f(x(k))) 6= 0, onde PN denota a projec¸a˜o ortogonal sobre o
conjunto
N = { s ∈ Rn | A(x(k))s = 0 , max{−δk , xmin−x(k)} ≤ s ≤ min{δk, xmax−x(k)}} .
Seja α¯ a soluc¸a˜o do problema auxiliar
min α∇f(x)Tdt
s. a αd ∈ N
α > 0 .
(4.24)
Como o problema (4.24) e´ linear, αd ∈ N¯ , onde N¯ denota a fronteira do
conjunto N . Assim, se δk < min{xmaxj −xminj }, enta˜o ‖α¯dt‖∞ = δk . Neste caso,
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pela desigualdade de Cauchy-Schwarz,
L(x(k), 0) − L(x(k), αdt) = −α¯∇f(x(k))Tdt
≥ ‖∇f(x(k))‖2 ‖α¯dt‖2
≥ ‖∇f(x(k))‖2 ‖α¯dt‖∞
= ‖∇f(x(k))‖2 δk .
(4.25)
Uma vez que o vetor sc obtido no passo 3.1 e´ a soluc¸a˜o de (4.11), temos, de
(4.25), que
P optred = L(x
(k), 0) − L(x(k), sc) ≥ L(x(k), 0) − L(x(k), αdt) ≥ ‖∇f(x(k))‖2 δk .
Por outro lado, como x(k) e´ fact´ıvel, temos que M(x(k), 0) = M(x(k), s) = 0.
Assim, θk = min{1, θlargek } na˜o e´ reduzido com δ, e temos
Pred = θkP
opt
red ≥ θk‖∇f(x(k))‖2δk . (4.26)
Logo, como (4.21) tambe´m vale, neste caso, obtemos (4.23) usando (4.21) e
(4.26), de modo que, para δ suficientemente pequeno, Ared ≥ 0.1Pred, e o passo e´
aceito.
4.6 Todo ponto limite de {x(k)} e´ ϕ-estaciona´rio
Como vimos, ha´ treˆs situac¸o˜es nas quais o Algoritmo 4.1 termina uma iterac¸a˜o:
• Quando x(k) e´ ϕ-estaciona´rio, mas infact´ıvel.
• Quando x(k) e´ fact´ıvel, mas na˜o e´ regular.
• Quando x(k) e´ um ponto estaciona´rio do problema (4.1).
Seguindo os passos adotados por Gomes et al. [18] na demonstrac¸a˜o de con-
vergeˆncia de seu algoritmo de programac¸a˜o quadra´tica sequencial, veremos, agora,
o que acontece quando tomamos uma sequeˆncia infinita de iterandos produzida
pelo Algoritmo 4.1.
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Lema 4.6.1. Suponha que x∗ ∈ X na˜o seja ϕ-estaciona´rio. Enta˜o, existem ε1,
δ′1, c1 > 0 tais que, ∀x ∈ X, ‖x − x∗‖2 ≤ ε1, se o Algoritmo 4.1 acima e´
aplicado a x, temos Pred ≥ c1 min{δ, δ′1}.
Prova. Se e´ poss´ıvel encontrar sn, enta˜o θ
sup
k = 1 e Pred ≥ 12P fctred = 12M(0) =
1
2
ϕ(x), para todo θk. Assim, definindo c1 =
1
2
ϕ(x) e δ′1 = 1, temos o resultado
desejado. Se na˜o for poss´ıvel encontrar sn, enta˜o a demonstrac¸a˜o e´ semelhante
a`quela do Lema 3 de Gomes et al. [18], substituindo a constante 0.9 por 1. Neste
caso, c1 =
1
32
‖∇ϕ(x∗)‖2 .
Lema 4.6.2. Suponha que x∗ ∈ X na˜o seja ϕ-estaciona´rio. Enta˜o, existem
ε2, δ
′
2 > 0 tais que, ∀x ∈ X, ‖x − x∗‖2 ≤ ε2, δ ≥ δ′2, se o Algoritmo 4.1 e´
aplicado a x, temos Ared ≥ 0.1Pred.
Prova. Vide Lema 4 de Gomes et al. [18].
Lema 4.6.3. Suponha que x∗ na˜o seja ϕ-estaciona´rio e que K1 seja um conjunto
infinito de ı´ndices tal que lim
k∈K1
x(k) = x∗. Enta˜o, as componentes do conjunto
{δk | k ∈ K1} esta˜o afastadas do zero. Ale´m disso, existe c2 > 0 tal que, para
k ∈ K1 suficientemente grande, temos Ared ≥ c2 .
Prova. Vide Lema 5 de Gomes et al. [18].
Lema 4.6.4. Suponha que o Algoritmo 4.1 gere uma sequeˆncia infinita {x(k)}∞k=1.
Enta˜o, a sequeˆncia θk e´ convergente.
Prova. Vide Lema 6 de Gomes et al. [18].
Hipo´tese de compacidade H1. A sequeˆncia {x(k)}∞k=1 gerada pelo Algoritmo
4.1 e´ limitada.
Teorema 4.6.1. Seja {x(k)}∞k=1 uma sequeˆncia infinita gerada pelo Algoritmo
4.1. Suponha que H1 seja atendida. Enta˜o, todo ponto limite de {x(k)}∞k=1 e´
ϕ-estaciona´rio.
Prova. A demonstrac¸a˜o e´ a mesma do Teorema 1 de Gomes et al. [18], substi-
tuindo lk por Lk.
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4.7 O algoritmo encontra um ponto estaciona´rio
Nesta sec¸a˜o, mostraremos que existe um ponto limite da sequeˆncia gerada
pelo Algoritmo 4.1 que e´ estaciona´rio para o problema (4.1).
Hipo´tese H2. Seja s˜n o vetor obtido no passo 1 ou s˜n = sc obtido no passo 2.4
do Algoritmo 4.1. Neste caso, ‖s˜n‖2 ≤ O(‖C(x(k))‖2) .
Esta hipo´tese e´ atendida, por exemplo, se s˜n e´ obtido resolvendo-se o problema
de programac¸a˜o linear
min
m∑
i=1
(u−i + u
+
i )
s. a Asn − u− + u+ = −C
max{−0.8δk, xmin − x(k) } ≤ sn ≤ min{ 0.8δk, xmax − x(k) }
u−, u+ ≥ 0
(4.27)
partindo de sdn.
Neste caso, supondo que s˜n seja uma soluc¸a˜o ba´sica o´tima do problema (4.27),
se u− = u+ = 0, enta˜o s˜n = −B−1C, onde B e´ uma matriz na˜o singular for-
mada por um subconjunto das colunas de A. Neste caso, a hipo´tese e´ satisfeita
trivialmente.
Por outro lado, mesmo que alguma componente de u− ou de u+ seja na˜o nula,
temos s˜n = B
−1(−C + u− − u+), de modo que
‖s˜n‖2 ≤ ‖B−1‖2 ‖ −C + u− − u+‖2
≤ ‖B−1‖2 (‖C‖2 + ‖u− − u+‖2)
≤ ‖B−1‖2 (‖C‖2 + ‖u− − u+‖1) .
Observando que ‖u− + u+‖1 e´ a func¸a˜o objetivo do problema (4.27) e que se
sn = 0, enta˜o ‖u−1 − u+‖1 = ‖C‖1, temos
‖sn‖2 ≤ ‖B−1‖2 (‖C‖2 + ‖C‖1) ≤ (1 +
√
m) ‖B‖2‖C‖2 ,
de modo que a Hipo´tese H2 tambe´m e´ satisfeita.
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Lema 4.7.1. Seja x um ponto tal que ‖C(x)‖2 ≥ βδ. Neste caso, existe c0 > 0
tal que
M(x, 0)−M(x, s˜n(x, δ)) ≥ c0 δ‖C(x)‖2
sempre que o Algoritmo 4.1 e´ aplicado a x.
Prova. Se s˜n e´ obtido no passo 1, enta˜o M(s˜n) = 0, de modo que
M(0)−M(s˜n) = 1
2
‖C(x)‖22 ≥
1
2
βδ‖C(x)‖2 .
Assim, definindo c0 = β/2, obtemos o resultado desejado.
Por outro lado, se s˜n e´ obtido no passo 2.4, enta˜o
M(0)−M(s˜n) ≥M(0)−M(sdn) . (4.28)
Seja α˜ a soluc¸a˜o do problema irrestrito minM(−α∇ϕ(x)). Neste caso,
α˜ =
∇ϕ(x)T∇ϕ(x)
∇ϕ(x)TA(x)TA(x)∇ϕ(x) (4.29)
e, do passo 2.3 do Algoritmo 4.1, sdn = −γα∇ϕ(x), onde γ ∈ (0, 1]. Logo, de
(4.28) e (4.29), temos
M(0)−M(s˜n) ≥ M(0)−M(−γα˜∇ϕ(x))
= −1
2
γ2α˜2∇ϕ(x)TA(x)TA(x)∇ϕ(x) + γα˜C(x)TA(x)∇ϕ(x)
= γ
(
1− γ
2
) (∇ϕ(x)T∇ϕ(x))2
∇ϕ(x)TA(x)TA(x)∇ϕ(x)
≥ γ
(
1− γ
2
) ‖∇ϕ(x)‖22
‖A(x)TA(x)‖2
= γ
(
1− γ
2
) ‖C(x)TA(x)A(x)TC(x)‖22
‖A(x)TA(x)‖2 .
Sejam, enta˜o, σ1 e σm, respectivamente, o maior e o menor valor singular de
A(x). Neste caso,
M(0)−M(s˜n) ≥ γ
(
1− γ
2
) σ2m
σ1
‖C(x)‖22 ≥ γ
(
1− γ
2
) σ2m
σ1
βδ‖C(x)‖2 .
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Logo, definindo c0 = γ
(
1− γ
2
) σ2m
σ1
β, provamos o Lema.
Lema 4.7.2. Seja {x(k)}∞k=1 uma sequeˆncia gerada pelo Algoritmo 4.1. Suponha
que a subsequeˆncia {x(k)}k∈K1 convirja para o ponto fact´ıvel e regular x∗, que na˜o
e´ estaciona´rio para o problema (4.1). Enta˜o, existem c1, k1, δ
′ > 0 tais que, para
x ∈ {x(k) | k ∈ K1, k ≥ k1}, temos
L(x, sn) − L(x, sc) ≥ c1 min{δ, δ′} .
Prova. Se a subsequeˆncia {x(k)}k∈K1 converge para o ponto fact´ıvel e regular x∗,
enta˜o existe k0 > 0 tal que, para x ∈ {x(k) | k ∈ K1, k ≥ k0}, o passo sn existe
(podendo ser igual a zero).
De forma ana´loga ao que foi feito no Lema 4.5.3, definamos dt = PΓ(−∇f(x(k))),
onde
Γ = {s ∈ N(A(x)) | xmin ≤ x + sn + s ≤ xmax} ,
e N(A(x)) denota o espac¸o nulo da matriz A(x).
Definamos, tambe´m, sdt como a soluc¸a˜o do problema
min L(x, sn + s) = f(x) +∇f(x)T (sn + s)
s. a s = tdt , t ≥ 0
‖sn + s‖∞ ≤ δ
xmin ≤ x + sn + s ≤ xmax
(4.30)
E´ fa´cil notar que sdt = t˜dt e´ a soluc¸a˜o de
min (∇f(x)Tdt)t
s. a 0 ≤ t ≤ tmax ,
onde
tmax = min
{
1, min
dti<0
{
δ + sni
−dti
,
xi + sni − xmini
−dti
}
, min
dti>0
{
δ − sni
dti
,
xmaxi − xi − sni
dti
}}
.
Como o problema (4.30) e´ linear e ∇f(x)Tdt < 0, temos t˜ = tmax. Ale´m disso,
como t = 1 satisfaz xmin ≤ x + sn + s ≤ xmax, temos
tmax ≥ min
{
1, min
dti<0
{
δ + sni
−dti
}
, min
dti>0
{
δ − sni
dti
}}
. (4.31)
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Como sc e´ a soluc¸a˜o de (4.11), temos
L(sn)− L(sc) ≥ L(sn)− L(sn + sdt ) = −tmax∇f(x)Tdt . (4.32)
Uma vez que PΓ(−∇f(x)) e´ uma func¸a˜o cont´ınua de x e que x∗ e´ regular e
fact´ıvel, existem c′1, c
′
2 > 0 e k1 ≥ k0 tais que, para todo x ∈ {x(k) | k ∈ K1, k ≥
k1} ,
‖dt‖∞ ≤ c′1 e −∇f(x)Tdt ≥ c′2 . (4.33)
Como ‖sn‖∞ ≤ 0.8δk, temos, de (4.31), que t ≥ min
{
1,
0.2δ
‖dt‖∞
}
. Assim, de
(4.33), obtemos
t ≥ min
{
1,
0.2δ
c′1
}
=
0.2
c′1
min
{
c′1
0.2
, δ
}
. (4.34)
Juntando (4.32), (4.33) e (4.34), obtemos, ∀x ∈ {x(k) | k ∈ K1, k ≥ k0},
L(sn)− L(sc) ≥ 0.2c
′
2
c′1
min
{
c′1
0.2
, δ
}
.
O resultado desejado e´ obtido tomando c1 =
0.2c′2
c′1
e δ′ =
c′1
0.2
.
Lema 4.7.3. Suponha que H2 seja satisfeita e que sejam va´lidas as hipo´teses do
Lema 4.7.2. Enta˜o, existem β, c2, k2 > 0 tais que, se x ∈ {x(k) | k ∈ K1, k ≥ k2}
e ‖C(x)‖2 ≤ βδk, enta˜o
L(x, 0)− L(x, sc) ≥ c2 min{δ, δ′}
e
θsup(x, δ) = 1 ,
onde θsup e´ definido em (4.18) e δ′ e´ definido no Lema 4.7.2.
Prova. Como no Lema 4.7.2, suponhamos que exista sn. Neste caso, temos
L(0)− L(sc) ≥ (L(sn)− L(sc)) − |L(0)− L(sn)| . (4.35)
De (4.35), do Lema 4.7.2 e da Hipo´tese H2, temos
L(0)− L(sc) ≥ c1 min{δ, δ′} − O(‖C(x)‖2) , (4.36)
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para todo x ∈ {x(k) | k ∈ K1, k ≥ k2}. Assim, escolhendo β convenientemente,
provamos a primeira parte do Lema.
Por outro lado, da Hipo´tese H2, temos M(0) −M(sc) = M(0) −M(s˜n) ≤
O(‖C(x)‖2) . Assim, para θsup = 1, temos
Pred − 0.5(M(x, 0)−M(x, sc) ≥ c1 min{δ, δ′} − O(‖C(x)‖2) .
Logo, tomando β de forma adequada, provamos a segunda parte do Lema.
Lema 4.7.4. Suponha que sejam va´lidas as hipo´teses dos Lemas 4.7.2 e 4.7.3,
bem como a hipo´tese H1. Enta˜o, lim
k→∞
θk = 0 .
Prova. Suponhamos, por contradic¸a˜o, que a sequeˆncia {θk}∞k=1 na˜o convirja para
0. Como, pelo Lema 4.6.4, {θk}∞k=1 converge, existem k3 ≥ k2 e θ̂ > 0 tais que
θk ≥ θ̂ para k ≥ k3.
Suponhamos, agora, que x ∈ {x(k) | k ∈ K1, k ≥ k3}. Como M(x,0) −
M(x, sc) ≥ 0, temos
Pred ≥ θ[L(x, 0)− L(x, sc)] ,
de modo que, de (4.36), obtemos
Pred ≥ θc1 min{δ, δ′} − O(‖C(x)‖2) .
Como θ na˜o e´ aumentado enquanto o passo e´ recusado, podemos dizer que,
enquanto o passo na˜o e´ aceito, temos
Pred ≥ θ̂c1 min{δ, δ′} − O(‖C(x)‖2) . (4.37)
Por outro lado, usando Taylor e o fato de ∇f e A serem Lipschitz cont´ınuas,
obtemos
|Ared − Pred| ≤ O(δ2) .
Assim, existe δ˜ ∈ (0, δ) ⊂ (0, δmin) tal que, se δ ∈ (0, δ˜) e x ∈ {x(k) | k ∈
K1, k ≥ k3},
|Ared − Pred| ≤ θ̂c1 δ˜
40
.
Seja, enta˜o, k4 ≥ k3 tal que, ∀x ∈ {x(k) | k ∈ K1, k ≥ k4}, o termo
O(‖C(x)‖2) de (4.37) satisfaz O(‖C(x)‖2) ≤ θ̂c1 δ˜
20
, de modo que
Pred ≥ θ̂c1 min{δ, δ′} − θ̂c1 δ˜
20
.
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Se, ale´m disso, δ ∈ [δ˜/10, δ˜), enta˜o
Pred ≥ θ̂c1 δ˜
10
− θ̂c1 δ˜
20
= θ̂c1
δ˜
20
.
Assim, ∀δ ∈ [δ˜/10, δ˜) e ∀x ∈ {x(k) | k ∈ K1, k ≥ k4}, temos
|Ared − Pred|
Pred
≤ 0.5 ,
o que implica que, para algum δ ∈ [δ˜/10, δ˜), o passo e´ aceito. Assim, δk esta´
afastado do zero para k ∈ K1, k ≥ k4, de modo que Pred tambe´m esta´ afastado
do zero. Como Ared ≥ 0.1Pred e estamos tomando uma sequeˆncia infinita de
pontos, e como {θk}∞k=1 e´ convergente, conclu´ımos que ψ(x, θ) e´ ilimitada, o que
contradiz a hipo´tese de compacidade H1, provando o Lema.
Lema 4.7.5. Suponha va´lidas as hipo´teses dos Lemas 4.7.1 a 4.7.3, bem como a
Hipo´tese H2. Se x ∈ {x(k) | k ∈ K1, k ≥ k2} e ‖C(x)‖2 ≥ αδ, enta˜o δ/θsup e´
uniformemente limitado.
Prova. Quando θsup 6= 1, observamos que
θsup =
Pred
2(P fctred − P optred)
=
M(0)−M(sn)
2[M(0)−M(sn)− L(0) + L(sc)] .
Pela Hipo´tese H2 e pelo Lema 4.7.1, se x ∈ {x(k) | k ∈ K1, k ≥ k2}, temos
1
2θsup
= 1 +
L(sc)− L(0)
M(0)−M(sn) +
L(sn)− L(0)
M(0)−M(sn)
≤ 1 + |L(0)− L(sn)|
M(0)−M(sn)
≤ 1 + O(‖C(x)‖2)
c0δ‖C(x)‖2
≤ 1 + O(1/δ) .
Assim, δ/θsup e´ limitado.
Lema 4.7.6. Suponha que sa˜o va´lidas as hipo´teses dos Lemas 4.7.1 a 4.7.3.
Enta˜o, existem k5 ≥ k2, θ˜ ∈ (0, 1] tais que, se x ∈ {x(k) | k ∈ K1, k ≥ k5}, ‖C(x)‖2 ≥
αδ e θ ≤ θ˜, enta˜o Ared ≥ 0.1Pred.
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Prova. Uma vez que ∇f(x) e´ Lipschitz cont´ınua, temos
Ared = θ[f(x)− f(x + sc)] + (1− θ)[ϕ(x)− ϕ(x + sc)]
= θ[L(0)− L(sc) +O(δ2)] + (1− θ)[ ‖C(x)‖22 − ‖C(x + sn)‖22 ]/2 .
Por outro lado, como A(x) tambe´m e´ Lipschitz cont´ınua, vem
‖C(x)‖22 − ‖C(x + sn)‖22 = −sTc A(x)TA(x)sc − 2sTc A(x)TC(x)
+ ‖C(x)‖2O(δ2) + O(δ3)
= 2[M(0)−M(sc)] + ‖C(x)‖2O(δ2) +O(δ3) .
Desta forma,
Ared = θ[L(0)− L(sc) +O(δ2)]
+ (1− θ)[M(0)−M(sc) + ‖C(x)‖2O(δ2) +O(δ3)]
= Pred + θO(δ2) + (1− θ)[ ‖C(x)‖2O(δ2) + O(δ3) ] .
Assim, se ‖C(x)‖2 ≥ αδ,
|Ared − Pred| ≤ θ‖C(x)‖2O(δ) + ‖C(x)‖2O(δ2) . (4.38)
Como θ e´ tal que Pred ≥ 0.5[M(0) −M(sc)], o Lema 4.7.1 implica que, para
k ∈ K1 suficientemente grande,
Pred ≥ c0
2
‖C(x)‖2δ .
Logo, δ‖C(x)‖2/Pred e´ uniformemente limitado, de modo que, dividindo am-
bos os termos de (4.38) por Pred, encontramos∣∣∣∣AredPred − 1
∣∣∣∣ ≤ O(θ) + O(δ) ≤ O(θ) + O(‖C(x)‖2/α) , (4.39)
obtendo o resultado desejado.
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Lema 4.7.7. Seja {x(k)}∞k=1 uma sequeˆncia infinita gerada pelo Algoritmo 4.1.
Suponha que todos os pontos limite de {x(k)}∞k=1 sejam fact´ıveis e regulares e que
as Hipo´teses H1 e H2 sejam va´lidas. Enta˜o, existe um ponto limite da sequeˆncia
{x(k)}∞k=1 que e´ estaciona´rio para o problema (4.1).
Prova. Vide o Lema 13 de Gomes et al. [18].
Teorema 4.7.1. Seja {x(k)}∞k=1 uma sequeˆncia infinita gerada pelo Algoritmo
4.1. Suponha que as hipo´teses H1 e H2 sejam verificadas. Enta˜o, todos os pontos
limite de {x(k)}∞k=1 sa˜o ϕ-estaciona´rios. Ale´m disso, se todos os pontos limite
de {x(k)}∞k=1 sa˜o fact´ıveis e regulares, existe um ponto limite x∗ que estaciona´rio
para o problema (4.1). Em particular, se todos os pontos ϕ-estaciona´rios sa˜o
fact´ıveis e regulares, existe uma subsequeˆncia de {x(k)}∞k=1 que converge para um
ponto estaciona´rio regular de (4.1).
Prova. Esse teorema e´ consequeˆncia direta do Teorema 4.6.1 e do Lema 4.7.7.
Cap´ıtulo 5
Me´todo das Ass´ıntotas Mo´veis
Neste cap´ıtulo, vamos introduzir mais um me´todo nume´rico amplamente uti-
lizado na literatura para a resoluc¸a˜o de problemas de otimizac¸a˜o topolo´gica de es-
truturas ou de mecanismos flex´ıveis. O me´todo em questa˜o e´ denominado Me´todo
das Ass´ıntotas Mo´veis (MMA), e foi desenvolvido por Svanberg [42]. Estudamos
as caracter´ısticas principais deste me´todo, bem como uma versa˜o globalmente
convergente, que tambe´m foi proposta por Svanberg [46].
5.1 Descric¸a˜o do me´todo
Considere o problema de otimizac¸a˜o escrito na forma
min f0(x)
s. a fi(x) ≤ 0 , i = 1, . . . , m ,
xmin ≤ x ≤ xmax ,
(5.1)
onde x ∈ Rn e´ um vetor com as varia´veis do problema, fi : Rn → R , i =
0, . . . , m , sa˜o func¸o˜es duas vezes diferencia´veis, e xmin = (xmin1 . . . x
min
n )
T e
xmax = (xmax1 . . . x
max
n )
T sa˜o, respectivamente, os vetores com os limitantes infe-
riores e superiores para as varia´veis.
O Me´todo das Ass´ıntotas Mo´veis (MMA), desenvolvido por Svanberg [42], e´
baseado em um tipo especial de aproximac¸a˜o convexa. Nele, e´ resolvida uma
sequeˆncia de subproblemas cujas soluc¸o˜es sa˜o fact´ıveis (ou quase fact´ıveis) para
o problema de otimizac¸a˜o (5.1). Este me´todo e´ capaz de lidar com qualquer tipo
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de restric¸a˜o, desde que as suas derivadas em relac¸a˜o a`s varia´veis do problema
possam ser calculadas (anal´ıtica ou numericamente).
De acordo com os sinais das derivadas de fi num ponto x
(k), define-se uma
func¸a˜o aproximadora f̂
(k)
i da func¸a˜o original fi, de modo que f̂
(k)
i apresenta termos
do tipo 1/(xj − l(k)j ) ou 1/(u(k)j − xj), onde l(k)j e´ um limitante inferior e u(k)j e´
um limitante superior para a varia´vel xj. Conforme Svanberg [42], as func¸o˜es
aproximadoras f̂
(k)
i , para i = 0, . . . , m , sa˜o definidas como
f̂
(k)
i (x) = r
(k)
i +
n∑
j=1
(
p
(k)
ij
u
(k)
j − xj
+
q
(k)
ij
xj − l(k)j
)
, (5.2)
onde
p
(k)
ij = max
{
0, (u
(k)
j − x(k)j )2
∂fi
∂xj
(x(k))
}
, (5.3)
q
(k)
ij = max
{
0, −(x(k)j − l(k)j )2
∂fi
∂xj
(x(k))
}
, (5.4)
e
r
(k)
i = fi(x
(k)) −
n∑
j=1
(
p
(k)
ij
u
(k)
j − x(k)j
+
q
(k)
ij
x
(k)
j − l(k)j
)
. (5.5)
Como se observa, as retas xj = u
(k)
j e xj = l
(k)
j sa˜o ass´ıntotas verticais das
func¸o˜es f̂
(k)
i . Como os valores de l
(k)
j e de u
(k)
j sa˜o alterados entre iterac¸o˜es, diz-se,
em um abuso de linguagem, que l
(k)
j e u
(k)
j sa˜o “ass´ıntotas mo´veis”. Tambe´m se
nota que f̂
(k)
i e´ uma aproximac¸a˜o de primeira ordem da func¸a˜o fi em torno do
ponto x(k), ou seja,
f̂
(k)
i (x
(k)) = fi(x
(k)) e
∂f̂
(k)
i
∂xj
(x(k)) =
∂fi
∂xj
(x(k))
para cada i = 0, . . . , m e j = 1, . . . , n . Ale´m disso, as segundas derivadas de
f̂
(k)
i em qualquer ponto x tal que l
(k)
j < xj < u
(k)
j para todo j sa˜o dadas por
∂2f̂
(k)
i
∂x2j
(x) =
2p
(k)
ij
(u
(k)
j − xj)3
+
2q
(k)
ij
(xj − l(k)j )3
(5.6)
e
∂2f̂
(k)
i
∂xj∂xl
(x) = 0 se j 6= l . (5.7)
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Das equac¸o˜es (5.3) e (5.4), notamos que p
(k)
ij ≥ 0 e q(k)ij ≥ 0 para todo x ∈ Rn.
Logo, f̂
(k)
i e´ uma func¸a˜o convexa. Em particular, no ponto x = x
(k), temos
∂2f̂
(k)
i
∂x2j
(x) =

2 ∂fi/∂xj
u
(k)
j − x(k)j
, se ∂fi/∂xj > 0
−2 ∂fi/∂xj
x
(k)
j − l(k)j
, se ∂fi/∂xj < 0 .
(5.8)
Pelas equac¸o˜es (5.7) e (5.8), podemos ver que, quanto mais pro´ximos l
(k)
j e u
(k)
j
estiverem de x
(k)
j , maiores sera˜o os valores das segundas derivadas na˜o mistas e,
portanto, maior sera´ a curvatura das func¸o˜es aproximadoras f̂
(k)
i . Desta forma,
as aproximac¸o˜es das func¸o˜es originais fi tornam-se mais conservativas, isto e´,
existem valores de lj e uj (para cada j = 1, . . . , n) para os quais os valores das
func¸o˜es aproximadoras ficam maiores que os valores das func¸o˜es originais no ponto
x(k). Para ver isso, suponha que f¯
(k)
i e f¯
(k)
i sejam duas func¸o˜es aproximadoras
diferentes associadas aos pares de ass´ıntotas mo´veis {l¯(k)j , u¯(k)j } e {l¯(k)j , u¯(k)j }, res-
pectivamente. Se l¯
(k)
j < l¯
(k)
j < xj < u¯
(k)
j < u¯
(k)
j para todo j = 1, . . . , n , enta˜o
f¯
(k)
i (x) ≤ f¯ (k)i (x), para l¯(k)j < xj < u¯(k)j . Por outro lado, se as ass´ıntotas mo´veis l(k)j
e u
(k)
j estiverem suficientemente distantes de x
(k), enta˜o as func¸o˜es aproximadoras
f̂
(k)
i tendem a ter um comportamento linear em torno do ponto x
(k). No caso
extremo onde l
(k)
j → −∞ e u(k)j → +∞, as func¸o˜es f̂ (k)i tornam-se de fato lineares,
ou seja,
f̂
(k)
i (x) = fi(x
(k)) + ∇fi(x(k))T (x− x(k)) ,
que sa˜o aquelas que aproximam as func¸o˜es originais do problema (5.1) na Pro-
gramac¸a˜o Linear Sequencial.
No MMA, os valores de l
(k)
j e de u
(k)
j sa˜o sempre finitos. Dessa maneira, cada
func¸a˜o aproximadora f̂
(k)
i e´ estritamente convexa em todas as varia´veis xj, exceto
nos casos em que ∂fi(x
(k))/∂xj = 0. Quando isso ocorre, f̂
(k)
i e´ independente da
varia´vel xj.
O crite´rio heur´ıstico usado para atualizar os valores de l
(k)
j e de u
(k)
j e´ baseado
nas seguintes premissas:
• Se os iterandos tendem a oscilar, enta˜o eles devem ser estabilizados. Neste
caso, as ass´ıntotas devera˜o ficar mais pro´ximas do ponto corrente x(k).
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• Se o processo de resoluc¸a˜o esta´ mono´tono e lento, enta˜o as ass´ıntotas devem
ser “relaxadas”, ou seja, elas devera˜o ficar mais distantes do iterando atual
x(k).
A proposta de Svanberg [45] para a atualizac¸a˜o de l
(k)
j e de u
(k)
j e´ descrita
abaixo.
• Nas duas primeiras iterac¸o˜es, ou seja, quando k = 1 e k = 2, definimos
l
(k)
j = x
(k)
j − 0.5(xmaxj − xminj ) , (5.9)
u
(k)
j = x
(k)
j + 0.5(x
max
j − xminj ) . (5.10)
• Para k ≥ 3, tomamos
l
(k)
j = x
(k)
j − γ(k)j (x(k−1)j − l(k−1)j ) , (5.11)
u
(k)
j = x
(k)
j + γ
(k)
j (u
(k−1)
j − x(k−1)j ) , (5.12)
onde
γ
(k)
j =

0.7 , se (x
(k)
j − x(k−1)j )(x(k−1)j − x(k−2)j ) < 0 ,
1.2 , se (x
(k)
j − x(k−1)j )(x(k−1)j − x(k−2)j ) > 0 ,
1 , se (x
(k)
j − x(k−1)j )(x(k−1)j − x(k−2)j ) = 0 .
(5.13)
Sejam x(0) um ponto fact´ıvel para o problema (5.1) e k = 0. Apresentamos
a seguir o algoritmo MMA para a resoluc¸a˜o do problema de otimizac¸a˜o (5.1),
segundo Svanberg [42].
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Algoritmo 5.1
Enquanto na˜o e´ satisfeito algum crite´rio de parada,
1. Determinar x(k+1), soluc¸a˜o de
min r
(k)
0 +
n∑
j=1
(
p
(k)
0j
u
(k)
j − xj
+
q
(k)
0j
xj − l(k)j
)
s. a r
(k)
i +
n∑
j=1
(
p
(k)
ij
u
(k)
j − xj
+
q
(k)
ij
xj − l(k)j
)
≤ 0 , i = 1, . . . , m ,
α
(k)
j ≤ xj ≤ β(k)j , j = 1, . . . , n ,
(5.14)
onde
α
(k)
j = max{xminj , 0.9l(k)j + 0.1x(k)j }
e
β
(k)
j = min{xmaxj , 0.9u(k)j + 0.1x(k)j } .
5.2 Me´todo dual para resolver os subproblemas
Antes de estabelecer o me´todo de resoluc¸a˜o de cada subproblema descrito por
(5.14), vamos introduzir alguns conceitos ba´sicos de dualidade em Programac¸a˜o
Na˜o Linear.
Dado um problema de otimizac¸a˜o na˜o linear, denominado problema primal,
podemos definir um problema dual associado. Sob certas hipo´teses de convexidade
e de qualificac¸a˜o das restric¸o˜es, os problemas primal e dual teˆm valores o´timos
iguais para as respectivas func¸o˜es objetivo e, dessa forma, e´ poss´ıvel resolver o
problema primal indiretamente atrave´s da resoluc¸a˜o do problema dual.
O problema dual Lagrangiano associado ao problema (5.1) e´ definido por
max
µ
L(x, µ)
s. a µ ≥ 0 ,
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onde
L(x, µ) = inf
{
f0(x) +
m∑
i=1
µifi(x) , x
min
j ≤ xj ≤ xmaxj , j = 1, . . . , n
}
.
Voltando ao subproblema (5.14), constatamos que este subproblema e´ con-
vexo, pois cada f̂
(k)
i e´ uma func¸a˜o convexa, e e´ separa´vel, pois cada termo do
somato´rio de f̂
(k)
i depende apenas de uma varia´vel. Sendo assim, de acordo com
Svanberg [42], podemos usar um me´todo dual para resolver tal subproblema,
conforme descrito abaixo.
A func¸a˜o Lagrangiana associada ao subproblema (5.14) e´ dada por
L(x, µ) = f̂ (k)0 (x) +
m∑
i=1
µi f̂
(k)
i (x) ,
onde µ ∈ Rm e´ o vetor dos multiplicadores de Lagrange (ou vetor de varia´veis
duais) associados a`s func¸o˜es aproximadoras f̂
(k)
i , i = 1, . . . , m.
Apo´s algumas manipulac¸o˜es alge´bricas, obtemos
L(x, µ) = r(k)0 + µT r(k) +
n∑
j=1
Lj(xj, µ) ,
onde
Lj(xj, µ) =
p
(k)
0j + µ
Tp
(k)
j
u
(k)
j − xj
+
q
(k)
0j + µ
Tq
(k)
j
xj − l(k)j
e
r(k) = (r
(k)
1 . . . r
(k)
m )T , p
(k)
j = (p
(k)
1j . . . p
(k)
mj)
T ,
q
(k)
j = (q
(k)
1j . . . q
(k)
mj)
T , µ = (µ1 . . . µm)
T .
Note que µ ≥ 0 implica que p(k)0j + µTp(k)j ≥ 0 e q(k)0j + µTq(k)j ≥ 0. Logo,
Lj(xj, µ) e´ uma func¸a˜o convexa de xj. Quando p(k)0j +µTp(k)j = 0 e q(k)0j +µTq(k)j =
0, Lj(xj, µ) na˜o depende de xj. Neste caso, qualquer xj entre α(k)j e β(k)j minimiza
Lj(xj, µ).
De agora em diante, assumiremos que ao menos um dos termos p
(k)
0j +µ
Tp
(k)
j
ou q
(k)
0j +µ
Tq
(k)
j seja estritamente positivo. A derivada de Lj(xj, µ) com respeito
a` xj e´ dada por
L′j(xj, µ) =
p
(k)
0j + µ
Tp
(k)
j
(u
(k)
j − xj)2
− q
(k)
0j + µ
Tq
(k)
j
(xj − l(k)j )2
,
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e a segunda derivada de Lj(xj, µ) em relac¸a˜o a` xj e´
L′′j (xj, µ) =
2(p
(k)
0j + µ
Tp
(k)
j )
(u
(k)
j − xj)3
+
2(q
(k)
0j + µ
Tq
(k)
j )
(xj − l(k)j )3
.
Uma vez que L′′j (xj, µ) e´ estritamente positivo, L′j(xj, µ) e´ estritamente cres-
cente em xj. Desta forma, podemos obter as seguintes concluso˜es sobre o mini-
mizador x∗j(µ) do subproblema dual associado ao subproblema (5.14):
1. Se L′j(α(k)j , µ) ≥ 0, enta˜o x∗j(µ) = α(k)j .
2. Se L′j(β(k)j , µ) ≤ 0, enta˜o x∗j(µ) = β(k)j .
3. Se L′j(α(k)j , µ) < 0 e L′j(β(k)j , µ) > 0, enta˜o
x∗j(µ) =
(p
(k)
0j + µ
Tp
(k)
j )
1/2l
(k)
j + (q
(k)
0j + µ
Tq
(k)
j )
1/2u
(k)
j
(p
(k)
0j + µ
Tp
(k)
j )
1/2 + (q
(k)
0j + µ
Tq
(k)
j )
1/2
(5.15)
e´ a u´nica soluc¸a˜o da equac¸a˜o L′j(xj, µ) = 0.
Como podemos obter uma expressa˜o expl´ıcita para x∗j(µ), o mininizador
do problema dual associado ao problema (5.14), tambe´m existe uma expressa˜o
expl´ıcita para a func¸a˜o objetivo dual W (µ), que e´ dada por
W (µ) = r
(k)
0 + µ
T r(k) +
n∑
j=1
(
p
(k)
0j + µ
Tp
(k)
j
u
(k)
j − xj(µ)
+
q
(k)
0j + µ
Tq
(k)
j
xj(µ)− l(k)j
)
.
Mais ainda, as derivadas de W (µ) em relac¸a˜o a`s varia´veis duais µi sa˜o dadas
por
∂W
∂µi
(µ) = r
(k)
i +
n∑
j=1
(
p
(k)
ij
u
(k)
j − xj(µ)
+
q
(k)
ij
xj(µ)− l(k)j
)
. (5.16)
Portanto, o problema dual correspondente ao subproblema (5.14) e´ dado por
max W (µ)
s. a µi ≥ 0 , i = 1, . . . , m .
(5.17)
Uma vez que xj(µ) depende continuamente de µ (a na˜o ser no caso onde
p
(k)
0j +µ
Tp
(k)
j = 0 e q
(k)
0j +µ
Tq
(k)
j = 0), temos, da equac¸a˜o (5.16), que W (µ) e´
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uma func¸a˜o “suave”. Pode-se provar facilmente que W (µ) e´ uma func¸a˜o coˆncava,
pois ela e´ um mı´nimo de um conjunto de func¸o˜es que sa˜o lineares em µ.
Conforme relata Svanberg [42], e´ importante lembrar que o problema (5.17)
pode ser resolvido por qualquer me´todo baseado apenas no vetor gradiente, desde
que se tome um cuidado especial com as varia´veis na˜o negativas µ. Uma vez
resolvido o problema dual (5.17), a soluc¸a˜o o´tima do subproblema primal (5.14) e´
obtida diretamente substituindo-se a soluc¸a˜o o´tima dual µ∗ na expressa˜o (5.15).
5.3 Aspectos pra´ticos do MMA
Considere o problema (5.1) e o problema transformado associado
min f0(x) + a0z +
m∑
i=1
(
ci yi +
1
2
diy
2
i
)
s. a fi(x) − aiz − yi ≤ 0 , i = 1, . . . , m ,
xminj ≤ xj ≤ xmaxj , j = 1, . . . , n ,
yi ≥ 0 , i = 1, . . . , m ,
z ≥ 0 ,
(5.18)
onde, a0, ai, ci e di sa˜o nu´meros reais tais que a0 > 0, ai ≥ 0, ci ≥ 0, di ≥ 0,
ci + di > 0 para cada i = 1, . . . , m, e aici > a0 para todo i tal que ai > 0.
De acordo com Svanberg [46], as vantagens de se trabalhar com problemas do
tipo (5.18) em relac¸a˜o ao problema (5.1) e´ que sempre existem soluc¸o˜es fact´ıveis
para esse problema (mesmo que na˜o existam soluc¸o˜es fact´ıveis para o problema
(5.1)) e a facilidade de obtenc¸a˜o das relac¸o˜es entre os pontos que satisfazem as
condic¸o˜es Karush-Kuhn-Tucker (KKT) dos problemas (5.1) e (5.18). Com efeito,
assuma que x̂ seja um ponto KKT de (5.1), com multiplicadores de Lagrange
associados λi para as restric¸o˜es fi(x) ≤ 0, e suponha que ci ≥ λi para todo
i = 1, . . . , m. Neste caso, (x, y) = (x̂, 0) e´ um ponto KKT de (5.18), com
os mesmos multiplicadores de Lagrange λi para as restric¸o˜es fi(x) − yi ≤ 0,
i = 1, . . . , m. Agora, suponha que (x, y) = (x̂, 0) seja um ponto KKT de
(5.18), com multiplicadores de Lagrange λi para as restric¸o˜es fi(x) − yi ≤ 0,
com λi ≤ ci para todo i = 1, . . . , m. Enta˜o x̂ e´ um ponto KKT do problema
(5.1), com os mesmos multiplicadores λi para as restric¸o˜es fi(x) ≤ 0. Conforme
Svanberg [46], se na˜o existirem pontos KKT para (5.1), enta˜o na˜o existira˜o pontos
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KKT para (5.18) com y = 0, na˜o importando qua˜o grandes sejam os valores de
ci. Entretanto, sempre existira´ pelo menos um ponto KKT para (5.18) tal que
y 6= 0.
E´ importante notar que, se o problema (5.1) e´ infact´ıvel, temos pelo menos um
yi > 0 em alguma soluc¸a˜o o´tima de (5.18). De acordo com Svanberg [46], pode-se
mostrar que o problema (5.18) possui pelo menos uma soluc¸a˜o o´tima global.
O problema (5.1) pode ser obtido de (5.18) tomando a0 = 1 e ai = di = 0
para todo i = 1, . . . , m. Neste caso, temos z = 0 em qualquer soluc¸a˜o o´tima
do problema (5.18). De acordo com Svanberg [45], ci deve ser suficientemente
grande, de tal maneira que yi torne-se “cara”. Dessa forma, teremos yi = 0 para
toda soluc¸a˜o o´tima de (5.18), e o vetor x correspondente sera´ uma soluc¸a˜o o´tima
de (5.1). Entretanto, com o objetivo de evitar instabilidades nume´ricas, na˜o
devemos escolher valores muito altos para as constantes ci. A sa´ıda e´ aumentar
gradativamente os valores de ci ate´ obtermos yi = 0 para todo i = 1, . . . , m na
soluc¸a˜o o´tima de (5.18).
Algumas vezes, as varia´veis xj podem na˜o ser limitadas inferiormente e/ou
superiormente. Neste caso, Svanberg [45] sugere que se escolha “limitantes ar-
tificiais” xminj e x
max
j tais que a verdadeira soluc¸a˜o x satisfac¸a as restric¸o˜es do
tipo xminj ≤ xj ≤ xmaxj . Segundo ele, o valor de xmaxj − xminj na˜o precisa ser
necessariamente alto, mas, se para algum j, tivermos xj = x
min
j ou xj = x
max
j na
soluc¸a˜o o´tima de (5.18), devemos, conforme o caso, diminuir o valor de xminj ou
aumentar o valor de xmaxj , e resolver novamente o subproblema (5.18), partindo
da u´ltima soluc¸a˜o obtida.
Reescrevendo o problema de otimizac¸a˜o topolo´gica de uma estrutura, dado
em (3.32), na forma (5.18), obtemos
Estrutura
min
ρ
fTK(ρ)−1f + z + 105y
s. a
1
V ∗
(
nel∑
i=1
vi ρi − V ∗
)
− y ≤ 0
0 < ρmin ≤ ρi ≤ 1 , i = 1, . . . , nel .
Tambe´m podemos re-escrever os problemas de otimizac¸a˜o topolo´gica de meca-
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nismos flex´ıveis (3.33), (3.34) e (3.35) na forma (5.18), conforme descrito abaixo.
Formulac¸a˜o 1 (Nishiwaki et al. [33])
min
ρ
−f
T
b K1(ρ)
−1 fa
fTc K2(ρ)
−1 fc
+ z + 105y
s. a
1
V ∗
(
nel∑
i=1
vi ρi − V ∗
)
− y ≤ 0
0 < ρmin ≤ ρi ≤ 1 , i = 1, . . . , nel
y ≥ 0 , z ≥ 0 .
Formulac¸a˜o 2 (Lima [26])
min
ρ
(1− w) log(fTc K1(ρ)−1 fc)− w log(fTb K2(ρ)−1 fa) + z + 105y
s. a
1
V ∗
(
nel∑
i=1
vi ρi − V ∗
)
− y ≤ 0
0 < ρmin ≤ ρi ≤ 1 , i = 1, . . . , nel
y ≥ 0 , z ≥ 0 .
Formulac¸a˜o 3 (Sigmund [37])
min
ρ
−p2
p1

fT1 K(ρ)
−1f2
p1
fT2 K(ρ)
−1f2
p2
+
p2
Ks
 + z + 105y1 + 105y2
s. a
1
∆∗in
(
fT1 K(ρ)
−1f1
p1
− c f
T
2 K(ρ)
−1f1
p1
− ∆∗in
)
− y1 ≤ 0
1
V ∗
(
nel∑
i=1
vi ρi − V ∗
)
− y2 ≤ 0
0 < ρmin ≤ ρi ≤ 1 , i = 1, . . . , nel
y ≥ 0 , z ≥ 0 .
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5.4 Versa˜o globalmente convergente do MMA
A primeira versa˜o do Me´todo das Ass´ıntotas Mo´veis, descrita acima, apesar
de ser usada com bastante frequeˆncia na literatura sobre otimizac¸a˜o estrutural,
na˜o apresenta a propriedade de convergeˆncia global. Por esse motivo, Svanberg
[43] desenvolveu uma versa˜o globalmente convergente do me´todo, denominada
GCMMA (Globally Convergent Method of Moving Asymptotes), cujas principais
diferenc¸as em relac¸a˜o a` versa˜o original e´ a introduc¸a˜o de um paraˆmetro de pe-
nalizac¸a˜o na˜o mono´tono φ
(k)
i nas func¸o˜es que aproximam as func¸o˜es originais
do problema (5.1) e a utilizac¸a˜o simultaˆnea das ass´ıntotas l
(k)
j e u
(k)
j em cada
termo do somato´rio da func¸a˜o definida em (5.2). De fato, pelas equac¸o˜es (5.2) e
(5.3), podemos notar que apenas uma dessas ass´ıntotas aparece em cada termo
do somato´rio em questa˜o, em func¸a˜o do valor da derivada de fi no ponto x
(k).
Svanberg [44] tambe´m descreve uma estrate´gia que leva em conta a curvatura das
func¸o˜es aproximadoras (5.2) atrave´s da introduc¸a˜o das derivadas segundas na˜o
mistas das func¸o˜es do problema original (5.1) nos paraˆmetros p
(k)
ij e q
(k)
ij .
Com o objetivo de evitar o uso do paraˆmetro de penalizac¸a˜o na˜o mono´tono
φ
(k)
i ou das derivadas segundas das func¸o˜es originais na definic¸a˜o do GCMMA,
Bruyneel et al. [13] e [14] desenvolveram uma outra variante do MMA, na qual
os paraˆmetros p
(k)
ij e q
(k)
ij sa˜o atualizados de acordo com o valor das derivadas
primeiras da func¸a˜o objetivo do problema (5.1) em duas iterac¸o˜es consecutivas.
Essa estrate´gia e´ denominada GBMMA (Gradient Based MMA Approximations).
Neste trabalho, adotamos uma outra versa˜o globalmente convergente do MMA
proposta por Svanberg [46], denominada Me´todo de Aproximac¸o˜es Convexas Sepa-
ra´veis Conservativas (CCSA). Esse me´todo foi escolhido porque, segundo Svan-
berg, apresenta bom desempenho para problemas com um nu´mero muito grande
de varia´veis, mesmo que as matrizes Hessianas da func¸a˜o objetivo e das restric¸o˜es
sejam densas.
Um me´todo CCSA e´ composto por iterac¸o˜es externas e por iterac¸o˜es inter-
nas. Uma iterac¸a˜o externa comec¸a a partir do iterando x(k) e termina com um
novo iterando x(k+1). Em cada iterac¸a˜o interna, a func¸a˜o objetivo original e as
restric¸o˜es sa˜o substitu´ıdas por certas func¸o˜es convexas separa´veis que aproximam
as func¸o˜es originais em torno do ponto x(k). A soluc¸a˜o o´tima do problema aproxi-
mado pode ser aceita ou rejeitada. Se tal soluc¸a˜o for rejeitada, devemos resolver
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um subproblema modificado. Este processo e´ repetido ate´ que os valores das
func¸o˜es aproximadoras sejam maiores ou iguais aos das func¸o˜es originais. Quando
isso acontece, as func¸o˜es aproximadoras sa˜o ditas conservativas, e a soluc¸a˜o o´tima
do subproblema aproximador pertence ao conjunto via´vel original.
Os me´todos CCSA introduzem a curvatura (isto e´, as informac¸o˜es sobre as
segundas derivadas) tanto na func¸a˜o objetivo quanto nas restric¸o˜es do problema
original. Essa curvatura e´ atualizada durante as iterac¸o˜es internas, ate´ que as
func¸o˜es aproximadoras tornem-se conservativas. Neste caso, na˜o e´ necessa´rio
realizar uma busca linear.
5.4.1 Descric¸a˜o geral do me´todo CCSA
No me´todo CCSA, o ı´ndice k e´ usado para denotar as iterac¸o˜es externas,
enquanto que o ı´ndice l esta´ associado a`s iterac¸o˜es internas. O ı´ndice duplo (k, l)
representa a l-e´sima iterac¸a˜o interna da k-e´sima iterac¸a˜o externa.
Conforme relata Svanberg [46], devemos escolher um ponto inicial fact´ıvel
(x(1),y(1), z(1)) para o problema (5.18). Em cada iterac¸a˜o externa k, um sub-
problema que aproxima o problema original (5.1) deve ser resolvido, partindo do
ponto (x(k),y(k), z(k)). Este subproblema e´ obtido de (5.18) substituindo X por
um certo subconjunto convexo X(k) e trocando as func¸o˜es fi(x) por func¸o˜es es-
tritamente convexas separa´veis g
(k,0)
i (x), satisfazendo g
(k,0)
i = fi(x
(k)). A soluc¸a˜o
o´tima deste subproblema e´ denotada por (x̂(k,0), ŷ(k,0), ẑ(k,0)).
Se g
(k,0)
i (x̂
(k,0)) ≥ fi(x̂(k,0)) para todo i = 0, 1, . . . ,m, a iterac¸a˜o interna e´ ter-
minada, e o ponto inicial para a pro´xima iterac¸a˜o externa e´ (x(k+1),y(k+1), z(k+1)) =
(x̂(k,0), ŷ(k,0), ẑ(k,0)). Caso contra´rio, as iterac¸o˜es internas sa˜o repetidas ate´ que
g
(k,l)
i (x̂
(k,l)) ≥ fi(x̂(k,l)) para todo i = 0, 1, . . . ,m. De acordo com Svanberg [46],
isso sempre acontece em um nu´mero finito de iterac¸o˜es internas. Assim, o ponto
(x̂(k,l), ŷ(k,l), ẑ(k,l)) e´ usado como ponto inicial para a pro´xima iterac¸a˜o externa.
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5.4.2 Escolha das func¸o˜es aproximadoras
Segundo Svanberg [46], um subproblema CCSA e´ definido, para k ∈ {1, 2, 3, . . . }
e l ∈ {0, 1, 2, . . . }, como
min g
(k, l)
0 (x) + a0z +
m∑
i=1
(
ci yi +
1
2
diy
2
i
)
s. a g
(k, l)
i (x)− aiz − yi ≤ 0, i = 1, . . . , m ,
x ∈ X(k), y ≥ 0, z ≥ 0.
(5.19)
O conjunto X(k) e´ escolhido como X(k) = X(x(k), σ(k)), onde σ(k) ∈ Rn e´ um
vetor de paraˆmetros estritamente positivos e X(ξ, σ) e´ um subconjunto de X
definido por
X(ξ, σ) =
{
x ∈ X ∣∣ xj ∈ [ ξj − 0.9σj, ξj + 0.9σj ], j = 1, . . . , n} .
Assim, podemos definir
X(k) =
{
x ∈ X
∣∣∣∣ xj ∈ [x(k)j − 0.9σj, x(k)j + 0.9σj] , j = 1, . . . , n} .
O crite´rio para a escolha dos valores dos paraˆmetros σ
(k)
j sera´ dado mais
adiante. Por enquanto, e´ suficiente supor que cada vetor σ(k) pertence a um
conjunto compacto S da forma
S =
{
σ ∈ Rn | σminj ≤ σj ≤ σmaxj , j = 1, . . . , n
}
,
onde σminj e σ
max
j sa˜o nu´meros reais tais que 0 < σ
min
j < σ
max
j <∞.
De acordo com Svanberg [46], as func¸o˜es aproximadoras g
(k, l)
i (x) para cada
subproblema CCSA sa˜o definidas como
g
(k, l)
i (x) = vi(x, x
(k), σ(k)) + φ
(k,l)
i wi(x, x
(k), σ(k)), i = 0, 1, . . . , m , (5.20)
onde φ
(k, l)
i > 0 e´ um paraˆmetro de penalizac¸a˜o, vi(x, x
(k), σ(k)) e wi(x, x
(k), σ(k))
sa˜o func¸o˜es reais definidas no conjunto
D =
{
(x, ξ, σ) ∈ R3n | ξ ∈ X, σ ∈ S, x ∈ X(ξ, σ)} (5.21)
satisfazendo a`s seguintes condic¸o˜es:
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1. vi e wi sa˜o func¸o˜es cont´ınuas no conjunto D,
2. ∇x vi =
(
∂vi
∂x1
. . .
∂vi
∂xn
)T
existe e e´ cont´ınuo em D,
3. ∇xwi =
(
∂wi
∂x1
. . .
∂wi
∂xn
)T
existe e e´ cont´ınuo em D,
4. a matriz Hessiana ∇2xx vi existe e e´ cont´ınua em D,
5. a matriz Hessiana ∇2xxwi existe e e´ cont´ınua em D,
6. vi(x, ξ, σ) = fi(x) se x = ξ ∈ X,
7. wi(x, ξ, σ) = 0 se x = ξ ∈ X,
8. ∇x vi(x, ξ, σ) = ∇fi(x) se x = ξ ∈ X,
9. ∇xwi(x, ξ, σ) = (0, . . . , 0) se x = ξ ∈ X,
10. ∇2xx vi(x, ξ, σ) e´ semipositiva-definida para todo (x, ξ, σ) ∈ D,
11. ∇2xxwi(x, ξ, σ) e´ positiva-definida para todo (x, ξ, σ) ∈ D .
Das condic¸o˜es 1-11 acima, conclu´ımos que as func¸o˜es g
(k, l)
i sa˜o aproximac¸o˜es
de primeira ordem das func¸o˜es fi em torno do ponto x
(k), ou seja,
g
(k, l)
i (x
(k)) = fi(x
(k)) e ∇g(k, l)i (x(k)) = ∇fi(x(k)) .
Mais ainda, as func¸o˜es aproximadoras g
(k, l)
i sa˜o estritamente convexas, ja´ que
φ
(k, l)
i > 0. E´ importante lembrar que, quanto maior for o valor de φ
(k,l)
i , mais
conservativa sera´ a aproximac¸a˜o das func¸o˜es originais em torno do ponto x(k).
Ale´m das condic¸o˜es 1-11, as func¸o˜es aproximadoras devem ser separa´veis, isto e´,
devem ter a forma
g
(k, l)
i (x) = g
(k,l)
i0 +
n∑
i=1
g
(k,l)
ij (xj) .
Segundo Svanberg [46], a propriedade de separabilidade das func¸o˜es aproximado-
ras g
(k, l)
i na˜o e´ usada na ana´lise teo´rica da convergeˆncia global do me´todo CCSA,
mas ela e´ essencial quando resolvemos problemas de grande porte.
Para cada escolha das func¸o˜es vi e wi e para cada vetor fixo λ ∈ Rm tal
que λ ≥ 0, a func¸a˜o Lagrangiana L(x, y, z, λ) correspondente ao subproblema
5.4 Versa˜o globalmente convergente do MMA 81
(5.19) pode ser minimizada analiticamente em relac¸a˜o a x ∈ X(k), y ≥ 0 e z ≥ 0.
De acordo com Svanberg [46], se di > 0 para todo i = 1, . . . , m e um termo
ε z2 for adicionado a` func¸a˜o objetivo de (5.19), tal soluc¸a˜o anal´ıtica nos da´ um
u´nico minimizador global (x̂(λ), ŷ(λ), ẑ(λ)). Neste caso, a func¸a˜o dual coˆncava
ϕ(λ) = L(x̂(λ), ŷ(λ), ẑ(λ), λ) torna-se expl´ıcita, e o problema dual que con-
siste em maximizar ϕ(λ) sujeita a λi ≥ 0, i = 1, . . . , m , pode ser resolvido,
por exemplo, usando o Me´todo dos Gradientes Conjugados ou um me´todo do
tipo Newton, combinado com uma estrate´gia para lidar com as restric¸o˜es de na˜o
negatividade das varia´veis duais. Se λ̂ e´ uma soluc¸a˜o o´tima deste problema dual,
enta˜o (x, y, z) = (x̂(λ), ŷ(λ), ẑ(λ)) e´ a u´nica soluc¸a˜o o´tima do subproblema
(5.19).
Neste trabalho, escolhemos as func¸o˜es aproximadoras do problema (5.19) suge-
ridas por Svanberg [46], definidas por
g
(k, l)
i (x) =
n∑
j=1
(
p
(k, l)
ij
u
(k)
j − xj
+
q
(k, l)
ij
xj − l(k)j
)
+ r
(k, l)
i , (5.22)
onde as ass´ıntotas mo´veis l
(k)
j e u
(k)
j sa˜o dadas por
l
(k)
j = x
(k)
j − σ(k)j e u(k)j = x(k)j + σ(k)j , (5.23)
e os coeficientes p
(k, l)
ij , q
(k, l)
ij e r
(k, l)
i sa˜o
p
(k, l)
ij = (σ
(k)
j )
2 max
{
0,
∂fi
∂xj
(x(k))
}
+
φ
(k, l)
i σ
(k)
j
4
, (5.24)
q
(k, l)
ij = (σ
(k)
j )
2 max
{
0, − ∂fi
∂xj
(x(k))
}
+
φ
(k, l)
i σ
(k)
j
4
, (5.25)
r
(k, l)
i = fi(x
(k))−
n∑
j=1
p
(k, l)
ij + q
(k, l)
ij
σ
(k)
j
. (5.26)
Fazendo algumas manipulac¸o˜es alge´bricas, podemos escrever a equac¸a˜o (5.22)
como
g
(k, l)
i (x) = vi(x, x
(k), σ(k)) + φ
(k,l)
i wi(x, x
(k), σ(k)) , (5.27)
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onde
vi(x, ξ, σ) = fi(ξ) +
n∑
j=1
σ2j
∂fi
∂xj
(ξ)(xj − ξj) + σj
∣∣∣∣ ∂fi∂xj (ξ)
∣∣∣∣(xj − ξj)2
σ2j − (xj − ξj)2
, (5.28)
e
wi(x, ξ, σ) =
1
2
n∑
j=1
(xj − ξj)2
σ2j − (xj − ξj)2
. (5.29)
De acordo com Svanberg [46], as equac¸o˜es (5.22) a (5.29) definem a versa˜o
globalmente convergente do MMA. O me´todo original, encontrado em [42], pode
ser considerado um caso especial dessa versa˜o, fazendo φ
(k, l)
i = 0 para todo k ∈
{1, 2, 3, . . . } e l ∈ {0, 1, 2, . . . }. Analisando as equac¸o˜es (5.3) e (5.4), observamos
que, no MMA original, cada varia´vel xj fica limitada por apenas uma de suas
ass´ıntotas na equac¸a˜o (5.2), pois, de acordo com o sinal da derivada ∂fi/∂xj, um
dos termos pij e qij (associados a` varia´vel xj) e´ igual a zero. Quando ∂fi/∂xj = 0,
a varia´vel xj na˜o fica limitada por nenhuma de suas duas ass´ıntotas, e, neste caso,
temos pij = qij = 0. Ja´ no MMA modificado (CCSA), podemos constatar, pela
inspec¸a˜o das equac¸o˜es (5.28) e (5.29), que cada uma das varia´veis xj e´ limitada
pelas suas duas ass´ıntotas na equac¸a˜o (5.22), pois os paraˆmetros φ
(k, l)
i e σ
(k)
j sa˜o
estritamente positivos e, tanto em (5.24) quanto em (5.25), o primeiro termo do
segundo membro e´ sempre maior ou igual a zero. Dessa forma, os valores de p
(k, l)
ij
e q
(k, l)
ij sera˜o sempre estritamente positivos.
Para ilustrar o comportamento da func¸a˜o aproximadora (5.27) em func¸a˜o do
paraˆmetro de penalizac¸a˜o φ, vamos aproximar f(x) = (x−0.5)(x−2)(x−3) em
torno do ponto x = 2, usando a equac¸a˜o (5.27), e escolhendo alguns valores para
φ. O resultado e´ apresentado na Figura 5.1.
A partir dos gra´ficos da Figura 5.1, percebemos que, quanto maior for o valor
do paraˆmetro φ, maior sera´ a curvatura da func¸a˜o aproximadora, e menor sera´
a regia˜o onde temos uma boa aproximac¸a˜o para a func¸a˜o original em torno de
um determinado ponto. Sendo assim, quando φ assume valores excessivamente
altos, o me´todo em questa˜o gera passos muito pequenos, o que contribui para
uma lentida˜o na convergeˆncia para a soluc¸a˜o o´tima do subproblema (5.19).
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Figura 5.1: Ilustrac¸a˜o do comportamento da func¸a˜o aproximadora (5.27) em func¸a˜o do
paraˆmetro de penalizac¸a˜o φ.
5.4.3 Crite´rios para a atualizac¸a˜o de φ
(k, l)
i e σ
(k)
j
Para completarmos a caracterizac¸a˜o da escolha das func¸o˜es aproximadoras
g
(k, l)
i em cada iterac¸a˜o de um me´todo CCSA, devemos estabelecer crite´rios para
a atualizac¸a˜o dos paraˆmetros φ
(k, l)
i e σ
(k)
j .
Os paraˆmetros de penalizac¸a˜o φ
(k, l)
i devem ser estritamente positivos. Quanto
maiores forem os valores destes paraˆmetros, mais conservativas sera˜o as apro-
ximac¸o˜es. Durante uma iterac¸a˜o externa k, as u´nicas diferenc¸as entre duas ite-
rac¸o˜es internas sa˜o os valores de φ
(k, l)
i .
De acordo com Svanberg [46], para l = 0, devemos tomar
φ
(1,0)
i = 1 , (5.30)
φ
(k+1,0)
i = max
{
0.1φ
(k,l̂(k))
i , φ
min
i
}
, (5.31)
onde l̂(k) e´ o nu´mero de iterac¸o˜es internas necessa´rias para encontrar a soluc¸a˜o
o´tima do subproblema da iterac¸a˜o externa k, e φmini e´ um nu´mero “pequeno”
estritamente positivo, tal como 10−5, por exemplo.
Em cada iterac¸a˜o interna, a atualizac¸a˜o de φ
(k, l)
i e´ baseada na soluc¸a˜o do
subproblema mais recente. Conforme Svanberg [46], se g
(k, l)
i (x̂
(k,l)) < fi(x̂
(k,l)), e´
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natural escolher φ
(k,l+1)
i tal que
g
(k,l+1)
i (x̂
(k,l)) = fi(x̂
(k,l)).
Assim, usando a equac¸a˜o (5.20), definimos φ
(k,l+1)
i = φ
(k, l)
i + δ
(k,l)
i , onde
δ
(k,l)
i =
fi(x̂
(k,l)) − g(k,l)i (x̂(k,l))
wi(x̂(k,l),x(k),σ(k))
.
De acordo com Svanberg [46], com o objetivo de obter um me´todo globalmente
convergente, o valor de φ
(k,l+1)
i e´ modificado da seguinte forma:
φ
(k, l+1)
i =
{
min
{
10φ
(k,l)
i , 1.1(φ
(k,l)
i + δ
(k,l)
i )
}
, se δ
(k,l)
i > 0
φ
(k,l)
i , se δ
(k,l)
i ≤ 0.
(5.32)
Isso significa que, a cada nova iterac¸a˜o interna, os valores dos paraˆmetros de
penalizac¸a˜o φi aumentam ou permanecem os mesmos, mas nunca diminuem. En-
tretanto, e´ importante que eles sejam reduzidos no in´ıcio de cada iterac¸a˜o externa,
conforme mostra a equac¸a˜o (5.31). Caso contra´rio, o me´todo podera´ gerar passos
de tamanho muito pequeno.
A atualizac¸a˜o dos paraˆmetros σ
(k)
j depende das func¸o˜es vi e wi. No caso da
equac¸a˜o (5.29), a matriz Hessiana ∇2xxwi(x, ξ, σ) e´ diagonal, com
∂2wi
∂x2j
(x, ξ, σ) ≥ 1
σ2j
> 0 , ∀ j = 1, . . . , n e ∀ (x, ξ, σ) ∈ D , (5.33)
onde o conjunto D e´ aquele definido na equac¸a˜o (5.21). Na equac¸a˜o (5.33), a
igualdade e´ realizada se x = ξ. Podemos notar que a curvatura da func¸a˜o wi
na direc¸a˜o do eixo xj aumenta quando os valores de σj diminuem. Isto sugere
a adoc¸a˜o do seguinte crite´rio para atualizar σ
(k)
j : se uma certa varia´vel xj esta´
oscilando em sinal, enta˜o ela deve ser estabilizada por um decre´scimo no valor
do paraˆmetro σj correspondente; se tal varia´vel xj e´ monotonicamente crescente
ou monotonicamente decrescente, enta˜o deve haver um acre´scimo no valor de
σj. Conforme Svanberg [46], uma maneira poss´ıvel de realizar tal atualizac¸a˜o e´
definir, para k = 1 e k = 2,
σ
(k)
j = σ0(x
max
j − xminj ) , (5.34)
onde σ0 = 0.5, por exemplo. Para k ≥ 3, toma-se
σ
(k)
j = γ
(k)
j σ
(k−1)
j , (5.35)
onde γ
(k)
j esta´ definido na equac¸a˜o (5.13).
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5.4.4 Algoritmo do me´todo CCSA
Nesta sec¸a˜o, vamos apresentar o algoritmo CCSA para resolver o problema
(5.1). Sejam dados um ponto inicial x0 ∈ X e k = 0.
Algoritmo 5.2
Enquanto na˜o e´ satisfeito algum crite´rio de parada,
1. Calcular σ
(k)
j segundo (5.34)-(5.35).
2. Calcular l
(k)
j e u
(k)
j segundo (5.23).
3. l← −1
4. Repetir
4.1. l← l + 1
4.2. Calcular φ
(k, l)
i segundo (5.30)-(5.32).
4.3. Calcular p
(k, l)
ij , q
(k, l)
ij e r
(k, l)
i segundo (5.24)-(5.26).
4.4. Obter x̂(k, l) resolvendo o subproblema (5.18)
5. Ate´ que g
(k, l)
i (x̂
(k,l)) < fi(x̂
(k,l)) ∀i
6. x(k+1) ← x̂(k, l)
5.4.5 Convergeˆncia global do me´todo CCSA
Seja Ω o conjunto de pontos KKT do problema (5.18). De acordo com Svan-
berg [46], pode-se mostrar que o conjunto Ω e´ na˜o vazio. Seja tambe´m
‖Ω − (x(k), y(k), z(k))‖ = inf
(x,y, z)∈Ω
‖(x, y, z) − (x(k), y(k), z(k))‖ .
Svanberg [46] mostrou que, em cada iterac¸a˜o externa, o nu´mero de iterac¸o˜es
internas e´ finito e que o paraˆmetro de penalizac¸a˜o φ
(k)
i permanece limitado. Ele
provou tambe´m que todos os iterandos sa˜o pontos fact´ıveis para o problema (5.1)
e que eles pertencem a um conjunto compacto. Usando esses e mais alguns re-
sultados, Svanberg [46] mostrou que o me´todo CCSA e´ globalmente convergente.
Esta propriedade e´ enunciada no Teorema 5.4.1.
Teorema 5.4.1. Se aplicarmos o me´todo CCSA ao problema (5.18), enta˜o
lim
k→∞
‖Ω − (x(k), y(k), z(k))‖ = 0.
Prova. A prova pode ser encontrada em Svanberg [46].
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Cap´ıtulo 6
Resultados Computacionais
Neste cap´ıtulo, resolvemos alguns problemas cla´ssicos de otimizac¸a˜o topolo´-
gica, encontrados na literatura, atrave´s das formulac¸o˜es estudadas neste trabalho,
usando a Programac¸a˜o Linear Sequencial (PLS) e a versa˜o globalmente conver-
gente do Me´todo das Ass´ıntotas Mo´veis (MMA), descritas nos Cap´ıtulos 4 e 5,
respectivamente. No primeiro exemplo, determinamos o formato o´timo de uma
viga (que e´ uma estrutura r´ıgida). No segundo, encontramos o formato o´timo de
uma pinc¸a, e, no terceiro, o de um inversor de deslocamentos. Esses dois u´ltimos
sa˜o exemplos de mecanismos flex´ıveis. Os testes foram realizados com o objetivo
de comparar os dois me´todos de otimizac¸a˜o em questa˜o, bem como analisar o
efeito da aplicac¸a˜o dos filtros estudados neste trabalho para eliminar a formac¸a˜o
do tabuleiro de xadrez. No caso dos mecanismos flex´ıveis, tais ana´lises foram
feitas usando a formulac¸a˜o de Nishiwaki et al. [33]. Para completar nosso estudo,
mostramos alguns exemplos obtidos com as formulac¸o˜es de Lima [26] e fazemos
uma comparac¸a˜o entre as formulac¸o˜es de Nishiwaki et al. e de Sigmund [37]. Os
dois me´todos de otimizac¸a˜o (PLS e MMA) e todas as rotinas necessa´rias para
a aplicac¸a˜o do Me´todo dos Elementos Finitos (MEF) foram implementados em
MATLAB c© (versa˜o 7.4). Todos os resultados foram obtidos em um computador
pessoal com processador Intel Pentium D 935, de 3.2 GHz e 512 MB de memo´ria
RAM, usando o sistema operacional Windows XP.
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6.1 Problemas testados
6.1.1 Exemplo 1 - Viga em balanc¸o
Seja o domı´nio retangular mostrado na Figura 6.1, submetido a uma forc¸a
vertical f = 1N (para baixo) no ponto A (ponto me´dio da aresta lateral direita
do domı´nio). Consideramos que a aresta lateral esquerda da viga esta´ engastada,
impedindo os deslocamentos nodais tanto na horizontal quanto na vertical. Por
simplicidade, consideramos que a viga tem uma espessura de 1 cm, que o mo´dulo
de Young do material que a compo˜e e´ de 1 N/cm2, e que o respectivo coeficiente
de Poisson e´ igual a 0, 3. A estrutura o´tima deve conter, no ma´ximo, 40% do
volume total do domı´nio.
A f
60
30
cm
cm
Figura 6.1: Domı´nio no qual uma viga deve ser constru´ıda.
6.1.2 Exemplo 2 - Pinc¸a
A Figura 6.2 mostra um domı´nio no qual deve ser projetada uma pinc¸a. De-
vido ao fato da pinc¸a possuir um eixo de simetria horizontal, apenas a metade
superior do domı´nio original e´ apresentada. A espessura da pinc¸a e´ de 1 mm. O
mo´dulo de Young do material que constitui essa pinc¸a e´ igual a 210000 N/mm2,
e o respectivo coeficiente de Poisson vale 0, 3. O mecanismo o´timo deve conter,
no ma´ximo, 20% do volume total do domı´nio.
No canto inferior esquerdo desse domı´nio (ou seja, no ponto A), e´ aplicada
uma forc¸a horizontal fa. Para que a pinc¸a em questa˜o entre em contato com
um objeto, o deslocamento desejado deve ocorrer no ponto B. Neste ponto, e´
mostrada a aplicac¸a˜o da forc¸a fict´ıcia fb (exercida pelo mecanismo sobre o objeto
que deve ser segurado). A intensidade dessas duas forc¸as e´ igual a 1 N . A forc¸a de
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reac¸a˜o fc = −fb exercida pelo objeto sobre a pinc¸a, tambe´m aplicada no ponto
B, na˜o e´ mostrada na Figura 6.1, por simplicidade. Para simular a simetria
da pec¸a, em toda a base do domı´nio, foram colocados apoios que impedem os
deslocamentos na vertical. Ale´m disso, no canto superior esquerdo do domı´nio,
um apoio restringe os deslocamentos tanto na horizontal quanto na vertical.
A
B
fa
fb
60
30
mm
mm 15mm
10mm
Figura 6.2: Domı´nio da metade superior de uma pinc¸a.
6.1.3 Exemplo 3 - Inversor de deslocamentos
Um domı´nio retangular onde deve ser constru´ıdo um inversor de deslocamen-
tos, com as suas dimenso˜es, e´ mostrado na Figura 6.3. Uma vez que esse inversor
tambe´m possui um eixo de simetria horizontal, trabalhamos apenas com a metade
superior do seu domı´nio. A espessura do inversor e´ de 1 mm. O mo´dulo de Young
do material que constitui esse inversor e´ igual a 210000 N/mm2, e o respectivo
coeficiente de Poisson vale 0, 3. O mecanismo o´timo deve conter, no ma´ximo,
20% do volume total do domı´nio.
Aplicamos uma forc¸a horizontal fa a` esquerda no ponto A (canto inferior es-
querdo do domı´nio). O deslocamento desejado deve ocorrer no ponto B, no sen-
tido contra´rio a` aplicac¸a˜o da forc¸a fa. Por esse motivo, o mecanismo flex´ıvel deste
exemplo e´ chamado de inversor de deslocamentos. A forc¸a de reac¸a˜o fc = −fb,
tambe´m aplicada no ponto B, na˜o e´ mostrada na Figura 6.3, por questa˜o de
simplicidade. Os apoios da base do domı´nio apenas simulam a simetria da estru-
tura, impedindo os deslocamentos na vertical. O apoio real do inversor aparece
no canto superior esquerdo da Figura 6.2. Esse apoio impede os deslocamentos
tanto na horizontal quanto na vertical.
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A
fa fb
B
30mm
60mm
Figura 6.3: Domı´nio da metade superior de um inversor de deslocamentos.
6.2 Comparac¸a˜o dos me´todos e filtros utilizados
Nesta sec¸a˜o, apresentaremos os resultados encontrados para cada problema
usando a Programac¸a˜o Linear Sequencial (PLS) e o Me´todo das Ass´ıntotas Mo´veis
(MMA), e analisar o efeito de cada um dos filtros estudados neste trabalho.
Em todos os testes computacionais realizados, o domı´nio original foi subdi-
vidido em elementos finitos retangulares, conforme apresentado no Cap´ıtulo 3.
As soluc¸o˜es o´timas foram obtidas atrave´s de um aumento gradativo do fator de
penalizac¸a˜o p do me´todo SIMP. Assim, dado um ponto inicial ρ(0) ∈ Rnel (nel
e´ o nu´mero de elementos finitos do domı´nio discretizado), obtivemos a soluc¸a˜o
o´tima com p = 1, 0. Em seguida, esta soluc¸a˜o foi usada como ponto inicial para
encontrar a soluc¸a˜o o´tima com p = 2, 0, que, por sua vez, foi usada como ponto
inicial para encontrar a soluc¸a˜o o´tima com p = 3, 0. Essa estrate´gia, denominada
Me´todo da Continuac¸a˜o (vide Allaire e Francfort [2]), tem como objetivo es-
capar de minimizadores locais do problema de otimizac¸a˜o topolo´gica, permitindo
a obtenc¸a˜o de uma aproximac¸a˜o mais adequada para o minimizador global do
problema em questa˜o.
Quando usamos os filtros morfolo´gicos de dilatac¸a˜o e de erosa˜o, para cada valor
do fator de penalizac¸a˜o p do me´todo SIMP, atribu´ımos os valores 0, 2, 0, 4, 0, 8
e 1, 6 para o paraˆmetro β que aparece nas equac¸o˜es (3.44) e (3.46). Esses valores
de β foram aumentados gradativamente, de maneira que, para cada valor de p, a
soluc¸a˜o o´tima encontrada com um valor de β foi usada como ponto inicial para
obter a soluc¸a˜o o´tima com o valor seguinte deste paraˆmetro. No caso do filtro
do seno hiperbo´lico, o paraˆmetro p que aparece nas equac¸o˜es (3.53) e (3.55) foi
aumentado gradativamente, da mesma maneira como no me´todo SIMP. Para o
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filtro em questa˜o, usamos p = 1, 0, 2, 0, 3, 0, 4, 0 e 5, 0.
Em todos os testes que efetuamos, utilizamos um crite´rio de parada baseado
na norma do passo, interrompendo o algoritmo quando o valor dessa norma era
inferior a 10−3. Ale´m disso, nos casos em que aplicamos os filtros de dilatac¸a˜o
ou de erosa˜o, o nu´mero ma´ximo de iterac¸o˜es permitido para cada valor de β foi
de 125. Para os outros filtros, esse nu´mero ma´ximo foi igual a 500 para cada um
dos treˆs valores de p usados.
Os resultados obtidos esta˜o dispostos em va´rias tabelas, que mostram o valor
da func¸a˜o objetivo, o nu´mero de iterac¸o˜es e o tempo gasto pelos me´todos para
encontrar a soluc¸a˜o o´tima aproximada em cada exemplo. Para cada um desses treˆs
ı´tens, mostramos tambe´m um coeficiente associado ao desempenho dos me´todos,
que definimos pela raza˜o vPLS/vMMA, onde vPLS representa os valores obtidos
pela PLS, e vMMA representa os valores obtidos pelo MMA. Quanto ao nu´mero de
iterac¸o˜es ou ao tempo gasto, se tivermos vPLS/vMMA < 1, conclu´ımos que a PLS
teve um melhor desempenho que o MMA. Ja´ com relac¸a˜o aos valores da func¸a˜o
objetivo, devemos ter um maior cuidado para fazer essa ana´lise, pois devemos
levar em conta o sinal desses valores. Neste trabalho, em particular, os valores
da func¸a˜o objetivo na soluc¸a˜o o´tima aproximada sa˜o sempre positivos no caso da
viga, e sa˜o sempre negativos no caso dos mecanismos flex´ıveis. Dessa forma, no
caso da viga, se tivermos vPLS/vMMA < 1, conclu´ımos que a PLS encontrou um
valor menor para a func¸a˜o objetivo na soluc¸a˜o o´tima aproximada; no caso dos
mecanismos flex´ıveis, essa mesma conclusa˜o e´ obtida quando vPLS/vMMA > 1.
6.2.1 Resultados para a viga
Nesta sec¸a˜o, mostramos os resultados obtidos para a topologia o´tima da viga
do Exemplo 1, discretizando o domı´nio da Figura 6.1 em 1800 elementos finitos
quadrados.
Quando aplicamos a PLS, os valores iniciais para o raio da regia˜o de confianc¸a
foram: 0, 15 quando aplicamos o filtro do gradiente, 0, 05 quando usamos o filtro
morfolo´gico de dilatac¸a˜o, e 0, 1 nos demais casos. No MMA, esse valor inicial foi
de 0, 15 para todos os casos. Para os filtros morfolo´gicos de dilatac¸a˜o e de erosa˜o,
o raio de abrangeˆncia rmin de aplicac¸a˜o do filtro foi de 1 cm. Para os outros filtros,
tomamos rmin = 1, 5 cm. O valor inicial para a densidade de cada elemento e´ 0, 4.
Quando aplicamos o filtro do gradiente, tomamos ζ = 1 na func¸a˜o objetivo (3.38).
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Na Tabela 6.1, encontram-se os resultados referentes aos testes realizados. As
topologias o´timas encontradas sa˜o mostradas nas Figuras 6.4 a 6.15.
Figura 6.4: Viga obtida com a PLS,
sem aplicac¸a˜o de filtro.
Figura 6.5: Viga obtida com o MMA,
sem aplicac¸a˜o de filtro.
Figura 6.6: Viga obtida com a PLS,
usando o filtro do gradiente.
Figura 6.7: Viga obtida com o MMA,
usando o filtro do gradiente.
Figura 6.8: Viga obtida com a PLS,
usando o filtro das densidades
ponderadas.
Figura 6.9: Viga obtida com o MMA,
usando o filtro das densidades
ponderadas.
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Figura 6.10: Viga obtida com a PLS,
usando o filtro morfolo´gico de dilatac¸a˜o.
Figura 6.11: Viga obtida com o MMA,
usando o filtro morfolo´gico de dilatac¸a˜o.
Figura 6.12: Viga obtida com a PLS,
usando o filtro morfolo´gico de erosa˜o.
Figura 6.13: Viga obtida com o MMA,
usando o filtro morfolo´gico de erosa˜o.
Figura 6.14: Viga do obtida com a PLS,
usando o filtro do seno hiperbo´lico.
Figura 6.15: Viga do obtida com o MMA,
usando o filtro do seno hiperbo´lico.
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Sem filtro PLS MMA vPLS/vMMA
f. obj. 0,0097 0,0105 0,9238
iter. 403 1334 0,3021
tempo (×103 seg.) 0,4868 4.3529 0,1118
Gradiente PLS MMA vPLS/vMMA
f. obj. 0,0326 0,0341 0,9560
iter. 101 1349 0,0749
tempo (×103 seg.) 0,1626 4,8194 0,0337
Dens. Pond. PLS MMA vPLS/vMMA
f. obj. 0,0109 0,0109 1,0000
iter. 221 704 0,3139
tempo (×103 seg.) 0,3192 1,2923 0,2470
Dilatac¸a˜o PLS MMA vPLS/vMMA
f. obj. 0,0121 0,0134 0,9030
iter. 1178 1500 0,7853
tempo (×103 seg.) 2,7659 7,8974 0,3502
Erosa˜o PLS MMA vPLS/vMMA
f. obj. 0,0118 0,0119 0,9916
iter. 880 1473 0,5974
tempo (×103 seg.) 1,8320 3,0657 0,5976
Seno hiperbo´lico PLS MMA vPLS/vMMA
f. obj. 0,0119 0,0115 1,0174
iter. 570 1381 0,4127
tempo (×103 seg.) 0,8638 2,0826 0,4148
Tabela 6.1: Resultados obtidos para a viga do Exemplo 1.
Observando a Tabela 6.1, constatamos que, salvo quando o filtro do seno
hiperbo´lico e´ usado, os valores da func¸a˜o objetivo da viga encontrados pela PLS
foram menores do que aqueles obtidos pelo MMA. Ale´m disso, a PLS consumiu
menos tempo em todos os casos. Quando aplicamos o filtro do gradiente, por
exemplo, a PLS gastou apenas 3, 37% do tempo gasto pelo MMA para encontrar
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a soluc¸a˜o o´tima aproximada. As topologias o´timas encontradas pela PLS e pelo
MMA foram quase ideˆnticas para todos os filtros. E´ interessante notar que a
topologia o´tima da viga obtida quando aplicamos o filtro das densidades ponde-
radas e´ um pouco diferente das outras, apresentando algumas barras a mais. O
surgimento de tais barras fez com que a viga em questa˜o ficasse mais r´ıgida, o
que pode ser observado pelo respectivo valor da func¸a˜o objetivo, que foi menor
em relac¸a˜o aos valores obtidos pelos outros filtros.
6.2.2 Resultados para a pinc¸a usando a formulac¸a˜o de
Nishiwaki et al.
Nesta sec¸a˜o, mostramos os resultados obtidos para a topologia o´tima da pinc¸a
do Exemplo 2. O domı´nio da Figura 6.2 foi discretizado em 1650 elementos finitos
quadrados de 1mm2.
Para a PLS, os valores iniciais do raio da regia˜o de confianc¸a foram: 0, 15
quando aplicamos o filtro das densidades ponderadas, o filtro morfolo´gico de
dilatac¸a˜o e o filtro do seno hiperbo´lico, 0, 1 quando nenhum filtro e´ usado ou
quando aplicamos o filtro morfolo´gico de erosa˜o, e 0, 05 para o filtro do gradiente.
No caso do MMA, tomamos 0, 1 como raio inicial da regia˜o de confianc¸a quando o
filtro na˜o e´ aplicado ou quando usamos o filtro do seno hiperbo´lico, 0, 05 quando
usamos o filtro do gradiente, e escolhemos 0, 15 quando aplicamos os filtros de
dilatac¸a˜o, de erosa˜o e das densidades ponderadas. Quando aplicamos o filtro do
gradiente, usamos ζ = 100 na func¸a˜o objetivo (3.38).
Com relac¸a˜o ao raio de abrangeˆncia de aplicac¸a˜o dos filtros, tomamos rmin =
1, 5mm para os filtros do gradiente, das densidades ponderadas e do seno hiperbo´-
lico, e rmin = 1mm para os filtros de dilatac¸a˜o e de erosa˜o. O valor inicial para
as densidades de cada elemento e´ 0, 2.
A Tabela 6.2 conte´m os resultados obtidos. As topologias o´timas sa˜o mostradas
nas Figuras 6.16 a 6.27.
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Figura 6.16: Pinc¸a obtida com a PLS,
sem aplicac¸a˜o de filtro.
Figura 6.17: Pinc¸a obtida com o MMA,
sem aplicac¸a˜o de filtro.
Figura 6.18: Pinc¸a obtida com a PLS,
usando o filtro do gradiente.
Figura 6.19: Pinc¸a obtida com o MMA,
usando o filtro do gradiente.
Figura 6.20: Pinc¸a obtida com a PLS,
usando o filtro das densidades
ponderadas.
Figura 6.21: Pinc¸a obtida com o MMA,
usando o filtro das densidades
ponderadas.
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Figura 6.22: Pinc¸a obtida com a PLS,
usando o filtro morfolo´gico de dilatac¸a˜o.
Figura 6.23: Pinc¸a obtida com o MMA,
usando o filtro morfolo´gico de dilatac¸a˜o.
Figura 6.24: Pinc¸a obtida com a PLS,
usando o filtro morfolo´gico de erosa˜o.
Figura 6.25: Pinc¸a obtida com o MMA,
usando o filtro morfolo´gico de erosa˜o.
Figura 6.26: Pinc¸a obtida com a PLS,
usando o filtro do seno hiperbo´lico.
Figura 6.27: Pinc¸a obtida com o MMA,
usando o filtro do seno hiperbo´lico.
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Sem filtro PLS MMA vPLS/vMMA
f. obj. −5, 9746× 106 −1, 6951× 106 3,5246
iter. 197 297 0,6633
tempo (×103 seg.) 0,4304 1,2861 0,3347
Gradiente PLS MMA vPLS/vMMA
f. obj. −9, 4025× 105 −4, 3761× 105 2, 1486
iter. 45 1018 0,0442
tempo (×103 seg.) 0,1826 6,7848 0,0269
Dens. Pond. PLS MMA vPLS/vMMA
f. obj. −557, 4422 −1, 3072× 103 0,4264
iter. 265 1305 0,2031
tempo (×103 seg.) 0,6575 7,9064 0,0832
Dilatac¸a˜o PLS MMA vPLS/vMMA
f. obj. −1, 2883× 103 −2, 9197× 103 0,4412
iter. 900 1500 0,6000
tempo (×103 seg.) 2,8345 12,4050 0,2285
Erosa˜o PLS MMA vPLS/vMMA
f. obj. −356, 6776 −441, 2806 0,8083
iter. 1146 1500 0,7640
tempo (×103 seg.) 3,5177 7,9046 0,4451
Seno hiperbo´lico PLS MMA vPLS/vMMA
f. obj. −3, 9354 −4, 9243 0,7992
iter. 356 1089 0,3269
tempo (×103 seg.) 0,8419 5,1908 0,1622
Tabela 6.2: Resultados obtidos para a pinc¸a usando a formulac¸a˜o de Nishiwaki et al. [33].
Observamos na Tabela 6.2 que, para a maioria dos filtros aplicados, o MMA
conseguiu obter valores bem menores para a func¸a˜o objetivo em relac¸a˜o a` PLS.
Em compensac¸a˜o, o MMA gastou um tempo muito maior para encontrar os resul-
tados. Quando aplicamos o filtro do gradiente, a PLS encontrou um menor valor
para a func¸a˜o objetivo, usando apenas 2, 69% do tempo gasto pelo MMA. A dis-
crepaˆncia entre os valores encontrados para a func¸a˜o objetivo foi menor quando
usamos os filtros de erosa˜o e do seno hiperbo´lico.
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Notamos que os formatos o´timos da pinc¸a encontrados pelos me´todos quando
usamos o filtro do seno hiperbo´lico sa˜o bastante semelhantes. Entretanto, as
topologias o´timas obtidas quando aplicamos os filtros do gradiente e de dilatac¸a˜o
foram bastante diferentes. Para os filtros das densidades ponderadas e de erosa˜o,
a diferenc¸a entre as topologias foi menos pronunciada.
Podemos observar que os filtros produziram pinc¸as que apresentam regio˜es
so´lidas conectadas por um u´nico no´. De acordo com Silva [41], durante a trans-
missa˜o do movimento, este no´ age como uma ro´tula (ou hinge) que conecta essas
duas regio˜es, o que caracteriza um mecanismo de corpo r´ıgido. Este e´ um efeito
indesejado, pois compromete a modelagem e a fabricac¸a˜o do mecanismo flex´ıvel.
A topologia o´tima de uma pinc¸a composta por 6600 elementos finitos quadra-
dos e´ exibida na Figura 6.29. Para obteˆ-la, usamos a formulac¸a˜o de Nishiwaki et
al. [33], aplicando a PLS com o filtro do gradiente. Escolhemos 0, 06 como sendo
o tamanho inicial do raio da regia˜o de confianc¸a e rmin = 1, 5mm como sendo o
raio de abrangeˆncia para a aplicac¸a˜o do filtro do gradiente. Na func¸a˜o objetivo
(3.38), usamos ζ = 100. O formato o´timo dessa pinc¸a foi obtido apo´s 87 iterac¸o˜es
e 2.570, 6 segundos, e o valor o´timo da func¸a˜o objetivo e´ −1.7517× 107.
Figura 6.28: Topologia o´tima da pinc¸a
usando uma malha com 1650 elementos
finitos.
Figura 6.29: Topologia o´tima da pinc¸a
usando uma malha com 6600 elementos
finitos.
Como podemos observar, duas das barras da pinc¸a da Figura 6.29 apresentam
uma pequena bifurcac¸a˜o, e uma das barras horizontais da pinc¸a da Figura 6.28
tornou-se levemente inclinada na pinc¸a da Figura 6.29. A PLS gastou um tempo
aproximadamente 14 vezes maior para encontrar a pinc¸a da Figura 6.29 em relac¸a˜o
a`quela da Figura 6.28.
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6.2.3 Topologias o´timas da pinc¸a usando a formulac¸a˜o de
Lima
Nesta sec¸a˜o, apresentamos algumas topologias o´timas para a pinc¸a obtidas a
partir da formulac¸a˜o de Lima [26] (veja o problema (3.34)), combinada com o filtro
para o gradiente da func¸a˜o objetivo e usando a PLS. Para avaliar o papel do fator
w na ponderac¸a˜o da energia mu´tua e da flexibilidade me´dia de um mecanismo
flex´ıvel, utilizamos os fatores de peso w = 0, 3, 0, 5 e 0, 7. Dessa forma, pode-se
obter um mecanismo mais flex´ıvel (ou seja, o termo associado a` energia mu´tua
tera´ maior relevaˆncia na minimizac¸a˜o da func¸a˜o objetivo) ou mais r´ıgido (isto e´,
a relevaˆncia do termo relacionado a` flexiblidade me´dia e´ maior na minimizac¸a˜o
da func¸a˜o objetivo).
Como a func¸a˜o objetivo da formulac¸a˜o de Lima [26] envolve os logaritmos
da energia mu´tua e da flexibilidade me´dia, devemos garantir que esses valores
sejam sempre estritamente positivos. A flexibilidade me´dia e´ sempre estritamente
positiva quando os deslocamentos nodais sa˜o na˜o nulos, uma vez que a matriz
de rigidez global e´ positiva-definida. Por outro lado, nada podemos garantir com
relac¸a˜o a` energia mu´tua. Por esse motivo, sempre que um ponto inicial tinha
energia mu´tua nula ou negativa, usamos inicialmente a formulac¸a˜o de Nishiwaki
et al. [33] ate´ que a energia mu´tua ficasse estritamente positiva e, da´ı por diante,
utilizamos a formulac¸a˜o de Lima [26].
Tomamos 0, 2 como o tamanho inicial do raio da regia˜o de confianc¸a quando
w = 0, 3. Para w = 0, 5 e w = 0.7, escolhemos 0, 15 para o valor inicial desse
raio. Usamos rmin = 1, 5mm como sendo o raio de abrangeˆncia para a aplicac¸a˜o
do filtro do gradiente. Na func¸a˜o objetivo (3.38), tomamos ζ = 1. A Figura 6.30
mostra a topologia o´tima da pinc¸a usando a formulac¸a˜o de Nishiwaki et al. [33]
atrave´s da PLS com o filtro do gradiente, e as Figuras 6.31 a 6.33 mostram as
topologias o´timas da pinc¸a em func¸a˜o de w.
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Figura 6.30: Topologia o´tima da pinc¸a
obtida com a formulac¸a˜o de Nishiwaki et
al..
Figura 6.31: Topologia o´tima da pinc¸a
obtida com a formulac¸a˜o de Lima usando
w = 0, 3.
Figura 6.32: Topologia o´tima da pinc¸a
obtida com a formulac¸a˜o de Lima usando
w = 0, 5.
Figura 6.33: Topologia o´tima da pinc¸a
obtida com a formulac¸a˜o de Lima usando
w = 0, 7.
Podemos notar nas Figuras 6.31 e 6.33 que o formato o´timo da pinc¸a e´ bastante
sens´ıvel a` alterac¸a˜o do fator de peso w. Segundo Lima [26], quando w → 0, o
problema de otimizac¸a˜o do mecanismo flex´ıvel torna-se semelhante ao problema
de maximizar a rigidez de uma estrutura e, quando w → 1, a configurac¸a˜o da
topologia o´tima fica quase indefinida devida a` sua alta flexibilidade. Quando
w = 0, 5, pode-se mostrar que as formulac¸o˜es de Nishiwaki et al. [33] e de
Lima [26] sa˜o equivalentes. De fato, basta aplicar o logaritmo neperiano no valor
absoluto da func¸a˜o objetivo original da formulac¸a˜o de Nishiwaki et al. e, em
seguida, multiplicar o resultado por −0, 5.
A Tabela 6.3 mostra os resultados obtidos para cada valor de w (usando a
func¸a˜o objetivo f˜(ρ), definida em (3.38)) e o valor da func¸a˜o objetivo original
da formulac¸a˜o de Nishiwaki et al. [33], convertido para a formulac¸a˜o de Lima.
Analisando a tabela, podemos perceber que, para os treˆs valores de w usados, o
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fator de peso w f˜(ρ) iter. tempo (×103 seg.)
0,3 −12, 5211 587 1,1391
0,5 −4, 4123 1020 1,9487
0,7 −2, 0522 594 1,1895
Nishiwaki −4, 5731 45 0,1826
Tabela 6.3: Resultados obtidos para a pinc¸a usando a formulac¸o˜es de Lima [26].
tempo gasto para encontrar a soluc¸a˜o o´tima aproximada para a pinc¸a usando
a formulac¸a˜o de Lima foi bem maior do que aquele gasto usando a formulac¸a˜o
de Nishiwaki et al.. Quando w = 0, 5, o valor da func¸a˜o objetivo original de
Lima (vide (3.34)), e´ maior que o valor obtido aplicando-se a PLS ao problema
da formulac¸a˜o de Nishiwaki (vide (3.33)) e convertendo-se o resultado para a
formulac¸a˜o de Lima. Apesar de as formulac¸o˜es de Nishiwaki e de Lima serem
equivalentes quando w = 0, 5, a primeira forneceu f˜(ρ) = −4, 5731, enquanto
a segunda alcanc¸ou apenas f˜(ρ) = −3, 4399. Uma poss´ıvel justificativa para
essa diferenc¸a entre os valores correspondentes da func¸a˜o objetivo e´ o fato de os
problemas em questa˜o possu´ırem va´rios minimizadores locais.
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6.2.4 Comparac¸a˜o entre as formulac¸o˜es de Nishiwaki et
al. e de Sigmund para a topologia o´tima da pinc¸a
Nesta sec¸a˜o, mostraremos as topologias o´timas da pinc¸a obtidas usando a
formulac¸a˜o de Sigmund [37] (veja o problema (3.34)) atrave´s da PLS. Faremos
uma ana´lise comparativa entre essa formulac¸a˜o e aquela de Nishiwaki et al. [33],
no que diz respeito ao nu´mero de iterac¸o˜es efetuadas pela PLS para encontrar as
soluc¸o˜es o´timas aproximadas, ao tempo gasto, e a`s topologias o´timas obtidas. E´
importante observar que, neste caso, na˜o podemos fazer uma comparac¸a˜o direta
entre os valores o´timos das func¸o˜es objetivo obtidos por essas duas formulac¸o˜es,
pois elas sa˜o distintas.
Escolhemos a PLS para fazer as ana´lises desta sec¸a˜o devido ao fato de, ate´
agora, o tempo gasto para resolver os problemas ter sido menor em relac¸a˜o ao
MMA. Outra raza˜o para essa escolha e´ a boa qualidade das topologias o´timas
obtidas usando as outras formulac¸o˜es estudadas neste trabalho.
Os valores iniciais para o raio da regia˜o de confianc¸a para a formulac¸a˜o de
Sigmund [37] foram: 0, 1 quando aplicamos o filtro do gradiente ou o filtro de
erosa˜o, e 0, 05 para os demais filtros. Para a formulac¸a˜o de Nishiwaki et al. [33],
os valores em questa˜o foram os mesmos apresentados na Sec¸a˜o 6.2.2. Para a
formulac¸a˜o de Sigmund [37], o limitante superior para o deslocamento no ponto
A da Figura 6.2 e´ ∆∗in = 1, 0 × 10−8 mm, e a rigidez da mola que deve ser
localizada no ponto B e´ ks = 1, 0 × 1014N/mm. Os valores de rmin foram os
mesmos adotados para a formulac¸a˜o de Nishiwaki et al. [33] (vide Sec¸a˜o 6.2.2).
Na func¸a˜o objetivo (3.38), usamos ζ = 100 para a formulac¸a˜o de Nishiwaki, e
ζ = 1 para a formulac¸a˜o de Sigmund.
Os resultados da ana´lise comparativa encontram-se na Tabela 6.4. Nesta
tabela, a coluna vN/vS apresenta a raza˜o entre os valores obtidos pela formulac¸a˜o
de Nishiwaki et al. e de Sigmund. Assim, por exemplo, um valor de vN/vS maior
que 1 para o tempo indica que a formulac¸a˜o de Sigmund exigiu menos tempo
para a obtenc¸a˜o da soluc¸a˜o. As topologias o´timas obtidas por cada formulac¸a˜o
sa˜o mostradas nas Figuras 6.34 a 6.43.
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Figura 6.34: Pinc¸a obtida com a
formulac¸a˜o de Nishiwaki et al., usando o
filtro do gradiente.
Figura 6.35: Pinc¸a obtida com a
formulac¸a˜o de Sigmund, usando o
filtro do gradiente.
Figura 6.36: Pinc¸a obtida com a
formulac¸a˜o de Nishiwaki et al., usando o
filtro das densidades ponderadas.
Figura 6.37: Pinc¸a obtida com a
formulac¸a˜o de Sigmund, usando o filtro
das densidades ponderadas.
Figura 6.38: Pinc¸a obtida com a
formulac¸a˜o de Nishiwaki et al., usando o
filtro morfolo´gico de dilatac¸a˜o.
Figura 6.39: Pinc¸a obtida com a
formulac¸a˜o de Sigmund, usando o filtro
morfolo´gico de dilatac¸a˜o.
Figura 6.40: Pinc¸a obtida com a
formulac¸a˜o de Nishiwaki et al., usando o
filtro morfolo´gico de erosa˜o.
Figura 6.41: Pinc¸a obtida com a
formulac¸a˜o de Sigmund, usando o filtro
morfolo´gico de erosa˜o.
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Figura 6.42: Pinc¸a obtida com a
formulac¸a˜o de Nishiwaki et al., usando o
filtro do seno hiperbo´lico.
Figura 6.43: Pinc¸a obtida com a
formulac¸a˜o de Sigmund, usando o filtro do
seno hiperbo´lico.
Gradiente Nishiwaki Sigmund vN/vS
f. obj. −9, 4025× 105 −19, 7906 -
iter. 45 37 1,2162
tempo (×103 seg.) 0,1826 0,0844 2,1635
Dens. Pond. Nishiwaki Sigmund vN/vS
f. obj. −557, 4422 −26, 6553 -
iter. 265 279 0,9498
tempo (×103 seg.) 0,6575 0,5237 1,2555
Dilatac¸a˜o Nishiwaki Sigmund vN/vS
f. obj. −1, 2883× 103 −26, 4323 -
iter. 900 312 2,8846
tempo (×103 seg.) 2,8345 0,8892 3,1877
Erosa˜o Nishiwaki Sigmund vN/vS
f. obj. −356, 6776 −24, 7344 -
iter. 1146 597 1,9196
tempo (×103 seg.) 3,5177 1,5954 2,2049
Seno hiperbo´lico Nishiwaki Sigmund vN/vS
f. obj. −3, 9354 −2, 8018 -
iter. 356 499 0,7134
tempo (×103 seg.) 0,8419 0,7705 1,0927
Tabela 6.4: Tabela comparativa entre o nu´mero de iterac¸o˜es e o tempo gasto para a pinc¸a
usando as formulac¸o˜es de Nishiwaki et al. [33] e de Sigmund [37].
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Observando a Tabela 6.4, constatamos que, na maioria dos casos, a formulac¸a˜o
de Sigmund exigiu um nu´mero menor de iterac¸o˜es para encontrar as soluc¸o˜es
o´timas aproximadas. Por outro lado, a topologia o´tima encontrada para a pinc¸a
usando a formulac¸a˜o de Sigmund [37] com o filtro do gradiente (Figura 6.35)
na˜o foi satisfato´ria. Neste caso, percebemos que a quantidade de elementos com
densidades intermedia´rias e´ bastante grande. De um modo geral, a qualidade das
topologias o´timas das pinc¸as obtidas atrave´s da formulac¸a˜o de Nishiwaki et al. e´
bastante superior em relac¸a˜o a`quelas encontradas pela formulac¸a˜o de Sigmund.
Entretanto, a topologia o´tima obtida usando essa formulac¸a˜o com o filtro do
seno hiperbo´lico e´ bastante adequada. E´ importante ressaltar que, ale´m de os
resultados apresentados pela formulac¸a˜o de Sigmund na˜o terem sido satisfato´rios
na maioria dos casos, os formatos o´timos para a pinc¸a usando essa formulac¸a˜o
foram obtidos apo´s muitos testes, nos quais variamos o valor inicial da regia˜o de
confianc¸a para a PLS.
6.2.5 Resultados para o inversor de deslocamentos usando
a formulac¸a˜o de Nishiwaki et al.
Nesta sec¸a˜o, mostraremos os resultados obtidos para a topologia o´tima do
inversor de deslocamentos do Exemplo 3. O domı´nio da Figura 6.3 foi discretizado
em 1800 elementos finitos quadrados.
Quando usamos a PLS, os valores iniciais do raio da regia˜o de confianc¸a foram:
0, 15 para o filtro das densidades ponderadas, e 0, 1 para os demais filtros ou
quando nenhum filtro e´ aplicado. No caso do MMA, tomamos 0, 15 como o raio
inicial da regia˜o de confianc¸a quando usamos o filtro do gradiente, 0, 2 para o
filtro de dilatac¸a˜o, 0, 5 para o filtro do seno hiperbo´lico, e 0, 1 para os filtros
das densidades ponderadas e de erosa˜o, ou quando nenhum filtro e´ aplicado.
Tomamos ζ = 10 na func¸a˜o objetivo (3.38) quando aplicamos o filtro do gradiente.
Com relac¸a˜o ao raio de abrangeˆncia de aplicac¸a˜o dos filtros, tomamos rmin =
1, 5mm para os filtros do gradiente e do seno hiperbo´lico, rmin = 3mm para o
filtro das densidades ponderadas, e rmin = 1mm para os filtros de dilatac¸a˜o e de
erosa˜o. O valor inicial para as densidades de cada elemento e´ 0, 2.
A Tabela 6.5 conte´m os resultados obtidos para cada teste do Exemplo 3. As
topologias o´timas do inversor sa˜o mostradas nas Figuras 6.44 a 6.55.
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Figura 6.44: Inversor obtido com a PLS,
sem aplicac¸a˜o de filtro.
Figura 6.45: Inversor obtido com o MMA,
sem aplicac¸a˜o de filtro.
Figura 6.46: Inversor obtido com a PLS,
usando o filtro do gradiente.
Figura 6.47: Inversor obtido com o MMA,
usando o filtro do gradiente.
Figura 6.48: Inversor obtido com a PLS,
usando o filtro das densidades
ponderadas.
Figura 6.49: Inversor obtido com o MMA,
usando o filtro das densidades
ponderadas.
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Figura 6.50: Inversor obtido com a PLS,
usando o filtro morfolo´gico de dilatac¸a˜o.
Figura 6.51: Inversor obtido com o MMA,
usando o filtro morfolo´gico de dilatac¸a˜o.
Figura 6.52: Inversor obtido com a PLS,
usando o filtro morfolo´gico de erosa˜o.
Figura 6.53: Inversor obtido com o MMA,
usando o filtro morfolo´gico de erosa˜o.
Figura 6.54: Inversor obtido com a PLS,
usando o filtro do seno hiperbo´lico.
Figura 6.55: Inversor obtido com o MMA,
usando o filtro do seno hiperbo´lico.
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Sem filtro PLS MMA vPLS/vMMA
f. obj. −3, 8824× 106 −3, 9702× 106 0,9779
iter. 319 324 0,9846
tempo (×103 seg.) 0,7210 1,2553 0,5744
Gradiente PLS MMA vPLS/vMMA
f. obj. −4, 7678× 105 −7.9519× 104 5, 9558
iter. 50 282 0,1773
tempo (×103 seg.) 0,2019 1,5643 0,1291
Dens. Pond. PLS MMA vPLS/vMMA
f. obj. −81, 2736 −76, 9158 1,0567
iter. 499 1048 0,4761
tempo (×103 seg.) 1,8640 5,8406 0,3191
Dilatac¸a˜o PLS MMA vPLS/vMMA
f. obj. −2, 4511× 105 −2, 0820× 105 1,1773
iter. 781 1500 0,5207
tempo (×103 seg.) 1,8640 11,6530 0,1599
Erosa˜o PLS MMA vPLS/vMMA
f. obj. −2, 4036× 103 −4, 3405× 103 0,5538
iter. 639 1420 0,4500
tempo (×103 seg.) 2,4293 7,7041 0,3153
Seno hiperbo´lico PLS MMA vPLS/vMMA
f. obj. −4, 8775 −4, 8207 1,0118
iter. 505 407 1,2408
tempo (×103 seg.) 1,3855 1,4565 0,9513
Tabela 6.5 Resultados obtidos para o inversor usando a formulac¸a˜o de Nishiwaki et al. [33].
De acordo com a Tabela 6.5, podemos perceber que a PLS encontrou um
valor menor para a func¸a˜o objetivo na maioria dos casos. Ale´m disso, para os
filtros do gradiente, de dilatac¸a˜o e das densidades ponderadas, a PLS gastou um
nu´mero menor de iterac¸o˜es e menos tempo para encontrar as soluc¸o˜es o´timas
aproximadas. Quando aplicamos o MMA com o filtro de dilatac¸a˜o, o nu´mero
ma´ximo permitido de iterac¸o˜es foi atingido, e o valor correspondente da func¸a˜o
objetivo ainda era maior do que aquele obtido pela PLS. No caso do filtro do seno
hiperbo´lico, observamos que a PLS executou 98 iterac¸o˜es a mais que o MMA, mas
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que o tempo gasto pela PLS foi menor. Quando nenhum filtro foi aplicado, a PLS
e o MMA encontraram valores relativamente pro´ximos para a func¸a˜o objetivo, e
o MMA executou apenas 5 iterac¸o˜es a mais que a PLS.
Observando as Figuras 6.44 a 6.55, constatamos que, em todos os casos testa-
dos, as topologias o´timas do inversor obtidas pela PLS e pelo MMA apresentam
algumas diferenc¸as. Por exemplo, nas topologias encontradas pelo MMA, as bar-
ras localizadas no canto inferior esquerdo do inversor sa˜o maiores.
A Figura 6.57 mostra a topologia o´tima de um inversor cujo domı´nio foi dis-
cretizado em 7200 elementos finitos quadrados usando a formulac¸a˜o de Nishiwaki
et al. [33] atrave´s a PLS com o filtro do gradiente. Escolhemos 0, 09 como o
raio inicial da regia˜o de confianc¸a e rmin = 1, 5mm para o raio de abrangeˆncia de
aplicac¸a˜o do filtro. Usamos ζ = 10 na func¸a˜o objetivo (3.38). O valor encontrado
para a func¸a˜o objetivo e´ −7.8239× 105. A soluc¸a˜o o´tima aproximada foi obtida
apo´s 65 iterac¸o˜es e 2006, 5 segundos.
Figura 6.56: Inversor obtido usando uma
malha de 1800 elementos finitos.
Figura 6.57: Inversor obtido usando uma
malha de 7200 elementos finitos.
Podemos observar que o inversor da Figura 6.57 conte´m uma pequena barra a
mais. A PLS gastou um tempo aproximadamente 10 vezes maior para encontrar
o inversor da Figura 6.57 em relac¸a˜o ao da Figura 6.56.
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6.2.6 Topologias o´timas do inversor usando a formulac¸a˜o
de Lima
Nesta sec¸a˜o, mostraremos algumas topologias o´timas do inversor obtidas atra-
ve´s da formulac¸a˜o de Lima [26], usando a PLS com o filtro do gradiente. Assim
como na Sec¸a˜o 6.2.3, escolhemos os fatores de peso w = 0, 3, 0, 5 e 0, 7 para a
func¸a˜o objetivo.
No caso do inversor, para garantir que a energia mu´tua seja sempre estri-
tamente positiva, aplicamos algumas iterac¸o˜es da formulac¸a˜o de Nishiwaki et
al. [33] antes de usar a formulac¸a˜o de Lima [26]. Neste caso, 20 iterac¸o˜es da
formulac¸a˜o de Nishiwaki et al. [33] foram suficientes para obter um valor estrita-
mente positivo para a energia mu´tua do inversor.
Para w = 0, 3 e w = 0.5, tomamos 0, 1 como o valor inicial para o raio da regia˜o
de confianc¸a. Quando w = 0, 7, usamos 0, 2 para o valor em questa˜o. Tomamos
rmin = 1, 5mm para a aplicac¸a˜o do filtro do gradiente. Para cada um dos treˆs
valores de w, usamos ζ = 1 na func¸a˜o objetivo (3.38). A Figura 6.58 mostra a
topologia o´tima do inversor usando a formulac¸a˜o de Nishiwaki et al. [33] atrave´s
da PLS com o filtro do gradiente, e as Figuras 6.59 a 6.61 mostram as topologias
o´timas do inversor em func¸a˜o de w. Os resultados relativos a esses testes esta˜o
na Tabela 6.6. E´ importante lembrar que, neste caso, usamos a func¸a˜o objetivo
(3.38).
Observamos que os inversores das Figuras 6.59, 6.60 e 6.61 sa˜o bastante seme-
lhantes, apesar da variac¸a˜o do valor de w. Percebemos tambe´m que os inversores
em questa˜o conteˆm poucos elementos com densidades intermedia´rias.
De acordo com a Tabela 6.6, observamos que a formulac¸a˜o de Lima gastou
mais tempo para encontrar as soluc¸o˜es o´timas aproximadas em relac¸a˜o a` for-
mulac¸a˜o de Nishiwaki et al.. Conforme ja´ dissemos na Sec¸a˜o 6.2.3, as formulac¸o˜es
de Nishiwaki et al. e de Lima sa˜o equivalentes quando w = 0, 5. Mas, para este
valor de w, constatamos que o valor da func¸a˜o objetivo original da formulac¸a˜o
de Lima (vide (3.34)), −7, 5833, e´ menor que o valor da func¸a˜o objetivo origi-
nal da formulac¸a˜o de Nishiwaki et al. (vide (3.33)), −4, 0640, que foi obtido
pela conversa˜o para a func¸a˜o objetivo da formulac¸a˜o de Lima. Conforme dito na
Sec¸a˜o 6.2.3, uma poss´ıvel raza˜o para a diferenc¸a entre esses valores e´ o fato de os
problemas em questa˜o possu´ırem va´rios minimizadores locais.
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fator de peso w f˜(ρ) iter. tempo (×103seg.)
0,3 −17, 5867 372 0,7458
0,5 −12, 5659 1049 2,6095
0,7 −0, 5724 1289 2,7017
Nishiwaki −4, 0640 50 0,2019
Tabela 6.6: Resultados obtidos para o inversor usando as formulac¸o˜es de Lima [26] e de
Nishiwaki et al. [33]
Figura 6.58: Inversor obtido com a
formulac¸a˜o de Nishiwaki et al..
Figura 6.59: Inversor obtido com a
formulac¸a˜o de Lima usando w = 0, 3.
Figura 6.60: Inversor obtido com a
formulac¸a˜o de Lima usando w = 0, 5.
Figura 6.61: Inversor obtido com a
formulac¸a˜o de Lima usando w = 0, 7.
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6.2.7 Comparac¸a˜o entre as formulac¸o˜es de Nishiwaki et
al. e de Sigmund para a topologia o´tima do inversor
Nesta sec¸a˜o, mostraremos as topologias o´timas do inversor obtidas usando a
formulac¸a˜o de Sigmund [37] (veja o problema (3.35)) atrave´s da PLS com o filtro
do gradiente, e faremos uma ana´lise comparativa das topologias encontradas com
aquelas obtidas usando a formulac¸a˜o de Nishiwaki et al. [33] com a PLS. E´
importante lembrar que, neste caso, na˜o podemos fazer uma comparac¸a˜o entre os
valores o´timos das respectivas func¸o˜es objetivo, pois as formulac¸o˜es em questa˜o
sa˜o distintas.
Quando aplicamos o filtro do seno hiperbo´lico, tomamos 0, 05 como o tamanho
inicial para o raio da regia˜o de confianc¸a. Para os outros casos, escolhemos esse
valor como sendo 0, 1. O valor ma´ximo para o deslocamento no ponto A (veja a
Figura 6.3) e´ de ∆∗in = 1, 0×10−8 mm, e a rigidez da mola que deve ser localizada
no ponto B e´ de ks = 1, 0 × 1014N/mm. Os valores de rmin foram os mesmos
usados na Sec¸a˜o 6.2.5. No caso do filtro do gradiente, usamos ζ = 10 na func¸a˜o
objetivo (3.38).
Os resultados relativos a estes testes esta˜o na Tabela 6.7, e a raza˜o vN/vS foi
definida da mesma maneira como aquela que aparece na Tabela 6.4. As topologias
o´timas do inversor obtidas por cada formulac¸a˜o sa˜o mostradas nas Figuras 6.62
a 6.71.
6.2 Comparac¸a˜o dos me´todos e filtros utilizados 114
Figura 6.62: Inversor obtido com a
formulac¸a˜o de Nishiwaki et al.,
usando o filtro do gradiente.
Figura 6.63: Inversor obtido com a
formulac¸a˜o de Sigmund,
usando o filtro do gradiente.
Figura 6.64: Inversor obtido com a
formulac¸a˜o de Nishiwaki et al.,
usando o filtro das densidades
ponderadas.
Figura 6.65: Inversor obtido com a
formulac¸a˜o de Sigmund,
usando o filtro das densidades
ponderadas.
Figura 6.66: Inversor obtido com a
formulac¸a˜o de Nishiwaki et al.,
usando o filtro morfolo´gico de dilatac¸a˜o.
Figura 6.67: Inversor obtido com a
formulac¸a˜o de Sigmund,
usando o filtro morfolo´gico de dilatac¸a˜o.
Figura 6.68: Inversor obtido com a
formulac¸a˜o de Nishiwaki et al.,
usando o filtro morfolo´gico de erosa˜o.
Figura 6.69: Inversor obtido com a
formulac¸a˜o de Sigmund,
usando o filtro morfolo´gico de erosa˜o.
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Figura 6.70: Inversor obtido com a
formulac¸a˜o de Nishiwaki et al.,
usando o filtro do seno hiperbo´lico.
Figura 6.71: Inversor obtido com a
formulac¸a˜o de Sigmund,
usando o filtro do seno hiperbo´lico.
Gradiente Nishiwaki Sigmund vN/vS
f. obj. −4, 7678× 105 −75, 3186 -
iter. 50 130 0,3846
tempo (×103 seg.) 0,2019 0,3324 0,6074
Dens. Pond. Nishiwaki Sigmund vN/vS
f. obj. −81, 2736 −22, 8354 -
iter, 499 395 1,2633
tempo (×103 seg,) 1,8684 1,2530 1,4911
Dilatac¸a˜o Nishiwaki Sigmund vN/vS
f. obj. −2, 4511× 105 −31, 7372 -
iter. 781 421 1,8551
tempo (×103 seg.) 3,0167 1,2995 2,3214
Erosa˜o Nishiwaki Sigmund vN/vS
f. obj. −2, 4036× 103 −24, 1000 -
iter. 639 553 1,1555
tempo (×103 seg.) 2,4293 1,6624 1,4613
Seno hiperbo´lico Nishiwaki Sigmund vN/vS
f. obj. −4, 8775 −2, 4028 -
iter. 505 413 1,2228
tempo (×103 seg.) 1,3855 0,7821 1,7715
Tabela 6.7: Tabela comparativa entre o nu´mero de iterac¸o˜es e o tempo gasto para obter o
inversor usando as formulac¸o˜es de Nishiwaki et al. [33] e Sigmund [37].
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Observando a Tabela 6.7, constatamos que, salvo quando o filtro do gradiente e´
aplicado, o tempo gasto pela PLS para encontrar as soluc¸o˜es o´timas aproximadas
foi menor quando usamos a formulac¸a˜o de Sigmund [37]. Por outro lado, na
maioria dos casos, a qualidade das topologias obtidas usando a formulac¸a˜o de
Sigmund e´ bastante inferior. Percebemos que, nas topologias o´timas obtidas
pela formulac¸a˜o de Sigmund, existem trechos do inversor onde na˜o so´ ha´ uma
quantidade insuficiente de elementos preenchidos, como muitos elementos conteˆm
densidades com valores pequenos. Isso acontece, por exemplo, nas proximidades
do local de aplicac¸a˜o da forc¸a fa (no canto inferior esquerdo do inversor). Cons-
tatamos que a topologia mais adequada para o inversor usando a formulac¸a˜o de
Sigmund foi obtida quando aplicamos o filtro do seno hiperbo´lico.
6.3 Discussa˜o sobre os resultados obtidos
Neste cap´ıtulo, usamos a Programac¸a˜o Linear Sequencial e o Me´todo das
Ass´ıntotas Mo´veis para resolver alguns exemplos cla´ssicos de problemas de otimiza-
c¸a˜o topolo´gica. Obtivemos as topologias o´timas de uma viga (que e´ uma estrutura
r´ıgida), de uma pinc¸a e de um inversor de deslocamentos (que sa˜o exemplos de
mecanismos flex´ıveis). Analisamos tambe´m a efica´cia de alguns tipos de filtros
espaciais, que sa˜o empregados para eliminar o aparecimento do “tabuleiro de
xadrez”.
No caso da viga, observamos que, na maioria dos testes realizados, a PLS en-
controu um menor valor para a func¸a˜o objetivo, gastando menos tempo. Tambe´m
constatamos que as topologias o´timas obtidas pelos dois me´todos de otimizac¸a˜o
foram ideˆnticas. O filtro das densidades ponderadas produziu topologias o´timas
que continham algumas barras a mais que aquelas obtidas pelos outros filtros.
Ja´ no caso da pinc¸a, quando usamos a formulac¸a˜o de Nishiwaki et al. [33], o
MMA encontrou valores menores para a func¸a˜o objetivo para a maioria dos filtros
usados, embora o nu´mero de iterac¸o˜es tenha sido muito maior em relac¸a˜o a` PLS.
Exibimos tambe´m algumas topologias o´timas usando a formulac¸a˜o de Lima [26],
atrave´s da PLS com o filtro do gradiente, para treˆs valores do fator de peso w
da func¸a˜o objetivo correspondente. Obtivemos pinc¸as com diferentes topologias
a` medida que aumentamos o valor de w, e observamos que o tempo gasto para
obter tais topologias foi maior em relac¸a˜o a`quela obtida usando a formulac¸a˜o de
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Nishiwaki et al..
Para o inversor, no caso da formulac¸a˜o de Nishiwaki et al. [33], a PLS obteve
valores menores para a func¸a˜o objetivo na maioria dos testes realizados. Quando
aplicamos a formulac¸a˜o de Lima [26], observamos que as topologias obtidas para
o inversor foram bastante semelhantes, mesmo com a variac¸a˜o do fator de peso
w, e que o nu´mero de iterac¸o˜es tambe´m foi maior em relac¸a˜o ao resultado obtido
pela formulac¸a˜o de Nishiwaki et al. [33].
Fizemos tambe´m uma comparac¸a˜o entre as formulac¸o˜es de Nishiwaki et al.
[33] e de Sigmund [37] para os exemplos da pinc¸a e do inversor, usando a PLS.
Constatamos que, embora os resultados da formulac¸a˜o de Sigmund tenham sido
obtidos em um menor tempo, a qualidade das respectivas topologias o´timas (tanto
da pinc¸a quanto do inversor) mostrou-se bastante inferior ao que foi obtido usando
a formulac¸a˜o de Nishiwaki et al.. As topologias mais adequadas obtidas usando a
formulac¸a˜o de Sigmund, tanto para a pinc¸a quanto para o inversor, foram aquelas
nas quais o filtro do seno hiperbo´lico foi adotado.
Em todos os exemplos testados, os filtros aplicados foram eficazes para a
eliminac¸a˜o do “tabuleiro de xadrez”. Dentre todos aqueles estudados neste tra-
balho, o filtro do gradiente foi o que produziu as topologias o´timas gastando
menos tempo, em quase todos os testes. Com relac¸a˜o a` qualidade das topologias,
constatamos que o filtro do seno hiperbo´lico produziu os melhores resultados.
Observamos que os filtros morfolo´gicos de dilatac¸a˜o e de erosa˜o fazem com que
as estruturas contenham uma quantidade maior de elementos com densidades in-
termedia´rias, particularmente em seu contorno. Na maioria dos casos, os filtros
produzem estruturas que apresentam regio˜es so´lidas conectadas por um u´nico no´,
que representa uma ro´tula. O filtro das densidades ponderadas, apesar de ter
produzido estruturas aceita´veis e de ter a vantagem de manter a linearidade da
restric¸a˜o de volume, apresentou resultados inferiores ao filtro do seno hiperbo´lico.
Diante das observac¸o˜es acima, na˜o podemos tirar uma conclusa˜o definitiva
sobre qual dos dois me´todos de otimizac¸a˜o estudados devem ser adotados para
resolver um problema de otimizac¸a˜o topolo´gica, uma vez que, devido ao fato de os
problemas de otimizac¸a˜o topolo´gica em questa˜o possu´ırem va´rios minimizadores
locais, cada me´todo pode encontrar soluc¸o˜es distintas quando usamos um mesmo
filtro e um mesmo ponto inicial. Entretanto, constatamos que a PLS encontrou
a soluc¸a˜o mais rapidamente em quase todos os testes realizados e com valores
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menores para a func¸a˜o objetivo na maioria dos casos. Sendo assim, os testes
realizados sugerem que a PLS foi levemente superior em relac¸a˜o ao MMA. Mas,
tambe´m, conclu´ımos que tanto a PLS quanto o MMA podem ser aplicados com
sucesso na resoluc¸a˜o de problemas de otimizac¸a˜o topolo´gica.
Conclusa˜o
Neste trabalho, estudamos algumas formulac¸o˜es para o problema de otimizac¸a˜o
topolo´gica de mecanismos flex´ıveis, e implementamos dois dos me´todos de otimiza-
c¸a˜o mais usados na literatura para resolver o problema em questa˜o: a Pro-
gramac¸a˜o Linear Sequencial (PLS) e o Me´todo das Ass´ıntotas Mo´veis (MMA).
Tambe´m comparamos alguns filtros usados para a eliminac¸a˜o do “tabuleiro de
xadrez”, que e´ uma instabilidade nume´rica decorrente do tipo de elemento finito
usado na discretizac¸a˜o do domı´nio.
Os resultados computacionais mostram que, em quase todos os testes rea-
lizados, os filtros foram bastante eficientes para a eliminac¸a˜o do “tabuleiro de
xadrez”. Observamos que o filtro para o gradiente da func¸a˜o objetivo e´ de fa´cil
implementac¸a˜o e tem a vantagem de preservar a linearidade da restric¸a˜o de volu-
me ma´ximo, mas na˜o preserva a compatibilidade entre a func¸a˜o objetivo e as
restric¸o˜es com relac¸a˜o a`s condic¸o˜es de otimalidade do problema em questa˜o. Para
amenizar esse problema, propusemos a adic¸a˜o de dois termos a` func¸a˜o objetivo e
de um fator de penalizac¸a˜o que faz com que o valor da func¸a˜o objetivo original
tenha maior relevaˆncia na minimizac¸a˜o dessa func¸a˜o objetivo modificada. Dentre
todos os filtros estudados neste trabalho, o filtro do gradiente foi o que gastou
menos tempo para atingir as topologias o´timas, independentemente da formulac¸a˜o
utilizada. Com relac¸a˜o a` qualidade das topologias, o filtro do seno hiperbo´lico foi
o que produziu os melhores resultados. Os filtros que sa˜o aplicados diretamente
nas densidades originais, apesar de serem computacionalmente mais caros, teˆm
a vantagem manter va´lidas as condic¸o˜es de otimalidade dos problemas, pois eles
sa˜o aplicados tanto na func¸a˜o objetivo quanto nas restric¸o˜es.
Com relac¸a˜o aos me´todos de otimizac¸a˜o, constatamos que a PLS obteve um
valor menor para a func¸a˜o objetivo na maioria dos testes realizados, e encontrou
as soluc¸o˜es em menor tempo em relac¸a˜o ao MMA em quase todos os casos. Apesar
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dessas diferenc¸as, as topologias obtidas por ambos os me´todos foram aceita´veis.
Quanto a`s formulac¸o˜es estudadas, podemos dizer que as formulac¸o˜es de Nishi-
waki et al. [33] e de Lima [26] sa˜o bastante eficazes para o projeto de um meca-
nismo flex´ıvel, pois os problemas de otimizac¸a˜o topolo´gica associados possuem
apenas a restric¸a˜o de volume (que, dependendo do filtro utilizado, pode ou na˜o
ser linear) e restric¸o˜es sobre os valores das densidades (restric¸o˜es de canalizac¸a˜o,
ou de “caixa”). A formulac¸a˜o de Lima [26] tem a vantagem permitir a obtenc¸a˜o
de um mecanismo com uma maior ou menor flexibilidade, em func¸a˜o do fator de
peso w, mas devemos ter o cuidado de selecionar um ponto inicial de modo que a
energia mu´tua do mecanismo seja estritamente positiva, pois o seu logaritmo deve
ser calculado para encontrar o valor da func¸a˜o objetivo. A formulac¸a˜o de Sig-
mund [37] apresenta a desvantagem de conter uma restric¸a˜o na˜o-linear adicional,
que e´ associada ao valor ma´ximo que o deslocamento no ponto de aplicac¸a˜o da
forc¸a pode assumir. Constatamos que, para obter topologias adequadas usan-
do a formulac¸a˜o de Sigmund [37], devemos selecionar valores adequados para o
deslocamento ma´ximo em questa˜o e para a constante de rigidez da mola. Ja´ as
formulac¸o˜es de Nishiwaki et al. [33] e de Lima [26] dispensam a inclusa˜o da mola,
o que torna mais simples a resoluc¸a˜o do problema.
Como desdobramentos deste trabalho, sugerimos:
• A implementac¸a˜o dos me´todos estudados aqui em outra linguagem de pro-
gramac¸a˜o (como C++ ou Fortran, por exemplo), com o objetivo de reduzir
o tempo gasto para obter as soluc¸o˜es.
• A obtenc¸a˜o da topologia o´tima de outros tipos de mecanismos flex´ıveis, para
obter melhores concluso˜es sobre o desempenho dos me´todos de otimizac¸a˜o
estudados neste trabalho.
• A utilizac¸a˜o das condic¸o˜es KKT (Karush-Kuhn-Tucker) como principal
crite´rio de parada dos algoritmos.
• O estudo de outras formulac¸o˜es, como aquelas propostas por Pedersen et
al. [35], Min e Kim [32] e Luo et al. [28].
• A implementac¸a˜o das estrate´gias propostas por Silva [41] para evitar o
surgimento de ro´tulas, caracterizadas pela conexa˜o entre duas regio˜es do
mecanismo por um u´nico no´.
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