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Abstract—This paper surveys the most relevant research on combining Data Warehouse (DW) and Web data. It studies the XML
technologies that are currently being used to integrate, store, query, and retrieve Web data and their application to DWs. The paper
reviews different DW distributed architectures and the use of XML languages as an integration tool in these systems. It also introduces
the problem of dealing with semistructured data in a DW. It studies Web data repositories, the design of multidimensional databases for
XML data sources, and the XML extensions of OnLine Analytical Processing techniques. The paper addresses the application of
information retrieval technology in a DW to exploit text-rich document collections. The authors hope that the paper will help to discover
the main limitations and opportunities that offer the combination of the DW and the Web fields, as well as to identify open research
lines.
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1 INTRODUCTION
THE Web is nowadays the world’s largest source ofinformation. It has brought interoperability to a wide
range of different applications. This success has been
possible thanks to XML-based technology [1], which
provides a means of information interchange between
applications, as well as a semistructured data model for
integrating information and knowledge.
Information Retrieval (IR) [2] is also playing an im-
portant role in the Web, since it has enabled the develop-
ment of useful resource discovery tools (e.g., Web search
engines). Relevance criteria based on both textual contents
and link structure have been shown to be very useful for
effectively retrieving text-rich documents. Recently, infor-
mation extraction techniques have been applied to detect
and query the factual data contained in the documents (e.g.,
Question and Answering Systems). Finally, and more
recently, the Web has been enriched with semantic
annotations (e.g., RDF and OWL formats), allowing the
retrieval and analysis of its contents in a more effective way
in the near future.
During recent years, there has also been a large interest
in Data Warehouse (DW) [3] and OnLine Analytical
Processing (OLAP) [4] technologies. A DW system stores
historical data integrated and prepared for being analyzed
by OLAP and other tools. Many companies satisfy their
needs for strategic information by applying these technol-
ogies to their structured databases.
The goal of this paper is to review how DW and Web
technologies are being combined by current research efforts.
From our point of view, the research in this field follows
three main lines:
1. The use of XML technology as an integration tool
in distributed DW systems. This research line
includes work focused on both XML formats for
exchanging multidimensional data and metadata [5],
[6], [7] and new architectures that apply these XML
languages and other XML-related technologies (e.g.,
XML query languages and transformation sheets) to
integrate distributed heterogeneous DW systems [8],
[9], [10], [11], [12], [13].
2. The development of DWs for semistructured data.
The second research line covers the work on
building warehouses for semistructured XML data
(i.e., data-centric XML collections). We organize
these papers into three groups:
. The first group is oriented toward the construc-
tion of XML [14] or, more generally, Web
document repositories [15]. They mainly ad-
dress the efficient acquisition, storage, query,
change control, and schema integration of data
gathered from Web sources. However, these
papers do not propose any mechanisms for
analyzing these data.
. The second group of papers is aimed at the
design of multidimensional databases for XML
data sources [16], [17], [18]. They study the
problem of physically integrating XML data
sources in a DW and propose different techni-
ques to design the analysis schema, starting
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from the DTDs provided by the data sources.
Once the XML data is loaded into the DW,
traditional OLAP techniques can be used to
analyze and query the data.
. The third group of papers argues that since Web
data is highly dynamic, the integration of the
XML data sources at the logical level is a better
option [19], [20]. They propose to extend tradi-
tional OLAP techniques to analyze online XML
data, allowing the execution of OLAP operations
on data contained in external XML sources.
Nevertheless, their contributions only deal with
highly structured XML data, and they are not
suitable for exploiting the information described
by document-centric XML collections.
3. DWs and document-centric XML collections. In the
third research line, we consider the work that deals
with unstructured data (i.e., document-centric XML
collections) in DW systems. These papers combine
DW and IR technologies in two different ways:
. The first group of papers propose to apply
multidimensional databases to implement IR
systems [21], [22], that is, they use OLAP data
cubes for querying a document collection. These
systems apply OLAP operations at the docu-
ment level and do not allow analysts to query
the factual data described in the textual contents
of the documents.
. The second group of papers present the so-
called contextualized warehouse [23], which is a
new kind of decision support system that
extends the architecture of the DW by adding
a document repository. They propose a new
type of OLAP cube where each fact is related to
the set of documents that describe the dimen-
sion values that characterize the fact. IR queries
are evaluated over the document collection in
order to rank the facts of the cubes.
This paper covers all of these three research lines and is
organized as follows: In Section 2, we introduce XML and
Web technology. Section 3 summarizes the main concepts of
DW and OLAP systems. In Section 4, we review the work
on XML-based DW integration (research line 1). First, some
XML formats to express DW data and metadata are
presented. Then, the different XML-based architectures for
DW integration that have been proposed in the literature
are compared in terms of how they address heterogeneity
conflicts and local DW work overload. Section 5 is
dedicated to the research on semistructured DWs (research
line 2). First, we describe some projects aimed at storing and
querying XML data and Web data change control. After-
ward, we introduce the work on the multidimensional
design for XML sources. We conclude the section by
studying the extensions of OLAP techniques in order to
manipulate online data in XML format. In Section 6, we
address unstructured data and DWs (research line 3). We
present different papers that build an IR system over a
multidimensional database and the research made on the
integration of IR and OLAP techniques for the development
of the contextualized warehouses. Finally, Section 7 pro-
vides conclusions and points to open research lines.
2 WEB DATA, XML, AND THE SEMANTIC WEB
According to the authors of the Xyleme project [14]: “The
Web is huge and keeps growing at a healthy pace. Most
data is unstructured, consisting of text (essentially HTML)
and images. Some is structured, mostly stored in relational
databases. All this data constitutes the largest body of
information accessible to any individual in the history of
humanity.” However, in order to exploit all this information
in applications, new flexible models are required.
In this context, semistructured data models and, in
particular, the standardization of XML [1] for Web data
exchange play an important role and open a wide new
range of possibilities. Two main features of its semistruc-
tured data model are the (potential) lack of a predefined
schema and its facilities for representing both the data
contents and the data structure integrated into the same
document. Other advantages of XML as a semistructured
data format are its simplicity and flexibility. Moreover,
XML is free, extensible, modular, platform independent,
and well supported.
The structure of an XML document is given by the use of
matching tag pairs (termed elements), and the information
between matching tags is referred to as a content element.
Furthermore, an element is permitted to have additional
attributes, where values are assigned to the attributes in the
start tag of the element. Figs. 1 and 2 show two example
XML documents.
XML documents can be associated with and validated
against a schema, e.g., a Document Type Definition (DTD).
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Fig. 1. Example data-centric XML document.
Fig. 2. Example document-centric XML document.
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The DTD of an XML document specifies the different
elements that can be included in the document, how these
elements can be nested, and the attributes they may contain.
Sometimes semistructured XML data sources provide us
with irregular and incomplete data whose structure is
frequently changing in an unpredictable way. In this case,
when available, DTDs are complex and large, and it is not
always clear if a specific XML document conforms to the
corresponding DTD [24]. In many cases, the associated DTD
consists of a sequence of alternatives so large that the DTD-
based approach to XML data manipulation is not as useful
as expected.
Based on their contents, XML documents are classified
into two categories: data centric and document centric [25].
Data-centric XML documents are highly structured, like the
XML document shown in Fig. 1. Document-centric XML are
loosely structured and contain large text sections, like the
one depicted in Fig. 2. Document-centric XML document
collections are typically queried by using IR techniques.
A number of technologies are evolving around XML.
These technologies include, among others, XML Schemas
[26], an alternative to DTDs that improves data typing and
constraining capabilities; the XPath language [27], which is
used to refer to parts of XML documents; XQuery [28], the
standard query language for XML documents, which
provides powerful constructs for navigating, searching,
and restructuring XML data; XPointer and XLink [29],
which define linking mechanisms between XML docu-
ments; and XSL [30], which is a family of recommendations
for defining XML document transformation and presenta-
tion rules.
Nowadays, the hot topic in Web research is the Semantic
Web. The objective of this technology is to describe the
semantics of Web resources in order to facilitate their
automatic location, transformation, and integration by
domain-specific software applications [31]. A number of
languages have been proposed to describe the semantics of
resources, namely, Topic Maps (XTM) [32], Resource
Description Framework (RDF, RDF/S) [33], and Ontology
Web Language (OWL) [34].
The World Wide Web Consortium (W3C) leads the
development of the XML standard and related technolo-
gies. We refer the reader to the W3C Website (http://
www.w3.org), where further details can be found.
3 DWS AND OLAP
In the last years, there has been a great deal of interest in
both the industry and research communities regarding DW
and OLAP technologies. Three of the pioneers in the field
were W.H. Inmon, R. Kimball, and E.F. Codd.
The classic definition of a DW by Inmon states that a DW
is a subject-oriented, integrated, nonvolatile, and time-
variant collection of data in support of management’s
decisions [3]. Another widely accepted definition of a DW
is the one by Kimball who defined a DW as a copy of
transaction data specifically structured for query and
analysis [35]. Thus, data warehousing involves the construc-
tion of a huge repository where an integrated view of data is
given, which is optimized for analysis purposes. The main
problems addressed by the DW technology, which make a
DW different from traditional transactional database sys-
tems are surveyed in [36].
The information stored in a DW is usually exploited by
OLAP tools. The term OLAP was first coined by Codd. In
[4], Codd presented 12 rules to evaluate OLAP systems and
emphasized the main characteristic of OLAP: the multi-
dimensional analysis. OLAP tools conceptually model the
information as multidimensional cubes. Fig. 3 shows an
example data cube. In the cubes, data is divided into facts,
the central entities/events for the desired analysis (e.g., a
sale), and dimensions, which provide contextual information
for the facts (e.g., the products sold). Often, the dimensions
are hierarchically organized into levels. For instance,
products can be grouped into product categories. Typically,
the facts have associated numerical measures (e.g., the
quantity sold or the total price), and queries aggregate fact
measure values up to a certain level (e.g., total profit by
product category and month), followed by either roll-up
(further aggregation, e.g., to year) or drill-down (getting
more detail, e.g., looking at profit per day) operations.
Many commercial DW and OLAP products and services
are available today. Multi-Dimensional eXpressions (MDX)
[37] is the most used query language for reporting from
multidimensional data stores. MDX was first introduced by
Microsoft, and nowadays, many OLAP servers and DW
client applications support MDX.
The cubes in a DW can be stored by following either a so-
called Relational OLAP (ROLAP) and/or a so-called Multi-
dimensional OLAP (MOLAP) approach. In ROLAP, the data
is stored in relational tables. In order to map the multi-
dimensional data cubes into tables, different logical schemas
have been proposed. The star and the snowflake schemas are
the most commonly used. The star schema consists of a fact
table plus one dimension table for each dimension. Each tuple
in the fact table has a foreign key column to each of the
dimension tables and numeric columns that represent the
measures. The snowflake schema extends the star schema by
normalizing and explicitly representing the dimension
hierarchies. Fig. 4 shows the differences between star and
snowflake schemas. In the MOLAP alternative, special data
structures (e.g., multidimensional arrays) are used for the
storage instead. The combination of ROLAP and MOLAP is
known as Hybrid OLAP (HOLAP). In the HOLAP approach,
detailed data is usually stored in relational tables, whereas
the MOLAP strategy is applied to manage aggregated data.
The interested reader can find an overview of DWs,
OLAP, and multidimensional databases in [38] and [39].
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Fig. 3. Example multidimensional data cube.
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4 XML-BASED DW INTEGRATION
The Internet has opened an attractive range of new
possibilities for DW applications. Companies can now
publish some portions of their corporate warehouses on
the Web. In this way, customers, suppliers, and people in
general will be able to access this “public” corporate data by
using Web client applications. The benefits of “plugging”
the corporate warehouse into the company website are
discussed in [40]. The authors of [3] and [35] study the
development of e-commerce applications and click-stream
analysis techniques to analyze the behavior of the clients
when surfing a company online shop site and then to
provide a user customized view of this website according to
his/her preferences. An even more challenging issue is to
apply Internet technology to provide interoperability be-
tween distributed heterogeneous warehouses and to build
new (virtual) warehouses where the information available in
these heterogeneous warehouses is exploited in a uniform
homogeneous integrated way. In this context, XML plays an
important role as a standard format of data interchange.
This section describes work focused on XML formats to
represent multidimensional data and metadata. Afterward,
it introduces the main issues addressed by the research on
the integration of (general) data sources and the specific
problems of the DW integration. Finally, it reviews the
XML-based DW integration architectures proposed in the
literature. These architectures use XML languages to
express the metadata describing data sources or as a
canonical language to transfer data between the different
components of the system.
4.1 XML Formats Tailored to DW Interoperability
The first step on the road to interoperability and integration
of heterogeneous warehouses is defining a common lan-
guage for interchanging multidimensional data. With this
objective, in [5], a set of XML document formats was
proposed, including XCubeSchema, which describes the
structure of a data cube by providing its measures and
dimension schemata (hierarchy of levels in each dimension);
XCubeDimension, which defines the members for each
dimension level; and XCubeFact, which represents the cells
of the data cube (i.e., how the dimension and measure values
are linked). Fig. 5 presents the result of exporting a sales data
cube in the XML format proposed in [5]. The figure shows a
piece of an XCubeFact document depicting two cells with
sales made on 3 August 2005 for the products LA-123 and
RS-133, respectively.
The work presented in [6] also includes its own XML
format to interchange data and metadata. This paper
describes a Web service interface to evaluate MDX queries
in a remote OLAP system. The main difference between the
approaches in [5] and [6] resides in their underlying
multidimensional model, which in the second case is tightly
related to MDX [37]. The authors of [7] propose a UML-
based multidimensional model along with its representa-
tion in XML. In this case, the XML format is only focused on
metadata interchange.
4.2 Integration of Heterogeneous Data Sources
The integration of heterogeneous data sources is a tradi-
tional research area in databases whose purpose is to
facilitate uniform access to several sources of heterogeneous
data, distributed through a set of connected sites that work
autonomously. An integrated system provides its users
with a global schema where to define their views, along
with the mechanisms needed to translate the elements of
the global schema into the elements of the corresponding
local schema and vice versa. The heterogeneity of the
integrated sources usually cause some conflicts that must be
solved by the translation mechanisms in order to produce
global results that are correct and complete. Heterogeneity
conflicts may occur at three different levels:
1. Physical level. The data sources to integrate can
reside in different computer platforms that run
distinct DataBase Management Systems (DBMSs)
and operating systems, which provide different
communications protocols, etc.
2. Syntactic level. Data sources may be based on
different data models, support different data types,
query languages, etc.
3. Semantic level. In different sources, different attri-
bute names may be used for referencing the same
data, the data values may be presented in different
units (e.g., prices in dollars and euros), etc.
PEREZ ET AL.: INTEGRATING DATA WAREHOUSES WITH WEB DATA: A SURVEY 943
Fig. 4. Example of (a) star and (b) snowflake schemas.
Fig. 5. Example XCubeFact document [5].
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XML technologies and the standard data access Appli-
cation Programming Interfaces (APIs) available nowadays
allow us to manage the heterogeneity conflicts that appear
at the physical and the syntactic levels. Many of the
sources export their data in XML format today, and
standard APIs like ODBC, JDBC, and SOAP [41] provide
platform-independent interfaces for querying the data
sources. Furthermore, the application of XML technologies
to wrapper data sources allows us to solve some semantic
heterogeneity problems. For example, by applying XSL
transformations, the different attributes used to represent
the same information at each local site can be translated to
their common representation in the global schema. How-
ever, this way of treating semantic heterogeneity is very
difficult to automate and also error prone, as any small
change in the local or global schemas will require the
revision of the transformations made by the wrappers of
the involved data sources.
When the data sources to integrate are DWs, two
additional issues should be considered:
1. The DWs to integrate must serve a common
subject, that is, the analysis tasks that can be made
at the global level will be similar to those that can
be made at local level on a smaller scale. For
example, consider two separated enterprise DWs:
European and US sales. In the integrated DW, we
could analyze the global sales. The dimensions and
measures exported by each local DW will be quite
compatible (e.g., both provide dimensions for time
and product). However, the DWs may be imple-
mented in different DBMSs, by following a ROLAP
or a MOLAP approach, and the way in which facts
and dimensions are represented may vary (e.g.,
product prices are expressed in dollars and euros).
At the semantic level, the kind of problems that
may appear when integrating DWs are different
from the problems that may occur with traditional
databases [42]. A classification of semantic hetero-
geneity conflicts specific to DW integration (e.g.,
different levels of detail for equivalent dimensions,
mismatched dimension names, etc.) can be found
in [10] and [13]. Syntactic heterogeneity conflicts
can be addressed by applying XML-based formats
as those previously described to provide DW
interoperability [5], [6], [7].
2. The analysis tasks will produce complex queries
over vast amounts of distributed data with hard
requirements of time and space to be processed.
Therefore, it is very important for the integrated
system to have an architecture designed with the
purpose of avoiding the overload of both the local
sites by the execution of global queries and the
network by the transmission of huge amounts of
unprocessed data.
Next, we review three existing architectures that apply
XML technology to the DW integration. We will compare
them in terms of how they address the heterogeneity
conflicts and the local DW overload.
4.3 XML-Based DW Integration Architectures
One of the first XML-based approaches to the integration of
DWs was the architecture presented in [8] and [9]. As Fig. 6
shows, the proposed architecture is organized into four
layers, namely, the local, mediation, federated, and client
layers. The lower local layer consists of a collection of
independent heterogeneous DW systems distributed over
the Internet. In order to participate in the federation, each
DW should provide its local schema to the corresponding
mediator. In the federated layer, the queries of the client
applications are first divided into subqueries that are issued
to the corresponding mediators, and afterward, the result-
ing cubes are merged and returned to the client application.
In this work, XML documents are used to represent the
local, export, and federated schemata. Since these docu-
ments represent DW schemata, they are similar to the
XCubeSchema documents proposed in [5]. The mapping
between the federated and the import schemata is also
specified in an XML document, in which we can find, for
example, the correspondence between federated and local
warehouse dimension names.
In [9], a different underlying canonical multidimensional
model called MetaCube [43] is applied. The authors of this
work define a new type of XML document called MetaCube-
X, which is the XML expression of a MetaCube schema
representing the export and federated schemata. None of
the approaches [8], [9] address query evaluation or the use
of XML for representing the results of the local and
federated queries. They only focus on schema integration
issues. However, as stated by the authors of [8], in order to
completely overcome semantic heterogeneity in DW inte-
gration (e.g., the different local DWs may define different
hierarchies for the same dimension), a deeper study of the
mapping strategies is required.
The architecture for integrated DWs proposed in [8] and
[9] adapts a traditional architecture of federated databases
[44]. The cornerstones of federated databases are the export
schemata, the federated schema, and metadata. The export
schemata are the expression of the local source schemata in
a common canonical model. The federated schema imports
the exported schemata and integrates them into a single
global schema. Metadata is used to decide where to retrieve
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Fig. 6. Federated DW architecture [8].
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the data required by global query processing. In the case of
[8], all of these three elements are provided in XML format,
and the mediators are introduced in the architecture to
translate the federated subqueries into the local DW query
language. It is important to notice that federated database
architectures were designed for applications whose transac-
tions consist of simple selection or update queries that are
executed frequently. The case of DWs is quite different, as
queries are read only, typically very complex and less
frequently run.
Summarizing the contributions of the architecture pro-
posed in [8], it provides a high degree of local autonomy, but
it presents some limitations regarding how heterogeneity
and load distribution are addressed. Heterogeneity issues
are solved by manually programming the mediators of each
local DW, making their maintenance difficult. Every change
in the local or global schemas will need a human interven-
tion to update the implicated mediators. Furthermore, as
pointed out in [10], each time a query is executed, the
corresponding local subqueries and the combination of local
results must be reprocessed, because previous results cannot
be reused. In other words, the local cubes that were merged
to answer a query must be rebuilt each time they are needed.
This produces unnecessary overload both at the local sites
and at the global processor that builds the final cube.
The work made in [10] also proposes a federated
architecture. In this case, the mediator components are
replaced by native XML databases (see Fig. 7). Each native
XML database stores the cubes available in the correspond-
ing local warehouse along with their export schemata. Each
local database manager provides its site metadata, which is a
formal description of the dimensions and the semantics of
the measures involved in the exported cubes. Heterogeneity
conflicts between export schemata are solved semiautoma-
tically by studying the site metadata and by designing and
evaluating XQuery statements [28] to update the exported
XML data cubes and their schemata. Finally, the resulting
cubes are integrated into a global cube that can be analyzed
by users. This approach also ensures the autonomy of the
local DWs. The heterogeneity conflicts are solved semiauto-
matically. With the architecture proposed in [10], the local
sites are not overloaded during the execution of global
queries, as intermediate results can be retrieved from the
corresponding XML databases. The major drawback of this
approach is that the efficiency of XML databases to compute
aggregations is still not comparable to the performance of
the ROLAP or MOLAP-based OLAP systems.
A different architecture, based on Grid technology [45],
is proposed in [11] and [12]. Fig. 8 shows the system
architecture. Analysis tasks take place as follows:
1. A virtual universal DW schema representing all the
data available in the local warehouses is presented to
the user, who formulates an analysis query.
2. The Collection Server processes the query, sending
requests to the relevant warehouses according to a
distribution schema (i.e., how the data is distributed
among the different warehouses).
3. The involved warehouses compute the selections
and aggregations in parallel. A Grid-based distrib-
uted computing platform is used to perform this
distributed data processing.
4. The Collection Server receives the data and performs a
final aggregation, if needed and sends the resulting
cube data to the OLAP Server.
5. The user analyzes the cube in the OLAP Server.
In [11] and [12], XML is used to represent the universal
cube schema, the initial user query, the distribution schema,
the data returned by each DW, and the final analysis cube
data. The authors of this work propose to transform the XML
data returned by the warehouses into a format suitable for
the OLAP server by applying standard XML tools like XSLT
[30]. The use of the XSLT transformation sheets is concep-
tually interesting here, but it seems not efficient enough to
manage huge amounts of data. Unfortunately, the authors of
[11] and [12] do not provide an evaluation of the performance
of their system. Their main contribution is the use of Grid
technology to distribute the computation needed in the
construction of huge cubes of data coming from a large
number of autonomous sites. However, they do not study
how to solve semantic heterogeneity conflicts, which is an
important limitation for integrating very autonomous sites.
The application of XML has meant a great advance
toward DW integration, since it provides a common data
model that solves the syntactic heterogeneity conflicts.
However, semantic heterogeneity discrepancies between
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Fig. 7. Federated DW architecture [10].
Fig. 8. Distributed DW architecture proposed in [11] and [12].
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DW schemata are still handled manually [8] or semiauto-
matically [10]. Trying to automatically address these
conflicts, Semantic Web languages have been applied to
describe DW conceptual schemata. The work in [13] also
proposes a federated architecture and applies Topic Maps
to solve semantic heterogeneity issues in DW integration.
Topic maps have been already used for modeling metadata
in XML format (XML Topic Maps [32]). In the approach in
[13], the measures, dimensions, and hierarchy dimension
levels of each site are represented by their local topic maps.
Association relations are used for modeling the fact
structure (i.e., the dimensions and measures that constitute
the fact) and the roll-up relationships between dimension
levels. Afterward, at the federated layer, an ontology-based
integration process builds the global topic map that
provides the integrated view of the local schemas and
deals with the semantic conflicts between them. For
example, consider the Time dimension defined in two
different local schemas. These dimensions include two
equivalent levels “day” and “tag” (day in German). In the
global topic map, there will be only one topic, “day,” with
two scopes, English and German. Then, each scope will be
linked to the corresponding dimension. The major con-
tribution of [13] is a framework for the semantic integration
of the DW schemata. They do not address the aspects of
query evaluation and load distribution.
4.4 Summary and Open Research Lines
As we have discussed in this section, the first step on the
integration of heterogeneous DWs is defining a common
language for multidimensional data exchange. In this
context, XML plays an important role as the standard
format of data interchange. In the literature, we have found
different works that propose XML formats tailored to
multidimensional data. The formats proposed in [5] and
[6] are suitable for expressing multidimensional data and
metadata, whereas the XML format presented in [7] is only
focused on multidimensional metadata interchange. The
one that seems to be most widely adopted by the DW and
OLAP industry is [6], since it is based on the data model of
the standardized MDX OLAP query language [37].
Regarding the architectures for the integration of DWs,
in this section, we have introduced different papers that
propose a federated architecture [8], [9], [10], [13] or apply
Grid computing technology [11], [12] and use multidimen-
sional XML formats for solving the syntactic heterogeneity
conflicts among the local DWs. The work presented in [11]
and [12] does not address semantic heterogeneity conflicts.
The semantic discrepancies are handled manually in [8], by
implementing a mediator component over each local DW,
and semiautomatically in [10], by running XQuery state-
ments on the exported XML data cubes and metadata. The
authors of [13] address the semantic conflicts by defining
an ontology that relates the local schemas, which are
represented by topic maps. The architecture of [8] and [9]
overloads the local DWs, since each global query requires
querying the local DWs. The local DW overload problem is
solved in [10] by storing a copy of each exported data cube
in a native XML database. The major drawback of [10] is
the low performance of XML databases to evaluate OLAP
operations.
Current approaches to the integration of DWs are
oriented to specific scenarios, where local schemata are
well known, and export schemata are manually built to
comply with the global schema rules. These approaches
clearly cannot be applied to the emerging large-scale
scenarios, where DWs can become public by simply
providing them as Web services. The big challenge here is
to handle high levels of semantic heterogeneity. The
Semantic Web is the result of the research made to bring
knowledge to the Web in order to facilitate the location of
concepts and to improve interoperability between applica-
tions. Other examples of the most important outcomes of
this research are standard languages to specify shared
knowledge in the form of domain ontologies (e.g., RDF/S and
OWL). In the same way that XML tries to solve syntactic
heterogeneity problems, these languages try to solve the
semantic ones. The main idea behind the use of domain
ontologies is to set up a common terminology and logic for
the concepts involved in a particular domain. In the case of
DWs, these concepts could describe the facts, dimensions,
categories, and values implied in analysis subjects. Thus,
publicly available DWs should provide a semantic descrip-
tion of their resources (i.e., schema, data, and operations)
according to the adopted domain ontology.
It is worth mentioning that the application of Topics
Maps presented in [13] does not follow the idea of domain
ontology, since they are rather used as a pairwise mapping
description among a small set of DW schemata. Notice that
domain ontologies are devised as rich logical descriptions that
allow users and applications to manage a large variety of
resources, not only DWs. Here, the main issue is how
domain ontologies can help DWs to interoperate, not only
between them, but also with other information-provider
applications.
5 UTILIZATION OF XML DATA IN DWS
With the emergence of XML as the lingua franca of the Web,
semistructured information is now widely available, and
several solutions have been proposed to build warehouses
for XML data. This section first introduces work oriented
toward the construction of XML Web data repositories, then
presents the research done on the design of multidimen-
sional databases for XML data, and finally focuses on the
extension of OLAP techniques to XML data.
5.1 XML Web Data Repositories
The problem of gathering and querying Web data is not
trivial, mainly because data sources are dynamic and
heterogeneous. In this context, some papers are focused
on the construction of repositories for XML [14] or Web
documents [15]. The main issues of this research area
include the efficient acquisition, storage, indexing, query
processing, change control, and schema integration of data
extracted from dynamic and heterogeneous Web sources.
This section summarizes the main results of two im-
portant projects: Xyleme [14] and Warehouse of Web Data
(Whoweda) [15].
Xyleme [14] was an ambitious project aimed at building
a warehouse for all the XML data available on the Web. The
Xyleme system runs on a network of distributed Linux PCs.
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In order to store such a huge amount of XML data, a hybrid
approach is proposed to keep the tree structure of XML
documents in a traditional DBMS until a certain depth and
then store the pieces of documents under the selected depth
as byte streams. Thus, the upper part of the XML document
structure is always available, but the lower sections require
parsing to obtain the structure. Query processing is based
on an algebra operator that returns the set of documents
that satisfy a given tree pattern. Xyleme partitions the XML
documents into clusters corresponding to different domains
of interest (e.g., tourism, finance, etc.), which allows
indexing each cluster on a different machine. Since the
documents in a cluster may follow different DTDs, an
abstract DTD for the cluster along with the mappings to the
original DTDs is inferred. In this way, the user queries the
cluster by using the abstract DTD. In order to acquire the
XML documents, several crawlers run in parallel. The
refreshment of a copy is performed depending on the
importance of the document or its estimated rate change or
under the request of the owner of the document (i.e., in a
notification/subscription basis).
The Whoweda project is also aimed at warehousing
relevant data extracted from the Web [15]. This project is
mainly focused on the definition of a formal data model and
an algebra to represent and manage Web documents [46],
their physical storage [47], and change detection [48]. In the
data model, called Warehouse Object Model (WHOM) [46],
a Web warehouse is conceived as a collection of the so-
called Web tables. A Web table is a special construct of the
WHOM that represents sets of interlinked documents of the
WWW. The tuples of the Web tables are multigraphs where
each node represents a document, and the edges depict
hyperlinks between documents. Fig. 9 shows some tuples of
an example Web table with documents about “drugs.” In
order to manage the data stored in the Web tables, a set of
algebraic operators is provided (e.g., global Web coupling,
Web join, Web select, etc.). For example, the global Web
coupling operator retrieves a set of interlinked documents
satisfying a query with conditions on the metadata, content,
structure, and hyperlinks of the documents. The result of
the operation is a new Web table where each new tuple
matches a portion of the WWW satisfying the constraints of
the query. In the Web join operator, the tuples from two
Web tables containing identical nodes are “concatenated”
into a single joined Web tuple. Two nodes are considered
identical if they represent the same document with the same
URL and modification date.
XML data change control is an important issue that has
spawned a lot of research. Xyleme [14] allows users to
subscribe to changes in an XML document [49]. When such
a change occurs, subscribers receive only the changes made,
called deltas [50], [51], and then incrementally update the
old document. This approach is based on a versioning
mechanism [51] and an algorithm to compute the difference
between two consecutive versions of an XML document
[50]. The Whoweda project addresses change detection over
sets of interlinked documents, instead of over isolated XML
documents. The global coupling algebra operator may be
used to state a set of relevant interlinked documents to
“watch.” Given two versions of this set of interlinked
documents materialized in two different Web tables, the
differences between these two versions are calculated by
applying the Web join and the Web outer join algebra
operators. The authors of [52] considered a more general
problem by studying how to update materialized views of
graph-structured data when the sources change. In [53], an
adaptive query processing technique for federated database
environments was proposed. Finally, [54] and [55] consider
adaptivity in a federation of XML and OLAP data sources
(see Section 5.3).
5.2 XML Multidimensional Database Design
This section surveys the most relevant research on multi-
dimensional design for XML data. Specifically, the work of
Golfarelli et al. [16], Pokorny [17], and Jensen et al. [18] are
studied.
The authors of [16] argue that existing commercial tools
support data extraction from XML sources to feed a
warehouse, but both the warehouse schema and the logical
mapping between the source and target schemas must be
defined by the designer. They show how the design of a
data mart can be carried out starting directly from an XML
source and propose a semiautomatic process to building the
DW schema.
Since the main problem in building a DW schema is to
identify many-to-one relationships between the involved
entities, they first study how these relationships are depicted
in the DTD of the XML documents. Such relationships are
modeled by subelements nesting in DTDs. ID/IDREF
attributes of the DTDs are not considered, since IDREFs
are not constrained to be of a particular element type. For
example, if ID attributes are defined for the elements car
and manufacturer and an IDREF attribute is stated for an
owner element, the IDREF attribute of the owner element
may reference either a car or a manufacturer element in
an instance XML document. The authors provide an
algorithm that represents the structure modeled by the
DTD as a graph and, starting from a selected element (the
analysis fact), semiautomatically builds the multidimen-
sional schema by including the dimension and dimension
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levels depicted by the many-to-one relationships found
between the elements and attributes of the graph. In order
to understand why the designer participation is needed,
consider the following example. In a DTD, the definition
owner(car*) states that an owner may have many cars.
However, the cardinality of the inverse relationship is not
stated in the DTD. That is, the same car may belong to
several owners. The problem is solved by querying the
document instances and asking the user.
In [16], it was assumed that the schema of the source
XML data is provided by a single DTD. In [17], a different
approach is followed, by considering that when the source
XML data is gathered from different sources, then each
source will provide its particular DTDs. Thus, the author of
[17] defines an XML-start schema by modeling the dimen-
sions as sequences of logically related DTDs (see Fig. 10). It
is assumed that a single DTD describes the measures of the
facts. In order to build the dimension hierarchies, this
approach defines a sub-DTD as the portion of a source DTD
that characterizes the structure of a dimension hierarchy
member. Then, XML view mechanisms are applied to select
the members of each dimension hierarchy. The concept of
referential integrity for XML data is introduced to establish
the hierarchical relationships between the dimension
members. Referential integrity control is performed by
checking whether the XML tree of the child dimension
member can be embedded within the XML tree of the
parent dimension member.
The work in [18] deals with the conceptual design of
multidimensional databases in a distributed environment
of XML and relational data sources. This approach uses
UML diagrams [56] to describe the structure of the XML
documents, as well as the relational schema. For relational
databases, commercial reverse engineering tools can be
applied to build the corresponding UML diagrams. For
XML documents, they propose an algorithm [57] that builds
the UML diagram from the DTDs of the XML sources. They
also provide a methodology to integrate the source
schemata into an UML snowflake diagram and take special
care in ensuring that XML data can be summarized. For
example, they study how XML elements with multiple
parents, ID references between elements, or recursive
element nesting should be managed. The resulting UML
schema can be applied for the integration of sources in a
multidimensional database.
All the approaches reviewed in this section assume that
the logical structure of XML documents is described by
DTDs. In [16], the multidimensional schema is built starting
from a single DTD. That is, the authors of [16] assume that
the complete multidimensional schema is represented
within a single DTD and that the hierarchy dimension
members and measures can be found in a collection of XML
documents that conform to this DTD. The approach
presented in [17] is more flexible, in the sense that it
allows the designer to combine different portions of several
DTDs in order to construct the dimension hierarchies.
Thus, several XML document sources can be used for
populating the data cubes. The algorithm proposed in [57]
transforms a single DTD into a UML diagram. However, in
the framework proposed by the same authors [18], different
classes taken from UML diagrams of different DTDs or
relational schemas can be mixed to design the final
multidimensional schema. In this case, the user is respon-
sible for specifying the relations (and their cardinalities)
that exist between the classes that come from different
diagrams (i.e., DTDs or relational schemas). The three
approaches [16], [17], [57] use the nesting relationships that
appear between the document elements for establishing
hierarchical relationships between the different dimension
levels. In addition, the algorithm presented in [57] also use
the ID/IDREF attributes for the same purpose. This usage
of the ID/IDREF attributes is only valid for XML docu-
ments in which all the IDREF attributes of a given element
type only reference the ID attributes of a particular element
type. Other formalisms for describing the structure of XML
documents, more powerful than the DTD grammar, exist,
e.g., the XML Schemas [26]. In [58], the work presented in
[16] is extended to design the multidimensional schema
starting from an XML Schema.
5.3 XML-Based Extension of OLAP Techniques
This section mainly studies the work of Pedersen et al. on
the extension of OLAP techniques to XML data [19], [20].
Pedersen et al. argue that the dynamicity of today’s
business environments are not handled well by current
OLAP systems, since physically integrating data from new
sources is typically a long time-consuming process, making
logical integration the better choice in many situations.
Thus, by considering the increasing use of XML for
publishing Web data, they aim their work at the logical
federation of OLAP and XML data sources. Their approach
allows the execution of OLAP operations that involve data
contained in external XML data. In this way, XML Web data
can be used as dimensions [19] and/or measures [20] of the
OLAP cubes.
The OLAP-XML federations proposed in [19] and [20] use
links for relating dimension values of a cube to elements of
an XML document (e.g., linking the values of a Store-City-
Country dimension to a public XML document with
information about cities, such as state and population).
Thus, a federation consists of a cube, a collection of XML
documents, and the links between the cube and the
documents. The most fundamental operator in OLAP-XML
federations is the decoration operator [59], which adds a new
dimension to a cube based on the values of the linked XML
elements. This work presents an extended multidimensional
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query language called SQLXM that supports XPath expres-
sions and allows linked XML data to be used for decorating,
selecting, and grouping fact data. For example, the following
query computes the total purchase quantities grouped by the
city population that is found only in the XML document:
SELECT SUM(Quantity), City/Population
FROM Purchases
GROUP BY City/Population
Fig. 11 shows the architecture of the system proposed in
[19]. Along with the Federation Manager, it includes an
OLAP component (i.e., a commercial OLAP server able to
evaluate multidimensional queries) and an XML compo-
nent (i.e., an XML database system with an XPath interface).
In Fig. 11, SLQM depicts regular multidimensional OLAP
queries (e.g., MDX queries [37]), whereas SQLXM repre-
sents the XPath-extended multidimensional queries pro-
posed in [59]. The Federation Manager receives SQLXM
queries and coordinates their execution in the OLAP and
the XML databases. The metadata, link data, and temporary
data databases (e.g., traditional relational databases) are
also managed by the Federation Manager component.
The unoptimized approach to process an SQLXM query
is described as follows: First, any XML data referenced in
the query is fetched and stored in a temporary database as
relational tables. Second, a pure OLAP query ðSQLMÞ is
constructed from the SQLXM query, resulting in a new table
in the temporary database. Finally, these temporary tables
are joined, and the XML-specific part of the SQLXM query
is evaluated on the resulting table along with the final
aggregation.
Pedersen et al. provide both rule-based and cost-based
optimization strategies focused on reducing the amount of
data moved from the OLAP and XML components to the
temporary database. The rule-based optimization algorithm
partitions an SQLXM query tree, meaning that the algebra
operators are grouped into an OLAP part ðSQLMÞ, an XML
part ðXPathÞ, and a relational part ðSQLÞ. Algebraic query
rewriting rules are applied to push as much of the query
evaluation toward the OLAP and XML components as
possible. The cost-based optimization strategies are based
on the cost model described in [60] and a set of the
techniques that include in-lining literal XML data values
into OLAP predicates, caching, and prefetching [61].
In a more recent paper [20], Pedersen et al. show an
implementation of their XML-OLAP federation for the
commercial OLAP tool TARGIT Analysis and extend their
approach to allow the evaluation of federated OLAP queries
with XML data as measures.
5.4 Summary and Open Research Lines
Organizations can now find highly valuable information
about their business environment on the Web. Most of
these data is available in XML format. In this section, we
have introduced two of the most important projects on
Web data warehousing [14], [15]. The work presented in
[14] is focused on gathering, storing, and querying XML
data, whereas [15] considers both XML and HTML
documents. The first project is based on the typical tree-
like representation of the XML documents. The data
model of the second one relies on a special construct,
called Web table, that represents sets of interlinked
documents. In [14], a tree pattern algebra is provided
for querying. In this case, the query result is a set of
document pieces, whereas the algebraic operators in [15]
return Web tables (i.e., sets of interlinked documents). That
is, [14] operates at the document level, and the queries in
[15] involve sets of documents related by means of
hyperlinks. Since Web data is highly dynamic, an
important issue addressed in [14] and [15] is data change
control. The two approaches act on a subscription basis,
i.e., the users specify which are the documents to
“watch,” and provide mechanisms to compute the
differences between two versions of a document (docu-
ment sets in [15]). In [15], the difference is calculated by
performing a join operation on the relevant Web tables.
Neither [14] nor [15] addresses the analysis of the data.
The research on analyzing XML data mainly follows two
different directions: the physical integration of the XML
sources in a multidimensional database [16], [17], [57]
versus the integration of the XML sources and a multi-
dimensional database at a logical level [19], [20]. The
physical integration provides better query performance,
whereas the logical integration is more suitable for
frequently changing XML data. Logical integration also
implies extending the existing OLAP techniques to allow
the execution of queries that involve online XML data [19],
[20]. The papers on the physical integration address the
design of the multidimensional database schema starting
from the DTDs that describe the structure of the XML
documents. Once the XML data is loaded into the database,
the traditional OLAP techniques can be used for querying.
A comparative study of this group of papers [16], [17], [57]
was done at the end of Section 5.2.
Nowadays, the major database companies provide XML
extensions to index and query XML data and to support
XML as a built-in datatype [62], [63], [64]. We foresee that
these database companies will integrate XML extensions
into their OLAP tools. The work in [57] on multidimen-
sional schema design for relational and XML data will have
a direct application here.
As already mentioned in Section 2, sometimes the XML
sources provide documents with a very irregular and
dynamic structure. In this case, the DTDs are not always
available, and when available, they consist of sequences of
structural alternatives so large that the direct application of
the multidimensional schema design techniques proposed
in [16], [17], [57] is difficult. Even when the DTD of an XML
document collection is not provided, the logical structure of
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the documents is still implicitly given in their contents by
the tag’s attributes and nesting relationships. Some papers
(see, for example, [65]) present algorithms to cluster XML
documents with similar structure and infer the DTD that
depict the structure of each XML document cluster. These
algorithms can be run as a preprocessing stage, before
addressing the design of the analysis schema.
A recent area of research is the extension of native XML
databases and their query languages to perform OLAP-like
analysis [66], [67]. The work presented in [66] proposes an
extension of the XQuery language with constructs for the
grouping and numbering of results. The new constructs
simplify the construction and evaluation of queries requir-
ing grouping and ranking, and at the same time, they enable
complex analytical queries. The authors of [67] propose a
distinct grouping operator for XML, where the grouping
dimensions are specified by means of tree patterns [68]. This
work [67] studies the summarizability problems that arise
when aggregating XML data (e.g., optional and repeatable
elements may result in missing or double-counting some
data) and presents different algorithms for computing the
data cubes efficiently. It is still too early to talk about native
XML-OLAP (XOLAP), since the performance of the native
XML approach is not comparable to the efficiency of the
ROLAP/MOLAP approaches. Nevertheless, directly using a
native XML database for analyzing XML data supposes an
attractive alternative to the physical or logical integration of
these data in a multidimensional database. The results
obtained in [67] are promising. They encourage to continue
the research in this line and study specific indexing and
optimization strategies for OLAP in XML databases.
In the future, with the Semantic Web widely adopted,
companies will be able to gather huge amounts of valuable
semantically related data concerning their subjects of
interest. Then, an interesting topic of research is the
extension of the work on physically or logically integrating
XML data in a multidimensional database to deal with
semantically annotated data. That is, the design of the
multidimensional database schema starting from ontology
representations (e.g., OWL [34] document collections) or the
extension of the traditional OLAP operations, in order to
use external online semantically annotated data as dimen-
sions or measures of the analysis cubes. As far as we know,
currently, the only work in this line is [69].
Finally, notice that the proposals surveyed in this section
deal with highly structured XML data (e.g., online XML
product pricing lists), from where the measures and
dimensions can be directly selected using XPath expres-
sions or tree patterns. These approaches are not suitable for
analyzing document-centric XML collections, which require
some kind of document processing to extract measures and
dimension values from the documents textual contents [70].
Section 6 deals with the combination of DW and IR
technologies to exploit text-rich XML documents.
6 THE COMBINATION OF DWS
AND DOCUMENT-CENTRIC XML COLLECTIONS
Many new Web applications store unstructured data with
large text portions requiring IR techniques [2] to be indexed,
queried, and retrieved.
In an IR system, the users describe their information needs
by supplying a sequence of keywords. The query result is a
set of documents ranked by relevance. The relevance is a
numerical value that measures how well the document fits
the user information needs. Traditional IR models (e.g., the
vector space model [71]) calculate this relevance value by
considering the local and global frequency (tf-idf) of the
query keywords in the document and the collection,
respectively. Intuitively, a document will be relevant to the
query if the specified keywords appear frequently in its
textual contents and they are not frequent in the collection.
Newer proposals in the field of IR include language
modeling [72] and relevance modeling [73] techniques. The
papers on language modeling consider each document as a
language model. Thus, documents are ranked according to
the probability of obtaining the query keywords when
randomly sampling from the respective language model.
An extension of the language modeling approach is
relevance modeling [73], which estimates the probability of
observing a query keyword in the set of documents relevant
to a query. The language and relevance modeling ap-
proaches still internally apply the keyword frequency to
estimate probabilities, and they have been shown to outper-
form baseline tf-idf models in many cases [72], [73].
In this section, we study how the OLAP and IR
approaches have been combined. Current research follows
two main lines: the application of multidimensional
databases to implement an IR system and the extension of
OLAP techniques to support the analysis of text-rich
documents.
6.1 Cubes for Document Analysis and Retrieval
OLAP cube dimensions provide an intuitive general-to-
specific (or vice-versa) method for the analysis of document
contents. Moreover, the optimized evaluation of aggrega-
tion functions in multidimensional databases can be applied
to efficiently compute the relevance formulas of IR systems.
This section studies how multidimensional databases and
OLAP can help IR.
The work presented in [21] implements an IR system
based on a multidimensional database. As Fig. 12 shows,
the fact table measures the weights (i.e., frequency) of each
term at each document. Thus, the relevance of a document
to a query is computed by grouping its term weights, which
are obtained by slicing the cube on the term dimension. The
final relevance value is calculated by applying the so-called
pivoted cosine formula [74] to the weights of the query
terms. Furthermore, if the document collection is categor-
ized by location and time, more complex queries can be
formulated, like retrieving the documents with the terms
“financial crisis” published during the first quarter of 1998
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in New York and then drilling down to obtain those
documents published in February 1998. Following this line
of research, in [75], the authors study different indexing
strategies to improve the performance of their system and,
in [76], propose a method for incorporating a hierarchical
category dimension to classify the documents by theme.
The benefits of implementing an IR system on a multi-
dimensional database are also discussed in [22] together
with a novel user interface for exploring document collec-
tions. This approach defines a dimension for each subject of
analysis relevant to the application domain (e.g., in a
financial application, subjects such as economic indicators,
industrial sectors, and regions are relevant dimensions).
Each dimension is modeled as a concept hierarchy. They
choose a star schema too, but instead of keeping term
weights, the fact table links documents to categories of
concepts.
Finally, a recent paper [77] provides a mechanism to
perform special text aggregations on the contents of XML
documents, e.g., getting the most frequent words of a
document section, their most frequent keywords, a sum-
mary, etc. Although these text-mining operations are very
useful to explore a document-centric XML collection, they
cannot be applied to evaluate OLAP operations over the
facts described by document textual contents. This is the
focus of Section 6.2.
6.2 IR Techniques Applied to OLAP
Most information is published on the Web as unstructured
documents. These documents typically have large text
sections and may contain highly valuable information about
a company’s business environment. The current trend is to
find these documents available in XML-like formats [14].
This situation opens a novel and interesting range of
possibilities for DW and OLAP technology: trying to include
the information described by these text-rich XML documents
in the OLAP analysis. We can thus imagine a DW system
able to obtain strategic information by combining all the
company sources of structured data and documents.
The approaches discussed in Section 6.1 to implement
an IR system by using a multidimensional database are
very useful to explore a document-centric XML collection.
However, these techniques cannot be applied to evaluate
OLAP operations over the facts described by document
textual contents. The extension of OLAP techniques for
XML data studied in Section 5.3 are not suitable for
analyzing text-rich documents either. They only deal with
highly structured XML data (e.g., online XML product
pricing lists), from where the measures and dimensions
can be directly selected using XPath expressions.
The analysis of the factual information described in the
textual contents of the documents is a hard issue. It is
difficult to find work in the current literature that tries to
address this problem. For this purpose, some kind of
document processing to extract measures and dimension
values from their textual contents [70] is needed.
The authors of [23] propose a setting where this analysis
is possible, called a contextualized warehouse. In particular,
they propose to contextualize the facts of a traditional
corporate DW with the documents that describe their
circumstances. The dimension values found in the docu-
ments will be used to relate documents and facts. Thus, a
contextualized warehouse is a new type of decision support
system that allows users to combine all their sources of
structured and unstructured data and to analyze the
integrated data under different contexts.
Fig. 13 shows the architecture proposed for the con-
textualized warehouse. Its main components are a corporate
warehouse, an XML document warehouse, and the fact
extractor module. The corporate warehouse is a traditional
DW that integrates the company’s structured data sources
(e.g., the different department databases). The unstructured
data coming from external and internal sources are stored
in the document warehouse as XML documents. These
documents describe the context (i.e., circumstances) of the
corporate facts. The document warehouse allows the user to
evaluate queries that involve IR conditions. The fact
extractor module relates the facts of the corporate ware-
house with the documents that describe their contexts. This
module identifies dimension values in the textual contents
of the documents and relates each document with the facts
that are characterized by these dimension values.
In a contextualized warehouse, the user specifies an
analysis context by supplying a sequence of keywords (i.e.,
an IR condition like “financial crisis”). The analysis is
performed on a new type of OLAP cube, called R-cube,
which is materialized by retrieving the documents and facts
related to the selected context.
R-cubes have two special dimensions, the relevance and
the context dimensions. Thus, each fact in the R-cube will
have a numerical value representing its relevance with
respect to the specified context (e.g., how important the fact
is for a “financial crisis”), thereby the name R-cube
(Relevance cube). Moreover, each fact will be linked to the
set of documents that describe its context.
The relevance and context dimensions provide informa-
tion about facts that can be very useful for analysis tasks.
The relevance dimension can be used to explore the most
relevant portions of an R-cube. For example, it can be used
to identify the period of a political crisis or the regions
under economical development. The usefulness of the
context dimension is twofold. First, it can be used to restrict
the analysis to the facts described in a given subset of
documents (e.g., the most relevant documents). Second, the
user will be able to gain insight into the circumstances of a
fact by retrieving its related documents.
The IR model for retrieving the documents that describe
the analysis context and estimating the relevance of the facts
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described by these documents to the analysis context
(IR query) was presented in [78]. The data model and
algebra for the R-cubes are described in [23] and extend the
multidimensional model of [79]. Finally, a system imple-
mentation based on multidimensional databases is pro-
posed in [80].
From a different point of view, the work presented in
[81] proposes to annotate external information sources (e.g.,
documents, images, etc.) by means of an ontology in RDF
format that comprises all the values of the DW’s dimen-
sions. In this way, the results of OLAP queries can be
associated with the external sources annotated with the
same dimension values. However, unlike [23], it does not
provide a formal framework for calculating fact relevance
with respect to user queries.
The research on contextualized warehouses can be
continued by following several directions. One of these
research lines is the direct analysis of the factual data
described by the documents. Notice that the document
warehouse may provide highly valuable strategic informa-
tion about some facts that are not available in the corporate
warehouse nor in external databases. Sometimes, it is
relatively easy to obtain these facts, for example, when
they are presented as tables in the documents. However,
many times documents contain already aggregated mea-
sure values. The main problem here is to automatically infer
the implicit aggregation function that was applied (i.e.,
average, sum, etc.). Different IR and information-extraction-
based methods for integrating documents and databases are
discussed in [82]. Specifically, [82] proposes a strategy to
extract from documents information related to (but not
present in) the facts of the warehouse. The work on
contextualized warehouses introduced in this section [23]
shows how the dimension values found in documents can
be applied to the process of relating them with the corporate
facts that have the same dimension values. Trying to
directly analyze the facts extracted from the documents
without considering the corresponding corporate facts is an
even more challenging task. In this case, the analysis may
involve facts that are incomplete (not all the dimensions
may be quoted in the documents contents) and/or im-
precise (if the dimension values found belong to nonbase
granularity levels). The R-cubes base model supports
incompleteness and imprecision [79]. In the future, these
features can be exploited to analyze the facts described in
the documents that are not available in the corporate
warehouse.
Another interesting research topic is to integrate the
architecture of the contextualized warehouse with existing
Web search engines, thus providing better scalability, as
well as the possibility to contextualize the data cubes with
online Web documents.
7 CONCLUSIONS
The advent of XML and related technologies is playing an
important role in the future development of the Web. DW
and OLAP tools also take part in the Web revolution.
This paper has summarized the most relevant research on
combining DWs with Web/XML data and technologies.
We classify the work in this field into three research lines:
1) the use of XML technology as an integration tool in
distributed DW systems, 2) the development of DWs for
semistructured XML Web data, and 3) the combination of
OLAP and IR to manage unstructured data in a DW.
The first research line studies the work on XML formats
tailored to express multidimensional metadata [7] and both
data and metadata [5], [6]. The format proposed in [6] is
based on the data model of MDX and is the most widely
used in the OLAP industry. Several architectures apply
these XML formats for solving the syntactic heterogeneity
conflicts that appear in the integration of DW systems [8],
[9], [10], [13], [11], [12]. The architectures in [8], [9], [10], and
[13] adapt the federated architecture to DWs, whereas [11]
and [12] are based on Grid technology. The semantic
discrepancies between the local DWs are handled manually
in [8] and semiautomatically in [10]. The semantic conflicts
are addressed in [13] by using topic maps for describing and
relating the local schemas.
In the future, the Semantic Web will provide us with
domain ontologies, i.e., rich logical descriptions that will
allow users and applications to manage a large variety of
resources from different domains. Here, the main issue is
how domain ontologies can help DWs to interoperate in a
large-scale scenario, not only between them, but also with
other information-provider applications.
Within the second research line, we have introduced the
work aimed at storing, querying, and controlling changes in
XML documents [14] or sets of interlinked HTML/XML
documents [15]. Neither [14] nor [15] addresses the analysis
of the XML data. In order to analyze XML data in a DW, two
different approaches are followed: the physical integration
of the XML sources in a multidimensional database versus
the integration of the XML sources and a multidimensional
database at a logical level. The papers on physical integra-
tion propose different techniques for designing the multi-
dimensional analysis schema starting from a single DTD
[16], a set of DTDs [17], or both DTDs and a relational
schema [57]. The papers on logical integration address the
extension of OLAP techniques for analyzing online XML
data [19], [20].
An emerging area of research is the extension of native
XML databases and their query languages to perform
OLAP-like analysis [66], [67], i.e., XOLAP. This approach
supposes an attractive alternative to the physical or the
logical integration of the XML sources in a traditional
multidimensional database. Although still not comparable
to the performance of the ROLAP and MOLAP systems, the
results obtained in [67] encourage continuing the research
by studying indexing and optimization strategies for OLAP
in XML databases. Another promising topic of research is
physically or logically integrating semantically annotated
data extracted from the Semantic Web in a multidimen-
sional database, that is, the design of the multidimensional
database schema starting from ontology representations
like OWL or the extension of OLAP with operators able to
use online semantically annotated data as dimensions or
measures, respectively.
Most information is nowadays published on the Web as
unstructured documents. The proposals surveyed within
the second research line only deal with data-centric XML
and are not suitable for analyzing document-centric XML
collections. In the third research line, we have showed how
IR and OLAP technologies can be combined to explore
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document collections, (i.e., the use of multidimensional
databases for implementing IR systems [21], [22]) and to
analyze facts and documents together in the contextualized
warehouses [23].
The research on contextualized warehouses is still novel
and can be continued in several ways. A challenging one is
the direct analysis of the facts extracted from the docu-
ments, without contextualizing a traditional data cube.
Another interesting topic of research is to integrate Web
search engines within the architecture proposed in [23] to
contextualize the data cubes with online Web documents.
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