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Trend prediction in temporal bipartite networks:
the case of Movielens, Netflix, and Digg
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Online systems where users purchase or collect items of some kind can be effectively represented
by temporal bipartite networks where both nodes and links are added with time. We use this
representation to predict which items might become popular in the near future. Various prediction
methods are evaluated on three distinct datasets originating from popular online services (Movielens,
Netflix, and Digg). We show that the prediction performance can be further enhanced if the user
social network is known and centrality of individual users in this network is used to weight their
actions.
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I. INTRODUCTION
Many websites give their users the possibility to buy,
review or simply share various kinds of products or other
contents. This is the case, for example, for e-commerce
sites as Amazon or social networks like Twitter and Digg.
Data produced by systems of this kind can be effec-
tively described by bipartite networks which consist of
two types of nodes (representing users and items), and
where every edge runs between a user node and an item
node if the user has collected (bought, rated, or otherwise
favored) this item. This representation has been success-
fully used to, for example, assign reputation values to
nodes in a network [6], study global structural properties
of interlocking company directors [23], and to compute
personalized recommendations by a random walk process
on the network [31].
In addition to collecting items, users can often make
explicit links to other users by, for example, following
them (in which case items collected by followed users
are automatically forwarded to the users who follow
them). This gives rise to a monopartite network where
nodes are connected through directed edges representing
leader/follower relationships (as is the case for Twitter)
or undirected edges representing friendship relationships
(as is the case for Facebook). Thanks to the availability
of large-scale data, online social networks have been stud-
ied extensively. Their network characteristics have been
measured [20] and compared with those of real-life social
networks [1], statistical analysis led to various models
of their evolution [13, 17], and studies of user influence
aimed at finding influential spreaders [12, 18] or extract-
ing the subset of user-user connections that actually drive
user behavior [10].
The bipartite and monopartite network are often con-
nected not only by sharing the same set of users but they
also exert mutual influence: a link between two users in-
fluences items collected by them in the future and col-
lecting similar items may lead to a pair of users being
aware of each other and eventually connected by a link.
While much of the work so far assumed a static picture
where a particular snapshot of a network is studied with-
out considering time when individual edges were created,
increased availability of datasets with time information
allows for a better perspective on network formation and
function (see [9] for a review). Time labels are of par-
ticular importance in information networks [19] where
they can be used to design specialized information filter-
ing algorithms that can account for changing interests of
users [7] or prefer recent scientific publications over old
ones [27].
Once time labels become available, it is natural to ask
how well are we able to predict the future development
of a given network. This is a very practical question as
the ability of making good predictions of future popular-
ity of items is important for vendors and their marketing
strategies. Knowing potential hot items is of great inter-
est also to users who want to avoid plowing through the
bulk of mediocre items. Site administrators can benefit
from this kind of knowledge too because it allows them to
better use their system resources. For example, a video
which is flagged to potentially become very popular in
the near future can be made available for download from
multiple mirrors of the web site. Predicting future trends
is relevant also from a theoretical point of view since the
individuation of informative signals may help to isolate
the basic mechanisms driving the network’s evolution and
eventually contribute to the understanding of complex
connection patterns in real networks. There have been
works that studied the time evolution of popularity of
online content without considering the question of pre-
diction. An extensive study of various temporal patterns
of popularity in online media has been presented in [29].
Similarly, a classification of YouTube videos into three
classes according to how their popularity decays after an
initial burst was reported in [5] and supplemented by a
model of user behavior combining an epidemics-like prop-
agation of interesting content and a power-law distribu-
tion of waiting times.
Predicting the user interest prior to publication of
items based only on item features turns out to be very
difficult [26]. The situation becomes much different after
publication when robust patterns develop fast. In the
case of the popular online service Digg.com where users
2submit links to stories and comment on stories submit-
ted by the others, predictive models trained on comments
made in the first few hours after the story submission can
successfully predict its later popularity [11]. Much more
information is hidden in the initial growth popularity:
the popularity of a story as early as one hour after its sub-
mission has been shown to correlate strongly with its final
popularity [25]. On the other hand, the same authors re-
port a lower level of predictability for YouTube videos
which they attribute to much longer time scales and a
lack of popularity saturation there. An explicit popular-
ity evolution model based on how Digg users can reach
the site’s content was presented in [15]. There are several
other suggestions that predictions based on our actions in
online environments can be particularly effective thanks
to their high level of automation and exceptional coverage
(online data can be collected and evaluated automatically
for millions of users from all parts of the world). For ex-
ample, Google aggregates search queries to track the level
of flu activity (see www.google.org/flutrends/). An-
other example is a study of Twitter mood as a predictor
of the stock market moves [3].
In this paper, we study three distinct datasets cre-
ated by popular online services—Netflix, Movielens, and
Digg—with focus on temporal patterns of user behavior
and popularity prediction. Different from [25], we do not
follow individual items after their submission. We focus
instead on a given time point and attempt to predict
which items may become the most popular in a given
future time window. Rather than focusing directly on
a particular algorithm, we progress in steps from basic
empirical observations made on the chosen datasets to
methods which possess some predictive power. The pa-
per consists of two parts. We first consider the bipartite
networks of Movielens, Netflix, and Digg and use this in-
formation to predict item popularity. We then discuss
the case of Digg where in addition to the user-item data,
we also have the social user-user network which allows
us to improve predictions of an item’s popularity by con-
sidering the social status of users who have collected this
item.
II. TREND PREDICTION IN BIPARTITE
USER-ITEM NETWORKS
As testing data, we use datasets produced by three
popular online services: Netflix, Movielens, and Digg.
The Digg dataset has been obtained by the authors
of [14] who studied spreading of stories in social news
sites. The dataset contains information about stories
promoted to the Digg’s front page in June 2009. For
each story, it collects the list of all users who have
“dug” the story (voted for it) up to the time of data
collection (5th July 2009) and the time stamp of each
vote. We also retrieved the voters’ friendship links
within Digg.com. Our Netflix data is based on the
dataset released by the company for the Netflixprize
(see www.netflixprize.com). The original data has
480, 189 users, 17, 770 items and 100, 480, 507 ratings.
Finally, the Movielens data is based on the dataset with
10, 000, 054 ratings from 71, 567 users for 10, 681 movies.
It has been released by the GroupLens research group
(see www.grouplens.org/node/73). Since the original
Movielens and Netflix datasets are large, we construct a
subset for each of them by randomly choosing U users
who have rated at least 20 movies and keeping all the
movies that they rated.
In our user-item bipartite networks, we label users by
Latin letters and items (movies in Movielens or Netflix
and stories in Digg) by Greek letters. All datasets are
mapped into an adjacency matrix A whose elements Aiα
are equal to 1 if user i has collected item α and 0 oth-
erwise. In Digg, an item is collected by a user if this
user “dug” (gave their vote) the item. In Movielens and
Netflix, we have more complete information consisting of
review rating in an integer or half-integer scale from 1
to 5 which is then mapped to our binary data by apply-
ing a threshold rating of 3: any item rated 3 or above
is marked as collected by a respective user. The number
of users U , items I and resulting links L together with
the time period when the data was collected are given in
Table I. Compared to the original data, the subset con-
tains about 7% of users, 70% of movies and 9% of links
for Movielens and 1% of users, 90% of movies and 12%
of links for Netflix. Since only temporal patterns of in-
dividual items contribute to our popularity predictions
in these two datasets, one can expect that thus-created
subsets have no effect on these predictions.
We consider snapshots of these networks at different
time steps by considering only the links established be-
fore given time t. The time-dependent adjacency ma-
trix A(t) then can be used to introduce user degree
ki(t) =
∑
αAiα(t) and item degree kα(t) =
∑
iAiα(t)
which correspond to the number of items collected by
user i and the number of users who collected item α, re-
spectively. The popularity increase of item α in past TP
time steps (the past time window) is then
∆kα(t, TP ) = kα(t)− kα(t− TP ). (1)
For a suitably chosen value of TP , this quantity measures
recent interest in item α (while a too small value leads
to a high noise level and many items with zero degree
increase, a too high value puts large weight on outdated
developments at the expense of recent changes). Note
that when we speak about popularity in this paper, we
mean the absolute/total popularity (i.e., the current de-
gree k of an item). When, instead, we speak about recent
popularity or popularity increase, we mean the degree in-
crease ∆k of an item as in Eq. (1).
Our main goal here is to predict which items are ex-
pected to attract the biggest attention in the near fu-
ture. To this end we define a test date t∗ and a future
time window of length TF , and rank all items according
to their popularity increase ∆kα(t
∗ + TF , TF ). We refer
to this ranking as the true ranking. We then consider
3Dataset U I L Start date End date
Movielens 5,000 7,533 8.6 · 105 1st Jan 2002 1st Jan 2005
Netflix 4,968 16,331 1.2 · 107 1st Jan 2000 31st Dec 2005
Digg 336,225 3,553 3.0 · 106 31st May 2009 5th Jul 2009
TABLE I. Basic properties of the used datasets: The number of users U , items I , and links L and the start/end date of the
data collection.
a generic predictor which, based on links existing before
time t∗, assigns scores {sα} to all items. These scores are
then mapped into a predicted ranking. To test the perfor-
mance of a predictor, we compute the fraction of items
in the top n places of the estimated ranking that appear
also in the top n places of the true ranking. This stan-
dard information retrieval metric is called precision [8]
and lies in the range [0, 1] (the higher the better). We
label it as Pn here. To obtain the final evaluation of the
performance of the predictor, we average results over 9,
12, and 7 regularly-spaced test dates t∗ for Movielens,
Netflix, and Digg, respectively. It is often the case that
items popular in the future time window (t∗, t∗+TF ] were
already popular in the past time window (t∗ − TP , t
∗].
Successful prediction of those items, albeit contributing
to precision Pn, brings smaller benefit to the users than
prediction of genuinely “new entries”: items that were
missing in top n in the past time window but they ap-
pear there in the future time window. We label the true
number of those items as En and the number of those
successfully identified by our ranking as Cn. The rate of
predicting these new entries, Qn := Cn/En, then allows
us to measure how well a method is able to anticipate fu-
ture trends which are not yet obvious. While we always
present results for top n = 100 items, we evaluated pre-
diction performance of all studied methods also for other
values (50 and 200) and found that despite the absolute
values of Pn and Qn change, the relative comparison of
the methods and our main conclusions still apply.
A. Popularity-based predictors
Preferential attachment, also known as the rich-get-
richer process, cumulative advantage, the Yule process,
or the Matthew effect, is a well-known mechanism of net-
work evolution which assumes that the rate at which
nodes attract new links is proportional to their degree.
In our context this means that items that are popular
at time t∗ are expected to have better chances to attract
new users, implying that the current degree of an item
kα(t
∗) is a good predictor of its future popularity in-
crease. Preferential attachment-based models have been
successfully used to explain the emergence of scale-free
structures in different systems, ranging from the World
Wide Web [2] to the number of species in a genus [30] and
scientific citations [22]. Despite its success, pure prefer-
ential attachment is often too crude to reproduce a more
detailed behavior of real networks. In particular, it is
often the case that the interest towards individual items
vanishes with time [19] and the current degree thus be-
comes a poor indicator of the future popularity increase.
This is especially true for information networks—a class
to which belong all three datasets studied in this paper.
To avoid the problem of decaying interest, one can base
the prediction on the probability of acquiring new links
measured by the recent popularity of an item. Assum-
ing that in the future time window this link-attracting
probability does not change significantly, the prediction
score of an item at time t∗ can be set as ∆kα(t
∗, TP )
where TP is the length of the time lapse in which the in-
crease takes place. Fig. 1 shows the prediction precision
in the (TP , TF ) plane and demonstrates some significant
differences between the datasets. While both Movielens
and Netflix display optimal precision inside the plane,
the popularity increase decays very fast in Digg and, as
a result, precision decreases monotonically with both TP
and TF . Since the ∆kα(t
∗, TP ) predictor is simple and
effective, we use it as a benchmark for all later methods.
As shown in Fig. 1, ∆kα(t
∗, TP ) generally performs best
when TP = 60 days in Movielens, TP = 60 days in Net-
flix and TP = 10 hours in Digg data. In the following
analysis we always set TP to these values.
In the context of the Baraba´si-Albert model, the ex-
pected popularity increase of an item is proportional to
the item’s degree and the two predictors, ∆k and k, are
expected to produce rankings that are identical on av-
erage (though, ∆k is a more noisy indicator than k).
As already mentioned, patterns in real data often sub-
stantially differ from the basic Baraba´si-Albert scenario
and rankings produced by the two predictors are thus ex-
pected to diverge to some extent. To benefit from these
two complementary sources of information, we introduce
parameter λ ∈ [0, 1] which interpolates between them
and introduce the hybrid item score in the form
sα(t
∗, TP ) = kα(t
∗)− λkα(t
∗ − TP ). (2)
This simplifies to the total popularity (degree) for λ = 0
and to the recent popularity (degree increase) for λ = 1.
We refer to this as the popularity-based predictor (PBP).
Results obtained with PBP for different values of λ
are shown in Fig. 2. Recent popularity gives better re-
sults than total popularity in all datasets, especially in
Digg where interest in a story fades quickly and the abso-
lute popularity hence yields a particularly low precision
value. For both Movielens and Netflix, there is an in-
4FIG. 1. (Color online) Heat map of precision P100 obtained with the degree increase predictor in the past/future time window
plane (TP , TF ). Time is measured in days for Netflix and Movielens and in hours for Digg.
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FIG. 2. (Color online) Results for the PBP predictor defined by Eq. (2). TF is set to 90 days days for Movielens/Netflix and
10 hours for Digg in all simulations. Top row: Precision versus λ for different past time windows TP : blue lines with squares
(TP = 30days in Netflix/Movielens and TP = 10hours in Digg), red lines with circles (TP = 60 days in Netflix/Movielens and
TP = 20 hours in Digg), and green lines with triangles (TP = 90 days in Netflix/Movielens and TP = 30 hours in Digg). Middle
row: Rate of correctly guessed new entries Qn versus λ (different lines as in the top row). Bottom row: Scatter plots of item
degree increase in (t∗ − TP , t
∗] versus the degree increase in (t∗, t∗ + TF ] with both history and future window lengths 60 days
for Netflix and Movielens and 10 hours for Digg. Items placed by the PBP method with λ = 0.9 in top 100 are marked with
full green symbols.
termediate value of the parameter λ outperforming both
total and recent popularity. The optimal value of λ is
approximately 0.9 in both cases. The absence of such a
maximum in Digg confirms the intuition that the tem-
poral evolution of news popularity substantially differs
from that of movies. The rate of correctly predicted new
items Qn monotonically decreases with λ in both Movie-
lens and Netflix and reaches 0 for λ = 1 (by definition
because λ = 1 corresponds to prediction by popularity
increase where items with low recent popularity cannot
score high). Qn values are very low in the case of Digg
which is due to the quick dynamics of news which makes
5it nearly impossible that an old item with high degree can
be among the top growing items in the near future. This
is in line with [25] where high correlation has been found
between popularity of stories early after their submission
and their final popularity.
Fig. 2 further includes scatter plots showing popularity
increase in the past and future time window for individual
items (no averaging over t∗ was applied). The vertical
dashed line marks the degree of the 100th most popular
item in the history window and the horizontal dashed
line marks the degree of the 100th most popular item in
the future window. The top 100 items predicted by PBP
with λ = 0.9 are marked with full symbols. The meaning
of Cn is well illustrated by these scatter plots. Among the
top 100 most popular items in the future time window,
some were among the top 100 most popular also in the
past time window (the top-right quadrant in the scatter
plots) and some are new—they were not among the top
100 most popular in the past (the top-left quadrant).
Items from the top-left quadrant are more difficult to be
predicted and for this reason they are more valuable. By
setting λ < 1 in the PBP, the top 100 predicted items
cease to be located only in the top-right and bottom-right
quadrant and some of them appear in our target top-left
quadrant (Cn is equal to the number of these items) as
well as in the bottom-left quadrant (where they represent
wrong predictions similarly as the predicted items located
in the bottom-right quadrant). We can conclude that
intermediate values of λ highlight some of the items that
are increasing their popularity at a faster pace than they
did in the recent past. This is however not the case for
Digg where the value of Qn stays virtually zero regardless
of λ.
We further investigate how the PBP method performs
as a function of the future time window length TF for
different values of λ. As can be seen in Fig. 3, predictions
based on the popularity increase (λ = 1 and λ = 0.9)
give better results than those based on total popularity
(λ = 0) but their performance decreases with TF faster
than for λ = 1 and λ = 0.9. This confirms that total
popularity is a reliable and stable predictor for the long
run but it can be outperformed by other methods for
short time windows. PBP with λ = 0.9 gives on overall
the best performance and is rather stable when the future
time window is varied. In the case of Digg, it is always
best to use pure popularity increase for prediction and,
closely related, the decrease of precision of with TF is the
steepest out of the three tested datasets.
B. Trend setters: a weighted popularity predictor
In the PBP method, all users are considered equal:
only the number of users who have collected an item
matters. It is however possible that some users are bet-
ter than the others in detecting promising items and
that their choice is only afterwards followed by other
users who are more popularity-driven and less attentive
to the emerging trends. However, Movielens and Netflix
datasets lack any additional user information which could
allow us to assess user weights. We thus have to base
our judgment only on the rating activity of users which
can be measured either as the number of recent ratings
∆ki(t
∗, TP ) or as the total number of ratings ki(t
∗). Since
the total activity performs slightly better in our tests, we
define the weighted popularity predictor (WPP) in the
form
sα(t
∗, TP ) =
∑
i
(
Aiα(t
∗)−Aiα(t
∗ − TP )
)
ki(t
∗)γ . (3)
Here γ is a tunable parameter which defines how much
greater (when γ > 0) or lower (when γ < 0) weight
is given to active users. When γ = 0, the predicted
score reduces to the popularity increase in the past time
window. As can be seen in Fig. 4, prediction precision
achieves a maximum around γ = 0 in Movielens and
Netflix. In Digg, positive values of γ lead to a con-
siderable increase in the precision value. Furthermore,
both γ > 0 and γ < 0 allow us to achieve significant
rates of correctly predicted new entries Qn, which means
that the method is able to detect promising items. This
feature is most pronounced when γ > 0 in Digg. No-
tably, approximately one third of these items are not
found by the popularity-based predictor because their
popularity on the test date t∗ is too small. As before,
we make also scatter plots of the popularity increase (see
Fig. 4) which further demonstrate the ability of the WPP
to detect the emerging items and avoid those that fade
away. The performance dependence on the future win-
dow length TF can be studied too and shows that when
TF increases, activity-favoring predictions (γ > 0) suffer
less than activity-disfavoring ones (γ < 0).
III. TREND PREDICTION AUGMENTED BY
USER CENTRALITY IN THE SOCIAL
NETWORK
We now focus on the Digg dataset for which, unlike the
Movielens and Netflix data, we have also the social net-
work of connections among the users. In the case of Digg,
it is a directed leader-follower network thanks to which
followers receive stories “dug” by their leaders. This so-
cial network contains 336,225 users and 2,251,171 links.
The general idea is that prominent users in the social
network can be more effective in propagating contents
(because their reputation or their position in the social
network boost the propagation of a story) or have bet-
ter chances of digging promising contents (if their social
status in the social network reflects their ability to filter
good stories). The presence of influential users and their
role in the propagation of information is still a contro-
versial subject and it is not clear to which extent they
can effectively influence the popularity of items or prod-
ucts [28]. This matter is also debated in the context of
viral marketing [16, 24] where it is not clear if large adop-
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tion of a product can be driven by a cascading word-of-
mouth process. Our data is not detailed enough to allow
us to see if prominent users (according to their number
of followers or a more sophisticated centrality measure)
are in fact directly responsible for propagation of stories.
However, we can still assess if there is some benefit to
be gained in our prediction task from user status in the
social network.
We denote the adjacency matrix of the user social net-
work as G. Gij = 1 if user i follows user j and 0 other-
7wise. Since the network is directed, matrix G is not nec-
essarily symmetric and we distinguish between a node’s
in-degree (number of followers) dINi =
∑
j Gji and out-
degree (number of leaders) dOUTi =
∑
j Gij . For com-
putational reasons we do not take into account the time
dependence of the adjacency matrix G in the social net-
work. We denote the influence of user i as Ii (we specify
it later) and compute the influence-based predictor (IBP)
similarly as in Eq. (3), that is by weighting the contribu-
tion of each user by this user’s influence
sα(t
∗, TP ) =
∑
i
(
Aiα(t
∗)−Aiα(t
∗ − TP )
)
Iηi . (4)
Parameter η makes it possible to tune the contribution
of user influence (when η = 0, the method simplifies to
the original influence-free popularity increase).
We are free to choose from various influence measures
(in social sciences, the term centrality metric is often
used instead [4]). The simplest measure of influence is
the user in-degree (the number of followers), in which
case we simply set Ii = d
IN
i and call the corresponding
predictor IBP-IN. As more refined measures of influence,
we choose the PageRank [21] and the LeaderRank [18],
giving rise to two predictors: IBP-PR and IBP-LR, re-
spectively. Both PageRank and LeaderRank are reputa-
tion metrics which derive the influence of a user from the
influence of his followers in a self-consistent way. These
two methods are shown to outperform the in-degree in
identifying the influential users for spreading [18]. In
both algorithms, users are first initialized with the same
score. The PageRank score of a user is then computed
by iterating a process where a fraction δ ∈ (0, 1) of the
score of a user is transferred in equal shares to its leaders
(we set δ = 0.85 as in the original paper). The remain-
ing 1 − δ fraction of the score is evenly redistributed to
all users in the network. The LeaderRank score is com-
puted in a similar way with the difference that δ is set to
1 and a ground node is introduced and connected with
all user nodes by bidirectional links. This algorithm is
parameter-free and it is based on the assumption that
users with few leaders owe a larger share of their rep-
utation to the entire community than users with many
leaders.
Past work on predicting future popularity of Digg con-
tent focuses on individual stories [25] and predictions of
the top-L most popular items haven’t been studied yet.
We can thus only present the results obtained with the
simple ∆k predictor as comparison. As one can see in
Fig. 5, all three measures of influence yield significantly
higher precision than the bare popularity increase and
the rate of correctly predicted new items is also consid-
erably higher than, for example, in Fig. 4. Although we
cannot draw any causal implications from this observa-
tion, we can say that measures of social influence im-
portantly enhance the performance of future popularity
increase predictions. Performance obtained with PageR-
ank or LeaderRank weighting is better (with respect to
both Pn and Qn) than that obtained with bare in-degree,
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FIG. 5. (Color online) Prediction precision Pn and the rate
of correctly guessed new entries Qn versus η in Digg for dif-
ferent user centrality measures: number of followers (IBP-IN,
red lines with circles), PageRank (IBP-PR, green lines with
triangles), and LeaderRank (IBP-LR, orange lines with dia-
monds). Horizontal lines correspond to the results obtained
with the simple ∆k predictor.
confirming the added value of these two centrality mea-
sures. Note that in the Digg dataset, a large part of these
correctly guessed new entries Qn cannot be predicted nei-
ther by their recent popularity increase (by definition)
nor by their total popularity. This means that the IBP
method is able to find inherently unexpected items whose
upcoming popularity is due to the social processes tak-
ing place in the system. Similar results follow when top
n = 50 and n = 200 places of rankings are evaluated.
IV. CONCLUSIONS
We investigated the ability of different methods to pre-
dict which items are going to have the biggest popularity
increase in the near future. When items in the studied
system have short typical lifetime (which, for example,
is the case for the Digg data studied herein), predictions
by total popularity result in poor performance while pre-
dictions by recent popularity perform well. In Netflix
and Movielens data we find that recent popularity is a
good predictor for short future time windows but its per-
formance decreases fast with the future window length.
Predictions by total popularity, instead, are more sta-
ble in this sense and perform reasonably well also in the
long run. By combining these two predictors, one can
achieve a slightly higher precision and a large increase in
the number of correctly guessed items that are new at
the top of the ranking. We found in all studied datasets
that weighted popularity increase which takes user ac-
tivity into account, while not so useful for improving the
prediction precision, can detect items whose popularity
was not particularly high in the recent past. Finally, in
the case of the Digg data we found that knowledge of the
underlying user social network can significantly enhance
the prediction results. To achieve this improvement, we
weighted users with various measures of social status (in-
degree, PageRank, and LeaderRank) and found that both
precision and the ability to predict items that were re-
cently not so popular improve. In summary, the hybrid
method combining the total item popularity with recent
8popularity allows for some improvements in the case of
Netflix and Movielens. In Digg, the benefit gained from
the knowledge of the social network among the users is
substantial and the weighted predictor based on social
influence achieves improvements in accuracy and, even
more, in the ability to correctly predict new items at top
places of the ranking.
Our study is an exploratory one and there is much work
that remains to be done in the future. First of all, to test
the methods on more datasets would be useful to show
possible limits of their applicability. One should also in-
vest the computational effort to evaluate the methods on
large-scale data—both for the sake of confirming previ-
ously found patterns and for evaluating which computa-
tion steps can be simplified. For practical applications
of the ideas proposed in this work, it would be very im-
portant to devise scalable algorithms able to cope with
the massive data routinely produced by the current on-
line systems. For large-scale data, one can also devise
methods that benefit from the often-available additional
information such as user and item meta data. Robust sta-
tistical techniques could reveal that, for example, users
with certain background (say, females under 25 years)
are particularly significant for predicting popularity of a
specific kind of contents. How much this could improve
the predictions is of course an open question.
Besides devising further techniques for trend predic-
tion, we find it important to search for additional met-
rics to assess the prediction performance. For example,
incorporating the order of the ranking will increase the
information of the prediction. Moreover, it would be in-
teresting to focus on items which are in the early stage of
their evolution—one can say that the ability to predict
success of those would be of foremost usefulness to the
users. Our metric Qn makes a step in this direction by
counting the items which are new in the top-100 ranking
of items by their recent popularity. However, it does not
account for the fact that some of those “new” items can
already have substantial total popularity and they only
return to the group of recently popular items after a mo-
mentous lapse. The natural way to aim for those well-
performing new items is to define the logarithmic deriva-
tive of the popularity, ∆k/k, as the true score and see
how to predict this ranking. However, we found it diffi-
cult to work with ∆k/k because of the excess weight that
it puts on low-degree items (highest values are achieved
by items with very low k) and the resulting sensitivity
to the discreteness of time in the data. For example, an
item submitted short before midnight accumulates only a
few links on the first day and then excels—to some extent
without reason—in ∆k/k the day after. Devising more
reliable and justifiable metrics focusing on genuinely new
items thus remains a future challenge.
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