Abstract. The Generalized Backward Differentiation methods for solving stiff higher-order ordinary differential equations are described. The convergence, zero stability and consistency of these methods are defined. Next, the zero stability and consistency conditions necessary for convergence are proven. The order for which the methods are zero stable is also determined.
Introduction
We shall consider the numerical solution of higher-order ordinary differential equations (ODEs) given by Many of these problems which arise naturally in physical situations are stiff The problem in (1.1) is considered stiff whenever the corresponding first-order system is stiff. A method proposed by Krogh [5] for solving (1.1) directly is to interpolate back values of y\ '"■'" , j,■ = 0, 1, ... , d,■, by polynomials Pk¡(x) of degree k¡, differentiating or integrating as the case may be to obtain the other derivatives, and then equating them using (1.1). The integer j¡ is termed the stiffness capability index. The method when j¡ = 0 is called the Direct Integration Method (DI) and is associated with solving nonstiff problems. The convergence of the variable-order and variable-stepsize version of this method is proven in [6] . The stability of this method for second-order ODEs is discussed in [3] and [2] .
The case j¡ > 0 is associated with stiff problems and is called the Generalized Backward Differentiation (GBDF) method. An attempt has been made in [7] to develop a strategy for the correct choice of j, the stiffness capability index, for a single second-order ODE.
In this paper we will discuss some necessary conditions for convergence of the constant-stepsize GBDF method. These conditions are those that are normally associated with a multistep method, namely, zero stability and consistency. The coefficients of the GBDF method for various j will also be generated, and the order for which the method is zero stable will be determined. Prior to the above discussions, some numerical results will be given which give some indication of how a higher-order ODE should be solved by the GBDF method. These results motivate us to look at the theory behind the method.
Some numerical results using the GBDF method
The need for a theoretical study of the GBDF method arises from some recent results on solving higher-order ODEs directly by multistep methods. These results, given in [7] and [8] , show that in many problems the direct method is more desirable than reduction to first-order systems. The prime reason for this is that, for the solution of (1.1), we require an interpolation polynomial with j-dimensional vector coefficients, whereas transformation to a first-order system requires higher-dimensional (j*-dimensional, where s* = Yfi=l d,) vector coefficients. This accounts for a considerable saving in storage and overhead. The work in [8] deals with the DI method, the case ;', = 0, for solving nonstiff problems. In [7] results are given for a single stiff second-order ODE. Also given in [7] is a discussion of the correct choice of j for a second-order ODE. For this, the absolute stability regions of the direct method for cases j = 0, X and 2 of the simple, scalar test problem (2.1) y" = 6y' + py are investigated. It has been noted that for the same step number k, the method with j = 2 has better stability than the one with j = X, while the method with ; = 1 has better stability than the one with j = 0. For the case 7 = 2, the method is stiffly stable. The best approach to solve problem (2.1) is to start with j = 0 and then switch to j = X when instability occurs with j = 0, and subsequently to j = 2 when instability occurs again with j = X . A similar generalization can be made for other higher-order ODEs. An indication of instability in a variableorder and variable-stepsize multistep code is frequent step failures at low order, viz., k < 4 for j = 0 and k = j + X for j > 0. For the problem in (2.1) other tests which ascertain instability were developed before j is increased, cf. [7] .
Raising j to j + X at the point of instability increases the efficiency of the method. First, it ensures better stability, which consequently allows for the use of larger stepsizes within the required accuracy. Second, it allows the use of the minimum value of j, as long as stability permits it. This implies that, whenever accuracy rather than stability is determining the stepsize, we are using the GBDF method whose derivatives have local errors with the smallest magnitudes. This results in better accuracy or the use of larger stepsizes or both. Further, it allows the use of fixed point iteration at j = 0, which is computationally cheaper than Newton's iteration.
For the two problems below we present numerical results, using our variableorder and variable-stepsize GBDF code. For the second-order problem, we incorporate the tests for increasing j developed in [7] . For the third-order problem we check indications of instability, that is, step failures at low order, to increase j. We increase j = 0 to j = X if k < 4, and j to j+X if k = j+X. This illustrates the capability of the GBDF method. Investigations are still being carried out with respect to other tests for increasing j. In parentheses for the first two tables are the results when the problems are reduced to firstorder systems and solved using the standard BDF method. The notations are self-explanatory, except for TOL: tolerance used,
The stiffness capability index is increased from j -X to j at the point x and when the stepsize is h . Throughout, a number of the form 4.5(-3) will mean 4.5 x IO-3. Problem 1.
y" + 300xy' + 300y = 900x2 + 302, y(0) = 2, y'(0) = 0, 0<jc<30.
This problem is adapted from the stiff problem given in Varah [9] . y'" = (io5 + io3 + ioy -(io8 + io6 + ioV -io9y + io8, y(0) = 3.1, /(0) = -(105+103 + 10), y"(0) = (10'°+106+102) 0<x<50.
For the results given, the BDF implementation is the one which is obtained within the GBDF implementation, after applying it to the transformed firstorder system, that is, fixing j = X throughout for each equation in the firstorder system. Notice that the computed solution using the BDF method is far more accurate than the tolerance required, especially on the second problem. This is because in the reduction to a first-order system, the local errors of all the derivatives are controlled, whereas in the GBDF method, only the local error of y(d~xï for 7 = 0 or y^d~J1 for j > 0 is controlled. Therefore, in the BDF case, the error control strategy is more restrictive and hence resulting in the larger number of steps. Further, the cost per step is generally higher for the BDF (94) 15 (114) 6.5(-2)
method compared to the GBDF case, as the former involves higher-dimensional vector coefficients for the polynomial interpolation and higher overhead for the related divided differences and the control of the local errors of all the derivatives. Thus, the direct method, a combination of the DI and the GBDF methods, shows an advantage over the BDF method. Table 3 . Results restricting j up to 1 and 2 for Problem 2. The first row for each tolerance gives the result for j = X and the second row in parentheses for 7 = 2. The values of (x, h) at which j is increased to 1 and 2 are the same as in Table 2 Log10TOL License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use For Problem 1, it suffices to solve the problem with j up to 1. The stepsize does not increase sufficiently to cause instability for j -I. This is due to the stepsize constraint for accuracy of the steady state term x2. For Problem 2, the index j may be increased gradually from 0 to 3. Table 3 shows the result for Problem 2 when using the direct method and restricting first ;' to 1, and then j to 2. Restricting j to 1 needs far too many steps to finish the integration and frequent step failures, indicating the restriction of stepsize increase due to stability. Restricting ;' to 2 shows a far better result compared to restricting j to 1 in terms of total steps, but most efficient is still the gradual increase of j to 3. Note that the maximum global errors for the direct method in Tables 2 and 3 indicate that they occur just prior to j being increased to 1. These results show the merit of the GBDF method and the way it should be implemented.
The GBDF method
For ease of notation, and without loss of generality, a single i/th-order ODE will be considered,
where YT = (y, y', ..., y^d~x)) and rjT = (%, r¡'0.^"1)). Let Pk(x) be the /cth-degree polynomial which interpolates the set {(xn+x-r, yn+~x-r)}r=o > the equally spaced back values of steplength h of the derivative y(d~ïï , and is given by
Pk(x) = ¿ LAxyyft*,, where Lt(
The other derivatives at xn+x are obtained by differentiating or integrating Pk(x) successively, as the case may be, giving (3.2) where a.
Differentiating successively for y^+,, which is needed to satisfy (3.1), we obtain The method is said to be convergent if it is y^-convergent for t = 0, X,2, ... , d -X ; that is, all the derivatives converge to the true solutions.
For both zero stability and consistency conditions for convergence, we allude only to ^"-''-convergence.
These may not be the only conditions, as they are related only to the coefficients aid of (3.4). There may need to be other conditions related to the coefficients a,r of (3.2). 4 . Zero stability and zero stable methods Theorem 1. A necessary condition for y (d~^-convergence (hence convergence) of the linear multistep method (3.2), (3.4) is that the modulus of no zero of p(Ç) exceed X and the multiplicity of any zero with unit modulus be at most j. (This is termed the condition of zero stability.) Proof. The following proof is a generalization of that given in [4] . For convenience of notation, we deal first with the case d = j. Consider the initial value problem y(j) = 0, y(r)(0) = 0, r = 0, X, ... , j -X, whose exact solution is y(x) = 0. The difference equation Since the method is convergent, we have Ximn^o,n->ooYn = 0 for x > 0. If £ = re"^ is a root of />(£) = 0 of multiplicity at most j, then y" = hhne"ut' defines a solution and satisfies the initial condition in Definition 1. Hence, if y" is convergent, it follows that r < X. Similarly, if £ is a root of multiplicity greater than j, then yn=hi~xl2nhne,n't' satisfies the initial conditions. Therefore, if y" is convergent, we have r < X.
For the case d ^ j, we consider the initial value problem y^ = 0 with initial conditions j>(r)(0) = 0, r = 0, X, ... , d -X, and exact solution for y(d~J">(x) = 0. This proves the theorem. D
To determine for which k-step methods (for different values of j) the linear difference equation (3.4) is zero stable, we find the roots of the characteristic polynomial p. We proceed in the following way to obtain a, ¿ , the coefficients of the characteristic polynomial p, written henceforth a¡(k) to distinguish the various fc-step methods. Hence, ( 
4.2) Dj(t) = (-XyXogJ(X-t).
For the case j = X, it has been proved [1] that the polynomials of degree one to six are zero stable. Here, the cases j = 2 to j = 5 are examined. 12am (4) 12am (5) 180am (6) 180am (7) 5040am ( (3) 2am (4) 4am (5) 8am (6) 120am (7) 240am (8) 15120am ( a» (4) a» (5) 6am (6) 6am (7) 240am (8) 240am (9) 15120am(10) (6) 6am (7) 240am (8) 240am (9) I5120am ( (5) 2am (6) 6am (7) 6am (8) 144am (9) 288am ( 2am (6) 6am (7) 6am (8) 144am (9) 288am ( The tables below give the roots of the polynomial for 7 = 2 to j = 5 . The roots are listed by ordered triplets (a, b, c) , where the first letter indicates the real part of the root, the second its imaginary part and the third the modulus of the root; (a, ±b, c)m will indicate that the root a ± ib is of multiplicity m . Hence, for 7 = 2, the methods are stable up to the 7-step method. For 7 = 4, the methods are stable up to the 9-step method. Note, however, that for k = 9 there is a pair of isolated complex roots whose moduli are very close to, but less than 1. This makes the methods desirable only up to the eighth step. For 7 = 5, the methods are stable up to the 9-step method.
Consistency
In this section, we define consistency and show it to be a necessary condition for convergence. With the difference equation we obtain y" = h'+xz"+x/(t-\-1)!, where the sequence {z"} satisfies the difference equation
with starting values zß = p. This solution is independent of h. For, if £'+1 is a root of p(s) = 0, then £ will be a root of 23i=oz'a'Ä' = 0> i-e-> CzJ,+1 is a solution of (5.3) for some constant C satisfying the initial condition in Definition 1. By convergence, lim -p-r = 1 and lim -= 1.
A^O y(x) n-oo n nh=x Summing up (5.7) for m = 0, 1, ... , n, and using the fact that c, = 0 for 0 < t < j -2, we have License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
