Abstract. The main goal of this paper is to study the maximum number of limit cycles that bifurcate from the period annulus of the cubic centers that have a rational first integral of degree 2 when they are perturbed inside the class of all cubic polynomial differential systems using the averaging theory. The computations of this work have been made with Mathematica and Maple.
Introduction and Statement of the Main Results
One of the main problems in the qualitative theory of real planar differential systems is the determination of their limit cycles. There are several methods for computing the number of limit cycles bifurcating from the periodic orbits of a center [1, 2] . Most of the methods are based on the Poincaré return map, the Poincaré-Melnikov integrals (see for instance [8, 9] ), the Abelian integrals, and the averaging theory of first order. In fact in the plane the last three methods are essentially equivalent. The first two methods only give the number of the periodic orbits of the unperturbed system that become limit cycles when the system is perturbed. The averaging method and method presented in [5] using the inverse integrating factor also give the shape of the bifurcated limit cycles. For a general overview of some of these mentioned tools see the book [7] .
The study of the number of limit cycles of a polynomial differential system is mainly motivated by the 16-th Hilbert problem, which together with the Riemann conjecture are the two problems of the famous list of 23 problems of Hilbert which remains open. See for more details [10] and [16] .
The problem of studying the bifurcation of limit cycles from the periodic orbits of a center of a polynomial differential system of degree 2 when this system is perturbed inside the class of all polynomial differential systems of degree 2 has been studied intensively during these last 20 years, see for instance the books [4] and [18] , and the hundreds of references quoted there, and in particular the references [6, 13, 19] . There are few works trying to study this problem for cubic polynomial differential systems. Our objetive will be to study this problem for the cubic polynomial differential systems having a rational first integral of degree 2.
The classification of all cubic polynomial differential systems having a center at the origin and a rational first integral of degree 2 can be found in [14] . Now we summarize this classification in six families of cubic polynomial differential systems that we denote by P k for k = 1, 2, ..., 6.
The class P 1 is represented by systeṁ x = 2y(α 2 + β + 2αx + x 2 ), y = −2((α 2 + β)x + αx 2 − αy 2 − xy 2 ), with β < 0 and α 2 + β ̸ = 0. The class P 2 is obtained translating the other center of P 1 to origin. It is described by systeṁ
−2 y(β 2 − 2αβx + α 2 (β + x 2 )), y = −2(α 2 x − αx 2 − α −2 βy 2 + x(β + y 2 )).
The class P 3 is given by systeṁ Finally the class P 6 is obtained taking β = 0 in P 1 . Thus, we get the systemẋ = 2y(x + α) 2 , y = −2(x + α)(αx − y 2 ), with α ̸ = 0. In [12] the authors studied the cubic polynomial differential systems having a rational first integral of degree 2 whose phase portraits correspond to the phase portraits P 1 , P 3 and P 4 of Figure 1 . These systems were denoted in [12] by (A), (B) and (C). They also proved that all the centers of these systems are reversible and isochronous, see [12, p. 314] . Their main result provides upper bounds M for the maximum number of limit cycles of systems P 1 , P 3 and P 4 when they are perturbed inside the class of all polynomial differential systems of degree 3 using the Abelian integrals, see the column "Upper bound" in Table 1 . Here we study the maximum number of limit cycles N that bifurcate from the period annulus of the cubic reversible centers P 1 , P 2 , P 4 and P 6 when they are perturbed inside the class of all cubic polynomial differential systems using the averaging theory of first order and the maximum number of infinitesimal limit cycles I for the centers P 3 and P 5 by using the averaging theory of fifth order.
A natural question is: How many periodic solutions surrounding the origin persists as limit cycles when we perturb the systems P 1 -P 6 inside the class of all cubic polynomial differential systems?
More specifically consider the following systems
(1)ẋ = 2y(α 2 + β + 2αx + x 2 ) + εp(x, y), y = −2((α 2 + β)x + αx 2 − αy 2 − xy 2 ) + εq(x, y), (2)ẋ = 2α −2 y(β 2 − 2αβx + α 2 (β + x 2 )) + εp(x, y), y = −2(α 2 x − αx 2 − α −2 βy 2 + x(β + y 2 )) + εq(x, y),
ẋ = 2y(x + α) 2 + εp(x, y), y = −2(x + α)(αx − y 2 ) + εq(x, y),
of course, the parameters of the unperturbed system (1)-(6) (i.e. of the systems P 1 − P 6 ) must satisfy conditions stated in systems P 1 − P 6 . We compute the number N (see Table 1 ) for the classes P 1 , P 2 , P 4 and P 6 . The Section 5 we explain why we cannot compute the number N for the classes P 3 and P 5 . In Section 6 we calculate the maximum number of infinitesimal limit cycles I for the classes P 3 and P 5 when we perturb the classes inside the class of all cubic polynomial differential systems up to fifth order by using the averaging theory of fifth order. In Section 7 we give an example of a subfamily of the class P 5 that has at most 3 limit cycles by using the averaging theory of seventh order. In Appendix A we give explicitly two expressions used to find 3 limit cycles for the class P 5 .
In what follows we present our main results. 
Figure 1. Phase portraits in the Poincaré disc of the cubic polynomial vector fields with a center at the origin and a rational first integral of degree 2.
Phase portraits M N I P 1 4 3 - Table 1 . The second column presents the upper bounds M provided in [12] , and the third column presents the maximum number reached N of limit cycles bifurcating from the periodic orbits surrounding the systems P k when they are perturbed inside the class of all cubic polynomial differential systems using the averaging theory of first order. The fourth column presents the maximum number reached I of infinitesimal limit cycles bifurcating from origin for systems P k using the averaging theory of fifth order. Theorem 1. When we perturb systems P 1 , P 4 and P 6 inside the class of all polynomial differential systems of degree three, the maximum number of limit cycles that bifurcate using the averaging theory of first order is N = 3 and it is reached. Theorem 1 is proved in Section 3.
Theorem 2. When we perturb system P 2 inside the class of all polynomial differential systems of degree three, the maximum number of limit cycles that bifurcate using the averaging theory of first order is N = 3 when α 2 + β ̸ ∈ (−1, 0) ∪ (0, 1) and it is reached.
Theorem 2 is proved in Section 4.
Theorem 3. When we perturb system P 3 and P 5 inside the class of all polynomial differential systems of degree three, the maximum number of infinitesimal limit cycles that bifurcate using the averaging theory of fifth order is 2, and it is reached.
Theorem 3 is proved in Section 6.
The proofs of Theorem 1, 2 and 3 have been used in an essential way algebraic manipulators Mathematica and Maple.
In Section 2 we summarizes some preliminary results that we shall need for proving our theorems.
Preliminaries
The following theorem is a version of the averaging theory for arbitrary order which provides periodic solutions of a periodic continuous differential system. See [15] for a proof.
Consider the differential equation
where
are continuous functions and T -periodic in the variable t, with D is an open subset of R n .
We introduce some notations. Let L be a positive integer, let x = (x 1 , .., x n ) ∈ D, t ∈ R and y j = (y j1 , ..., y jn ) ∈ R n for j = 1, ..., L. Given F : R × D → R n a sufficiently smooth function, for each (t, x) ∈ R × D we denote by ∂ L F (t, x) a symmetric L−multilinear map which is applied to a "product" of L vectors of R n , which we denote as
Now we define the Averaged Function f i : D → R n of order i as 
and S l is the set of all l−tuples of non-negative integers (
For our purpose we give explicitly the functions y i , for i = 1, ..., 5. Thus we have
In Appendix A we give explicitly the expressions of y 6 and y 7 which we use to find 3 limit cycles for the class P 5 .
Theorem 4. Consider the initial value problem (7) and the averaged function (8) , and assume the following conditions.
(i) For each t ∈ R, F i (t, ·) ∈ C k−i , for i = 1, 2, ..., k; ∂ k−i F i is locally Lipschitz in the second variable for i = 1, 2, ..., k; and R is continuous and locally Lipschitz in the second variable. (ii) Assume that f i = 0 for i = 1, ..., r−1 and f r ̸ = 0 with r ∈ {1, 2, ..., k}.
Moreover, suppose that for some a ∈ D with f r (a) = 0, there exists a neighborhood V ⊂ D of a such that f r (z) ̸ = 0 for all z ∈ V \ {a} and that d B (f r (z), V, a) ̸ = 0. Then for |ε| > 0 sufficiently small, there exists a T -periodic solution x(·, ε) of equation (7) such that x(0, ε) → a as ε → 0.
Consider a planar differential system (9)ẋ = P (x, y),ẏ = Q(x, y), where P, Q : R 2 → R are continuous functions. Suppose that system (9) has a continuous family of ovals
where H is a first integral of (9) . Consider the following perturbations of system (9) (10)ẋ = P (x, y) + εp(x, y),ẏ = Q(x, y) + εq(x, y), where p, q : R 2 → R are continuous functions.
The following theorem (see Theorem 5.2 of [3] for a proof) provides a way for transforming the perturbed system (10) in the standard form of the averaging theory given in Theorem 4.
Theorem 5. Consider system (9) and its first integral H. Assume that xQ(x, y) − yP (x, y) ̸ = 0 for all (x, y) in the period annulus formed by the ovals
and all φ ∈ [0, 2π). Then the differential equation which describes the dependence between the square root of the energy R = √ h and the angle φ for system (10) is
where µ = µ(x, y) is the integrating factor of system (9) associated to the first integral H, x = ρ(R, φ) cos φ and y = ρ(R, φ) sin φ.
We recall that µ is the integrating factor associated to the first integral H of system (9) if the equalities µP = ∂H ∂y and µQ = − ∂H ∂x , hold.
The real functions (f 0 , f 1 , ..., f n ) defined on I is an Extended Chebyshev system or ET-system on I, if and only if any nontrivial linear combination of these functions has at most n zeros counting their multiplicities and this number is reached. The functions (f 0 , f 1 , ..., f n ) is an Extended Complete Chebyshev system or an ECT-system on I if and only if for any k ∈ {0, 1, ..., n}, (f 0 , f 1 , ..., f k ) form an ET-system. For proving that (f 0 , f 1 , ..., f k ) is an ECT-system on I is sufficient and necessary to prove that W (f 0 , ..., f k )(s) ̸ = 0 on I for k ∈ {0, 1, ..., n}. Let W (f 0 , ..., f k )(s) be the Wronskian of the functions (f 0 , ..., f k ) with respect to s. We recall that the definition of the Wronskian is
.
See [11] for more details on ECT-system.
In sequel we prove Theorem 1.
For commodity in the proofs of Theorems 1 and 2 we denoteẋ = P (x, y) andẏ = Q(x, y) in the systems which represents the classes P k , for k = 1, 2, 4 and 6.
3. Proof of Theorem 1 3.1. Proof for the class P 1 . We have that µ(x, y) = 1
is the integrating factor associated to the first integral
of the system P 1 , because they satisfy µP = H y and µQ = −H x . By solving implicitly the equation H(ρ cos θ, ρ sin θ) = R 2 we obtain the positive function ρ : (0, 1) → R given by
So after the change of variable described in Theorem 5, system (1) becomes
where a = (a 1 , ..., a 9 ), b = (b 1 , ..., b 9 ) and
) ,
Integrating the right part of differential equation (13) we get the averaging function f : (0, 1) → R given by
We have to study the number of simple zeros of averaging function f . For this we shall calculate the Wronskians W (f 0 , ..., f k ), for k = 0, ..., 3 and prove that they do not vanish for R ∈ (0, 1). In fact,
Obviously the first three Wronskians do not vanish. The W (f 0 , ..., f 3 ) is equal to zero if and only if
Passing the term 4 √ 1 − R 2 (R 2 − 2) to the right hand side of the previous equality and taking the square in both sides we obtain R 8 = 0 which is it impossible because R ∈ (0, 1). Thus the Wronskians W (f 0 , .., f k ) ̸ = 0 for k = 0, .., 3. Hence, since (f 0 , ..., f 3 ) is an ECT-system the averaging function f has at most 3 simple zeros and they are reached. By Theorem 4, these zeros provide 3 limit cycles for system (1).
3.2.
Proof for the class P 4 . Suppose that α < 0 and β > 0. The positive function ρ that satisfies H(ρ cos θ, ρ sin θ) = R 2 is ρ : (0, √ −α/β) → R given by
The integrating factor µ(x, y) = − 2 (β + y 2 ) 2 corresponds to the first integral
because they satisfy µP = H y and µQ = −H x . We transform system (4) using Theorem 5 in the following averaging standard form
Integrating the right part of differential equation (14) we get the function f : (0, √ −α/β) given by
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We have
Clearly the first three Wronskians do not vanish. The last Wronskian is equal to zero if and only if
Passing the term 4 √ −α √ −α − βR 2 (2α + βR 2 ) to the right hand side of the previous equality and taking the square in both sides we get β 4 R 8 = 0. This is impossible because R ∈ (0, √ −α/β). Thus the Wronskians W (f 0 , .., f k ), k = 0, ..., 3 do not vanish for R ∈ (0, √ −α/β). Therefore, since that (f 0 , ..., f 3 ) is an ECT-system the averaging function f has at most 3 simple zeros and they are reached. By Theorem 4, these zeros provide 3 limit cycles for system (4) . If α > 0 and β < 0 then we takeρ = −ρ and the result obtained is analogous. 
We transform system (6) using Theorem 5 in the following averaging standard form
Integrating the right part of differential equation (15) we obtain the averaging function f : (0, 1) → R defined by
We have that
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The first three Wronskians do not vanish for R ∈ (0, 1). The last Wronskian is equal to zero if and only if
Passing the term 4
to the right hand side and taking the square in both sides we get R 8 = 0. This is impossible because R ∈ (0, 1). Thus the Wronskians W (f 0 , .., f k ), k = 0, ..., 3 do not vanish for R ∈ (0, 1). Therefore, since that (f 0 , ..., f 3 ) is an ECT-system the averaging function f has at most 3 simple zeros and they are reached. By Theorem 4, these zeros provide 3 limit cycles for system (6).
Proof of Theorem 2
At first we suppose that α 2 +β < 0. As before we get the positive function
by solving the implicit equation H(ρ cos θ, ρ sin θ) = R 2 . The integrating factor
2 corresponds to the first integral H(x, y) = α 2 βy 2 − α 4 x 2 β (α 2 (β + x 2 ) − 2αβx + β 2 ) because they satisfy µP = H y and µQ = −H x . By using Theorem 5, system 2 becomes
Integrating the right part of differential equation (16) we obtain the averaging function f : (0,
The Wronskians W (f 0 , ..., f k ), for k = 0, .., 3 are given by
Obviously the first three Wronskians do not vanish because R ∈ (0, √ −α 2 /β).
The last Wronskian is equal to zero if and only if
Passing the term [ 
The factor ( −α 2 − βR 2 ) does not vanish. Taking the variable change h = R 2 , in the second factor in the left hand side of the previous equation we obtain the polynomial of degree 4 p(h) = 64α 16 
−128α
6 βh + 6α
For get its zeros we apply the result given in [17] . We rewrite this polynomial as follows
We look to the expressions 
Thus we get
We recall that β < 0, α 2 + β < 0 and R ∈ (0, √ −α 2 /β). Thus,
This implies that the polynomial p has 1 real root of multiplicity 4 (see [17] ). However D 4 = 0 if and only if α 2 + β + 1 = 0. We have that
Since α 2 + β + 1 = 0, p(0) = 0. Therefore h = 0 is the real root of p of multiplicity 4. This is impossible because R ∈ (0, √ −α 2 /β).
(ii) If D 4 > 0, then α 2 + β + 1 < 0. Thus D 2 < 0 and the polynomial p does not have real roots (see [17] ). (iii) If D 4 < 0, i.e., −1 < α 2 + β < 0, then the polynomial p has 2 real roots but this can not happens because α 2 + β ̸ ∈ (−1, 0).
Hence the Wronskian W (f 0 , .., f 3 ) does not vanish for R ∈ (0, √ −α 2 /β). Therefore, since that (f 0 , ..., f 3 ) is an ECT-system the averaging function f has at most 3 simple zeros and they are reached. By Theorem 4, these zeros provide 3 limit cycles for system (2).
If we suppose that α 2 +β > 0 then we repeat the calculus with the positive function
and we ensure that system (2) has at most 3 limit cycles and they are reached since α 2 + β ̸ ∈ (0, 1). So Theorem 2 is proved.
5. Comments about the classes P 3 and P 5
The computation of the number N for the classes P 3 and P 5 remains open. For the class P 3 , after translating the center of the system to the origin of coordinates, the new differential system has the first integral H(x, y) = α 2 x 2 − 2α 2 xy + α 2 y 2 + x 2 + 2xy + y 2 4α 2 (α 4 − 2α 2 x − 2α 2 y + α 2 + x 2 + 2xy + y 2 ) , and the corresponding integrating factor is µ(x, y) = 1
Repeating the same process than in the proofs of Theorems 1 and 2, we find a positive function ρ given by
and we obtain a system in the standard form of the averaging theorem where the denominator Q 5 is given by
Due to the expression of the denominator Q 5 we cannot compute the integral for applying the averaging theory of first order for equation (17) . The same problem with the integral happens with the class P 5 . However we obtain the number of infinitesimal limit cycles that bifurcate from origin for these classes by using the averaging of fifth order.
6. Proof of Theorem 3 6.1. Proof for the Class P 3 . In order to simplify the computations we denote 1 + α 2 by a in the system corresponding to the class P 3 . Translating the center (−a/2, −a/2) of the class P 3 to the origin of coordinates we obtain the polynomial differential systeṁ
We perturb the previous system up to fifth order as followṡ
The polynomials p 2 , p 3 , p 4 and p 5 are given changing the character a by b, c, d and e in p 1 respectively and the polynomials q 2 , q 3 , q 4 and q 5 are obtained changing the character α by β, γ, δ and ϕ respectively.
We take the variable changes X = εx and Y = εy just to study the bifurcations surround the origin and we pass the system obtained in the variables x and y to the real Jordan Form. Due the size of the system obtained in the real Jordan form we do not give it explicitly here. After we pass the system to the polar coordinates taking x = r cos θ and y = r sin θ and we take the quotientṙ/θ and we obtain the differential equation in the standard form of the averaging of fifth order
The coefficients K i are very large and we do not explicitly it here. Calculating the functions f i as in Theorem 4 we obtain
Take α 2 = −a 1 . So we have f 1 = 0 and we obtain following the process in Theorem 4
Take b 1 = −β 2 . Thus f 2 = 0 and we get
Solving in the variable a 4 the equation obtained equalling to zero the factor that multiplies π(a−1)r 3 4a((a−1)a 2 ) 3/2 and taking c 1 = −γ 2 we have f 3 = 0. Following the process we obtain
The coefficient A 3 is too large thus we do not explicitly it here but it is given in the variables
The coefficients A 1 and A 3 are linearly independent because the parameter d 1 that appears in A 1 does not appear in A 3 . Taking d 1 = −δ 2 and solving A 3 = 0 in the variable β 3 we have that f 4 = 0. Following the process we obtain
Again we do not have explicitly C 3 but it is given in the variables The coefficient C 5 is given by
The coefficients C 1 , C 2 and C 3 are mutually linearly independents. In fact, the parameter ϕ 2 that appears in C 1 does not appear in C 3 and C 5 and the parameter a 1 that appears in C 3 does not appear in C 1 and C 5 . Therefore the limit cycles appear in the third, fourth and fifth order. The functions f 3 and f 4 have at most 1 simple zero and the function f 5 has at most 2 simple zeros and they are reached. This means that the perturbation of the class P 5 has at most 2 limit cycles by using the averaging theory of fifth order. The two centers obtained are symmetric with x−axis. So without loss of generality we consider the center (−β, −βγ). Translating this center to the origin we obtain the systeṁ
We perturb the previous system upto fifth order as followṡ
The polynomials p 2 , p 3 , p 4 and p 5 are given changing the character a by b, c, d and e in p 1 respectively and the polynomials q 2 , q 3 , q 4 and q 5 are obtained changing the character α by β, γ, δ and ϕ respectively. Now to study the bifurcations surround the origin we take the variable changes X = εx and Y = εy and we pass the system obtained in the variables x and y to the real Jordan Form. Due the size of the system obtained in the real Jordan form we do not give it explicitly here. After we pass the system to the polar coordinates taking x = r cos θ and y = r sin θ and we take the quotientṙ/θ and we obtain the differential equation in the standard form of the averaging of fifth order
Take β 2 = −b 1 . Thus f 2 = 0 and we get
Solving in the variable a 4 the equation obtained equalling to zero the factor that multiplies where
The coefficients C 1 , C 2 and C 3 are mutually linearly independents. In fact, the parameter ϕ 2 that appears in C 1 does not appear in C 3 and C 5 and the parameter a 1 that appears in C 3 does not appear in C 1 and C 5 . Thus, the limit cycles appear in the third, fourth and fifth order. The functions f 3 and f 4 have at most 2 simple zeros and the function f 5 has at most 3 simple zeros and they are reached. This means that the perturbation of the class P 5 for d = 0 has at most 2 limit cycles by using the averaging theory of fifth order.
We can repeat the process for d = 1 with the same tools and conclude that the class P 5 has at most 2 limit cycles and they are reached.
Example with 3 Cycles for the Class P 5
Now we present an example with 3 limit cycles for the class P 5 . This example was obtained for d = 0. As in the previous subsection we perturb the system up to seventh order as followṡ
The polynomials p 2 , p 3 , p 4 , p 5 , p 6 and p 7 , are given changing the character a by b, c, d, e, i and j in p 1 respectively and the polynomials q 2 , q 3 , q 4 , q 5 , q 6 and q 7 are obtained changing the character α, β, γ, δ, ϕ, ι and φ respectively.
We vanish some coefficients of the polynomials p i and q i for i = 1, ..., 7. We vanish the coefficients a 3 , a 5 , a 7 , a 8 , a 9 , b 1 , b 3 , b 4 , b 5 , b 6 , b 7 , b 8 , c 2 , c 4 , c 5 , c 6 , c 7 , c 9 , d 1 , d 2 , d 3 , d 4 , d 5 ,  d 7 , d 8 , d 9 , e 3 , e 4 , e 5 , e 6 , e 7 , e 8 , e 9 , i 2 , i 3 , i 4 , i 5 , i 6 , i 7 , i 8 , i 9 , j 2 , j 3 , j 4 , j 5 , j 6 , j 7 , j 8 , j 9 , α 1 , α 2 , α 3 , α 4 , α 5 , α 6 , α 8 , β 1 , β 4 , β 5 , β 6 , β 7 , β 8 , γ 1 , γ 3 , γ 4 , γ 5 , γ 6 , γ 7 , γ 8 , δ 1 , δ 3 , δ 4 , δ 5 , δ 7 , δ 8 , δ 9 , ϕ 1 , ϕ 3 , ϕ 4 , ϕ 5 , ϕ 6 , ϕ 7 , ϕ 8 , ϕ 9 , ι 1 , ι 3 , ι 4 , ι 5 , ι 7 , ι 8 , ι 9 , φ 1 , φ 3 , φ 4 , φ 5 , φ 6 , φ 7 , φ 8 , φ 9 .
As before, taking X = εx and Y = εy, passing the system for the real Jordan Form and after for the polar coordinates we obtain
Calculating the functions f i as in Theorem 4 we have
Take a 1 = 0. Thus f 1 = 0 and following the process we have
Take β 2 = 0. So f 2 = 0 and we get f 3 = πr 3 ( −2a 2 γ 3 − 2a 4 βγ 3 − 3a 6 β 2 γ 2 − 3α 9 β 2 γ 4 − α 7 β 2 γ 2 − 3α 9 β 2 γ 2 ) 8β 4 γ 3 − πr(c 1 + γ 2 ) 2β 2 γ .
Take a 4 = −2α − 2γ − 3a 6 β 2 − α 7 β 2 − 3α 9 β 2 − 3α 9 β 2 γ 2 2βγ , c 1 = −γ 2 . where E 1 = − π(e 1 + ϕ 2 ) 2β 2 γ , E 5 = − π ( a 6 − α 7 + α 9 + α 9 γ 2 ) 16β 4 γ .
Due the size of coefficient E 3 we do not give it explicitly here but it is given in the variables β, γ, a 2 , a 6 , α 7 , α 9 , b 2 , β 9 , γ 2 , c 8 , γ 9 . Taking e 1 = −ϕ 2 , α 9 = α 7 −a 6 1+γ 2 and solving E 3 = 0 in the variable b 2 we have f 5 = 0. Following the process we have
Again we do not give the coefficients F 3 and F 5 here but F 3 is given in the variables β, γ, a 2 , α 7 , α 6 , b 2 , β 9 , d 6 , γ 2 , c 8 , γ 9 and F 5 is given in the variables β, γ, a 2 , a 6 , α 7 , b 9 , β 9 .
Taking i 1 = −ι 2 and solving F 3 = 0 and F 5 = 0 respectively in the variables d 6 and b 9 we have f 6 = 0. Finally we have
The remain coefficients are too large and we do not give they here. However the coefficient G 1 is given in the variables β, γ, a 2 , α 7 , a 6 , ϕ 2 , ι 2 , β 9 , φ 2 , γ 2 , c 8 , γ 9 , the coefficient G 2 is given in the variables β, γ, a 2 , ϕ 2 , ι 2 , α 7 , the coefficient G 3 is given in the variables β, γ, a 2 , α 7 , a 6 , β 9 , γ 2 , c 8 , γ 9 , e 2 , ϕ 2 , and the coefficient G 5 is given in the variables β, γ, a 2 , α 7 , a 6 , β 9 , γ 2 , c 8 , γ 9 .
We can note that the coefficients G 1 , G 2 , G 3 and G 5 are linearly independents. So the function f 7 has at most 3 simple zeros and they are reached. These zeros correspond to limit cycles for the class P 5 .
