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1. Introduction
In this paper, we consider a class of stationary Schrödinger systems in RN of the form
−u1 + a1(x)u1 = f1(x,u1,u2) + g1(x)|u1|p1−1u1, x ∈ RN ,
−u2 + a2(x)u2 = f2(x,u1,u2) + g2(x)|u2|p2−1u2, x ∈ RN , (P)
where N  3, pi  (N + 2)/(N − 2), ai, gi : RN → R and f i : RN × R2 → R are continuous with f i(x,0,0) = 0 for i = 1,2.
We shall consider the variational situation in which ( f1, f2) = ∇ F for some function F : RN × R2 → R of class C1, where
∇ F stands for the gradient of F in the variables U = (u1,u2) ∈ R2. We will write the system above in the form
−U + A(x)U = ∇ F (x,U ) + ∇R(x,U ),
where  = diag(,), A(x) = diag(a1(x),a2(x)) and
R(x,U ) = 1
p1 + 1 g1(x)|u1|
p1+1 + 1
p2 + 1 g2(x)|u2|
p2+1.
Since the Schrödinger equation plays the roles of Newton’s laws and conservation of energy in classical mechanics,
in recent years, much attention has been paid to the nonlinear the Schrödinger system
i
∂ψ1
∂t
= −ψ1 + a1(x)ψ1 − |ψ1|p−1ψ1, x ∈ RN ,
i
∂ψ2
∂t
= −ψ2 + a2(x)ψ2 − |ψ2|p−1ψ2, x ∈ RN , (1.1)
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mathematical physics, especially in nonlinear optics (see for example [5,8]) and in the study of Bose–Einstein condensates
(see [7]). To obtain solitary wave solutions of the system (1.1), we set ψ j(x, t) = eiμ jtu j(x), j = 1,2, and we may transform
the system (1.1) to a elliptic system given by (P). Systems of this type under various hypotheses on the potentials and the
nonlinearities have been investigated extensively, see for example [3,9,12,20] and references therein.
Our main goal in this paper is to illustrate how the ideas introduced in [1,2,6,14,16–19] can be applied to handle the
problem of existence of bound states for elliptic systems with critical or supercritical nonlinearity, that is, solutions (u1,u2)
satisfying (P) and the following conditions:
u1,u2 > 0 in R
N , u1(x),u2(x) → 0 as |x| → +∞.
We suppose that the potentials a1, a2 are continuous and satisﬁes the following assumptions.
(A1) There exists D > 0 such that min{a1(x),a2(x)}−D for all x ∈ RN .
Next, in order to apply variational setting, we consider the following subspace of H1(RN ,R2)
E =
{
U = (u1,u2) ∈ H1
(
R
N ,R2
)
:
∫
RN
A(x)U · U dx < +∞
}
,
which is a Hilbert space when endowed with the scalar product
〈U , V 〉E =
∫
RN
[∇U · ∇V + A(x)U · V ]dx
to which corresponds the norm ‖U‖E = 〈U ,U 〉1/2E . Here, as usual, H1(RN ,R2) denotes the Sobolev space modeled in
L2(RN ,R2) with norm
‖U‖21,2 =
∫
RN
(|∇U |2 + |U |2)dx.
To ensure the continuous imbedding of E into H1(RN ,R2) we assume the following condition on the ﬁrst eigenvalue of the
operator − + A(x):
(A2) λ1 = inf
U∈E\{0}
∫
RN
(|∇U |2 + A(x)U · U )dx∫
RN
|U |2 dx > 0.
We use the following notation: if Ω ⊂ RN is open and 2 s < 2N/(N − 2), we set
νs(Ω) = inf
U∈H10(Ω,R2)\{0}
∫
Ω
[|∇U |2 + A(x)U · U ]dx
(
∫
Ω
|U |s dx)2/s ,
and we put νs(∅) = ∞. In order to obtain a compactness result, we also shall consider the following assumptions:
(A3) limR→∞ νs(RN\BR) = ∞.
(A4) There exists a function K (x) ∈ L∞loc(RN ), with K (x) 1, and constants α > 1, c0, R0 > 0 such that
K (x) c0
[
1+ (min{a+1 (x),a+2 (x)})1/α] for all |x| R0,
where a+i (x) = maxx∈RN {0,ai(x)} with i = 1,2.
Concerning the nonlinearity, we assume that g1, g2 ∈ C(RN ,R) are nonnegative and does not have to be bounded in x
provided that the growth of g1 and g2 are controlled by the growth of A(x). More precisely,
(F1) g1(x) + g2(x) cK (x) for all x ∈ RN .
(F2) The function F satisﬁes the growth condition∣∣∇ F (x,U )∣∣ cK (x)(1+ |U |q) for all (x,U ) ∈ RN × R2,
where c > 0, 1< q < p#  (N + 2)/(N − 2) and N  3 (we will determine later what it means p#).
(F3) |∇ F (x,U )|/K (x) = o(|U |) as U → 0 uniformly in x ∈ RN .
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0< μF (x,U ) U · ∇ F (x,U )
for all (x,U ) ∈ RN × (R2\{0}).
Our main result for problem (P) is the following:
Theorem 1.1. Suppose (A1)–(A4) and (F1)–(F4) are satisﬁed, with s = q+1 in (A3). Then (P) has a strong solution U ∈ C1(RN ,R2)∩
W 1,2(RN ,R2) that decay at inﬁnity. Moreover, if
(F5) ∂ F (x,u1,u2)/∂ui  0 for all (u1,u2) ∈ R2 with ui  0, i = 1,2;
(F6) ∂ F (x,u1,u2)/∂ui = 0 if u1 = 0 or u2 = 0, i = 1,2,
then (P) possesses at least one positive solution (u1,u2) with u1(x) > 0, u2(x) > 0 for all x ∈ RN .
In our next result we verify the existence of inﬁnitely many solutions for (P) under the presence of symmetry. More
speciﬁcally, we suppose
(F6) F (x,U ) is even with respect to the variable U ∈ R2.
Under this condition, we are able to prove:
Theorem 1.2. Suppose (A1)–(A4) hold. If F satisﬁes (F1)–(F4) and (F6), then problem (P) possesses an unbounded sequence of critical
values.
Remark 1.3.
(1) Assumptions like (A1)–(A4) were already used in [17] in order to study the scalar problem −u+a(x)u = f (x,u) in RN ,
N  1.
(2) Following the same idea in [17], we can check that a suﬃcient condition for the hypothesis (A3) is that
lim
R→∞
∣∣(AM ∩BM)\BR ∣∣= 0 for all M > 0,
where AM = {x ∈ RN : a1(x)  M} and BM = {x ∈ RN : a2(x)  M}. Thus, the potentials satisfying W (x)  1 and
1/W (x) ∈ L1(RN ) or such that, for every M > 0, the set {x ∈ RN : W (x) < M} has a ﬁnite measure of Lebesgue, also
satisfy the conditions (A1) and (A3). Notice that the potential W (x) = x21x22 . . . x2n − C , with any constant C > 0 chosen
so that λ1 > 0, satisﬁes the conditions (A1) and (A3) and does not satisfy the assumptions above.
(3) There exists a relationship of dependence between the potential A(x) and nonlinearity ∇ F (x,U ) so that the growth of
∇ F (x,U ) also imposes restrictions on the potentials. For example, the function
∇ F (x,u1,u2) = qω(x)
(|u1|q−1u1, |u2|q−1u2),
with ω(x) β > 0, satisﬁes our assumptions provided that a1(x),a2(x) [ω(x)]α , for |x| > R0.
The underling idea for proving our main result. In order to solve problem (P) we ﬁrst consider an auxiliary problem (TK )
which involves only a subcritical Sobolev exponent. Next, we obtain regularity and asymptotic behavior of this solution. It
turns out that strong solutions of the auxiliary problem are bounded. This allows us to choose a truncation so that a solution
of problem (TK ) in fact satisﬁes (P).
The paper is organized as follows. In Section 2, we reformulate the problem and gives some preliminary results. In Section 3,
we use the Mountain-Pass Theorem [15, Theorem 2.2] to obtain positive solutions of the truncated problem. In Section 4,
we apply the Moser iteration technique to proof our main result. Finally, in Section 5, we use the Symmetric Mountain-Pass
Theorem [15, Theorem 9.12] to verify the existence of inﬁnitely many solutions.
Notation. In this paper we make use of the following notation:
• C,C0,C1,C2, . . . denote positive (possibly different) constants.
• BR denotes the open ball centered at origin and radius R > 0.
• For 1 p ∞, Lp(RN ,R2) denotes the Lebesgue spaces with norm
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where ‖u‖p = (
∫
RN
|u|p dx)1/p and ‖u‖∞ = inf{C > 0: |u(x)| C a.e. on RN }.
• C∞0 (RN ) denotes the space of inﬁnitely differentiable functions with compact support.• X∗ is the topological dual of the Banach space X .
• By 〈·,·〉 we denote the duality pairing between X∗ and X .
• If Ω ⊂ RN is a measurable set, then |Ω| denotes his Lebesgue measure in RN .
• We denote the weak convergence in X by “⇀” and the strong convergence in X ′ by “→”.
2. Reformulation of the problem and preliminary results
Our choice of the variational setting E ensures that the imbedding into H1(RN ,R2) is continuous.
Lemma 2.1. Suppose that (A1) and (A2) are satisﬁed. Then E is a Hilbert space continuously imbedded into H1(RN ,R2).
Proof. We claim that there exists a constant ζ > 0 such that
‖U‖2E  ζ
∫
RN
|∇U |2 dx, (2.2)
for all U ∈ E . Indeed, assume by contradiction that the claim does not hold. Then there exists a sequence {Uk} ⊂ E such
that
‖Uk‖2E 
1
k
∫
RN
|∇Uk|2 dx.
Letting Wk = ‖∇Uk‖−12 Uk , we obtain∫
RN
|∇Wk|2 dx = 1 and ‖Wk‖2E 
1
k
.
By (A2) we get
λ1‖Wk‖22  ‖Wk‖2E 
1
k
.
Since λ1 > 0, it follows that ‖Wk‖2 → 0. On the other hand, using (A1), we obtain
−D
∫
RN
|Wk|2 dx
∫
RN
A(x)Wk · Wk dx = ‖Wk‖2E −
∫
RN
|∇Wk|2 dx 1k − 1.
This implies that ‖Wk‖22 → 1/2D > 0 as k is large, which is a contradiction. Thus,
2‖U‖2E  ζ
∫
RN
|∇U |2 dx+ λ1
∫
RN
|U |2 dxmin{ζ,λ1}
∫
RN
(|∇U |2 + |U |2)dx
shows that the imbedding of E in H1(RN ,R2) is continuous. 
Since the growth of nonlinearity is critical or supercritical, we cannot use directly variational techniques because of the
lack of compactness of the Sobolev imbedding. So to overcome this diﬃculty we construct a suitable truncation. To this end,
we introduce the auxiliary problem in the spirit of the argument developed for the scalar case by Chabrowski and Yang [6]
in the case of domain unbounded, and by Rabinowitz [14] in the case bounded:
−u1 + a1(x)u1 = f1(x,u1,u2) + g1(x)h1(u1), x ∈ RN ,
−u2 + a2(x)u2 = f2(x,u1,u2) + g2(x)h2(u2), x ∈ RN , (TK )
where
hi(t) =
⎧⎨⎩
0, if t  0,
t pi , if 0 t  K ,
K pi−qtq, if t  K ,
and the constant K will be determined later.
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∫ s
0 hi(t)dt . Then, analyzing the cases 0 s K and s K , we check that
hi(s) = K pi−qsq and Hi(s) K
pi−q
q + 1 s
q+1. (2.3)
We consider the functional
I(U ) = 1
2
‖U‖2E −
∫
RN
[
F (x,U ) + R˜(x,U )]dx,
where R˜(x,U ) = g1(x)H1(u1) + g2(x)H2(u2).
Lemma 2.2. Assume that (A1)–(A2), (A4) and (F1)–(F3) are satisﬁed. Then the functional I is well deﬁned and class C1 on E. Further-
more, for all ε > 0 there exists Cε > 0 such that∫
RN
∣∣F (x,U ) + R˜(x,U )∣∣dx ε‖U‖2E + Cε‖U‖q+1E . (2.4)
Proof. By (F2)–(F3) we verify that∣∣∇ F (x,U )∣∣ K (x)(ε|U | + Cε|U |q), (2.5)
and by (2.3) and (F1), we get∣∣F (x,U ) + R˜(x,U )∣∣ K (x)[ε|U |2 + Cε|U |q+1]. (2.6)
Now, by (A4) have that∫
RN
K (x)|U |s dx =
∫
|x|>R0
K (x)|U |s dx+
∫
|x|R0
K (x)|U |s dx

∫
|x|>R0
c0
[
1+ (min{a+1 (x),a+2 (x)})1/α]|U |s dx+max
BR0
A(x)
∫
|x|R0
|U |s dx
 C
[
‖U‖ss +
2∑
i=1
∫
|x|>R0
(
a+i (x)
)1/α |ui |s dx
]
. (2.7)
Using Hölder’s inequality, we obtain∫
|x|>R0
(
a+i (x)
)1/α |ui |s dx [ ∫
|x|>R0
a+i (x)|ui |2 dx
]1/α[ ∫
|x|>R0
|ui |(αs−2)/(α−1) dx
](α−1)/α
(2.8)
and by (A1) we have∫
|x|>R0
a+i (x)|ui |2 dx =
∫
RN
ai(x)|ui |2 dx−
∫
|x|R0
ai(x)|ui |2 dx−
∫
|x|>R0
a−i (x)|ui |2 dx

∫
RN
[
ai(x)u
2
i + Du2i
]
dx. (2.9)
Substituting (2.8) and (2.9) in (2.7) and using (A3) we ﬁnd that∫
RN
K (x)|U |s dx C[‖U‖ss + (‖U‖2E + D‖U‖22)1/α‖U‖(αs−2)/α(αs−2)/(α−1)]
 C
[
‖U‖ss +
(
1+ D
λ1
)1/α
‖U‖2/αE ‖U‖(αs−2)/α(αs−2)/(α−1)
]
. (2.10)
Thus, the space E can be imbedded into the space
LsK (x)
(
R
N ,R2
) := {U : Rn → R2 mensurable: ∫
n
K (x)|U |s dx < ∞
}R
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q < p# = N + 2
N − 2 −
4
α(N − 2) . (2.11)
Therefore,∫
RN
K (x)|U |s dx c‖U‖sE
for all 2 s < p# + 1 and∫
RN
∣∣F (x,U ) + R˜(x,U )∣∣dx ε ∫
RN
K (x)|U |2 dx+ Cε
∫
RN
A(x)|U |q+1 dx
 ε‖U‖2E + Cε‖U‖q+1E .
This expression shows that the functional I is well deﬁned. It is standard to see that I is of class C1 on E with〈
I ′(U ), V
〉= 〈U , V 〉E − ∫
RN
[∇ F (x,U ) · V + ∇ R˜(x,U ) · V ]dx
for any U = (u1,u2) ∈ E and V = (ξ,η) ∈ E . 
Taking V = (ξ,0) and V = (0, η) we obtain the weak formulation of (TK ):∫
RN
[∇u1∇ξ + a1(x)u1ξ − f1(x,U )ξ + g1(x)h1(u1)ξ]dx = 0,
∫
RN
[∇u2∇η + a2(x)u2η − f2(x,U )η + g2(x)h2(u2)η]dx = 0.
In other words, critical points of I are weak solutions of (TK ).
The compactness of the imbedding E ↪→ LsK (x)(RN ,R2) is established by our next theorem.
Proposition 2.3. Suppose that (A1)–(A4) and (F1)–(F3) hold. Then the imbedding of E into LsK (x)(R
N ,R2) is compact for all
2 s < p# + 1.
Proof. The continuous imbedding was established in the proof of Lemma 2.1. Let us show that (A3) is suﬃcient for the
imbedding to be compact. We suppose Uk ⇀ 0 in E . Considering the imbedding
E ↪→ H1(RN ,R2) ↪→ H1(BR ,R2) ↪→ Ls(BR ,R2),
we have that Uk → 0 in Ls(BR ,R2) for all 2 s < 2∗ and R > 0.
Let φ ∈ C∞c (RN ) such that 0 φ  1, φ ≡ 0 on BR and φ ≡ 1 on RN\BR+1. Then
‖Uk‖ss  C
(∥∥(1− φ)Uk∥∥ss + ‖φUk‖ss)= C[ ∫
BR+1
(1− φ)s|Uk|s dx+
∫
RN\BR
φs|Uk|s dx
]
.
The ﬁrst term tends to zero when k → ∞ and we denote it by βk . Now, letting
Wk = ‖φUk‖−1s φUk,
we have that Wk ∈ H10(RN\BR ,R2) and ‖Wk‖s = 1. By the deﬁnition of νs(Ω) it follows that
νs
(
R
N\BR
)‖φUk‖2s  ∫
RN\BR
∣∣∇(φUk)∣∣2 + A(x)(φUk) · (φUk)dx
and, consequently,
‖Uk‖ss  βk +
1
νs(RN\BR)s/2
‖φUk‖sE = βk + γR ,
where γR → 0 as R → ∞ by (A3). Thus, Uk → 0 in Ls(RN ,R2) for all 2 s < 2∗ .
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‖U‖sLsK (x)(RN ,R2)  C
[
‖U‖ss +
(
1+ D
λ1
)1/α
‖U‖2/αE ‖U‖(αs−2)/α(αs−2)/(α−1)
]
for any U ∈ E . Then we infer that Uk → 0 in LsK (x)(RN ,R2) with 2 s < p# + 1. 
The next proposition shows that I satisﬁes a compactness condition of the Palais–Smale type.
Proposition 2.4. Assume that (A1)–(A4) and (F1)–(F4) hold. Then, with s = q + 1 in (A3), the functional I satisfy the Palais–Smale
condition on E.
Proof. We ﬁrst prove that if Uk ⇀ U in E , then∫
RN
[∇ F (x,Uk) − ∇ F (x,U )] · (Uk − U )dx → 0 as k → ∞.
Indeed, it follows of Proposition 2.3 that Uk → U in Lq+1K (x)(RN ,R2) and by the inverse Lebesgue Theorem we can ﬁnd a
subsequence, still denoted by {Uk}, and a function b ∈ Lq+1K (x)(RN ) such that∣∣Uk(x)∣∣ b(x) and Uk(x) → U (x)
almost everywhere in RN . Since {Uk} is bounded in L2K (x)(RN ,R2), setting
Bk(x) =
∣∣∇ F (x,Uk(x))− ∇ F (x,U (x))∣∣∣∣Uk(x) − U (x)∣∣
we have that Bk(x) → 0 almost everywhere in RN , and by Young’s inequality and (2.5), we obtain∣∣Bk(x)∣∣ ε[K (x)(|Uk|2 + |U |2)]+ Cε[K (x)(|Uk|q+1 + |U |q+1)+ |Uk|q|U | + |U |q|Uk|]
 C1
[
K (x)
(|Uk|2 + |U |2)]+ C2K (x)∣∣b(x)∣∣q+1
= C1Φk + C2Ψ,
where Φk,Ψ ∈ L1(RN ) and ‖Φk‖L1(RN )  M . As Ψ is integrable, for each δ > 0 there exists r1 > 0 such that∫
|x|>r1
Ψ (x)dx <
δ
2C2
.
Similarly, for each k ∈ N, there exists Rk > 0 such that∫
|x|>Rk
Φk(x)dx <
δ
2C1
.
Since Uk → U in L2K (x)(RN ,R2), by Brézis–Lieb Lemma there exists k0 ∈ N such that for all k > k0
‖Uk‖2L2K (x)(RN ,R2)  ‖U‖
2
L2K (x)(R
N ,R2)
+ δ
4C1
.
Thus, taking r2 > 0 such that∫
|x|>r2
K (x)|U |2 dx < δ
8C1
,
it follows that for all k > k0∫
|x|>r2
Φk(x)dx
∫
|x|>r2
K (x)|Uk|2 dx+
∫
|x|>r2
K (x)|U |2 dx 2
∫
|x|>r2
K (x)|U |2 dx+ δ
4C1
 δ
2C1
.
Choosing R =max{r1, r2, R1, . . . , Rk0 } for all k ∈ N we obtain∫
Bk(x)dx = C1
∫
Φk(x)dx+ C2
∫
Ψ (x)dx < δ.|x|>R |x|>R |x|>R
P. Rabelo / J. Math. Anal. Appl. 354 (2009) 46–59 53We next verify that for all δ > 0 we can ﬁnd r > 0 such that for any S ⊂ RN with |S| < r we have
‖Bk‖L1(S) < δ for all k ∈ N.
That is, {Bk} is uniformly integrable. Indeed, letting
r =min
{
δ
2MC1
,
δ
2C2‖Ψ ‖L1(RN )
}
,
it follows that∫
S
Bk(x)dx C1
∫
S
ωk(x)dx+ C2
∫
S
Ψ (x)dx C1M|S| + C2|S|‖Ψ ‖L1(RN ) < δ.
Therefore, we can apply the Vitali convergence theorem to conclude that Bk → 0 in L1(RN ).
The same reasoning applies to deduce that∫
RN
[∇ R˜(x,Uk) − ∇ R˜(x,U )] · (Uk − U )dx → 0 as k → ∞.
Now, if {Uk} ⊂ E is such that |I(Uk)| C and ‖I ′(Uk)‖E∗ → 0, then(
1
2
− 1
μ
)
‖Uk‖2E  I(Uk) −
1
μ
I ′(Uk)Uk  C + ε‖Uk‖E
which implies that ‖Uk‖E is bounded in E and has a subsequence weakly convergent. Since
1
2
‖Uk − U‖2E =
〈
I ′(Uk) − I ′(U ),Uk − U
〉+ ∫
RN
[∇ F (x,Uk) − ∇ F (x,U )] · (Uk − U )dx
+
∫
RN
[∇ R˜(x,Uk) − ∇ R˜(x,U )] · (Uk − U )dx, (2.12)
we conclude that {Uk} has a subsequence convergent. 
3. Solutions of the auxiliary problem
We begin by proving the existence of weak nontrivial solution of the truncated problem (TK ) using the Mountain-Pass
Theorem.
We suppose that |U | 1. We shall make use of the polar coordinate representation
u1 = ρ sin(φ), u2 = ρ cos(φ),
where ρ  1 and 0 φ  2π . Substituting in hypothesis (F4), we get μF (x,U ) ρ Fρ(x,U ) and thence
F (x,U )
(
min|W |=1 F (x,W )
)
|U |μ > 0 (3.13)
for all x ∈ RN and |U | 1. Hence, given any bounded set S ⊂ RN , there exists C = C(S) > 0 such that
F (x,U ) C |U |μ (3.14)
for all x ∈ S and |U | 1. Since R˜(x,U ) 0 for all |U | 1, it follows that
I(U ) 1
2
‖U‖2E − C‖U‖μLμ(S)
for all U ∈ E such that |U |  1. This shows that there exist many e ∈ E such that Φ(e) < 0. Now, using (2.4) and the
imbedding of E in Ls(RN ,R2) for 2 s < p# + 1 we have that
I(U )
(
1
2
− ε
)
‖U‖2E − Cε‖U‖q+1E
and taking ε = 1/4 and choosing r > 0 so that 1/4− Cεrp−1 > 1/8, we get
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8
‖U‖2E
for all ‖U‖E  r.
Therefore, the mountain-pass geometry holds and then there exists a critical point U ∈ E of the functional I with
I(U ) > 0 (see [15]). In other words, the problem (TK ) has a nonzero weak solution. Let c = I(U ) be the critical value of
I in U . Hence by (F4) and (2.3) we have
c = 1
2
‖U‖2E −
∫
RN
[
F (x,U ) + R˜(x,U )]dx 1
2
‖U‖2E −
∫
RN
[
1
μ
∇ F (x,U ) · U + 1
q + 1∇ R˜(x,Uk) · U
]
dx.
Since U is a solution of the system (TK ), we get
c 
(
1
2
− 1
q + 1
)
‖U‖2E . (3.15)
Regularity and asymptotic behavior. We use a standard bootstrap argument to show that U is a strong solution of the
problem (TK ). That is, the components of U are twice differentiable weakly in RN and satisﬁes (TK ) almost everywhere.
Indeed, let U ∈ W 1,2(RN ,R2) satisfying∫
RN
[∇U · ∇ϕ + A(x)U · ϕ]dx = ∫
RN
ϕ · [∇ F (x,U ) + ∇ R˜(x,Uk)]dx,
for all ϕ = (ξ,η) ∈ C∞c (B2,R2), where B2 = B(x0,2R) is a ball of radius 2R centered at x0. Then, U is a weak solution of
the equation
−U = p(x) in B2, (3.16)
where p(x) = ∇ F (x,U (x)) + ∇ R˜(x,U (x)) − A(x)U (x). Setting 1 < q1 = 2∗/q < 2∗ , follows from (2.5) and hypotheses (A1)
and (A4) that∣∣p(x)∣∣q1  C(∣∣U (x)∣∣q1 + ∣∣U (x)∣∣2∗).
Since
W 1,2
(
B2,R
2) ↪→ L2∗(B2,R2) ↪→ Lq1(B2,R2),
we conclude that p ∈ Lq1 (B2,R2) and
‖p‖Lq1 (B2,R2)  C
(‖U‖Lq1 (B2,R2) + ‖U‖qLqq1 (B2,R2)).
Now, if W is the Newtonian potential of p, it follows from [10, Theorem 9.9] that W ∈ W 2,q1 (B2,R2) and
W = p(x) (3.17)
almost everywhere in B2. Combining (3.16) and (3.17) we have that∫
B2
∇(U − W ) · ∇ϕ dx = 0,
for all ϕ ∈ C∞c (B2,R2). That is, U − W is a weak solution of ϑ = 0 in B2. As U − W ∈ W 1,2(B2,R2), we can apply Weyl’s
Lemma [11, Corollary 1.2.1] to conclude that U − W ∈ C∞(B2,R2). Therefore, U ∈ W 2,q1 (B2,R2).
Since 1< q < (N + 2)/(N − 2) there exists δ > 0 such that (N + 2)/(N − 2) = q(1+ δ). Hence
q1 = 2N(1+ δ)
(N + 2) .
Whereas W 2,q1 (B2,R2) ↪→ Lr1(B2,R2) with r1 = Nq1/(N − 2q1), there exists q2 ∈ (q1, r1) such that U ∈ W 2,q2 (B2,R2). In
fact, making q2 = r1/q we have that r1 > q2 and as
q2
q1
= (N − 2)(1+ δ)
N − 2− 4δ > 1+ δ,
it follows that q2 > q1. Using the previous argument, we have that
W 2,q1
(
B2,R
2) ↪→ Lr1(B2,R2) ↪→ Lq2(B2,R2)
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‖p‖Lq2 (B2,R2)  C
(‖U‖Lq2 (B2,R2) + ‖U‖qLqq2 (B2,R2))
and U ∈ W 2,q2 (B2,R2).
Following in this fashion, we obtain a sequence unbounded
qk+1 = 1q
(
Nqk
N − 2qk
)
such that qk+1/qk > 1+ δ and
‖p‖Ls(B2,R2)  C
(‖U‖Ls(B2,R2) + ‖U‖qLqs(B2,R2)).
Thus, U ∈ W 2,sloc (RN ,R2) for all 2  s < +∞. By Sobolev imbedding theorem, U ∈ C1,α(B2,R2) with 0 < α < 1 − N/s and
s > N . Noticed that if the nonlinearities are of class C1 or Hölder continuous, then U is a classical solution of the prob-
lem (TK ). By the interior Lp-estimates [10, Theorem 9.11] we have
‖U‖W 2,s(B1,R2)  C
(‖U‖Ls(B2,R2) + ‖p‖Ls(B2,R2)),
where B1 = B(x0, R). Hence,
‖U‖W 2,s(B1,R2)  C
(‖U‖Ls(B2,R2) + ‖U‖qLsq(B2,R2)).
If s > N , we have by Sobolev imbedding
‖U‖C1,α(B1,R2)  C
(‖U‖Ls(B2,R2) + ‖U‖qLs(B2,R2)).
Letting x0 → ∞, we conclude that ‖U‖C1,α(B1,R2) → 0.
Existence of positive solutions. In order to show that the mountain pass procedure yields a positive solution, we replace
the nonlinearity by
F˜ (x,U ) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
F (x,u1,u2), if u1  0, u2  0,
F (x,0,u2), if u1  0, u2  0,
F (x,u1,0), if u1  0, u2  0,
0, if u1  0, u2  0.
Then the new potential F˜ is of class C1 as F . It also satisﬁes (F2), (F3) and (F4). Thus, by argument given before we have a
nontrivial strong solution of the problem (TK ). This is,∫
RN
[∇u1∇ξ + a1(x)u1ξ]dx = ∫
RN
∂ F˜
∂u1
(x,u1,u2)ξ dx+
∫
RN
g1(x)h1(u1)ξ dx,
∫
RN
[∇u2∇η + a2(x)u2η]dx = ∫
RN
∂ F˜
∂u2
(x,u1,u2)ηdx+
∫
RN
g2(x)h2(u2)ηdx,
for all ξ,η ∈ C∞c (RN ). Letting ξ = u−1 in the ﬁrst equation and η = u−2 in the second equation, we get ‖(u−1 ,u−2 )‖E = 0.
Therefore, u1  0 and u2  0. Since u1 satisﬁes
−u1 + a+1 (x)u1 = f1(x,U ) + g1(x)h1(u1) + a−1 (x)u1  0
and f (x,U (x))+ g1(x)h1(u1(x))+a−1 (x)u1(x) ∈ Ls(B2), for all s 1, because u1,u2 ∈ C1,α(B2), it follows by strong maximum
principle to strong solutions [10, Theorem 9.6] that u cannot achieve a minimum in BR , for all R > 0, unless it is constant.
Thus, u1 > 0 in RN . Similarly, we show that u2 > 0 in RN .
4. Proof of Theorem 1.1
In this section, we use Moser iteration technique to obtain a priori bound for the solutions of problem (TK ), that is, we
show that ‖U‖∞  K since that K (a constant in the truncation hi) is suitably chosen. This obviously implies that u solves
problem (P). The proof is adapted from [6, Proposition 2].
Proposition 4.1. There exists a constant K0 > 0 such that, to each K  K0 the mountain-pass solution U of problem (TK ) satisﬁes
‖U‖∞  K .
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Otherwise, we argue with the positive and negative parts of ui separately. For each L  K , we deﬁne a function UL =
(u1L,u2L) by
uiL(x) =
{
ui(x) for ui(x) L,
L for ui(x) > L.
Let ω = (ω1,ω2) ∈ E be such that ωi = uiu2(β−1)iL , where β > 1 is a constant to be determined later. Taking ωi as a test
function in each equation of the problem (TK ), we obtain∫
RN
[∇U · ∇ω + V (x)U ·ω]dx = ∫
RN
ω · [∇ F (x,U ) + ∇ R˜(x,U )]dx.
Since ∇ω = u2(β−1)iL ∇ui + 2(β − 1)uiu2β−3iL ∇uiL and∫
RN
uiu
2β−3
iL ∇ui · ∇uiL dx =
∫
uiL
u2(β−1)i |∇ui |2 dx 0,
it follows that
2∑
i=1
∫
RN
[
u 2(β−1)iL |∇ui |2 + ai(x)u2i u 2(β−1)iL
]
dx
∫
RN
ω · [∇ F (x,U ) + ∇ R˜(x,U )]dx.
Considering K > 1 suﬃciently large and using the inequalities (2.3) and (2.5) we obtain that
2∑
i=1
∫
RN
[
u 2(β−1)iL |∇ui |2 + a+i (x)u2i u 2(β−1)iL
]
dx
 CK p−q
∫
RN
K (x)
(|U |2 + |U |q+1)|UL |2(β−1) dx+ 2∑
i=1
∫
RN
a−i (x)u
2
i u
2(β−1)
iL dx,
where p =max{p1, p2}. By (A1), we have that a−i (x) D for all x ∈ RN , and as K (x) 1 we conclude that
2∑
i=1
∫
RN
[
u 2(β−1)iL |∇ui |2 + a+i (x)u2i u 2(β−1)iL
]
dx CK p−q
∫
RN
K (x)
(|U |2 + |U |q+1)|UL |2(β−1) dx. (4.18)
Let us next set ϕ = (ϕ1,ϕ2), where ϕi = uiu β−1iL for i = 1,2. Notice that ϕ ∈ E because∫
RN
A(x)ϕ · ϕ dx L2(β−1)
2∑
i=1
∫
RN
a+i (x)u
2
i dx < +∞.
By Young’s inequality we have that∫
RN
|∇ϕ|2 dx
2∑
i=1
∫
RN
|∇ϕi |2 dx 2
2∑
i=1
∫
RN
[
u 2(β−1)iL |∇ui |2 + (β − 1)2u2(β−2)iL u2i |∇uiL |2
]
dx
= 2
2∑
i=1
[ ∫
RN
u 2(β−1)iL |∇ui |2 dx+ (β − 1)2
∫
uiL
u 2(β−1)iL |∇ui |2 dx
]
 2
2∑
i=1
[ ∫
RN
u 2(β−1)iL |∇ui |2 dx+ (β − 1)2
∫
RN
u 2(β−1)iL |∇ui |2 dx
]
 2
2∑
i=1
β2
∫
RN
u 2(β−1)iL |∇ui |2 dx. (4.19)
Thus, using the inequality (2.2) and substituting (4.18)–(4.19), we ﬁnd that
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RN
|∇ϕ|2 dx 1
ζ
‖ϕ‖2E 
1
ζ
∫
RN
(|∇ϕ|2 + K (x)ϕ · ϕ)dx
 2β2
2∑
i=1
∫
RN
(
u 2(β−1)iL |∇ui |2 + a+i (x)u2i u 2(β−1)iL
)
dx
 β2CK p−q
∫
RN
K (x)
(|U |2 + |U |q+1)|UL |2(β−1) dx. (4.20)
It follows from Gagliardo–Nirenberg inequality [4, Theorem IX.9] that
‖ϕ‖22∗  C
∫
RN
|∇ϕ|2 dx β2CK p−q
∫
RN
K (x)
(|U |2 + |U |q+1)|UL |2(β−1) dx. (4.21)
We claim that K (x)|U |s ∈ Lr(RN ) for all 1 r < α to close 1 and 2 s < p#. Indeed, as in the proof of Lemma 2.2, Eq. (2.10)
gives ∫
RN
(
K (x)|U |s)r dx C{‖U‖rsrs + ‖U‖2r/αE ‖z‖r(αs−2)/αr(αs−2)/(α−r)}.
Notice that rs > 2 and rs < 2∗ for r > 1 close to 1 since s < p#. On the other hand, r(αs − 2)/(α − r) > 2 for r ∈ (1,α) and
r(αs − 2)/(α − r) < 2∗ whenever
r <
α2∗
αs + 2∗ − 2 .
This holds for r > 1 close to 1 because
α2∗
αs + 2∗ − 2 >
α2∗
α[2∗ − 1− 4α(N−2) ] + 4N−2
> 1.
Therefore,∫
RN
(
A(x)|U |s)r dx C‖U‖rsE
for all 2 s < p# and 1 r < α close to 1.
Now, applying the Hölder inequality in (4.21) and using (3.15) for 1 r < α close to 1 and 2 s < p#, we conclude that
‖ϕ‖22∗  β2CK p−q
[ ∫
RN
K (x)r
(|U |2r + |U |(q+1)r)dx]1/r[ ∫
RN
|UL |2(β−1)r/(r−1) dx
](r−1)/r
 β2CK p−q
( ∫
RN
|UL |2(β−1)r/(r−1) dx
)(r−1)/r
. (4.22)
Thus, taking
2− 1
r
< β < 1+ 2
∗
2
(
1− 1
r
)
and α∗ > 0 such that βα∗ = 2r(β − 1)/(r − 1), we can write (4.22) as[ ∫
RN
(
2∑
i=1
u2i u
2(β−1)
iL
)2∗/2
dx
]2/2∗
 β2CK p−q‖U‖2(β−1)βα∗ .
By Fatou’s Lemma in L in the ﬁrst term, we obtain
‖U‖β2∗  β1/β
(
CK p−q
)1/2β‖U‖(β−1)/ββα∗ . (4.23)
Let χ = 2∗/α∗ , that is, βχα∗ = β2∗ . Then, for each m = 0,1,2, . . . we deﬁne χk+1α∗ = χk2∗ , with χ0 = χ . Hence χk = χk+1.
Now, we use the Moser iteration technique [13] on the estimate (4.23) to prove that each solution of the problem (TK ) is
bounded. Indeed, using the above argument for χβ and observing that
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2r(χβ−1)
r−1  M
2r
r−1 (χ−1)|UL |
2rχ(β−1)
r−1 ,
because |UL |
√
2L = M , it follows that
‖U‖χβ2∗  (χβ)
1
χβ
(
CK p−q
) 1
2χβ M
χ−1
χβ ‖U‖γχβα∗
 (χβ)
1
χβ
(
CK p−q
) 1
2χβ M
χ−1
χβ
[
β
1
β
(
CK p−q
) 1
2β ‖U‖γβα∗
]γ
 χ
1
χβ β
1
χ +γ (CK p−q) 12β ( 1χ +γ )M χ−1χβ ‖U‖γ 2βα∗ ,
where γ = (β − 1)/β . Thus, for k = n we have that
‖U‖χn+1βα∗ = ‖U‖χnβ2∗  χσ1βσ2
(
CK p−q
)σ3Mσ4‖U‖γ n+1βα∗ ,
where
σ1 = (1/β)
n−1∑
i=0
(n − i) γ
i
χn−i
, σ2 = (1/β)
n∑
i=0
γ i
χn−i
,
σ3 = (1/2β)
n∑
i=0
γ i
χn−i
, σ4 = (1/β)
n−1∑
i=0
χn−i − 1
χn−i
γ i .
Since γ < 1 and χ > 1, the series are convergent and γ n+1 → 0 as n → +∞. Therefore, we can take the limit to conclude
that U ∈ L∞(RN ,R2) with
‖U‖∞  χσ1βσ2
(
CK p−q
)σ3Mσ4 .
To choose K0, we consider the inequality
χσ1βσ2
[
CK p−q
]σ3Mσ4  K . (4.24)
Since β > 1 is close to 1, the value γ = (β − 1)/β can be made arbitrarily small. Consequently, σ3 can be taken suﬃciently
small such that σ3(p − q) < 1. This implies the existence of a K0 > 0 such that for all K > K0 we have (4.24) satisﬁed. 
5. Proof of Theorem 1.2
In what follows the function h will be extended as an odd function from [0,+∞) into (−∞,0], that is, h(u) = −h(−u)
for u  0. As seen before in application of the Mountain-Pass Theorem, the growth conditions (F1)–(F4) and hypotheses
(A1)–(A4) on the potentials implies that I is of class C1, I(0) = 0, satisﬁes the Palais–Smale condition and its critical points
are weak solutions of (P). Moreover, the argument in Theorem 1.1 that showed I satisﬁed the mountain-pass geometry
remains true. Apply then the Symmetric Mountain-Pass Theorem to get on unbounded sequence of critical values of I .
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