Using an asymmetric Laplace distribution, which provides a mechanism for Bayesian inference of quantile regression models, we develop a fully Bayesian approach to fitting single-index models in conditional quantile regression. In this work, we use a Gaussian process prior for the unknown nonparametric link function and a Laplace distribution on the index vector, with the latter motivated by the recent popularity of the Bayesian lasso idea. We design a Markov chain Monte Carlo algorithm for posterior inference. Careful consideration of the singularity of the kernel matrix, and tractability of some of the full conditional distributions leads to a partially collapsed approach where the nonparametric link function is integrated out in some of the sampling steps. Our simulations demonstrate the superior performance of the Bayesian method versus the frequentist approach. The method is further illustrated by an application to the hurricane data.
Introduction
Single-index models (SIM) provide an efficient way of coping with high-dimensional nonparametric estimation problems (Härdle et al. (1993) ; Yu and Ruppert (2002) ) and avoid the "curse of dimensionality" in nonparametric problems by assuming that the response is only related to a single linear combination of the covariates. Compared to fully nonparametric regression, it offers a nice tradeoff between simplicity and modelling power. The fitting of single-index models, commonly based on splines or kernel methods, has found wide application in the literature. For example, Härdle et al. (1993) used SIM to study the dependence of the severity of side impacts on the velocity and acceleration of the automobile in an accident, and Xia et al. (2004) demonstrated that SIM provides a good fit in a study trying to identify causal factors associated with the prevalence and incidence of depression. However, efficient and stable estimation of SIMs is still a challenging problem and has inspired many recent works in this area ; Liang et al. (2010) ).
Although frequentist estimation of SIMs has a long history, the Bayesian approach to fitting these models has only appeared quite recently. Antoniadis et al. (2004) and Wang (2009) proposed a Bayesian approach using polynomial splines to model the nonparametric link function, while Choi et al. (2011) and Gramacy and Lian (2011) use a Gaussian process (GP) prior. As noted in Gramacy and Lian (2011) , one advantage of using GPs as the prior for the link function is that the index vector does not have to be normalized to have unit norm, which makes the choice of prior easier, and subsequently the sampling algorithm simplifies too.
However, the restriction of these works to mean regression, that is on estimating the conditional mean regression function, may be a limitation. As a useful supplement to mean regression, quantile regression produces a more complete description of the conditional response distribution. In particular, it can uncover different structural relationships between covariates and responses at the upper or lower tails, which is sometimes of significant interest in econometrics applications. Furthermore, compared to mean regression, median regression (which is a special case of quantile regression) is more robust to outliers or heavy-tailed random errors.
In this article, we consider a single-index quantile regression model. For a given quantile level τ ∈ (0, 1) and i.i.d. pairs (x i , y i ), it is given by Q y i |x i (τ ) = η(x i T β), i = 1, 2, · · · , n.
Here y i is the response, x i = (x i1 , · · · , x ip ) T is the p-dimensional predictor vector, Q y i |x i (.) = F −1 y i |x i (.) is the inverse cumulative distribution function of the response given the predictors, η(.) is the unknown univariate link function, and β = (β 1 , β 2 , · · · , β p )
T is the index which implicitly depends on the desired quantile τ . Dimension reduction is achieved specifically by the index vector so that η is a univariate function instead of p-variate one, as in fully nonparametric regression.
In this paper, we propose a Bayesian treatment of the single-index quantile regression model. Recently, Wu et al. (2010) has considered a similar model using kernel regression, which will serve as a frequentist benchmark for our methods. We establish a hierarchical Bayesian model by adopting the asymmetric Laplace distribution, which is one common approach among a few alternatives in the Bayesian quantile regression literature (Yu and Moyeed, 2001; Kottas and Krnjajić, 2009; Reich et al., 2010; Lancaster and Jun, 2010; Tokdar and Kadane, 2011) . Following Gramacy and Lian (2011) , we assign a Gaussian process prior on the link function, to obtain a flexible nonparametric quantile regression model. The posterior inference of all parameters is performed via Markov chain Monte Carlo computations which automatically incorporates all sources of uncertainty.
The remainder of the paper proceeds as follows. In Section 2, we describe the structure of our hierarchical Bayesian single-index quantile regression model and discuss our prior choices. We also consider the posterior sampling algorithm focusing on a more efficient partially collapsed sampler, where the link function is integrated out when drawing samples of the index vector. This is explained in detail in the Appendix. Then, numerical illustrations including simulation studies and a real data example are presented in Section 3. We conclude the paper with a discussion in Section 4.
Hierarchical Bayesian Modelling
At the τ -th quantile, we model the residual errors by the asymmetric Laplace distribution (ALD, Yu and Moyeed (2001) ; Geraci and Bottai (2007) ; Luo et al. (2011) ). More specifically, the probability distribution of y given µ = η(x T β) is assumed to be
where ρ τ (u) = u(τ − I(u ≤ 0)) is the so-called check function, the quantile level τ is the skewness parameter in the distribution, µ is the location parameter, and σ is the scale parameter. In our context, with the setting µ i = η(x T i β), and y = (y 1 , y 2 , · · · , y n ) T , the conditional distribution for the observations is
Quantile regression is typically based on minimization of the check loss function. However, direct use of the likelihood above is rather inconvenient for Bayesian inference. A location-scale mixture representation of the ALD (Kozumi and Kobayashi (2011) ) is helpful here. We can write the observations satisfying (1) alternatively as
where e i ∼ exp(1/σ) is an exponential random variable with mean σ, z i is a standard normal random variable and is independent of e i , k 1 = 1−2τ τ (1−τ )
, and k 2 = 2 τ (1−τ )
. This suggests treating the e i as latent variables, where the conditional distribution of y is rewritten as
Here e n = (e 1 , e 2 , · · · e n ) T , E = k 2 σdiag(e 1 , e 2 , · · · e n ), and
T . As in Choi et al. (2011) and Gramacy and Lian (2011) , we model the link function by a Gaussian process prior distribution. More specifically, η is a Gaussian process a priori, with zero mean and a squared-exponential covariance function,
where γ and d are hyperparameters. Writing this out in the single-index model framework using the observed covariates x i , we have
where C n is an n × n matrix with entries C(
In the literature of single-index models, it is well-known that η and β are unidentifiable since η(x T β) = η c (x T (cβ)), c = 0, where η c (.) = η(./c) and thus β is only identifiable up to a constant scale. It is typically assumed that β = 1 so that β is identifiable up to sign (β and −β leads to exactly the same model fit). Accordingly, Choi et al. (2011) also suppose the support of the prior distribution for β is on the unit sphere. On the other hand, Gramacy and Lian (2011) noted that without the constraint β = 1, only β/ √ d is identifiable when using the Gaussian process prior, and thus one can remove the range parameter d and also remove the unit norm constraint on β, which is mathematically equivalent to imposing β = 1 and keeping the range parameter d. With the latter approach, we have the advantage that the prior on β is more easily specified, and one fewer parameter (d) to worry about. Note that the model leaves the sign of β unidentified under either specification. In some cases when β is not of direct interest, it does not matter at all. When inference for β is a primary goal, some simple heuristics for reconciling the signs in Gramacy and Lian (2011) can be used.
We therefore adopt the approach in Gramacy and Lian (2011) , so that the entries of
Since β is not constrained to have unit norm, we are free to choose any prior for β. A typical choice is to put an independent Gaussian prior on each component, which is sometimes called a ridge prior. One can also consider the popular g-prior (Zellner, 1986; George and Foster, 2000) . A generalization of the ridge prior is the so-called Bayesian lasso, which has been of much interest in the recent literature (Park and Casella (2008); Hans (2009) ). Under this prior, β j , j = 1, . . . , p are independent and identically Laplace,
There are a suite of similar priors which share attractive properties and yet further generalize the lasso. Examples include the normal-gamma prior (Griffin and Brown (2010) ), the Bayesian elastic set (e.g., Li and Lin (2010) ) and the horseshoe (e.g., Carvalho et al. (2010) ). Our reasons for calling these "generalizations" have to do with the form of their hierarchical latent variable representations, and corresponding data augmentation Gibbs samplers. We focus on the Bayesian lasso as a representative case in this paper. Simplifications (to the ridge) and further generalizations to the others are straightforward. Recognizing that estimators for β are not equivariant under such priors (e.g., Park and Casella (2008) ), we take the common pre-processing step of scaling the inputs x i to have a unit L 2 -norm. This also simplifies the choice of default priors for λ and σ.
To summarize, our Bayesian hierarchical formulation is provided below.
The hyperpriors for σ, λ, γ are set to be IG(a σ , b σ ), Ga(a λ , b λ ) and IG(a γ , b γ ), where IG denotes the inverse Gamma distribution and Ga denotes the Gamma distribution. All of the hyperparameters a σ , b σ , a λ , b λ , a γ , b γ are set to be 0.5 in all our numerical experiments. Sensitivity analyses reveal that our results are not sensitive to these choices.
The posterior distribution of various variables and parameters is found via MCMC, using a partially collapsed version integrating out η n . The details are left to the Appendix.
Numerical Illustrations
We present three simulation examples and a real data application to illustrate the proposed method, the Bayesian quantile single-index regression model, which is denoted by BQSIM for short in the rest of the article. The MCMC algorithm is implemented in R, and available upon request.
Simulations
We illustrate the performance of the proposed method by comparing it with a non-Bayesian single-index quantile regression approach described by Wu et al. (2010) , based on kernel estimation. This frequentist method is denoted by QSIM in the following. Since the frequentist approach requires the identifiability constraint β = 1, we also normalized the Bayesian estimate of the index vector to have unit norm and furthermore require the first component of the index vector to be positive to resolve the sign indeterminacy. The following three simulation examples are directly taken from Wu et al. (2010) .
Example 1
Consider data generated from the following single-index model with homoscedastic errors,
We consider sample sizes n = 100 and n = 200. For each sample size, we fit the models at seven different quantiles τ = 0.1, 0.25, 0.5, 0.75, 0.9, 0.95, 0.99. In each case, the MCMC algorithm is run for 20000 iterations with a burn-in of 10000. For convergence diagnosis, we present trace plots of β, σ, λ and γ in Figure 1 with two different sets of initial values using τ = 0.5. The plots suggest that the constructed chains mix quickly.
For a Bayesian point estimator we consider both the posterior mean and posterior median based on the sampled values after burn-in. The resulting estimates are summarized in Tables  1 and 2 , together with the sample standard deviation (S.D.) and 2.5% and 97.5% quantiles of the sampled values after burn-in. It is seen that both posterior mean and posterior median estimators work well and give similar estimates. Thus we only focus on posterior mean as our point estimate in the following. The plots are based on 100 independently generated datasets in each case and show that the Bayesian estimates have smaller bias and lower variance. These plots generally give the impression that BQSIM produces more precise and stable estimates than QSIM. Mean squared errors (MSE) of the estimates based on these 100 replications in each case are shown in Table 3 for both sample sizes and all seven quantile levels. Figure 4 shows the fitted η n values (posterior mean) by BQSIM at τ = 0.5 on a typical run. In the left panel, the fitted η n are plotted against the true index x T i β where β is the true value in the model. The true link function is also shown on the same figure. In the right panel, the fitted η n are plotted against the fitted index x T iβ , whereβ is the posterior mean estimate, leading to visually smoother fitted values.
Finally, to demonstrate that partial collapsing can significantly improve mixing, we show the autocorrelation plots of the β series in Figure 3 . Observe that the autocorrelation of the series produced by the uncollapsed chain is much higher, implying the samples are much "stickier". As discussed in the Appendix, C n is nearly singular which caused numerical problems when using the uncollapsed Gibbs sampler. To avoid this numerical problem, a small artificial nugget effect is added to the matrix (that is we use C n + ǫI in place of C n in evaluating the full conditional density, with ǫ = 10 −5 ). 
Example 2
Now consider data generated as follows:
and
T , and Z is a standard normal random variable. The x j s, (j = 1, 2) are drawn identically and independently from a normal distribution with mean 0 and variance 0.25 2 . We conduct simulations at τ ∈ {0.1, 0.25, 0.5, 0.75, 0.9, 0.95, 0.99} with n = 100 and n = 200, each with 100 replications. Figure 5 shows the boxplots for the estimated index vector and Table 4 reports the mean squared errors.
Example 3
Next, we consider a regression model with exponentially distributed errors,
where
∼ N(0, 1), j = 1, 2, and E ∼ exp(1/2). Using the same sample sizes and quantile levels as for the previous two examples, the results are presented in Figure 6 and Table 5 , which again demonstrate the superiority of BQSIM. 
Example 4
Here we follow a similar setup as in Example 1, except that the additive errors follow the ALD with σ = 0.05. That is we generate data sets from the model (1), independently for each value of τ . This example mainly serves as an illustration that when the errors indeed follow ALD, so that estimation of σ becomes meaningful, we can indeed estimate its value satisfactorily. These results are presented in Tables 6 and 7 for n = 100 and n = 200 respectively. We emphasize that the estimated σ is meaningful only if the true ALD is used in estimation. As an illustration of this point, we consider data generated from (1) using τ = 0.5 and fitted using BQSIM at quantile level τ = 0.75. In this case, the index vector β can still be estimated very close to the true values, while the estimated σ is about 0.01. In general, BQSIM cannot be used to estimate the error distribution directly. This limitation is discussed further in Section 4. In this example, the performance at τ = 0.99 is less satisfactory than in previous examples.
Example 5
Finally, we increase the dimension in Example 1 to p = 10 to demonstrate the performance in higher dimensions. The only difference in the setup from Example 1 is that we now (1, 1, 1, 1, . . . , 1) T , and only consider n = 100. For these two cases, the estimation results are shown in Tables 8 and 9 respectively. To save space, boxplots comparing BQSIM and QSIM are not shown now that we are estimating 10 coefficients. Our methods still perform much better than QSIM in these cases with higher dimensions. the wind speeds of TCs. We also fitted QSIM described in Wu et al. (2010) for comparison. The particular focus for this type of data is on the upper quantiles, as these extreme hurricane-strength storms are of considerable importance. We consider three different quantile levels τ = (0.5, 0.75, 0.9, 0.95, 0.99). All covariates are scaled to have mean zero and standard deviation one. Table 10 compares the obtained index vectors estimated by BQSIM and QSIM and Figure  7 shows the estimated quantile curves of TC intensity at different levels. From the table, we can see that TC intensity heavily depends on SOI. The index vectors obtained by BQSIM and QSIM are qualitatively similar at lower quantiles, with more obvious deviations at levels above 0.9. This suggests that the estimates are not reliable for high quantile levels, especially for τ = 0.95 and τ = 0.99. The boxplots in Figure 8 (left columns) show the samples collected from the posterior distribution of β which are normalized to have unit norm. The histograms in Figure 8 show the implied distribution of d (see equation (2)). For Gaussian processes, larger values of d correspond to smoother functions. While it is generally hard to compare the performance of BQSIM and QSIM for real data, our previous simulations suggest that BQSIM is more trustworthy. We also performed model fitting on bootstrapped data and observed that the BQSIM estimates are more stable across bootstrap samples, except for τ = 0.99 where estimates obtain from both BQSIM and SIM are quite unstable. 
Real data analysis
β
Discussion
In this article, we have proposed a Bayesian quantile regression method for single-index models based on a Gaussian process prior for the unknown link function. As detailed in the Appendix, we designed an efficient MCMC algorithm for posterior inference and demonstrated the superiority of the Bayesian approach to a modern non-Bayesian one. We carefully considered the possibility of marginalizing over the link function in some of the sampling steps, which leads to a partially collapsed sampler that balances sampling efficiency and implementation expediency. The performance of the proposed approach in our simulations is quite encouraging. We used zero-mean Gaussian process with squared exponential kernel. It is also possible to explicitly incorporate a mean function in the Gaussian process. This could add some flexibility to the model. For example, if a linear mean function is used, under independent zero-mean normal prior on the linear coefficients, the resulting process would be equivalent to a zero-mean Gaussian process with an additional quadratic term in the kernel function, as shown by MacKay (1998) . Thus the consideration on whether to use a non-zero mean is similar to deciding what kind of kernel to use. We take the view that a zero-mean Gaussian process with the quadratic exponential kernel function is already flexible enough to model a variety of curves and thus do not consider these additional possibilities in modelling.
It is worth noting that we mainly regard ALD as a tool for estimating the conditional (1, 1, 1, 1, . . . , 1) T . quantile, much like in the frequentist approach. By assuming the errors follow ALD, the posterior can give spurious confidence if the underlying data come from a different model than ALD. This is like using a quasi-likelihood to replace the true likelihood in frequentist estimation. In particular, the error distribution may not be accurately estimated by our approach. As we demonstrated, the method does accurately estimate the index vector and the link function. Finally we remind the readers that ALD can lead to incoherent inferences in the sense that quantile curves are permitted to intersect each other. This is because the inference for distinct quantiles would proceed separately/independently and there is nothing to prevent them from overlapping. In terms of computational speed, on an ordinary PC, fitting the BQSIM on a single generated dataset under our simulation setup would take about 10-20 minutes. This is less of a problem for our real data but is quite a burden for simulations. Due to the relatively slow computational speed which is a common problem that plagues MCMC algorithms, some approximation methods such as variational Bayes might be desirable, but this is outside the scope of the current paper.
As an extension of the current study, one can consider multiple-index models in quantile regression. However, sampling the index matrix poses some serious challenges and is outside the scope of the current investigation. 
Appendix: MCMC algorithm details
The posterior distribution for all of the unknown parameters and latent variables is proportional to the joint distribution, given by π(β, η n , e n , σ, λ, γ|y)
The Metropolis-within-Gibbs algorithm may be used to sample from the posterior distribution. Mathematically speaking, it is possible to integrate out η n before sampling, and it is well-known that marginalization can improve the mixing of the chain (Liu, 2008) . However, if η n is not sampled, then the full conditional distributions for e i and σ are no longer well-known distributions which leads to extra difficulty in sampling. On the other hand, we note the full conditional distribution of β is
and thus the evaluation of the density involves the inverse of C n . Unfortunately, since C n is a kernel matrix, in many simulations we found it is nearly singular. When η n is integrated out, this singularity problem is avoided since we only have to compute the inverse of the matrix C n + E, where E is a diagonal matrix (see (3) below). The conditional posterior densities of all the parameters and variables, except for β and γ, are common distributions. The conditional distributions used in the sampling are presented below. η n is marginalized out when considering the posterior conditional distribution of β and γ. π(β|e n , σ, λ, γ, y) ∝ π(y|e n , σ, η n )π(η n |β, γ)dη n × π(β|σ, λ)
π(γ|β, e n , σ, λ, y) = π(γ|β, e n , σ, y)
∝ π(y|e n , σ, η n )π(η n |β, γ)dη n × π(γ)
∝ exp − (y − k 1 e n ) T (E + C n ) −1 (y − k 1 e n ) 2
π(η n |β, e n , σ, λ, γ, y) = π(η n |β, e n , σ, γ, y) ∼ N(µ n , Σ n ), µ n = C n (C n + E) −1 (y − k 1 e n ),
π(σ|β, η n , e n , λ, γ, y) = π(σ|η n , β n , e n , λ, y) ∼ IG(α σ , ν σ ), The full conditional distribution for e i is a generalized inverse Gaussian distribution (GIG), π(e i |σ, β, η n , λ, γ, y) = π(e i |σ, η n , y) ∼ GIG
where the probability density function of GIG(ρ, m, n) is f (x|ρ, m, n) = (n/m) ρ 2K ρ (mn) x ρ−1 exp − 1 2 (m 2 x −1 + n 2 x) ,
x > 0, −∞ < ρ < ∞, m ≥ 0, n ≥ 0, and K ρ is the modified Bessel function of the third kind (Barndorff-Nielsen and Shephard, 2001 ).
We use a superscript (.) (t) to denote the sampled values of different quantities at iteration t. The variables η (t) n , λ (t) , γ (t) , e (t) n can be directly generated in R based on the respective full conditional distributions. For β (t) , we use a Metropolis step with proposal distribution N(β (t−1) , σ 2 β I), and for γ (t) , we propose the new value from log γ (t) ∼ N(log γ (t−1) , σ 2 γ ). In practice, σ β and σ γ are manually tuned to ensure the acceptance rate to be within 10% ∼ 30%. This manual tuning is simplified by transforming all predictors and responses to have mean 0 and variance 1 before running the MCMC algorithm.
Our sampling strategy is "partially collapsed" in the sense of van Dyk and Park (2008) , and in particular is similar to Sampler 7 in that paper. It is easy to see the validity of the constructed sampler (that is, it does not change the stationary distribution). More specifically, to obtain this partially collapsed sampler by modifying the Gibbs sampler, we first marginalize the full conditional distributions for β and γ to get π(β, η n |e n , σ, λ, γ, y) and π(γ, η n |β, e n , σ, λ, y), by moving η n from being conditioned to being sampled. Since η n is sampled again in (5) immediately following β and γ, the two intermediate η n 's are redundant and thus can be trimmed, resulting in (3) and (4) respectively. It was shown in Theorem 1 of van Dyk and Park (2008) that the marginalization step can only improve the autocorrelation of the chain. As shown in our simulation examples, this improvement is dramatic for our specific problem.
