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Chapitre 1
Introduction
eaucoup d’applications allant de la robotique a` la chimie et la ge´ome´trie peuvent
eˆtre exprime´es comme des proble`mes de satisfaction de contraintes nume´riques
ou NCSP. Un NCSP (Numerical Constraint Satisfaction Problem) est de´fini par
un ensemble de variables et un ensemble de contraintes non-line´aires sur ces va-
riables. Le domaine de variation de ces variables sont des intervalles ferme´s sur
R, autrement dit des domaines continus. Les CSPs nume´riques, ou CSPs continus, peuvent ex-
primer une large classe de proble`me, en particulier des proble`mes avec des donne´es impre´cises
ou des parame`tres a` valeurs borne´es. Le but est de trouver des boˆıtes qui approximent au
mieux les solutions de ces contraintes.
En ge´ne´ral, les me´thodes alge´briques sont incapables de traiter ces proble`mes et les
me´thodes nume´riques ne garantissent pas la correction des re´sultats. Toutefois, des approxi-
mations correctes des solutions peuvent eˆtre obtenues par des solveurs de contraintes base´s
sur l’arithme´tique des intervalles. La plupart de ces solveurs imple´mentent un algorithme de
recherche qui combine une technique d’e´nume´ration de l’espace de recherche, des techniques
de consistances locales, mais e´galement des techniques issues de l’analyse nume´rique.
Les consistances locales pour des CSPs sur les domaines finis ont e´te´ adapte´es aux CSPs
nume´riques. Les algorithmes de filtrage associe´s e´liminent des domaines certaines valeurs
inconsistantes, c’est-a`-dire pour lesquelles il existe au moins une contrainte qui n’est pas
ve´rifie´e. En pratique, le filtrage est en ge´ne´ral limite´ a` la contraction des bornes des intervalles.
Les techniques classiques pour re´soudre des CSPs nume´riques sont base´es sur un algo-
rithme de type Branch&Prune. Cet algorithme alterne filtrages et de´compositions de domaines
jusqu’a` ce qu’une pre´cision donne´e sur les domaines soit atteinte. L’e´tape de de´composition
(ou splitting) se´lectionne une variable et de´coupe son domaine en plusieurs parties. Les sous-
proble`mes ge´ne´re´s sont alors re´solus de manie`re inde´pendante.
1.1 Contraintes globales pour les CSPs continus
L’un des inconve´nients des consistances locales est que ce sont des me´thodes ge´ne´rales,
qui sont incapables de tirer parti des spe´cificite´s de certains types de proble`mes. Il est apparu
ne´cessaire d’introduire des techniques de filtrage adapte´es a` certains types de contraintes : les
contraintes globales. De manie`re ge´ne´rale, une contrainte globale est de´finie par la conjonc-
tion d’un ensemble de contraintes. La prise en compte de la simultane´ite´ de ces contraintes
permet l’utilisation d’algorithmes de filtrage plus puissants que les algorithmes de filtrage par
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consistance classiques.
La notion de contrainte globale est tre`s largement re´pandue dans la communaute´ des CSPs
aux domaines finis (par exemple [12, 104, 105]). De nombreuses contraintes globales ont e´te´
de´finies durant ces 20 dernie`res anne´es ; le recueil des contraintes globales de Beldiceanu en
recense pre`s de 230 [10]. En revanche, tre`s peu de travaux ont e´te´ entrepris sur des contraintes
globales en domaines continus. Dans le cadre de cette the`se, nous nous somme inte´resse´ aux
contraintes globales et strate´gies de recherche pour les CSPs continus.
Concevoir une contrainte globale Il existe principalement 2 approches diffe´rentes pour
mettre en œuvre une contrainte globale :
1. Infe´rence de contraintes redondantes : Ajouter des contraintes supple´mentaires au syste`me
initial de manie`re a` acce´le´rer ou a` renforcer le filtrage par consistance locale. Cette tech-
nique ne ne´cessite pas la de´finition d’un algorithme de´die´.
Par exemple, conside´rons 4 variables x1, x2, x3 et x4 dont les domaines sont respective-
ment d1 = {1}, d2 = {1}, d3 = {1, 2, 3, 4} et d4 = {1, 2, 3, 4}. On veut que ces variables
ve´rifient la contrainte de cardinalite´ suivante : chacune des valeurs {2, 3, 4} doit eˆtre
affecte´e au moins une fois a` l’une des variables. Les contraintes sont donc de´finies par
atleast(X, 1, 2), atleast(X, 1, 3) et atleast(X, 1, 4) 1, ou` X = {x1, x2, x3, x4}.
Il est clair que ce CSP n’a pas de solutions puisqu’on voudrait que 3 valeurs soient
affecte´es alors que seulement 2 variables peuvent les prendre. Or, un filtrage par arc-
consistance ne permet pas de retirer de valeurs dans les domaines de x3 et x4, car toutes
les valeurs de l’ensemble {1, 2, 3} appartiennent a` au moins 2 domaines.
On remarque que si l’on conside`re ces 3 contraintes simultane´ment, on peut ajouter une
contrainte supple´mentaire : atmost(X, 1, 1). En effet, si 3 valeurs ({2, 3, 4}) doivent eˆtre
affecte´es a` 4 variables alors les autres valeurs possibles ({1}) ne peuvent plus eˆtre prises
qu’une seule fois (4 − 3 = 1). Or l’inconsistance de cette contrainte est facile a` ve´rifier
puisque la valeur 1 est prise simultane´ment par x1 et x2.
Cela montre que l’on peut infe´rer des contraintes supple´mentaires en prenant en compte
simultane´ment un ensemble de contraintes et que ces contraintes additionnelles peuvent
ame´liorer la qualite´ et l’efficacite´ du filtrage par arc-consistance classique.
2. Filtrage de´die´ : Utiliser une autre mode´lisation du proble`me et de´finir un algorithme
de filtrage des domaines plus fort et plus efficace. La plupart des contraintes globales
sont associe´es a` des algorithmes de filtrage puissants. C’est le cas par exemple de la
contrainte globale de cardinalite´, illustre´e pre´ce´demment, qui utilise un algorithme base´
sur la the´orie des flots [105]. L’algorithme de filtrage associe´ a` la contrainte  


[104] mode´lise le proble`me par un graphe bi-parti, puis utilise plusieurs algorithmes
de de´composition structurelle pour e´liminer les valeurs inconsistantes des domaines.
En fait, pre`s de 90% des algorithmes de filtrage pour les contraintes globales sur les
domaines finis utilisent des algorithmes et des proprie´te´s de la the´orie des graphes [11].
Contraintes globales pour les contraintes de distance Nous avons tente´ dans cette
the`se de concevoir une contrainte globale pour les syste`mes de contraintes de distance eucli-
dienne. Ces syste`mes sont de´finis par un ensemble de points et de distances entre certains
1L’ope´rateur atleast(X, k, n) (resp. atmost(X, k, n)) [118] signifie que la valeur n doit eˆtre affecte´e a` au
moins (resp. au plus) k variables de X simultane´ment
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couples de ces points. Le proble`me est de localiser ces points dans l’espace de manie`re a`
ce que les contraintes de distance soient respecte´es. Les syste`mes de contraintes de distance
sont pre´sents dans un large champ d’applications (conception optimale de robots, contraintes
ge´ome´triques, CAO, conformation mole´culaire, . . .). Comme exemple d’applications on peut
citer le manipulateur de type 3-RPR (voir figure 7.7). Ce robot plan est forme´ de deux tri-
angles : la base ABC et la plate-forme DEF relie´s par 3 jambes AD, BE et CF . Le proble`me
de la cine´matique directe est de trouver toutes les positions de la plate-forme compatibles avec
les longueurs des jambes qui sont les donne´es du proble`me. Ce proble`me posse`de 6 solutions
re´elles [45].
A(0, 0) B(15.91, 0) x
14.98
15.38
14.98
D
E
F
12
20.84
y
θ
θ = 0.882603
C(0, 10)
Fig. 1.1 – Un manipulateur planaire de type 3-RPR
Nous avons dans cette the`se explore´ les deux voies diffe´rentes pour la conception de
contraintes globales que l’on a cite´ pre´ce´demment :
1. Infe´rence de contraintes redondantes [2, 3] : Nous avons tente´ d’introduire des
contraintes additionnelles en nous basant sur des proprie´te´s ge´ome´triques e´le´mentaires
des syste`mes de contraintes de distance. Deux approches sont de´taille´es dans cette
the`se, la premie`re est base´e sur l’infe´rence de contraintes de distance supple´mentaires,
la deuxie`me sur l’introduction de points et de distances supple´mentaires :
– Fermeture du graphe de contraintes : E´tant donne´ un syste`me de contraintes de dis-
tance, certaines distances entre des couples de points sont donne´es soit par une valeur
nume´rique, soit par un intervalle, d’autres distances sont inconnues. L’ide´e est de
trouver un intervalle pour borner toutes les distances manquantes en utilisant les
ine´galite´s triangulaires :
∀i, j, k ∈ [1..n] : i 6= j 6= k
{
δij ≤ δik + δjk
δij ≥ |δik − δjk|
Un algorithme polynoˆmial a e´te´ propose´ pour re´soudre ce proble`me : l’algorithme

 	
 
 	
[31]. Cet algorithme est base´ celui de Floyd qui calcule tous les plus
courts chemins dans un graphe. On peut d’ailleurs conside´rer cet algorithme a` lui seul
comme une contrainte globale sur les syste`mes d’ine´galite´s triangulaires.
La fermeture du graphe de contraintes de distance (voir figure 1.2) ajoute des contraintes
redondantes au syste`me initial, ce qui permet dans certains cas de de´tecter l’inconsis-
tance du syste`me plus rapidement. En effet, si les distances donne´es ne satisfont pas
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D C
A B
E
D C
A B
[6,7] [5,6]
E
[4,5] [3,4]
[4,4] [4,4]
[3,3] [3,3][2,2]
[2,2][2,2] [2,2] [2,2]
[2,2]
[8,8] [8,8]
Fig. 1.2 – Fermeture d’un graphe de contraintes de distance
les ine´galite´s triangulaires alors le syste`me est trivialement inconsistant. En ge´ne´ral,
la fermeture du graphe de distance ame´liore la propagation des re´duction de domaines
et donc les performances des techniques de consistance.
– Introduction de barycentres : Une fois que le graphe de contraintes a e´te´ ferme´ par
la proce´dure de´crite pre´ce´demment, les domaines de l’ensemble des distances sont
consistants avec le syste`me d’ine´galite´s triangulaires. Cette proprie´te´ permet d’intro-
duire une approximation des distances entre le barycentre et chacun des sommets
d’un triangle. Ainsi, le syste`me suivant est ge´ne´re´ pour chaque triangle PiPjPk :
Cijk =


(xG − xi)2 + (yG − yi)2 = 19(3δ2ik + 3δ2ij − δ2jk)
(xG − xj)2 + (yG − yj)2 = 19(3δ2ij + 3δ2jk − δ2ik)
(xG − xk)2 + (yG − yk)2 = 19(3δ2ik + 3δ2jk − δ2ij)
xG =
1
3(xi + xj + xk)
yG =
1
3(yi + yj + yk)
Ces e´quations exploitent des proprie´te´s e´le´mentaires sur les triangles et les bary-
centres. Les distances entre barycentres et sommets encapsulent explicitement les in-
formations donne´es par les distances entre les sommets, mais e´galement et de manie`re
implicite, des informations sur les angles entre les areˆtes du triangle. L’ajout de ces
contraintes et de ces barycentres au syste`me initial permet un filtrage plus fort des
domaines.
2. Filtrage de´die´ [8] : Nous avons spe´cialise´ la contrainte globale
 
[76, 89, 75],
de´die´e aux syste`mes d’e´quations quadratiques, pour les contraintes de distance.
  
line´arise les termes quadratiques des e´quations (de la forme xy ou x2), autrement dit
  
ge´ne`re un certain nombre d’ine´quations line´aires qui approximent l’espace des
solutions.
 
utilise ensuite le simplexe sur le syste`me line´aire ge´ne´re´ pour re´duire les
bornes des domaines. Le point cle´ de cette me´thode est que les approximations line´aires
produites garantissent la conservation des solutions [89].
Nous avons introduit une nouvelle technique de line´arisation spe´cifiquement adapte´e aux
contraintes de distance. Cette nouvelle technique, nomme´e
  
, ne ge´ne`re pas des
line´arisations pour chaque terme des e´quations mais globalement pour chaque contrainte
de distance (voir figure 1.3).
 
de´finit donc une donc une approximation plus
pre´cise que
  
, ce qui augmente la vitesse de convergence de la me´thode. D’autre
part, contrairement a` la
 
, notre line´arisation des contraintes ne ne´cessite pas l’ajout
de variables supple´mentaires ce qui re´duit la taille des syste`mes line´aires re´solus par le
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β2 δ2
Fig. 1.3 – Exemple de line´arisation par
 
.
simplexe. Les re´sultats expe´rimentaux montrent que
  
re´sout certains proble`mes
pre`s de 300 fois plus vite que la
 
.
1.2 Techniques de re´solution pour les CSPs continus
La plupart des heuristiques pour ame´liorer l’algorithme de 
	 

	
n’exploitent pas
la se´mantique des contraintes pour de´composer les domaines des variables. Par exemple, la
strate´gie Round Robin se´lectionne les variables a` tour de roˆle dans un ordre pre´de´fini ou
encore la strate´gie Largest First se´lectionne la variable dont le domaine est le plus grand. Les
strate´gies standard de de´coupe des domaines se basent sur une de´composition de l’espace de
recherche en sous-proble`mes de meˆme taille. Par exemple, la bisection coupe un domaine en
son milieu. Aucune informations sur la se´mantique des contraintes n’est utilise´e.
Or, l’utilisation de certaines proprie´te´s de e´quations permet de mieux choisir les variables
et de trouver des points de coupe plus pertinents dans les domaines se´lectionne´s. Par exemple,
une des strate´gie les plus performantes est de se´lectionner la variable qui maximise la smear
function [66], qui quantifie d’une certaine manie`re la capacite´ de filtrage d’une variable. L’ide´e
est de couper la variable qui a le plus de chance de conduire a` un filtrage plus fort. Cette
fonction est calcule´e en utilisant des proprie´te´s sur la Jacobienne par intervalles du syste`mes
et donc est base´e sur la se´mantique des contraintes.
Dans le meˆme esprit, nous avons de´fini une heuristique de se´lection de domaines et de
choix de point de coupe qui tient compte de la se´mantique des contraintes. Cette heuristique
a e´te´ mise en e´vidence tout d’abord sur les syste`mes de contraintes de distance. En effet,
nous avons remarque´ qu’il e´tait inte´ressant dans certains cas de de´composer les domaines des
variables en utilisant les proprie´te´s de monotonie et de convexite´ des contraintes de distance.
Cette de´composition a fait apparaˆıtre des trous dans les domaines des variables, c’est-a`-dire
des intervalles de valeurs inconsistantes strictement inclus dans les domaines (voir figure 1.4).
6 Chapitre 1. Introduction
[0, 0] x [0, 0]
P0
[0, 0] x [1, 1]
P1
[0.3, 0.31] x [−0.96, −0.95]
[0.3, 0.31] x [0.95, 0.96]
P2
[−0.81, −0.8] x [−0.59, −0.58]
[−0.81, −0.8] x [0.58, 0.59]
P4
[0.3, 0.31] x [−0.96, −0.95]
[0.3, 0.31] x [0.95, 0.96]
P5
[−0.81, −0.8] x [−0.59, −0.58]
[−0.81, −0.8] x [0.58, 0.59]
P3
Fig. 1.4 – De´composition se´mantique du proble`me du pentagone. Les solutions du proble`me
correspondent aux cliques maximales de ce graphe de micro-structure.

 : De´composition se´mantique pour les contraintes de distance [6, 5, 7] Dans
un premier temps, nous avons introduit une technique de De´composition Se´mantique (

)
spe´cifique aux contraintes de distance et qui identifie et exploite ces trous dans les domaines.
Cette technique se place en amont de la re´solution proprement dite et de´compose le syste`me
initial en un certain nombre de sous-proble`mes ve´rifiant des proprie´te´s de convexite´ et de mo-
notonie. Le principe de

 est de mode´liser le CSP continu par un CSP fini dont les valeurs
sont des intervalles (voir figure 1.4), puis d’utiliser une technique de re´solution comme le main-
tien d’arc-consistance ( [112]) pour engendrer des sous-proble`mes. Ces sous-proble`mes
sont 2B-consistants et ve´rifient des proprie´te´s de monotonie et de convexite´.

	
 
: Une nouvelle strate´gie de recherche pour les CSPs continus [9, 4]
Dans un deuxie`me temps, nous avons ge´ne´ralise´ cette approche a` des contraintes nume´riques
quelconques. En effet, nous avons remarque´ que les techniques de consistance locales les plus
utilise´es (Hull-Consistance [79, 80, 13], Box-consistance [14, 119, 26]) de meˆme que les consis-
tances partielles (kB-consistances [79, 74], Bound-consistance [100]) identifient des trous dans
les domaines des variables. Nous avons introduit une nouvelle strate´gie de recherche pour
les consistances locales, nomme´ 
	
 
. Cette technique exploite ces trous a` la fois
pour choisir la direction de coupe ainsi que pour de´finir les points de coupe dans le domaine
se´lectionne´. De´couper le domaine en e´liminant ces trous permet de re´duire l’espace de re-
cherche, ce qui n’est pas le cas des techniques de splitting classique comme la bisection. Cela
aide le solveurs a` e´liminer certaines solutions redondantes et ainsi qu’a` isoler des solutions
disjointes. Des re´sultats expe´rimentaux montrent que 
	
 
ame´liore de manie`re si-
gnificative les performances des algorithmes de re´solution classique.
Plan du manuscrit Ce manuscrit est organise´ en 3 parties :
I La premie`re partie fait un e´tat de l’art restreint du domaine de la programmation par
contraintes. Dans le chapitre 2, les principales techniques de re´solution et de filtrage par
consistance en domaines finis seront pre´sente´es. Le chapitre 3 pre´sente l’arithme´tique
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des intervalles et l’adaptation des techniques de consistances des domaines finis aux
intervalles.
II La deuxie`me partie pre´sente nos travaux sur les contraintes globales. Le chapitre 4
de´finit le proble`me de satisfaction de contraintes de distance, ses applications et les
principales approches pour le re´soudre. Le chapitre 5 pre´sente la premie`re approche que
nous avons explore´e, c’est-a`-dire l’infe´rence de contraintes supple´mentaires ge´ne´re´es a`
partir des contraintes du syste`me initial. Le chapitre 6 pre´sente
 
, une technique
de filtrage global spe´cifique aux contraintes de distance.
III La troisie`me partie de ce manuscrit pre´sente nos travaux sur les techniques de re´solution
de CSPs continus. Le chapitre 7 pre´sente

, une heuristique de recherche de´die´e aux
contraintes de distance. Enfin, le chapitre 8 pre´sente 
	
 
, une ge´ne´ralisation
de cette heuristique de recherche a` des contraintes nume´riques quelconques.
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Premie`re partie
E´tat de l’art
9
Chapitre 2
CSPs a` domaines finis
es proble`mes de satisfaction de contraintes (CSP : Constraint Satisfaction Pro-
blem) constituent un cadre simple et formel pour repre´senter et re´soudre des
proble`mes en intelligence artificielle. De nombreux proble`mes en IA, mais e´gale-
ment dans d’autres disciplines de l’informatique, peuvent eˆtre mode´lise´s par un
CSP. La programmation par contraintes (PPC) est un paradigme permettant de
formuler une large varie´te´ de proble`mes, allant du proble`me d’allocation de ressources et d’or-
donnancement a` la conception assiste´e par ordinateur. De nombreuses techniques spe´cifiques
a` la PPC on e´te´ introduites ; la PPC est aujourd’hui re´pute´e pour sa simplicite´ et sa capacite´
a` traiter des proble`mes tre`s ge´ne´raux.
Toutefois, savoir si un CSP a une solution ou trouver une ou toutes les solutions d’un
CSP reste un proble`me NP-complet, dans le cas ge´ne´ral. Un grand nombre de me´thodes
ont donc e´te´ de´veloppe´es pour tenter de re´duire le couˆt de la re´solution d’un CSP. Parmi
ces me´thodes, les plus populaires sont les techniques de consistance qui tentent de re´duire
l’espace de recherche avant ou pendant la re´solution proprement dite.
Ce chapitre pre´sente de manie`re succincte les principales approches pour mode´liser et
explorer l’espace de recherche des CSPs finis. Le but n’est pas de faire un e´tat de l’art complet
(pour cela le lecteur pourra se reporter a` [83, 88, 63, 71]), mais de donner les ide´es ne´cessaire
a` la compre´hension du reste de cette the`se. Les CSPs continus, qui sont au coeur de notre
e´tude, seront de´crits dans le chapitre 3.
La section 2.1 de´finit les CSPs de manie`re ge´ne´rale, puis la section 2.2 pre´sente les tech-
niques de filtrage par consistance pour re´duire l’espace de recherche. La section 2.3 de´crit la
me´thode classique pour re´soudre des CSPs a` domaines finis : l’algorithme de backtracking.
La section 2.4 de´crit des algorithmes de re´solution qui utilisent un filtrage par consistance
pendant la recherche de solutions.
2.1 De´finition et exemples
Un proble`me de satisfaction de contraintes est de´fini par un ensemble de variables, un
ensemble de domaines associe´s et un ensemble de contraintes sur ces variables. Le domaine
d’une variable est un ensemble des valeurs autorise´es pour cette variable. Une contrainte
spe´cifie un ensemble d’affectations de variables compatibles. Une solution d’un CSP est une
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affectation de toutes les variables dans leurs domaines respectifs qui soit compatible avec
toutes les contraintes. Formellement,
De´finition 2.1.1 (Constraint Satisfaction Problem [91, 84]) Un CSP (Constraint Sa-
tisfaction Problem) est de´fini par :
– X = {x1, . . . , xn}, un ensemble de n variables.
– D = {d1, . . . ,dn}, un ensemble de domaines associe´s aux variables. Le domaine di est
un ensemble de valeurs autorise´es pour la variable xi.
– C = {c1, . . . , cm}, un ensemble de contraintes reliant l’ensemble des variables.
Remarque Ce chapitre pre´sente les outils pour mode´liser et re´soudre les CSPs finis, dont les
domaines sont des ensembles finis de valeurs. Les CSPs continus, dont les domaines sont des
intervalles re´els, seront pre´sente´s dans le chapitre 3. Dans le cas des CSPs finis, les contraintes
peuvent eˆtre mode´lise´es en extension, c’est-a`-dire qu’une contrainte c(xi1 , . . . , xik) d’arite´ k est
un sous-ensemble du produit carte´sien de di1×. . .×dik contenant les tuples qui satisfont c. Ces
contraintes peuvent eˆtre e´galement mode´lise´es en intention , c’est-a`-dire sous la forme d’une
e´quation nume´rique. On verra dans le chapitre 3 que les contraintes en domaines continus ne
sont repre´sentables qu’en intention.
L’exemple suivant montre un CSP a` domaines finis avec une repre´sentation des contraintes
en intention et en extension :
Exemple 2.1.1 (Exemple de CSP a` domaines finis) Soit le CSP (X ,D, C) de´finit par :
– X = {x, y, z, t},
– D = {Dx : {−5, 0, 3, 4, 5}, Dy : {−4,−3,−2, 0, 5}, Dz : {2, 3, 4}, Dt : {−5,−4,−3}},
– C =


c1 : x
2 + y2 = 25
c2 : z
2 + t2 = 25
c3 : x+ z = 7
c4 : y + t = −7
ou C =


c1 : (x, y) ∈ {(−5, 0), (3,−4), (4,−3), (5, 0)}
c2 : (z, t) ∈ {(3,−4), (4,−3)}
c3 : (x, z) ∈ {(5, 2), (3, 4), (4, 3)}
c4 : (y, t) ∈ {(−3,−4), (−4,−3)}
Les solutions de ce CSP sont (x, y, z, t) = (3,−4, 4,−3) et (x, y, z, t) = (4,−3, 3,−4).
Notations Dans la suite on utilisera les notations1 suivantes :
(X ,D, C) un CSP fini
X = {x1, . . . , xn} L’ensemble des variables
D = {d1, . . . ,dn} L’ensemble des domaines finis associe´s
C = {c1, . . . , cm} L’ensemble des contraintes
n le nombre de variables de X (n = |X|).
di le domaine fini associe´ a` la variable xi.
d le nombre d’e´le´ments du plus grand domaine de D.
vi un e´le´ment du domaine fini di.
m le nombre de contraintes de C (m = |C|).
X (c) l’ensemble des variables de la contrainte c.
(v1, . . . , vn) ∈ c c est satisfaite lorsque x1 = v1, . . . , xn = vn.
(v1, . . . , vn) /∈ c c n’est est pas satisfaite lorsque x1 = v1, . . . , xn = vn.
1Un re´capitulatifs des notations utilise´es dans ce manuscrits est pre´sente´ a` la page x
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On utilise souvent une de´finition plus restreinte des CSPs, celle des CSPs binaires par
opposition aux CSPs ge´ne´raux. Un CSP est dit binaire si toutes ses contraintes portent sur
au plus 2 variables. Les CSPs ge´ne´raux sont des CSPs contenant au moins une contrainte
non binaire.
Les CSPs binaires sont repre´sente´s par un graphe de contraintes et de manie`re plus fine
par une micro-structure :
– Le graphe de contraintes associe´ a` un CSP binaire est le graphe dont les sommets
correspondent aux variables du CSP et les areˆtes relient deux variables lie´es par une
contraintes (Fig. 2.1).
– La micro-structure associe´e a` un CSP binaire est le graphe dont les sommets sont des
couples (variable,valeur de son domaine) et dont les areˆtes relient les couples compa-
tibles. (Fig. 2.2).
Plus formellement,
De´finition 2.1.2 (Graphe associe´ a` un CSP binaire) Soit P = (X ,D, C), un CSP bi-
naire. Le graphe de contraintes associe´ a` P est le graphe G = (S,A) tel que :
– L’ensemble S des sommets de G est de´fini par S = X
– L’ensemble A des areˆtes de G est de´fini par :
A = {(xi, xj) ∈ S2 : ∃c ∈ C t.q. X (c) = {xi, xj}}
x
y
z
t
c1
c2c3
c4
Fig. 2.1 – Graphe de contraintes associe´ au CSP de l’exemple 2.1.1 page 12
De´finition 2.1.3 (Micro-structure d’un CSP binaire) Soit P = (X ,D, C), un CSP bi-
naire. La micro-structure associe´e a` P est le graphe M = (S,A) tel que :
– L’ensemble S des sommets de M est de´fini par S = {〈xi, vi〉 : xi ∈ X, vi ∈ di}
– L’ensemble A des areˆtes de M est de´fini par :
A = {(〈xi, vi〉, 〈xj , vj〉) ∈ S2 : ∃c ∈ C t.q. X (c) = {xi, xj} ∧ (vi, vj) ∈ c}
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Fig. 2.2 – Micro-structure associe´e au CSP de l’exemple 2.1.1 page 12. Pour simplifier la figure,
seuls les liens entre les couples de variables relie´es par une contraintes sont repre´sente´es. Les
variables x et t d’une part et de y et z d’autre part ne sont lie´es par aucune contrainte ; les
valeurs de x (resp. y) sont donc compatibles avec toutes les valeurs de t (resp. z).
Les CSPs ge´ne´raux se mode´lisent par un hypergraphe de contraintes qui e´tend la notion de
graphe de contraintes des CSPs binaires. L’hypergraphe de contraintes associe´ a` un CSP est
l’hypergraphe dont les sommets sont les variables du CSP et les hyperareˆtes sont les ensembles
des variables lie´es par une meˆme contrainte. Rossi et. al. ont montre´ qu’il e´tait possible, avec
toutefois un couˆt non ne´gligeable, de convertir un CSP ge´ne´ral en CSP binaire [110]. En
pratique, il est inconcevable de transformer un syste`me de contraintes non-binaires en un
syste`me de contraintes binaires, duˆ au couˆt en temps de calcul et en me´moire, en particulier
pour les contraintes non-repre´sentables [91].
De´finition 2.1.4 (Hypergraphe associe´ a` un CSP ge´ne´ral) Soit P = (X ,D, C), un CSP
ge´ne´ral. L’hypergraphe de contraintes associe´ a` P est l’hypergraphe G = (S,H) tel que :
– L’ensemble S des sommets de G est de´fini par S = X
– L’ensemble H des hyperareˆtes de G est de´fini par :
H = {(xi1 , . . . , xip) ∈ Sp : ∃c ∈ C t.q. X (c) = {xi1 , . . . , xip}
2.2 Filtrage par consistance
Une des approches les plus classiques en intelligence artificielle pour pallier au proble`me
de complexite´ combinatoire inhe´rent aux CSPs est d’utiliser des techniques de filtrage par
consistance . Ces techniques tentent d’e´liminer des valeurs dans les domaines des variables
pour lesquels certaines contraintes ne peuvent eˆtre satisfaites (valeurs inconsistantes). Cela
permet de re´duire au pre´alable la taille des domaines et donc de limiter l’effort de recherche.
Un algorithme de filtrage associe´ a` une proprie´te´ Φ de consistance consiste a` re´duire les
domaines d’un CSP afin qu’il ve´rifie Φ. Le CSP re´sultant de ce filtrage est inclus dans le CSP
initial, c’est-a`-dire que son espace de recherche a e´te´ re´duit tout en conservant l’ensemble de
ses solutions.
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Les filtrages par consistance pre´sente´es dans cette section sont a` la base des techniques
de filtrage de CSPs continus, que nous pre´senterons dans le chapitre 3. Toutefois, s’il est
envisageable pour des domaines finis d’e´liminer les valeurs unes a` unes, cela n’est pas possible
pour des domaines non de´nombrable comme les intervalles sur les re´els. On verra dans la
section 3.5 comment ces techniques de consistance ont e´te´ adapte´es aux CSPs continus.
2.2.1 Arc-consistance
L’arc-consistance est la plus populaire des consistances. Elle a e´te´ de´finie en 1975 par
Waltz pour les CSPs binaires [120], puis e´tudie´e par Mackworth [84] qui a notamment de´fini
la premie`re ge´ne´ration d’algorithme de filtrage par arc-consistance. Cette de´finition est base´e
sur la notion de support . De manie`re informelle, on dira qu’une valeur vi ∈ di posse`de un
support sur une contrainte c s’il existe une instanciation des autres variables dans leurs
domaines qui satisfait c lorsque xi = vi. Le domaine d’une variable xi est arc-consistant si
chacune de ses valeurs posse`de un support sur toutes les contraintes du CSP. Un CSP est
arc-consistant si tous ses domaines sont arc-consistants. Plus formellement,
De´finition 2.2.1 (Notion de support) Soit c une contrainte telle que X (c) = {xi1 , . . . , xip}.
Soit vik une valeur du domaine de la variable xik ∈ X (c). Le support de vik sur c est l’en-
semble de´fini par :
pi
vik
c = {(vi1 , . . . , vik , . . . , vip) ∈ c/vi1 ∈ di1 . . . vip ∈ dip}
Remarque La notation choisie n’est pas standard, mais est tre`s proche de la notion de
projection de contraintes que l’on de´taillera dans le chapitre 3.
On dira que vi posse`de un support sur c si pi
vi
c 6= ∅. Au contraire, vi n’a pas de support
sur c si pivic = ∅. Plus ge´ne´ralement, on dira que la valeur vi d’une variable xi a un support si
∀c ∈ C/xi ∈ X (c) : pivic 6= ∅. La valeur vi d’une variable xi n’a pas de support si ∃c ∈ C/xi ∈
X (c) : pivic 6= ∅.
De´finition 2.2.2 (Arc-consistance [84]) On dit que le domaine di d’une variable xi est
arc-consistant ssi :
∀vi ∈ di,∀cj ∈ C/xi ∈ X (cj) : pivicj 6= ∅
Un CSP est arc-consistant ssi tous ses domaines sont arc-consistants.
Exemple 2.2.1 Conside´rons deux proble`mes de coloriage de graphe a trois noeuds, de´crits
par les CSP P = (X,D, C) et P ′ = (X,D′, C) tels que :
– X = {x1, x2, x3}
– D = {d1 : { , }, d2 : { , }, d3 : { , }}
– D′ = {d1 : { , }, d2 : { , }, d3 : { , }}
– C =


c1 : x1 6= x2
c2 : x2 6= x3
c3 : x1 6= x3
Tous les domaines du CSP P sont arc-consistants (Fig. 2.3(a)). Sur cet exemple, on voit bien
que si x1 =  , c1 (resp. c3) est ve´rifie´e pour x2 =  ou pour x2 =  (resp. x3 =  ou pour
x3 =  ). Si x1 =  , c1 (resp. c3) est ve´rifie´e pour x2 =  (resp. x3 =  ). La figure 2.3(a)
montre e´galement qu’une solution possible de ce CSP est ( , , ). En revanche, le CSP P ′
est e´galement arc-consistant (Fig. 2.3(b)), mais n’a pas de solutions.
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x1   
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(a) Un CSP arc-consistant et
une de ses solutions(en rouge)
x1   
x2
 
 
 
 
x3
(b) Un CSP arc-consistant
mais qui n’a pas de solutions
Fig. 2.3 – Arc-consistance pour un proble`me de coloriage de graphe
Pour rendre un domaine arc-consistant il suffit d’e´liminer les valeurs qui ne satisfont pas la
proprie´te´ d’arc-consistance. L’e´limination de ces valeurs ne modifient pas l’espace des solutions
du CSP. Mackworth a de´fini l’un des premiers algorithmes pour calculer l’arc-consistance d’un
CSP binaire :  [84]. Cet algorithme utilise la proce´dure  
 
(Fig. 2.4) pour e´liminer
des domaines les valeurs qui n’ont pas de support sur une contrainte.
 
 
(in : xi,c)
1 : m← false
%% m indique si le domaine de xi a e´te´ modifie´
2 : foreach vi ∈ di do
3 : if pivic = ∅ then
%% vi n’a pas de support sur c
4 : di ← di \ {vi}
5 : m← true
6 : endif
7 : endfor
8 : return(m)
Fig. 2.4 – Proce´dure  
 
: e´limine du domaine de xi les valeurs qui n’ont pas de support
sur la contrainte c.  
 
retourne un boole´en (m) qui indique si le domaine a e´te´ modifie´.
Pour que chaque arc du graphe soit consistant il ne suffit pas d’appeler  
 
une seule
fois sur tous les domaines. Chaque fois que le domaine di d’une variable xi a e´te´ re´duit par
cette proce´dure, il faut ve´rifier si les domaines des variables relie´es a` xi par une contrainte
sont toujours arc-consistants. En effet,  
 
peut e´liminer dans di l’unique support d’une
valeur d’un autre domaine dk ; dans ce cas il faut remettre a` jour dk. Chaque re´duction d’un
domaine doit donc eˆtre propage´e sur l’ensemble du CSP tant qu’une re´duction est possible
(fermeture par arc-consistance).
Mackworth a propose´ un algorithme, nomme´  (Fig. 2.5), pour calculer efficacement le
filtrage d’un CSP par arc-consistance [84]. Depuis, diverses variations ont e´te´ propose´es pour
calculer l’arc-consistance d’un CSP, comme   [90],   [117],  [16],  
 [121]
. . . Plus re´cemment, J-C. Re´gin [107] a propose´ une nouvelle version , qui factorise en
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quelque sorte les comportements de ces diffe´rents algorithmes.  est ge´ne´rique, adaptatif et
configurable et permet de combiner de manie`re originale les principaux atouts des pre´ce´dentes
versions. Nous avons choisi de pre´senter  car il est a` la base des techniques de consistances
locales en domaines continus, que nous de´taillerons dans le chapitre 3.
 utilise la proce´dure  
 
de´crite dans la figure 2.4. Chaque fois que le domaine
d’une variable xi est modifie´ par la proce´dure  
 
(ligne 6),  doit mettre a` jour les
domaines de toutes variables xk relie´es a` xi par une contrainte autre que celle qu’il vient de
conside´rer (ligne 7).
(in-out :P = (X ,D, C))
1 : Q← {〈xi, cj〉 : xi ∈ X (cj)}
2 : while Q 6= ∅ do
3 : extraire 〈xi, c〉 de Q
6 : if  
 
(xi,cj) then
7 : Q← Q ∪ {〈xk, c〉 : c 6= cj ∧ xi, xk ∈ X (c)}
8 : endif
9 : endwhile
10 : return
Fig. 2.5 – Algorithme de propagation  [84]
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Fig. 2.6 – Filtrage par arc-consistance sur le CSP de l’exemple 2.1.1 page 12
La section suivante pre´sente les principales techniques de consistances partielles.
2.2.2 Consistances partielles
La consistance d’arc permet de re´duire l’espace de recherche d’un CSP mais ne suffit pas
a` re´soudre le CSP. Afin de re´duire davantage l’espace de recherche, des degre´s de consistances
plus fortes ont e´te´ introduite a` la fin des anne´es 70 par Freuder [41] : les k-consistances (De´f.
2.2.3) et les k-consistances fortes (De´f. 2.2.4) :
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De´finition 2.2.3 (k-consistance [41]) Un CSP est k-consistant ssi toute instanciation
partielle consistante de k− 1 variables peut eˆtre e´tendue a` une instanciation partielle consis-
tante de k variables.
De´finition 2.2.4 (k-consistance forte [41]) Un CSP est fortement k-consistant ssi il
est j-consistant pour tout j ≤ k.
Notons que la consistance de noeud est e´quivalente a` la 1-consistance, l’arc-consistance est
e´quivalente a` la 2-consistance et la consistance de chemin est e´quivalente a` la 3-consistance.
Des algorithmes pour calculer la k-consistance d’un CSP ont e´te´ de´finis [29, 42]. Si un
CSP a` n variables est fortement n-consistant alors il n’est plus ne´cessaire de recourir a` un
algorithme de backtrack pour le re´soudre. Cependant la complexite´ en temps de calcul au
pire des cas pour calculer la n-consistance forte est re´dhibitoire. En fait, les k-consistance
pour k > 3 sont tre`s peu utilise´es duˆ a` la complexite´ exponentielle des algorithmes qui les
calculent. De plus, la k-consistance n’est, en ge´ne´ral, pas suffisante pour re´soudre le CSP ; il
faut donc encore faire appel au backtracking. Dans certains cas, selon la structure du graphe
de contraintes, la k-consistance peut suffire a` re´soudre le CSP. D’autres techniques ont e´te´
e´labore´es pour re´duire l’espace en recherche en utilisant les proprie´te´s du graphe de contraintes
(voir [71] pour plus de de´tails).
La section suivante pre´sente les techniques classiques de re´solution d’un CSP a` domaines
finis.
2.3 Re´solution classique de CSPs finis
Re´soudre un CSP consiste a` trouver un ensemble de valeurs a` affecter aux variables per-
mettant de satisfaire l’ensemble des contraintes. La de´finition ge´ne´rale d’un CSP inclut par
exemple le proble`me de 3-satisfaisabilite´, par conse´quent la re´solution de CSPs est en ge´ne´ral
un proble`me NP-complet.
Plusieurs approches ont e´te´ de´veloppe´es pour re´soudre des CSPs finis. Parmi ces me´thodes
on distingue les me´thodes comple`tes, qui recherchent toutes les solutions, et les me´thodes
incomple`tes comme la recherche locale qui se limitent a` la recherche d’une seule solution.
Nous inte´resserons dans ce chapitre a` la premie`re cate´gorie.
Plus formellement, une instanciation partielle est un ensemble d’affectation de variables
a` une valeur de leur domaine :
De´finition 2.3.1 (Instanciation partielle [34]) Soit (X ,D, C) un CSP fini. Une instan-
ciation partielle IY sur le sous-ensemble de variables Y ⊆ X est de´finie par :
IY = {〈xi, vi〉 : xi ∈ Y ∧ vi ∈ di}
Une instanciation partielle sur l’ensemble de variables Y est localement consistante si elle
satisfait chacune des contraintes mettant en jeu un ensemble de variables inclus dans Y :
De´finition 2.3.2 (Consistance locale [34]) Soient (X ,D, C) un CSP fini, Y un sous-ensemble
de X. Une instanciation partielle IY sur l’ensemble de variables Y est localement consis-
tante ssi :
∀c ∈ C t.q. X (c) = {xi1 , . . . , xip} ⊆ Y : (vi1 , . . . , vip) ∈ c,
ou` 〈xik , vik〉 ∈ IY ,∀k ≤ p.
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Remarque De manie`re similaire, une instanciation partielle sur l’ensemble de variables Y
est inconsistante si il existe une contrainte c telle que X (c) ⊆ Y qui ne soit pas satisfaite.
Une solution d’un CSP est une affectation de toutes ses variables par des valeurs de leur
domaine qui satisfait toutes les contraintes :
De´finition 2.3.3 (Solution[34]) Une solution d’un CSP (X ,D, C) est une instanciation
localement consistante sur X.
L’algorithme le plus na¨ıf pour trouver toutes les solutions d’un CSP consiste a` ge´ne´rer
toutes les combinaisons possibles de valeurs. Les combinaisons sont alors teste´es ; celles qui
satisfont toutes les contraintes sont des solutions du CSP. Cet algorithme, e´galement appele´
Generate & Test , explore un espace de recherche dont la taille est celle du produit carte´sien
des domaines.
Une me´thode plus efficace combine une recherche arborescente en profondeur d’abord avec
des retours-arrie`res : l’algorithme de backtracking. Une premie`re citation de cet algorithme est
tire´e d’une œvre d’un mathe´maticien franc¸ais, Edouard Lucas en 1891 [82]. Cet algorithme a
e´te´ rede´couvert a` plusieurs reprises notamment par [44].
L’algorithme de backtracking construit une instanciation partielle des variables, en se´lectionnant
se´quentiellement les variables et en leur attribuant une valeur dans leur domaine. Chaque fois
qu’une nouvelle valeur est affecte´e a` une variable, un test de consistance est effectue´ :
– Si au moins une contrainte est viole´e, la variable courante est affecte´e a` la prochaine
valeur de son domaine. S’il ne reste plus de valeurs dans le domaine de la variable
courante, l’algorithme effectue un retour-arrie`re , ou backtrack , qui consiste a` revenir a`
la variable pre´ce´demment instancie´e.
– Si toutes les contraintes sont satisfaites, l’instanciation se poursuit avec la variable
suivante. Une solution est obtenue lorsque toutes les variables ont e´te´ instancie´es.
L’ordre dans lequel les variables et les valeurs sont choisies peut influencer de manie`re
significative sur les performances de la recherche. Par exemple, pour trouver une premie`re
solution du CSP de l’exemple 2.1.1, l’algorithme de backtrack, avec un ordre alphabe´tique
sur les variables et un ordre croissant sur les valeurs, ne´cessite 4 retours-arrie`res et 26 tests
de consistance dont 18 e´checs (Fig. 2.7). Diffe´rentes heuristiques de choix de variables et de
choix de valeurs seront pre´sente´es dans la section 2.4.
Bien que le backtracking soit toujours plus efficace que le Generate & Test, il n’en reste
pas moins tre`s couˆteux et s’adapte mal aux proble`mes de grande taille. En effet, l’espace
de recherche est parcouru aveugle´ment sans tenir compte d’informations qui permettrait de
re´duire le temps de calcul. Ce manque d’efficacite´ provient essentiellement du fait que le test
de consistance peut e´chouer pour la meˆme raison dans deux espaces de recherche diffe´rents.
Supposons par exemple qu’une contrainte unaire sur une variable v interdise une certaine
valeur a. Chaque fois que v sera instancie´e a` a, le test de consistance e´chouera a` cause de
cette contrainte unaire, mais cette information ne sera pas prise en compte dans le reste de la
recherche. Ce phe´nome`ne est qualifie´ d’inconsistance de noeud dans [84] et peut eˆtre re´solu
en e´liminant des domaines, pre´alablement a` la recherche, les valeurs incompatibles avec les
contraintes unaires.
Avec une contrainte binaire entre deux variables u et v, le meˆme phe´nome`ne se produit
lorsque u est instancie´e a` une valeur a et qu’il n’existe aucune valeur compatible dans le
domaine de v. Chaque fois que u sera instancie´ a` a, le test de consistance e´chouera pour la
meˆme raison apre`s avoir e´nume´re´ le domaine de v dans sa totalite´ : c’est l’inconsistance d’arc
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〈x,−5〉  〈y,−4〉 •
〈y,−3〉 •
〈y,−2〉 •
〈y, 0〉  〈z, 2〉 •
〈z, 3〉 •
〈z, 4〉 •
〈y, 5〉 •
〈x, 0〉  〈y,−4〉 •
〈y,−3〉 •
〈y,−2〉 •
〈y, 0〉 •
〈y, 5〉  〈z, 2〉 •
〈z, 3〉 •
〈z, 4〉 •
〈x, 3〉  〈y,−4〉  〈z, 2〉 •
〈z, 3〉 •
〈z, 4〉  〈t,−5〉 •
〈t,−4〉 •
〈t,−3〉 
Fig. 2.7 – Algorithme de backtrack sur le CSP de l’exemple 2.1.1 page 12
[84]. Ce proble`me peut e´galement eˆtre re´solu en calculant une fermeture par arc-consistance
du CSP.
Ce raisonnement s’e´tend a` 3, 4, . . ., k variables, ce qui a engendre´ des familles d’algorithmes
de consistances partielles, comme les k-consistances [41].
Les techniques de consistances permettent de re´duire de manie`re effective les domaines
des variables et donc de re´duire l’espace de recherche. En re`gle ge´ne´ral elles ne dispensent pas
de l’utilisation d’un algorithme de recherche comme le backtrack. La section suivante pre´sente
diffe´rentes fac¸on de combiner consistances locales et backtracking, ainsi que la plupart des
heuristiques de recherche utilise´es.
2.4 Ame´lioration de l’algorithme de recherche
Nous avons pre´sente´ deux techniques comple´mentaires pour re´soudre des CSPs finis :
le backtracking et le filtrage par consistance. Dans la premie`re, diffe´rentes instanciations de
variables sont teste´es jusqu’a` trouver une solution. Dans la deuxie`me, les valeurs inconsistantes
(a` diffe´rents degre´s) sont e´limine´es des domaines. On peut en effet combiner avantageusement
les filtrages par consistance et l’algorithme de recherche.  [112], la technique la plus
efficace pour re´soudre les CSPs finis de manie`re ge´ne´rale, consiste a` maintenir l’arc-consistance
du CSP durant la recherche de solutions. Parmi les autres combinaisons qui ont e´te´ propose´es,
deux approches se distinguent :
– Les approches prospectives (Lookahead) : Apre`s chaque instanciation d’une variable, le
Lookahead consiste a` regarder dans les domaines des variables non encore instancie´es
s’il est possible d’e´liminer des valeurs incompatibles avec l’instanciation courante. L’in-
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compatibilite´ de ces valeurs peut eˆtre ve´rifie´e a` diffe´rents niveaux, ce qui a engendre´
diffe´rents algorithmes pre´sente´s dans [50] puis classifie´s dans [94]. Les plus connus sont
le forward-checking (), le partial lookahead (), le full lookahead () et le really full
lookahead ( ).  a longtemps e´te´ conside´re´ comme la technique la plus efficace pour
re´soudre des CSPs finis. Plus re´cemment, Sabin et. al. ont de´veloppe´ une technique qui
maintient la consistance d’arc apre`s chaque nouvelle instanciation [112]. Il a e´te´ observe´
expe´rimentalement que cette technique, nomme´  (Maintaining Arc-Consistency),
est la me´thode la plus efficace pour re´soudre les CSPs finis difficiles [112, 17].
– Les approches re´trospectives (Lookback) : Par exemple, le backchecking [50] ou le back-
marking [43] tirent parti des informations contenues lors des e´checs de consistance afin
de se´lectionner un meilleur point de retour. Il y a e´galement d’autres techniques comme
le conflict-set [32] ou le backjumping [33] : Lors d’un backtrack, plutoˆt que de revenir
a` la dernie`re variable instancie´e, on revient a` la variable qui a cause´ l’e´chec du test de
consistance.
Dans l’algorithme de backtracking, l’ordre dans lequel les variables sont instancie´es peut
influencer de manie`re significative les performances de la re´solution. L’ordre dans lequel les
valeurs dans les domaines sont affecte´es peut e´galement jouer un roˆle de´terminant dans la
re´solution. Cela a donne´ lieu a` deux types d’heuristiques :
– Ordre de se´lection des variables : L’une des me´thodes les plus connues est de re´organiser
dynamiquement les variables de manie`re a` instancier en premier celle dont le domaine
contient le moins de valeurs [18, 50].
– Ordre de se´lection des valeurs : On peut par exemple choisir en premier les valeurs les
moins contraintes en premier [50, 101, 35].
Les performances d’un algorithme de recherche de solutions d’un CSP fini de´pendent
donc essentiellement de deux facteurs : les filtrages, qui re´duisent l’espace de recherche, et les
heuristiques, qui permettent de parcourir cet espace plus intelligemment. Les filtrages forts
re´duisent grandement la taille de l’espace de recherche mais souvent au de´triment des perfor-
mances. On utilise donc en ge´ne´ral des filtrages locaux comme l’arc-consistance. Cependant,
le manque d’expressivite´ des contraintes et la faiblesse de ces filtrages locaux re´duisent l’ef-
ficacite´ de la recherche de solutions. Il est donc utile de trouver des algorithmes de filtrage
a` la fois puissants et efficaces. C’est ce qui est a` l’origine des contraintes globales qui sont
pre´sente´es dans la section suivante.
2.5 Contraintes globales
Les filtrages locaux, comme le filtrage par arc-consistance, sont bien souvent trop faibles
car ce sont des algorithmes ge´ne´raux qui ne tiennent pas compte de la spe´cificite´ des contraintes.
D’autre part, l’arc-consistance conside`re les contraintes se´pare´ment (localite´) alors que cer-
taines contraintes n’ont de sens que lorsqu’elles s’expriment toutes ensembles. Il est donc
ne´cessaire dans ce cas de prendre en compte ces contraintes simultane´ment.
Une contrainte globale est une contrainte qui exprime un ensemble de contraintes e´le´mentaires.
Plus pre´cise´ment, une contrainte globale est la conjonction d’un ensemble de relations :
De´finition 2.5.1 (Contrainte globale) Une contrainte globale C est de´finie par la conjonc-
tion d’un ensemble de contraintes {c1, . . . , cn} :
C = c1 ∧ . . . ∧ cn
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Par opposition aux techniques de consistances locales, les contraintes globales utilisent la
simultane´ite´ des contraintes et peuvent donc effectuer de meilleurs filtrages. D’autre part, les
contraintes globales expriment de manie`re plus compacte un ensemble de contraintes.
L’une des contraintes globales les plus anciennes est la contrainte  


[104]. Cette
contrainte exprime le fait que toutes les variables du CSP doivent eˆtre diffe´rentes deux a` deux.
Autrement dit, pour un ensemble X de n variables,   est la conjonction des n(n − 1)
contraintes de la forme xi 6= xj , avec xi, xj ∈ X et i 6= j.
Avec la contrainte  


, il n’est plus ne´cessaire de repre´senter explicitement les contraintes,
c’est a` dire, pour chaque contrainte l’ensemble des couples qui la satisfont, d’ou` un gain en
me´moire non ne´gligeable. La force de la contrainte  


est l’algorithme de filtrage par consis-
tance d’arc qui lui est associe´. Cet algorithme permet d’obtenir un filtrage des domaines plus
fort qu’une re´duction par arc-consistance sur le CSP binaire e´quivalent.
Par exemple, supposons que l’on ait un CSP a` 3 variables x, y et z ayant pour domaine
dx = dy = dz = a, b, avec l’ensemble de contraintes binaires {x 6= y, x 6= z, y 6= z}. Sous
cette forme, l’arc-consistance ne permet pas de re´duire les domaines (voir exemple 2.2.1 page
15). Pourtant ce syste`me n’a pas de solution. L’algorithme de filtrage associe´ a` la contrainte
 


permet de de´tecter cette inconsistance.
L’algorithme de filtrage  


2 utilise une mode´lisation du proble`me par un graphe bi-
parti, puis utilise plusieurs techniques de recherche ope´rationnelle pour e´liminer les valeurs
inconsistantes des domaines. Notamment, il utilise des techniques issues de la the´orie des
graphes comme le couplage maximum, la de´composition de Dulmage-Mendelson et les com-
posantes fortement connexes. Il a e´te´ montre´ que cet algorithme calcule une re´duction optimale
des domaines [98]. La figure 2.8 montre une illustration de l’exe´cution de cet algorithme.
D’autres contraintes globales ont e´te´ introduites, comme entre autres, Global Cardinality
[105], Symetric AllDiff [106], Cumulative [12]. Beldiceanu en recense pre`s de 230 dans son
recueil des contraintes globales [10]. Le point commun des ces diffe´rentes me´thodes, pour pre`s
de 90% d’entre elles, est le fait qu’elle utilisent des proprie´te´s structurelles des graphes [11]
2Par abus de langage, une contrainte globale de´signe souvent a` la fois l’ensemble des contraintes et l’algo-
rithme de filtrage correspondant.
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Fig. 2.8 – Illustration d’un filtrage par la contraint globale  


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Chapitre 3
CSPs a` domaines continus
a proble´matique des CSPs continus est radicalement diffe´rente de celle des CSP
finis pre´sente´e dans le chapitre pre´ce´dent. Un CSP continu est un CSP dont les
domaines sont des intervalles, c’est-a`-dire des ensembles non de´nombrables de
valeurs re´elles contigue¨s. Les techniques de re´solution de CSP finis base´es sur
l’e´nume´ration de toutes les valeurs des domaines combine´e avec l’algorithme de
backtracking sont donc inutilisables en pratique. D’autre part, les nombres re´els ne sont pas
repre´sentables en machine. L’arithme´tique des ordinateurs n’autorise qu’une approximation
des nombres re´els : les nombres flottants.
Une autre manie`re de repre´senter les domaines continus est d’utiliser une approximation
des intervalles sur les re´els par des intervalles dont les bornes sont des flottants. L’arithme´tique
des intervalles fournit des bases solides pour l’e´dification de techniques de consistance pour
les CSPs continus.
Ce chapitre pre´sente les CSPs a` domaines continus et les diffe´rentes approches pour les
re´soudre. La section 3.1 de´finit les CSPs continus et introduit la notation utilise´e dans le
reste de ce manuscrit. La section 3.3 donne quelques notions d’arithme´tique des intervalles
qui seront utiles pour la compre´hension de la suite. La section 3.2 de´crit brie`vement les
principales me´thodes issues des mathe´matiques conventionnelles pour la re´solution de CSPs
continus. La section 3.4 de´taille le sche´ma ge´ne´ral de l’algorithme de recherche de solutions
classique, l’algorithme 
	 

	
. Les sections 3.5 et 3.6 pre´sentent les techniques de
consistance et les contraintes globales pour les CSPs continus. Enfin, d’autres techniques de
re´solution seront pre´sente´es brie`vement dans la section 3.7.
3.1 De´finition et exemple
Un CSP continu est de´fini de la manie`re suivante :
De´finition 3.1.1 (CSP continu) Un CSP continu, ou CSP a` domaines continus, est
de´fini par :
– X = {x1, . . . , xn}, un ensemble de n variables.
– D = {x1, . . . ,xn}, un ensemble de domaines. Le domaine xi est un intervalle conte-
nant l’ensemble des valeurs autorise´es pour la variable xi
– C = {c1, . . . , cm}, un ensemble de contraintes reliant l’ensemble des variables X.
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Remarque Les contraintes sont mode´lise´es (en intention) par des e´quations nume´riques de
la forme :
cj : fj(x1, . . . , xn) • 0, avec • ∈ {<,≤,=,≥, >}
Les domaines des variables e´tant non de´nombrables, la mode´lisation des contraintes en ex-
tension n’est pas repre´sentable en machine. Toutefois, une contrainte, au sens relationnel du
terme, de´signe l’ensemble des tuples qui la satisfont : x
cj : {(v1, . . . , vn) : fj(v1, . . . , vn) • 0}, avec • ∈ {<,≤,=,≥, >}
On conservera donc la notation des CSPs finis : (v1, . . . , vn) ∈ c si c est satisfaite lorsque
x1 = v1, . . . , xn = vn. Les solutions d’un CSP sont de´finies par l’intersection de toutes les
contraintes :
S =
i=m⋂
i=1
ci ∩ (x1, . . . ,xn),
ou` (x1, . . . ,xn) de´signe le vecteur intervalle - ou boˆite - constitue´ par le produit carte´sien des
domaines.
Exemple 3.1.1 (Exemple de CSP a` domaines continus) Soit le CSP (X ,D, C) de´fini
par :
– X = {x1, x2, x3, x4},
– D = {x1 = [−5, 5], x2 = [−4, 5], x3 = [2, 4], x4 = [−5,−3]},
– C =


c1 : x
2
1 + x
2
2 = 25
c2 : x
2
3 + x
2
4 = 25
c3 : x1 + x3 = 7
c4 : x2 + x4 = −7
Un CSP continu peut eˆtre re´solu en utilisant une grande varie´te´ de me´thodes de re´solution
dont des techniques issues de l’analyse nume´rique, de la programmation line´aire et non-
line´aire, des techniques alge´briques, des algorithmes e´volutionnaires, de l’analyse par in-
tervalles et des techniques de consistance. Ce chapitre est axe´ essentiellement sur les deux
dernie`res cate´gories de me´thodes. Dans la section 3.4, d’autres me´thodes de re´solution seront
pre´sente´es.
3.2 Me´thodes alge´briques et nume´riques
Il existe diffe´rentes approches issues des mathe´matiques conventionnelles pour re´soudre
des CSPs continus : des me´thodes alge´briques ou nume´riques.
Les syste`mes d’e´quations line´aires a` coefficients re´els sont relativement bien traite´s par
ces outils mathe´matiques, notamment par la programmation line´aire ou l’alge`bre line´aire. Par
exemple, la me´thode du simplexe [47] permet d’optimiser un crite`re line´aire sur des variables
soumises a` un syste`me d’ine´galite´s line´aires. La me´thode d’e´limination de Gauss est une
me´thode qui permet de trouver syste´matiquement les solutions d’un syste`me line´aire bien-
contraint. Ces outils sont disponibles dans un large panel de librairies mathe´matiques. Ces
me´thodes peuvent eˆtre utilise´es avec des nombres rationnels ou des nombres flottants ; dans
ce dernier cas, les re´sultats peuvent eˆtre entaˆche´s d’erreurs du fait des proble`mes d’arrondi.
En revanche, les syste`mes non-line´aires offrent plus de re´sistance aux techniques de pro-
grammation mathe´matique :
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– Les me´thodes alge´briques se limitent au contraintes polynoˆmiales et ne sont pas adapte´es
pour traiter des syste`mes de grande taille. C’est le cas par exemple des solveurs base´s sur
les bases de Gro¨bner [23, 24], qui permettent de calculer une formule exacte pour les so-
lutions d’un syste`me d’e´quations polynoˆmiales. Toutefois, une large classe de proble`mes
peuvent eˆtre re´solus par des bases de Gro¨bner. A l’heure actuelle l’algorithme le plus
efficace est F4 [40], disponible sur la plate-forme Magma.
– Les me´thodes nume´riques permettent de calculer toutes les “solutions” pour tous les
syste`mes, mais elles ne convergent pas de manie`re syste´matique et peuvent avoir un
comportement chaotique, notamment en pre´sence de singularite´s.
Plusieurs me´thodes nume´riques, comme par exemple la me´thode de Newton, ont e´te´
e´tendues aux intervalles afin de pallier aux erreurs d’approximations lie´s a` l’arithme´tique
sur les flottants. L’arithme´tique des intervalles permet de calculer une enveloppe externe
des solutions et donc de garantir la correction des re´sultats.
La programmation par contraintes en domaines continus et l’analyse par intervalles ap-
portent diffe´rentes contributions pour la re´solution de syste`mes de contraintes. Les CSPs sont
plus informe´s qu’un syste`me ge´ne´ral d’e´quations ou d’ine´quations car l’espace de recherche des
solutions est borne´. Ces informations peuvent dans certains cas faciliter la re´solution. Les tech-
niques de consistances en domaines continus sont des me´thodes ge´ne´rales, c’est-a`-dire qu’elle
peuvent traiter tout type de contraintes nume´riques, ce qui n’est pas le cas des me´thodes
alge´briques par exemple. Enfin, l’arithme´tique des intervalles permet de traiter des syste`mes
avec incertitudes sur les parame`tres, ce qui n’est pas le cas des me´thodes conventionnelles.
La section suivante pre´sente les bases de l’arithme´tique des intervalles.
3.3 Arithme´tique des intervalles
L’objectif de cette section n’est pas de faire une description comple`te de l’arithme´tique des
intervalles et de ses proprie´te´s, mais d’e´noncer les de´finitions ne´cessaires a` la compre´hension
du reste de ce manuscrit. Le lecteur pourra se reporter a` [92, 1, 95, 49, 67, 58] pour plus
de´tails a` ce sujet.
3.3.1 De´finitions et notations
Soit R l’ensemble des nombre re´els R e´tendu aux valeurs infinies {−∞,+∞} et soit F ⊂
R le sous-ensemble des re´els correspondants aux nombres flottants dans un format donne´.
L’intervalle ferme´ x = [x, x] de´note l’ensemble des valeurs re´elles x telles que x ≤ x ≤ x.
Les intervalles ouverts seront de´note´s par ]x, x[= {x ∈ R : x < x < x}. On dira que x est un
intervalle de´ge´ne´re´ si x = x, et on notera x pour [x, x].
On notera IR l’ensemble des intervalles a` bornes dans R. Les nombres re´els n’e´tant pas
tous repre´sentables en machine, les intervalles re´els sont approxime´s par des intervalles dont
les bornes sont des nombres flottants. L’ensemble des intervalles a` bornes dans F sera note´
IF. Dans la suite, on conside´rera que les intervalles sont des intervalles de IF. Les variables
seront note´es x, y et les vecteurs de variables par X, Y . Les intervalles seront note´s x, y et
les vecteurs d’intervalles - ou boˆıtes - par X, Y , e´ventuellement indice´es.
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Notations Dans la suite on utilisera les notations1 suivantes :
R L’ensemble des nombre re´els
R R e´tendu a` {−∞,+∞}
F L’ensemble des nombre flottants dans un format donne´ (F ⊂ R).
F F e´tendu a` {−∞,+∞}
[x, x] un intervalle ferme´ (l’ensemble des valeurs re´elles x telles que x ≤ x ≤ x)
]x, x[ un intervalle ouvert (l’ensemble des valeurs re´elles x telles que x < x < x)
m(x) le milieu de l’intervalle x (m(x) = (x + x)/2)
w(x) la taille de l’intervalle x (w(x) = x − x)
IR l’ensemble des intervalles a` bornes dans R.
IF l’ensemble des intervalles a` bornes dans F.
x, y, z des variables re´elles
x,y,z des intervalles
X,Y,Z des vecteurs de variables re´elles
X,Y ,Z des vecteurs d’intervalles - ou boˆıtes
X = ∅ si une des composantes xi de X est vide
w(X ) La taille du plus grand intervalle qui compose X
3.3.2 Ope´rateurs arithme´tiques
L’arithme´tique des intervalles est une extension de l’arithme´tique sur les re´els [92]. L’ex-
tension aux intervalles  d’un ope´rateur sur les re´els · doit respecter la proprie´te´ suivante :
x y = {x · y : x ∈ x, y ∈ y}
Les extensions aux intervalles des ope´rateurs arithme´tiques de base sur les re´els ont e´te´ de´finis
de la manie`re suivante :
De´finition 3.3.1 (Ope´rateurs arithme´tiques de base sur les intervalles [92]) Soient
x et y deux intervalles, les ope´rateurs arithme´tiques de base sur les intervalles sont de´finis
de la manie`re suivante :
[x, x]⊕ [y, y] = [x+ y, x+ y]
[x, x]	 [y, y] = [x− y, x− y]
[x, x]⊗ [y, y] = [min(xy, xy, xy, xy),max(xy, xy, xy, xy)]
[x, x] [y, y] [min(x
y
, x
y
, x
y
, x
y
),max(x
y
, x
y
, x
y
, x
y
)] si 0 /∈ y
On peut e´tendre cette arithme´tique aux fonctions e´le´mentaires (cos,sin,log,exp,. . .) [95].
D’autres ope´rateurs comme la puissance on e´te´ de´finis :
xn =


[1, 1] si n = 0
[xn, xn] si x ≥ 0 ou si 0 ∈ x et n est impair
[xn, xn] si x ≤ 0
[0,max (xn, xn)] si 0 ∈ x et n est pair
1Un re´capitulatifs des notations utilise´es dans ce manuscrits est pre´sente´ a` la page x
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Remarque L’addition et la multiplication sont commutatives et associatives :
Commutatitivite´ : x⊕ y = y ⊕ x x⊗ y = y ⊗ x
Associativite´ : x⊕ (y ⊕ z) = (x⊕ y)⊕ z x⊗ (y ⊗ z) = (x⊗ y)⊗ z
Cependant, la distributivite´ n’est plus valide. De manie`re ge´ne´rale, une proprie´te´ plus faible est
ve´rifie´e : la sous-distributivite´ [92]. Cette proprie´te´ e´nonce que quels que soient les intervalles
x, y et z :
Sous-distributivite´ : x⊗ (y ⊕ z) ⊆ x⊗ y ⊕ x⊗ z
L’utilisation des nombres a` virgule flottante pour les calculs d’expressions nume´riques
entraˆıne des erreurs de calcul auxquelles l’arithme´tique des intervalles peut pallier. Il suffit
d’arrondir vers l’exte´rieur chaque ope´ration de base [1], afin de garantir que le re´sultat re´el
soit inclus dans le re´sultat intervalle.
Plus pre´cise´ment, e´tant donne´ un nombre flottant f ∈ F, on de´signera par f+ le plus petit
nombre flottant supe´rieur a` f . Par analogie, f− le plus grand nombre flottant infe´rieur a` f .
L’arrondi supe´rieur d’un re´el r est le plus petit flottant supe´rieur a` r, note´ dre. L’arrondi
infe´rieur de r est le plus grand flottant infe´rieur a` r, note´ brc. Un intervalle re´el [a, b] ∈ IR est
arrondi a` l’exte´rieur par l’intervalle flottant [bac, dbe]. Chaque intervalle re´sultant d’un calcul
interme´diaire lors d’une e´valuation par intervalles doit eˆtre arrondi de cette manie`re. Cela
alourdi le calcul mais permet de garantir la correction du re´sultat.
Arithme´tique e´tendue Dans les re`gles de calcul e´nonce´es dans la de´finition 3.3.1, la divi-
sion par un intervalle contenant ze´ro a e´te´ exclue. En effet, cela suppose de ge´rer correctement
les valeurs ±∞. Une arithme´tique e´tendue a donc e´te´ de´finie dans ce sens [65], dans laquelle
les de´finitions des ope´rateurs de base ⊕, 	 et ⊗ sont notamment e´tendus aux valeurs ±∞.
D’autre part, il est possible en utilisant l’arithme´tique des intervalles e´tendus de calculer une
e´valuation de xy lorsque 0 ∈ y (Ex. 3.3.1). Cette e´valuation est dans certains cas une union
d’intervalles, comme le montre l’exemple suivant :
Exemple 3.3.1 Soient x = [−1, 1] et y = [−2, 2] deux intervalles. L’e´valuation par inter-
valles de x y en utilisant l’arithme´tique e´tendue est [−∞,−1/2] ∪ [1/2,∞].
3.3.3 Extension aux intervalles
Les fonctions et contraintes nume´riques, tout comme les expressions arithme´tiques, peuvent
eˆtre e´tendues aux intervalles. De la meˆme manie`re que pour les ope´rateurs arithme´tiques, une
extension aux intervalles d’une fonction f doit respecter certaines proprie´te´s. On dira que f
est une extension aux intervalles de f si f(x1, . . . ,xn) est un intervalle contenant toutes les
valeurs de f , lorsque les xi prennent leurs valeurs dans xi. Formellement,
De´finition 3.3.2 (Extension d’une fonction aux intervalles [92, 95]) Soit f : Rn →
R une fonction a` valeurs re´elles a` n inconnues X = (x1, . . . , xn). Une extension aux in-
tervalles de f est une fonction f : IRn → IR telle que :
∀x1, . . . ,xn ∈ I : x1 ∈ x1, . . . , xn ∈ xn ⇒ f(x1, . . . , xn) ∈ f(x1, . . . ,xn)
Une e´valuation par intervalle d’une fonction f : Rn → R sur une boite donne´e X =
(x1, . . . ,xn) est un intervalle y tel que :
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∀xi ∈ xi, 1 ≤ i ≤ n : y ≤ f(x1, . . . , xn) ≤ y
En d’autres termes, y est un intervalle qui contient toutes les valeurs de f lorsque les valeurs
des inconnues sont restreintes a` la boˆıte X .
La manie`re la plus simple de calculer y est d’e´valuer l’extension naturelle de f (Ex.
3.3.2), obtenue en substituant tous les ope´rateurs mathe´matiques classiques (resp. les constantes
et les variables) de f par leur extension basique aux intervalles [92, 95]. Le meˆme principe
peut eˆtre applique´ pour calculer une union d’intervalles qui contient toutes les valeurs de f ,
en utilisant l’arithme´tique des intervalles e´tendue.
Exemple 3.3.2 (Extension naturelle) Soit f : R3 → R la fonction de´finie par f(x, y, z) =
2x + yz − 1. L’extension naturelle de f est la fonction intervalles f : IR3 → IR de´finie par
f(x,y,z) = 2 ⊗ x⊕ y ⊗ z 	 1. Une e´valuation de f sur la boˆıte X = ([−1, 1], [−1, 1], [1, 2])
est donc 2⊗ [−1, 1]⊕ [−1, 1] ⊗ [1, 2] 	 1 = [−5, 3].
La de´finition (De´f. 3.3.2) peut eˆtre e´tendue aux contraintes de la manie`re suivante :
De´finition 3.3.3 (Extension d’une contrainte aux intervalles [28]) Une extension aux
intervalles d’une contrainte c ⊆ Rn est une relation c ⊆ IRn telle que :
∀x1, . . . ,xn ∈ I : x1 ∈ x1, . . . , xn ∈ xn ⇒ ((x1, . . . , xn) ∈ c ⇒ (x1, . . . ,xn) ∈ c)
Une relation sur R peut eˆtre approxime´e par un intervalle contenant l’ensemble des
e´le´ments de cette relation (De´f. 3.3.4).
De´finition 3.3.4 (Enveloppe intervalle d’une relation sur R) . Soit ρ ⊆ R, un sous-
ensemble de l’ensemble des re´els, l’enveloppe intervalle de ρ, note´e I(ρ), est de´finie par
l’intervalle :
I(ρ) = [inf ρ, sup ρ]
Remarque On utilise ici la notation I(), pour diffe´rencier l’enveloppe intervalle de l’en-
veloppe union d’intervalles, note´e U(), sur laquelle on reviendra dans le chapitre 8.
De meˆme, une relation sur Rn peut eˆtre approxime´e par une boˆıte contenant l’ensemble
des e´le´ments de cette relation (De´f. 3.3.6). Cette boˆıte est le produit carte´sien des enveloppes
intervalles des projections de la relation sur chacune des dimension de Rn (De´f. 3.3.5).
De´finition 3.3.5 (Projection d’une relation sur Rn) Soit ρ ⊆ Rn, la projection de ρ
sur la dimension i est de´finie par le sous-ensemble de R :
pii(ρ) = {vi ∈ R : (v1, . . . , vi, . . . , vn) ∈ ρ}
De´finition 3.3.6 (Enveloppe intervalle d’une relation sur Rn) . Soit ρ ⊆ Rn, l’enveloppe
intervalle de ρ est de´finie par la boˆıte :
(I(pi1(ρ)), . . . ,I(pin(ρ))) ∈ IR
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3.3.4 Proble`me de de´pendance des variables
Supposons que l’on veuille soustraire un intervalle x = [x, x] de lui-meˆme. Le re´sultat
attendu est e´videmment 0 et pourtant en utilisant les re`gles de calcul e´nonce´es plus haut on
obtiendrait [x−x, x−x]. Le re´sultat obtenu est {x−y : x ∈ x, y ∈ x} au lieu de {x−x : x ∈ x}.
En fait, lorsqu’une variable apparaˆıt plus d’une fois dans une expression (occurrence mul-
tiple ) elle est traite´e comme si c’e´tait une variable diffe´rente a` chaque occurrence. Dans
l’exemple pre´ce´dent, x−x a e´te´ traite´ comme x−y avec x e´gal a` y, comme si x et y e´taient
deux variables inde´pendantes.
Le proble`me de de´pendance a pour effet d’augmenter la taille de l’intervalle re´sultant
de l’e´valuation d’une expression. Par conse´quent, la forme syntaxique des fonctions joue un
roˆle de´terminant dans leur e´valuation par intervalles (Ex. 3.3.3) Il a e´te´ montre´ [92] qu’une
expression sans occurrences multiples de la meˆme variable s’e´value de manie`re exacte (Prop.
3.3.1).
Exemple 3.3.3 (Influence de la forme syntaxique des fonctions) Conside´rons les fonc-
tions f1(x, y) = x
2 + 2xy + y2 et f2(x, y) = (x+ y)
2, avec x, y ∈ X = (x,y). Pour certaines
valeurs de x et y, l’e´valuation de f1 sur X est plus grossie`re que celle de f2. Par exemple, si
X = ([−1, 2], [−1, 2]) alors f1(X ) = [−4, 16] et f2(X ) = [0, 16].
Proposition 3.3.1 ([92]) Soit f : IRn → IR l’extension naturelle aux intervalles de f :
Rn → R. Si toutes les variables n’apparaissent qu’une seule fois dans l’expression arithme´tique
de f alors :
f(x1, . . . ,xn) = I{f(v1, . . . , vn) : x1 ∈ x1, . . . , xn ∈ xn}
Sinon,
f(x1, . . . ,xn) ⊇ I{f(v1, . . . , vn) : x1 ∈ x1, . . . , xn ∈ xn}
La section suivante pre´sente les algorithmes de re´solution de CSPs continus base´s sur les
techniques de consistance.
3.4 Re´solution de CSPs continus
La me´thode la plus courante pour re´soudre un CSP a` domaine continu est d’utiliser un
algorithme de type 
	 

	
, dont le sche´ma ge´ne´ral est donne´ par la figure 3.1. Cet
algorithme alterne re´duction des domaines et de´composition de domaines jusqu’a` ce qu’une
pre´cision ω sur les boˆıtes soit atteinte. La fonction 
	
(ligne 5) est un des algorithmes de
filtrage standard base´ sur les techniques de consistances pour les CSPs nume´riques : Hull-
consistance, Box-consistance ou kB-consistances. La fonction 



(ligne 10) se´lectionne une
variable et de´compose le domaine associe´. Les proble`mes ge´ne´re´s sont ajoute´s a` l’ensemble Q.
Dans la suite de cette section, on s’attachera a` de´crire plus pre´cise´ment l’e´tape de splitting.
Dans la section 3.5, les principales techniques de filtrage issues de la programmation par
contrainte seront pre´sente´es.
La section suivante pre´sente les diffe´rentes heuristiques pour ame´liorer la recherche des
solutions.
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
	 

	

	
(in :X 0,C, ω out : S)
%% X 0 = (x1, . . . ,xn)
1 : Q← {X 0}
2 : S ← ∅
3 : while Q 6= ∅ do
4 : Extract X from Q
5 : X ← Prune(C,X )
6 : if X 6= ∅ then
7 : if w(X ) ≤ ω then
8 : S ← S ∪X
9 : else
% Standard splitting process
10 : Q← Q∪   (X )
11 : endif
12 : endif
13 : endwhile
14 : return S
Fig. 3.1 – Sche´ma ge´ne´ral de l’algorithme de recherche standard
3.4.1 Heuristiques de recherche
Tout comme pour l’algorithme de backtracking pour les CSPs finis, les performances d’un
algorithme de recherche base´ sur ce sche´ma de´pend de plusieurs facteurs, dont l’ordre de
se´lection des domaines et le choix des points de coupe dans le domaine se´lectionne´.
Strate´gies de se´lection de domaine E´tant donne´e une boˆıte X , le splitting consiste
tout d’abord a` choisir un domaine xi a` de´composer. Ce choix peut eˆtre de´termine´ de manie`re
statique ou bien dynamiquement pendant la re´solution. Les trois heuristiques les plus utilise´es
sont les suivantes :
–    (Round Robin) : les domaines sont se´lectionne´s les uns a` la suite des autres dans un
ordre statique pre´de´termine´. Cette strate´gie est conside´re´e comme e´tant la plus efficace
car elle permet d’e´quilibrer les choix de variables durant le processus de recherche.
–  (Largest First) : a` chaque e´tape de splitting, le domaine le plus grand est se´lectionne´.
Cette strate´gie est souvent combine´e avec   , car elle conduit souvent a` se´lectionner la
meˆme variable plusieurs fois d’affile´e. Autrement dit, si une variable xk est se´lectionne´e
plus de p fois a` la suite, un    est alors utilise´ pour passer a` la variable xk+1.
–  (Maximal Smear) : a` chaque e´tape de splitting, le domaine qui maximise la “smear
function” est se´lectionne´. La smear function donne une indication sur le potentiel de
filtrage d’une variable ;  se´lectionne la variable dont la projection sur l’une des
contraintes a la plus grande pente. Plus pre´cise´ment, la smear function de la variable
xk est de´finie par :
sk = max
1≤j≤m
{max {|J i,j |, |J i,j|}w(xi)},
ou` J i,j = [J i,j , J i,j] est la (i, j)-e`me entre´e de l’extension aux intervalles de la matrice
Jacobienne du syste`me.
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Strate´gies de de´composition Une fois que le domaine d’une variable a e´te´ se´lectionne´, il
s’agit de de´terminer un ou plusieurs points de coupe a` l’inte´rieur de ce domaine pour ge´ne´rer
les sous-proble`mes.
La strate´gie a` la fois la plus simple et la plus efficace en pratique est de couper en 2 parties
de meˆme taille : la bisection ; c’est-a`-dire le point de coupe choisi est le milieu de l’intervalle.
Concernant la bisection, il n’est pas ne´cessaire de couper l’intervalle choisi en son milieu, on
peut choisir n’importe quel point de l’intervalle. Quelques e´tudes ont porte´ sur le choix de ce
point de coupe notamment dans [58], mais sans toutefois proposer de re´sultats expe´rimentaux.
D’autres strate´gies de splitting se´lectionnent plusieurs points de coupe en ge´ne´ral dans le
meˆme domaine [95, 66, 67, 58]. Par exemple, la multisection de´coupe le domaine se´lectionne´
en k parties de meˆme taille. En pratique, il est souvent plus avantageux de couper le domaine
en 2 ou 3 parties puis de faire confiance au filtrage pour re´duire l’espace de recherche.
La section suivante pre´sente les principales techniques de filtrage par consistance pour les
CSPs continus.
3.5 Consistances sur les CSPs continus
Le filtrage joue un roˆle important dans la recherche de solution car il permet de re´duire
l’espace de recherche. Diffe´rents algorithmes de re´duction des bornes des domaines ont e´te´
conc¸us et de´finis par des proprie´te´s de consistances. La principale caracte´ristique de ces pro-
prie´te´s est leur comple´tude, c’est-a`-dire qu’elles garantissent qu’aucune solution n’est perdue.
En revanche, elles ne garantissent pas l’existence de solutions (pas davantage que les filtrages
sur les domaines finis).
Tout comme pour les CSPs finis, il y a diffe´rents niveaux de consistance pour les CSPs
continus qui se divisent en deux cate´gories : les consistances locales et les consistances par-
tielles. Les consistances locales sont des proprie´te´s qui ne portent que sur une seule contrainte.
Les consistances partielles mettent en jeu un ensemble de contraintes. Ces proprie´te´s sont
e´tablies par des algorithmes qui e´liminent des domaines les valeurs inconsistantes. Pour e´viter
l’explosion combinatoire due a` la gestion d’unions d’intervalles, les re´ductions des domaine
sont en ge´ne´ral ope´re´es uniquement aux bornes des domaines. [53] a toutefois propose´ un
algorithme pour calculer la consistance d’union en combinant des ensembles d’intervalles.
Nous verrons dans le chapitre 8, comment utiliser ces union d’intervalles pour ame´liorer les
performances de la recherche de solutions..
Les sections 3.5.1 et 3.5.2 de´crivent respectivement les principales techniques de filtrage
par consistance locale et par consistance partielle.
3.5.1 Consistances locales
L’algorithme classique pour calculer un filtrage par consistance locale, nomme´ 	 
 (Fig.
3.2), est base´ sur le meˆme sche´ma que l’algorithme  (Fig. 2.5 page 17) qui calcule l’arc-
consistance pour des CSPs finis. Cet algorithme utilise une proce´dure de re´duction des do-
maines, nomme´e 	

, qui joue le meˆme roˆle que la proce´dure  
 
(Fig. 2.4 page 16).
Autrement dit, 	

e´tablit une proprie´te´ de consistance locale Φ sur les domaines des
variables d’une contrainte, en e´liminant les valeurs ne respectant pas Φ. Cette proprie´te´ de
consistance est associe´e a` un ope´rateur de narrowing (De´f. 3.5.1), qui garantit la convergence
de 	 
 et la conservation de l’espace des solutions.
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	 
(in-out :P = (X ,D, C))
1 : Q← {〈xi, cj〉 : xi ∈ X (cj)}
2 : while Q 6= ∅ do
3 : extraire 〈xi, c〉 de Q
6 : if 	

(xi,cj) then
7 : Q← Q ∪ {〈xk, c〉 : c 6= cj ∧ xi, xk ∈ X (c)}
8 : endif
9 : endwhile
10 : return
Fig. 3.2 – Algorithme de propagation 	 

De´finition 3.5.1 (Ope´rateurs de narrowing [96]) Soit c une contrainte n-aire. Un ope´rateur
de narrowing pour la contrainte c est une application φ : IRn → IRn telle que pour tout
X,Y ∈ IR les proprie´te´s suivantes sont ve´rifie´es :
φ(X) ⊆X (Contractance)
c ∩X ⊆ φ(X) (Correction)
X ⊆ Y =⇒ φ(X) ⊆ φ(Y ) (Monotonie)
Le filtrage par propagation peut engendrer des cycles de re´ductions faibles et de ce fait en-
traˆıner des phe´nome`nes de convergence lente. Cela se produit en particulier quand la fonction
	

re´duit faiblement les domaines. Diffe´rentes techniques d’acce´le´ration de la conver-
gence ont e´te´ propose´es, comme les me´thodes d’extrapolation [74] et la de´tection de cycles de
propagation [78]. La propagation peut e´galement eˆtre court-circuite´e lorsque la re´duction du
domaine n’est pas suffisante.
Les deux consistances locales les plus utilise´es sont la Hull-consistance ou 2B-consistance
[79, 80, 15, 13, 27, 28] et la Box-consistance [14, 119, 26]. Les deux paragraphes suivants
de´crivent ces consistances locales.
Hull-consistance La Hull-consistance ou 2B-consistance est une approximation de l’arc-
consistance. L’arc-consistance e´tablit une proprie´te´ sur tous les e´le´ments du domaine, alors
que la Hull-consistance e´tablit cette proprie´te´ uniquement sur les bornes. Une contrainte c est
dite Hull-consistante si pour toute variable xi de X (c), il existe une valeur dans les domaines
des autres variables qui satisfait c lorsque xi est instancie´e a` xi ou a` xi.
Le calcul de la Hull-consistance est base´e sur la notion de projection de contrainte (De´f.
3.5.2) ou fonction de projection. La projection d’une contrainte c sur une variable xk pour
une boˆıte X est l’ensemble des valeurs de vk ∈ xk pour lesquelles il existe une affectation des
autres variables dans leurs domaines qui satisfait c. Plus formellement,
De´finition 3.5.2 (Projection d’une contrainte) Soit c(x1, . . . , xn) une contrainte n-aire.
La k-e`me projection de c par rapport a` la boˆıte X = (x1, . . . ,xn) est de´finie par :
pik(c ∩X ) = {vk ∈ xk| ∃v1 ∈ x1, . . . ,∃vk−1 ∈ xk−1,
∃vk+1 ∈ xk+1, . . . ,∃vn ∈ xn t.q. (v1, . . . , vk−1, vk, vk+1, vn) ∈ c}
Ainsi, une contrainte c est Hull-consistante si le domaine de chacune de ses variables xk
est e´gal a` l’intervalle englobant la projection de c sur xk :
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c1 : y = x
2
Intervalle englobant :
Union d’intervalles :
Fig. 3.3 – Projection d’une contrainte
De´finition 3.5.3 (Hull-consistance [79, 15]) Soit c une contrainte n-aire. c est Hull-
consistante sur la boˆıte X = (x1, . . . ,xn) ssi ∀xk ∈ X (c),xk = I(pik(c ∩X )). Un CSP
est Hull-consistant ssi toutes ses contraintes sont Hull-consistantes.
Il n’est en ge´ne´ral pas possible de calculer une fonction de projection de manie`re exacte.Par
contre, ces fonctions de projections peuvent eˆtre approxime´es par un intervalle englobant, en
ge´ne´ral c’est ce que l’on obtient en utilisant l’arithme´tique de base sur les intervalles. En
revanche, en utilisant l’arithme´tique e´tendue, on peut approximer ces fonctions de projection
de manie`re plus fine par une union d’intervalles. Par exemple, la figure 3.3 montre que la
projection sur x de la contrainte c : y = x2 pour la boˆıte [−3, 3]× [1, 9] peut eˆtre approxime´e
par l’intervalle [−3, 3] ou l’union d’intervalles [−3,−1] ∪ [1, 3].
L’e´valuation de ces fonctions de projections est donc au coeur des algorithmes qui calculent
la Hull-consistance. Diffe´rentes techniques ont e´te´ propose´es pour calculer ces fonctions de
projection. La premie`re de ces techniques consiste a` de´composer le syste`me de contraintes en
contraintes e´le´mentaires (unaires, binaires ou ternaires) pour lesquelles il est facile d’e´valuer
ces projections. Par exemple, la de´composition en contraintes e´le´mentaire de la contrainte
c : (xy)3 + z2 + xy = 0 est le syste`me suivant :

X3 + Y +X = 0,
X = xy,
Y = z2,
L’inconve´nient d’une telle de´composition est l’introduction de nombreuses variables addi-
tionnelles, qui affaiblissent en ge´ne´ral le filtrage. Par ailleutrs, celles-ci introduisent un couˆt
supple´mentaire a` la fois en me´moire et en temps de calcul.
L’implantation la plus efficace de la Hull-consistance, nomme´e
  
[13], est base´e sur
l’ope´rateur de re´duction    
 
. La figure 3.4 illustre l’exe´cution de    
 
sur la
contrainte c : y = x2, lorsque le vecteur (x, y) varie dans la boˆıte [−2, 4] × [1, 16].
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Cette implantation ne ne´cessite aucune de´composition explicite des contraintes. Toutes
les projections sont calcule´es en traversant la repre´sentation arborescente des contraintes en
deux e´tapes :
– Forward Propagation : Durant cette phase, les expressions associe´es a` chaque noeud
sont e´value´es par un parcours infixe de l’arbre syntaxique. Les valeurs associe´es a` chaque
noeud de l’arbre sont calcule´es en utilisant l’ope´rateur correspondant et les domaines
associe´s a` ses sous-arbres.
– Backward Propagation : L’arbre est parcouru dans le sens inverse pour re´duire les do-
maines des variables, en utilisant les fonctions de projection associe´es a` chacun des
ope´rateurs.
^y
=
2x
[1, 16]
[−2, 4]
[0, 16]
2
(a) Forward propagation
^
2x
=
y [0, 16]
2
[1, 16] [1, 16]
[−2,−1] ∪ [1, 4]
[1, 16]
[−2, 4]
(b) Backward propagation
Fig. 3.4 – Mise en œuvre de HC4revise sur la contrainte y = x2 avec (x, y) ∈ [−2, 4]× [1, 16].
Box-consistance La Box-consistance [14, 119] est une approximation plus grossi-
e`re de l’arc-consistance que la Hull-consistance. Pourtant, en pratique, elle permet d’obtenir
un filtrage plus fort des domaines car elle permet dans certains cas de reme´dier au proble`me
de de´pendances des variables.
Une contrainte c est Box-consistante si pour toutes les variables xi de Vc, les bornes de
xi satisfont la contrainte unaire obtenue en remplac¸ant chaque occurrence d’une variable xj
autre que xi par l’intervalle constant xj . Plus formellement,
De´finition 3.5.4 (Box-consistance [14, 119]) Soit c une contrainte n-aire. c est Box-
consistante pour la boˆıte X ssi ∀xi les deux proprie´te´s suivantes sont ve´rifie´es :
1. c(x1, . . . ,xi−1, [xi, x
+
i ),xi+1, . . . ,xn)
2. c(x1, . . . ,xi−1, (x
−
i , xi],xi+1, . . . ,xn)
Un CSP est Box-consistant si toutes ses contraintes sont Box-consistantes.
La Box-consistance ge´ne`re un ensemble de fonctions univarie´es qui peuvent eˆtre re´solues
par des me´thodes nume´riques comme la me´thode de Newton [49]. Le filtrage consiste a` trouver
les quasi-ze´ros extreˆmes de ces fonctions univarie´es. Un quasi-ze´ro est de´fini de la manie`re
suivante :
De´finition 3.5.5 (Quasi-Ze´ro) Un quasi-ze´ro de la fonction f est une boˆıte X telle que
0 ∈ f(X ).
Soit 	

, l’ope´rateur de re´duction associe´ a` la Box-consistance. 	

(c,X ) re´duit
le domaine de chaque variables de c jusqu’a` ce que c soit Box-consistante. Pour chaque xk
de c, une fonction intervalle univarie´e fxk est ge´ne´re´e a` partir de c, en remplac¸ant toutes les
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	

(in :c, X ) : Interval vector
% X = (x1, . . . ,xn)
1 : foreach xk ∈ Vc do
2 : xk ← 

	

(fxk ,f
′
xk
,xk)
3 : xk ←  
 
	

(fxk ,f
′
xk
,xk)
4 : if xk = ∅ then
5 : return ∅
6 : endif
7 : endfor
8 : return X
Fig. 3.5 – L’ope´rateur de Narrowing associe´ a` la Box-consistance
variables sauf xk par leur domaine associe´. Le filtrage consiste alors a` trouver le quasi-ze´ro le
plus a` gauche et le quasi-ze´ro le plus a` droite de fxk .
Cette re´duction est calcule´e pour la borne infe´rieure par la fonction 

	

(voir figure
3.6) et pour la borne supe´rieure par la fonction  
 
	

(voir [14, 119] pour plus de de´tails
sur ces algorithmes).


	

(in :f ,f ′,x) : Interval
1 : r← x
2 : if 0 /∈ f(x) then
3 : return ∅
4 : endif
5 : x ←  		  	(f ,f ′,x)
6 : if 0 ∈ f([x, x+]) then
7 : return [x, r]
8 : else
9 : l← 	(f ,f ′, [x,m(x)])
10 : if l = ∅ then
11 : l← 	(f ,f ′, [m(x), x])
12 : endif
13 : return [l, r]
14 : endif
15 : return x
Fig. 3.6 – 

	

:L’ope´rateur de re´duction de la borne infe´rieure, qui recherche le quasi-
ze´ro le plus a` droite.
De manie`re informelle, 

	

tente de re´duire la borne infe´rieure d’un domaine x =
[a, b] par rapport a` une contrainte c. Pour cela, 

	

ve´rifie si [a, a+b2 ] est un quasi-ze´ro
de fx. Si ce n’est pas le cas alors la recherche du quasi-ze´ro le plus a` droite se poursuit avec
l’intervalle [a+b2 , b]. Sinon, 

	

re´duit [a, a+b2 ] avec la me´thode de Newton monovarie´
et poursuit sa recherche dans la moitie´ gauche de l’intervalle re´duit. L’ope´rateur de Newton
monovarie´ sera de´taille´ dans la section 8.3.3 page 94.
La section suivante pre´sente les techniques de consistance partielles pour les CSPs conti-
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
	
(in-out : P )
1 : FP = (fp1, . . . , fpn)
2 : S = (s1, . . . , sn)
3 : foreach i ≤ n do
4 : fpi ← false
5 : si ← +∞
6 : endfor
7 : while ∃i s.t. fpi = false do
8 : foreach i ≤ n do
9 : if ¬fpi then
10 : si ← min(si, w(xi))/2
11 : if si ≤ ω then
12 : fpi ← true
13 : si ← ω
14 : endif
15 : endif
16 : endfor
17 : X = 
  	
(P, S)
18 : endwhile

  	
(in : P , S)
1 : fp← false
2 : foreach i ≤ n do
3 : if 
	
(Pxi←[xi,xi+si]) = ∅ then
4 : fp← false
5 : xi ← xi \ [xi, xi + si]
6 : X ← 	(P )
7 : endif
8 : if 
	
(Pxi←[xi−si,xi]) = ∅ then
9 : fp← false
10 : xi ← xi \ [xi − si, xi]
11 : X ← 	(P )
12 : endif
13 : endfor
14 : return X
Fig. 3.7 – 
	
: Algorithme de fermeture par 3B-consistance
nus.
3.5.2 Consistances partielles
Les consistances partielles, comme les kB-consistances [79, 74], sont des consistances qui
ne sont pas strictement locales. Pour re´duire les domaines, ces consistances tentent de prouver
que certaines parties de ces domaines sont inconsistantes. La kB-consistance tente de rejeter
[x, s] ou [s, x], avec s ∈ [x, x], en utilisant une consistance plus faible, la (k−1)B-consistance.
La kB-consistance est a une de´finition re´cursive base´e sur la 2B-consistance, qui est
e´quivalente a` la Hull-consistance. D’autres consistances peuvent eˆtre de´finie en se basant sur
d’autres consistances locales. C’est le cas de la Bound-consistance [100], qui est similaire a` la
3B-consistance mais avec un sche´ma re´cursif base´ sur la Box-consistance. Plus formellement,
De´finition 3.5.6 (kB-consistance) Soit P un CSP, on note Pxi←α, le CSP de´rive´ de P
en substituant xi par l’intervalle α.
P est dit kB-consistant ssi il ve´rifie les proprie´te´s suivantes :
– Pxi←[xi,x
+
i )
est (k − 1)B-consistant.
– Pxi←(x−i ,xi]
est (k − 1)B-consistant.
L’algorithme de fermeture par 3B-consistance2 est donne´ par la figure 3.7. Cet algorithme,
que nous nommerons 
	
, n’est pas base´ sur le sche´ma standard de propagation par
opposition aux consistances locales (Hull et Box-consistance).
2Cet algorithme s’e´tend trivialement au calcul de la kB-consistance
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Le principe de 
	
est de re´futer certaines portions du domaine d’une variable sans
cre´er de point de choix. Autrement dit, si le domaine d’une variable d’un CSP P est x = [a, b],

	
va tenter d’e´liminer la portion [a, a+b2 ) en appliquant un filtrage par 2B-consistance
sur le CSP P
x←[a, a+b
2
). Si la 2B-consistance prouve que l’intervalle [a,
a+b
2 ) est inconsistant
alors le filtrage se poursuit avec l’intervalle [a+b2 , b], sinon 
	
va essayer d’e´liminer l’in-
tervalle [a, a+b4 ). L’algorithme s’arreˆte lorsque le point fixe est atteint ou que les re´ductions
calcule´es sont infe´rieures a` un ω donne´.
Les kB-consistances sont tre`s peu utilise´es dans la mesure ou` les algorithmes pour les
calculer sont tre`s couˆteux en temps de calcul. En pratique, la 3B-consistance est un bon
compromis entre qualite´ et efficacite´ de filtrage pour des proble`mes difficiles. La Bound-
consistance a permis de re´soudre efficacement plusieurs proble`mes difficiles comme le proble`me
du transistor [99, 100]. Les performances de la 4B-consistance sur ce proble`me sont e´galement
significatives [74].
La section suivante pre´sente les principales contraintes globales sur les domaines continus.
3.6 Contraintes globales
Tout comme pour les CSPs finis, il est d’un grand inte´reˆt de trouver des algorithmes de
filtrage a` la fois efficaces et puissants pour re´soudre des ensembles de contraintes d’un meˆme
type. Toutefois, les contraintes globales en domaines continus reste un domaine dans lequel
tre`s peu de recherches ont e´te´ entreprises.
Certaines me´thodes de re´solution issues de l’analyse nume´rique ou l’analyse par intervalles
peuvent eˆtre assimile´s a` des contraintes globales : par exemple, la me´thode du simplexe pour
les syste`mes line´aires, ou la me´thode de Newton multivarie´.
Plus re´cemment, des travaux ont e´te´ entrepris sur les contraintes globales pour des CSPs
continus. Parmi ces travaux, on peut mentionner la contrainte  [108], qui regroupe des
contraintes de somme sur des domaines finis et d’ine´galite´ line´aires, et la contrainte
  
[76, 89] qui regroupe des contraintes quadratiques. Cette contrainte a e´te´ e´tendue pour traiter
tout type de contraintes [75].
La contrainte  a e´te´ introduite pour re´soudre diffe´rents types d’applications, essentielle-
ment pour des proble`mes d’ordonnancement.  est de´finie par :
– Une contrainte de somme :


  : y =
∑i=n
i=0 xi
– Un ensemble d’ine´quations binaires :

	 
: {xi − xj ≤ cij : i, j ≤ n, i 6= j}
– Un ensemble de contraintes de domaines :

  : {xi ≤ xi ≤ xi, i ≤ n}
La contrainte globale est alors de´finie par :
=

  ∪ 	  ∪  
L’algorithme de calcul de la consistance d’intervalles pour la contrainte  est base´ sur un
calcul de plus court chemin pour re´duire les bornes des domaines des variables. Cet algorithme
a donc une complexite´ en temps de calcul de l’ordre de mn, ou` n est le nombre de variables
et m le nombre de contraintes d’ine´galite´s.
40 Chapitre 3. CSPs a` domaines continus
La contrainte globale
 
est un algorithme de filtrage global pour les syste`mes de
contraintes quadratiques (c.f [76, 89, 75] pour une description plus de´taille´e). Cet algorithme
repose sur une approximation des contraintes quadratiques du syste`me initial par un ensemble
de contraintes line´aires. Le simplexe est utilise´ pour calculer une borne infe´rieure et supe´rieure
des variables.
La relaxation des contraintes quadratiques consiste d’abord a` introduire une nouvelle va-
riable pour chaque terme non line´aire des contraintes quadratiques. Les domaines des variables
additionnelles sont calcule´s en utilisant l’arithme´tique de base sur les intervalles. Les termes
quadratiques sont ensuite approxime´s par deux classes de relaxations line´aires.
Ces relaxations ge´ne`rent des surestimateurs et des sous-estimateurs line´aires qui de´finissent
une enveloppe convexe des termes quadratiques. Ces approximations apportent une meilleure
estimation de l’ensemble des solutions que les fonctions de projection base´es sur l’arithme´tique
des intervalles. Le point important est que ces relaxations line´aires sont “safe”, autrement dit
garantissent qu’aucune solution ne sera perdue durant le processus de filtrage.
Une fois le syste`me de contraintes relaxe´ par un syste`me line´aire,
 
fait appel a` l’al-
gorithme du simplexe pour re´duire les bornes des intervalles. Plus pre´cisemment, pour n
variables,
 
fait 2n appels au simplexe pour minimiser et maximiser chacune des variables
du syste`me.
Du discret au continu Intuitivement, on pourrait envisager d’e´tendre les contraintes glo-
bales en domaines finis aux domaines continus. Tre`s peu d’initiatives de cet ordre ont e´te´
entreprises. Il est en effet tre`s difficile d’adapter les algorithmes de filtrages en domaines finis
aux intervalles pour diffe´rentes raisons :
– La de´finition de ces contraintes n’est pas extensible a` des domaines continus, car ils
mode´lisent des proble`mes purement finis. C’est le cas par exemple pour la contrainte
 
 


, qui permet de trouver des cycles de longueur donne´e dans un graphe oriente´ tels
que chaque noeud soit visite´ une seule fois.
– Certaines contraintes globales utilisent une repre´sentation des contraintes par un graphe
dont le nombre de noeuds de´pend du nombre de valeurs dans les domaines. C’est le
cas par exemple pour la contrainte  


, qui ge´ne`re un graphe bi-parti dont les areˆtes
relient l’ensemble des variables a` l’ensemble des valeurs (voir section 2.5), ou de manie`re
similaire pour

, qui utilise des algorithmes de flots.
– Certaines contraintes globales ont une se´mantique forte en domaines finis ; c’est juste-
ment sur cette se´mantique que s’appuient les techniques de filtrage global. Or, pour
un meˆme contrainte, lorsque les variables varient dans des domaines continus, cette
se´mantique peut se perdre de`s lors que les domaines des variables sont continus. Pour
illustrer cette ide´e, prenons la` encore la contrainte  


sur un syste`me a` 3 variables
x1, x2, x3 et leurs domaines intervalles associe´s x1,x2,x3. En supposant que ces inter-
valles ne soient pas de´ge´ne´re´s, il est toujours possible de trouver une affectation des
variables par des valeurs diffe´rentes. Autrement dit, la consistance d’intervalle est tou-
jours ve´rifie´e.
3.7 Autres techniques de re´solution
L’algorithme de 
	 

	
n’est plus adapte´ de`s lors que l’espace des solutions est
continu, ce qui est souvent le cas avec des syste`mes d’ine´galite´s. Cet algorithme ge´ne`re dans
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Fig. 3.8 – De´composition en 2k-arbre de la contrainte x2 + y2 <= 1, avec x = y = [−1, 1] :
les pave´s 
		 
sont repre´sente´es en blanc, les zones 
 
en gris fonce´ et les zone 
	 	
en
gris clair.
ce cas un nombre de boˆıtes solutions qui peut eˆtre tre`s grand selon la pre´cision des calculs.
Des techniques permettant d’approximer ces sous-espaces continus de solutions, ou conti-
nuums de solutions, ont e´te´ propose´es. Sam-Haroud [113] a propose´ une technique de pavage
de l’espace en 3 types de re´gions : des pave´s contenant uniquement des solutions ( 
		 
), des
pave´s ne contenant aucune solution(
 
) et des pave´s pour lesquels il est impossible de se
prononcer (
	 	
). Cette technique de de´composition, nomme´e de´composition en 2k-arbres,
permet une repre´sentation fine par un pavage de l’espace des solutions (voir figure 3.8).
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Deuxie`me partie
Contraintes globales pour les CSPs
continus
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Chapitre 4
Contraintes de distance et
applications
es syste`mes de contraintes de distance sont pre´sents dans un large champ d’appli-
cations (conception optimale de robots, contraintes ge´ome´triques, CAO, confor-
mation mole´culaire, . . .). Ces syste`mes sont de´finis par un ensemble de points
et de distances entre certains couples de ces points. Le proble`me est de localiser
ces points dans l’espace de manie`re a` ce que les contraintes de distance soient
respecte´es.
Les outils classiques pour re´soudre les contraintes nume´riques sont base´s sur des consis-
tantes locales comme la 2B-consistance [79] ou la Box-consistance [14, 119]. L’inconve´nient de
ces me´thodes vient du fait que les contraintes sont traite´es inde´pendamment et sans exploiter
leurs proprie´te´s se´mantiques. Par exemple, les variables associe´es aux coordonne´es des points
sont traite´es comme des variables inde´pendantes.
Or, beaucoup d’informations peuvent eˆtre exploite´es si l’on conside`re ces contraintes si-
multane´ment, c’est-a`-dire comme une contrainte globale. Dans les chapitres 5 et 6, nous
pre´senterons deux me´thodes qui tentent de tirer parti de certaines de ces informations.
Dans ce chapitre, nous de´crivons formellement le proble`me ainsi que les principales ap-
proches pour le mode´liser et pour le re´soudre.
4.1 De´finitions et notations
On conside`re un ensemble de points Pi(xi1 , . . . , xip) de R
p. La distance euclidienne δij
entre 2 points Pi et Pj est le nombre positif de´fini par la norme au carre´ du vecteur
−−→
PiPj :
δ2ij = ‖
−−→
PiPj‖2 =
k=p∑
k=1
(xik − xjk)2 (4.1)
Un proble`me de satisfaction de contraintes de distance est la donne´e d’un certain nombre
de distances entre des couples de points. Re´soudre le proble`me c’est de localiser ces points
dans l’espace de manie`re a` ce qu’ils ve´rifient les distances donne´es. Plus ge´ne´ralement, ces
distances peuvent eˆtre donne´es par un intervalle ; dans ce cas, on cherche a` borner une zone
de faisabilite´ pour chacun des points.
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4.2 Mode´lisations
Il existe essentiellement deux mode´lisations diffe´rentes du proble`me. La premie`re est la
formulation usuelle que l’on utilisera le plus souvent dans la suite. Les inconnues sont les
coordonne´es des points dans un repe`re donne´. Dans ce cas les contraintes sont de la meˆme
forme que dans l’e´quation 4.1. Plus formellement, un DCSP (Distance Constraint Satisfaction
Problem) est de´fini par :
– Un ensemble de n points P = {Pi}1≤i≤n dans un Rp. On de´note par xik , la k-e`me
coordonne´e du point Pi.
– Un ensemble de domaines D = {Pi}1≤i≤n, ou` le vecteur d’intervalles Pi = (xi1, . . . ,xip)
est le domaine du point Pi.
– Un ensemble de contraintes de distance :
C = {cij :
k=p∑
k=1
(xik − xjk)2 = δ2ij},
ou` 1 ≤ i, j ≤ n. La distance δij est un nombre re´el strictement positif ou un intervalle
[δij , δij ].
La deuxie`me approche est de chercher des valeurs pour les distances inconnues. En effet,
une fois que toutes les distances sont connues, le syste`me devient trivial et inde´pendant du
repe`re choisi. Cette mode´lisation est base´e sur la ge´ome´trie des distances initie´e dans les anne´es
50 par Blumenthal [20]. Cette mode´lisation permet de repre´senter la plupart des contraintes
ge´ome´triques (distance, incidence, orthogonalite´, paralle´lisme . . .) par des e´quations non-
line´aires qui ne de´pendent pas des coordonne´es des points, mais des distances entre les points.
Ces e´quations sont de´finies par des contraintes sur les de´terminants de Cayley-Menger, de´finis
de la manie`re suivante :
Ξ(P1, . . . ,Pn) =
∣∣∣∣∣∣∣∣∣∣∣∣
0 δ212 δ
2
13 . . . δ
2
1n 1
δ221 0 δ
2
23 . . . δ
2
2n 1
δ231 δ
2
32 0 . . . δ
2
3n 1
. . . . . . . . . . . . . . . . . .
δ2n1 δ
2
n2 δ
2
n3 . . . 0 1
1 1 1 . . . 1 0
∣∣∣∣∣∣∣∣∣∣∣∣
(4.2)
Par exemple, si n = 2 : Ξ(P1,P2) = 2δ
2
12. Si n = 3, Ξ(P1,P2,P3) = −16A2, ou` A est l’aire
du triangle P1P2P3. Pour n = 4, une e´quation relie le de´terminant de Cayley-Menger et le
volume du te´trae`dre P1P2P3P4. Pour n > 4, si ce de´terminant est nul alors l’ensemble des
points Pi est repre´sentable dans R
3. Plus ge´ne´ralement, en dimension p, si n > p + 1 et si
Ξ(P1, . . . ,Pn) = 0, alors il existe une configuration des points Pi dans l’espace R
p qui ve´rifie
l’ensemble des contraintes de distance indique´es par la matrice de Cayley-Menger.
4.3 Applications
Les syste`mes d’e´quations de distance euclidienne apparaissent dans de nombreux domaines
d’application. Parmi ces applications, on de´taille dans cette section la conception de robots,
les contraintes ge´ome´triques, la conformation mole´culaire, la localisation de capteurs mobiles
et le circle packing. Des outils algorithmiques pour re´soudre le proble`me pour chacune de ces
applications ont e´te´ de´veloppe´s ; nous en donnons ici les grandes lignes sans entrer dans les
de´tails.
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Conception de robots [45, 72, 93, 37, 36, 87] : Un proble`me crucial en conception de
robots est de re´soudre le proble`me de la cine´matique directe de robots. Un des exemples
les plus e´tudie´s pendant ces dernie`res anne´es est la plateforme de Gough-Stewart. Ce robot
paralle`le est constitue´ d’une plateforme relie´ au sol par 6 jambes de longueurs fixe´es. Le but
est de trouver toutes les positions possibles de la plateforme dans l’espace. Raghavan [102]
et Ronga [109] ont e´te´ les premiers a` montrer que ce proble`me avait au plus 40 solutions
re´elles et complexes. Husty [52] a exhibe´ un polynoˆme de degre´ 40 qui permet de de´terminer
toutes les solutions du syste`me. Dietmeier [37] a exhibe´ des configurations de longueurs de
jambes pour lesquelles il existe 40 solutions re´elles. Ce proble`me peut eˆtre re´solu en utilisant
des me´thodes d’e´limination [55, 77], mais ces me´thodes ne garantissent pas la correction des
solutions. Des me´thodes de continuation [81, 114, 102] permettent e´galement de re´soudre
ce proble`me mais sont nume´riquement instables en pre´sence de singularite´s. Les bases de
Groe¨bner [72, 73, 56, 111] sont tre`s efficaces et fournissent des re´sultats garantis. En revanche,
les me´thodes de re´solution base´es sur les bases de Groe¨bner sont exponentielles et donc tre`s
sensibles aux nombre de variables. Plus re´cemment, Merlet [87, 57] a montre´ qu’il e´tait possible
en utilisant des me´thodes d’analyse par intervalles de fournir des re´sultats certifie´s avec des
temps de calcul tre`s compe´titifs avec les autres me´thodes.
Conformation mole´culaire [31, 39, 69, 70] : Ce proble`me est tout a` fait similaire au
proble`me pre´ce´dent. Les points dont on cherche a` de´terminer la position correspondent aux
atomes d’une mole´cule, les distances aux distances inter-atomiques mesure´es la plupart du
temps par des techniques de raisonnance magne´tique. La conformation mole´culaire consiste
e´tant donne´e une mole´cule a` trouver des mole´cules ayant la meˆme structure spatiale afin d’en
mesurer les proprie´te´s chimiques. Ce proble`me inte´resse particulie`rement les industries phar-
maceutiques pour lesquelles l’enjeu est la fabrication de nouveaux me´dicaments. L’e´quivalence
de ce proble`me avec celui de la cine´matique directe des robots est illustre´e par Emiris et Mour-
rain [39]. Krippahl et Barahona [69, 70] utilisent une mode´lisation discre`te1 du proble`me et
utilisent des outils issus des CSPs finis pour le re´soudre. Dans [31], Crippen et Havel de´crivent
des me´thodes de re´solution base´es sur la deuxie`me mode´lisation (les inconnues sont les dis-
tances inter-points). La plupart de ces me´thodes sont base´es sur des algorithmes probabilistes.
La mode´lisation par matrices de Cayley-Menger a e´te´ utilise´e par Porta et. al. [97] pour
re´soudre ce type de proble`mes. Cette me´thode est une me´thode base´e sur le 
	 

	
avec un filtrage adapte´ pour re´duire le domaine des distances. Ces domaines sont approxime´s
par des polytopes convexes ; le filtrage est re´alise´ par un clipping du polytope, c’est-a`-dire en
intersectant ce polytope avec le demi-espace de´limite´ par un plan.
Contraintes ge´ome´triques [20, 22, 19, 62, 60, 59, 61] : Les contraintes ge´ome´triques
interviennent dans de nombreux domaines comme en CAO ou en biologie mole´culaire. Ces
proble`mes consistent a` trouver les positions, les orientations ou les dimensions d’objets ge´ome´triques
soumis a` des relations ge´ome´triques comme les distances mais aussi le paralle´lisme, l’ortho-
gonalite´ . . . Ces objets ge´ome´triques sont par exemple des points, des droites, des plans. Les
outils classiques pour re´soudre des CSPs ge´ome´triques sont tre`s varie´s. Des techniques comme
les bases de Gro¨ebner, les me´thodes d’e´limination ou de continuation cite´es pre´ce´demment
1Les distances inter-atomiques e´tant tre`s petites, on peut conside´rer que les positions des points dans
l’espace sont limite´es aux jonctions d’une grille. Les distances euclidiennes sont approxime´es par une distance
sur chacun des axes de cette grille.
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peuvent eˆtre utilise´es. Des me´thodes purement ge´ome´triques (base´es sur des construction a`
la re`gle et au compas) permettent e´galement de re´soudre certains proble`mes. Des techniques
de de´composition structurelles ont e´te´ propose´es par Jermann [62, 60, 59, 61], ces me´thodes
de´composent le syste`me de contraintes en sous-syste`mes ve´rifiant des proprie´te´s de rigidite´.
Les blocks rigides sont re´solus de manie`re inde´pendantes en utilisant des techniques de consis-
tance locales. Les solutions des blocks sont alors fusione´es pour obtenir les solutions globales
du syste`me.
Localisation de capteurs [38] : On conside`re un re´seau de capteurs ayant la capacite´
de communiquer avec un capteur voisin situe´ a` moins d’une distance donne´e R. Parmi ces
capteurs, certains ont une position fixe´e et d’autres sont mobiles. Le proble`me est de trouver
une boˆıte englobant les positions possibles des capteurs mobiles, de manie`re a` ce que les
contraintes de proximite´ soient respecte´es. Pour re´soudre ce proble`me, Doherty et. al. ont
propose´ un algorithme qui combine astucieusement SDP (Semi Definite Programming) et
LP (Linear Programming). Chaque contrainte de distance est substitue´e par un ine´galite´ de
matrices line´aires conservatives de l’espace des solutions, les LMI (Linear Matrix Inequalities) :
‖u− v‖2 ≤ R⇐⇒
[
I2R (u− v)
(u− v)T R
]
≥ 0
De tels syste`mes peuvent eˆtre re´solus par la programmation semide´finie ou dans certains cas
par la programmation line´aire. Les bornes des domaines sont obtenues en minimisant et en
maximisant chaque variable soumise au syste`me de LMI. Toutefois, cette me´thode est limite´e
au cas convexe, c’est-a`-dire lorsque seule une borne supe´rieure des distances est donne´e.
Circle packing [85, 115, 86] : Le proble`me de Circle packing consiste a` placer n cercles de
meˆme rayon dans le carre´ unitaire2. Un packing est optimal lorsque le rayon des n cercle est
maximal, autrement dit le proble`me ne peut eˆtre re´solu avec un rayon supe´rieur. Ce proble`me
the´orique a e´te´ e´tudie´ notamment par Marko`t et. al. [85, 86], qui ont propose´ un algorithme
base´ sur une approximation des domaines par des polygones convexes. Leur me´thode, nomme´e
me´thode des re´gions actives - ou  (Method of Active Areas), est un filtrage qui consiste
a` couper par des demi-plans le rectangle qui constitue initialement le domaine des points.
Ces demi-plans sont calcule´s en fonction de la distance entre les points et e´galement par les
sommets du polygone englobant le domaine des points. Toutefois, cette me´thode ne garantit
pas l’exactitude des solutions et est limite´e aux distances minimales. Heusch [51], ge´ne´ralise
cet algorithme a` tout type de distance (minimale, maximale et exacte), puis l’utilise pour
de´finir une contrainte globale pour les contraintes de distance, mais sans fournir de re´sultats
expe´rimentaux.
2le carre´ unitaire est de´fini par la boˆıte [0, 1]× [0, 1]
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Notations Dans la suite, on utilisera les notations3 suivantes :
Pi(xi1 , . . . , xip Un point de R
p
Pi(xi, yi, zi) Un point de R
3
Pi(xi, yi) Un point de R
2
−−→
PiPj le vecteur entre le point Pi et le point Pj
δij la distance entre le point Pi et le point Pj
Pi le domaine du point Pi, c’est-a`-dire, Pi = xi1 × . . .× xip
Pour simplifier la notation en dimension 2 on notera les contraintes de la manie`re suivante :
cij : (xi − xj)2 + (yi − yj)2 = δ2ij
De la meˆme manie`re, en dimension 3, on notera Pi(xi, yi, zi) et les contraintes par :
cij : (xi − xj)2 + (yi − yj)2 + (zi − zj)2 = δ2ij
Dans les deux chapitres suivants, nous pre´sentons deux approches diffe´rentes pour de´finir
une contrainte globale pour les contraintes de distance. La premie`re est base´e sur l’intro-
duction de contraintes additionnelles infe´re´es a` partir du syste`me initial et l’utilisation de
techniques de filtrage classique. La deuxie`me approche est un algorithme de filtrage de´die´
base´ sur une line´arisation du syste`me.
3Un re´capitulatif des notations utilise´es dans ce manuscrit est pre´sente´ a` la page x
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Chapitre 5
Ajout de contraintes redondantes
ans ce chapitre, nous pre´sentons une approche originale pour de´finir une contrainte
globale pour les syste`mes de contraintes de distance en utilisant des proprie´te´s
ge´ome´triques e´le´mentaires. Nous de´crivons deux types d’informations permet-
tant d’augmenter l’efficacite´ et la qualite´ du filtrage par consistance sur les
syste`mes d’e´quations de distance : les ine´galite´s triangulaires et les barycentres.
Plus pre´cise´ment, dans la section 5.1, nous pre´sentons une technique permettant de cal-
culer un domaine pour toutes les distances inconnues du syste`me. Dans la section 5.2, nous
ajoutons des points particuliers, les barycentres des triangles, dans le but d’ame´liorer la puis-
sance du filtrage par consistance locale.
5.1 Fermeture du graphe de contraintes
Un proble`me de satisfaction de contraintes de distance est la donne´e de m distances entre
des couples de points. Ces distances peuvent eˆtre fixe´es, c’est-a`-dire, δij sont des nombre
re´el. Mais ces distances peuvent e´galement eˆtre approxime´e par un intervalle auquel cas elles
constituent des variables a` part entie`re du CSP. En ge´ne´ral, les distances entre tout couples
de points ne sont pas connues, sinon le syste`me serait facile a` re´soudre. Nous proposons dans
cette section une me´thode pour borner les distances inconnues du syste`me.
Une technique de filtrage par consistance permet de re´duire les domaines des points jusqu’a`
ce que leurs bornes ve´rifient la proprie´te´ de consistance associe´e. En ge´ne´ral, les consistances
utilise´es sont locales, c’est-a`-dire qu’elles mettent en jeu les contraintes inde´pendemment les
unes des autres. La 2B-consistance va par exemple garantir que chaque contrainte de distance
peut eˆtre satisfaite lorsqu’une des variables est instancie´e a` l’une des bornes de son domaine.
Or, en ge´ne´ral, satisfaire chaque contrainte inde´pendemment ne permet pas de construire
une solution, comme l’illustre l’exemple suivant :
Exemple 5.1.1 Soient 3 points P1(x1, y1), P2(x2, y2) et P3(x3, y3), dont les domaines res-
pectifs sont P1 = P2 = P3 = [−1, 1] × [−1, 1]. Supposons que l’on cherche a` de´terminer ces
points de manie`re a` ce que les contraintes de distance suivantes soient respecte´es :
c12 : (x1 − x2)2 + (y1 − y2)2 = δ212
c13 : (x1 − x3)2 + (y1 − y3)2 = δ213
c23 : (x2 − x3)2 + (y2 − y3)2 = δ223
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avec δ12 = 1, δ23 = 1 et δ13 = 2.1.
Ce syste`me est 2B-consistant car chacune des contraintes est ve´rifie´e inde´pendemment (il
est meˆme 3B-consistant). Pourtant, il n’ pas de solutions : Realpaver [46], un des solveurs de
contraintes nume´riques les plus efficaces, requiert pre`s de 40000 bisections pour prouver que
ce proble`me n’a pas de solutions en utilisant   .
Or, pour prouver l’inconsistance de ce proble`me, il suffit conside´rer l’une des proprie´te´s
les plus e´le´mentaires des triangles : “La somme des longueurs de 2 cote´s d’un triangle est
supe´rieure ou e´gale a` la longueur du 3e coˆte´”. Cette proprie´te´ n’est pas ve´rifie´e puisque
δ12 + δ23 = 2 alors que δ13 = 2.1. En fait, en ajoutant la contrainte δ12 + δ23 ≥ δ13, un seul
filtrage par 2B-consistance permet de prouver que le syste`me n’a pas de solutions.
De manie`re ge´ne´rale, pour qu’un syste`me de contraintes de distance ait des solutions, il
est ne´cessaire que les distances donne´es ve´rifient les ine´galite´s triangulaires. Ces ine´galite´s
sont de´finies par :
∀i, j, k ∈ [1..n] : i < j < k
{
δij ≤ δik + δjk
δij ≥ |δik − δjk| (5.1)
Ces ine´galite´s mettent en jeu toutes les distances du syste`me, c’est-a`-dire les m distances
donne´es et les distances inconnues. Afin de ve´rifier ces ine´galite´s, il faut ajouter au syste`me
initial des variables supple´mentaires pour les distances inconnues ainsi que les contraintes
d’ine´galite´s triangulaires (5.1).
Cette ope´ration, que l’on nommera par la suite Fermeture du graphe de contraintes, est
illustre´e par la figure 5.1. A gauche de cette figure, le graphe de contraintes correspondant au
proble`me de l’exemple 5.1.2 est repre´sente´. Les noeuds du graphe correspondent aux points
du syste`me et les areˆtes aux contraintes de distance. Une areˆte entre deux sommets Pi et Pj
est value´e par la distance δij ou par son domaine si c’est un intervalle. Les distance inconnues
sont repre´sente´es en pointille´s. L’ope´ration de fermeture permet de calculer des intervalles
pour les distances manquantes. Les bornes des intervalles ve´rifient les ine´galite´s triangulaires
(5.1). L’instance re´sultant de cette fermeture, que l’on notera par la suite If , posse`de un
graphe de contraintes complet.
Exemple 5.1.2 Conside´rons un syste`me a` cinq points ABCDE : A(0, 0), B(8, 0), C(xC , yC),
D(xD, yD), E(xE , yE). 5 distances sont donne´es : BC = CE = DE = 2, AD = 3 et CD = 4.
Les domaines des points C, D et E sont e´gaux a` la boˆıte [−20, 20] × [−20, 20]. On a donc le
syste`me sous-contraint suivant :
cAD : xD
2 + yD
2 = 9
cBC : (xC − 8)2 + yC2 = 4
cCE : (xC − xE)2 + (yC − yE)2 = 4
cCD : (xD − xC)2 + (yD − yC)2 = 16
cDE : (xD − xE)2 + (yD − yE)2 = 4
ou` les variables sont les coordonne´es des points C, D et E.
Dans la section suivante, nous pre´sentons diffe´rentes approches pour calculer la fermeture
du graphe de contraintes de distance.
5.1.1 Calcul de la fermeture
Une premie`re approche pour calculer la fermeture du graphe de contraintes consiste a`
ajouter les variables et les contraintes d’ine´galite´s triangulaires (5.1) au syste`me initial, puis
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Fig. 5.1 – Fermeture du graphe de contraintes repre´sentant le DCSP de l’exemple 5.1.2
de faire appel a` la 2B-consistance pour calculer des bornes pour les distances manquantes. On
obtient un filtrage plus fort des domaines comme le montre le tableau 5.1. Dans ce tableau, les
deux premie`res colonnes montre le re´sultat du filtrage par 2B-consistance sur l’instance I de
l’exemple 5.1.2 et le re´sultat du filtrage par 2B-consistance sur If . La re´duction du domaine
yE est plus forte.
 
(I)
 
(If )
 
 
 
(I)
xC [2,3] [2,3] [2,3]
yC [-2.23,2.23] [-2.23,2.23] [-2.23,2.23]
xD [6,7] [6,7] [6,7]
yD [-1.73,1.73] [-1.73,1.73] [-1.73,1.73]
xE [4,5] [4,5] [4,5]
yE [-3.46,3.46] [-2.64,2.64] [-2.64,2.64]
CPU time 0.12s 0.12s 0.03s
Tab. 5.1 – Comparaison des filtrages avec et sans fermeture du graphe de contraintes
Contrainte globale pour les ine´galite´s triangulaires Une deuxie`me approche pour
calculer la fermeture du graphe de contraintes consiste a` utiliser un algorithme spe´cifique
pour re´soudre les ine´galite´s triangulaires. Cet algorithme, nomme´ 
 	
 
 	
, a e´te´
introduit par Crippen et Havel [31].
Pour chaque areˆte du graphe, l’algorithme parcourt tous les triangles du graphe contenant
cette areˆte, en mettant a` jour les bornes du domaine de sa longueur. C’est une modification de
l’algorithme du plus court chemin pour tout couple de sommets de Floyd qui a une complexite´
en temps de Θ(n3). Une preuve et une analyse de cet algorithme se trouvent dans le recueil
d’algorithmes de Cormen, Leiserson et Rivest [30].
Nous avons introduit dans l’algorithme 
 	
 
 	
une proce´dure de filtrage qui
re´duit les domaines des points a` la vole´e. Ce algorithme, nomme´ 


 
(voir figure 5.2), a la
meˆme structure que l’algorithme 
 	
 
 	
. Chaque fois qu’un triangle PiPjPk est exa-
mine´, les domaines des sommets du triangles sont filtre´s par la proce´dure 


 
 	


(ligne
15). Deux implantation de 


 
 	


ont e´te´ expe´rimente´es donnant lieu a` deux variantes
de 


 
: 


 
 et 


 
. Ces deux proce´dures correspondent respectivement a`
un filtrage par 2B-consistance et par 3B-consistance du sous-syste`me constitue´ par le triangle
PiPjPk.
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


 
(in-out : (X ,D, C))
1 : foreach k ≤ n do
2 : foreach j ≤ n do
3 : foreach i ≤ n do
4 : if δij > δik + δjk then
4 : if δij > δik + δjk then
5 : δij = δik + δjk
6 : endif
7 : if δij < δik − δjk then
8 : δij = δik − δjk
9 : else if δij < δjk − δik then
10 : δij = δjk − δik
11 : endif
12 : if δij > δij then
13 : return false
14 : endif
15 : 


 
 	


((X ,D, C), i, j, k)
16 : endfor
17 : endfor
18 : endfor
19 : return true
Fig. 5.2 – Algorithme 


 
qui calcule la fermeture du graphe de contraintes
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


 
permet en ge´ne´ral d’obtenir un meilleur filtrage qu’une consistance locale sur le
proble`me initial car il utilise plus d’informations. Toutefois, a` l’instar des consistances locales,
les re´ductions ope´re´es par le filtrage d’un triangle ne sont pas propage´es. Autrement dit, 



 
ne permet pas d’assurer une proprie´te´ de consistance sur les bornes des domaines. Pour
obtenir cette proprie´te´, il est donc ne´cessaire d’appliquer successivement un pre´-filtrage par



 
puis un filtrage par consistance. Les contraintes de distance infe´re´e par la proce´dure
de fermeture ame´liore la propagation des re´ductions de domaines et la puissance du filtrage
par consistance locale. La section suivante pre´sente quelques re´sultats expe´rimentaux.
5.1.2 Re´sultats expe´rimentaux
Nous avons e´value´ l’apport de ces contraintes redondantes sur deux proble`mes : le proble`me
des ponts et les proble`me des losanges [59]. Le proble`me des ponts est constitue´ de 15 points
en dimension 2 et de 26 e´quations de distance ( voir figure 5.3). Deux de ces points sont fixe´s,
ainsi le syste`me est re´gulier (autant d’inconnues que d’e´quations) et posse`de 128 solutions
re´elles. Les domaines des 13 autres points sont fixe´s a` [−100, 100]× [−100, 100] et contiennent
l’ensemble des solutions. Le proble`me des losanges est constitue´ de 13 points en dimension
2 et 22 e´quations de distance. De la meˆme manie`re, 2 points sont fixe´s et les domaines des
autres points sont [−100, 100] × [−100, 100]. Ce proble`me a 64 solutions re´elles.
Les tableau 5.2 et 5.3 montrent la re´duction des domaines ope´re´s par les diffe´rents filtrage
ainsi que les temps de calcul :
– (I)/(I) : Filtrage par 2B-consistance/3B-consistance sur l’instance initiale.
– 


 
(I)/   (I) : Fermeture du graphe de distance par BSFilter avec
filtrage des triangles par 2B-consistance/3B-consistance.
– (If ) : Filtrage par 3B-consistance de l’instance ferme´e, c’est-a`-dire l’instance initiale a`
laquelle on a ajoute´ les contraintes d’ine´galite´s triangulaires, les contraintes de distance
comple´mentaires et les variables supple´mentaires associe´es.
Tous les tests ont e´te´ re´alise´s en utilisant ILOG Solver [54] sur un PC muni d’un processeur
Pentium III cadence´ a` 800Mhz sous la plateforme Linux. Ces tableaux montrent un gain
significatif en temps de calcul et une ame´lioration du filtrage. Par exemple, sur le proble`me
des ponts (voir table 5.2), le temps de calcul pour la 3B sur le proble`me initial est divise´ par
3 en utilisant un pre´-filtrage par 


 
. Sur ce proble`me, un filtrage plus fort a pu eˆtre
re´alise´ notamment sur les variables y10 et y12. On observe aussi un gain de l’ordre d’un facteur
2 en temps de calcul pour le filtrage par la 3B sur le proble`me ferme´. Ces re´sultats montre que
la propagation est plus efficace avec les contraintes redondantes, bien qu’un grand nombre
de variables et de contraintes aient e´te´ ajoute´es au proble`me initial (79 distances infe´re´es,
79 contraintes de distance correspondantes et 910 ine´galite´s triangulaires). On obtient des
re´sultats similaires pour le proble`me des losanges (voir table 5.3).
5.2 Introduction de barycentres
Dans la section pre´ce´dente, nous avons montre´ l’apport de l’infe´rence de contraintes de
distance sur le filtrage par consistance. L’algorithme 


 
(voir figure 5.2), calcule des
intervalles de de´finition pour les distances manquantes qui ve´rifient les ine´galite´s triangulaires.
Cet algorithme parcourt tous les triangles du syste`me pour mettre a` jour les intervalles des
distances calcule´es. Chaque fois qu’un triangle est traite´, une proce´dure de filtrage est appele´e
pour re´duire les domaines des sommets du triangle conside´re´.
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Fig. 5.3 – Proble`me des ponts[59]
 
(I)
 
 
 
(I)  

(I)  

(If )

 
 

(I)  

(
 
 
 

(I))
x0 [0.0] [0, 0] [0, 0] [0, 0] [0, 0] [0, 0]
y0 [0, 0] [0, 0] [0, 0] [0, 0] [0, 0] [0, 0]
x1 [5, 5] [5, 5] [5, 5] [5, 5] [5, 5] [5, 5]
y1 [0, 0] [0, 0] [0, 0] [0, 0] [0, 0] [0, 0]
x2 [2, 4.46] [2, 4.46] [2.08, 3.49] [2.08, 3.49] [2.08, 3.49] [2.08, 3.49]
y2 [−2.95, 2.95] [−2.95, 2.95] [−2.59, 2.59] [−2.59, 2.59] [−2.59, 2.59] [−2.59, 2.59]
x3 [0, 0.41] [0, 0.41] [0.4, 0.4] [0.4, 0.4] [0.4, 0.4] [0.4, 0.4]
y3 [−2, 2] [−2, 2] [−1.96, 1.96] [−1.96, 1.96] [−1.96, 1.96] [−1.96, 1.96]
x4 [2, 4.41] [2, 4.41] [2.4, 4.28] [2.4, 4.28] [2.4, 4.28] [2.4, 4.28]
y4 [−2.94, 2.94] [−2.94, 2.94] [−2.91, 2.91] [−2.91, 2.91] [−2.91, 2.91] [−2.91, 2.91]
x5 [0.94, 3.41] [0.94, 3.41] [1.06, 3.39] [1.06, 3.39] [1.03, 3.39] [1.03, 3.39]
y5 [−4, 4] [−3.72, 3.72] [−3.46, 3.46] [−3.46, 3.46] [−3.46, 3.46] [−3.46, 3.46]
x6 [1.2, 3.66] [1.2, 3.66] [1.28, 3.64] [1.28, 3.64] [1.28, 3.61] [1.28, 3.61]
y6 [−3.75, 3.75] [−3.72, 3.72] [−3.30, 3.30] [−3.30, 3.30] [−3.39, 3.39] [−3.30, 3.30]
x7 [1.54, 3.91] [1.54, 3.89] [1.53, 3.89] [1.53, 3.89] [1.53, 3.79] [1.53, 3.79]
y7 [−3.5, 3.5] [−3.38, 3.38] [−3.13, 3.13] [−3.13, 3.13] [−3.14, 3.14] [−3.13, 3.13]
x8 [1.04, 3.66] [1.04, 3.66] [1.04, 3.64] [1.04, 3.64] [1.07, 3.61] [1.04, 3.61]
y8 [−4, 4] [−3.8, 3.8] [−3.54, 3.54] [−3.54, 3.54] [−3.61, 3.61] [−3.54, 3.54]
x9 [1.2, 3.91] [1.2, 3.91] [1.28, 3.89] [1.28, 3.89] [1.28, 3.83] [1.28, 3.83]
y9 [−3.75, 3.75] [−3.63, 3.63] [−3.37, 3.37] [−3.37, 3.37] [−3.39, 3.39] [−3.37, 3.37]
x10 [−2.8, 7.66] [−2.8, 7.66] [−2.71, 7.64] [−2.71, 7.64] [−2.71, 7.61] [−2.71, 7.61]
y10 [−7.75, 7.75] [−7.63, 7.63] [−7.33, 7.33] [−7.25, 7.25] [−7.39, 7.39] [−7.25, 7.25]
x11 [1.75, 4.41] [1.75, 4.41] [1.83, 3.74] [1.83, 3.74] [1.83, 3.74] [1.83, 3.74]
y11 [−3.2, 3.2] [−3.2, 3.2] [−2.84, 2.84] [−2.84, 2.84] [−2.84, 2.84] [−2.84, 2.84]
x12 [−2.25, 8.16] [−2.25, 8.16] [−2.16, 7.74] [−2.16, 7.74] [−2.16, 7.74] [−2.16, 7.74]
y12 [−7.2, 7.2] [−7.19, 7.19] [−6.83, 6.83] [−6.69, 6.69] [−6.84, 6.84] [−6.69, 6.69]
x13 [1.75, 4.21] [1.75, 4.21] [1.83, 3.74] [1.83, 3.74] [1.83, 3.74] [1.83, 3.74]
y13 [−3.2, 3.2] [−3.15, 3.15] [−2.84, 2.84] [−2.84, 2.84] [−2.84, 2.84] [−2.84, 2.84]
x14 [1.5, 4.16] [1.5, 4.16] [1.58, 3.99] [1.58, 3.99] [1.62, 3.94] [1.58, 3.94]
y14 [−3.45, 3.45] [−3.39, 3.39] [−3.03, 3.03] [−3.03, 3.03] [−3.06, 3.06] [−3.03, 3.03]
CPU 0.30s 0.17s 1141.37 673.69s 284.78s 464.78s
Tab. 5.2 – Re´sultats des diffe´rents filtrages pour le proble`me des ponts
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Fig. 5.4 – Le proble`me des losanges [59]
 
(I)

 
  
(I)  

(I)
 
 
 

(I)  

(
 
 
 

(I))
x0 [0, 0] [0, 0] [0, 0] [0, 0] [0, 0]
y0 [0, 0] [0, 0] [0, 0] [0, 0] [0, 0]
x1 [1, 1] [1, 1] [1, 1] [1, 1] [1, 1]
y1 [0, 0] [0, 0] [0, 0] [0, 0] [0, 0]
x2 [−1, 2] [−1, 2] [0.49, 0.50] [0.5, 0.5] [0.49, 0.50]
y2 [−2, 2] [−2, 2] [−1.93, 1.93] [−1.93, 1.93] [−1.93, 1.93]
x3 [−2, 4] [−2, 4] [3.48, 3.48] [3.48, 3.48] [3.48, 3.48]
y3 [−3, 3] [−3, 3] [−1.67, 1.67] [−1.67, 1.67] [−1.67, 1.67]
x4 [−7, 9] [−7, 9] [−1.51, 8.48] [−1.51, 8.48] [−1.51, 8.48]
y4 [−8, 8] [−8, 8] [−6.67, 6.67] [−6.67, 6.67] [−6.67, 6.67]
x5 [−7.05, 9.05] [−7.05, 9.05] [−1.56, 8.53] [−1.56, 8.53] [−1.56, 8.53]
y5 [−8.05, 8.05] [−8.05, 8.05] [−6.72, 6.72] [−6.72, 6.72] [−6.72, 6.72]
x6 [−9, 11] [−9, 11] [−3.51, 8.66] [−3.26, 7.33] [−3.26, 7.33]
y6 [−10, 10] [−10, 10] [−7.47, 7.47] [−8.43, 8.43] [−7.47, 7.47]
x7 [−10.5, 10.5] [−10.5, 10.5] [−8.51, 3.66] [−8.26, 3.98] [−8.26, 3.66]
y7 [−10.5, 10.5] [−10.5, 10.5] [−9.62, 9.62] [−10.32, 10.32] [−9.62, 9.62]
x8 [−10.5, 10.5] [−10.5, 10.5] [−8.51, 3.66] [−8.26, 3.98] [−8.26, 3.66]
y8 [−10.5, 10.5] [−10.5, 10.5] [−9.62, 9.62] [−10.32, 10.32] [−9.62, 9.62]
x9 [−6, 6] [−6, 6] [−5.01,−0.84] [−5.01,−0.84] [−5.01,−0.84]
y9 [−6, 6] [−6, 6] [−5.64, 5.64] [−5.82, 5.82] [−5.64, 5.64]
x10 [−5, 5] [−5, 5] [−5.00, 1.01] [−5, 1.30] [−5.00, 1.01]
y10 [−5, 5] [−5, 5] [−4.99, 4.99] [−5, 5] [−4.99, 4.99]
x11 [−4, 4] [−4, 4] [−4.00, 0.29] [−4, 0.30] [−4.00, 0.29]
y11 [−4, 4] [−4, 4] [−3.99, 3.99] [−4, 4] [−3.99, 3.99]
CPU 0.23s 0.11s 649.24s 116s 266s
Tab. 5.3 – Re´sultats des diffe´rents filtrages pour le proble`me des losanges
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Nous avons pre´sente´ deux implantations diffe´rentes de la proce´dure 


 
 	


qui ap-
pliquent un filtrage par consistance du sous-syste`me constitue´ des sommets du triangle (


 
 et 


 
). Nous pre´sentons dans cette section, une nouvelle variante de la proce´dure



 
 	


. Cette variante utilise des proprie´te´s e´le´mentaires sur les triangles pour infe´rer
de nouvelles contraintes de distance. Ces contraintes supple´mentaires permettent un filtrage
plus fort des domaines des points.
– X = {xi, yi, xj , yj , xk, yk}
– D = {xi,yi,xj ,yj ,xk,yk}
– C =


cij : (xi − xj)2 + (yi − yj)2 = δ2ij
cik : (xi − xk)2 + (yi − yk)2 = δ2ik
cjk : (xj − xk)2 + (yj − yk)2 = δ2jk
Fig. 5.5 – Description du CSP Tijk
Plus pre´cise´ment, on conside`re un syste`me a` 3 contraintes de distance et 3 points (Pi,Pj
et Pk), avec l’hypothe`se que les domaines des distances satisfont les ine´galite´s triangulaires.
L’ide´e est d’ajouter a` ce syste`me un point supple´mentaire, le centre de gravite´ - ou isobary-
centre du triangle - que l’on notera G(xG, yG). Le domaine de ce point est facile a` calculer en
utilisant sa de´finition (3xG = xi + xj + xk, 3yG = yi + yj + yk). D’autre part, les distances
entre G et chacun des sommets du triangle sont lie´es par des e´quations line´aires (voir proprie´te´
5.2.1). La relation entre les longueurs des areˆtes du triangles et les distances entre G et les
sommets sont de´finis sous les hypothe`ses que les longueurs des areˆtes ve´rifient les ine´galite´s
triangulaires. Plus formellement,
Proposition 5.2.1 Soient trois points A, B et C et soit G le centre de gravite´ du triangle
ABC. Alors, si u, v et w sont strictement positifs on a :
GA2 = 19(2u
2 + 2v2 − w2) AB = u
GB2 = 19 (2u
2 + 2w2 − v2) ⇐⇒ AC = v
GC2 = 19 (2v
2 + 2w2 − u2) BC = w
Une de´monstration de cette proprie´te´ se trouve dans l’annexe A page 107. Cette proprie´te´
permet de de´finir le CSP T ′ijk(c.f. Fig 5.6). Les solutions de Tijk satisfont les contraintes de
T ′ijk et inversement. Le point cle´ est que les distance entre le centre de gravite´ et les sommets
du triangle encapsulent des informations sur les angles entre les segments du triangle (plus
pre´cise´ment sur les produits scalaires). Un filtrage par consistance sur le CSP T ′ijk est donc
beaucoup plus informe´ qu’un filtrage sur Tijk.
Le tableau 5.4 montre les re´sultats obtenus pour le proble`me de l’exemple 5.1.2 en filtrant
les T ′ijk avec une 3B-consistance. Dans cet exemple, on avait DE = CE = 2 et CD = 4,
ce qui signifie que E est le milieu du segment CD. Rien ne permet a priori aux techniques
de consistances locales de de´tecter cette proprie´te´ particulie`re du point E. Par contre, si
l’on introduit le barycentre G du triangle CDE, on calcule les distances GC, GD et GE en
utilisant les formules de la proprie´te´s 5.2.1 et on obtient : GC = 2, GD = 2 et GE = 0.
Cela indique clairement que E est confondu avec G, et un filtrage par consistance du triangle
CDE avec ces contraintes supple´mentaires permet de traduire cette proprie´te´ sur les domaines
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– X = {xi, yi, xj , yj , xk, yk, xG, yG}
– D = {xi,yi,xj ,yj ,xk,yk,xG,yG} tels que
– xG =
1
3(xi + xj + xk)
– yG =
1
3 (yi + yj + yk).
– C =


(xG − xi)2 + (yG − yi)2 = 19(2δ2ik + 2δ2ij − δ2jk)
(xG − xj)2 + (yG − yj)2 = 19(2δ2ij + 2δ2jk − δ2ik)
(xG − xk)2 + (yG − yk)2 = 19(2δ2ik + 2δ2jk − δ2ij)
xG =
1
3(xi + xj + xk)
yG =
1
3(yi + yj + yk)
Fig. 5.6 – Description du CSP T ′ijk
des points. La figure 5.7 montrent qu’en effet le domaine du point E est e´gal a` la demi-
somme des domaines du point C et du point D. Les re´sultats nume´riques obtenus confirment
la proprie´te´ attendue, comme le montre la table 5.4, on a bien : xE = [−1.76, 1.76] et
(xC + xD)/2 = ([−1.61, 1.61] + [−1.91, 1.91])/2 = [−1.76, 1.76]. Ce filtrage est donc meilleur
que celui de la 3B, puisqu’il tire parti de proprie´te´s ge´ome´triques spe´cifique au syste`me de
contraintes.
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Fig. 5.7 – Comparaison des re´sultats pour la 2B-consistance, la 3B-consistance et la 3B-
consistance sur tous les triangles avec introduction du barycentre.
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(I) (If ) 


 


 (If
DxC [2.31, 3] [2.31, 3] [2.31, 3]
DyC [−1.91, 1.91] [−1.91, 1.91] [−1.91, 1.91]
DxD [6, 6.81] [6, 6.81] [6, 6.81]
DyD [−1.61, 1.61] [−1.61, 1.61] [−1.61, 1.61]
DxE [4, 5] [4, 5] [4.15, 4.9]
DyE [−2.14, 2.14] [−1.82, 1.82] [−1.76, 1.76]
Tab. 5.4 – Re´duction des domaines du CSP de l’exemple 5.1.2
Chapitre 6
QuadDist : Un filtrage global pour
les contraintes de distance
e chapitre pre´sente un algorithme de filtrage global pour re´soudre les syste`mes
d’e´quations de distance. Cette nouvelle technique nomme´e
 
est de´rive´e
de
  
, une technique de filtrage global pour les contraintes quadratiques.
 
calcule une relaxation line´aire des termes quadratiques des e´quations et
utilise l’algorithme du simplexe pour re´duire les domaines des variables. Nous
pre´sentons dans ce chapitre une approximation line´aire de´die´e aux e´quations de distance eu-
clidienne. Le point cle´ de cette nouvelle me´thode re´side dans le fait que ces approximations ne
sont pas ge´ne´re´es pour chaque terme des e´quations mais globalement pour chaque contrainte
de distance.
 
de´finit donc une approximation plus pre´cise que
 
, ce qui aug-
mente la vitesse de convergence de la me´thode. D’autre part, contrairement a` la
 
, notre
line´arisation des contraintes ne ne´cessite pas l’ajout de variables supple´mentaires ce qui re´duit
la taille des syste`mes line´aires re´solus par le simplexe. Les re´sultats expe´rimentaux montrent
que
 
re´sout certains proble`mes pre`s de 300 fois plus vite que la
  
.
6.1 Introduction
Les outils classiques pour re´soudre les contraintes nume´riques sont base´es sur des consis-
tances locales comme la 2B-consistance [79, 80, 13] ou la Box-consistance [14, 119]. L’in-
conve´nient de ces me´thodes vient du fait que les contraintes sont traite´es inde´pendamment
et sans exploiter leurs proprie´te´s se´mantiques.
Lebbah et al ont introduit un algorithme de filtrage global, nomme´
 
, pour traiter les
contraintes quadratiques [76].
  
ge´ne`re une relaxation line´aire des termes quadratiques
des e´quations puis d’utiliser l’algorithme du simplexe pour re´duire les domaines des variables.
Nous pre´sentons dans ce chapitre une approximation line´aire de´die´e aux e´quations de
distance euclidienne. Le point cle´ de cette nouvelle me´thode re´side dans le fait que ces ap-
proximations ne sont pas ge´ne´re´es pour chaque terme des e´quations mais globalement pour
chaque contrainte de distance.
  
de´finit donc une approximation plus pre´cise que
  
.
Contrairement a` la
 
notre line´arisation des contraintes ne ne´cessite pas l’ajout de va-
riables additionnelles, ce qui re´duit la taille des syste`mes line´aires engendre´s. Les performances
de
  
sur des CSP constitue´s d’e´quations de distance sont tout a` fait encourageantes.
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Heusch [51] a introduit une contrainte globale pour traiter les relations de distance entre
n points mais sans toutefois fournir de re´sultats expe´rimentaux. Son approche est base´e sur
la me´thode des “Active Areas” utilise´es par Marko´t et Csendes [85]. L’avantage de
 
est qu’il est s’agit d’un sche´ma plus ge´ne´ral et plus facile a` mettre en œuvre.
La section suivante pre´sente les principes de
 
sur un exemple tre`s simple.
6.1.1 Pre´sentation informelle
Conside´rons le syste`me de contraintes suivant :
C =
{
c1 : x
2 + y2 = 10
c2 : (x− 4)2 + y2 = 10
et supposons que les domaines des variables x et y soient x = [1, 3] et y = [1, 4]. La solution
de C (voir figure 6.1) est le point d’intersection de deux cercles de rayon √10 : C1 centre´ en
(0, 0) et C2 centre´ en (4, 0).
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Fig. 6.1 – Re´duction du domaine par 2B-consistance
La 2B-consistance re´duit le domaine initial D0 = x × y a` [1, 3]× [1, 3] puisque les bornes
des domaines des variables satisfont les contraintes c1 et c2. La figure 6.1 montre en effet que
les points I1,1 et I1,2 satisfont c1 et les points I2,1 et I2,2 satisfont c2. Pour re´duire davantage
les domaines, il faut utiliser une consistance plus forte ou une me´thode d’e´nume´ration comme
la bissection.
Le processus de relaxation de
 
(de´taille´ dans la section 3) calcule l’ensemble L(C)
des approximations line´aires des contraintes de c1 et c2 :
L(C) = L(c1) ∪ L(c2) ∪ L(c1) ∪ L(c2)
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Fig. 6.2 – Premie`re approximation des solutions de L(C).
ou` L(ci) est l’ensemble des sous-estimateurs de la contrainte ci et L(ci) est l’ensemble des
surestimateurs de ci. Plus pre´cise´ment :
– L(ci) est de´fini par trois tangentes au cercle Ci :
– αi et βi, les tangentes a` Ci aux points Ii,1 et Ii,2, les points d’intersection entre Ci et
la boˆıte de´finie par les domaines initiaux de x et y.
– γi, la tangente au milieu de l’arc de cercle Îi,1Ii,2.
– L(ci) est la corde δi entre les points Ii,1 et Ii,2.
Plus formellement, le syste`me line´aire L(C) ge´ne´re´ par   est le suivant :
L(C) =


α1 : 3y + x− 10 ≤ 0
β1 : y + 3x− 10 ≤ 0
γ1 : 2y + 2x−
√
80 ≤ 0
δ1 : y + 2x− 8 ≥ 0
α2 : 3y − (x− 4)− 10 ≤ 0
β2 : y − 3(x− 4)− 10 ≤ 0
δ2 : 2y − 2(x− 4)− 8 ≥ 0
γ2 : 2y − 2(x− 4)−
√
80 ≤ 0
Le simplexe est utilise´ pour calculer les valeurs minimales et maximales de x et y satis-
faisant les contraintes line´aires du syste`me L(C). Apre`s cette e´tape de filtrage, le domaine
initial D0 est re´duit a` la boˆıte englobant D1 (voir figure6.2), puis le processus de relaxation
recommence. Quatre ite´rations supple´mentaires permettent d’isoler la solution du syste`me
avec une pre´cision de 6 chiffres de´cimaux.
Dans la suite de ce chapitre, nous rappellerons les grandes lignes de l’algorithme
 
. La
section 3 de´taille le principe ge´ne´ral de notre approche ainsi que le processus de line´arisation en
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dimension 2. Dans la section 4 la taille des programmes line´aires ge´ne´re´s par
  
est com-
pare´ a` ceux que ge´ne`re la
  
. Enfin, la section 4 pre´sente quelques re´sultats expe´rimentaux.
6.2 Quad :un filtrage global pour les contraintes quadratiques
  
est un algorithme de filtrage global pour les syste`mes de contraintes quadratiques (c.f
[76, 89, 75] pour une description plus de´taille´e). Cet algorithme repose sur une approximation
des contraintes quadratiques du syste`me initial par un ensemble de contraintes line´aires. Le
simplexe est utilise´ pour calculer une borne infe´rieure et supe´rieure des variables.
La relaxation des contraintes quadratiques consiste d’abord a` introduire une nouvelle
variable pour chaque terme non line´aire des contraintes quadratiques. Les domaines des va-
riables additionnelles sont calcule´s en utilisant l’arithme´tique de base sur les intervalles. Les
termes quadratiques sont ensuite approxime´s par deux classes de relaxations line´aires. Ces
relaxations ge´ne`rent des surestimateurs et des sous-estimateurs line´aires qui de´finissent une
enveloppe convexe des termes quadratiques. Ces approximations apportent une meilleure es-
timation de l’ensemble des solutions que les fonctions de projection base´es sur l’arithme´tique
des intervalles.
Nous montrons dans ce chapitre que ces relaxations peuvent eˆtre ame´liore´es de manie`re
significative en construisant une approximation line´aire globalement pour chaque contrainte
de distance plutoˆt qu’en combinant les approximations de ses termes quadratiques.
Dans la section suivante, nous montrons comment le processus de relaxation de
  


exploite la se´mantique des contraintes de distance pour calculer une approximation plus
pre´cise que la
 
sans introduire de variables additionnelles.
6.3
 

: Une approche globale
  
est une contrainte globale qui a e´te´ conc¸ue pour re´soudre efficacement les
proble`mes mettant en jeu des contraintes de distance dans le plan et dans l’espace tridi-
mensionnel. Pour simplifier la description de notre me´thode, nous de´taillerons notre approche
en dimension 2 ou` les illustrations sont plus intuitives.
6.3.1 Sche´ma ge´ne´ral
  
calcule une re´duction globale des domaines en ite´rant les deux e´tapes suivantes
jusqu’a` atteindre un point fixe :
1. Relaxation des contraintes : Ge´ne´ration de L(C) l’ensemble des approximations
line´aires des contrainte cij ∈ C de la forme :
cij : (xj − xi)2 + (yj − yi)2 = δ2ij
ou` xi et yi (respectivement xj et yj) sont les coordonne´es du point Pi (respectivement
du point Pj). Ces approximations line´aires sont de la forme :
a(xj − xi) + b(yj − yi) + c ≤ 0
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ou` a, b et c sont des nombres re´els.
2. Filtrage des domaines : Utilisation du simplexe pour minimiser et maximiser chaque
xi et yi soumis aux contraintes line´aires du syste`me L(C).
Ce processus ite´ratif s’arreˆte lorsque toutes les re´ductions de domaines sont plus petites
qu’un certain re´el positif .
Pour calculer les relaxations line´aires, les contrainte cij sont mises sous forme canonique
en effectuant la substitution suivante :
x = xj − xi
y = yj − yi
ou` x et y sont des variables temporaires dont les domaines x et y sont calcule´s en utilisant
l’arithme´tique de base des intervalles. La contrainte cij s’e´crit donc :
cij : x
2 + y2 = δ2ij
Les domaines de x et de y et la distance δij sont utilise´s pour de´terminer les coefficients a, b
et c des relaxations line´aires de cij ; ces relaxations sont de la forme :
ax+ by + c ≤ 0
ou` a, b et c sont des nombres re´els. Enfin, on ge´ne`re les relaxations de la contrainte cij qui
sont effectivement ajoute´es au syste`me de contraintes ; a` savoir :
a(xj − xi) + b(yj − yi) + c ≤ 0
Le proble`me se rame`ne donc a` calculer l’ensemble L(c) des approximations line´aires d’une
contrainte sous forme canonique c : x2 + y2 = δ2. Ce proble`me est loin d’eˆtre trivial car
l’ensemble des solutions de c n’est en ge´ne´ral ni convexe ni monotone. La section suivante
montre comment de´composer les domaines de x et y de manie`re a` ce que ces proprie´te´s soient
ve´rifie´es, tandis que la section 6.3.3 montre comment calculer les relaxations de c.
6.3.2 De´composition se´mantique des domaines
Conside´rons la contrainte c : x2 + y2 = δ2 avec P(x, y) ∈ P = x × y et δ > 0. P
est de´compose´ en au plus quatre sous-domaines sur lesquels la contrainte c est monotone et
convexe :
P
++ = I2{(x, y) ∈ P/x ≥ 0, y ≥ 0, x2 + y2 = δ2}
P
−+ = I2{(x, y) ∈ P/x ≥ 0, y ≤ 0, x2 + y2 = δ2}
P
+− = I2{(x, y) ∈ P/x ≤ 0, y ≥ 0, x2 + y2 = δ2}
P
−− = I2{(x, y) ∈ P/x ≤ 0, y ≤ 0, x2 + y2 = δ2}
ou` I2E de´note la plus petite boˆıte contenant l’ensemble des valeurs de l’ensemble E. Notons
que chacun de ces sous-domaines peut eˆtre re´duit a` l’ensemble vide.
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Exemple 6.3.1 Conside´rons les variables x et y de domaines respectifs [−4, 5] et [−2, 4] et
la contrainte c :
c : x2 + y2 = 25
La figure 7.3 montre que la de´composition se´mantique de´coupe le domaine du point (x, y) en
3 sous-domaines : [0, 5]× [0, 4] re´duit a` [3, 5]× [0, 4], a` l’aide de la projection de la contrainte
c. De meˆme, [−4, 0]× [0, 4] est re´duit a` [−4,−3]× [3, 4]. [−4, 0]× [−2, 0] est e´limine´ puisque la
contrainte n’a pas de support dans ce domaine. Enfin, [0, 5]× [−2, 0] est re´duit a` [4.5825, 5]×
[−2, 0].
–4
–2
2
4
y
–4 –2 2 4 6
x
P
−+
P
++
P
+−
Fig. 6.3 – Illustration de la de´composition se´mantique sur l’exemple 7.2.1.
La de´composition se´mantique de P satisfait la proprie´te´ suivante :
Proprie´te´ 6.3.1 Soit f(x, y) = x2 + y2 − δ2 et la contrainte de´finie par f(x, y) = 0 et Soit
s ∈ {P++,P−+,P+−,P−−}, tel que s 6= ∅. Alors la fonction f est monotone sur s.
Preuve La monotonie est triviale puisque le vecteur gradient de f est (2x, 2y) et que ses
composantes sont de signe constant sur P++, P−+, P+− et P−−.
Comme f est monotone sur chacun des sous-domaines conside´re´s, nous pouvons utiliser
l’extension aux intervalles des fonctions de projection[26] associe´es a` f(x, y) pour calculer la
plus petite boˆıte qui contient toutes les solutions de c(x, y) sur le dit domaine.
Pour calculer une approximation line´aire des relations de distance, nous ge´ne´rons un en-
semble d’ine´quations qui encadrent chacun des espace solutions des sous-domaines monotones.
Ces ensembles d’ine´quations sont ensuite combine´s pour obtenir une approximation du do-
maine complet. Nous pre´sentons dans la suite les relaxations line´aires de P++, les autres se
de´rivant aise´ment par syme´trie.
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La section 3.3 montre comment obtenir une relaxation de P++ tandis que la section 3.4
montre comment combiner les approximations des sous-domaines monotones pour obtenir une
relaxation du domaine P.
6.3.3 Relaxation des contraintes de distance
Pour de´finir une approximation line´aire de l’espace des solutions, on distingue les relations
de distance suivantes :
Distance exacte c : x2 + y2 = δ2
Distance minimale c : x2 + y2 ≥ δ2
Distance maximale c : x2 + y2 ≤ δ2
La contrainte c e´tant la conjonction des contraintes c et c, le proble`me se rame`ne a` trouver
les relaxations de c et c. Les relaxations de c seront de´finies par l’union de ces estimations.
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Fig. 6.4 – Relaxation de c sur P++.
Les relaxations de c et c sont calcule´es en conside´rant les points d’intersection entre le
cercle de´fini par c et la boˆıte P++. La figure 6.4 montre que ces points, que l’on de´finit comme
e´tant les points d’intersection de P++, sont I1(x, y) et I2(x, y).
De manie`re triviale, les tangentes en un point de l’arc de cercle Î1I2 de´finissent une sures-
timation des solutions de c. De meˆme, la corde [I1I2] de´finit une sous-estimation des solutions
de c.
Plus formellement, les propositions 6.3.1 et 6.3.2 de´finissent l’ensemble de sous-estimations
de c et l’ensemble des surestimations de c sur le sous-domaine P++.
L’ensemble L(c,P++) des sous-estimations de c correspondent au demi-plan de´limite´ par
le segment [I1I2] et qui ne contient pas le point (0, 0).
Proposition 6.3.1 (Sous-estimations) Conside´rons la contrainte c : x2 + y2 ≥ δ2, avec
(x, y) ∈ P++ = [x, x]× [y, y].
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Soit L(c,P++) l’ensemble de´fini par la relation suivante :
β : (x− x)y + (y − y)x+ xy − xy ≥ 0
Alors, L(c,P++) est une sous-estimation line´aire de c.
L’ensemble L(c,P++) des surestimations de c correspond a` l’intersections des demi-plans
contenant le point (0, 0) et de´limite´s par trois tangentes en I1, en I2 et au milieu de l’arc de
cercle Î1I2.
Proposition 6.3.2 (Surestimations) Conside´rons la contrainte c : x2 + y2 ≤ δ2, avec
(x, y) ∈ P++ = [x, x]× [y, y].
Soit L(c,P++), l’ensemble de´fini par les relations suivantes :

α1 : yy + xx− δ2 ≤ 0
α2 : yy + xx− δ2 ≤ 0
α3 : (x− x)y + (y − y)x− γ ≤ 0
ou` γ = δ
√
(x− x)2 + (y − y)2.
Alors, L(c,P++) est une surestimation line´aire de c.
Les surestimations et les sous-estimations de P+−, P−+ et P−− sont de´rive´es de P++ par
syme´trie. Les relaxations comple`tes de c, c et c sur les sous-domaine S sont alors de´finies par :

L(c, S) = L(c, S)
L(c, S) L(c, S)
L(c, S) = L(c, S) ∪ L(c, S)
La section suivante montre comment combiner ces approximations line´aires pour obtenir
L(c,P), une approximation de c sur le domaine initial P.
6.3.4 Combinaison des approximations
Les tangentes au cercle de´fini par c surestiment les sous-ensembles de solutions contenus
par chacun les sous-domaines. Par conse´quent, l’ensemble des surestimations de P est de´fini
par l’union des surestimations de ses sous-domaines :
L(c,P) = L(c,P++) ∪ L(c,P−+) ∪ L(c,P+−) ∪ L(c,P−−)
La combinaison des sous-estimations des sous-domaines est plus complique´e ; l’union de
ces approximations n’e´tant pas convexe en ge´ne´ral.
Soit k le nombre de sous-domaines monotones non vides de P. Il est e´vident que pour
k = 4 il n’existe aucune sous-estimation convexe. Le proble`me se rame`ne donc a` combiner les
sous-estimations de c sur k sous-domaines monotones avec k = 2 ou k = 3. Il est facile de
montrer que pour k = 2, les 2 sous-domaines sont contenus dans deux quadrants contigus.
Dans tous les cas, L(c,P) doit eˆtre une sous-estimation de L(c, S) pour tout sous-domaine
S de P. Conside´rons tous les demi-plans de´finis par les segments entre chaque couples de points
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d’intersection. La sous-estimation globale est de´limite´e par le segment qui sous-estime l’en-
semble de ces demi-plans, dans le domaine conside´re´.
Ce segment (ou ce plan en dimension 3) peut eˆtre de´termine´ en calculant l’enveloppe
convexe de l’ensemble des points d’intersection. Dans le plan, on peut toutefois de´terminer
plus simplement ce segment en triant l’ensemble des points d’intersections par angle croissant
par rapport a` un point choisi dans un quadrant ne contenant pas de solutions. L(c,P) est
alors de´fini par le premier et le dernier point de cet ensemble trie´.
La figure 6.5 montre un exemple d’une telle combinaison pour k = 3.
–4
–2
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4
y
–4 –2 2 4
x
L(c,P++)
L(c,P) L(c,P+−)
I4
L(c,P−+) I2 I3
I1
I5
Fig. 6.5 – Sous-estimations de trois sous-domaines.
Dans la section suivante, nous comparons les syste`mes line´aires engendre´s par la
  
avec ceux ge´ne´re´s par
 
.
6.4 Taille des programmes line´aires ge´ne´re´s
Dans le cas ge´ne´ral, c’est-a`-dire pour des contraintes de distance dans un espace de dimen-
sion p, le nombre de contraintes ge´ne´re´es par
 
est exponentiel. En effet, le nombre
de contraintes line´aires ge´ne´re´es est :
(p+ 1)2pm
ou` (p+1) est le nombre de contraintes line´aires engendre´es sur un sous-domaine monotone, 2p
est le nombre maximal de sous-domaines engendre´s par la de´composition se´mantique et m est
le nombre de contraintes de distance du syste`me initial. Toutefois, rappelons que
 
a
e´te´ conc¸u pour re´soudre des syste`mes de contraintes de distance dans le plan et dans l’espace.
Dans ce cas, le nombre de contraintes ge´ne´re´es par
 
est tout a` fait raisonnable.
Nous comparons dans ce chapitre la taille des programmes line´aires engendre´s par
 
a` ceux ge´ne´re´s par
  
en dimension 2 et 3.
Conside´rons un CSP constitue´ de m contraintes de distance mettant en jeu n points.
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Nombre de variables
 
utilise la forme de´veloppe´e des e´quations de distance en di-
mension 2 :
x2i + x
2
j + y
2
i + y
2
j + 2xixj + 2yiyj = δ
2
ij
et ajoute une variable supple´mentaire pour chaque terme carre´ et pour chaque terme produit,
soit 2n + 2m variables ajoute´es aux 2n variables initiales et donc un total de (4n + 2m)
variables.
  
n’introduit pas de variables additionnelles, donc le nombre de variables des
syste`mes line´aires engendre´s est e´gal a` 2n.
Le nombre de variables des programmes line´aires engendre´s par
 
est donc toujours
plus petit.
Nombre de contraintes line´aires Au pire des cas,
 
engendre 3 ine´quations line´aires
pour chaque terme carre´ et 4 ine´quations pour chaque terme produit, soit au total CQ =
4× 2m+ 3× 2n = 8m+ 6n.
  
calcule au pire des cas 3 surestimations sur chacun des 4 sous-domaines mono-
tones et aucune sous-estimation. Le nombre de contraintes line´aires engendre´es est donc 12
par contraintes, soit CQD = 12m contraintes line´aires.
Si le graphe de contraintes ne contient pas de noeuds isole´s, c’est-a`-dire si n > m, on a
CQ − CQD = 6n − 4m > 2m, alors le nombre de contraintes engendre´es par
 
est
infe´rieur au nombre de contraintes ge´ne´re´es par
  
. En dimension 3, on peut montrer de
manie`re analogue que CQ −CQD > 0 si et seulement si m < 9/20n. Autrement dit,  
ge´ne`re toujours moins de contraintes line´aires que
 
pour des graphes de contraintes ayant
une densite´ moyenne infe´rieure a` 9/20.
6.5 Re´sultats expe´rimentaux
Nous avons compare´ les temps de re´solution de
  
avec et ceux de la
 
sur
diffe´rents proble`mes de contraintes de distance :
– Le proble`me du pentagone(penta1, penta2 et penta3) ainsi que sur une extension (ext-
pentaN) de ce proble`me (Ces proble`mes sont de´crits dans la section 7.4.1).
– octohedron0, octohedron1, octohedron2 sont 3 instanciation du proble`me de la mole´cule
de´crite dans [39].
– minimal et minass sont deux proble`mes de contraintes ge´ome´triques de´crites dans [59].
– ponts0, ponts1 et ponts2 sont 3 instances du proble`me des ponts de´crit dans le chapitre
5. Ces 3 instances diffe`rent sur le nombre de solutions, et ont e´te´ construite a` partir
d’une solution du syste`me n prenant une boˆıte de plus en plus grande autour de cette
solution. ponts0 (resp. ponts1, ponts2 ) a 1 solution (resp. 15 solutions et 128 solutions).
– robot2D est le proble`me du robot plan de´crit dans l’article [45], de´ja` mentionne´ dans
l’introduction de cette the`se (voir figure 7.7 page 85). viorel2 est une variante de ce
proble`me (meˆme structure, seules les distances changent).
Le tableau 7.8 re´capitule les re´sultats obtenus sur un PC muni d’un processeur Pentium
IV a` 2Ghz avec 256Mo de RAM. Pour chacun des solveurs, on affiche les temps de re´solution1
en secondes (t) et le nombre d’appels au simplexe (S).
1C’est-a`-dire recherche de toutes les solutions avec une pre´cision de 1e-8
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pb Quad QuadDist Quad/QuadDist
SQ tQ(s) SQD tQD(s) SQD/SQD tQ/tQD
dhingra 2263 10.730 1080 0.82 2.09 13.08
octohedron0 1542 6.282 6156 3.01 .25 2.08
octohedron1 1542 6.278 6156 2.94 .25 2.13
octohedron2 4028 15.212 14436 5.09 .27 2.98
minass 4846 16.104 2916 1.33 1.66 12.10
minimal 1188 1.886 1146 0.35 1.03 5.38
pentagone1 96 0.188 16 0.01 6.00 18.80
pentagone2 816 1.306 1008 0.29 .80 4.50
ext-penta1 95616 678.732 3356 2.41 28.49 281.63
ext-penta2 139960 1091.779 69956 39.96 2.00 27.32
ponts0 677 11.467 72 0.14 9.40 81.90
ponts1 792742 13028.784 171826 195.57 4.61 66.61
ponts2 1965649 36000.477 587398 703.50 3.34 51.17
robot2D 1254 1.845 1104 0.50 1.13 3.69
viorel2 9992 41.644 5928 3.99 1.68 10.43
Fig. 6.6 – Comparaison des temps de calculs pour
  
et pour
 
% reduction iterations
 
56.45 402.23
  
56.63 356.67
Tab. 6.1 – Re´duction des domaines et nombre d’ite´rations de
  
en comparaison avec
 
On peut remarquer que pour l’ensemble de ces proble`mes,
 
ame´liore significati-
vement les performances de la
 
. Par exemple, pour le proble`me ext-penta1,
 
est
280 fois plus rapide que
 
. Le nombre d’appels au simplexe est e´galement re´duit, ce qui
montre que
 
converge plus vite vers le point fixe.
6.5.1 Proble`mes ale´atoires
En nous alignant sur la me´thodologie utilise´e dans [38] et KB03, nous avons ge´ne´re´s des
instances de syste`mes satisfiables de contraintes de distance avec un nombre de points n
variant de 3 a` 20 et un graphe de distance complet.
Pour chaque valeur de n, 25 proble`mes ont e´te´ ge´ne´re´s en prenant un ensemble ale´atoires de
points dans le plan. Les contraintes de distance sont donne´es par les distances entre chaque
paire de points. Les domaines sont ge´ne´re´s en prenant une boˆıte de taille ale´atoire autour
des points. Les performances moyennes de
 
et de QuadDist pour chaque ensemble de
proble`mes sont reporte´es sur la figure 6.7.
Les deux algorithmes ont e´te´ parame`tre´s pour obtenir des boˆıtes avec une pre´cision de 10−6
sur les bornes. Autrement dit, l’ite´ration de relaxation+filtrage s’arreˆte lorsque la re´duction
globale des domaines est infe´rieure a` 10−6. Les calculs ont e´te´ effectue´s sous Linux, sur un
PC e´quipe´ d’un processeur Pentium IV cadence´ a` 2.2Ghz avec 512Mo de me´moire.
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Fig. 6.7 – Temps d’execution par rapport au nombre de variables des syste`mes line´aires
engendre´s
Sur ces instances ale´atoires, on remarque que les deux algorithmes calculent pratiquement
la meˆme re´duction des domaines, mais
 
requiert moins d’ite´rations pour approximer
l’espace des solutions (voir table 6.1). En revanche,
  
est bien plus rapide que
 
:
par exemple
 
requiert moins de 30s en moyenne pour filtrer un proble`me a` 20 points,
alors que
  
demande plus de 700s.
Troisie`me partie
Contribution a` la re´solution de
CSPs continus
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Chapitre 7
De´composition se´mantique pour les
contraintes de distance
Les solveurs de syste`mes de contraintes combinent des techniques de filtrage avec des
techniques de recherche syste´matiques qui ne tiennent pas compte de la se´mantique des
contraintes. Nous proposons dans ce chapitre une technique de de´composition de domaines
guide´e par la se´mantique des contraintes de distance. Cette de´composition se´mantique, que
nous nommerons 

(Semantic Domain Decomposition), isole les sous-espaces disjoints dans
l’espace de recherche. Les domaines des coordonne´es d’un meˆme point sont de´compose´s et
re´duits par la 

en utilisant les proprie´te´s de monotonie et de convexite´ des contraintes
de distance. Nous montrons comment cette technique peut eˆtre combine´e avec diffe´rents fil-
trages. L’apport de la 

est mis en e´vidence sur diffe´rents CSPs constitue´s d’e´quations de
distance.
7.1 Introduction
La satisfaction d’un syste`me de contraintes nume´riques (ou NCSP1) est un proble`me qui
a de nombreuses applications dans les sciences de l’inge´nieur. Un NCSP est de´fini par un
ensemble X de variables, un ensemble D de domaines associe´s a` ces variables, ainsi qu’un
ensemble C de contraintes constitue´ d’e´galite´s et d’ine´galite´s entre des fonctions nume´riques
impliquant ces variables. La repre´sentation des domaines par des intervalles a permis une
adaptation des outils existants en programmation par contraintes sur des domaines finis. Plus
particulie`rement, les techniques de consistances locales [84], comme la kB-consistance [79, 80]
ou la Box-consistance [99] calculent une approximation exte´rieure de l’ensemble des solutions.
     
  
     
                  
S4
S = S1 ∪ S2 ∪ S3 ∪ S4
S1 S2 S3
Fig. 7.1 – Disjonctions dans l’espace des solutions
Pour isoler les solutions ponctuelles du syste`me, on utilise des me´thodes d’e´nume´ration,
comme la bisection, en combinaison avec ces techniques de filtrage local. La plupart des sol-
1Numerical Constraint Solving Problem
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veurs de contraintes mettent en œuvre ces techniques de manie`re syste´matique, souvent sans
tenir compte de la se´mantique du proble`me. C’est notamment le cas pour la re´solution de
contraintes ge´ome´triques ou` les points sont repre´sente´s par un ensemble de variables traite´es
de manie`re inde´pendante. D’autre part, l’utilisation des proprie´te´s des contraintes, comme la
monotonie ou la convexite´, ame´liore l’efficacite´ des techniques de re´solution usuelles [21].
Nous proposons dans ce chapitre une strate´gie de recherche qui s’appuie sur la se´mantique
des contraintes. L’inte´reˆt de cette strate´gie est illustre´e sur des proble`mes de satisfaction de
contraintes de distance.
Diffe´rentes techniques spe´cifiques de filtrage ont e´te´ propose´es pour la re´solution de syste`mes
d’e´quations de distance, notamment les travaux de Lebbah et al qui introduisent une me´thode
de filtrage global nomme´e Quad et spe´cifiquement adapte´e aux contraintes quadratiques [76,
89]. On peut citer e´galement les travaux de Markot et Csendes qui pre´sentent une technique
base´e sur une repre´sentation des domaines par des polytopes convexes [85, 115, 86]. Cette
technique, nomme´e Method of “Active Areas”, a e´te´ re´introduite par Heusch sous la forme
d’une contrainte globale [51].
L’approche propose´e ici est comple´mentaire a` ces filtrages dans la mesure ou` elle guide la
strate´gie de recherche. Son objectif est d’identifier des points de choix les plus plus pertinents.
C’est une approche alternative aux techniques de de´composition structurelle du graphe de
contraintes introduites par Jermann et al [62, 60, 61]. En effet, cette dernie`re approche utilise
la structure des syste`mes de contraintes pour de´composer en sous-syste`mes plus simples alors
que nous proposons d’utiliser les proprie´te´s des contraintes pour de´composer les domaines.
La section suivante de´crit de manie`re informelle le principe de notre strate´gie de recherche
guide´e par la se´mantique des contraintes de distance.
7.2 Description informelle
Les me´thodes de re´solution de CSPs nume´riques sont souvent base´es sur une approche de
type Branch & Prune. Basiquement, l’ide´e est de de´couper le domaine d’une variable afin de
diviser le proble`me en deux sous-proble`mes (Branch). Chaque sous-proble`me est alors re´duit
ou e´limine´ en utilisant une me´thode de filtrage, par exemple une consistance locale. Puis, un
nouveau domaine est choisi pour eˆtre de´coupe´ et le processus recommence jusqu’a` ce que tous
les domaines soient de taille infe´rieure a` un certain parame`tre de pre´cision.
Notre de´composition se place en amont de la re´solution proprement dite dans la mesure
ou` elle divise l’espace de recherche en sous-espaces ve´rifiant de fortes proprie´te´s ( consis-
tance locale et monotonie des contraintes) mais non ne´cessairement re´duits a` une solution
ponctuelle.
7.2.1 De´composition se´mantique des domaines
Nous introduisons ici une technique de de´composition se´mantique pour les contraintes de
distance, nomme´e 

(Semantic Domain Decomposition). Cette me´thode de´coupe et re´duit
les domaines des points mis en jeu dans une contrainte de distance en utilisant ses proprie´te´s
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de monotonie. La forme canonique des e´quations de distance 2 X2 + Y 2 −D2 = 0 est utilise´e
pour isoler ces parties monotones sur R+ × R+, R+ × R−, R− × R+ et R− × R−.
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Fig. 7.2 – La figure de gauche montre les domaines de A et B apre`s un filtrage par 2B-
consistance. Les carre´s pleins repre´sentent les continuums de solutions. La figure de droite
montre les 4 sous-domaines de A et ceux de B ainsi que leurs liaisons dans la micro-structure
calcule´e par la 

.
Un changement de variable line´aire permet de passer de la forme canonique a` une contrainte
et ainsi d’extraire les sous-domaines des points sur ces parties monotones. L’exemple suivant
illustre les apports de 

par rapport aux consistances locales :
Exemple 7.2.1 Soient 2 points du plan A(xA, yA) et B(xB, yB) dont les domaines sont res-
pectivement les boˆıtes [−3, 2]× [−1, 1] et [−2, 1]× [−2, 2]. On cherche a` de´terminer les points
A et B tels que la longueur du segment [AB], note´e D, soit dans l’intervalle [4.95, 5]. Le CSP
correspondant est de´crit par la contrainte (xA − xB)2 + (yA − yB)2 = D2, avec xA ∈ [−3, 2],
xB ∈ [−1, 1], yA ∈ [−2, 1], yB ∈ [−2, 2] et D ∈ [4.95, 5].
La 2B-consistance ne permet pas de re´duire ces domaines ; la figure 7.2 (a` gauche) montre
que les continuums de solutions sont proches des bornes des domaines. A` droite, la figure 7.2
montre que la 

divise le CSP initial en 4 sous-CSP correspondant aux 4 sous-espaces de
solutions locales. Ces sous-espaces sont mode´lise´s par un graphe de sous-domaines dont les
areˆtes sont les segments A1B3, A2B4, A3B1 et A4B2.
Notons qu’avec une pre´cision de l’ordre de 0.05 la bisection combine´e a` la 2B permettrait
d’obtenir un re´sultat similaire mais avec 2 e´tapes de division alors que la 

ne ne´cessite
qu’une e´tape. La combinaison 2B & bisection avec une petite pre´cision conduirait a` e´nume´rer
un grand nombre de points solutions du syste`me.
Une approche base´e sur les unions d’intervalles [15] permettrait e´galement d’obtenir une
de´composition similaire pour chacun des domaines mais sans la micro-structure. Sans ces
liaisons, les 16 combinaisons de sous-domaines doivent eˆtre examine´es afin de trouver les
sous-espaces potentiellement porteurs de solutions.
2En dimension 2 pour simplifier la notation. La ge´ne´ralisation en dimension quelconque est triviale.
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7.2.2 De´composition se´mantique d’un CSP
Dans cette section, nous montrons sur un exemple simple comment la 

est propage´e sur
l’ensemble du syste`me de contraintes. Le re´sultat de cette propagation est une de´composition
du CSP initial en un ensemble de sous-domaines sur lesquels toutes les contraintes sont
consistantes et monotones. Dans cet exemple notre algorithme de de´composition suffit a` isoler
rapidement les solutions du syste`me.
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Fig. 7.3 – La figure 7.3(a) montre la de´composition du domaine de B en 2 sous-domaines B1
et B2, pour la contrainte c1. La figure 7.3(b) montre la de´composition du domaine de C en 4
sous-domaines C1, C2, C3 et C4, pour la contrainte c2.
Exemple 7.2.2 Conside´rons dans le plan, 3 points A(0, 0), B(xB, yB) et C(xC , yC) ou` le
point P1 est fixe´ a` l’origine du repe`re carte´sien. Les domaines initiaux de xB, yB, xC et yC
sont respectivement [1, 3], [−3, 3], [−3, 2] et [−1, 2]. Les distances entre les points sont donne´es
par : AB2 = 13,AC2 = 5 et BC2 = 10. Le CSP correspondant est le suivant :
– X = {xB , yB , xC , yC}.
– D = {[1, 3], [−3, 3], [−3, 2], [−1, 2]}.
– C =


c1 : x
2
B + y
2
B = 13
c2 : x
2
C + y
2
C = 5
c3 : (xB − xC)2 + (yB − yC)2 = 10
Les 3 solutions de ce CSP sont repre´sente´es graphiquement sur la figure 7.4.
La 

applique´e a` la contrainte c1 de´compose le domaine initial de B en 2 sous-domaines
B1 et B2. De meˆme, la contrainte c2 permet a` la 

de de´composer le domaine de C en 4
sous-domaines C1, C2, C3 et C4. La figure 7.3 montre le re´sultat de cette de´composition. Le
traitement de la contrainte c3 nous conduit a` examiner les 8 combinaisons de sous-domaines
de B et C :
– B1C4 et B2C4 sont imme´diatement e´limine´es car C4 n’a de support ni dans B1, ni dans
B2.
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Fig. 7.4 – Les 3 solutions du CSP de l’exemple 7.2.2 sont les triangles ABC, AB′C ′ et AB′′C ′′.
– De meˆme pour B2C3 et B2C1, car B2 n’a de support ni dans C3, ni dans C1.
– Une consistance locale applique´e a` B1C1, B1C3 et B2C2 suffit a` isoler les 3 solutions du
syste`me.
La suite de ce chapitre est organise´e de la manie`re suivante : la section 7.3 de´taille la
de´composition se´mantique des domaines et l’algorithme de de´composition de CSP. Enfin,
la section 8.4 montre que la 

ame´liore les performances des me´thodes traditionnelles
(consistance locale couple´e avec la bisection) pour diffe´rentes variantes du classique proble`me
du pentagone, ainsi que pour un proble`me classique de robotique.
7.3 De´composition se´mantique d’un CSP
Les solveurs de contraintes utilisent habituellement une technique de bisection qui consiste
a` de´couper un domaine en deux parties ge´ne´ralement de meˆme taille. Diffe´rentes heuristiques
(taille des domaines, variables contigue¨s, . . .) peuvent eˆtre utilise´es pour se´lectionner le do-
maine de la variable a` bisecter. C’est une me´thode syste´matique qui ne prend pas en compte
les informations spe´cifiques des contraintes conside´re´es.
Nous proposons une strate´gie de re´solution qui tire profit des proprie´te´s spe´cifiques des
contraintes de distance. Les principales caracte´ristiques de cette me´thode sont :
– Un de´coupage simultane´ de toutes les variables lie´es par une contrainte.
– Une strate´gie de choix de point de coupe qui exploite les proprie´te´s se´mantiques des
contraintes (monotonie et convexite´).
Cette strate´gie ame´liore les performances des solveurs de contraintes base´es sur des consis-
tances locales (c.f. expe´rimentations dans la dernie`re section de ce chapitre).
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Dans cette section nous de´crivons plus formellement notre algorithme de de´composition.
La section 7.3.2 de´taille la re´e´criture du CSP initial avant l’application de notre strate´gie
de recherche. Dans la section 7.3.3, nous verrons que le sche´ma ge´ne´ral de cet algorithme
repose non sur un de´coupage syste´matique des domaines mais guide´ par la se´mantique des
contraintes.
7.3.1 De´composition se´mantique d’une contrainte de distance
Dans le chapitre 6, nous avons de´fini la de´composition se´mantique des contraintes de
distance. Plus formellement,
De´finition 7.3.1 Conside´rons la contrainte c : x2 + y2 = δ2 avec P(x, y) ∈ P = x × y et
δ > 0. On de´finit 

(c,P) par l’ensemble des sous-domaines suivants :
P
++ = I2{(x, y) ∈ P/x ≥ 0, y ≥ 0, x2 + y2 = δ2}
P
−+ = I2{(x, y) ∈ P/x ≥ 0, y ≤ 0, x2 + y2 = δ2}
P
+− = I2{(x, y) ∈ P/x ≤ 0, y ≥ 0, x2 + y2 = δ2}
P
−− = I2{(x, y) ∈ P/x ≤ 0, y ≤ 0, x2 + y2 = δ2}
ou` I2E de´note le plus petit rectangle contenant l’ensemble des valeurs de l’ensemble E.
Notons que chacun de ces sous-domaines peut eˆtre re´duit a` l’ensemble vide.
La fonction 

(c.f. Fonction 1) re´alise cette de´composition se´mantique en conside´rant
une contrainte de distance sous forme canonique C et le domaineX = x×y du vecteur associe´
a` C. La re´duction des sous-domaines (ligne 7) est effectue´e par la fonction 	

(X , C) qui
utilise les fonctions de projection suivantes :
x ← x ∩ SQRT (δ2 − x2)
y ← y ∩ SQRT (δ2 − y2)
ou` SQRT est l’extension aux intervalles[26] de la fonction
√
. Les sous-domaines non re´duits
a` l’ensemble vide sont ajoute´s a` l’ensemble S, destine´ a` contenir les sous-domaines re´sultant
de cette de´composition (ligne 9).
Cette fonction dont la complexite´ temporelle est constante renvoie donc l’ensemble des
sous-domaines de´crits par la proposition 6.3.1.
Notons qu’en dimension p le nombre maximal de sous-domaines engendre´s par cette
de´composition est exponentiel et e´gal a` 2p. Ne´anmoins cette me´thode est tout a` fait adapte´e
en dimension faible (2 et 3), ou` les applications faisant intervenir des contraintes de distance
sont les plus nombreuses.
Notons e´galement qu’un sous-domaine s issu de la de´composition se´mantique ne peut eˆtre
de´compose´ a` plusieurs reprises, ce qui se traduit par la proprie´te´ suivante :
Proprie´te´ 7.3.1 (Point fixe) Soit s ∈ (c,X ) alors (c, s) = s.
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Function 1 

(C,X )
1: X1 ← {(x, y) ∈X : x ≥ 0 ∧ y ≥ 0}
2: X2 ← {(x, y) ∈ D : x ≤ 0 ∧ y ≥ 0}
3: X3 ← {(x, y) ∈ D : x ≤ 0 ∧ y ≤ 0}
4: X4 ← {(x, y) ∈ D : x ≥ 0 ∧ y ≤ 0}
5: S ← ∅
6: for all i such that 1 ≤ i ≤ 4 do
7: X i ← 	

(X i, C)
8: if Xi 6= ∅ then
9: S ← S ∪ {Xi}
10: end if
11: end for
12: return S
7.3.2 Re´e´criture du CSP initial
Conside´rons un CSP (X ,D, C) constitue´ exclusivement de m contraintes de distance de la
forme3 :
ck : (xjk − xik)2 + (yjk − yik)2 = δ2k
La re´e´criture du CSP initial consiste a` mettre toutes les contraintes sous forme canonique.
Pour chaque contrainte ck on introduit deux variables additionnelles Xk et Yk correspondant
aux coordonne´es du vecteur
−−−−→
PikPjk . Les domaines V k des vecteurs (Xk, Yk) sont calcule´s
en utilisant l’arithme´tique des intervalles. La re´e´criture du syste`me consiste a` ajouter les
contraintes de changement de repe`re et a` remplacer ck par sa forme canonique :

c′k : X
2
k + Y
2
k = δ
2
k
Xk = xjk − xik
Yk = yjk − yik
L’ensemble des domaines est donc de la forme :
D = {V 1, . . . ,V m,P1, . . . ,Pn}
ou` Pi est le domaine du point Pi avec 1 ≤ i ≤ n, et V k est le domaine du vecteur (Xk, Yk)
associe´ a` la contrainte c′k avec 1 ≤ k ≤ m.
Les contraintes c′k e´tant sous forme canonique, les domaines V k des vecteurs (Xk, Yk)
pourront eˆtre de´compose´s en utilisant la technique de de´composition se´mantique (c.f section
7.3.1).
7.3.3 Algorithme de de´composition se´mantique
Notre algorithme de De´composition Se´mantique, nomme´

, conside`re un CSP (X,D,C)
et calcule une de´composition du domaine initial D et un ensemble de sous-domaines sur
lesquels :
– toutes les contraintes de C sont monotones
3Nous de´crivons notre me´thode en dimension 2, l’extension en dimension supe´rieure est triviale
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– une proprie´te´ de consistance locale est ve´rifie´e
Par exemple, soit le CSP initial ({x, y}, {x,y}, C).  va ge´ne´rer un ensemble de couples
de la forme {xi,yj} ou` xi ⊂ x et yj ⊂ y De plus, pour chacun de ces couples engendre´s par

, les CSP ({x, y}, {xi,yj}, C) ve´rifient une proprie´te´ de consistance locale.

 est donc parame´tre´ par une fonction nomme´e 
	
qui e´tant donne´ un CSP (X,D,C)
renvoie l’ensemble des domaines obtenus par un filtrage utilisant une consistance locale(e.g.
2B-consistance[79, 80], Box-consistance[99]). Si le CSP ne ve´rifie pas la consistance locale
associe´e a` 
	
, cette fonction renvoie un ensemble vide.
Le principe de

 (voir fonction 2) est sensiblement le meˆme que celui d’un algorithme
de recherche arborescente base´ sur la bisection. La principale diffe´rence e´tant le fait que
les domaines des (Xk, Yk) sont de´compose´s en utilisant la de´composition se´mantique de´crite
pre´ce´demment. Contrairement a` la bisection dont le processus de de´composition ne s’arreˆte
que lorsque tous les domaines sont suffisamment petits (de taille infe´rieure a` un  > 0 donne´),
le point fixe est atteint lorsque tous les domaines on e´te´ conside´re´s (voir proprie´te´ 7.3.1).
Autrement dit, tous les domaines des vecteurs V k ve´rifient la proprie´te´ V k = 

(V k, ck),
ce qui signifie que V k a de´ja` e´te´ de´compose´ par 

.
Function 2

(X ,D, C)
1: R← ∅
2: Q← {D}
3: while Q 6= ∅ do
4: Choose S from Q %% S = {V 1, . . . ,V m,P1, . . . ,Pn}
5: if V k = 

(V k, ck) for all V k ∈ S then
6: R← R ∪ {S}
7: else
8: Choose V k from S
9: Let ck ∈ C the constraint associated to V k.
10: for all s ∈ (V k, ck) do
11: S′ ← S[V k ← s] %% S′ = {V 1, . . . ,V k−1, s,V k+1, . . . ,V m,P1, . . . ,Pn}
12: S′ ← 	(X , S′, C) %% Local filtering of the domain S′
13: if S′ 6= ∅ then
14: Q← Q ∪ {S′}
15: end if
16: end for
17: end if
18: end while
19: return R
Plus pre´cise´ment,

 utilise un ensemble Q contenant des sous-domaines du domaine
initial et initialise´ a` {D} (ligne 2). S est alors extrait de l’ensemble Q et l’on ve´rifie si le point
fixe est atteint (lignes 4 et 5).
Si c’est le cas, S est ajoute´ a` R, l’ensemble destine´ a` contenir les sous-domaines engendre´s
par

 (ligne 6). Sinon, on choisit un vecteur dont le domaine V k n’a pas encore e´te´ de´compose´
par 

(ligne 8). Pour tous les sous-domaines engendre´s par la de´composition se´mantique
du domaine du vecteur choisi (ligne 10), on ajoute a` Q les sous-domaines de S correspondants
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s’ils ve´rifient la proprie´te´ de consistance locale (lignes 10 a` 15). L’appel a` la fonction 
	
utilise toutes les contraintes de C pour re´duire les domaines de toutes les variables.
L’heuristique utilise´e pour choisir le sous-domaine extrait de Q (ligne 4) est de choisir
celui dont la de´composition est la plus avance´e. Cela correspond a` une recherche arborescente
en profondeur d’abord, ce choix se fait donc en temps constant.
L’heuristique utilise´e pour choisir le prochain domaine a` de´composer (ligne 8) est de choi-
sir celui dont la de´composition par 

engendre un nombre de sous-domaines minimal et
strictement supe´rieur a` 1. Une recherche exhaustive du minimum est utilise´e avec une com-
plexite´ temporelle en O(m) ou` m est le nombre de vecteurs, c’est-a`-dire de contraintes du
syste`me.
Nous allons maintenant montrer l’apport de notre algorithme de de´composition sur diffe´rentes
expe´rimentations.
7.4 Re´sultats expe´rimentaux
Les sections 7.4.1 et 7.4.2 de´taillent respectivement les proble`mes du pentagone et de la
cine´matique directe d’un robot plan. Les re´sultats obtenus par

 sur ces proble`mes sont
de´taille´s dans la section 7.4.3, ainsi que la comparaison de ces re´sultats avec ceux obtenus
avec la bisection.
7.4.1 Proble`me classique du pentagone
O
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D
C
B
E
A
B
C
OA
B
C
D
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O
Pentagone Pentacle Triangle
Fig. 7.5 – Solutions du proble`me du pentagone
Le proble`me du pentagone est un CSP bien connu dans la communaute´ de la programma-
tion par contraintes sur les domaines continus. Il est souvent utilise´ pour illustrer les proble`mes
que rencontrent les me´thodes de filtrage local, lorsque l’espace solution est fractionne´. Il s’agit
d’un CSP ge´ome´trique en 2D, constitue´ de 5 points P1,P2,P3,P4, et P5 sur le cercle unitaire,
tels que les segments P1P2, P2P3, P3P4, P4P5, et P1P5 soient de longueur e´gale a` d. L’un de
ces 5 points est fixe´ au point de coordonne´es (1,0) pour e´viter que le nombre de solutions ne
soit infini. Selon le choix de la distance d entre deux points conse´cutifs, on obtient 3 instances
que nous nommerons penta1, penta2 et penta3 donnant lieu a` 3 types de solutions (Fig. 7.5) :
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1. penta1 : Si d = 2 sin(pi5 ) il y a 2 solutions pour la combinaison P1P2P3P4P5 formant un
pentagone, ABCDE, AEDCB.
2. penta2 : Si d = 2 sin(2pi5 ) il y a 2 solutions pour la combinaison P1P2P3P4P5 formant un
pentacle, ABCDE, AEDCB.
3. penta3 : Si d = 2 sin(2pi3 ) il y a 10 solutions pour la combinaison P1P2P3P4P5 formant un
triangle, ABCAB,ACBAC,ABCAC,ACBAB,ABABC,ACACB,ABCBC,ACBCB,
ABACB et ACABC.
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Fig. 7.6 – Ajout de contraintes dans le proble`me du pentagone
Pour compliquer un peu le proble`me, cinq points supple´mentaires sont ajoute´s au proble`me
initial, un entre chaque areˆte a` une distance de 1 de chaque extre´mite´ (Fig. 7.6). Pour une
solution du proble`me classique, cela engendre 25 = 32 fois plus de solutions, soit 64 pour
penta1 et penta2, et 320 pour penta3. L’instance correspondant a` l’extension de penta1 (resp.
penta2, penta3 ) e´tendue par ce proce´de´ sera nomme´e ext-penta1 (resp. ext-penta2, ext-penta3 )
7.4.2 Cine´matique directe d’un robot plan
Le manipulateur de type 3-RPR est forme´ de deux triangles : la base ABC et la plate-forme
DEF relie´s par 3 jambes AD, BE et CF (voir figure 7.7). Le proble`me de la cine´matique
directe est de trouver toutes les positions de la plate-forme compatibles avec les longueurs des
jambes qui sont les donne´es du proble`me. Ce proble`me posse`de 6 solutions re´elles[45].
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A(0, 0) B(15.91, 0) x
14.98
15.38
14.98
D
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θ
θ = 0.882603
C(0, 10)
Fig. 7.7 – Un manipulateur planaire de type 3-RPR
Pb(#sol) Bisection


2B(10−10) Box(10−10) 2B(10−10) Box(10−10)
t(s) #box t(s) #box t(s) #box t(s) #box
penta1(2) 0.02s 4 0.16s 4 0.03s 2 0.16s 2
penta2(2) 0.03s 100 0.07s 2 0.03s 2 0.03s 2
penta3(10) 0.04s 56 0.63s 192 0.03s 10 0.18s 10
ext-penta1(64) 1.47s 5128 3.02s 64 0.26s 64 2.71s 64
ext-penta2(64) 3457.32s 430798 1.91s 64 0.08s 16 0.52s 16
ext-penta3(320) 21.44s 87642 1705.45s 210398 1.12s 320 9.53s 320
robot2D(6) 7.77s 127 1.7s 12 0.26s 18 0.37s 20
Fig. 7.8 – Re´sultats expe´rimentaux
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7.4.3 Re´sultats et analyse
Nous avons compare´ les performances de

 avec celles de la bisection en combinant ces
me´thodes avec la 2B ou la Box avec une pre´cision de 10−10. Les expe´rimentations ont e´te´
re´alise´s en utilisant le solveur Ilog Solver 5.0 [54] sur un PC e´quipe´ d’un microprocesseur
pentium IV a` 2GhZ et 128Mo de me´moire.
Les re´sultats (voir tableau 7.8) montrent que pour les trois premiers exemples (penta1,penta2,
penta3), les temps de toutes les approches sont de l’ordre du centie`me de secondes et la com-
paraison n’est pas significative. On note toutefois que

 ge´ne`re une boˆıte par solution alors
que la bisection ge´ne`re de nombreuses boˆıtes parasites.
Pour ext-penta3, les performances de

 sont bien meilleures que celles d’un algorithme
de recherche base´ sur la bisection (le facteur de gain est compris entre 20 et 200). Pour ext-
penta2, le gain de temps est e´galement significatif mais certaines boˆıtes doivent encore eˆtre
de´coupe´es pour isoler les solutions.
Pour robot2D, le gain de temps est e´galement significatif mais quelques boˆıtes sans so-
lutions sont ge´ne´re´es, ce qui est duˆ aux faibles capacite´s de filtrage des consistances locales
utilise´es. Sur cet ensemble de tests pre´liminaires, les gains en performances et pre´cision sont
tre`s encourageants.
Chapitre 8
Mind The Gaps : Une nouvelle
strate´gie de re´solution pour les
techniques de consistances
es outils classiques pour re´soudre des CSPs nume´riques sont base´s sur un algo-
rithme de type 
	 

	
, une e´nume´ration dichotomique des domaines al-
terne´e avec un filtrage par consistance. Dans la plupart des solveurs d’intervalles,
l’e´tape de filtrage est re´alise´e par des consistances locales (Hull-Consistance
[79, 80, 13], Box-consistance [14, 119, 26]) ou des consistances partielles (kB-
consistances [79, 74], Bound-consistance [100]). Les algorithmes de filtrage associe´s identifient
souvent des trous dans les domaines, i.e.des intervalles de valeurs inconsistantes strictement
inclus dans les domaines. Pourtant ces trous sont utilise´s uniquement dans le but de calculer
un filtrage plus fort des domaines.
Dans ce chapitre, nous pre´sentons un strate´gie de recherche, nomme´e 
	
 
, qui
exploite les trous identifie´s durant l’e´tape de filtrage. Les trous sont collecte´s avec un sur-couˆt
minime et sont utilise´s pour choisir la direction de coupe ainsi que pour de´finir les points de
coupe dans le domaine se´lectionne´.
De´couper le domaine en e´liminant ces trous permet de re´duire l’espace de recherche, ce qui
n’est pas le cas des techniques de splitting classique comme la bisection. Cela aide le solveurs
a` e´liminer certaines solutions redondantes et a` isoler des solutions disjointes. Des re´sultats
expe´rimentaux montrent que 
	
 
ame´liore de manie`re significative les performances
de l’algorithme de re´solution classique.
8.1 Introduction
Les consistances locales pour des CSPs aux domaines finis ont e´te´ adapte´es aux CSPs
nume´riques. Les algorithmes de filtrage associe´s e´liminent des domaines certaines valeurs
inconsistantes, c’est-a`-dire pour lesquelles il existe au moins une contrainte qui ne peut eˆtre
ve´rifie´e. En pratique, le filtrage est en ge´ne´ral limite´ a` la contraction des bornes des intervalles.
Les techniques classiques pour re´soudre des CSPs nume´riques sont base´es sur un algo-
rithme de type 
	 

	
. Cet algorithme alterne filtrages et de´compositions de domaines
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jusqu’a` ce qu’une pre´cision donne´e sur les domaines soit atteinte. L’e´tape de de´composition
(ou splitting) se´lectionne une variable et de´coupe son domaine en plusieurs parties. Les sous-
proble`mes ge´ne´re´s sont alors re´solus de manie`re inde´pendante. La technique la plus souvent
utilise´e est la bisection, qui coupe le domaine se´lectionne´ en 2 parties de meˆme taille. Diverses
strate´gies de se´lection de domaines ont de´ja` e´te´ pre´sente´es dans la section 3.4.1 page 32. Parmi
ces me´thodes, celle qui est conside´re´e comme la plus efficace est le Round Robin (  ), qui
se´lectionne les variables a` tour de roˆle.
Dans la plupart des solveurs d’intervalles, l’e´tape de filtrage est re´alise´e par des consis-
tances locales (Hull-Consistance [79, 80, 13], Box-consistance [14, 119, 26]) ou des consistances
partielles (kB-consistances [79, 74], Bound-consistance [100]). Les algorithmes de filtrage as-
socie´s identifient souvent des trous dans les domaines, i.e.des intervalles de valeurs inconsis-
tantes strictement inclus dans les domaines. Or, ces trous sont utilise´s uniquement dans le
but de calculer un filtrage plus fort des domaines.
Dans ce chapitre, nous pre´sentons un strate´gie de recherche, nomme´e 
	
 
, qui
exploite les trous identifie´s durant l’e´tape de filtrage. Les trous sont collecte´s avec un sur-couˆt
minime et sont utilise´s pour se´lectionner la direction de coupe ainsi que pour de´finir les points
de coupe dans le domaine se´lectionne´. Si aucun trou n’a e´te´ identifie´, l’e´tape de de´composition
est re´alise´e en utilisant bisection combine´e avec une heuristique standard de choix de variable.
De´couper le domaine en e´liminant ces trous permet de re´duire l’espace de recherche, ce qui
n’est pas le cas des techniques de splitting classique comme la bisection. Cela aide le solveurs
a` e´liminer certaines solutions redondantes et a` isoler des solutions disjointes. Des re´sultats
expe´rimentaux montrent que 
	
 
ame´liore de manie`re significative les performances
de l’algorithme de re´solution classique.
En ge´ne´ral, un backtracking chronologique est utilise´ pour ge´rer les sous-proble`mes ge´ne´re´s
par l’e´tape de de´composition. Il existe pourtant d’autres me´thodes plus sophistique´es comme
par exemple le backtracking dynamique [64]. 
	
 
est compatible avec n’importe
quelle technique de backtracking.
Une approche similaire avait de´ja` e´te´ sugge´re´e par Hansen [48, 49] pour la me´thode de
Newton par intervalles. L’algorithme de recherche exploite les trous identifie´s lors de l’e´tape de
re´solution par l’algorithme de Gauss-Seidel. Cette approche a e´galement e´te´ utilise´e par Ratz
[103] pour traiter des proble`mes d’optimisation. Trois diffe´rentes strate´gies de de´composition
ont e´te´ explore´es par Ratz :
– Utiliser seulement le trou le plus grand pour de´composer le domaine et ge´ne´rer 2 sous-
proble`mes [48].
– Utiliser au plus k trous dans le meˆme domaine pour de´composer le domaine et ge´ne´rer
k + 1 sous-proble`mes [103].
– Utiliser au plus 3 trous dans 3 domaines diffe´rents, combiner les sous-domaines pour
ge´ne´rer au plus 8 sous-proble`mes [49].
En fait, dans ce chapitre nous ge´ne´ralisons l’approche de Hansen pour tous les algorithmes de
filtrage par consistances : Hull-consistance, Box-consistance and kB-consistances. En particu-
lier, nous montrons comment ces techniques de filtrage identifient des trous dans les domaines.
Nous montrons e´galement que cette approche est efficace pour re´soudre des CSPs nume´riques,
c’est-a`-dire pour trouver toutes les solutions isole´es ou tous les espaces de solutions isole´s.
Hyvo¨nen [53] a e´galement utilise´s les trous mais pour calculer une consistance plus forte.
Il a propose´ un algorithme pour calculer la consistance d’union en combinant des ensembles
d’intervalles, mais sa me´thode est limite´e par son caracte`re fortement exponentiel. 
	
 


utilise les trous uniquement pour guider la recherche, ce qui limite le nombre de trous
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ge´ne´re´s. Pour limiter le couˆt de la gestion des unions d’intervalles, les trous identifie´s par les
contraintes trigonome´triques ne seront pas prises en compte. L’identification des trous sera
restreinte aux puissances et aux produits de variables, dont la projection ne produit qu’un
seul trou. Nous y reviendrons dans la section 8.3.
Dans ce chapitre, nous utiliserons des unions d’intervalles, note´es u =
⋃
u(j), ou` les sous-
intervalles u(j) sont disjoints et trie´s par borne infe´rieure croissante, i.e. u(j) < u(j+1). Le
nombre de sous-intervalles de u est de´note´ par |u|. La borne infe´rieure (resp. supe´rieure) de
u est note´e u (resp. u). U de´note l’ensemble des unions d’intervalles et ∩U est l’ope´rateur
d’intersection sur U, tel que u∩U v = {x ∈ R : x ∈ u∧ x ∈ v}. Enfin, les symboles U ,V sont
utilise´s pour repre´senter des vecteurs d’unions d’intervalles.
Notations Dans la suite, on utilisera les notations1 suivantes :
u =
⋃
u(j) une union d’intervalles
|u| le nombre de sous-intervalles qui composent u
u la borne infe´rieure de u
u la borne supe´rieure de u
U l’ensemble des unions d’intervalles sur a` bornes dans F
U ,V des vecteurs d’unions d’intervalles
∩U l’ope´rateur d’intersection sur U
∩I l’ope´rateur d’intersection sur I
Ce chapitre est organise´ de la manie`re suivante : La section 8.2 donne une vue d’en-
semble de l’algorithme 
	
 
. La section 8.3 de´crit les extensions des algorithmes
de filtrage par Hull-consistance et Box-consistance qui collectent les trous. La section 8.4
montrent quelques re´sultats expe´rimentaux sur des proble`mes reconnus. Enfin, la section 8.5
propose diffe´rentes extensions de la me´thode pour les consistances partielles.
8.2
 
 

: Sche´ma ge´ne´ral
Les techniques classiques pour re´soudre les CSPs nume´riques sont base´es sur un algorithme
de type 
	 

	
(voir figure 3.1 page 32). Cet algorithme alterne re´duction des domaines
et de´composition de domaines jusqu’a` ce qu’une pre´cision donne´e sur les boˆıtes ωsol soit
atteinte. En ge´ne´ral, la bisection est utilise´e et les intervalles sont coupe´s en leur milieux.
Diffe´rentes strate´gies de se´lection de domaines peuvent eˆtre combine´es a` la bisection, dont
  ,  ou , de´ja` mentionne´es dans la section 3.4.1 page 32.
Contrairement aux techniques classiques de se´lection de domaines, 
	
 
(voir
figure 8.1) exploite les trous produits par les algorithmes de filtrage par consistance.
La fonction 
	
? (ligne 5) collecte les trous ge´ne´re´s pendant l’e´tape de filtrage. Les trous
identifie´s sont stocke´s dans U , qui est un vecteur d’unions d’intervalles (u1, . . . ,un), tel que :
ui =
⋃
ui(j),
, ou` ui(j) = [ui(j), ui(j)] est le j-e`me sous-domaine de xi.
1Un re´capitulatifs des notations utilise´es dans ce manuscrits est pre´sente´ a` la page x
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Tant que w(X ) est plus grand qu’un ωsol donne´, 
	
 
de´compose en premier
les domaines qui contiennent au moins un trou (ligne 11). Diffe´rentes heuristiques pour
se´lectionner le domaine a` de´couper ou pour choisir les points de coupe ont e´te´ explore´es.
Nous y reviendrons dans la section 8.4. La de´coupe des domaine proprement dite est mise
en œuvre par la fonction





, qui e´limine un ou plusieurs trou du domaine se´lectionne´,
ge´ne´rant ainsi plusieurs sous-proble`mes qui sont stocke´s dans l’ensemble Q.

	
 
(in :X 0,C, ωsol out : S)
%% X 0 = (x1, . . . ,xn)
1 : Q← {X 0}
2 : S ← ∅
3 : while Q 6= ∅ do
4 : Extract X from Q
5 : X ← Prune?(C,X ,U )
6 : if X 6= ∅ then
7 : if w(X ) ≤ ωsol then
8 : S ← S ∪X
9 : else
10 : if ∃k s.t. |uk| > 1 then
% Gap Splitting
11 : Q← Q∪   (U )
12 : else
% Standard splitting process
13 : Q← Q∪   (X )
14 : endif
15 : endif
16 : endif
17 : endwhile
18 : return S
Fig. 8.1 – Sche´ma ge´ne´ral de 
	
 
.

	
 
de´coupe d’abord les domaines qui contiennent des trous. Si aucun trou n’a
e´te´ identifie´ par le filtrage, un splitting classique est mis en œuvre en combinaison avec l’une
des strate´gies de se´lection classique (  , , ou ).
La section suivante pre´sente les algorithmes de filtrage par consistance e´tendus de manie`re
a` collecter les trous qu’ils produisent.
8.3 Consistances locales et trous
La plupart des solveurs de contraintes (par exemple, IlogSolver [54], Numerica [119], Real-
paver [46]) sont base´s sur des consistances locales (Hull-consistance [79, 13], Box-consistance
[119, 14]). Les algorithmes de filtrage associe´s re´duisent les domaines des variables en e´liminant
des valeurs pour lesquelles certaines contraintes ne sont pas ve´rifie´es (inconsistance). Cette
re´duction est calcule´e par des ope´rateurs de narrowing, qui sont des fonctions correctes, mo-
notones et contractantes (voir de´finition 3.5.1 page 34). Ces re´ductions sont propage´es en
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utilisant l’algorithme standard de propagation, de´rive´ d’ [84] (voir algorithme 
	
, fi-
gure 3.2 page 34).
La Hull-consistance et la Box-consistance sont toutes les deux base´es sur l’algorithme

	
, mais avec un ope´rateur de re´duction spe´cifique. Autrement dit, la Hull-consistance et
la Box-consistance imple´mente chacune leur propre version de la fonction 	

.
Dans cette section, nous de´crivons une fac¸on d’e´tendre ces ope´rateurs afin qu’ils collectent
les trous identifie´s par la technique de consistance a` laquelle ils sont associe´s. Ces versions
e´tendues, nomme´es 	

?(ci,X ,U), stockent les trous dans le vecteur d’union d’intervalles
U = (u1, . . . ,un). A` partir de ces ope´rateurs e´tendus, on de´finit naturellement des algorithmes
de filtrage par Hull-consistance et par Box-consistance qui collectent les trous qu’ils identifient.
La section suivante rappelle quelques notions de base sur l’artihme´tique des intervalles
qui sont ne´cessaires a` la de´finition de ces algorithmes.
8.3.1 Extensions aux intervalles et fonctions de projection
Dans la section 3.3 page 27, on avait de´fini les extensions aux intervalles des fonctions
ainsi que les fonctions de projection (De´f. 3.3.2 page 29 et 3.5.2 page 34). Le point cle´ est que
ces fonctions de projection peuvent ge´ne´rer des unions d’intervalles comme on l’avait montre´
dans la figure 3.3 page 35.
Les ope´rateurs de narrowing de la Hull-consistance utilisent ces fonctions de projection
pour re´duire le domaine des vairables. De manie`re informelle, pik(c ∩X ) (De´f. 3.5.2 page
34 ) de´note la projection sur le domaine de la variable xk des solutions de c lorsque les
valeurs des variables sont restreinte a` la boˆıte X . pik(c ∩X ) peut eˆtre approxime´e par le plus
petit intervalle englobant, note´ I(pik(c ∩X )), ou par la plus petite union d’intervalles, note´e
U(pik(c ∩X )).
Exemple 8.3.1 Conside´rons la contrainte c : y = x2, avec x ∈ [−2, 4] et y ∈ [1, 16] et
soit X = [−2, 4] × [1, 16]. La figure 3.3 page 35 montre que l’approximation par intervalle
de pi(c∩X ) est I(pi(c∩X )) = [−2, 4], alors que l’approximation par union d’intervalles de
pi(c∩X ) is U(pi(c∩X )) = [−2,−1] ∪ [1, 4].
Les projections des fonctions trigonome´triques, comme sinus ou cosinus, peuvent engendrer
un nombre tre`s important de trous. Pour limiter les couˆt de la gestion des unions d’intervalles,
nous limitons l’identification des trous aux termes produits et puissances, qui ne peuvent
produire au plus qu’un trou. Notons que plusieurs trous peuvent eˆtre produit dans le meˆme
domaine en intersectant les projections de diffe´rentes contraintes. La forme syntaxique des
contraintes influence de manie`re significative sur l’identification de trous. Nous y reviendrons
dans la section 8.4.
La section suivante pre´sente l’algorithme de filtrage par Hull-consistance e´tendu afin de
collecter les trous.
8.3.2 Hull-consistance et trous
Comme on l’avait de´ja` enonce´e dans la section 3.5.1 page 33, la Hull-consistance e´tablit
une proprie´te´ de consistance locale sur les bornes de domaines. Une contrainte c est dite
Hull-consistante si pour toute variable xi de X (c), il existe une valeur dans les domaines des
autres variables qui satisfait c lorsque xi est instancie´e a` xi ou a` xi. Rappelons la de´finition
ici :
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De´finition 8.3.1 (Hull-consistance [79, 15]) Soit c une contrainte n-aire. c est Hull-
consistante sur la boˆıte X = (x1, . . . ,xn) ssi ∀xk ∈ X (c),xk = I(pik(c ∩X )). Un CSP
est Hull-consistant ssi toutes ses contraintes sont Hull-consistantes.
L’implantation basique de la Hull-consistance, nomme´e 2B-consistance [79, 80], de´compose
le syste`me de contraintes en contraintes primitives pour lesquelles il est plus facile de calculer
les fonctions de projection. L’implantation la plus efficace de la Hull-consistance est    [13],
base´e sur l’ope´rateur    
 
. Cette implantation ne ne´cessite pas l’ajout de contraintes
supple´mentaire ; toutes les projections sont calcule´es an parcourant une repre´sentation arbo-
rescente des contraintes, de bas en haut puis inversement (voir section 3.5.1 page 33 pour plus
de de´tails).
De´taillons a` pre´sent  	

, l’ope´rateur de re´duction associe´ a` la Hull-consistance,
c’est-a`-dire,  	

correspond a` la fonction 	

dans l’algorithme ge´ne´rique de filtrage
par propagation (voir figure 3.2 page 34).
 	

(in :c, X ) : Interval vector
% X = (x1, . . . ,xn)
1 : foreach xk ∈ X (c) do
2 : xk ← I(xk ∩U U(pik(c∩X )))
% Les e´ventuels trous sont perdus
3 : if xk = ∅ then
4 : return ∅
5 : endif
6 : endfor
7 : return X
Fig. 8.2 –  	

: l’ope´rateur de re´duction de la Hull-consistance
Basiquement,  	

(figure 8.2) re´duit le domaine X par rapport a` la contrainte c en
appliquant l’ope´rateur de re´duction a` chaque variable xk ∈ X (cc). Cet ope´rateur de re´duction
re´duit les bornes du domaine xk en calculant une enveloppe par union d’intervalles de la
fonction de projection pik(c), note´e U(pi(c∩X ).
Cette e´valuation par union est alors intersecte´e avec xk (ligne 2), et les trous e´ventuels
sont perdus durant cette ope´ration. En fait, les trous ne sont utilise´s que pour calculer une
e´valuation plus fine du filtrage de xk.
Cependant, ces trous peuvent eˆtre re´cupe´re´s en rempac¸ant l’ope´rateur d’intersection sur les
intervalles (∩I) par son correspondant sur les unions d’intervalles (∩U). L’inconve´nient est que
le calcul d’intersection sur les unions d’intervalles couˆte plus cher que celui sur les intervalles.
Par conse´quent, cela rajouterait un couˆt qui au final peut peser dans les performances du
filtrage.
Or, il n’est pas ne´cessaire de calculer cette intersection d’unions d’intervalles a` chaque
projection. Les ope´rateurs de re´duction e´tant contractants (Φ(Ω) ⊆ Ω), la dernie`re projection
ope´re´e par l’algorithme de propagation fournira la plus petite union d’intervalles (au sens de
l’inclusion d’ensembles), c’est-a`-dire le plus grand trou. Autrement dit, il suffit de conserver
pendant la propagation un ensemble S de couples contraintes/variables de la forme (c, xk)
pour lesquels des trous ont e´te´ identifie´s. Il suffira alors de recalculer une approximation des
projections pik(c) par union d’intervalles a` la fin de la propagation.
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Plus pre´cisemment, l’algorithme  	

? (voir figure 8.3) ve´rifie si l’e´valuation de pik(c)
produit un trou dans le domaine xk (lignes 6-10). Dans ce cas, le couple (c, x) est ajoute´ a`
S, sinon (c, x) est retire´ de S pour traiter le cas ou` un trou avait pre´ce´demment e´te´ trouve´
dans le domaine de x mais que celui-ci ait e´te´ repousse´ hors du domaine durant la phase de
propagation.
 	

?(in :c, X , in-out : S) : Interval vector
% X = (x1, . . . ,xn)
1 : foreach xk ∈ Vc do
2 : u ← xk ∩U U(pik(c ∩X )))
3 : if u = ∅ then
4 : return ∅
5 : else
% Mind the gap
6 : if |u| > 1 then
7 : S ← S ∪ (c, xk)
8 : else
9 : S ← S \ (c, xk)
10 : endif
11 : xk ← I(u)
12 : endif
13 : endfor
14 : return X
Fig. 8.3 –  	

? : extension de  	

qui collecte les trous
Soit  
	+(C,X ,S), l’algorithme 
	
(voir figure 3.2 page 34), dans lequel l’appel
a` l’ope´rateur de re´duction a e´te´ remplace´ par  	

?(ci,X ,S).  
	+ e´tablit la Hull-
consistance sur la boˆıte X et collecte dans l’ensemble S les paires contraintes/variables pour
lesquelles des trous ont e´te´ identifie´s. Enfin,  
	
? re´cupe`re ces trous (lignes 4-6) en
intersectant uk avec l’e´valuation par union d’intervalles de la projection pik(c) (voir figure
8.4).
 
	
?(in :C, in-out : X , U)
% X = (x1, . . . ,xn)
% U = (u1, . . . ,un)
1 : S ← ∅
2 :  
	+(C,X ,S)
3 : if X 6= ∅ then
% Collect the gaps
4 : foreach (c, xk) ∈ S do
5 : uk ← uk ∩U U(pixkc (X ))
6 : endfor
7 : endif
Fig. 8.4 –  
	
? enforces Hull-consistency and collects the gaps
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La section suivante pre´sente l’extension de l’algorithme de fitrage par Box-consistance qui
collecte les trous.
8.3.3 Box-consistance et trous
Comme on l’avait de´ja` enonce´e dans la section 3.5.1 page 33, la Box-consistance [14, 119]
est une approximation plus grossie`re de l’arc-consistance que la Hull-consistance. Informelle-
ment, une contrainte c est Box-consistante si pour toutes les variables xi de Vc, les bornes de
xi satisfont la contraintes unaire obtenu en remplac¸ant chaque occurrence d’une variable xj
autre aue xi par l’intervalle constant xj. Rappelons la de´finition de la Box-consistance :
De´finition 8.3.2 (Box-consistance [14, 119]) Soit c une contrainte n-aire. c est Box-
consistante pour la boˆıte X ssi ∀xi les deux proprie´te´s suivantes sont ve´rifie´es :
1. c(x1, . . . ,xi−1, [xi, x
+
i ),xi+1, . . . ,xn)
2. c(x1, . . . ,xi−1, (x
−
i , xi],xi+1, . . . ,xn)
Un CSP est Box-consistant si toutes ses contraintes sont Box-consistantes.
La Box-consistance ge´ne`re des ensemble de fonctions univarie´es qui peuvent eˆtre re´solue
par des me´thodes nume´riques comme la me´thode de Newton [49]. Le filtrage consiste a` re-
chercher les quasi-ze´ros les plus a` droite et les plus a` gauche de ces fonctions univarie´es. La
fonction 	

(voir section 3.5 page 33), re´duit le domaine de toutes les variables d’une
contrainte c jusqu’a` ce que c soit Box-consistante. Le filtrage du domaine d’une variable de
c consiste a` re´duire les borne de son domaine au quasi-ze´ros extre`me de la fonction univarie´e
fxk . Cette re´duction est ope´re´e par la fonction 

	

(see figure 3.6 page 37) pour la
borne infe´rieure et par 

	

(see figure 3.6 page 37) pour la borne supe´rieure.
Ces fonctions sont base´es sur 
 	
	
  	
qui re´duit le domaine de la variable x par rap-
port a` la contrainte c, en utilisant l’algorithme classique de Newton monovarie´ par intervalles.
Tant que la re´duction de x est infe´rieure a` , une dichotomie est applique´e pour garantir que x
est bien un quasi-ze´ro. 

	

? (voir figure 8.5) collecte les trous identifie´s par l’ope´rateur
de re´duction de la Box-consistance.
Le point cle´ est que l’appel a` 
 	
	
  	
(ligne 5) produit des trous de deux manie`res
diffe´rentes :
1. Si la borne gauche de l’intervalle courant x est re´duit par la me´thode de Newton, alors
l’intervalle e´limine´ [x′, x] ne satisfait pas la contrainte c. Or cet intervalle est strictement
inclus dans le domaine initial de la variable x et consistue un trou.
2. Par la me´thode de Newton, 
 	
	
  	
, elle-meˆme.
Pour expliquer comment 
 	
	
  	
peut produire des trous, rappelons la de´finition de la
me´thode de Newton par intervalles :
x(0) = x
x(n+1) = N(f ,f ′,x(n)),
where N(fx,f
′
x,x
(n)) = x(n) ∩ (m(x(n))− fx (m(x(n)))
f ′x (x
(n))
)
La fonction 
 	
	
  	
calcule une fermeture deN(fx,f
′
x,x) et retourne l’intervalle re´sultant.
Or, l’e´valuation de la division f(m(x
(n)))
f ′(x(n))
en utilisant l’arithme´tique e´tendue [49, ?] peut pro-
duire un trou, comme le montre l’exemple suivant :
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
	

?(in :f ,f ′,x, in-out : S,u) : Interval
1 : r← x
2 : if 0 /∈ f(x) then
3 : return ∅
4 : endif
5 : u′ ←  		  	?(f ,f ′,x)
% Mind the gap
6 : u ← u ∩U (u′ ∪ [r,+∞))
7 : x ← I(u)
8 : if 0 ∈ f([x, x+]) then
9 : return [x, r]
10 : else
11 : l← 	?(f ,f ′, [x,m(x)], S)
12 : if l = ∅ then
13 : l← 	?(f ,f ′, [m(x), x], S)
14 : endif
15 : return [l, r]
16 : endif
17 : return x
Fig. 8.5 – Ope´rateur de re´duction de la Box-consistance e´tendu pour collecter les trous
Exemple 8.3.2 Soit f(x, y) = x2 − y avec x ∈ [−4, 4] et y ∈ [1, 16]. La fonction intervalle
fx et sa de´rive´e derivative f
′
x sont de´finies par fx(x) = x
2 − [1, 16] et f ′x(x) = 2x. Donc,
x(0) = [−4, 4]
x(1) = [−4, 4] ∩ (0	 ((02 	 [1, 16])  (2⊗ [−4, 4])))
= [−4, 4] ∩ ([1, 16]  [−8, 8])
= [−4,−1/8] ∪ [1/8, 4]
Par conse´quent, N(fx,f
′
x,x) n’est pas en re`gle ge´ne´ral un simple intervalle, mais peut-
eˆtre une union d’intervalles. Notons 
 	
	
  	
?, la fonction qui retourne cette union d’in-
tervalles.
On de´finit alors 

	

? (voir figure 8.5), qui e´tend l’ope´rateur classique de re´duction
de la Box-consistance de manie`re a` collecter les trous. 
 	
	
  	
? re´cupe`re les trous pro-
duits par la me´thode de Newton monovaire´ e´tendue (ligne 5). Enfin, les trous produits par la
re´duction de la borne gauche sont re´cupe´re´s (ligne 6).
La section suivante pre´sente quelques re´sultats expe´rimentaux qui montrent une ame´lioration
significative du temps de re´solution par rapport aux techniques de recherche classique.
8.4 Re´sultats expe´rimentaux
Cette section pre´sente des re´sultats expe´rimentaux de 
	
 
sur une varie´te´ de
proble`mes classiques : deux benchmarks classiques issus de l’arithme´tique des intervalles
(i1,i4 ), une application de cine´matique directe de robot (kin1 ), un proble`me de me´canique
ce´leste a` 5 corps (nbody5 ), quelques applications de mode´lisation e´conomique (eco7, eco8,
eco9 and eco10 ), des proble`mes de satisfaction de contraintes de distance (ponts, ext-penta et
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des instances particulie`res), et un syste`me issu de la liste de proble`mes de Posso (caprasse).
Ces proble`mes sont de´taille´s dans la litte´rature, notamment dans [119], pour i1, i4, kin1 and
ecoN, dans [68] pour nbody5, dans [62] pour ponts et dans [116] pour caprasse. Le proble`me
du pentagone e´tendu, ext-penta a quant a` lui e´te´ de´fini dans la section 7.4.1.
La section suivante pre´sente trois cate´gories d’heuristiques pour personnaliser 
	
 


:
– De´terminer quels trous sont les moins pertinents et peuvent eˆtre e´limine´s (par exemple,
des trous trop petit).
– Se´lectionner des domaines contenant des trous.
– De´couper le(s) domaine(s) sele´ctionne´(s) en uilisant les trous.
Ensuite, dans la section 8.4.2 les re´sultats de 
	
 
sur les benchmarks seront de´crits
pour la Hull et pour la Box. Dans la section 8.4.3, on verra comment la forme syntaxique
influence l’identification des trous et son impact sur les performances de 
	
 
.
8.4.1   	
 : heuristiques
Cette section pre´sente trois ce´te´gories de strate´gies pour personnaliser 
	
 
. Ces
heuristiques ont e´te´ explore´es dans le but de re´pondre au 3 questions suivantes :
1. Pertinence des trous : Quels trous sont insignifiants et devraient eˆtre ignore´s ?
2. Se´lection de domaines : Parmi les domaines dans lesquels des trous ont e´te´ identifie´s,
lesquels pre´sentent les choix de coupe les plus inte´ressants ?
3. Gap splitting : Quel(s) trou(s) doit-on e´liminer pour de´composer le ou les domaines
sele´ctionne´s ?
– Strate´gies de validation des trous : Supposons qu’un trou a e´te´ identifie´ durant le pro-
cessus de filtrage dans le domaine x = [a, d], tel que u = [a, b] ∪ [c, d]. Deux diffe´rentes
strate´gies ont e´te´ explore´e pour valider le trou (b, c), en fonction de sa position a`
l’inte´rieur du domaine ou de sa proportion.
–  
	 	
[49] : Ne conside´rer (b, c) que si min {d− b, c− a} ≥ 0.25w(x). Cette strate´gie
e´limine les trous qui sont entie`rement inclus dans un des deux quart extre`me du
domaine.
– 



: Ne conside´rer (b, c) que si c − b ≥ 0.1w(x). Cette strate´gie e´limine des
trous dont la taille relative est infe´rieure a` 10% de la taille du domaine.
Notons que ces deux strate´gies peuvent eˆtre combine´es. Par de´faut, tous les trous sont
conserve´s ( 

).
– Strate´gies de se´lection de domaines : Diffe´rentes heuristiques ont e´te´ explore´es, pour la
plupart base´es sur la taille des trous identifie´s :
– 

(Largest Width) /SW (Smallest Width) : Le domaine se´lectionne´ contient le trou
dont la taille est la plus grande (resp. petite) [49].
–  

(Largest Relative Width) / 

(Smallest Relative Width) : Le domaine se´lectionne´
maximise (resp. minimise) le rapport entre la taille de l’un de ses trous et sa taille.
– 



(Largest Total Width) /



(Smallest Total Width) : Le domaine se´lectionne´
maximise (resp. minimise) la somme des tailles de ses trous.
– Strate´gies de de´copomposition base´e sur les trous : Trois strate´gies de de´composition
ont e´te´ explore´es :
– 


(Bisect One Gap) : Utiliser un seul trou pour de´composer le domaine se´lectionne´
et ge´ne´rer 2 sous-proble`mes [48]. Le trou est de´termine´ par la strate´gie de se´lection
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–  

(Bisect k Gaps) : Utiliser au plus k trous dans le domaine se´lectionne´ pour
de´composer la boˆıte et ge´ne´rer k + 1 sous-proble`mes [103].
– 

(Multisect 3 Gaps) : Utiliser au plus 3 trous dans 3 domaines diffe´rents et
combiner les sous-domaines pour ge´ne´rer au plus 8 sous-proble`mes [49]. Les trois
domaines et les trous sont de´termine´s la` encore par la strate´gie de de´composition.
Dans la section suivante, les re´sultats expe´rimentaux sont pre´sente´s et analyse´s.
8.4.2 Analyse des re´sultats
Les diffe´rentes heuristiques mentionne´es pre´cedemment ont e´te´ explore´es me´thodiquement
sur les diffe´rents benchmarks. Les tables pre´sente´es dans cette section se limitent aux re´sultats
obtenus avec   ,

et 


. Les autres strate´gies ont donne´ des re´sultats tout a` fait similaires
pour la plupart des benchs, sauf pour ceux que l’on de´taillera dans le reste de cette section.
Tous les tests ont e´te´ re´alise´s sur la plate-forme Realpaver [46] version 0.3, sur un Pentium
IV cadence´ a` 2.6Ghz sous Linux. 
	
 
a e´te´ interface´ avec Realpaver. Les diffe´rentes
strate´gies ainsi que la collecte des trous ont e´te´ ajoute´s aux algorithmes par de´faut de Real-
paver. Notons que l’algorithme de Newton multivarie´ a aussi e´te´ e´tendu afin de collecter les
trous, selon la me´thode propose´e par Hansen [49]. L’algorithle de filtrage par Box-consistabce
a e´te´ modifie´ afin de coller aux spe´cification de l’algorithme par de´faut [14, 119], qui uti-
lise le Newton monovarie´. En effet, l’implantation de la Box sous Realpaver n’utilisait pas le
Newton monovarie´, mais se basait uniquement sur l’e´valuation par intervalle pour calculer les
quasi-ze´ros.
Les tables 8.1, ??, 8.3, 8.4 montrent les re´sultats obtenus sur la se´rie de proble`mes pre´sente´s
en introduction de cette section (p. 95). Tous les re´sultats pre´sente´s ont e´te´ obtenus avec
  ,

and 


. Dans ces tableaux, la colonne t indique le temps de calcul (“-” de´signe un
temps de calcul supe´rieur a` 1h), B est le nombre total de boˆıtes ge´ne´re´es par le processus de
splitting, et H est le nombre de fois qu’un trou a servi a` de´composer le domaine. La colonne
“ratio” pre´sente le pourcentage de re´duction en terme de temps CPU (t) et de nombre de
branchements (B).
La table 8.1 montre les re´sultats obtenus pour des re´solutions base´s sur des filtrage par
HC4 et HC4 combine´ avec l’algorithme de Newton multivarie´. Dans les deux cas, 
	
 
ame´liore significativement le temps d’exe´cution et re´duit le nombre de boˆıtes ge´ne´re´es par le
splitting. Par exemple, pour eco7, le temps d’exe´cution a e´te´ re´duit d’un facteur 3.8 ou plus,
selon le filtrage utilise´, et le nombre de branchements a e´galement e´te´ re´duit d’un facteur
compris entre 3 et 4.
Meˆme sur des proble`mes ou` le nombre de branchements reste inchange´, comme par
exemple pour i4, 
	
 
ame´liore le temps de re´solution. Ce proble`me met en e´vidence
le roˆle que joue l’e´limination des trous dans le choix des points de coupe, mais e´galement dans
la re´duction de l’espace de recherche.
D’autres strate´gies que de choisir la variable dont le domaine contient le plus grand trou et
couper en utilisant ce trou ne changent pas de manie`re significative les re´sultats. Cependant,
les performances sont ame´liore´es de manie`re significatives pour la Box ou la Box combine´e
avec la me´thode de Newton multivarie´ lorsqu’on e´liminent les trous qui se situent trop loin
du centre de l’intervalle (crite`re de  
	 	
) ou ceux qui sont trop petits (voir table ?? et 8.3).
Par exemple, le proble`me eco8 a pu eˆtre re´solu en moins d’une demi-heure alors que les autres
strate´gies reque´raient plus d’une heure de temps de calcul. Ce succe`s est duˆ a` la fac¸on dont
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Filtering :   Filtering :   
  
 	


 
(

) Ratio
 	


 
(

) Ratio
t(s) B t(s) B H t B t(s) B t(s) B H t B
eco7 57.07 754885 14.74 231595 1 -74% -69% 61.99 468799 12.74 107817 11 -79% -77%
eco8 133.51 1614495 112.77 1360061 1 -15% -16% 56.77 353155 40.54 246927 49 -29% -30%
ponts 34.19 174915 33.12 171251 1043 -3% -2 25.61 32643 16.80 21025 946 -35% -36%
ponts0 0.30 1395 0.29 1395 0 - - 0.06 71 0.07 71 0 - -
ponts1 5.19 26523 4.54 22475 274 -13% -16% 5.78 7465 3.61 4563 254 -38% -39%
ponts2 23.63 123585 22.93 120993 779 -3% -2% 18.77 24009 12.33 15567 670 -35% -35%
pentagon 0.60 6131 0.59 5891 52 -2% -4% 0.26 1655 0.23 1415 52 -12% -15%
ext-penta - - - - - - - 474.92 1006031 437.37 890943 11723 -8% -12%
ext-penta0 0.34 873 0.11 423 51 -68% -52% 0.45 873 0.17 423 51 -62% -52%
ext-penta1 0.32 263 0.05 255 17 -85% -3% 0.39 263 0.10 255 17 -74% -3%
ext-penta2 0.77 2825 0.25 2047 9 -68% -28% 1.23 2825 0.60 2047 9 -51% -28%
nbody5 121.65 1756139 116.71 1645977 74882 -4% -7% 74.70 841461 67.34 752079 84191 -10% -11%
i1 29.60 515909 28.75 501677 82 -3% -3% 49.46 340057 53.73 370449 38 8% 9%
i4 0.83 2047 0.77 2047 1023 -8% - 1.19 2047 1.07 2047 1023 -10% -
kin1 25.69 264685 19.99 203987 1 -22% -23% 0.41 1447 0.30 1263 1 -27% -13%
caprasse 0.79 6527 0.80 6527 0 1 % - 0.65 2567 0.65 2567 0 - - %
Tab. 8.1 – Re´sultats expe´rimentaux pour    (a` gauche) et   	
  	
(a` droite).
Filtering :


 	


 
(

) Ratio
	


 
(

)+ 

Ratio
t(s) B t(s) B H t B t(s) B H t B
eco7 995.12 595505 - - - - - 276.91 192699 104 -72% -68%
eco8 - - - - - - 1372.13 847373 177 - -
ponts 659.70 173331 644.60 170721 968 -2% -2% 676.36 172515 1015 3% -1%
ponts0 5.60 1481 4.90 1203 6 -12% -10% 5.61 1481 0 - - %
ponts1 105.47 25943 103.67 23335 122 -2% -10% 99.83 22911 255 -5% -12%
ponts2 461.20 122865 440.99 118123 656 -5% -4% 459.61 121017 538 -1% -2%
pentagon 11.27 6283 11.02 6275 173 -3% - % 10.99 6033 51 -3% -4%
ext-penta - - - - - - - - - - - -
ext-penta0 5.80 873 2.20 1771 666 -62% 102.86% 1.84 423 51 -68% -52%
ext-penta1 6.65 263 1.09 873 306 -84% 232% 0.81 255 17 -88% -3%
ext-penta2 11.36 2825 12.05 17865 7037 6% 533% 2.12 2047 9 -82% -28%
nbody5 601.57 878023 567.60 792987 79132 -6% -10% 563.18 783929 75018 -7% -11%
i1 353.70 484511 369.60 502035 7614 5% 4% 353.67 482565 39 - -
i4 5.51 2047 6.07 2047 1023 10% - 6.05 2047 1023 10% -
kin1 235.74 132547 - - - - - % 217.18 120309 56 -8% -10%
caprasse 10.55 2023 10.50 1991 48 - % -2% 10.52 1991 48 - % -2%
Tab. 8.2 – Re´sultat expe´rimentaux pour 

(a` gauche) et avec le crite`re de  
	 	
(a` droite)
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Filtering :


 
  
 	


   

Ratio
	


 
(

)+ 

Ratio
t(s) B t(s) B H t B t(s) B H t B
eco7 797.72 429263 207.32 109267 685 -74% -75% 196.39 102487 145 -76% -76
eco8 - - - - - - - 516.92 224513 371 - -
ponts 163.31 31735 180.84 35475 1098 11% 12% 133.51 25829 1014 -19% -19%
ponts0 0.47 71 0.47 71 0 - - 0.47 71 0 - - %
ponts1 33.78 7363 27.56 4981 261 -18% -32% 27.39 4981 261 -19% -32%
ponts2 117.27 23417 110.37 21881 646 -6% -7% 96.50 18675 563 -18% -21%
pentagon 3.76 1639 0.27 1399 62 -93% -15% 3.45 1399 62 -9% -15%
ext-penta - - - - - - - - - - - -
ext-penta0 6.43 873 1.58 707 133 -75% -19% 2.02 423 51 -69% -52%
ext-penta1 7.18 263 1.12 747 209 -84.40% 184% 0.92 303 41 -88% 15%
ext-penta2 12.55 2825 7.28 8721 3167 -42% 208.70 % 2.57 2047 9 -80% -28 %
nbody5 811.88 968213 770.64 881897 108255 -5% -9% 766.25 876099 106005 -6% -10 %
i1 247.22 309681 244.86 302397 576 -1% -3% 247.38 305797 52 - -1%
i4 6.26 2047 6.84 2047 1023 9% - 6.82 2047 1023 9% -
kin1 2.78 791 1.87 641 72 -33% -19% 1.86 629 66 -33% -20%
caprasse 10.54 1495 10.52 1463 48 - -2% 10.54 1463 48 - -2%
Tab. 8.3 – Re´sultat expe´rimentaux pour 

	
  	
(a` gauche) et avec le crite`re de  
	 	
(a` droite)
les trous sont ge´ne´re´s par la Box-consistance. Le filtrage par Box-consistance tente d’e´liminer
des intervalles de plus en plus petit autour des bornes du domaine. Le re´sultat est que ce
filtrage produit beaucoup de petits trous pre`s des bornes des domaines. Ce comportement est
mis en e´vidence sur ext-penta2, ou` le nombre de trous utilise´s passe de 7037 a` 9 (voir ??).
On peut remarquer la meˆme chose quand la Box est combine´e avec Newton, donc le crite`re
d’Hansen tend a` lisser le comportement de 
	
 
combine´e avec la Box.
Quelle que soit la strate´gie, 
	
 
ame´liore le temps d’e´xe´cution compare´e au
classique 
	 

	
combine´ avec le Round Robin. Mais, 
	
 
a plus d’avantages
que d’ame´liorer les performances de la recherche de solutions. Par exemple, sur le proble`me
bien connu nomme´ combustion, 
	
 
re´ussit a` trouver les 4 solutions alors que le
Branch&Prune classique ne ge´ne`re que 2 boˆıtes englobant chacunes 2 solutions2. L’utilisation
des trous permet donc dans certains cas d’isoler des solutions disjointes plus facilement qu’avec
une strate´gie de recherche standard.
La section suivante pre´sente quelques re´sultats sur l’impact de la forme syntaxique des
contraintes sur les performances de 
	
 
.
8.4.3 E´valuation de contraintes et trous
Des re`gles de factorisation ont e´te´ conc¸ues pour les polynoˆmes univarie´s ou multivarie´s [25].
Ces outils symboliques tentent de re´duire l’effet ne´gatif des calculs par intervalles. En effet,
l’arithme´tique des intervalles a tendance a` surestimer les re´sultats. En ge´ne´ral, l’e´valuation de
contraintes polynoˆmiales est plus fine sous forme factorise´e. A priori, les trous produits sous
cette forme sont e´galement plus pertinents. Il est e´galement possible que sous cette forme
factorise´e, certains trous puissent eˆtre de´couverts alors qu’ils le ne l’auraient pas e´te´ sous
forme de´veloppe´e :
2Ces re´sultats ont e´te´ obtenus avec la pre´cision par de´faut de Realpaver (1.0e-8). En fixant la pre´cision a`
1.0e-12, Realpaver trouve toutes les solutions avec une strate´gie de recherche standard.
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Filtering :   
  
 	


 
(

) Ratio
t(s) B t(s) B H t B
eco6 1.04 12087 0.56 6383 3 -46.15% -47.19%
eco6H 0.69 9301 0.29 3729 1 -57.97% -59.90%
eco7 61.99 468799 12.74 107817 11 -79.44% -77.00%
eco7H 49.78 412957 8.42 82143 4 -83% -80%
eco8 56.77 353155 40.43 246927 49 -28.78% -30.07%
eco8H 30.93 216955 24.17 164733 4 -21.85% -24.07%
eco9 636.75 2931479 641.75 2934801 1720 .78% .11%
eco9H 301.20 1541855 233.67 1303655 103 -22.42% -15.44%
eco10 7569.05 25751025 7381.65 24939453 17949 -2.47% -3.15%
eco10H 554.72 2620443 475.00 2156345 808 -14.37% -17.71%
Tab. 8.4 – Re´sultats expe´rimentaux pour ecoN et les formes de Horner corresponantes ecoNH.
Exemple 8.4.1 Conside´rons la contrainte c : x2 + x ∗ y = 1/2 et sa forme factorise´e c′ :
x(x + y) = 1/2, avec x = y = [−1, 1]. U(pi(c′ ∩X )) = [−1, 1] alors que U(pi(c′ ∩X ))) =
[−1, 0.25] ∪ [0.25, 1].
Nous avons effectue´s quelques expe´rimentations sur les proble`mes ecoN afin de comparer
les performances de 
	
 
sur les formes de´velope´es (ecoN ) et factorise´es (ecoNH ). Ces
expe´rimentations montrent que la forme de Horner (factorise´e) apportent une ame´lioration
significative (d’un facteur entre 2 et 15) par rapport aux formes de´veloppe´es pour la bisection
standard. Le nombre de branchements dans lesquels des trous sont utilise´s (Ha` est fortement
re´duit (par exemple d’un facteur 16 pour eco9 ). Pourtant, l’impact de 
	
 
est ren-
force´ tant sur le temps de calcul que sur le nombre de branchements. Ces re´sultats montrent
que les trous ge´ne´re´s par l’e´valuation des contraintes factorise´es sont plus pertinents.
La section suivante discute de l’extension de 
	
 
aux consistances partielles.
8.5 Extension aux consistances partielles
Les kB-consistances ne sont pas des consistances strictement locale. Ces consistances
tentent de re´futer une partie du domaine en prouvant qu’il n’existe pas de solutions dans cette
partie. Pour ce faire, elles utilisent une consistance d’ordre infe´rieure, la (k−1)−consistance.
Le point cle´ est qu’elles tentent de manie`re assez similaire a` la Box-consistance de re´duire les
bornes des domaines en rejetant [x, s] ou [s, x] ou` s ∈ [x, x].
Les consistances partielles sont donc base´es sur la 2B-consistance. Par conse´quent, elles
permettent e´galement d’identifier des trous dans les domaines.
Chaque fois que la kB-consistance essaie de re´futer un intervalleα ⊂ xi, elle applique un
filtrage par (k−1)B-consistency sur Pxi←α. Si on suppose que α n’est pas e´limine´ mais re´duit
a` α′, les trous peuvent eˆtre collecte´s de 2 manie`re diffe´rentes :
1. kB-trous : α \ α′ est un trou pour xi
2. (k − 1)B-trous : Les trous identifie´s par la (k − 1)B-consistance a` l’inte´rieur de α′
sont e´galement valides pour xi.
Des tests expe´rimentaux ont e´te´ re´alise´s pour la 3B-consistance, en diffe´renciant les 2B-
trous et les 3B-trous. Plus pre´cie´ment, la table 8.5 montre les re´sultats obtenus en utilisant
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problem 3B 3B+B1G 3B+B1G+hansen
2B- & 3B-gaps 3B-gaps 2B- & 3B-gaps 3B-gaps
t(s) t(s) H t(s) H t(s) H t(s) H
cyclohexane 13.10 11.27 8 11.26 8 13.28 3 13.23 3
d1 10.30 7.63 9 6.04 5 7.64 9 6.06 5
dhingra 8.17 7.85 1 7.87 1 7.80 1 7.86 1
ext-penta 87.76 32.34 92 32.15 92 32.30 92 32.23 92
ext-penta0 4.36 2.70 31 2.68 31 2.67 31 2.70 31
ext-penta1 6.66 2.85 3 2.86 3 2.89 3 2.89 3
ext-penta2 21.90 11.09 31 11.08 31 11.23 31 11.03 31
i4 38.54 33.47 1023 33.34 1023 33.74 1023 33.39 1023
minass 8.27 7.21 4 7.25 4 7.26 4 7.21 4
octohedron0 20.12 16.77 2 16.79 2 16.85 2 16.76 2
octohedron1 20.10 16.84 2 16.76 2 16.81 2 16.76 2
octohedron2 61.53 40.35 1 40.29 1 40.37 1 40.44 1
pentagon 4.41 3.08 6 3.09 6 3.07 6 3.15 6
pentagone0 0.03 0.01 1 0.01 1 0.01 1 0.01 1
pentagone1 0.11 0.04 1 0.04 1 0.04 1 0.04 1
pentagone2 0.19 0.11 8 0.11 8 0.10 8 0.11 8
ponts0 0.11 0.11 0 0.12 0 0.11 0 0.10 0
ponts1 5.90 5.23 7 5.27 7 5.26 7 5.23 7
ponts2 31.86 23.67 33 25.54 37 23.70 33 25.72 37
pontsall 51.26 35.57 39 39.32 49 35.47 39 39.27 49
robot2D 7.08 6.46 4 6.47 4 6.48 4 6.43 4
seyfertfilter 290.62 259.97 7 260.28 7 260.37 7 260.48 7
Tab. 8.5 – Re´sultats expe´rimentaux de 
	
 
pour la 3B-consistance
les 3B-trous uniquement (colonne 3B-gaps) et ceux obtenus en utilisant tous les trous (2B-
gaps & 3B-gaps). 
	
 
ame´liore les temps de re´solution sur la plupart des proble`mes.
Toutefois, ces re´sultats n’indiquent pas de diffe´rence significative entre les 2B-trous et les 3B-
trous. Le crite`re de  
	 	
ne change pas non plus significativement les temps de re´solution.
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Chapitre 9
Conclusion
es contributions de cette the`se portent d’une part sur les contraintes globales en
domaines continus et plus particulie`rement pour les syste`mes de contraintes de
distance. D’autre part, nos travaux ont de´bouche´ sur deux techniques originales
pour la re´solution de CSPs a` domaines continus : la premie`re est spe´cifique aux
contraintes de distance et la seconde est beaucoup plus ge´ne´rale.
Contraintes globales Nous avons tente´ dans cette the`se de concevoir une contrainte glo-
bale pour les syste`mes de contraintes de distance euclidienne. Ces syste`mes sont de´finis par
un ensemble de points et de distances entre certains couples de ces points. Le proble`me est
de localiser ces points dans l’espace de manie`re a` ce que les contraintes de distance soient
respecte´es. Nous avons explore´ deux diffe´rentes voies pour la conception d’une contrainte glo-
bale pour les syste`mes de contraintes de distance : l’infe´rence de contraintes redondantes avec
utilisation de filtrages standards, et la conception d’un algorithme de filtrage de´die´.
1. Ajout de contraintes redondantes : Nous avons tente´ d’infe´rer des contraintes ad-
ditionnelles en se basant sur des proprie´te´s ge´ome´triques e´le´mentaires des syste`mes de
contraintes de distance.
– Fermeture du graphe de contraintes : A` partir du syste`me initial, nous avons infe´re´ un
intervalle pour toutes les distances inconnues. Ces distances supple´mentaires ve´rifient
les ine´galite´s triangulaires et garantissent que tout triangle du syste`me est construc-
tible. Un algorithme spe´cifique calcule cette fermeture avec une complexite´ en temps
de l’ordre de Θ(n3). La fermeture du graphe de contraintes de distance ajoute des
contraintes au syste`me initial qui permettent dans certains cas de de´tecter l’inconsis-
tance du syste`me plus rapidement.
– Introduction de barycentres : L’algorithme de calcul de la fermeture du graphe de
contraintes parcourt l’ensemble des triangles du syste`me. Nous y avons incorpore´
une proce´dure de filtrage global pour les triangles. L’algorithme re´alise´ calcule la
fermeture du graphe et filtre les domaines des points a` la vole´e. Cette proce´dure de
filtrage ajoute temporairement un point supple´mentaire, l’isobarycentre du triangle,
et e´value les distances entre ce point particulier et les sommets du triangle. L’ajout
de ces contraintes et de ces barycentres au syste`me initial permet un filtrage plus fort
des domaines.
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On peut ge´ne´raliser cette approche a` un ensemble de n points. Il est en effet possible
de calculer une e´valuation des distances entre chacun des points du syste`me et leur
isobarycentre :
n2δ2Gk = n
∑
δ2ik −
∑
i<j
δ2ij
Ces distances renferment une information globale sur le syste`me, car elles sont de´finies
a` partir des distances entre tout couples de points. Il serait inte´ressant d’e´valuer
l’impact de ce syste`me de contraintes supple´mentaires sur le filtrage des domaines.
D’autres proprie´te´s ge´ome´triques e´le´mentaires pourraient eˆtre utilise´es pour infe´rer des
contraintes redondantes. Ces contraintes peuvent eˆtre e´ventuellement des contraintes
angulaires ou d’incidence, d’orthogonalite´ . . . Une autre extension possible pourrait
eˆtre d’utiliser des prouveurs de the´ore`mes pour infe´rer des proprie´te´s ge´ome´triques
spe´cifiques au proble`me, puis d’utiliser ces proprie´te´s comme des contraintes supple´mentaires.
2.
  
: Un filtrage global pour les contraintes de distance :
Nous avons spe´cialise´ la contrainte globale
  
[76, 89, 75], de´die´e aux syste`mes
d’e´quations quadratiques, pour les contraintes de distance qui en sont un cas parti-
culier. Cette me´thode line´arise les termes quadratiques des e´quations (de la forme xy
ou x2), autrement dit
 
ge´ne`re un certain nombre d’ine´quations line´aires qui ap-
proximent l’espace des solutions. Ensuite, la me´thode du simplexe est utilise´e sur le
syste`me line´aire ge´ne´re´ pour re´duire les bornes des domaines.
Nous avons introduit une nouvelle technique de line´arisation spe´cifiquement adapte´e
aux contraintes de distance. Cette nouvelle technique, nomme´e
 
, ne ge´ne`re
pas des line´arisations pour chaque terme des e´quations mais globalement pour chaque
contrainte de distance.
 
de´finit donc une donc une approximation plus pre´cise
que
  
, ce qui augmente la vitesse de convergence de la me´thode. D’autre part,
contrairement a` la
 
, notre line´arisation des contraintes ne ne´cessite pas l’ajout
de variables supple´mentaires ce qui re´duit la taille des syste`mes line´aires re´solus par le
simplexe. Les re´sultats expe´rimentaux montrent que
  
re´sout certains proble`mes
pre`s de 300 fois plus vite que la
  
. En revanche, notre implantation de
 
ne garantit pas la correction des approximations line´aires calcule´es. L’adaptation des
principes propose´s dans [89] ne devrait toutefois pas poser de difficulte´s majeures.
On peut envisager d’utiliser les line´arisations de
  
afin de cre´er un filtrage base´
sur le meˆme sche´ma que les consistances locales, mais avec une repre´sentation des do-
maines par des poygones convexes. Autrement dit, utiliser les ope´rations de base sur
les polygones (somme de Minkowski, intersections, unions, . . .), pour calculer une ap-
proximation des contraintes de distance par des polygones . On obtiendrait ainsi un
algorithme de filtrage global, tre`s proche de celui de Heusch[51] mais plus facile a` mettre
en oeuvre. Se poserait encore une fois le proble`me de l’exactitude des approximations
et donc de la garantie des calculs.
Techniques de re´solution de CSPs continus Dans cette the`se, nous avons e´galement
explore´ une technique de re´solution spe´cifique aux contraintes de distance. Cette technique
utilise des trous dans les domaines des variables que l’on identifie en utilisant la structure par-
ticulie`re des contraintes (cercle ou sphe`re). Dans un deuxie`me temps, nous avons ge´ne´raliser
cette approche a` des contraintes quelconques.
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
 : De´composition Se´mantique des contraintes de distance Nous avons intro-
duit une nouvelle me´thode de recherche base´e sur une de´composition des domaines des
variables, qui exploite directement la se´mantique des contraintes de distance. Les pro-
prie´te´s spe´cifiques de ces contraintes sont utilise´es pour choisir des points de coupe plus
inte´ressants que les choix par de´faut des heuristiques standard. En fait, on peut identifier
des trous dans les domaines en utilisant la structure des contraintes (cercles ou sphe`res).
Le principe de

 est de mode´liser le CSP continu par un CSP fini dont les valeurs sont
des intervalles , puis d’utiliser une technique de re´solution comme le maintien d’arc-
consistance ( [112]) pour engendrer des sous-proble`mes. Ces sous-proble`mes sont
2B-consistants et ve´rifient des proprie´te´s de monotonie et de convexite´. Les re´sultats
obtenus sur des proble`mes acade´miques de taille re´duite sont encourageants.
– 
	
 
: Une nouvelle strate´gie de recherche pour les CSPs continus
Nous avons e´tendu la technique pre´ce´dente a` des CSPs non-line´aires quelconques. Cette
strate´gie strate´gie de recherhche, nomme´e 
	
 
, exploite les trous identifie´s
par les consistances locales et partielles. Ces trous indiquent des points de coupe dans
les domaines qui permettent de re´duire l’espace de recherche. Couper les domaines en
utilisant ces trous permet d’e´limininer certaines solutions redondantes et d’isoler plus
facilement des solutions disjointes. Des re´sultats expe´rimentaux ont montre´ que pour
beaucoup de proble`mes, les performances de la recherche classique sont ame´liore´es de
manie`re significative en utilisant 
	
 
.
De futurs travaux pourront porter sur la me´morisation de trous. Il est possible que
certains trous soient identifie´s dans des branches diffe´rentes de l’arbre de recherche.
L’ide´e est d’utiliser les trous que l’on a de´ja` identifie´ dans une branche pre´ce´dente de
la recherche pour de´composer le domaine courant lorsqu’aucun trou n’a e´te´ indentifie´
par le filtrage. D’autre part, la question du grand nombre de trous identifie´s par les
projections des fonctions trigonome´triques reste en suspens.
De manie`re ge´ne´rale, l’ide´e d’exploiter les trous dans la re´solution des contraintes nume´riques
semble eˆtre une bonne voie a` suivre. De futurs travaux pourraient porter sur d’autres tech-
niques pour identifier des trous dans les domaines.
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Annexe A
Nous de´montrons dans cette annexe la proprie´te´ 5.2.1, que nous rappelons ici :
Proposition 1 Soient trois points A, B et C et soit G le centre de gravite´ du triangle ABC.
Alors, si u, v et w sont strictement positifs on a :
GA2 = 19(2u
2 + 2v2 − w2) AB = u
GB2 = 19 (2u
2 + 2w2 − v2) ⇐⇒ AC = v
GC2 = 19 (2v
2 + 2w2 − u2) BC = w
De´monstration
⇐= :
Soit ABC un triangle tel que AB = u, AC = v, et BC = w et G son centre de gravite´.
Soient I, J et K les milieux respectifs des segments [AB], [AC] et [BC].
Soient α, β, γ ∈ [0, pi], les angles non-oriente´s incidents respectivement aux sommets A, B et
C (voir figure 1).
Deux proprie´te´s e´le´mentaire du centre de gravite´ vont nous servir dans cette preuve :
C
B
A
G
K
I
J
H
Fig. 1 – Un triangle ABC et son centre de gravite´ G
– G est l’intersection des me´dianes du triangle.
– GC = 2CI3 , GB =
2BJ
3 et GA =
2AK
3 .
On peut calculer le cosinus de l’angle α dans le triangle ABC en fonction des distances AB,
AC et BC :
cos(α) =
AB2 +AC2 −BC2
2AB.AC
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De meˆme, on peut calculer ce cosinus dans le triangles ABJ :
cos(α) =
AB2 +AJ2 −BJ2
2AB.AJ
Si AB 6= 0 et AC 6= 0 alors avec ces deux e´galite´s on obtient :
AB2+AC2−BC2
2AB.AC =
AB2+AJ2−BJ2
2AB.AJ
AB2+AC2−BC2
2AB.AC =
AB2+AC
2
4
− 9GB
2
4
AB.AC
2AB2 + 2AC2 − 2BC2 = 4AB2 +AC2 − 9GB2
9GB2 = 2AB2 + 2BC2 −AC2
GB2 = 19(2AB
2 + 2BC2 −AC2)
D’ou` GB2 = 19(2u
2 + 2w2 − v2).
On peut obtenir les autres e´galite´s en mettant en relation de la meˆme fac¸on les cosinus de β
et γ dans les triangles ABC avec ACK et BCI. .
Ce qui est inte´ressant dans cette preuve est l’e´galite´ des cosinus. Cela veut dire que la
position dans l’espace du barycentre est lie´e aux angles du triangle. L’introduction de ce point
va donc nous permettre de faire un meilleur filtrage, puisqu’il met en jeu implicitement la
notion d’angle.
=⇒ : Soit ABC un triangle et G son centre de gravite´. Soient 3 re´els positifs u, v et w
tels que :
– GA2 = 19 (2u
2 + 2v2 − w2).
– GB2 = 19(2u
2 + 2w2 − v2).
– GC2 = 19(2v
2 + 2w2 − u2).
On a AB2 =
−−→
AB.
−−→
AB = (
−→
AG +
−−→
GB).(
−→
AG+
−−→
GB). D’ou`,
2
−→
GA.
−−→
GB = AG2 +GB2 −AB2 (1)
De meˆme, on obtient :
2
−→
GA.
−−→
GC = AG2 +GC2 −AC2 (2)
2
−−→
GB.
−−→
GC = GB2 +GC2 −BC2 (3)
G e´tant l’ isobarycentre de A, B et C, on a l’e´galite´ vectorielle :
−→
GA+
−−→
GB +
−−→
GC =
−→
0 .
Or, en faisant le produit scalaire successivement par
−→
GA,
−−→
GB, et
−−→
GC des 2 coˆte´s de cette
e´galite´ on obtient :
2GA2 + 2
−→
GA.
−−→
GB + 2
−→
GA.
−−→
GB = 0
2GB2 + 2
−→
GA.
−−→
GB + 2
−−→
GB.
−−→
GC = 0
2GC2 + 2
−→
GA.
−−→
GC + 2
−−→
GB.
−−→
GC = 0
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En introduisant les e´quations 1, 2 et 3 et apre`s simplifications, on obtient le syste`me suivant :
4GA2 +GB2 +GC2 = AB2 +AC2
4GB2 +GA2 +GC2 = AB2 +BC2
4GC2 +GA2 +GB2 = AC2 +BC2
Enfin, en re´solvant ce syste`me line´aire dont les inconnues sont AB2, AC2, et BC2, puis en
remplac¸ant les distances GA, GB et GC par leur expression en fonction de u, v, et w on
obtient :
AB2 = 2GA2 + 2GB2 −GC2 = u2
AC2 = 2GA2 + 2GC2 −GB2 = v2
BC2 = 2GB2 + 2GC2 −GA2 = w2
D’ou`, finalement :
AB = u AC = v BC = w
.
Remarque L’hypothe`se que l’on fait sur les distances AB, AC et BC, garantit que le do-
maine des distances GA, GB et GC est calculable. En effet, on a :
0 ≤ |AB −AC| ≤ BC ≤ AB +AC
⇒ |AB −AC|2 ≤ BC2 ≤ (AB +AC)2
⇔ AB2 +AC2 − 2.AB.AC ≤ BC2 ≤ AB2 +AC2 + 2.AB.AC
⇔ −(AB2 +AC2)− 2.AB.AC ≤ −(2AB2 + 2AC2) +BC2 ≤ −(AB2 +AC2) + 2.AB.AC
⇔ 19(AB −AC)2 ≤ GA2 ≤ 19(AB +AC)2
Autrement dit, le domaine de GA2 est encadre´ par deux intervalles positifs ou nuls, et donc le
domaine de GA est calculable en utilisant l’arithme´tique des intervalles. On peut e´videmment
trouver le meˆme type d’encadrement pour GB2 et GC2.
G
Pj
δi,j
δj,k
δi,k
Pk
Pi
Fig. 2 – Introduction du centre de gravite´ dans le triangle PiPjPk
110 Annexe 0. Annexe A
Bibliographie
[1] G. Alefeld and J. Hertzberger. Introduction to Interval Computation. Academic Press,
New York, 1983.
[2] H. Batnini. Contraintes globales pour la re´solution de contraintes de distance. Master’s
thesis, Universite´ de Nice Sophia-Antipolis, Juin 2002.
[3] H. Batnini. Introduction of redundant constraints for solving distance constraints sys-
tems. Journal of the university of Saa¨rbru¨ck, CALCULEMUS autumn school : Student
poster abstracts, Pisa, Italy, pages 19–23, September 2002.
[4] H. Batnini, C. Michel, and M. Rueher. Mind the gaps : A new splitting strategy for
consistency techniques. In CP, pages 77–91, Sitges, Barcelona, Spain, October 2005.
[5] H. Batnini and M. Rueher. Filtrage local par de´composition de csp continus. In Actes
JNPC’03. 9eme Journe´es Nationales pour la re´solution de Proble`mes NP-complets,
pages 39–51, Juin 2003.
[6] H. Batnini and M. Rueher. Semantic decomposition for solving distance constraint.
In F. Rossi, editor, Proc. of CP’03 : 9th International Conference on ”Principles and
Practice of Constraint Programming”), LNCS 2833, pages 964–964. Springer Verlag,
September 2003.
[7] H. Batnini and M. Rueher. De´composition se´mantique pour la re´solution de syste`mes
d’e´quations de distances. JEDAI(Journal Electronique d’Intelligence Artificielle), 2(1),
2004. E´dition spe´ciale JNPC 2003.
[8] H. Batnini and M. Rueher. Quaddist : Filtrage global pour les contraintes de distance.
In Actes JNPC’04(10e`mes Journe´es Nationales pour la re´solution pratique de Proble`mes
NP-complets), pages 59–71, Angers, Juin 2004.
[9] H. Batnini, M. Rueher, and C. Michel. Une strate´gie de re´solution oriente´e par la
topologie des csp nume´riques. In Actes JFPC’05 (1e`res Journe´es Francophones de
Programmation par Contraintes), pages 199–210, Lens, 2005.
[10] N. Beldiceanu, M. Carlsson, and J-X. Rampon. Tr2005-06 : global constraint catalog.
Technical report, Swedish Institue of Computer Science, 2005.
[11] N. Beldiceanu, M. Carlsson, J-X. Rampon, and C. Truchet. Graph invariants as neces-
sary conditions for global constraints. In P. Van Beek, editor, Proc. of CP’05 : 11th
International Conference on ”Principles and Practice of Constraint Programming”),
LNCS 3709, pages 92–106, September, publisher = Springer Verlag 2005.
[12] N. Beldiceanu and E. Contjean. Introducing global constraints in chip. Journal of
Mathematical and Computer Modelling, 12 :97–123, 1994.
111
112 Bibliographie
[13] F. Benhamou, F. Goualard, L. Granvilliers, and J.F. Puget. Revising hull and box
consistency. In International Conference on Logic Programming, pages 230–244, 1999.
[14] F. Benhamou, D. McAllister, and P. Van Hentenryck. CLP(intervals) revisited. In
Maurice Bruynooghe, editor, Proceedings of the 1994 International Symposium, pages
124–138. MIT Press, 1994.
[15] F. Benhamou and W. Older. Applying interval arithmetic to real, integer and Boolean
constraints. Journal of Logic Programming, 32(1) :1–24, 1997.
[16] C. Bessie`re. Arc-consistency and arc-consistency again. Artif. Intell., 65(1) :179–190,
1994.
[17] C. Bessie`re and J.C Re´gin. Enforcing arc consistency on global constraints by solving
subproblems on the fly. In PPCP, pages 103–117, 1999.
[18] J.R. Bitner and E.M. Reingold. Backtrack programming techniques. Commun. ACM,
18(11) :651–656, 1975.
[19] C. Bliek, B. Neveu, and G. Trombettoni. Using graph decomposition for solving conti-
nuous csps. In M. Maher and J-F. Puget, editors, Proc. of CP’98 : 4th International
Conference on ”Principles and Practice of Constraint Programming”, LNCS 1520, pages
102–116, Pisa, Italy, November 1998. Springer Verlag.
[20] L.M. Blumenthal. Theory and Application of Distance Geometry. Oxford University
Press, 1953.
[21] L. Bordeaux, E. Monfroy, and F. Benhamou. Raisonnement sur les proprie´te´s de
contraintes nume´riques. In M. Rueher, editor, Programmation en logique par contrainte,
pages 13–26. JFPLC’02, Herme`s Science publications, 2002.
[22] H. Bro¨nninmann and S. Pion. Exact rounding for geometric constructions. In Proc. of
International symposium on Scientific Computing, Computer Arithmetic and Validated
Numerics(SCAN), 1997.
[23] B. Buchberger. Ein Algorithmus zum Auffinden der Basiselemente des Restklassenringes
nach einem nulldimensionalen Polynomideal. PhD thesis, Universite´ d’Innsbruck, Au-
triche, 1965.
[24] B. Buchberger. Gro¨bner bases : an algorithmic method in polynomial ideal theory. In
N.K. Bose, editor, Recent trends in multidimensional system theory. Reidel publ. comp.,
1985.
[25] M. Ceberio. Contribution a` l’e´tude des CSPs nume´riques sous et sur-contraints. Outils
symboliques et contraintes flexibles continues. PhD thesis, Universite´ de Nantes, 2003.
[26] H. Collavizza, F. Delobel, and M. Rueher. A note on partial consistencies over conti-
nuous domains. In M. Maher and J-F. Puget, editors, Proc. of CP’98 : 4th International
Conference on ”Principles and Practice of Constraint Programming”, LNCS 1520, pages
147–162, Pisa, Italy, November 1998. Springer Verlag.
[27] H. Collavizza, F. Delobel, and M. Rueher. Comparing partial consistencies. Journal of
Reliable Computing, 5 :213–228, 1999.
[28] H. Collavizza, F. Delobel, and M. Rueher. Extending consistent domains of numeric
csp. In Proc of IJCAI’99 : 16th International joint conference on artificial intelligence,
volume 1, pages 406–411, Stockholm, Sweden, August 1999.
BIBLIOGRAPHIE 113
[29] M.C. Cooper. An optimal k-consistency algorithm. Artificial Intelligence, 41(1) :89–95,
1989.
[30] T.H. Cormen, C.E. Leiserson, and R.L. Rivest. Introduction to algorithms. The MIT
Press, 1991.
[31] G.M. Crippen and T.F Havel. Distance geometry and molecular conformation. John
Wiley and sons, 1988.
[32] R. Dechter. Learning while searching in constraint-satisfaction-problems. In AAAI,
pages 178–185, 1986.
[33] R. Dechter. Enhancement schemes for constraint processing : Backjumping, learning,
and cutset decomposition. Artif. Intell., 41(3) :273–312, 1990.
[34] R. Dechter. From local to global consistency. Artif. Intell., 55(1) :87–108, 1992.
[35] R. Dechter and I. Meiri. Experimental evaluation of preprocessing techniques in
constraint satisfaction problems. In IJCAI, pages 271–277, 1989.
[36] A.K. Dhingra, A.N. Almadi, and D. Kohli. A gro¨bner-sylvester hybrid method for
closed-form displacement analysis of mechanisms. Journal of Mechanical Design,
122 :431–438, December 2000.
[37] P. Dietmaier. The stewart-gough platform of general geometry can have 40 real postures.
In J. Lenarcic and M.L. Husty, editors, Advances in Robot Kinematics : Analysis and
Control, pages 7–16. Kluwer Academic Publisher, 1998.
[38] L. Doherty, K. S.J. Pister, and L. El Ghaoui. Convex position estimation in wireless
sensor networks. In Proc. of the IEEE Infocom, pages 1655–1663, Alaska, April 2001.
IEEE.
[39] I.Z. Emiris and B. Mourrain. Polynomial system solving : the case of a six-atom mole-
cule. Technical Report RR-3075, 1996.
[40] J.-C. Fauge`re. A new efficient algorithm for computing gro¨bner bases (f4). Journal of
Pure and Applied Algebra, 139(1-3) :61–88, 1999.
[41] E.C. Freuder. Synthesizing constraint expressions. Communication of the ACM,
21(11) :958–966, Nov. 1978.
[42] E.C. Freuder. Backtrack-free and backtrack-bounded search. pages 343–369, 1988.
[43] J. Gaschnig. A general backtrack algorithm that eliminates most redundant tests. In
IJCAI, page 457, 1977.
[44] S.W. Golomb and L.D. Baumert. Backtrack programming. Journal of ACM, 12(4) :516–
524, 1965.
[45] C. Gosselin, J. Sefrioui, and M. J. Richard. Polynomial solutions to the direct kinema-
tic problem of planar three degree of freedom parallel manipulators. Mechanism and
Machine Theory, 27(2) :107–119, 1992.
[46] L. Granvilliers. Realpaver : Solving non linear constraints by inter-
val computations. User’s manual, July 2003. http ://www.sciences.univ-
nantes.fr/info/perso/permanents/granvil/realpaver.
[47] D.U. Greemwald. Programmation line´aire et algorithme du simplexe. Dunod, 1960.
[48] E. Hansen and R. Greenberg. An interval newton method. Applied Mathematics and
Computations, 12 :89–98, 1983.
114 Bibliographie
[49] E.R. Hansen. Global optimization using interval analysis. Marcel Deckler, 1992.
[50] R.M. Haralick and G.L. Elliott. Increasing tree search eciency for constraint satisfaction
problems. Artificial Intelligence, 14 :263–313, 1980.
[51] M. Heusch. distn : An euclidean distance global constraint. In F. Rossi, editor, Proc. of
CP’03 : 9th International Conference on ”Principles and Practice of Constraint Pro-
gramming”), LNCS 2833, pages 975–975. Springer Verlag, September 2003.
[52] M.L. Husty. An algorithm for solving the direct kinematic of stewart-gough-type plat-
forms. Mechanism and Machine Theory, 4(31) :365–380, 1996.
[53] E. Hyvo¨nen. Constraint reasoning based on interval arithmetic : the tolerance propa-
gation approach. Artificial Intelligence, 58(1) :71–112, December 1992.
[54] ILOG. Solver Reference manual http ://www.ilog.com/product/jsolver. 2002.
[55] C. Innocenti. Forward kinematics in polynomial form of the general stewart platform.
ASME Journal of Mechanical Design, 2(123) :254–260, June 2001.
[56] Fauge`re J-C and Lazard D. The combinatorial classes of parallel manipulators. Mecha-
nism and Machine Theory, 6(30) :765–776, 1995.
[57] Merlet J-P. Solving the forward kinematics of a gough-type parallel manipulator with
interval analysis. International Journal of Robotics Research, 3(23) :221–236, 2004.
[58] L. Jaulin, M. Kieffer, O. Didrit, and E. Walter. Applied Interval Analysis. Springer,
2001.
[59] C. Jermann. Re´solution de contraintes ge´ome´triques par rigidification re´cursive et pro-
pagation d’intervalles. PhD thesis, Universite´ de Nice Sophia Antipolis, 2002.
[60] C. Jermann, B. Neveu, and G. Trombettoni. A new structural rigidity for geometric
constraints systems. In Proc. of Fourth International Workshop on Automated Deduc-
tion in Geometry(ADG’02), Linz, Austria, 2002.
[61] C. Jermann, B. Neveu, and G. Trombettoni. Inter-block backtracking : Exploiting the
structure in continuous csps. In 2nd International Workshop on Global Constrained
Optimization and Constraint Satisfaction COCOS’03, Lausanne, Switzerland, 2003.
[62] C. Jermann, G. Trombettoni, B. Neveu, and M. Rueher. A constraint programming
approach for solving rigid geometric systems. In Proc. of CP’00 : Sixth International
Conference on ”Principles and Practice of Constraint Programming”, LNCS 1894, pages
233–248, Singapore, September 2000. Springer Verlag.
[63] P. Je´gou. Contribution a` l’e´tude des proble`mes de satisfaction de contraintes : algo-
rithmes de propagation et de re´solution ; propagation de contraintes dans les re´seaux
dynamiques. PhD thesis, CRIM, USTL, Universite´ de Montpellier, 1991.
[64] Narendra Jussien and Olivier Lhomme. Dynamic domain splitting for numeric CSPs.
In European Conference on Artificial Intelligence, pages 224–228, 1998.
[65] W.M. Kahan. A more complete interval arithmetic. Technical report, University of
Toronto, Canada, 1968.
[66] R.B. Kearfott. A review of techniques in the verified solution of constrained global op-
timization problems. In R. Baker Kearfott and Vladik Kreinovich, editors, Applications
of Interval Computations, pages 23–59. Kluwer, Dordrecht, Netherlands, 1996.
[67] R.B. Kearfott. Rigorous global search : continuous problems. Kluwer, 1996.
BIBLIOGRAPHIE 115
[68] I. Kotsireas and I. Lazard. Central configurations of the 5-body problem with equal
masses in three dimensional space. In Proceedings of CASC, 1998.
[69] L. Krippahl and P. Barahona. Psico : Combining constraint programming and optimi-
sation to solve macromolecular structures. In Proc. of ERCIM/COMPULOG Workshop
on Constraints, Univ. of Padova, Italy, June 2000.
[70] L. Krippahl and P. Barahona. Propagating n-ary rigid-body constraints. In F. Rossi,
editor, Proc. of CP’03 : 9th International Conference on ”Principles and Practice of
Constraint Programming”), LNCS 2833, pages 452–465. Springer Verlag, September
2003.
[71] V. Kumar. Algorithms for constraint-satisfaction problems : A survey. AI Magazine,
13(1) :32–44, 1992.
[72] D. Lazard. Stewart platforms and gro¨bner basis. In Proceedings of Advances in Robotics
Kinematics, pages 136–142, Septembre 1992.
[73] D. Lazard. Generalized stewart platform : How to compute with rigid motions ? In
IMACS Symp. on Symbolic Computation, pages 85–88, 1993.
[74] Y. Lebbah. Contribution a` la re´solution de contraintes par consistance forte. The`s de
doctorat, E´cole des Mines de Nantes, 1999.
[75] Y. Lebbah, Michel C., M. Rueher, D. Daney, and J.P. Merlet. Efficient and safe global
constraints for handling numerical constraint systems. SIAM Journal on Numerical
Analysis. Accepted for publication.
[76] Y. Lebbah, M. Rueher, and C. Michel. A global filtering algorithm for handling systems
of quadratic equations and inequations. In P. Van Hentenryck, editor, Proc of CP’02 :
8th International Conference on ”Principles and Practice of Constraint Programming”,
LNCS 2470, Cornell University, Ithaca, NY, USA, September 2002. Springer Verlag.
[77] T-Y Lee and J-K. Shim. Forward kinematics of the general 6-6 stewart platform using
algebraic elimination. Mechanism and Machine Theory, 36(9) :1073–1085, September
2001.
[78] O. Lhomme, , A. Gotlieb, and M. Rueher. Dynamic optimization of interval narrowing
algorithms. Journal of Logic Programming(Elsevier Science Inc)., 37(1-3) :165–183,
1998.
[79] O. Lhomme. Consistency techniques for numerical csps. In IJCAI-93, pages 232–238,
1993.
[80] O. Lhomme. Contribution a` la re´solution de contraintes sur les re´els par propagation
d’intervalles. The`se de doctorat, Universite´ de Nice-Sophia Antipolis, 1994.
[81] A-X. Liu and T-L. Yang. Configuration analysis of a class of parallel structures using
improved continuation. In 9th World Congress on the Theory of Machines and Mecha-
nisms, pages 155–158, Milan, September 1995.
[82] F.E.A. Lucas. Re´cre´ations Mathe´matiques, volume 1-4. Gautier-Villars, Paris, 1891.
Re´e´dite´ depuis par Blanchard, Paris, 1959.
[83] A.K. Mackworth. Constraint satisfaction. In S.C. Shapiro, editor, Encyclopedia of
Artificial Intelligence, New York, 1987. Wiley.
[84] A.K Macworth. Consistency in networks of relations. Artificial Intelligence, pages
99–118, 1977.
116 Bibliographie
[85] M. Cs. Marko´t. An interval method to validate optimal solutions of the “packing circles
in a unit square”. Problems, Central European Journal of Operational Research, 8 :63–
78, 2000.
[86] M. Cs. Marko´t and T. Csendes. A new verified optimization technique for the “packing
circles in a unit square” problems. SIAM, 2004. (submitted).
[87] J-P. Merlet. Solving the forward kinematics of gough-type parallel manipulator with
interval analysis. Research report INRIA 2003, RR-4013, 2003.
[88] P. Meseguer. Constraint satisfaction problems : An overview. AI Commun., 2(1) :3–17,
1989.
[89] C. Michel, Y. Lebbah, and M. Rueher. Safe embedding of the simplex algorithm in a csp
framework. In 5th Int. Workshop on Integration of AI and OR techniques in Constraint
Programming for Combinatorial Optimisation Problems CPAIOR 2003, pages 210–220,
Universite´ de Montre´al, 2003. CRT.
[90] R. Mohr and T.C. Henderson. Arc and path consistency revisited. Artif. Intell.,
28(2) :225–233, 1986.
[91] U. Montanari. Networks of constraints : Fundamental properties and applications to
image processing. Information science, 7 :95–132, 1974.
[92] R. Moore. Interval analysis. Prentice-Hall, 1966.
[93] B. Mourrain. The 40 g¨enericp¨ositions of a parallel robot. In Proceedings of the 1993
International Symposium on Symbolic and Algebraic Computation(ISSAC), pages 173–
182. ACM Press, 1993.
[94] B. A. Nadel. Tree search and arc consistency in constraint satisfaction algorithms. pages
287–342, 1988.
[95] A. Neumaier. Interval Methods for Systems of Equations, volume 37. Encyclopedia of
Mathematics and its Applications, 1990.
[96] W. Older and F. Benhamou. Programming in CLP(BNR). In Position Papers for the
First Workshop on Principles and Practice of Constraint Programming, pages 239–249,
Newport, RI, USA, 1993.
[97] J.M. Porta, L. Ros, F. Thomas, and C Torras. A branch-and-prune algorithm for solving
systems of distance constraints. In IEEE Conference on Robotics and Automation,
Taipei, Taiwan, Sept 2003.
[98] Jean-Franc¸ois Puget. A fast algorithm for the bound consistency of alldiff constraints. In
AAAI ’98/IAAI ’98 : Proceedings of the fifteenth national/tenth conference on Artificial
intelligence/Innovative applications of artificial intelligence, pages 359–366, Menlo Park,
CA, USA, 1998. American Association for Artificial Intelligence.
[99] J.F. Puget and P. Van Hentenryck. A constraint satisfaction approach to a circuit
design problem. Technical Report CS-96-34, 1996.
[100] J.F. Puget and P.. Van Hentenryck. A constraint satisfaction approach to a circuit
design problem. Journal of Global Optimization, 13 :75–93, 1998.
[101] P.W. Jr. Purdom. Search rearrangement backtracking and polynomial average time.
Artif. Intell., 21(1-2) :117–133, 1983.
[102] M. Raghavan. The stewart platform of general geometry has 40 configurations. In
ASME Design and Automation Conf., volume 32, pages 397–402, 1992.
BIBLIOGRAPHIE 117
[103] D. Ratz. Box-splitting strategies for the interval Gauss–Seidel step in a global optimi-
zation method. Computing, 53 :337–354, 1994.
[104] J-C. Re´gin. A filtering algorithm for constraints of difference in csps. In AAAI ’94 :
Proceedings of the twelfth national conference on Artificial intelligence (vol. 1), pages
362–367, Menlo Park, CA, USA, 1994. American Association for Artificial Intelligence.
[105] J-C. Re´gin. Generalized arc consistency for global cardinality. In AAAI-96, pages
209–215, 1996. Oregon.
[106] J-C. Re´gin. The symetric alldiff constraint. In IJCAI-99, pages 420–425, 1999.
[107] J-C. Re´gin. Ac-* : A configurable, generic and adaptative arc consistency algorithm.
In P. Van Beek, editor, Proc. of CP’05 : 11th International Conference on ”Principles
and Practice of Constraint Programming”), LNCS 3709, pages 505–519, September,
publisher = Springer Verlag 2005.
[108] J-C. Re´gin and M. Rueher. A global constraint combining sum and difference
constraints. In Proc. of CP’00 : Sixth International Conference on ”Principles and
Practice of Constraint Programming”, LNCS 1894, pages 384–396, Singapore, Septem-
ber 2000. Springer Verlag.
[109] F. Ronga and T. Vust. Stewart platforms without computer ? In Conf. Real Analytic
and Algebraic Geometry, pages 197–212, Trento, 1992.
[110] F. Rossi, Petrie C.J., and V. Dhar. On the equivalence of constraint satisfaction pro-
blems. In ECAI, pages 550–556, 1990.
[111] F. Rouiller. Real roots counting for some robotics problems. Computational Kinematics,
1995.
[112] D. Sabin and E.C. Freuder. Contradicting conventional wisdom in constraint satis-
faction. In A. Borning, editor, Proc. of PPCP’94 : Second International Workshop on
”Principles and Practice of Constraint Programming”, LNCS 874, pages 10–20. Springer
Verlag, 1994.
[113] D. Sam-Haroud. Constraint consistency techniques for continuous domains. PhD thesis,
E´cole polytechnique fe´de´rale de Lausanne, 1995.
[114] S.V. Sreenivasan and P. Nanua. Solution of the direct position kinematics problem of
the general stewart platform using advanced polynomial continuation. In 22nd Biennial
Mechanisms Conf., pages 99–106, Scottsdale, September. 1992.
[115] P.G. Szabo´, T. Csendes, L.G. Casado, and I. Garc´ıa. Equal circles packing in a square
i. - problem setting and bounds for optimal solutions. Optimization Theory - Recent
Developments from Matrahaza. Kluwer, Dordrecht, pages 191–206, 2001.
[116] C. Traverso. The posso test suite examples, 1993. Available at
http ://www.inria.fr/saga/POL/index.html.
[117] M.R. Van Dongen. Ac-3d an efficient arc-consistency algorithm with a low space com-
plexity. In P. Van Hentenryck, editor, Proc of CP’02 : 8th International Conference on
”Principles and Practice of Constraint Programming”, LNCS 2470, Cornell University,
Ithaca, NY, USA, September 2002. Springer Verlag.
[118] P. Van Hentenryck and Y. Deville. The cardinality operator : A new logical connective
for constraint logic programming. In ICLP, pages 745–759, 1991.
118 Bibliographie
[119] P. Van Hentenryck, D. McAllister, and D. Kapur. Solving polynomial systems using
a branch and prune approach. SIAM, Journal of Numerical Analysis, 34(2) :797–827,
April 1997.
[120] D. Waltz. Understanding line drawings of scenes with shadows. In Patrick Henry
Winston, editor, The Psychology of Computer Vision. McGraw-Hill, New York, 1975.
(D’abord publie´ dans un technical report du MIT en 1972).
[121] Y. Zhang and R.H.C. Yap. Making ac-3 an optimal algorithm. In IJCAI, pages 316–321,
2001.
