This study aims at a systematic assessment of five computational models of a birdcage coil for magnetic resonance imaging (MRI) with respect to accuracy and computational cost. Methods: The models were implemented using the same geometrical model and numerical algorithm, but different driving methods (i.e., coil "defeaturing"). The defeatured models were labeled as: specific (S2), generic (G32, G16), and hybrid (H16, H16 fr-fo rced ). The accuracy of the models was evaluated using the "symmetric mean absolute percentage error" ("SMAPE"), by comparison with measurements in terms of frequency response, as well as electric ( E ) and magnetic ( B ) field magnitude. Results: All the models computed the B within 35% of the measurements, only the S2, G32, and H16 were able to accurately model the E inside the phantom with a maximum SMAPE of 16%. Outside the phantom, only the S2 showed a SMAPE lower than 11%. Conclusions: Results showed that assessing the accuracy of B based only on comparison along the central longitudinal line of the coil can be misleading. Generic or hybrid coils -when properly modeling the currents along the rings/rungs -were sufficient to accurately reproduce the fields inside a phantom while a specific model was needed to accurately model E in the space between coil and phantom. Significance: Computational modeling of birdcage body coils is extensively used in the evaluation of radiofrequency-induced heating during MRI. Experimental validation of numerical models is needed to determine if a model is an accurate representation of a physical coil.
I. INTRODUCTION
M AGNETIC resonance imaging (MRI) is a radiological imaging technique widely used in clinical practice, with Over 33 million examinations a year in the U.S. [1] . The success of MRI is due to its clinical versatility, the use of nonionizing radiation, and the high soft-tissue contrast [2] . Birdcage body coils are the most common type of radiofrequency (RF) coil used in MRI in the clinical environment and have been shown to provide a highly homogeneous − → B 1 field [3] - [6] . Birdcage body coils are typically driven by a two or four-port excitation with the power sources placed in one of the two end rings of the birdcage [4] .
An accurate characterization of the electromagnetic (EM) field generated by the RF coil is needed to assess RF-induced heating of tissue during MRI [7] , [8] . Hence, an accurate assessment of the overall or local specific absorption rate (SAR) is important for the safety of the patient [9] - [16] or in patients with conductive medical devices that are totally [1] , [8] , [17] - [22] , or partially implanted, or in contact with the skin [7] , [23] . In this context, computational modeling allows systematic and faster analysis of many variables affecting RF-induced heating, which cannot be accounted for experimentally [24] , [25] . Over the past 20 years, computational modeling has been increasingly used to address the RF safety issue [9] - [11] , [17] - [20] . Several models of RF birdcage coil have been implemented following different levels of complexity, that here we categorized as: specific, generic, and hybrid. Specific models [11] - [13] , [21] , [26] - [29] replicate the number and position of the input excitation in the real physical coil by the presence of lumped elements (i.e., resistors and capacitors) representing the input impedance of the ports. This allows reproducing the physical forward and reflected power. The importance of using a specific model was emphasized, for example, by Ibrahim et al. [11] , [27] in order to correctly replicate the EM coupling between the coil and its load. A generic model [9] , [10] , [14] , [30] - [34] makes use of a multiport excitation and forces currents inside the coil to a specific amplitude and phase, without the implementation of lumped elements. Liu et al. [10] supported the use of a generic model because of its low computational cost (i.e., no tuning required). Generic models were shown to well replicate the homogeneity of the magnetic field, electric field, and SAR distribution inside the ASTM phantom [26] , the cylindrical phantom [35] , and the human body models [10] . Finally, a hybrid model [15] , [35] - [37] includes both the multiport excitation and the presence of lumped elements, the convenience of such an approach, over a specific model, is the independence of the frequency response from the loading conditions [22] .
There are several studies that compared the different approaches [10] , [26] , [35] as well as studies that compared the models against measurements [17] , [27] , [30] , [36] . However, the comparison between simulated and measured electric and magnetic field magnitude ( E and B , respectively) has been mostly performed along 1-D lines through the isocenter of the coil.
In this study, we aimed to evaluate the effect of "defeaturing" the numerical model with respect to the computational cost of the simulations as well as accuracy against measurements. The term "defeaturing" was used to indicate that the birdcage model systems were implemented using different driving methods, while maintaining the same geometrical model and the same numerical algorithm. Five numerical models were implemented: one specific (i.e., S2 [11] , [13] , [20] , [28] ), two generic (i.e., G32 [9] , [10] , [32] and G16 [30] , [31] , [33] ), and two hybrid (i.e., H16 [15] , [35] and H16 fr-forced [37] ). The assessment of accuracy versus defeaturing was performed by comparing each numerical model with a physical coil in terms of frequency response, as well as E and B . In line with the literature, as a first step E and B were compared along the longitudinal central line. Furthermore, the state-of-the-art approach was extended by including the evaluation of the fields performed for different planes both inside the phantom and in the space between phantom and coil. The field inside the phantom is of interest for SAR assessment with or without implanted conductive devices, while the space between phantom and coil must be characterized in the presence of conductive devices partially implanted or in contact with the skin. Therefore, the region of interest, where the model accuracy must be evaluated is dependent on the specific target of the study.
Section II-A describes the geometrical specifications of the physical coil and the setup used to perform the measurements (i.e., frequency response, E , and B ). Section II-B presents the five computational models and the numerical setup. Section II-C shows the method used to quantify the accuracy of each model with respect to the physical coil. Section III presents the results on frequency response (see Section III-A), power requirements (see Section III-B), and E and B (see Section III-C). Section IV presents a discussion of the study including its limitations, and final conclusions.
II. MATERIALS AND METHODS

A. Measurements 1) Birdcage Coil Specifications:
A commercially available high-pass birdcage body coil (MITS1.5, Zurich Med Tech, Zurich, Switzerland) was used for the measurements [see Fig. 1(a) ]. The coil is composed of 16 rectangular strips (rungs) 570-mm long, which are laid out with cylindrical symmetry (diameter = 740 mm). The rungs are connected at each end by 16 distributed capacitors composed of a 40-mm wide strip. The coil is shielded by a 16-sided regular polygonal enclosure [see Fig. 1(c) ]. The coil was driven at two ports (I and Q, located 90°apart) in quadrature mode (i.e., equal amplitude with a 90°F ig. 1. Geometry characterization of the system (a) MITS1.5 physical coil (b) 3-D view of the computational model as implemented in the software. The computational RF body coil system was modeled to match the physical coil geometry (c) During measurements a superellipse-shaped phantom (d) was placed in the bottom of the coil (e). The physical phantom was filled to a depth of 90 mm with a 2.5-g/L saline solution with a conductivity of 0.47 S/m. phase shift between each port excitation) by two AN8102-08 RF power amplifiers (Analogic Co., Peabody, MA, USA). Two baluns were present at the entrance of the sources to assure a low reflected power to the amplifiers. The nominal resonant frequency of the physical coil was f r,ph = 63.5 MHz ± 0.5 MHz. The net input power was set to obtain of
where B(x c , y c , z c ) is the root mean square (RMS) value of B at the isocenter of the coil (x c , y c , z c ) = (0, 0, 0). Custommade software included with the system was used to control and modify the settings of the input signal.
2) Measurements Setup:
Data of E and B were collected using a robotic measurement system (DASY 5NEO, SPEAG, Zurich, Switzerland) [22] , [38] , [39] with two E probes (ER3DV6 and EX3DV4 for measurements in air and saline, respectively) and one H probe (H3DV7) (SPEAG, Zurich, Switzerland). For each measurement point the probes returned three RMS values-one for each field component x, y, and z. The total magnitude was than computed based on the quadratic norm (i.e., · ). The values of H were then converted to B based on the following relation:
where μ 0 is the permeability of vacuum. A superellipse-shaped phantom was used for the measurements [see Fig. 1(d) ]. The phantom consisted of a plexiglass container (6-mm thick, 750-mm long, and 400-mm wide) supported by a plexiglass table [see Fig. 1(e) ]. The physical phantom was filled to a depth of 90 mm with a 2.5-g/L saline solution with a conductivity σ = 0.47 S/m at room temperature [40] , [41] . The conductivity 
B. Computational Modeling 1) EM Numerical Implementation:
EM simulations were implemented with the commercially available software XFdtd (Remcom Inc., State College, PA, USA), which has been extensively used in the literature for MRI RF-safety evaluation [16] , [18] , [42] , [43] .
The computational model of the birdcage coil was based on a reverse engineering approach, because the specific electronic characteristics of the physical coil were unknown. The model matched the geometry of the physical coil [see Fig. 1(b) ]. Twenty cells of free space padding (20 mm × 20 mm × 20 mm) were added to ensure free propagation of the field outside the coil volume without reflection [27] . Additionally, eight absorbing layers were set as boundary conditions [29] , [44] . The mesh grid was optimized based on the PrOGrid tool included in XFdtd [45] ensuring a finer grid resolution near the boundaries of good conductors. A finer isotropic resolution (2.5 mm × 2.5 mm × 2.5 mm) was imposed for the phantom to accurately resolve the measurement grid. The model included over 52 million cells and the simulation time step used to ensure the finite-difference time domain (FDTD) Courant-Friedrich-Levy stability [46] , proportional to the smallest cell size, was 4 ps. Simulations run on a PC Intel(R) Core(TM) i7-4930K CPU at 3.40 GHz, with 64 GB of RAM and NVIDIA Tesla K40c graphic processing units.
2) Computational Models of the Birdcage Coil and the Phantom:
Simulations were performed with the coil loaded with a superellipse-shaped phantom with same dimensions of the physical phantom. Both the coil and the shield were modeled as copper (σ = 58.13 × 10 6 S/m). The table supporting the phantom and the phantom case were modeled as plexiglass (σ = 0 S/m, and ε r = 3.2). Finally, the load of the phantom was modeled as saline solution (σ = 0.47 S/m, ε r = 80, and ρ = 1050 kg/m 3 ). As described later, five different approaches of simulating a birdcage coil were implemented. The distributed capacitors present in the physical coil were modeled as two conductive rectangular slabs connected by numerically defined lumped elements, as in [22] . The two baluns present at the physical sources were not modeled in the numerical coils. S2
The rings were interrupted by a 5-mm gap centered between two adjacent rungs. A lumped element composed of a resistor R p in parallel with a capacitor C p was placed in each gap. Additionally, two ports were set in two gaps of one of the two rings, 90°spatially apart, as in the physical coil. The ports were placed on one of the two rings on one side of the phantom, and with respect to the isocenter in the negative part of the z-axis. G32 with a capacitor C p placed in each gap; each of the 16 rungs was interrupted in the middle by a 5-mm gap containing the driving port; the lumped elements used were the same as in the S2 model. The location of the ports was the same as for the H16. For each lumped element, the resistor was the same as for the S2, whereas the capacitor was changed to force one of the S 11 minima to 63.5 MHz.
In all models, the ports were modeled as a voltage source with a resistor R s = 50 Ω in series (see Fig. 3 ). For the S2 model, the voltage input at the two sources was
where P Q in,ph and P I in,ph are the total net input power at Q (i.e., 0°shifted), and I (i.e., 90°shifted) port of the physical coil, respectively.
For the other four models, the voltage input at the sources was 1 V. The results for all five models were normalized as in (1) . The phase of the signal feeding the source was equal to its azimuthal position (i.e., 0°and 90°for the S2, 22.5°for each source in the 16 port, G16 and G32). Additionally for the G32, the ports at the same azimuthal position in the two rings were 180°out of phase.
3) Simulation Setup: For each model, two sets of simulations were performed with different voltage excitations: 1) a broadband excitation with a cutoff frequency at 1 GHz, and 2) a sinusoidal excitation at 63.5 MHz.
1) In the first set, the frequency response of the models was studied by feeding a single port with a broadband waveform, while the other/s port/s was/were connected to a 50-Ω load. Additionally, the S2 broadband simulations were used to calculate the final values of C p and R p to replicate both the tuning and matching conditions of the physical coil. A similar approach was followed for the H16 fr-forced , albeit only applied to C p (i.e., With the 4-ps time step, the virtual computing time needed to reach convergence of the frequency response was 0.8 μs (i.e., 2 × 10 5 steps.) Different tests were performed changing the resistor value of the lumped element to verify whether or not the coil matching would affect the EM field results. 2) In the second set, all the ports were fed simultaneously with a sinusoidal waveform at 63.5 MHz with a phase shift equal to the azimuthal position of the port inside the coil. A total computing time of 30 periods was enforced to ensure a convergence of the field higher than 30 dB within two computation cycles. Convergence level was chosen to assure that a steady-state condition was reached for both frequency response and field distribution.
C. Accuracy of Numerical Models Versus Measurements
Experimental validation of the computational coils was performed by comparing the frequency response of the models, as well as E and B generated by the physical coil. For each simulation, the field values were computed inside a 3-D sensor including the coil and the phantom. Numerical results were returned as three complex values-one for each field component x, y, and z-at each point of the predefined sensor. In order to compare the numerical data with the measurements, the total RMS magnitude of the field was then computed based on the quadratic norm accordingly to:
where the symbol * represent the complex conjugate of the complex field-E or B-and the subscripts x, y, and z the spatial component of the field. As done in [11] , [26] , and [30] , a comparison was first performed on the profile of B along the central longitudinal axes of the coil (x c = 0 mm, y c = 0 mm). This analysis was then herein extended to the E [17] . An additional comparison was performed computing the "symmetric mean absolute percentage error" ("SMAPE") [47] (ξ) between simulated and measured values
where X k and Y k are the values of E(x, y, z) or B(x, y, z) in the k th voxel of the area considered for the measured (X k ) and simulated (Y k ) data, respectively. ξ was calculated along the longitudinal central line and in the planes described in Section II-A2 and displayed in Fig. 2(b)-(d) . In addition, as a term of comparison between the models, the mean SMAPEξ was evaluated for each plane.
where N number of voxels inside the plane.
III. RESULTS
A. Power Requirements
Comparing the loaded coil with the unloaded condition, the field polarization at the isocenter was highly affected by the presence of the phantom. In the loaded condition, the physical coil required a total net input power of 219 W to obtain a B = 3 μT at the isocenter, with P I in,ph = 44 W and P Q in,ph = 175 W. The available power (i.e., the power injected into each port) was the same for both I and Q ports, however, the Q port had less reflected power. This was caused by the phantom being closer to the Q port, and thus, loading the coil asymmetrically. The polarization was clockwise with respect to the sources and elliptical with a ratio of the field components equal to 0.63. Conversely, in the unloaded case, the polarization was clockwise with respect to the sources and circular with a ratio of the field components equal to 0.9. The simulations performed with different resistor values confirmed that the matching affected only the overall power requirements, generating fields linearly proportional in magnitude to the net input power [48] .
B. Frequency Response
For the physical coil, the S 11 at f r,ph = 63.5 MHz was −18.9 dB (see Fig. 4 , red trace) with a Q-factor of 800. As reported in Fig. 4 , the five computational models gave different results in terms of scattering parameters. The S2 and H16 fr-forced showed a resonance peak at f r = 63.5 MHz of E and B along the longitudinal axis z in the center of the coil (i.e., x c = y c = 0 mm). The figure shows the values measured in the physical coil as well as simulated. The five computational models were able to model the measured profile of B . Conversely, E was accurately modeled only by the S2, G32, and H16. E was about threefold higher along the entire axis for the H16 fr-forced , while it was up to sevenfold higher at the measured minimum (i.e., z = −10 mm) for both the H16 fr-forced and G16. Values were normalized accordingly to (1). −19.1 dB and −22.9 dB, respectively. The Q-factor for the S2 and the H16 fr-forced were 160 and 14, respectively. The H16 presented an almost flat frequency response of −3.2 ± 2.4 dB in the frequency range selected (i.e., from 40 to 80 MHz). Around f r,ph , the G32 and the G16 presented also a flat response of −6.3 and −0.8 dB, respectively. Fig. 5 , all the models were able to replicate the measured values of B along the central longitudinal line of the coil. For the five models, the maximum ξ for the magnetic field B(x c , y c , z) compared to the measured values was less than 5%. Conversely two of the models showed significantly different profiles of measured E when compared to the physical coil, with values ofξ up to 147% for both the H16 fr-forced and G16. Finally, in the physical coil, the value of E along the longitudinal line was the smallest at 10 mm from the isocenter with a magnitude of 24 V/m. Conversely, the H16, the S2, and the G32 showed a minimum at the isocenter with a magnitude of 17 V/m, 26 V/m, and 23 V/m, respectively, whereas H16 fr-forced and G16 showed a minimum of 160 V/m.
C. EM Fields 1) Longitudinal Central Line: As shown in
2) Inside the Phantom: As shown in Fig. 6 , the values of E and B simulated by the five models were significantly different when compared to each other and to the measured data inside the phantom. In particular, only the S2, G32, and H16 were able to accurately replicate E and B inside the phantom. E and B on coronal planes inside the phantom. For each plane, the mean SMAPEξ value [see (6) ] is reported in the histogram. In all three planes, E and B of the physical coil were well replicated only by the S2, G32, and H16 models, with a ξ less than 17% for both. Conversely, models H16 fr-forced and G16 reported an ξ between 17% and 32% for B and between 37% and 54% for E . This result exemplifies how the analysis of the central longitudinal line (see Fig. 5 ) is not sufficient to assess how well a model replicates the magnetic field of a physical coil. 1) For B , theξ was always better than 14% for the S2, G32, and H16, while for H16 fr-forced and G16 was worse than 18%. 2) For E , theξ was always better than 16% for the S2, G32, and H16, while for H16 fr-forced and G16 was worse than 37%.
3) In the Space Between Phantom and Coil:
The field data outside the phantom are reported only for the S2, G32, and H16 because these models were the only ones able to accurately replicate E and B (see Section IV-C). Outside the phantom similar values ofξ (i.e., between 3.9% and 11.1% for the axial planes, and between 6.8% and 17.3% for the coronal planes) were obtained in all the planes, except for the central axial plane. The E throughout the central axial plane was only accurately modeled by the S2, with aξ equal to 11% and maximum ξ of 58% on the left of the map (see Fig. 7) . Conversely, the G32 did not show any field peak while the H16 was affected by the presence of the multiport excitation. The G32 showed values of ξ up to 158% (i.e., E up to 80 V/m lower compared to the measurements in proximity of the source) and an overallξ of 31%. The H16 showed a local ξ up to 134% (i.e., E up to 80 V/m higher compared to the measurements on the left of the map in Fig. 7) , and an overallξ of 45% (see Fig. 7 ). On the other axial planes,ξ was always under 9.15% when evaluating both the planes farther (i.e., 279 mm) and closer (i.e., -279 mm) to the physical sources. Additionally,ξ for B was always lower than 11% for the three models in both axial and coronal planes.
The distribution of E was asymmetric with respect to the isocenter, with values 12% higher in the planes far from the sources. This result is in line with the measured field along the central longitudinal line [see Fig. 5(b) ], where the field showed a 7% asymmetry between the two maxima. The same asymmetry in the axial planes was well replicated by the S2 (i.e., 10%), while it was less pronounced for the G32 (i.e., 6%), and for the H16 (i.e., 4%).
IV. DISCUSSION
The main contribution of this study is the characterization, against measurements from a physical coil, of five different computational coil models representative of the three main modeling approaches available in the scientific literature: generic, specific, and hybrid coils. All of the coil models represented different implementations of the same physical birdcage body coil. Three quantities were taken into account for the comparison: frequency response, E , and B .
The fields were analyzed both inside the phantom and in the space between the phantom and the coil. Different applications may require different levels of field accuracy in specific locations. An accurate assessment of the EM field inside the phantom is important when evaluating SAR levels as overall safety of the patient [9] - [16] or the RF-induced heating in patients with conductive medical devices that are fully implanted in the body [22] like deep brain stimulators [8] , [17] , [18] or pacemakers [1] , [20] , [21] . In addition an accurate representation of E in the space between the coil and the load is important when evaluating safety in patients with conductive medical devices that are partially implanted or in contact with the skin [7] , [23] . High temperature changes in gel were reported in the presence of external devices that are in contact with the skin, Fig. 7 .
B (top) and E (bottom) maps on the central axial planes (i.e., z = 0 mm) in air for the physical coil and the three numerical model S2, G32, and H16. The ξ (SMAPE) maps [see (5) ] are reported on the right side of the field maps. On the right, the calculatedξ [see (6) ] and the relative standard deviation are reported for the five axial and three coronal planes measured. In all the planes, B of the physical coil was well replicated by the three computational models withξ always less than 11%. In the central axial plane, only the S2 model was able to replicate the E peak due to the ports position, whereas the G32 showed a uniform E and the H16 model was highly affected by the multiport excitation-increasing theξ of the plane up to 45%. such as electroencephalography leads [49] - [51] , electrocardiography leads [52] - [54] , catheters in interventional MRI [55] , [56] , and orthopedics external fixators [37] , [57] .
Data presented in this paper were normalized based on the B magnitude at the isocenter of the coil. This choice is in accordance to the state of the art to compare B along the longitudinal central line (see Fig. 5 ), and because the maximum B occurs at the isocenter of the coil. Different normalization procedures could be considered. As an additional test, results were also compared with a normalization based on the mean of the B in the central plane of the phantom (i.e., y = −185 mm). Comparison between models showed the same overall behavior of the results (data not shown).
The choice of performing the comparison of the numerical models with the simulations based on the SMAPE relied on its definition. The SMAPE is self-limited-by definition-to an error rate of 200%, reducing the influence of the low items such as low value of the field. Conversely, when calculating error normalized to a single value, low values can be problematic because they could have infinitely high errors that skew the overall error rate (e.g., data in central axial plane).
In this study, three of the five models (i.e., G32, H16, and G16) were characterized-by definition-by a flat frequency response, whereas the two additional models (i.e., H16 fr-forced and S2) were implemented to be tuned at the resonance frequency of the physical coil. Out of these latter models, the H16 fr-forced was adjusted to replicate the tuning characteristics of the physical coil, while the S2 replicated both the tuning [58] and the matching characteristics, by adjusting the losses via the resistor of the lumped elements. The Q-factor of the S2 was lower compared to the physical coil possibly due to the presence of components generating loss of energy (e.g., in the resistor of the numerical model). Nevertheless, this did not affect the overall field at the single excitation frequency used to generate B and E (second settings in Section II-B3), given that the results were normalized with respect to B , as previously done in the literature [27] , [30] .
Measuring B and E inside the phantom was considered essential for the numerical models validation. The position chosen for the study was due to physical constraints set by the DASY measurement system (e.g., minimum distance needed between the physical probe and the coil) and it allowed field measurements inside the phantom.
When simulating using an FDTD approach, the biggest advantage of using either a generic or a hybrid model was related to the computational cost of the simulation. The latter could be reduced in terms of: 1) time required for each simulation, or 2) number of simulations required to obtain the final solution. When using a multiport excitation, the simulation time was reduced by approximately one third, because forcing the currents inside the model allowed reaching the steady-state convergence with a smaller number of periods. Therefore, with the system used, simulating a multiport excitation would reduce the simulation time of approximately 1 h and 20 min. Furthermore, the number of simulations was reduced since tuning and matching of the model were not required. Indeed, while one simulation (i.e., the excitation only) was needed for the generic model, at least two-one for tuning and one for the excitation (see Section II-B.3)-were needed for the specific model. Both computing time and number of simulations can be reduced for a generic model, whereas only the computing time was reduced for a hybrid model, which is thus more computationally intensive. In fact, a hybrid model relies on the specific model to assess the lumped element values to be used.
The analysis of E and B performed in this study suggest that: 1) an accurate representation of the frequency response does not guarantee an accurate estimation of E and B ; 2) assessing the accurate modeling of B based only on the results along the central longitudinal line of the coil can be misleading; 3) when defeaturing a hybrid type of coil, the proper selection of lumped element values is crucial to assure a good representation of E and B inside the phantom; and 4) simplified models via proper defeaturing still allow accurate modeling of E and B inside the phantom.
An accurate representation of the frequency response does not guarantee an accurate estimation of E and B . This is proven by comparing the results of the S2 and H16 fr-forced . Both models showed a resonance profile similar to the physical coil, however, only the S2 was able to accurately model E and B inside and outside the phantom withξ less than 17%. Conversely, the G32 and the H16 were able to accurately model E and B even though they did not show a resonance profile. Thus, the accurate representation of the frequency response is neither a necessary nor sufficient condition for an accurate estimation of E and B .
Assessing the accurate modeling of B based only on the results along the central longitudinal line of the coil can be misleading. In previous studies [11] , [26] , [30] , models were compared by analyzing the profile of B along the central longitudinal line. The results of this study show how this analysis may not ensure the accuracy of the models. This is directly deductible from the comparison of magnetic field graphs versus plane maps (see Fig. 5 versus Fig. 6 ). While all of the models simulated the same B along the longitudinal line (see Fig. 5 ), neither H16 fr-forced nor G16 were able to accurately model the B of the physical coil (see Fig. 6 ), with a mean SMAPE higher than 20%. The G16 showed an E outside (see Fig. 5 ) and inside (see Fig. 6 ) the phantom up to seven fold different compared to the physical coil, even if the B along the central line was similar. Hence, a comparison based only on B may not be sufficient to validate a computational model. As a consequence, the G16 showed an E outside (see Fig. 5 ) and inside (see Fig. 6 ) the phantom up to sevenfold different compared to the high-pass physical coil.
When defeaturing a hybrid type of coil, the proper selection of lumped element values is crucial to assure a good representation of E and B inside the phantom. When comparing a generic to a hybrid model (i.e., H16 and H16 fr-forced , Fig. 3) , the values of E were significantly different, depending on the specific value of capacitance used for the lumped element. Specifically, the H16 showed a SMAPE within a few percentage compared to the S2 (see Figs. 5-7) . The H16 fr-forced generated results similar to the G16 (see Figs. 5 and 6 ). Hybrid models are designed to reproduce E and B of a specific model by forcing the currents along the coil. However, the frequency response of a hybrid model cannot be directly compared to the one of a specific model, because of the different feeding conditions. Thus, an S 11 minimum of a hybrid model cannot be considered equivalent to a resonance mode of a specific model. The implementation of a model such as the H16 fr-forced is equivalent to changing the frequency response of the original specific model, causing a different current distribution inside the coil. As a consequence, the H16 fr-forced and the S2 will in fact represent two different coils, thus generating different E and B .
Simplified models via proper defeaturing still allow for accurate modeling of E and B inside the phantom. The S2, G32, and H16 all showed similar results inside the phantom withξ lower than 17% for both E and B . This was already shown by different studies comparing specific and hybrid [17] , [35] or generic models [10] , [26] , [30] . However, when comparing the field outside the phantom in the space between the coil and the load-which was not done in previous studies-differences among these three models were more evident. On the central axial plane, the S2 was the only one able to replicate the E peak of the source (see Fig. 7) , with a mean SMAPE of less than 11%. The E peak in the central axial plane is due to the current distribution along the rung, which is higher at the center. The G32 showed a uniform E around the coil underestimating the measured field of up to 80 V/m, while the H16 exhibited high values of E all around the coil generated by the multiport excitation in the middle of the rungs, causing an overestimation of the field of up to 80 V/m. This effect was reduced in points farther from the sources. As such, this study suggests the need of additional work to assess whether or not a fully featured S2 may be necessary to accurately evaluate the safety of the conductive medical devices that are partially implanted or in contact with the skin.
A. Limitations
The analysis conducted in this study focused only on E and B , because the available measurement system was not capable of measuring the phase of the fields. A complete analysis of the phase of E and B fields may be important to assess the safety of an implant, because the coupling of the implant with the field is both dependent on the magnitude and phase of the radiated field. Additionally, a full uncertainty analysis, both numerical and experimental, will be performed as a second step of the validation work [22] , [59] , [60] .
V. CONCLUSION
We evaluated five computational models of a birdcage body coil, including one specific (S2), two generic (G32, G16), and two hybrid (H16, H16 fr-forced ). The computed results were compared against a physical coil at 63.5 MHz. The comparison was based on the frequency response, and on E and B in the coil loaded with a phantom. Depending on the specific application, different level of accuracy may be needed inside or outside the phantom. Thus, in this study, the fields were evaluated both inside the phantom and in the space between phantom and coil. All the coil models computed B within 35% relative to the measured results. However, only the S2, G32, and H16 were able to accurately model E and B of the physical coil inside the phantom, with a maximum mean SMAPEξ of 16%. Additionally, outside the coil only the S2 was able to accurately simulate the E in proximity of the feeding port in the central axial plane, withξ equal to 11%. Conversely the G32 and the H16 showedξ equal to 31% and 45%, respectively. In conclusion: 1) all the models were able to accurately model B along the longitudinal line; 2) the generic G16 and the hybrid H16 fr-forced were not able to model either E nor B inside the phantom; 3) the generic G32 and the hybrid H16 were able to accurately model E inside the phantom; and 4) only the S2 was able to accurately model E both inside and outside the phantom. Because computational modeling of birdcage body coils is extensively used in the evaluation of RF-induced heating during MRI, experimental validation of numerical models is recommended to determine if a model is an accurate representation of a physical coil.
