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Introduction
These notes deal with the extension of multilinear operators on Banach
spaces. The organization of the paper is as follows.
In the first Section we study the extension of the product on a Banach
algebra to the bidual and some related structures including modules and
derivations. The approach is elementary and uses the classical Arens’ tech-
nique. Actually most of the results of Section 1 can be easily derived from
Section 2.
In Section 2 we consider the problem of extending multilinear forms on a
given Banach space X to a larger space Y containing it as a closed subspace.
First, we consider the case in which Y = X ′′ and we present the Aron-Berner
extension as a (linear continuous) extension operator Ln(X) → Ln(X ′′).
Here, Ln(Z) denotes the Banach space of all n-linear forms Z×· · ·×Z → K.
Next, we show that each operator X ′ → Y ′ induces an operator Ln(X) →
Ln(Y ) by using an idea of Nicodemi. Moreover, if X is a subspace of Y
and X ′ → Y ′ extends linear forms, then the induced Nicodemi operators
extend multilinear forms. Thus, for instance, the Aron-Berner extension is
just the Nicodemi operator associated to the natural embedding X ′ → X ′′′.
The main result of the Section is that an extension operator X ′ → Y ′ exists
if and only if, for some n ≥ 1, an extension operator Ln(X) → Ln(Y ) exists
if and only if there is an extension operator Ln(X) → Ln(Y ) for all n ≥ 1.
And all this happens if and only if X is locally complemented in Y .
In general, the procedures described in Section 2 do not send symmetric
forms into symmetric forms. Since polynomials are in correspondence with
symmetric forms via polarization the methods of Section 2 cannot be applied
straightforwardly to polynomials. In third Section we shall show that the
extension operators of Section 2 preserve the symmetry if (and only) if X
is regular (that is, every linear operator X → X ′ is weakly compact). Also,
we give some applications to the (co)homology of Banach algebras.
Given a multilinear operator T : X × · · · × X → Z, the (vector valued
version of the) Aron-Berner extension provides to us with a multilinear ex-
tension αβ(T ) : X ′′ × · · · × X ′′ → Z ′′ which, in general takes values in
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Z ′′. In Section 4 we study some consequences of the fact that the range of
αβ(T ) stays in the original space Z. We shall show that those operators
whose Aron-Berner extensions are Z-valued play a similar role in the “mul-
tilinear theory” that weakly compact operators in the “linear theory”, thus
obtaining multilinear characterizations of some classical Banach space prop-
erties related to weak compactness in terms of operators having Z-valued
Aron-Berner extensions.
Finally, in Section 5 we give an application of the Aron-Berner exten-
sion to the representation of multilinear operators on spaces of continuous
functions by polymeasures.
1. The Arens product in the second dual of a Banach algebra
In this Section we consider some particular, but important examples of
“extensions” of multilinear (mainly bilinear) operators. To fix ideas, sup-
pose A is a (not necessarily commutative nor associative or unital) Banach
algebra. Of course this means that one has a bilinear operator A×A → A
possibly with some additional properties. For obvious reasons it would be in-
teresting to have a reasonable “extension” of the product of A to the second
conjugate space A′′. In some cases the extension is obvious: for instance,
if A = c0 (multiplication is given coordinatewise), then A′′ = l∞ and the
required extension is given by the usual, coordinatewise product in l∞. The
same can be said about the noncommutative version of c0: when K(H) is the
algebra of compact operators on the Hilbert space H, then K(H)′′ = L(H)
and the composition of operators in L(H) obviously extends that of K(H).
Next, consider A = C0(Ω), where Ω is a locally compact space. It is well-
known by those acquainted with the theory of Banach lattices that A′′ can
be isometrically represented as a C(K) space for a suitable compact space
K but unless Ω is dispersed it is unclear whether the natural inclusion map
C0(Ω) → C(K) is a homomorphism. (If Ω was dispersed, then C0(Ω)′ =
l1(Ω), so C0(Ω)′′ = l∞(Ω) = C(βΩd) and everything is clear. We have
written Ωd for the underlying set Ω viewed as a discrete space.)
Consider now group algebras. Let (G, ·) be a (not necessarily abelian)
locally compact group with (right) Haar measure dt. The group algebra of
G is the Banach space L1(G) = L1(G, dt) endowed with the convolution
product
f ∗ g(s) =
∫
G
f(t)g(t−1 · s)dt.
(At first sight the convolution product might look artificial, but note that,
when G is a discrete group, it is the only product in L1(G) = l1(G) for
which one has es ∗ et = es·t, so that ∗ is simply a sort of coding of the law
on the underlying group G.) In this case it is not even clear that L1(G)′′
carries a reasonable structure of Banach algebra. Notice that (L1(G), ∗) is
commutative if and only if G is.
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Let us read the master. Even in we are now thinking about Banach
algebras it will be convenient (for the sake of clarity) to consider arbitrary
bilinear operators, so we follow Arens’ paper [2] to understand the previous
one [1]. Suppose m : X × Y → Z is a bilinear operator acting between
Banach spaces. First, define
m′ : Z ′ ×X −→ Y ′, 〈m′(z′, x), y〉 = 〈z′,m(x, y)〉.
Now, iterate the procedure and define another bilinear operator as
m′′ : Y ′′ × Z ′ −→ X ′, 〈m′′(y′′, z′), x〉 = 〈y′′,m′(z′, x)〉.
Iterating once again, we arrive to
m′′′ : X ′′ × Y ′′ −→ Z ′′, 〈m′′′(x′′, y′′), z′〉 = 〈x′′,m′′(y′′, z′)〉.
Clearly, m′′′(x, y) = m(x, y) for all x ∈ X, y ∈ Y . This bilinear map m′′′ will
be called the (first) Arens extension of m. An interesting property of m′′′ is
given in the following.
Lemma 1. With the preceding notations one has ‖m′′′‖ = ‖m‖.
Proof. Obviously ‖m′‖ = ‖m‖. Iterate. 
Let us consider the case in which X = Y = Z is an associative Banach
algebra A and p is the product of A.
Theorem 1 (Arens [2]). The Banach space A′′ equipped with p′′′ is an
associative Banach algebra which extends (A, p).
Proof. That p′′′ is bilinear is obvious. The point is to show that the operation
p′′′ is associative:
p′′′(p′′′(x′′, y′′), z′′) = p′′′(x′′, p′′′(y′′, z′′)) (x′′, y′′, z′′ ∈ A′′).
That is, by the very definition of p′′′,
〈p′′′(x′′, y′′), p′′(z′′, z′)〉 = 〈x′′, p′′(p′′′(y′′, z′′), z′))〉 (x′′, y′′, z′′ ∈ A′′, z′ ∈ A′).
Since 〈p′′′(x′′, y′′), p′′(z′′, z′)〉 = 〈x′′, p′′(y′′, p′′(z′′, z′))〉 it suffices to show that
p′′(y′′, p′′(z′′, z′)) = p′′(p′′′(y′′, z′′), z′)) (y′′, z′′ ∈ A′′, z′ ∈ A′).
So, one has to verify that 〈y′′, p′(p′′(z′′, z′), x)〉 = 〈p′′′(y′′, z′′), p′(z′, x)〉
holds for all x, z′, y′′, z′′. Again, since one has 〈p′′′(y′′, z′′), p′(z′, x)〉 =
〈y′′, p′′(z′′, p′(z′, x))〉 this amounts to verify the relation
p′(p′′(z′′, z′), x) = p′′(z′′, p′(z′, x)),
that is, 〈p′(p′′(z′′, z′)), y〉 = 〈p′′(z′′, p′(z′, x)), y〉 for all x, y, z′, z′′. Which
can be written as 〈p′′(z′′, z′), p(x, y)〉 = 〈z′′, p′(p′(z′, x), y)〉. Applying the
definition of p′′ and “eliminating” z′′ this becomes
p′(z′, p(x, y)) = p′(p′(z′, x), y).
Applying (twice) the definition of p′ and eliminating z′ the preceding identity
can be rewritten as
p(x, p(y, z)) = p(p(x, y), z)
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that is just the associativity of A. This completes the proof. 
The (covariant) functorial nature of Arens product is given by the follow-
ing simple result.
Proposition 1 (Arens [2], Civin and Yood [16]). If T : A → B is a homo-
morphism (of Banach algebras) so is T ′′ : A′′ → B′′ when A′′ and B′′ are
equipped with their Arens products.
Proof. Straightforward computations. 
Corollary 1. Every homomorphism A → K extends to a homomorphism
A′′ → K. 
A property which is not preserved by the Arens extension is commuta-
tivity. This is because there are two Arens extensions of the product of
an algebra rather than one. Given a Banach algebra A, consider the re-
versed algebra Arev which is just A endowed with the reversed product
prev(a, b) = p(b, a). (Clearly, A is commutative if and only if A = Arev.)
Thus, ((Arev)′′)rev is clearly an extension of A (its second Arens extension)
which is as natural as A′′ is. But, in general, these extensions are different,
even if A was commutative. In this setting, A is said to be Arens regular if
its two Arens extensions coincide, that is, if (Arev)′′ = (A′′)rev. Clearly, if
A is commutative, then A′′ is commutative if and only if A is Arens regu-
lar. Let us remark here that any C∗-algebra is Arens regular and its second
dual space is again a C∗-algebra under a natural involution [53, 55, 26]. In
particular, every commutative C∗-algebra (= C0(Ω) space) is Arens regular
and its bidual is again a commutative C∗-algebra. On the negative side,
(L1(G), ∗) is Arens regular if and only if G is finite. These phenomena will
be treated later, in a more general framework; see Section 3. The situation
is illustrated by the following.
Example 1 (Arens [1]). The Banach algebra (l1(Z), ∗)′′ fails to be commu-
tative.
Proof. Recall that
x ∗ y(n) =
∞∑
m=−∞
x(m)y(n−m).
It is well-known that l1(Z)′ = l∞(Z) and that the conjugate space of l∞(Z)
equals the space of all finitely additive measures on (the power set of) Z
with bounded variation. Thus, for µ ∈ l∞(Z)′, we shall write
∫
fdµ (or∫
Z f(n)dµ(n)) instead of 〈µ, f〉 for the value of µ at f ∈ l∞(Z). It is easily
seen that
f ∗ x(n) =
∑
m
f(m)x(n−m) (f ∈ l∞(Z), x ∈ l1(Z), n ∈ Z).
From where it follows that
ν ∗ f(n) = 〈ν, f ∗ en〉 =
∫
Z
f(m− n)dν(m),
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for ν ∈ l1(Z)′′, f ∈ l∞(Z), n ∈ Z. So the first Arens product in l1(Z)′′ is
given by the “convolution of measures”
〈µ ∗ ν, f〉 =
∫
Z
(∫
Z
f(m− n)dν(m)
)
dµ(n) (µ, ν ∈ l1(Z)′′, f ∈ l∞(Z)).
To exhibit the noncommutativity of the convolution of finitely additive mea-
sures, take free ultrafilters (i.e., zero-one-valued measures vanishing on finite
sets) µ and ν such that µ(N) = 1, ν(N) = 0 (hence µ(Z\N) = 0, ν(Z\N) = 1)
and let f = 1N. Then, clearly, 〈µ∗ν, f〉 = 0, while 〈ν ∗µ, f〉 = 1, so that µ∗ν
is different from ν ∗ µ. This example is essentially in Zalduendo [59]. 
Remark 1. Observe that the lack of commutativity of Arens product in
l1(Z)′′ is essentially the failure of Fubini theorem for finitely additive mea-
sures. It would be interesting to known for which pairs of free ultrafilters
one has µ ∗ ν = ν ∗ µ.
Unfortunately, we lack the opportunity of treating the bidual algebras
in some detail. We refer the reader to the survey paper by Duncan and
Hosseiniun [26] for further information on the topic.
1.1. Extension of modules. Despite our affect and admiration for Prof.
A´ngel Rodr´ıguez Palacios, from now on, all algebras are assumed to be asso-
ciative. As Helemskii observed in [39], contemporary analysis is “swarming
with modules”. And, fortunately, things are so that. (Proof. Any book by
Palamodov’s book. ) Of course, given an (associative) algebra A, a (left
A) module X is a representation A → L(X), or else, a bilinear operator
m : A×X −→ X
satisfying m(a · b, x) = m(a,m(b, x)). If we apply Arens’ procedure to m,
we obtain a bilinear extension
m′′′ : A′′ ×X ′′ −→ X ′′
and since A′′ is itself an algebra under the Arens product one may wonder
whether m′′′ defines in X ′′ a (left) module structure over A′′.
Theorem 2. Let (A, p) be an associative Banach algebra and let m : A ×
X → X be a left-module. Then m′′′ : A′′ × X ′′ → X ′′ makes X ′′ into a
left-A′′-module.
Proof. Since m′′′ is a bilinear operator, one only has to show that the left
action A′′ in X ′′ is compatible with the product of A′′ in the sense that
(1) m′′′(p′′′(a′′, b′′), x′′) = m′′′(a′′,m′′′(b′′, x′′)) (a′′, b′′ ∈ A′′, x′′ ∈ X ′′).
This is a straightforward verification that we sketch. Applying the definition
of m′′′ in both sides of (1) and then that of p′′′ in the left-hand side, and
eliminating a′′, we obtain
(2) p′′(b′′,m′′(x′′, x′)) = m′′(m′′′(b′′, x′′), x′) (b′′ ∈ A′′, x′′ ∈ X ′′, x′ ∈ X ′).
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Now, using the definitions of p′′,m′′ and m′′′ to eliminate b′′, (2) becomes
(3) p′(m′′(x′′, x′), a) = m′′(x′′,m′(x′, a)) (x′′ ∈ X ′′, x′ ∈ X ′, a ∈ A).
Applying first the definition of p′ in the left-hand side of (3) and then that
of m′′ in both sides, and eliminating x′′, this becomes
(4) p′(m′′(x′′, x′), a) = m′′(x′′,m′(x′, a)) (x′′ ∈ X ′′, x′ ∈ X ′, a ∈ A).
That is,
(5) m′(x′, p(a, b)) = m′(m′(x′, a), b) (x′ ∈ X ′, a, b ∈ A).
Which is obvious, since
(6) m(p(a, b), x) = m(a,m(b, x)) (a, b ∈ A, x ∈ X).
This completes the proof. 
In what follows, given a left A-module X, when speaking of the left A′′-
module X ′′ we understand that A′′ is the first Arens extension of A and the
module structure of X ′′ is that given by Theorem 2.
We now stablish that passing from the left A-module X to the left A′′-
module X ′′ is a covariant functor from the category of left A-modules into
the category of left A′′-modules. Recall that an operator T : X → Y acting
between A-modules is a homomorphism (of left A-modules) if, in addition
of being linear, one has
T (a · x) = a · T (x)
for all a ∈ A and x ∈ X. If you are thinking about representations, then
homomorphisms are intertwining operators. The proof of the following result
is an elementary verification and will be omitted.
Lemma 2. If T : X → Y is a morphism of left A-modules, then the bi-
transpose map T ′′ : X ′′ → Y ′′ is a morphism of left A′′-modules. 
Consider now right-modules. A right-module over an algebra B is a Ba-
nach space X endowed with a right outer multiplication over B, that is, a
bilinear operator
n : X × B −→ X
satisfying n(x, a · b) = n(n(x, a), b) for all x ∈ X and a, b ∈ B.
Clearly, every right B-module can be regarded as a left-module over the
reversed algebra Brev. Thus, our previous construction implies that X ′′
admits a structure of left (Brev)′′-module, that is, X ′′ is a right ((Brev)′′)rev-
module. But, since ((Brev)′′)rev need not coincide with B′′ (unless B is Arens
regular) this construction is useless to obtain a suitable right outer action
of B′′ on X ′′.
This problem can be surrounded as follows. Suppose the outer right action
of B given by n : X × B → X and define n′′′ : X ′′ × B′′ → X ′′ exactly as
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before, that is, define bilinear operators
n′ : X ′ ×X −→ B′, 〈n′(x′, x), b〉 = 〈x′, n(x, b)〉;
n′′ : B′′ ×X ′ −→ X ′, 〈n′′(b′′, x′), x〉 = 〈b′′, n′(x′, x)〉;
n′′′ : X ′′ × B′′ −→ X ′′, 〈n′′′(x′′, b′′), x′〉 = 〈x′′, n′′(b′′, x′)〉.
One then has.
Theorem 3. Let (B, q) be an (associative) algebra and let n : X × B → X
be a right-module action. Then n′′′ : X ′′ × B′′ → X ′′ makes X ′′ into a right
B′′-module.
Proof. This is more or less as the proof of Theorem 2, so we give only the
main steps. Each of the following identities implies the following one. The
last one means that n′′′ defines a right outer action of B′′ on X ′′:
n(n(x, b), a) = n(x, q(b, a)),
n′(b′, n(x, b)) = q′(n′(b′, x), b),
n′(n′′(b′′, b′), x) = q′′(b′′, n′(b′, x)),
n′′(a′′, n′′(b′′, b′)) = n′′(q′′′(a′′, b′′), b′),
n′′′(n′′′(x′′, a′′), b′′) = n′′′(x′′, q′′′(a′′, b′′)).

A homomorphism of right B-modules is an operator T : X → Y satisfying
T (x · b) = T (x) · b for all x ∈ X and b ∈ B. As before, one has
Lemma 3. If T : X → Y is a morphism of right B-modules, then the
bitranspose map T ′′ : X ′′ → Y ′′ is a morphism of right B′′-modules. 
Remark 2. Let m : A×X → X (resp. n : X×A → X) be a left (resp. right)
module over A. Then the dual space X ′ is a right (resp. left) A-module
under the dual product
m∗ : X ′ ×A −→ X ′, 〈m∗(x′, a), x〉 = 〈x′,m(a, x)〉
(resp. n∗ : A×X ′ → X ′, 〈n∗(a, x′), x〉 = 〈x′, n(x, a)〉. Thus X ′′ is always a
left (resp. right) module over A under the product
〈m∗∗(a, x′′), x′〉 = 〈x′′,m∗(x′, a)〉
(resp. 〈n∗∗(x′′, a), x′〉 = 〈x′′, n∗(a, x′)〉). Hence, given a ∈ A and x′′ ∈ X ′′,
the product a ·x′′ (resp. x′′ · a) can be understood in two (a priori different)
ways, namely m∗∗(a, x′′) and m′′′(a, x′′) (resp. n∗∗(x′′, a) and n′′′(x′′, a)).
Fortunately, we have the following result, whose easy verification is left to
the reader.
Lemma 4. With the above notations one has m∗∗(a, x′′) = m′′′(a, x′′) and
n∗∗(x′′, a) = n′′′(x′′, a) for all a ∈ A, x′′ ∈ X ′′. 
8 F. CABELLO SA´NCHEZ, R. GARCI´A, AND I. VILLANUEVA
1.2. Bimodules and derivations. Bimodules play a major role in ho-
mological algebra. Let A and B be two (associative) Banach algebras. A
bimodule (or, more accurately, an A−B-module) is a Banach space X which
is simultaneously a left A-module, a right B-module and satisfies that
(a · x) · b = a · (x · b)
for all a ∈ A, x ∈ X and b ∈ B. When B = A, we speak of an A-bimodule
or a bimodule over A instead of an A−A-module.
Theorem 4. If X is an A− B-module, then X ′′ is an A′′ − B′′-module.
Proof. The following identities are all equivalent. The first one is our hy-
pothesis. The last one is the conclusion of the Theorem we are in proving.
n(m(a, x), b) = m(a, n(x, b)),
n′(x′,m(a, x)) = n′(n′(x′, a), x),
m′(n′′(b′′, x′), a) = n′′(b′′,m′(x′, a)),
m′′(x′′, n′′(b′′, x′)) = m′′(n′′′(x′′, b′′), x′),
n′′′(m′′′(a′′, x′′), b′′) = m′′′(a′′, n′′′(x′′, b′′)).

Corollary 2 (Gourdeau [34]). If X is a bimodule over A, then X ′′ is a
bimodule over A′′.
Remark 3. Corollary 2 was first proved by F. Gourdeau in [34], with a
somewhat eccentric proof. It is not clear to us whether Gourdeau’s approach
can be used to prove Theorem 4.
As probably everybody knows, the most important operators in homology
are bimodule homomorphisms and derivations. Let X and Y be two A−B-
modules. An operator T : X → Y is a homomorphism of A−B-modules if it
is simultaneously a homomorphism of left A-modules and a homomorphism
of right B-modules. If X is a bimodule over A, then a derivation D : A → X
is a linear operator satisfying Leibniz’s rule
D(a · b) = D(a) · b+ a ·D(b).
The simplest derivations have the form
δx(a) = a · x− x · a
for some x ∈ X and all a ∈ A. These are called inner derivations. The inter-
est of derivations in Banach algebras is due in part to their connections with
automorphisms (= “intrinsic” symmetries of the algebra). For instance, if
D : A → A is a derivation, then exp(D) = ∑∞n=0Dn/n! is an automor-
phism. And, conversely, if U is an automorphism of A which is close to the
identity (say ‖U − 1‖ < √2 − 1), then U = exp(D) for some derivation.
Moreover, inner automorphisms (i. e., having the form a 7→ u−1au for a
certain invertible u) correspond to inner derivations and vice-versa.
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Lemma 5. (a) If T : X → Y is a homomorphism of A − B-modules,
then T ′′ : X ′′ → Y ′′ is a homomorphism of A′′ − B′′-modules.
(b) If D : A → X is a derivation, then so is D′′ : A′′ → X ′′.
Proof. The first part trivially follows from Theorem 4 and Corollaries 2 and
3. As for the second one, let D : A → X be a derivation. Let p,m and n
denote respectively the product of A and the left and right actions of A on
X. One has.
D(p(a, b)) = n(Da, b) +m(a,Db),
p′(D′x′, a) = n′(x′, Da) +D′m′(x′, a),
p′′(b′′, D′x′) = D′(n′′(b′′, x′)) +m′′(D′′b′′, x′),
D′′(p′′′(a′′, b′′)) = n′′′(D′′a′′, b′′) +m′′′(a′′, D′′b′′)).
And D′′ is a derivation. 
These results open the possibility of linking (co) homological properties
of A′′ to those of A, as we shall see. Recall from [41, 39] that a Banach
algebra A is amenable (or cohomologically trivial) if every derivation into
a dual bimodule X ′ is inner. (A dual bimodule is a dual Banach space X ′
whose structure of bimodule is inherited by a bimodule structure on X by
the process described in Remark 2.)
Perhaps a few words about amenable algebras are in order. First, group
algebras L1(G) are amenable if and only if the underlying group is amenable
in the traditional sense of harmonic analysis (that is, there is an invariant
mean for the space L∞(G)), which is the case if G is either abelian or
compact.
Next, if A → B is a homomorphism with dense range and A is amenable,
then so is B. From this it is easily obtained that all algebras C(K) are
amenable. It also follows that the algebra L(H)⊕C·1H is amenable and that
amenability is not hereditary: C(T) is amenable (here T = {z ∈ C : |z| = 1})
while the disc algebra A is not. To see that A is not amenable, let us make
C into an A-bimodule taking f · λ = λ · f = λf(0). Obviously C is a dual
bimodule. The map D : A → C given by Df = f ′(0) is clearly an outer
derivation and A is not amenable. (Much more is true: if A is an amenable
subalgebra of C(K) which separates K, then A = C(K).)
Amenability of C∗-algebras has been completely elucidated by Connes
and Haagerup: it turns out that they are exactly the nuclear C∗-algebras.
Thus, for instance, K(H) ⊕ 1H or the Fermion algebra are amenable while
L(H) itself or the Calkin algebra are not. All this can be seen in Helemskii
[39]
We close the first part of the paper with a very simple proof of the fol-
lowing result.
Theorem 5 (Gourdeau [34]). If A′′ is amenable, then A is amenable.
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Proof. Let D : A → X ′ be a derivation. Then D′′ : A′′ → (X ′)′′ is a
derivation on A′′. Even if (X ′)′′ is not a dual bimodule over A′′, the second
conjugate ((X ′)′′)′′ is and, therefore, the derivation j ◦D′′ : A′′ → ((X ′)′′)′′
must be inner (here j is the natural embedding (X ′)′′ → ((X ′)′′)′′. So there
is ξ in the fifth dual of X such that
j(D′′(a′′)) = a′′ · ξ − ξ · a′′ (a′′ ∈ A′′).
In particular, we have D(a) = a · ξ − ξ · a. Now, observe that the canonical
embeddings X → X ′′ and X ′′ → X ′′′′ are homomorphisms of A-bimodules
(see Remark 2) and so the composition i : X → X ′′′′. Hence, the adjoint
projection pi from the fifth dual of X onto X ′ is a homomorphism of A-
bimodules as well. Therefore,
D(a) = pi(D(a)) = pi(a · ξ − ξ · a) = a · pi(ξ)− pi(ξ) · a,
so that D = δpi(ξ) is inner. This completes the proof. 
Remark 4. Let X be a bimodule on A. Let H1(A, X) denote the quotient
of the space of all derivations A → X by the subspace of inner derivations
(H1(A, X) is often called the first cohomology group of A with coefficients
in X). Amenability then means that H1(A, X ′) = 0 for all dual bimodules
X ′.
The proof of Theorem 5 together with Lemma 5 and the obvious fact
that D′′ is inner when D is shows that for every dual bimodule X ′, the
group H1(A, X ′) may be regarded as a subgroup of H1(A′′, (X ′)′′) under
bitransposition. One might expect that the same occurs with arbitrary (not
necessarily dual) bimodules. Let us smash that hope:
Example 2. An outer derivation whose bitranspose is inner.
Proof. Let K be a compact Hausdorff space and consider the Banach space
X = {f ∈ C(K ×K) : f(t, t) = 0 for all t ∈ K}.
Then X is a bimodule over C(K) under the products
a · f(s, t) = a(s)f(s, t), f · a(s, t) = a(t)f(s, t).
Define D : C(K) → X as
Da(s, t) = a(s)− a(t).
It is easily seen that D is a derivation. Suppose D inner. Then,
a(s)− a(t) = (a(s)− a(t))g(s, t) (a ∈ C(K), s, t ∈ K),
where g is such that δg = D. Varying a we see that g(s, t) = 1 for all s 6= t,
so that g = 1 − 1∆ (here ∆ denotes the diagonal of K ×K). Thus 1∆ is a
continuous map on K ×K. This implies that every point is isolated in K.
So, D is inner if and only if K is finite.
The proof that D′′ is inner for any compact K will be postponed until
Section 3. We prove that in the case in which K = ω is the one-point
compactification of N. Since both ω and ω × ω are scattered, we have
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C(ω)′′ = l∞(ω) and C(ω × ω)′′ = l∞(ω × ω). Thus, X ′′ may be identified
with the space of all bounded functions on ω×ω vanishing on the diagonal.
Now it is easily verified that the bimodule structure of X ′′ is given by
α·φ(s, t) = α(s)φ(s, t), φ·α (s, t) = α(t)φ(s, t), (α ∈ l∞(ω×ω), φ ∈ X ′′).
Also, the bitranspose map D′′ : l∞(ω) → X ′′ is nothing but
Dα(s, t) = α(s)− α(t),
and since 1∆ belongs to l∞(ω × ω) we see that g = 1 − 1∆ is an element
of X ′′ such that D′′ = δg is inner. (Another possibility is to show that X ′′
is a dual bimodule over l∞(ω) and then recall that l∞(ω) = C(βωd) is an
amenable algebra). 
2. Extension of multilinear forms
We deal in this Section with the extension of (vector-valued) multilinear
operators and forms. Let us first consider the extension to bidual spaces.
Let X1, . . . , Xn and Z be Banach spaces and T : X1 × · · · × Xn → Z a
(continuous) multilinear operator. Our immediate objective is to extend T
to a multilinear operator (T ) : X ′′1 × · · · ×X ′′n → Z ′′. In general one cannot
expect to get an extension taking values in Z, even in the linear case: for
instance, the identity on c0 cannot be extended to a linear operator l∞ → c0
since c0 is uncomplemented in l∞. See the unbearable paper [13].
On the other hand, we are looking for linear methods of extension
(i.e., with (T ) depending linearly on T ) which are bounded (i.e., with
‖(T )‖ ≤ const.‖T‖). In this case, we may restrict our attention to mul-
tilinear forms. Indeed, suppose we have a linear bounded method of ex-
tension  : Ln(X1, . . . , Xn) → Ln(X ′′1 , . . . , X ′′n). Then, given a multilin-
ear operator T : X1 × · · · × Xn → Z, we obtain a multilinear extension
(T ) : X ′′1 × · · · ×X ′′n → Z ′′ taking
〈(T )(x′′1, . . . , x′′n), z′〉 = (z′ ◦ T )(x′′1, . . . , x′′n).
Moreover, the extension operator Ln(X1, . . . , Xn;Z) → Ln(X ′′1 , . . . , X ′′n;Z ′′)
is linear and bounded, with the same norm than  : Ln(X1, . . . , Xn) →
Ln(X ′′1 , . . . , X ′′n).
2.1. Aron-Berner extension. In [3], Aron and Berner found a linear
method for the extension of multilinear forms from X to X ′′. (They use
it to extending holomorphic functions of bounded type from X to X ′′ via
their Taylor expansion.) We now describe the Aron-Berner method for an
arbitrary collection X1, . . . , Xn of Banach spaces.
Given zi ∈ X ′′i , define
z¯i : Ln(X1, . . . , Xn) −→ Ln−1(X1, . . . , Xi−1, Xi, . . . , Xn)
by z¯i(T )(x1, . . . , xi−1, xi+1, . . . , xn) = 〈zi, T (x1, . . . , xi−1, ·, xi+1, . . . , xn)〉.
Here, T (x1, . . . , xi−1, ·, xi+1, . . . , xn) denotes the linear form obtained from
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T by fixing the n− 1 variables x1, . . . , xi−1, xi+1, . . . , xn. The map z¯i is lin-
ear, continuous and of norm ‖zi‖. Now, given T ∈ Ln(X1, . . . , Xn) we can
define the extended n-linear form αβ(T ) ∈ Ln(X ′′1 , . . . , X ′′n) by
αβ(T )(z1, . . . , zn) = z¯1 ◦ · · · ◦ z¯n(T ).
This extension αβ(T ) is called the Aron-Berner extension of T . We have in
fact n! extensions, one for each choice of the order in the applications z¯i.
We shall discuss to what extend these procedures depend on the ordering in
next Section 3.
2.2. The Davie-Gamelin description of the Aron-Berner extension.
There is a somewhat simpler description of the Aron-Berner map, due
to Davie and Gamelin [17]. Given T ∈ Ln(X1, . . . , Xn), define δγ(T ) ∈
Ln(X ′′1 , . . . , X ′′n) by
δγ(T )(z1, . . . zn) = lim
x1→z1
· · · lim
xn→zn
A(x1, . . . , xn),
where the iterated limit is taken for xj in Xj converging to zj with respect
to the weak* topology of X ′′j . Clearly, δγ(T ) is an extension of T , with
‖δγ(T )‖ = ‖T‖. It is also clear that δγ(T ) is separately weakly* continuous
in its first variable. In fact, it is the unique extension T˜ ∈n (X ′′1 , . . . , X ′′n) of
T such that, for each 1 ≤ i ≤ n and all xj ∈ Xj and zk ∈ X ′′k , the linear
form
zi ∈ X ′′i 7−→ T˜ (x1, . . . , xi−1, zi, zi+1, . . . , zn)
is weakly* continuous.
Analogously to the Aron-Berner extension, we have in fact n! possible
extensions, one for each ordering in the iterated limit.
Lemma 6. The Aron-Berner and Davie-Gamelin extensions are identical.
Proof. Let X1, . . . , Xn be Banach spaces and T ∈ Ln(X1, . . . , Xn). Given zi
fixed in X ′′i , one has
z¯i(T )(x1, . . . , xi−1, xi+1, . . . , xn) = 〈zi, T (x1, . . . , xi−1, ·, xi+1, . . . , xn)〉
= lim
xi→zi
T (x1, . . . , xi−1, xi, xi+1, . . . , xn),
where xi ∈ Xi converges to zi ∈ X ′′i in the weak* topology of X ′′i . It is now
clear that, for every T ∈ Ln(X1, . . . , Xn), we have
αβ(T )(z1, . . . , zn) = z¯1 ◦ · · · ◦ z¯n(T )
= lim
x1→z1
· · · lim
xn→zn
T (x1, . . . , xn)
= δγ(T )(z1, . . . , zn).
This completes the proof. 
Lemma 7. Let m : X × Y → Z be a bilinear operator. Then the first
Arens extension m′′′ and the (vector-valued version of the) Davie-Gamelin
extension δγ(m) are identical.
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Proof. Of course, we define δγ(m) : X ′′ × Y ′′ → Z ′′ by
〈δγ(m)(x′′, y′′), z′〉 = δγ(z′ ◦m)(x′′, y′′)
for all x′′ ∈ X ′′, y′′ ∈ Y ′′ and z′ ∈ Z ′. One has
〈m′′′(x′′, y′′), z′〉 = 〈x′′,m′′(y′′, z′)〉
= lim
x→x′′
〈m′′(y′′, z′), x〉
= lim
x→x′′
〈y′′,m′(z′, x)〉
= lim
x→x′′
lim
y→y′′
〈m′(z′, x), y〉
= lim
x→x′′
lim
y→y′′
〈m(x, y), z′〉
= 〈δγ(m)(x′′, y′′), z′〉.

Exercice 1. Use the preceding Lemma to obtain simpler proofs of Theorems
1, 2, 3 and 4.
2.3. Nicodemi operators. Nicodemi operators where introduced in [50] in
a rather algebraical form and then applied to (continuous) multilinear op-
erators by Galindo, Garc´ıa, Maestre and Mujica in [28] (Other applications
can be found in [11].) We need some notation. Let X1, . . . , Xn be Banach
spaces. For each 1 ≤ i ≤ n, there is a natural isomorphism
(·)i : Ln(X1, . . . , Xn) −→ Ln−1(X1, . . . , Xi−1, Xi+1, . . . , Xn;X ′i)
given by
〈Ai(x1, . . . , xi−1, xi+1, . . . , xn), xi〉 = A(x1, . . . , xn).
The inverse isomorphism shall be denoted (·)i. Thus, for every operator
B ∈ Ln−1(X1, . . . , Xi−1, Xi+1, . . . , Xn;X ′i), one has
Bi(x1, . . . , xi−1, xi, xi+1, . . . , xn) = 〈B(x1, . . . , xi−1, xi+1, . . . , xn), xi〉.
Now, let Y1, . . . , Yn another collection of Banach spaces. Suppose there
are given linear operators φi : X ′i → Y ′i . It is then possible to construct a
linear operator Φ : Ln(X1, . . . , Xn) → Ln(Y1, . . . , Yn) as follows. For each
1 ≤ i ≤ n, define
φ(i) : Ln(X1, . . . , Xn−i+1, Yn−i, . . . , Yn) −→ Ln(X1, . . . , Xn−i, Yn−i+1, . . . , Yn)
by
φ(i)(A) = (φi ◦Ai)i.
Now, define an operator Φ : Ln(X1, . . . , Xn) → Ln(Y1, . . . , Yn) as the com-
position
Φ = φ(1) ◦ · · · ◦ φ(n).
As before, there are other possible choices of the ordering of the applica-
tion of the operators φ(i).
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As a particular case, let X and Y be Banach spaces and let φ : X ′ → Y ′
be a fixed operator. Nicodemi’s procedure generates a sequence of operators
φ(n) : Ln(X) −→ Ln(Y ),
where we have written φ(n) instead of Φ for the composition φ(1) ◦ · · · ◦ φ(n)
and φk = φ for all k.
Remark 5. With the notations above, notice that if A ∈ Ln(X1, . . . , Xn) has
the form A = x′1 ⊗ · · · ⊗ x′n, then Φ(A) = φ1(x′1)⊗ · · · ⊗ φn(x′n).
Moreover, it is easily seen that if each operator φk : X ′k → Y ′k is the
adjoint of some operator ψk : Yk → Xk, then
Φ(A)(y1, . . . , yn) = A(ψ1(y1), . . . , ψn(yn))
for all yi ∈ Yi.
An interesting property of Nicodemi operators is given in the following
Proposition.
Proposition 2 (Galindo, Garc´ıa, Maestre and Mujica [28]). Suppose each
Xk is a (closed, linear) subspace of Yk and that each operator φk : X ′k → Y ′k
extends functionals (that is, for every x′ ∈ Xk, the restriction of φk(x′) to
Xk is x′). Then the associated Nicodemi operator Φ : Ln(X1, . . . , Xn) →
Ln(Y1, . . . , Yn) extends multilinear forms.
Proof. Suppose that φn : X ′n → Y ′n extends functionals and let A ∈
Ln(X1, . . . , Xn). We show that φ(n)(A) ∈ Ln(X1, . . . , Xn−1, Yn) is an ex-
tension of A. Indeed, take x1 ∈ Xi for 1 ≤ i ≤ n. One has
φ(n)(A)(x1, . . . , xn) = (φn ◦An)n(x1, . . . , xn)
= 〈φn(An(x1, . . . , xn−1)), xn〉
= 〈An(x1, . . . , xn−1), xn〉
= A(x1, . . . , xn).
Iterate. 
We now show the basic connection between the Arens, Aron-Berner,
Davie-Gamelin and Nicodemi operators.
Proposition 3. Let Xi be Banach spaces. Then the Aron-Berner exten-
sion operator αβ : Ln(X1, . . . , Xn) → Ln(X ′′1 , . . . , X ′′n) (and therefore that
of Davie-Gamelin) are the Nicodemi operator associated to the natural in-
clusion maps ik : X ′k → X ′′′k .
This is straightforward from next Lemma.
Lemma 8. Let φk : X ′k → Y ′k be arbitrary operators for 1 ≤ k ≤ n and
let Φ : Ln(X1, . . . , Xn) → Ln(Y1, . . . , Yn) denote the associated Nicodemi
mapping. Then, for each A ∈ Ln(X1, . . . , Xn) and all yi ∈ Yi, one has
Φ(A)(y1, . . . , yn) = lim
x1→φ′1(y1)
· · · lim
xn→φ′n(yn)
A(x1, . . . , xn),
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where the iterated limits are taken for xi ∈ Xi converging to φ′i(yi) in the
weak* topology of X ′′i .
Proof. Let A ∈ Ln(X1, . . . , Xi, Yi+1, . . . , Yn). One then has
φ(i)A(x1, . . . , xi−1, yi, yi+1, . . . , yn) = (φi ◦Ai)i(x1, . . . , xi−1, yi, yi+1, . . . , yn)
= 〈(φi ◦Ai)(x1, . . . , xi−1, yi+1, . . . , yn), yi〉
= 〈Φi(Ai(x1, . . . , xi−1, yi+1, . . . , yn), yi〉
= 〈Ai(x1, . . . , xi−1, yi+1, . . . , yn), φ′i(yi)〉
= lim
xi→φ′i(yi)
〈Ai(x1, . . . , xi−1, yi+1, . . . , yn), xi〉
= lim
xi→φ′i(yi)
A(x1, . . . , xi−1, xi, yi+1, . . . , yn).
Iterate. 
Proposition 3 and Lemma 8 can be rephrased saying that, given operators
φk : X ′k → Y ′k, one has
Φ(A)(y1, . . . , yn) = αβ(A)(φ′1(y1), . . . , φ
′
n(yn))
for all yi ∈ Yi. In other words, we have a commutative diagram
Ln(X1, . . . , Xn) Φ−→ Ln(Y1, . . . , Yn)
αβ ↓ ↑ r
Ln(X ′′1 , . . . , X ′′n) −→ Ln(Y ′′1 , . . . , Y ′′n )
where r is the restriction map and the lower arrow is plain composition with
the operators φ′k : Y
′′
k → X ′′k .
2.4. Application: multilinear forms on dual-isomorphic spaces.
Suppose Xk and Yk are Banach spaces whose duals are isomorphic for
1 ≤ k ≤ n and let φk : X ′k → Y ′k be the corresponding isomorphisms.
It is plain from the definition that each step φ(k) in the construction of
the associated Nicodemi operator is an isomorphism as well and so is
Φ : Ln(X1, . . . , Xn) → Ln(Y1, . . . , Yn). To sum up, we have:
Theorem 6 ([12] also [45, 18]). Let X1, . . . , Xn and Y1, . . . , Yn be Banach
spaces such that X ′k and Y
′
k are isomorphic for each 1 ≤ k ≤ n. Then the
spaces of multilinear forms Ln(X1, . . . , Xn) and Ln(Y1, . . . , Yn) are isomor-
phic. In particular, if X ′ is isomorphic to Y ′, then Ln(X) and Ln(Y ) are
isomorphic for all n ≥ 1.
This result has some interesting consequences. For instance, taking X =
C[0, 1] and Y = c0(Γ, C[0, 1]) (here Γ has the power of continuum) we obtain
that Ln(X) and Ln(Y ) are isomorphic for all n ≥ 1 in spite of the fact that
X is separable and Y is not. Also, taking X = l1(ln2 ) and Y = l1(l
n
2 ) ⊕ l2
we see that Ln(X) and Ln(Y ) are isomorphic, in spite of the fact that every
multilinear form on X is weakly sequentially continuous (since X has the
Schur property), while Y obviously admits bilinear forms which are not
weakly sequentially continuous.
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2.5. Extension to ultraproducts. Ultrapowers of Banach spaces are of
capital importance in the local theory of Banach spaces. Let us briefly sketch
their basic properties. (See [54] or [40] for further information.) Let X be a
Banach space, S an arbitrary set and U an ultrafilter on S. The ultrapower
of X with respect to U is the Banach space obtained taking the quotient of
l∞(S,X) = {x : S → X : sups ‖x(s)‖X <∞} by the subspace
NU =
{
f ∈ l∞(S,X) : lim
U(s)
‖f(s)‖X = 0
}
and will be denoted by XU . The norm of XU enjoys the following nice
property:
‖[f ]‖XU = lim
U(s)
‖f(s)‖X ,
where [f ] denotes the class of f ∈ l∞(S,X) in XU . Observe that XU contains
a natural copy of the space X regarded as the space of (classes of) constant
maps S → X.
Lindstro¨m and Ryan [46] obtained a method of extension for multilinear
forms from X to its ultrapower XU as follows. For A ∈ Ln(X), define
λρ(A) ∈ Ln(XU ) by
λρ(A)([x1], . . . , [xn]) = lim
U(s1)
· · · lim
U(sn)
A(x1(s1), . . . , xn(sn).
It is easily seen that λρ(A) is an extension of A, with ‖λρ(A)‖ = ‖A‖. Also,
it is clear that λρ(A) depends linearly on A.
Again, λρ can be regarded as a Nicodemi operator. To see this, consider
the obvious map φ : X ′ → (XU )′ given by 〈φ(x′), [x]〉 = limU(s)〈x′, x(s)〉. It
is now clear that, for each n, the extension operator λρ : Ln(X) → Ln(XU )
is the Nicodemi operator φ(n) induced by φ.
Remark 6. There is simpler way of extending multilinear forms to ultrapow-
ers. Let A be a multilinear form on X and XU an ultrapower of X. We can
define an extension of A to XU by
υ(A)([x1], . . . , [xn]) = lim
U(s)
A(x1(s), . . . , xn(s)).
It can be proved that this extension υ(A) cannot be obtained by a Nicodemi
operator.
2.6. Extension and locally complemented subspaces. So far we have
seen that sometimes it is possible to extend multilinear forms from a sub-
space X of Y to the whole of Y in a linear and continuous way. This is so,
for instance, if Y = X ′′ or if Y is an ultrapower of X. On the other hand,
Proposition 2 shows that the only possible obstruction to the existence of
linear extension operators Ln(X) → Ln(Y ) stems from the linear case n = 1.
It will be convenient to have a more intrinsic criterion on the embedding
X → Y for the existence of linear extension operators Ln(X) → Ln(Y ).
(We remark here that even the notion of extension depends, not only on the
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involved spaces, but also on the particular embedding X → Y , that is, on
the position of X inside Y .)
The key point turns out to be the by now classical notion of a locally
complemented subspace.
Definition 1. We shall say that a (closed) subspace X of a Banach space
Y is locally complemented in Y if there is a constant M such that whenever
F is a finite-dimensional subspace of Y there is a linear map (depending on
the given finite dimensional subspace) T : F → X so that ‖T‖ ≤ M and
Tx = x for all x ∈ F ∩X.
Thus, for instance, the Principle of Local Reflexivity of Lindenstrauss
and Rosenthal [48] says that every Banach space is locally complemented
in its bidual. Also, it is well-known that every Banach space is locally
complemented in its ultrapowers.
The following result clarifies the situation in the linear case. For a proof,
see [42].
Lemma 9. Let X be a closed subspace of Y . The following are equivalent.
(a) X is locally complemented in Y .
(b) X ′′ is complemented in Y ′′ under the natural embedding.
(c) There is a linear extension operator E : X ′ → Y ′ (that is such that
〈E(x′), x〉 = 〈x′, x〉 for all x ∈ X,x′ ∈ X ′).
Theorem 7. Let X be a closed subspace of Y . The following are equivalent.
(a) X is locally complemented in Y .
(b) For each n ≥ 1 and every collection X2, . . . , Xn of Banach
spaces, there is a linear extension operator Ln(X,X2, . . . , Xn) →
Ln(Y,X2, . . . , Xn).
(c) For some n ≥ 1 there exist a collection X2, . . . , Xn of nontriv-
ial Banach spaces and an extension operator Ln(X,X2, . . . , Xn) →
Ln(Y,X2, . . . , Xn).
Proof. That (a) and (b) are equivalent follows from the previous Lemma
and Proposition 2. That (b) implies (c) is obvious. It remains to prove
that (c) implies (a). Of course, if (c) holds for n = 1, then X is locally
complemented in Y , by the Lemma. So, we may and do assume that
(c) holds for a certain family of Banach spaces X2, . . . , Xn, with n ≥ 2.
Since Ln(X,X2, . . . , Xn) = L2(X,X2⊗̂ · · · ⊗̂Xn) and Ln(Y,X2, . . . , Xn) =
L2(Y,X2⊗̂ · · · ⊗̂Xn), taking E = X2⊗̂ · · · ⊗̂Xn, we can suppose that a linear
extension operator L2(X,E) → L2(Y,E) exists. Taking into account the
universal property of the projective tensor product and the Lemma, this
implies that X⊗̂E is a locally complemented subspace of Y ⊗̂E under the
obvious map. Now, fix a norm one e0 ∈ E and define isometric embeddings
X → X⊗̂E by x 7→ x⊗ e0 and Y → X⊗̂E by y 7→ y⊗ e0 (see [7]). We have
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a commutative diagram of inclusion maps
X⊗̂E −→ Y ⊗̂E
↑ ↑
X −→ Y
Since “being a locally complemented subspace of” is transitive, the proof will
be complete if we show that X is complemented in X⊗̂E. To this end, pick
a norm-one f ∈ E′ so that f(e0) = 1 and define an operator P : X⊗̂E → X
by P (x ⊗ e) = f(e)x. Clearly, P is a projection. Moreover, ‖P‖ = 1 since
P = IdX ⊗ f : X⊗̂E → X⊗̂K = X. This completes the proof. 
Corollary 3. Suppose that Xi is a subspace of Yi, for 1 ≤ i ≤ n. Then
there exists a linear extension operator Ln(X1, . . . , Xn) → Ln(Y1, . . . , Yn) if
and only if each Xi is locally complemented in Yi.
Remark 7. An obvious “symmetrization” argument leads to a very simple
proof of the following result (which was motivated by a question of Zal-
duendo; see [8, Problem 9])
Corollary 4 (Peris [59]). Let X be a subspace of Y . Then there exists a
linear extension operator Pn(X) → Pn(Y ) for all (or some) n ≥ 1 if and
only if X is locally complemented in Y .
Exercice 2. Let X be a subspace of Y . Then there exists a linear continuous
extension operator  : Hb(X) → Hb(Y ) for holomorphic functions of bounded
type (see [21] for definitions) if and only if X is locally complemented in Y .
(Hint. Show that the map x′ ∈ X ′ 7→ d((x′))(0) ∈ Y ′ is a linear extension
operator.)
3. regularity and permutation of the variables
As we mentioned before, Nicodemi operators (hence Aron-Berner exten-
sions) require a choice in the ordering of the involved variables. In this
Section we study to what extent the extended map is independent of that
choice.
Let us reconsider bidual algebras in this setting. Suppose A a Banach
algebra with product p. The first Arens product on A′′ is given by
p′′′(a′′, b′′) = δγ(p)(a′′, b′′) = w∗ − lim
a→a′′
(
w∗ − lim
b→b′′
p(a, b)
)
.
The second Arens product is ((prev)′′′)rev. Since
((prev)′′′)rev(a′′, b′′) = (prev)′′′(b′′, a′′)
= δγ(prev)(b′′, a′′)
= w∗ − lim
b→b′′
(
w∗ − lim
a→a′′
prev(a, b)
)
= w∗ − lim
b→b′′
(
w∗ − lim
a→a′′
p(a, b)
)
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we see that A is Arens regular (that is, the two Arens products coincide on
A′′) if and only if the (vector-valued version of the) Davie-Gamelin extension
of p does not depend on the order in the iterated limit.
Now, suppose A commutative. Then A′′ is commutative if and only if
A is Arens-regular. Observe that A is commutative if and only if for every
a′ ∈ A′, the bilinear form a′ ◦ p is symmetric. Since αβ(a′ ◦ p) = a′ ◦ p′′′
the fact that (l1(Z), ∗) is commutative but (l1(Z), ∗)′′ is not shows that the
Aron-Berner extension of a symmetric form need not be symmetric. This
has some unpleasant consequences when dealing with polynomials.
From now on, we restrict ourselves to multilinear forms defined on some
fixed Banach space X. The consideration of multilinear operators and (or)
different spaces does not involve new ideas and would make the notation
somewhat confusing.
Given A ∈ Ln(X) and σ ∈ Sn (the group of permutations of {1, 2, . . . , n}),
put
Aσ(x1, . . . , xn) = A(xσ(1), . . . , xσ(n)).
The symmetric group Sn acts by conjugation on the space of operators
 : Ln(X) → Ln(Y ) sending  to the operator
A ∈ Ln(X) 7−→ ((Aσ))σ−1 ,
which will be denoted by σ. Thus one may wonder if a given operator is
compatible with the action of the symmetric group in the sense that for
some (or for every) A ∈ Ln(X) one has σ(A) = (A) for all σ ∈ Sn.
Observe that is  is the Aron-Berner extension or a Nicodemi operator,
then σ−1(A) = (A) means that one can change the “usual” ordering in the
involved variables (from the last to the first) by the new order induced by
σ. Let us check this for the Davie-Gamelin extension. Since
δγσ−1(A)(x
′′
1, . . . , x
′′
n) = δγ(A
σ−1)(x′′σ(1), . . . , x
′′
σ(n))
= lim
x1→x′′σ(1)
· · · lim
xn→x′′σ(n)
Aσ
−1
(x1, . . . , xn)
= lim
x1→x′′σ(1)
· · · lim
xn→x′′σ(n)
A(xσ−1(1), . . . , xσ−1(n))
= lim
yσ(1)→x′′σ(1)
· · · lim
yσ(n)→x′′σ(n)
A(y1, . . . , yn)
= lim
xσ(1)→x′′σ(1)
· · · lim
xσ(n)→x′′σ(n)
A(x1, . . . , xn),
we see that the condition δγσ−1(A) = δγ(A) means
lim
x1→x′′1
· · · lim
xn→x′′n
A(x1, . . . , xn) = lim
xσ(1)→x′′σ(1)
· · · lim
xσ(n)→x′′σ(n)
A(x1, . . . , xn).
Or, which is the same, that one can obtain the same extension taking the
iterated limits in the ordering given by σ.
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Of course, if  : Ln(X) → Ln(Y ) is any operator, one can obtain an
operator invariant by conjugation taking
s =
1
n!
∑
σ∈Sn
σ,
but some good properties of  may be lost. (For instance, if  is a Nicodemi
operator induced by an isomorphism φ : X ′ → Y ′, then  is itself an isomor-
phism, but we do not known whether s is or not.) Note, however, that if 
is an extension operator, then so is s.
Since Nicodemi operators factorize through Aron-Berner extensions (see
Lemma 8), it is clear that if A ∈ Ln(X) is such that αβσ(A) = αβ(A) for
all σ ∈ Sn, then one also has φ(n)σ (A) = φ(n)(A) for every Banach space Y
and every linear operator φ : X ′ → Y ′. The following “formal” result will
be useful in what follows.
Lemma 10. Let A ∈ Ln(X). Then αβσ(A) = αβ(A) for all σ ∈ Sn if and
only if αβ(A) : X ′′× · · ·×X ′′ → K is separately weakly* continuous in each
argument. In this case, αβ(A) is the unique extension of A to X ′′ which is
separately weakly* continuous in each argument.
Proof. Suppose αβσ−1(A) = αβ(A). Then,
αβ(A)(x′′1, . . . , x
′′
n) = lim
xσ(1)→x′′σ(1)
· · · lim
xσ(n)→x′′σ(n)
A(x1, . . . , xn).
Since the second member in the identity above is obviously weakly* contin-
uous in the σ(1) variable, varying σ in Sn, we see that αβ(A) is separately
weakly* continuous in each variable.
Clearly, if αβ(A) = δγ(A) is separately weakly* continuous in each vari-
able, then for every 1 ≤ i ≤ n one has
δγ(A)(x′′1, . . . , x
′′
i , . . . , x
′′
n) = lim
xi→x′′i
δγ(A)(x′′1, . . . , xi, . . . , x
′′
n).
Thus, the iterated limit in the Davie-Gamelin extension of A is independent
of the order. 
For bilinear forms one has a more satisfactory result:
Lemma 11 (Grothendieck [35]). Let A be a bilinear form on X. The fol-
lowing are equivalent:
(a) αβσ(A) = αβ(A) for σ = (1, 2).
(b) The associated operator T : X → X ′ given by 〈Tx, y〉 = A(x, y) is
weakly compact.
Proof. We give a proof based on the so-called “double limit criterion” of
Grothendieck [35]: a linear operator T : X → X ′ is weakly compact if and
only if, given arbitrary bounded filters F and G on X, one has
lim
F(x)
lim
G(y)
〈T (x), y〉 = lim
G(y)
lim
F(x)
〈T (x), y〉
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provided both limits exist.
From this, the implication (b) ⇒ (a) is immediate.
As for the converse, let F and G be bounded filters on X and assume that
limF(x) limG(y)〈T (x), y〉 and limG(y) limF(x)〈T (x), y〉 exist. Take bounded ul-
trafilters U and V in X ′′ containing, respectively, F and G. By the Banach-
Alaoglu theorem U (resp. V) must converge to some point x′′ (resp. y′′) in
X. So,
lim
F(x)
lim
G(y)
〈T (x), y〉 = lim
U(x)
lim
V(y)
〈T (x), y〉
= lim
U(x)
lim
V(y)
A(x, y)
= lim
x→x′′
lim
y→y′′
A(x, y)
= αβ(A)(x′′, y′′)
= αβσ(A)(x′′, y′′)
= lim
y→y′′
lim
x→x′′
A(x, y)
= lim
V(y)
lim
U(x)
〈T (x), y〉
= lim
G(y)
lim
F(x)
〈T (x), y〉.
Hence T is weakly compact. 
This suggests the following definition.
Definition 2. A Banach space X is said to be regular if all operators X →
X ′ are weakly compact.
The most important examples of regular spaces (apart from reflexive
spaces) are the C0(Ω) spaces, and more generally, L∞ spaces and C*-
algebras. In fact, Banach spaces having the property (V) of Pe lczyn´ski
are regular (see [29]). This includes other important Banach spaces such as
the disc and polydisc algebras, H∞ and the Wiener algebra.
We are ready to prove the main result of this section.
Theorem 8. Let X be a regular Banach space. Then, for all n ≥ 1, the
Aron-Berner extension αβ : Ln(X) → Ln(X ′′) is invariant by conjugation
under the symmetric group.
Proof. Since the symmetric group can be generated by traspositions of two
consecutive indices, it obviously suffices to show that αβσ(A) = αβ(A) for all
A ∈ Ln(X) and σ = (i, i+1), where 1 ≤ i ≤ n−1. But this case immediately
reduces to that of bilinear forms and follows from Lemma 11. 
Corollary 5. Let X be a regular Banach space. Then, for all n ≥ 1, all
Banach spaces Y and every operator φ : X ′ → Y ′ the induced Nicodemi oper-
ator φ(n) : Ln(X) → Ln(Y ) is invariant by conjugation under the symmetric
group.
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Corollary 6. Let X be a regular Banach space. Then all Nicodemi operators
transform symmetric forms on X into symmetric forms. In particular the
Aron-Berner extension of every symmetric multilinear form on X is again
a symmetric multilinear form on X ′′.
Surprisingly enough, the converse of the preceding Corollary does not
hold. Recall that an operator T : X → X ′ is said to be symmetric if
〈Tx, y〉 = 〈Ty, x〉
for all x, y ∈ X. This just means that the induced bilinear mapping
A(x, y) = 〈Tx, y〉 is symmetric.
Definition 3. A Banach space X is said to be symmetrically regular if all
symmetric operators X → X ′ are weakly compact.
Let Lns (X) denote the space of n-linear symmetric forms on X. Using the
same arguments that in the multilinear case, one can prove the following.
Theorem 9. For a Banach space X the following are equivalent:
(a) X is symmetrically regular.
(b) For every symmetric bilinear form A on X, αβ(A) is a symmetric
form on X ′′.
(b) For each n ≥ 2, αβ(A) belongs to Lns (X ′′) whenever A ∈ Lns (X).
(d) All Nicodemi operators transform symmetric multilinear forms on X
into symmetric forms.
Example 3 (Leung [47]). There are symmetrically regular spaces which are
not regular.
Actually, Leung shows that the dual of James quasi-reflexive space J is
symmetrically regular but not regular. This means that, while for every
symmetric bilinear form on J ′ the Aron-Berner extension is symmetric on
J ′′′, there is an antisymmetric bilinear form on J ′ whose Aron-Berner ex-
tension is not antisymmetric.
Exercice 3. Prove that if X is a stable Banach space (that is, X is isomor-
phic to its square X ×X), then X is symmetrically regular if and only if it
is regular. So, the presence of James’ creature in the above Example is not
accidental.
Exercice 4. Prove that the Banach algebra A is Arens regular (as a Banach
algebra) if and only if, for every a′ ∈ A′, the operator T : A → A′ given by
〈Ta, b〉 = 〈a′, ab〉 is weakly compact. Prove that, apart from the trivial case
in which G is a finite group, no group algebra L1(G) is Arens regular.
Exercice 5. Let A be a Banach algebra whose underlying Banach space is
regular. Show that for all Banach A-bimodules X the A′′-bimodule X ′′ is a
dual bimodule. (Hint. Assume, without loss of generality, that A is unital
and define a trilinear operator A′′ ×X ′ ×A′′ → X ′ by
〈t(a′′, x′, b′′), x〉 = lim
a→a′′
lim
b→b′′
〈x′, b · x · a〉.
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Now, use that, for each fixed x′ ∈ X ′, the map t is a Davie-Gamelin exten-
sion and Lemmas 10 and 11 to show that t makes X ′ into an A′′-bimodule
and verify that the usual A′′-bimodule structure on X ′′ is just the dual of
that of X ′.)
Exercice 6. Show that the bitranspose derivation D′′ appearing in the proof
of Example 2 is inner for all compact spaces K.
Exercice 7 ([12]). Let X and Y be dual-isomorphic Banach spaces. Sup-
pose X regular. Prove that Y is regular and that Hb(X) and Hb(Y ) are
isomorphic Fre´chet algebras.
Question 1. Suppose φ : X ′ → Y ′ is an isomorphism and let φ(n) :
Ln(X) → Ln(Y ) be the associated Nicodemi operator. Must the symmetrized
operator φ(n)s : Lns (X) → Lns (Y ) be an isomorphism? (An affirmative answer
would imply that P(nX) and P(nY ) are isomorphic for each n ≥ 1.)
4. The range of the Aron-Berner extensions
Let Xi be subspaces of Yi. As we already mentioned, if one has a lin-
ear extension operator  : Ln(X1, . . . , Xn) → Ln(Y1, . . . , Yn) for multilin-
ear forms, one can obtain a linear extension operator Ln(X1, . . . , Xn;Z) →
Ln(Y1, . . . , Yn;Z ′′) by the formula
〈(T )(y1, . . . , yn), z′〉 = (z′ ◦ T )(y1, . . . , yn)
for all Banach spaces Z. In particular, we can regard the Aron-
Berner extension as an extension operator αβ : Ln(X1, . . . , Xn;Z) →
Ln(X ′′1 , . . . , X ′′n;Z ′′). Simple examples show that, in general, one cannot
expect that the range of the Aron-Berner extensions stay in the original
space Z. In fact, in the linear case αβ(T ) = T ′′ and so, αβ(T ) takes values
in Z if and only if T is weakly compact, by Gantmacher theorem.
The aim of this section is to show that multilinear operators whose Aron-
Berner extensions are Z-valued play the same role in the “multilinear the-
ory” of Banach spaces that weakly compact linear operators in the “linear
theory”. Let us recall that a multilinear operator is weakly compact if it
maps bounded sets into relatively weakly compact sets. We start with the
following simple
Proposition 4. Let T ∈ Ln(X1, . . . , Xn;Z). If T is weakly compact then
αβ(T ) is Z-valued.
Proof. The hypothesis implies that the weak closure of T (B(X1)× · · · ×B(Xn))
is a weakly compact set in Z we denote by K. Now, fix xi ∈ B(Xi)
(1 ≤ i ≤ n − 1) and pick x′′ ∈ B(X ′′n). Since B(Xn) is weakly* dense
in B(X ′′n) one has,
αβ(T )
(
x1, . . . , xn−1, x′′
)
= weak∗ − lim
x
T (x1, . . . , xn−1, x)
= weak− lim
x
T (x1, . . . , xn−1, x) ,
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as x ∈ B(Xn) converges weakly* to x′′. Hence αβ(T )(x1, . . . , xn−1, x′′)
belongs to K for points in the corresponding balls. Iterate. 
The polynomial version of this result can be found in [15].
The reciprocal to the previous proposition is not true:
Example 4. There is a non-weakly compact bilinear operator l∞× l∞ → l1
whose Aron-Berner extension is l1-valued.
Proof. Let q : `∞ → `2 be a continuous surjective operator and let us define
S : `∞ × `∞ → `1 as the coordinatewise multiplication
S(x, y) = q(x) · q(y)
It is easily seen that S maps the unit ball of `∞ × `∞ onto a neighborhood
of the origin in l1. Hence S is not weakly compact. On the other hand, for
x′′, y′′ ∈ l′′∞, one has
αβ(S)(x′′, y′′) = q′′(x′′) · q′′(y′′)
which clearly belongs to `1. 
Hence, we see that, for multilinear mappings, having an “Z-valued” Aron-
Berner extension is a less restrictive condition that being weakly compact.
In the remainder of this Section we shall show that most of the clas-
sical Banach space properties related to weak compactness admit charac-
terizations in terms of multilinear operators having Z-valued Aron-Berner
extensions.
Let us recall that a Banach space X has the Grothendieck property if
every linear operator from X to a separable Banach space, equivalently to
c0, is weakly compact.
Theorem 10 ([14]). For a Banach space X the following are equivalent:
(a) X has the Grothendieck property.
(b) For any separable Banach space Z, every n-linear operator T ∈
Ln(X;Z) has Z-valued Aron-Berner extensions.
(c) Every symmetric bilinear application S : X ×X → c0 which is sep-
arately compact has c0-valued Aron-Berner extension.
Proof. It is trivial that (b) implies (c) . We show that (c) implies (a). If
T : X → c0 is a linear operator, we can consider the symmetric bilinear
form S : X ×X → c0 given by S(x, y) = T (x) · T (y). It is easy to see that
S is separately compact and that
αβ(S)(x′′, y′′) = T ′′(x′′) · T ′′(y′′),
now the product being that of `∞. If X lacks the Grothendieck property,
there is a linear operator T : X → c0 that is not weakly compact, which
implies that T ′′ cannot fall into c0. Thus, there exists x′′ ∈ X ′′ so that
T ′′(x′′) /∈ c0 and therefore αβ(S)(x′′, x′′) /∈ c0.
It remains to see that (a) implies (b). This immediately follows from the
following result, of independent interest. 
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Lemma 12. Suppose that every operator from X into Z is weakly compact.
Then, every multilinear operator T ∈ Ln(X;Z) has Z-valued Aron-Berner
extensions.
Proof. Let T be a multilinear operator from X to Z For 1 ≤ i ≤ n − 1, let
us fix xi ∈ X and take zn ∈ X ′′. Consider the first limit appearing in the
Aron-Berner extension of T
αβ(T )(x1, . . . , xn−1, zn) = weak∗ − lim
xn→zn
T (x1, . . . , xn−1, xn).
Then αβ(T )(x1, . . . , xn−1, zn) belongs to Z (instead of Z ′′) since it is
the value at zn of the bitranspose of the weakly compact operator
T (x1, . . . , xn−1, ·) : X → Z. Now, for 1 ≤ i ≤ n − 2 let xi be fixed in
X and take zn−1, zn ∈ X ′′. Then we have
αβ(T )(x1, . . . , xn−2, zn−1, zn) = weak∗− lim
xn−1→zn−1
αβ(T )(x1, . . . , xn−2, xn−1, zn),
which also belongs to Z since it is the value at zn−1 of the bitranspose of
αβ(T )(x1, . . . , xn−2, ·, zn) : X → Z which is weakly compact by hypothesis.
Continue. 
The equivalence between (a) and (b) above was already known for poly-
nomials ([33]).
Next, we consider the Dunford-Pettis property (DPP for short), intro-
duced by Grothendieck in [37]. Let us recall that a Banach space X has the
DPP if every weakly compact defined on X is completely continuous (that is,
it sends weakly convergent sequences into norm convergent sequences. Com-
pletely continuous multilinear operators are defined in the obvious way). As
before, the range space can be taken as c0. Typical examples of spaces
enjoying the DPP are L1(µ) and C0(Ω)-spaces.
Theorem 11 ([38]). Let Xi be Banach spaces for 1 ≤ i ≤ n. The following
are equivalent:
(a) Each Xi has the DPP.
(b) For any Banach space Z (or merely c0), every n-linear operator
T ∈ Ln(X1, . . . , Xn;Z) with Z-valued Aron-Berner extension is com-
pletely continuous.
Proof. We write the proof for two Banach spaces X and Y . Suppose X
lacks DPP. Then there is a Banach space Z and a weakly compact operator
L : X → Z which is not completely continuous. Take a nonzero functional
y′ ∈ Y ′ and define a bilinear map T : X×Y → Z taking T (x, y) = y′(y)L(x).
Clearly, T is not completely continuous and αβ(T ) is Z-valued.
As for the converse, let X and Y Banach spaces with DPP and suppose T :
X × Y → c0 has c0-valued Aron-Berner extension. Take xn and yn, weakly
null sequences in X and Y respectively. One has to show that T (xn, yn) is
norm convergent to zero in c0. Let us define an operator (T (xn, ·)) : Y →
c0(c0) by (T (xn, ·))(y) = (T (xn, y))n. The definition makes sense because
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(T (xn, y))n = (T (·, y)(xn))n and the operator T (·, y) : X → c0, being weakly
compact, is completely continuous, by the DPP of X.
The proof will be complete if we show that (T (xn, ·)) is completely
continuous. By the DPP of Y one only has to see that (T (xn, ·)) is
weakly compact. But this follows from the obvious fact that each oper-
ator T (xn, ·) : Y → c0 is weakly compact, that for every y′′ ∈ Y ′′ the
sequence T (xn, ·)′′(y′′) = αβ(T )(xn, y′′) converges to zero and the following
observation of Ryan whose easy proof is left to the reader. 
Lemma 13 (Ryan [52]). Let S : Y → c0(Z) be a linear operator, with
S(y) = (Sn(y))n. Then S is weakly compact if and only if
(a) Sn is weakly compact for all n.
(b) for every y′′ ∈ Y ′′, the sequence (S′′n(y′′))n converges to 0.
Other classical properties related to weak compactness are the recipro-
cal DPP and Pe lczyn´ski’s property (V). A Banach space has the RDPP if
every completely continuous operator on it is weakly compact and has prop-
erty (V) if every unconditionally converging operator is weakly compact.
Recall that a (linear or multilinear) operator T is unconditionally converg-
ing if for every weakly unconditionally Cauchy series
∑
n xn the sequence
(T (
∑k
n=1 xn))k is norm convergent. In the multilinear case this notion, in-
troduced by M. Ferna´ndez Unzueta in [27], is slightly different from the
“usual” one (see [32, 32]). One has,
Theorem 12 ([38]). The following assertions are equivalent:
(a) The spaces Xi have property (V) (respectively, RDPP).
(b) For all Z and each unconditionally converging (respectively, com-
pletely continuous) T ∈ Ln(X1, . . . , Xn;Z), every Aron-Berner ex-
tension of T is Z-valued.
(c) For all Z, every unconditionally converging (respectively, completely
continuous) T ∈ Ln(X1, . . . , Xn;Z), has an Z-valued Aron-Berner
extension.
We close this Section with some remarks about the “polynomial” ver-
sions of the preceding results. There are polynomial versions of Theorem 12
([38]). Strangely enough, we do not know if there is a polynomial version
of Theorem 11. There is a polynomial version of this last result for regular
spaces:
Proposition 5. For a regular Banach space X, the following assertions are
equivalent:
(a) X has the DPP.
(b) For all Banach spaces Z, every homogeneous polynomial P : X → Z
whose Aron-Berner extension is Z-valued is completely continuous.
Proof. Let us recall here that the Aron-Berner extension of a homogeneous
polynomial P : X → Z is given by
αβ(P )(x′′) = αβs(T )(x′′, . . . , x′′),
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where T is the symmetric operator associated to P . That (b) implies (a)
is obvious. For the converse, suppose X has DPP and αβ(P ) is Z-valued.
If X is regular, then αβ(T ) = αβs(T ) and one can recover αβ(T ) from
αβ(P ) via polarization, from where it follows that αβ(T ) takes values in Z.
Now apply Theorem 11 to conclude that T (and, a fortiori, P ) is completely
continuous. 
The most natural way to eliminate the hypothesis of regularity in the
preceding Proposition would be to solve in the affirmative the following
Question 2. Let P : X → Z be a homogeneous polynomial and T its
associated symmetric operator. Suppose αβ(P ) takes values in Z. Does this
imply that αβ(T ) is Z-valued?
Remark 8. With the notations above, if the Aron-Berner extension of P is
Z-valued, then T is separately weakly compact.
To see this, notice that if S : X ′′ × · · · × X ′′ → Z ′′ is the symmetric
operator associated with αβ(P ) and αβ(P ) takes values in Z, then so does
S. Even if S and αβ(T ) are different extensions, they agree on points having
the form (x1, . . . , xi−1, x′′, xi+1, . . . , xn), xi ∈ X,x′′ ∈ X ′′. Hence
(T (x1, . . . , xi−1, ·, xi+1, . . . , xn))′′(x′′) = αβ(T )(x1, . . . , xi−1, x′′, xi+1, . . . , xn)
= S(x1, . . . , xi−1, x′′, xi+1, . . . , xn)
which belongs to Z, and so T is separately weakly compact.
Thus, a possible counterexample to Question 2 must start out being a
separately weakly compact, not weakly compact symmetric multilinear op-
erator defined on a not regular Banach space.
5. An application: multilinear operators on C(K) spaces
In this section we shall show an application of the Aron-Berner extensions
to the study of multilinear forms and operators in spaces of continuous
functions. First, let us recall some well-known facts from the linear theory.
Let K be a compact Hausdorff space and let Σ be the Borel σ-algebra
of K. We denote by B(K) the Banach space of the functions which are
uniform limit of (Borel) simple functions, endowed with the supremum norm.
C(K) is easily seen to be isometrically isomorphic to a subspace of B(K).
According to Riesz representation theorem, the space of linear forms on
C(K) is isometrically isomorphic to the space M(K) of all (Borel) regular
measures on K, endowed with the variation norm, via the pairing
〈µ, f〉 =
∫
K
fdµ (f ∈ C(K), µ ∈M(K)).
It follows easily that B(K) is isometrically isomorphic to a subspace of
C(K)′′. Let now Z be a Banach space and consider an operator T : C(K) →
Z, it can be proved (see [20]) that there exists one only (vector) measure
µ : Σ → Z ′′ such that
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(a) µ has bounded semivariation and ‖T‖ = ‖µ‖.
(b) µ is weakly* regular, that is, for every z′ ∈ Z ′ the scalar measure
z′ ◦ µ is regular.
(c) The application z′ ∈ Z ′ 7→ z′ ◦ µ ∈ (C(K))′ is weak* to weak*
continuous.
(d) For every f ∈ C(K), one has T (f) = ∫K fdµ.
The easiest way to obtain such measure is to consider the bitranspose T ′′ :
C(K)′′ → Z ′′ and to define µ on the Borel sets of K by
µ(A) = T ′′(χA)
where χA is the characteristic function of A.
The representation of linear operators via measures has been fruitfully
used to, among other things, characterize classes of operators with conditions
on their representing measure, and to prove the coincidence of different ideals
of operators on C(K) spaces. Thus, one has the following
Theorem 13. Let T : C(K) → Z be a linear operator and µ : Σ → Z ′′ be
its representing measure. Then the following assertions are equivalent:
(a) T is weakly compact.
(b) T ′′ is Z-valued.
(c) T is completely continuous.
(d) T is unconditionally converging.
(e) µ is regular.
(f) µ is countably additive.
(g) µ is Z-valued.
Let us see now what can be done in the multilinear case. We first need
some definitions.
Definition 4 (Dobrakov [23]). A function γ : Σ1 × · · · × Σn → Z is a
(countably additive) polymeasure if it is separately (countably) additive. We
say that γ is regular if it is separately regular.
Definition 5 (Dobrakov [23]). Given a polymeasure γ : Σ1×· · ·×Σn → Z,
its semivariation ‖γ‖ : Σ1 × · · · × Σn → [0,+∞] is given by
‖γ‖(A1, . . . , An) = sup

∥∥∥∥∥∥
k1∑
j1=1
· · ·
kn∑
jn=1
aj11 . . . a
jn
n γ(A
j1
1 , . . . , A
jn
n )
∥∥∥∥∥∥

where the supremum is taken over all finite Σi-partitions (A
ji
i )
ki
ji=1
of Ai
(1 ≤ i ≤ n), and all numbers ajii in the unit ball of the scalar field.
If we denote by S(Ki) the normed space of (Borel) simple functions on
Ki with the supremum norm and si =
∑ki
ji=1
ai,jiχAi,ji ∈ S(Ki), for every
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Z-valued polymeasure γ the formula
Tγ(s1, . . . , sn) =
k1∑
j1=1
· · ·
kn∑
jn=1
a1,j1 , . . . an,jnγ(A1,j1 , . . . An,jn)
defines a multilinear map Tγ : S(K1)× · · · × S(Kn) → Z such that ‖Tγ‖ =
‖γ‖(K1, . . . ,Kn) ≤ ∞. From now, ‖γ‖ will denote the total semivariation of
the polymeasure γ, that is, ‖γ‖ = ‖γ‖(K1, . . . ,Kn).
So, if γ has finite semivariation (that is, ‖γ‖ < ∞), the map Tγ can be
uniquely extended (with the same norm) to B(K1)× · · · ×B(Kn). We will
still denote this extension by Tγ and we shall write also
Tγ(g1, . . . , gn) =
∫
(g1, . . . , gn)dγ.
It is easily seen that the correspondence γ 7→ Tγ is an isometric isomor-
phism between the space of all Z-valued polymeasures of finite semivariation
on Σ1 × · · · × Σn and Ln(B(K1) . . . B(Kn);Z) (see [24] and the references
there included for a quite exhaustive study of integrals respect to polymea-
sures).
Let now T : C(K1)× · · · ×C(Kn) → K be a continuous multilinear form,
and let
αβ(T ) : C(K1)′′ × · · · × C(Kn)′′ −→ K
be its extension defined as in Section 2 (note that it follows from Lemma 10
and Corollary 5 that αβ(T ) is uniquely defined).
Then we can define the set function γ : Σ1 × · · · × Σn → K by
γ(A1, . . . , An) = αβ(T )(χA1 , . . . , χAn).
It is easy to check that γ is a regular polymeasure with bounded semi-
variation. It is also not difficult to see that, for every (f1, . . . , fn) ∈
C(K1)× · · · × C(Kn),
T (f1, . . . , fn) =
∫
K1×···×Kn
(f1, . . . , fn)dγ.
Looking at the linear model and with just a little of care it can be proved
that (C(K1)⊗ˆpi · · · ⊗ˆpiC(Kn))′ is isometrically isomorphic to the space of
regular scalar polymeasures defined on Σ1 × · · · × Σn endowed with the
semivariation norm (see [25] and [10]).
Let us now consider the case of a multilinear operator T : C(K1)× · · · ×
C(Kn) → Z. We can again consider its Aron-Berner extension
αβ(T ) : C(K1)′′ × · · · × C(Kn)′′ −→ Z ′′,
which again is unique.
We can use it to define a (vector) polymeasure γ : Σ1×· · ·×Σn → Z ′′ by
γ(A1, . . . , Ak) = αβ(T )(χA1 , . . . , χAn).
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Then we obtain the following theorem and corollary, whose proof can be
seen in [10].
Theorem 14. Let T : C(K1) × · · · × C(Kn) → Z be a multilinear oper-
ator and let γ be defined as above. Then γ is a polymeasure of bounded
semivariation that satisfies
(a) ‖T‖ = ‖γ‖.
(b) T (f1, . . . , fn) =
∫
(f1, . . . , fn)dγ for all fi ∈ C(Ki)
(c) For every z′ ∈ Z ′, z′◦γ is a regular polymeasure and the map z′ 7→ z′◦
γ from Z ′ into (C(K1)⊗ˆ · · · ⊗ˆC(Kn))′ is weak*-to-weak* continuous.
Conversely, if γ : Σ1×· · ·×Σn → Z ′′ is a polymeasure satisfying (c), then
it has finite semivariation and formula (b) defines a multilinear operator
from C(K1)× · · · × C(Kn) into Z for which (a) holds.
Therefore the correspondence T ↔ γ is an isometric isomorphism.
Corollary 7. Let (gki )k be sequences in B(Ki) converging to gi ∈ B(Ki)
with respect to the σ(B(Ki),M(Ki)) topology for 1 ≤ i ≤ n. If αβ(T ) is
Z-valued, then
lim
k→∞
αβ(T )(gk1 , . . . , g
k
n) = αβ(T )(g1, . . . , gn)
in the norm topology.
We present further below a multilinear version of Theorem 13. We still
need some technicalities before the main result of this section. The following
Lemma can be seen in [9].
Lemma 14. For a multilinear operator T : X1×· · ·×Xn → Z, the following
assertions are equivalent:
(a) T is unconditionally converging.
(b) Given weakly unconditionally Cauchy series
∑∞
k=1 x
k
j in Xj such
that, for some 1 ≤ i ≤ n, ∑∞k=1 xki weakly null, then
lim
m→∞ ‖T (s
m
1 , . . . , s
m
n )‖ = 0 , where smj =
m∑
k=1
xkj .
Lemma 15. Let T : C(K1) × · · · × C(Kn) → Z be an unconditionally
converging multilinear operator. For every 1 ≤ j ≤ n, let ∑k fkj be a weakly
unconditionally Cauchy series in C(Kj) and let smj =
∑m
k=1 f
k
j . Pick 1 ≤
i ≤ n and, for each m ≥ 1, define a regular measure γm : Σi → Z by
γm(Ai) = αβ(T )(sm1 , . . . , s
m
i−1, χAi , s
m
i+1, . . . , s
m
n ).
Then, the measures {γm}∞m=1 are uniformly countably additive.
Proof. For each m, let us define Tm : C(Ki) → Z by
Tm(fi) = T (sm1 , . . . , s
m
i−1, fi, s
m
i+1, . . . , s
m
n ).
It is clear that Tm is unconditionally converging, hence weakly compact
(C(K) spaces have property (V)). Therefore its representing measure, which
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clearly coincides with γm, is countably additive. If the measures {γm}∞m=1
are not uniformly countably additive, then there exist  > 0 and a sequence
(Api )p∈N ⊂ Σi of open disjoint sets such that, for every p ∈ N,
sup
m
‖γm(Api )‖ >  .
Then there exists a increasing sequence of indexes (m(l))l∈N with m(0) = 0,
and sets Ap(l) such that ‖γm(l)(Ap(l)i )‖ > . Since each γm is regular we have
that for every l ∈ N there exists a norm-one function fp(l)i ∈ C(Ki) with
support in Ap(l)i so that∥∥∥∥∫ fp(l)i dγm(l)∥∥∥∥ = ∥∥∥T (sm(l)1 , . . . , sm(l)i−1 , fp(l)i , sm(l)i+1 , . . . , sm(l)n )∥∥∥ >  .
Let now
yqj =
m(q)∑
k=m(q−1)+1
fkj for every q ≥ 1 and j 6= i and
y1i = f
p(1)
i , y
q
i = f
p(q)
i − fp(q−1)i for every q ≥ 2.
All of these series are easily seen to be weakly unconditionally Cauchy. Now,
for every l ∈ N,∥∥∥∥∥T
(
l∑
k=1
yk1 , . . . ,
l∑
k=1
ykn
)∥∥∥∥∥
=
∥∥∥∥∥∥T
m(l)∑
k=1
fk1 , . . . ,
m(l)∑
k=1
fki−1, f
p(l)
i ,
m(l)∑
k=1
fki+1, . . . ,
m(l)∑
k=1
fkn
∥∥∥∥∥∥ > 
which is contradiction with Lemma 14, since
∑
q y
q
i is weakly null. 
The lemma states that an unconditionally converging multilinear opera-
tor is “uniformly unconditionally converging” when we fix in n − 1 of the
variables the partial sums of weakly unconditionally Cauchy series. We
mention that the same idea holds true when T : X1 × · · · ×Xn → Z is an
unconditionally converging multilinear operator acting on general Banach
spaces ([38]). Similarly, it follows with the essentially the same proof that if
T : X1×· · ·×Xn → Z is a completely continuous multilinear operator then
T is “uniformly completely continuous” when we fix in n−1 of the variables
the k-th terms of weakly Cauchy sequences [38].
Finally we can prove the main result of the Section. We note that in the
proof we use “backwards” a good idea of Ryan ([52])
Theorem 15. Let T : C(K1)× · · · × C(Kn) → Z be a multilinear operator
and γ : Σ1×· · ·×Σn → Z ′′ its representing polymeasure. Then the following
assertions are equivalent:
(a) T is completely continuous.
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(b) T is unconditionally converging.
(c) αβ(T ) is Z-valued.
(d) γ is Z-valued.
(e) γ is separately countably additive.
(f) γ is separately regular.
Proof. That (a) implies (b) is always true. Let us see that (b) implies (c)
by induction on n. If n = 1 the result is well known. Let us suppose
it true for n − 1. If we fix (f1, . . . , fn−1) ∈ C(K1) × · · · × C(Kn−1) then
the operator T (f1, . . . , fn−1, ·) : C(Kn) → Z is unconditionally converging,
hence weakly compact. Let us now fix g ∈ C(Kn)′′. The operator Tg :
C(K1)× · · · × C(Kn−1) → Z defined by
Tg(f1, . . . , fn−1) = αβ(T )(f1, . . . , fn−1, g)
is indeed Z-valued. Let us see that it is unconditionally converging. For
1 ≤ j ≤ n− 1, let ∑k fkj be weakly unconditionally Cauchy series in C(Kj)
and suppose one of them converges weakly to 0. We can assume without loss
of generality that
∑∞
k=1 f
k
1 = 0 in the weak topology. If we fix fn ∈ C(Kn)
it is easy to see, using Lemma 14, that
lim
m→∞
∥∥T (sm1 , . . . , smn−1, fn)∥∥ = 0,
where smi =
∑m
k=1 f
k
i . So, we can define the operator S : C(Kn) → c0(Z)
by
S(fn) = (T (sm1 , . . . , s
m
n−1, fn))m = (Tm(fn))m.
Let us now see that S is unconditionally converging. Using Lemma 14 it
suffices to check that S(smn ) → 0 when smn =
∑m
k=1 f
k
n and
∑
k f
k
n is a weakly
unconditionally Cauchy series in C(Kn) that converges weakly to 0. We can
suppose without loss of generality that ‖smn ‖ ≤ 1 for every m. Lemma
15 states that the measures {γm} are uniformly countably additive. Let
λ : Σn → [0,+∞] be a countably additive measure such that the measures
{γm} are uniformly λ-continuous. For every  > 0 there exists δ > 0 such
that
sup
n∈N
‖γn(A)‖ < /2 when λ(A) < δ .
Since smn converges weakly to 0 (as m→∞) we have that, for every t ∈ Kn,
smn (t) converges to 0. Hence, we can use the Egoroff theorem to produce
a compact set K ′ ⊂ Kn such that smn → 0 uniformly in K ′ and so that
λ(Kn \K ′) < δ. Let m0 be such that, for every m > m0,
‖smn ‖K′ ≤

2 ‖γ‖ , where ‖f‖K′ = supt∈K′
|f(t)| .
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Then, for every m > m0 and every p ∈ N, one has∥∥T (sp1, . . . , spn−1, smn )∥∥ = ∥∥∥∥∫
Kn
smn dγp
∥∥∥∥
≤
∥∥∥∥∫
K′
smn dγp
∥∥∥∥+
∥∥∥∥∥
∫
Kn\K′
smn dγp
∥∥∥∥∥
≤ ‖smn ‖K′ ‖γp‖ (K ′) + ‖γp‖ (Kn \K ′)
<

2
+

2
= .
Hence,
lim
m→∞ supp∈N
∥∥T (sp1, . . . , spn−1, smn )∥∥ = 0,
so, S is unconditionally converging.
Therefore, S is weakly compact. Lemma 13 proves that, for every g ∈
C(Kn)′′,
lim
m→∞ ‖(Tm)
′′(g)‖ = 0.
Since (Tm)′′(g) = αβ(T )(sm1 , . . . , smn−1, g) = Tg(sm1 , . . . , smn−1), it follows
that Tg is unconditionally converging. Now, the induction hypothesis tells
us that αβ(Tg) is Z-valued. Since this happens for every g ∈ C(Kn)′′, it
follows that αβ(T ) is Z-valued.
That (c) implies (a) follows immediately from Corollary 7.
The equivalence between (c), (d), (e) and (f) follows from standard mea-
sure theory, and it can be seen in [57]. 
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