In this paper, the tracking control problem of an Euler-Lagrange system is addressed with regard to parametric uncertainties, and an adaptive-robust control strategy, christened Time-Delayed Adaptive Robust Control (TARC), is presented. TARC approximates the unknown dynamics through the timedelayed estimation, and the adaptive-robust control provides robustness against the approximation error. The novel adaptation law of TARC, in contrast to the conventional adaptive-robust control methodologies, requires neither complete model of the system nor any knowledge of predefined uncertainty bounds to compute the switching gain, and circumvents the over-and underestimation problems of the switching gain. Moreover, TARC only utilizes position feedback and approximates the velocity and acceleration terms from the past position data. The adopted state-derivatives estimation method in TARC avoids any explicit requirement of external low pass filters for the removal of measurement noise. A new stability notion in continuous-time domain is proposed considering the time delay, adaptive law, and state-derivatives estimation which in turn provides a selection criterion for gains and sampling interval of the controller.
I. INTRODUCTION
A. Background and Motivation D ESIGN of an efficient controller for nonlinear systems subjected to parametric and nonparametric uncertainties has always been a challenging task. Among many other approaches, adaptive control and robust control are the two popular control strategies that researchers have extensively employed while dealing with uncertain nonlinear systems. While adaptive control estimates the unknown system parameters and controller gains online [1] , a robust controller such as classical Sliding Mode Control (SMC) provides robustness against system uncertainties within a predefined uncertainty bound [2] . However, defining a prior uncertainty bound is not S. Roy always possible due to the unmodelled dynamics and external disturbances. Moreover, to increase the operating region of SMC, often higher values of uncertainty bounds are assumed. This in turn leads to overestimation of switching gain and reduces controller accuracy of the robust controller [3] .
Recently, the global research is reoriented towards adaptiverobust control (ARC), where attempts are made to reap the benefits of both the adaptive and robust control methods by applying them simultaneously. The series of publications [1] , [4] - [8] regarding ARC, estimate the uncertain terms online based on a predefined projection function. However, usage of projection function requires upper and lower bounds of individual uncertain parameters, which is not always possible in practice. The adaptive sliding mode control (ASMC) based designs [9] - [15] adapt the switching gain online without any predefined knowledge of the bound of uncertainty. The benefits of such designs over [1] , [4] - [8] are: (i) rather than adapting to each of the multiple uncertain system parameters, it is sufficient to adapt only a single parameter, the switching gain and (ii) knowledge of the uncertainty bound is not a prerequisite. Nevertheless, the adaptive laws reported in [9] - [13] make the switching gain a monotonically increasing function. Thus, the controllers become susceptible to very high switching gain and consequent chattering [16] .
The ASMC proposed in [14] , [15] overcome the monotonic nature of switching gain. However, the adaptive laws of [14] , [15] involve a predefined threshold value; it is worth to notice, until the threshold value is achieved, the switching gain may still be increasing (resp. decreasing) even if the tracking error decreases (resp. increases) and thus creates overestimation (resp. underestimation) problem of the switching gain. While the underestimation problem compromises control accuracy by providing lower values of the switching gain than the required amount, the overestimation problem demands excessive control input by providing higher values of the switching gain than the required amount. Especially, the overestimation problem may invite chattering if the switching gain becomes too high [3] , [16] . Furthermore, the controllers in [14] , [15] assume that the nominal absolute values of all uncertain parameters are greater than the corresponding perturbation terms. Such assumption necessitates complete modelling of the system which is not possible in the presence of unmodeled dynamics.
To avoid complete prior knowledge of the system model, researchers have applied Time-Delayed Control (TDC) [17] - [20] to approximate uncertain system dynamics. The timedelayed estimation (TDE) method in TDC approximates the lumped system uncertainty by only using control input and state information of the immediate past time instant and the design process does not require expertise knowledge. In spite of this, the unattended approximation error, commonly termed as TDE error causes detrimental effect to the performance of the closed loop system and its stability. In this front, a few works have been carried out to tackle the TDE error which include internal model [21] , ideal velocity feedback [22] , [23] , nonlinear damping [24] , and conventional SMC [25] , [26] .
It is worthwhile to notice that Fuzzy logic based adaptive control techniques have also been exploited [27] . Nevertheless, as observed in [28] , classical TDC has less computation burden compared to such black-box technique. However, all the TDE-based works necessitate state-derivatives feedbacks for Euler-Lagrange (EL) systems. In the absence of the statederivative terms (more specifically, velocity and acceleration feedback in TDE-based controllers for EL systems), numerical differentiation for state-derivatives, computed from noisy state data (i.e., position information for EL systems) often invites considerable measurement error, which degrades controller performance [21] , [29] . Nevertheless, the effect of numerical approximations of the state-derivatives on the stability of the overall system is not considered in [21] , [29] . Furthermore, as observed in [21] , the usage of a low pass filter (LPF) in TDC to mitigate the effect of measurement noise has pervasive effects on system stability as well as controller performance. Yet again, the choice of the time-delay value, i.e., sampling time, for TDE-based controllers and its effect on the stability of the system are important issues. The authors in [30] , [31] report the choice of sampling time and the corresponding stability analysis in discrete time domain. However, all the reported TDE based controllers [17] - [26] , [28] select the controller gains and the delay value independently which is conservative in nature, and the impact of such selections on the overall system stability has not been sufficiently analyzed in the continuous-time domain. Moreover, [25] , [26] require predefined bound on TDE error; although the ARC laws in [14] , [15] do not require any prior knowledge of the uncertainty bound, its adaptive laws suffer from the over-and underestimation problems. Hence, it is imperative to formulate a controller which can address the aforementioned individual issues of both the conventional continuous-time TDC and TDE based controllers as well as ARCs.
B. Contributions
In this article, an adaptive-robust control strategy, Time-Delayed Adaptive Robust Control (TARC) has been formulated for a class of uncertain EL systems which provides an integrated and comprehensive solution to the existing issues of TDE based controllers [17] - [26] , [28] as well as ARCs [14] , [15] . The proposed TARC approximates the unknown system dynamics by the TDE method and provides robustness against the TDE error by an adaptive-robust control.
The main contribution of the proposed TARC is its novel adaptive law which does not involve any threshold values and thus, alleviates the over-and under-estimation problems of the switching gain compared to [14] , [15] . Additionally, to enhance the practical applicability of TARC, the state-derivatives estimation technique [32] is adopted in TARC which avoids any explicit requirement of velocity and acceleration information for an EL system. The state-derivatives estimation procedure [32] itself has noise suppressing capability which eliminates any requirement of external LPFs; thus, TARC can avoid the pervasive effect of LPF commonly seen on the stability of TDE-based control [21] . This paper also offers complete continuous-time domain stability analysis of the proposed TARC considering the time delay component in the controller, the adaptive law, and state-derivatives estimation. It indeed establishes an analytical procedure to give a selection criterion for controller gains and sampling time.
C. Organization
The rest of the paper is organized as follows: In Section II, the design issues of TDC is first clarified and a new stability analysis of TDC is provided. This is followed by the proposed adaptive-robust control law. The stability analysis and parameter selection of TARC are separately provided in Section III. Section IV concludes the entire work.
II. CONTROLLER DESIGN

A. Time-Delayed Control and A New Stability Analysis
This subsection revisits the robust control scheme known as TDC for uncertain Euler-Lagrange (EL) systems and provides a new stability analysis of TDC in the sense of Lyapunov. This subsection provides a building block for the proposed controller in the next subsection II-B.
In general, an EL system with second order dynamics, devoid of any delay, can be written as
where q(t) ∈ R n denotes position for EL system, τ ∈ R n is the control input, M(q) ∈ R n×n is the mass/inertia matrix and N(q,q) ∈ R n denotes combination of other system dynamics terms based on system properties such as Coriolis, gravitational, friction, damping forces. The control input is defined to be τ =Mu +N,
where u is the auxiliary control input;N is the nominal value of N andM is a constant matrix selected from the nominal knowledge of M [16]- [18] . To reduce the modelling effort of the systems,N can be approximated from the input-output data of previous instant using the time-delayed estimation (TDE) method [16] - [18] and the system definition (1) aŝ
where h > 0 is a fixed small delay time. Substituting (2) and (3) in (1), the system dynamics is converted into an input as well as state delayed dynamics aŝ
is the tracking error. The auxiliary control input u is defined in the following way
where K 1 and K 2 are two positive definite matrices with appropriate dimensions. Putting (5) and (2) in (4), the following error dynamics is obtaineḋ
where e = e 1 e 1 ,
is treated as the overall uncertainty or TDE error.
Herein, the term uncertainty denotes perturbation due to parametric variations and bounded external disturbance torque while considering that the external disturbance does not affect the observability of the original system [17] , [18] . Note that
where the derivative inside the integral is with respect to θ, (6) can be further modified aṡ
where A = A 1 + B 1 . It is assumed that the choice of controller gains K 1 and K 2 makes the matrix A Hurwitz which is always possible. It is to be noted that the original system (1) is delayfree. However in TDC, the time delay h in (3) is artificially introduced on purpose to approximate the term N using the past time-delayed input and state information, which indeed reduces the modeling effort. Assumption 1. The desired trajectories are selected in a way such that q d ,q d ,q d ∈ L ∞ . Lemma 1. TDE error σ 1 remains bounded for the system (1) ifM is selected in a way such that the following condition holds [16] - [18] :
Since σ 1 remains bounded when (8) is satisfied from Lemma 1, ∃c ∈ R + such that σ 1 ≤ c. The term c is considered only for analytical purpose and it is not utilized to design controller in this paper.
A new stability criterion of TDC, based on the Lyapunov-Krasvoskii method, is presented through Theorem 1 which presents a selection criterion and relation between the controller gains K 1 , K 2 and delay h. Theorem 1. The system (4) employing the control input (2) , having auxiliary control input (5) is Uniformly Ultimately Bounded (UUB) if the selection of controller gains and delay time satisfy the following condition:
where
Proof. Let us consider the following Lyapunov function:
Using (7), the time derivative of V 1 (e) yieldṡ
whereŝ = B T Pe. For any two non-zero vectors z 1 and z 2 , there exists a scalar β > 0 and matrix D > 0 such that
Using Jensen's inequality, the following inequality holds [33] :
Applying (12) and (13), the followings are obtained:
Assuming that system remains locally Lipschitz within the delay, then ∃Γ 1 > 0 such that the following holds:
Again,
For a positive scalar ι = B T P , we have ŝ ≤ ι ē , whereŝ = B T P 0 ē andē = e T e T h T . Let controller gains K 1 , K 2 and delay time h are selected to make Ψ > 0.
Substituting (14)- (17) into (11) and using (18)-(20) yielḋ (4) is thus UUB [34] .
B. Time-Delayed Adaptive Robust Control (TARC)
The performance of TDC gets affected by the presence of σ 1 , due to the absence of any robustness term. Note that in practical circumstances, it is not always possible to determine either the complete model of the system [14] , [15] , or predefined uncertainty bound [1] , [4] - [8] due to unmodelled dynamics. Further, the ARCs designed in [14] , [15] suffer from over-and under-estimation problems.
Moreover, it can be noticed from (3) and (5) that the state-derivatives are necessary to compute the control law of TDC. However, in many circumstancesq,q are not available explicitly. Under such scenario, one has to approximate the state-derivativesq,q by Euler backward numerical derivative technique (forward numerical derivative is not possible as future data is not available) to implement TDC [21] - [26] . However, to the best knowledge of the authors, effect of such numerical approximation error in system stability is yet to be studied in the literature of the TDE based controllers [16] - [26] , [28] . Yet again, state information (or position for EL system) q is often contaminated with noise and numerical evaluation ofq,q under such circumstances degrades the controller performance.
Therefore, with consideration of the limitations in the existing controllers, a novel adaptive-robust control law, named Time-Delayed Adaptive Robust Control (TARC) is proposed in this endeavour. TARC neither requires the complete model, nor any predefined bound of the uncertainties, while it alleviates the over-and under-estimation problems of the switching gain. Moreover, to circumvent the measurement error, a statederivatives estimation technique [32] is incorporated in TARC which estimates the velocity and acceleration terms for the EL systems (1) from the position information of past time instances.
Before presenting the control structure of the proposed TARC, the following Lemma is stated which helps to estimate the state derivative terms:
Lemma 2. For time t ≥ ς, the j-th order time derivative of the Λ-th degree polynomial q in (4) can be computed in the following manner [32] :
Note that the authors in [21] have applied a low pass filter (LPF) separately to mitigate the effect of measurement error arising from numerical differentiation. However, as stated in [21] , inclusion of an external LPF reducesM which has adverse impact on the controller performance as well as stability condition due to the reduced the stability region (low value ofM pushes the boundedness condition (8) towards the perimeter of the unit circle). Hence, the designer has to make a trade-off between noise attenuation and controller performance.
Whereas, the process (22) itself has noise attenuation capability due to the integral term as mentioned in [32] . Furthermore, on the contrary to [16] - [26] , [28] , the closed loop stability of TARC is explicitly carried out in Section III-A by considering (22) . The stability analysis shows that inclusion of the process (22) does not have any impact on M. Hence, the state-derivatives approximation technique (22) does not require any separate LPFs and thus can avoid any pervasive effects on system stability.
The structure of the control input of TARC is similar to (2) except the auxiliary control input u andN selected as follows:
whereė 1 =q −q d , andq andq are evaluated from (22) and (23) .û is the nominal control input; ∆u is a switching control law which acts as a robustness term to negotiate the TDE error, defined as follows:
where s = B T P[e T 1 0] T ; and α ≥ 1 is a scalar adaptive gain; γ > 0 and ǫ > 0 represent two small scalars. In this paper, a novel adaptive control law to computeĉ is proposed as follows:ċ
withĉ(t 0 ) > γ, where t 0 is the initial time;c > 0, c > 0 are two user defined scalars; f (e 1 ) ∈ R n → R + is a suitable function of the error defined by the designer and it is to be selected in a way such that f (e 1 ) > 0 (resp. f (e 1 ) ≤ 0) defines the instances when tracking error increases (resp. does not increase); here, it is selected as f (e 1 ) = s − s h .
According to the adaptive law (28) and the chosen f (e), c increases (resp. decreases) whenever error trajectories move away (resp. do not move away) from ||s|| = 0. Let us definê s = s + ∆s, where ∆s = B T P 0 e 1 , and P = P 1 P T 2 P 2 P 3 .
By evaluating the structure ofŝ, the following relation is established:
The controller gains K 1 and K 2 , design parameter α, and the matrix Q are selected in a way such that the following hold:
The relation (29) is used for the stability analysis in Section III-A.
C. Comparison with Existing ARC
Compared with the ASMC developed in [14] , [15] , the proposed TARC prevents the over-and under-estimation problems of the switching gain. To elaborate, the adaptive law of [14] , [15] is presented as follows:
where ̺ denotes the switching gain, r denotes a sliding surface, and̺, δ,γ ∈ R + are user-defined scalars. It can be observed from (30) that when r ≥ δ (resp. r < δ), the switching gain ̺ increases (resp. decreases) monotonically, even if the error trajectories move close to (resp. away from) r = 0. It thus gives rise to the potential overestimation (resp. underestimation) problem of the switching gain. Further, very low (resp. high) value of δ may force ̺ to increase (resp. decrease) for longer duration when r ≥ δ (resp. r < δ). This in turn may escalate the overestimation (resp. underestimation) problem. Hence, a designer needs to exhaustively tune the predefined fixed threshold value δ > 0 to tackle the over-and under-estimation problems in the adaptive laws of ASMC in (30) . This tuning procedure will vary from system to system and it is even more difficult for multiple DoFs system under uncertain operational/working scenarios.
In contrast, the proposed adaptive law of TARC, shown in (28), does not involve any threshold value. The switching gainĉ increases (resp. decreases) when the error trajectories move away (resp. do not move away) from s =0. This in turn permits TARC to alleviate the over-and under-estimation problems. The aforementioned increasing-decreasing nature ofĉ certainly avoids makingĉ a monotonically increasing function like [9] - [13] .
III. STABILITY AND PARAMETER SELECTION OF TARC
A. Stability Analysis of TARC
In this section, the stability of the system (4) employing TARC is analysed in the sense of UUB. Before formally stating the stability result using TARC through Theorem 2, the following Lemma is defined:
For any non zero vector ϑ(θ, ψ), constant matrix F > 0 the following relation holds:
Theorem 2. The closed-loop system (4) employing (2) and (24) and having the adaptive law (28) is UUB, provided the selections of K 1 , K 2 , h and ς satisfy the following condition:
Proof. Let us define the Lyapunov functional as
V is given in (10) . Again, substituting (24) into (4), the error dynamics becomeṡ
where σ = ∆u h + K 2ė1h + σ 1 . Further, the error dynamics (34) can be written aṡ
For ease of analysis, we have segregated the stability analysis into two parts: (1) derivation ofV f and (2) derivation ofV r .
(1) Derivation ofV f : Using (35), the time derivative of V 1 (e) yieldṡ
Using (34), the second term of (36) can be expanded as
The first two terms of (37) can be represented exactly like (14) and (15) . Further, following (16) we have
Applying (12), the last term of (37) can be represented as the following:
Applying (31) to the last term of (39) yields
Substituting (14), (15) , (38) and (40) into (37) and, then usinġ V 2 ,V 3 ,V 4 from (18), (19) and (20) respectively, we havė
Further, the time derivatives of V f 1 , V f 2 and V f 3 yieldṡ
Now, taking 2ŝ
T dψ and combination of (41)-(44) yielḋ
(45) Therefore, K 1 , K 2 , h, and ς are required to be selected in a way such that Θ > 0. Since ∆u is piecewise continuous, then ∃Υ ∈ R + such that the following holds [34] ∆u − ∆u h ≤ Υ.
(46)
Using (46), we have the following from (45):
V f (e) ≤ −e T f Θe f + Γ + 2ŝ T (∆u + σ 1 ) + 2ŝ T Υ. (47) (2) Boundedness of the switching gain of TARC: It can be noted from (28) thatĉ increases when eitherĉ ≤ γ or f (e 1 ) > 0 (i.e., s increases for this case). However, aŝ c(t 0 ) > γ andĉ(t 0 ) ≥ γ ∀t ≥ t 0 ,ĉ can attempt to breach its lower bound only when it is associated with a decreasing motion. As a result, to check the boundedness condition ofĉ it is sufficient to only consider f (e 1 ) > 0 or s > s h . This implies ∃̟ ∈ R + such that s ≥ ̟ for this case. Then from (28) one hasĉ ≥c̟.
Now consider s ≥ ǫ. From (47) one haṡ
ThusV f < 0 is established when
Though this error bound is conservative as the effect ofĉ is ignored, it eventually helps to put a bound onĉ. Therefore,
Let t in be any arbitrary initial time whenĉ starts increasing. Then integrating both sides of (48) and using (51) one can find that there exist finite time t 1 such that
Then using comparison lemma [34] one haṡ
Again, the definition of e f yields e f ≥ e 1 . Then, for a ρ ∈ R + one has
Let
Thus e 1ė1 ≤ 0 would occur and e 1 will stop increasing. From the definition of s, it can be inferred thatĉ would start decreasing following (28) for t ≥ t in + T 1 where T 1 ≤ t 1 + δt 1 . The time δt 1 can be found from (53) as
As s ≤ ŝ , one can verify for that s ≥ ǫ
Now consider s < ǫ. From (28) and (47), one haṡ
Thus, similar to the earlier arguments,V f < 0 when
Lett in be any arbitrary initial time whenĉ starts increasing for s < ǫ. Then integrating both sides of (48) and using (58) one can find that there exist finite time t 2 such that
Then following the exact procedure derived for s < ǫ, one can find a finite time δt 2 = t − (t in + t 2 ) such thatĉ starts to decrease following (28) for t ≥t in + T 2 where T 2 ≤ t 2 + δt 2 . Thus, the following results can be obtained:
(60)
(3) Derivation ofV r : Evaluating the structures of s, ∆s and the condition (29) we have ∆s T s > 0.
(62)
Further, the first condition of (28) and the initial condition c(t 0 ) > γ impliesĉ(t) ≥ γ ∀t ≥ t 0 . Then, by using (33) and (47), the stability analysis for (4) employing TARC is carried out for all the possible four cases as follows:
Utilizing (27), (28) and (47), we havė
since α is selected as α ≥ 1 and (29), (62) hold. ∃ρ, c * ∈ R + such that the definition of V r yields
where ζ = c * 2 +c 2 c andĉ(t) ≤ c * . Theṅ 1 + (c/c) )c) ι 1 e f ; and the system is UUB.
Since s < ǫ andĉ ≤ c * , one haṡ
Thus, the system is UUB.
Stability of this condition is exactly similar to Case (ii) and therefore, the system remains UUB.
B. Selection of Parameters
For stability, one needs to select the parameters Q, K 1 , K 2 , h, ς, α, β, ξ, D and L such that (29) and (32) are satisfied. Amongst them, β, ξ, D and L are solely used for analytical purpose. Note that there are many possible combinations of parameters which can satisfy the aforementioned conditions. Henceforth, a designer has the flexibility to select any of the combinations according to the application requirements. Nevertheless, a certain design procedure can be considered while selecting the parameters as follows:
As equation (1) represents the second order system, the controller gains K 1 , K 2 are generally selected as K 1 = ω 2 n I and K 2 = 2ζω n I, where ω n and ζ are the desired natural frequency and damping ratio, respectively, for the unperturbed (or nominal) error dynamics [21] - [23] . While the designer can choose any ζ and ω n according to the requirement, ζ = 1 is generally selected to achieve a critical damping behaviour of the nominal error dynamics [21] - [23] . The sampling time h is set to the minimum achievable value in a digital controller, e.g., h = 1ms, thus always known a priori. After selecting these parameters, rest of the parameters, i.e., ς, β, ξ, D, L are to be selected in a way such that (32) is satisfied.
Apart from the aforementioned parameters, the two important user defined scalarsc and c in (28) govern the adaptation rate ofĉ while increasing and decreasing, respectively. Note that for system stability, it is sufficient to selectc > 0 and c > 0. The larger values ofc allowĉ to respond more quickly according to the incurred error. However, ifc is too high thenĉ becomes excessively high which may in turn invite chattering. Similarly, if c is too high thenĉ becomes excessively low which may deteriorate the tracking accuracy due to the low value of switching gain than the required amount. On the other hand, a very low value ofc disruptsĉ to counter the uncertainties properly and may result in a high tracking error. In addition, a very small value of c results in higher value ofĉ than the sufficient amount resulting high control input. Thus, one needs to select these parameters according to the application requirements in practical circumstances.
IV. CONCLUSION
In this endeavour, a novel adaptive-robust control law, TARC has been proposed for uncertain Euler-Lagrange systems which approximates unknown dynamics through the time-delayed estimation technique and negotiates the approximation error by adaptive-robust control without any prior knowledge of the uncertainty bounds. The proposed adaptive law of TARC overcomes the over-and under-estimation problems of the switching gain. Additionally, to enhance the practicality of TARC, the velocity and acceleration feedback terms are estimated from the previous position information; thus only position information is sufficient for the overall controller design. A new stability approach in the continuous-time domain analyses the overall closed-loop system including the TARC and the state-derivatives estimator. Moreover, in-depth discussion on selections of the controller gains and sampling interval (time delay) is established via the stability analysis, which is of importance for the time-delayed estimation based controllers.
