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Summary
A method is described for representing character images which involves the extrac­
tion of features from the columns and rows of pixels which constitute each bitmap 
image. Discrete hidden Markov models (HMMs) are used to represent sequences of 
quantised features from the training images. The motivation is to recognise word 
images without their prior segmentation into characters. Segmentation is difficult to 
achieve when the characters become joined or split due to handwriting style or image 
noise. Such noise can be present due to a number of physical processes e.g. faxing, 
photocopying, handling and aging. Word recognition is achieved by matching the 
HMMs which represent the columns of each character class to the word’s feature 
sequence - maximising the joint likelihood of the segmentation and the classification 
of each character segment.
The method has been evaluated on a number of different types of text image. On 
artificial images of noisy machine-printed characters in 13 fonts and 5 point sizes 
a HMM classifier using one model for each character class in all fonts achieved an 
average recognition rate of 94% for the top-choice classification result and 99% for 
the correct result in the top-3 choices. On scanned images of real documents the 
performance of the HMM classifier was compared with OmniPage, a commercial 
OCR package. On clean documents of isolated characters the performance of the 
HMM classifier was slightly worse than OmniPage but on noisy faxed documents 
the HMM classifier performed significantly better. On faxed word images which 
are difficult to segment by traditional means the HMM classifier was similar to 
that of OmniPage. W ith dictionary contextual knowledge it would be considerably 
better. On a database of hand-printed numerals taken from U.S. mail pieces, the 
HMM classifier compared well to existing methods. A recognition rate of 96% was 
achieved. On a database of ZIP code images, the HMM word classifier recognised 
50% correctly.
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C hapter 1
Introduction
“It is not for nothing that the scholar invented the Ph.D. thesis as his 
principal contribution to literary form. The Ph.D. thesis is the perfect 
image of his world. It is work done for the sake of doing work - perfectly 
conscientious, perfectly laborious, perfectly irresponsible. ”
A r c h ib a l d  M a c L e is h
Optical Character Recognition (OCR) software is now readily available for personal 
computers and as computer users get used to this technology their expectations of 
it steadily rise. Not long ago it was considered nothing short of miraculous that a 
computer could scan a page of a book into a word processing package, and plagiarists 
the world over rejoiced. Nowadays OCR users are frustrated by the fact that a faxed 
document cannot be scanned in with anything like the same success. The users are 
frustrated because they can read the fax with the same ease that they read the book, 
and so do not understand why the computer cannot do the same.
At the same time as these users in the “real world” are getting frustrated with their 
OCR packages, researchers are increasingly looking on the problem of machine- 
printed text recognition as being solved. Why the anomaly? Because OCR re­
searchers have been concentrating on the problem of isolated character recognition, 
assuming that words are easy to segment into characters prior to the process of 
character recognition, whereeis the difference between images from books and faxes 
is that the facsimile images commonly have the characters blurred together, making 
them very difficult to segment without a model-based approach. In other words, it 
is difficult to segment words into characters without any knowledge of what charac­
ters look like. Therefore segmentation has come to limit the performance of OCR 
systems more significantly than classifier power [Bok92].
Faxes are just one example of documents which are subject to severe noise. Photo­
copying, handling and aging are also common sources of defects in document images. 
However, researchers commonly quote results of recognition experiments on docu­
ment pages which have been printed out and then immediately and carefully scanned
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in, neatly avoiding the issue of noise altogether. Methods of OCR are sometimes di­
chotomised as being either structural or template-matching approaches. Structural 
methods might, for example, be based on detecting the presence of strokes and arcs 
in an image and classifying the character according to the relative position and pa­
rameters of these structural features. Structural methods are particularly sensitive 
to noise - the presence of speckle noise can break up or connect strokes, completely 
changing the structural description of the image. Template-matching approaches 
must also be able to model the range of deformations present in noisy images. Fac­
simile transmission can often result in the received character images being stretched 
both horizontally and vertically when compared to the original page. The process 
of scanning a page into a bitmap can itself introduce skew onto the entire page. 
Therefore it is vital when evaluating OCR methods that the evaluation is done on 
realistic test data.
Over the last few years the decreasing price of laser printers has made computer 
users able to readily create multi-font documents. The number of fonts in typical 
usage has increased accordingly. However, the researcher experimenting on OCR 
is unhappy to perform the vastly time-consuming experiments involved in training 
and testing a classifier on potentially hundreds of fonts in a number of text sizes and 
in a wide range of image noise conditions; even if such an image data set already 
existed. Collecting such a database could involve considerably more effort.
Therefore although the amount of research into machine-print recognition appears to 
be tailing off as many research groups turn their attention to handwriting recognition 
it is suggested that there are still significant challenges in the machine-print domain. 
One challenge is to integrate the segmentation process with the recognition process. 
Another is to deal effectively with noisy, multi-font data, including possibly hundreds 
of fonts.
The general approach which is developed in this thesis is to represent each character 
class by two models. One model represents the sequence of patterns observed in 
columns of pixels extracted from training examples of the character class. The 
other model represents the rows of pixels in the image in a similar fashion. Each 
line (column or row) of pixels is quantised to a discrete symbol which represents the 
pattern in the line. The sequences of symbols extracted from the training images 
are used to train discrete hidden Markov models (HMMs).
This method has potential for recognition of word images without their prior seg­
mentation into characters because a sequence of symbols can be extracted from the 
columns of a word image in the same way as from a character image. The character 
HMMs can then be matched to the word symbol sequence in a maximum-likelihood 
approach which jointly optimises the segmentation and classification result. Fol­
lowing this the segments can have sequences of symbols extracted from their rows 
and then the row HMMs can be effectively used to verify the classification for each 
segment hypothesised by the column HMMs.
The joint segmentation/classification approach using HMMs was originally devel­
oped in the field of speech recognition, where it has been applied with much success, 
Bose and Kuo applied it to text recognition in [BK92], where the sequences of sym­
bols were extracted such that one symbol represented a number of columns of pixels
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relating to one portion of a character. That inspired this work, with the differ­
ence that in this work one symbol was generated for each column of the character 
image - removing the need to determine appropriate portions of each character. 
In this approach the same method is also applied to rows of the character image, 
thereby representing the two-dimensional character image by two one-dimensional 
HMMs. Whilst the work described in this thesis was evolving, Kuo and Agazzi 
extended the work of [BK92] into a pseudo-2D HMM [AK93b], and Chen, Wilcox 
and Bloomberg [CWB93a, CWB93b] developed a HMM approach based on features 
extracted from each column of the image. These works are discussed in more detail 
in section 2.2.2.
The work detailed in this thesis has also been reported in a number of papers. The 
original idea of representing character images by sequences of features extracted from 
columns of pixels was presented in [Elm94]. The extension of this idea to having 
two models - one to represent columns and one for rows of pixels in the image - was 
discussed in [EI94a, EI94b, EI95a]. The evaluation of the method’s performance 
on multi-font data was presented in [EI95cj. The use of the SIHD features was 
introduced in [EI95b].
1.1 S tructure o f th e  thesis
The remainder of the thesis is organised as follows. Chapter 2 reviews the literature 
relevant to this work. Initially the complete field of “Document Image Processing” is 
introduced before narrowing in on HMM approaches to text recognition - work that is 
similar in spirit to that described in this thesis. Other promising methods of isolated 
character recognition are then discussed, along with methods for the segmentation 
of words into isolated characters. Hand-printed text recognition is discussed, as is 
word recognition, as these domains are used for the method evaluation described 
in later chapters. Finally the incorporation of contextual knowledge into the word 
recognition process is discussed.
The method, which is evaluated in later chapters of the thesis, is described in detail 
in chapter 4, after a summary of the relevant background theory in chapter 3. The 
background theory necessary for an understanding of the method can be passed 
over by the experienced reader. It is biased towards details of hidden Markov mod­
els and vector quantisation (VQ), including the clustering techniques used for the 
construction of the VQ codebook. A section is also included on document image 
defect models and the implementation of one particular model which was used for 
generating artificial noisy character images for training and testing purposes. Chap­
ter 4 gives an overview of the method, and then divides into sections on the features 
extracted from the images and the actual models used to represent the characters. 
Three types of feature are discussed, along with the relevant methods of VQ and 
CO debook generation. As well as discussing the characteristics of the HMMs used, 
the strategy for combining the row and column models is described and the ap­
proach for using these two models per class in a segmentation-free word recognition 
strategy is detailed. Methods for incorporating contextual knowledge into the word 
recognition are also discussed.
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Three chapters report evaluations of the method. Chapter 5 details the evaluation 
on artificial noisy images of machine-printed data. This chapter also chronicles the 
development of the method over the last three years. The evaluation is interspersed 
with descriptions of improvements to the method which resulted in the final approach 
described in chapter 4. It is therefore possible to see which problems caused parts of 
the method to be developed, and what improvements in performance resulted. The 
chapter concludes with the description of an approximate experimental optimisation 
of the method’s major parameters. Chapters 6 and 7 evaluate the performance of 
the optimised method on real data. Chapter 6 demonstrates the performance of the 
method on real images of clean, faxed and photocopied machine-printed characters 
and words. As a comparison, the same tests are performed on a commercial character 
recognition package. Chapter 7 demonstrates the performance of the method on 
images of hand-printed numerals and numeric strings. The only difference between 
the method used for the hand-print and machine-print experiments is that for the 
hand-printed data a simple method of slant normalisation is used, which is also 
discussed in chapter 7.
The thesis concludes with a discussion in chapter 8, which includes suggestions for 
future directions of research.
1.2 Original contribution
The original aspects of the work detailed in this thesis can be summarised as follows:
• A feature based on Fourier analysis is proposed which characterises the pattern 
within a column or row of pixels. The feature is invariant to the absolute 
location of the pattern along the line of pixels.
• A feature based on the Hamming Distance between binary vectors is proposed 
as an alternative to the Fourier feature. Actually it is a distance measure - 
the Shift Invariant Hamming Distance (SIHD) - between a line of pixels and 
a prototype pattern. The SIHD is invariant to a shift along the line of pixels 
of either the image line or the prototype.
• The features which represent the patterns in rows or columns of pixels are both 
invariant to a shift of the pattern along the line of pixels. This is a desirable 
property, but it is also desirable to represent the location of the pattern with 
respect to the location of the pattern of pixels in adjacent rows or columns. A 
relative centre of gravity measure is proposed for this purpose.
• Both the Fourier and SIHD features are extracted from bi-level images in the 
experiments described in this thesis. It is feasible that either feature could 
directly be used on grey-scale images with the associated improvement in per­
formance that this is likely to bring [RJN95].
• Methods are proposed for the vector quantisation of the Fourier and SIHD 
features. In both cases this involves clustering a set of training vectors in order
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to produce probabilistic cluster models. In the case of the SIHD features, where 
only a distance measure is available, this involves defining a cluster model in 
terms of the distribution of the distances of points from the cluster mean. A 
Gamma distribution is used for the cluster model and a point reassignment 
rule is derived from this as the basis of a dynamic clustering procedure. A 
probabilistic clustering model enables “soft-VQ” to be used in the framework 
of semi-continuous hidden Markov models [HAJ90, Chapter 7].
The image of an isolated character is represented by the sequence of sym­
bols obtained by quantising consecutive columns of pixels, which can then be 
modelled by a discrete HMM. It is proposed that the same approach can be 
applied to the rows of pixels constituting the same image, thereby reducing 
the two-dimensional pattern to two one-dimensional sequences.
Methods are investigated for combining the posterior probabilities estimated 
by the HMMs representing the columns and rows of each character class to 
produce a better estimate of each class probability. The best approach appears 
to be a simple assumption of independence between the two models, but an 
approach is proposed which reduces the amount of computation involved in 
evaluating and combining the probabilities from both models with no apparent 
loss of performance.
A word recognition method is proposed which does not require a prior segmen­
tation of the word into its constituent characters. The method uses the level 
building search procedure to match the column HMMs to features extracted 
from the columns of the word image. This jointly optimises the segmentation 
and classification. Each segment then has features extracted from the rows 
of pixels and the row HMMs can then used to estimate the character class 
probabilities. The row and column class probabilities are combined to classify 
each segment.
A full evaluation of the methods for isolated character recognition and word 
recognition has been undertaken. This has involved experiments using artificial 
noisy data and real images of printed text with various degradations. The 
method has also been evaluated on a database of hand-printed numerals and 
numeric strings. This demonstrates the ease with which the method can be 
re-targeted to a different data set (the method was not optimised for hand­
print; simply re-trained on the new data set). It also gives an insight into 
the relative difficulty of the machine-print and hand-print text recognition 
problems, as the same parameters were used for the method in both domains. 
Comparative experiments aie also performed with a commercial OCR device 
which highlight the areas where the method performs particularly well.
Comparisons with other published works are always difficult due to the dif­
ferent data sets and experimental procedures used. For hand-printed numeral 
recognition the performance is on a par with the best of other reported meth­
ods. The performance extends well to segmentation-free recognition of con­
nected numeral strings. For machine-print the performance is good, but a good 
solution to the problem of class-splitting is required for a large-scale multi-font
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classifier to be built. The performance on very badly corrupted documents, 
for example faxes, is, however, very promising.
The description of a particular implementation of Baird’s document image 
defect model [Bai92b] highlights some of the parts of the model specification 
which require clarification. The population distribution function of the model 
is evaluated with respect to the Mahalanobis distance of the parameters from 
the distribution mean. This enables experiments to be done on sets of artificial 
noisy characters produced within a restricted range of Mahalanobis distance, 
with some indication of the proportion that this range represents of the original 
population upon which the model was calibrated.
C hapter 2
R eview  of the literature
“I think of the world’s literature as a kind of forest, I mean it’s tangled 
and it entangles us but i t ’s growing.”
J o r g e  L u is  B o r g e s
This chapter reviews existing literature in the field of document analysis and recog­
nition (DAR), with a particular emphasis on the recognition of textual documents. 
Other areas such as recognition of graphics and music notation, which are generally 
included in the field of DAR, are not covered as they are not relevant to the problem 
of text recognition.
Most of this review is intended to give the reader a flavour of the field of DAR, with­
out any claim to being comprehensive. Any such claim would be far too ambitious 
given the vast number of papers which have been published in this area. Section 2.1 
is included in order to put the subject area into some sort of context. The work 
reported in this thesis has involved the recognition of text, and practically speaking 
text has been in the form of a bitmap containing the image of a handwritten or 
machine-printed character or word. To bridge the gap between this bitmap repre­
sentation and the image produced by a desktop scanner from a document page, this 
section of the review gives a brief introduction to some methods for preprocessing 
such an image for OCR, and the subsequent decomposition of the page image into 
its constituent parts.
Section 2.3 is also the result of “sampling” the vast literature surrounding the field 
of OCR, and as such it is a personal and subjective selection of what are considered 
to be interesting and significant methods. Most of these OCR methods share one 
precondition - that the words to be recognised are segmented into characters prior 
to recognition. It will be seen that this is far from ideal because in “real” images 
characters become split and merged. Therefore this section also covers a number 
of methods intended to overcome this segmentation problem. Section 2.4 describes 
some of the approaches specifically developed for the recognition of handprinted 
characters.
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Hidden Markov models (HMMs) have been proposed as a representation for char­
acters in a way which allows recognition of words without their prior segmentation 
into characters, overcoming the traditional problems of OCR. Section 2.2 is in­
tended to be a comprehensive survey of the methods which have been proposed for 
text recognition using such models, for these are the most similar in spirit to the 
work described in this thesis. Section 2.5 describes some methods for recognising 
complete word images, some of which avoid the segmentation problem altogether by 
recognising words as complete units. As such, this group of methods are comparable 
to the HMM approaches.
Another advantage of the HMM methodology is its ability to easily incorporate 
contextual knowledge into the recognition process. Therefore a review of some con­
textual methods as applied to OCR is included in section 2.6. The final section 
compares the work described elsewhere in this thesis to the methods reviewed in 
this chapter.
2.1 D ocu m ent im age processing
halftone
im age
u-s -
draw ing
title
paragraph
Figure 2.1: An example of a document page, showing the different elements.
Document analysis is the process of decomposing the image of a document into its 
constituent parts, and classifying these parts (text, graphics, half-tone image, and 
so on). An example document page image is shown in figure 2.1. An introduction 
to this topic is presented in [SZ86] where top-down and bottom-up approaches for 
the separation of the parts of a document are summarised and compared. The term 
document understanding is usually applied to the inference of semantic information 
from the analysis of the image. Inferring the reading order of a number of regions in
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an image which have been identified as being blocks of text, or deciding which block 
of text in the image relates to the document title - perhaps for automatic archiving 
- are examples of this process.
2.1.1 Pre-processing
Many methods of document image processing require a binary representation of 
the image, whilst a typical scanner produces a grey scale representation. When the 
quality of the document is high, global thresholding methods are suitable to perform 
the necessary conversion. In reality, documents may have aged or may have been 
handled excessively. They could also have been subject to a number of generations of 
photocopying or faxing. Such degraded documents may not be efficiently binarised 
by global thresholding as the inherent noise process is nonstationary, correlated 
and often non-Gaussian. This problem is addressed in [TFJ89] where the statistical 
classification of each image pixel as either print or background is considered. Training 
is used to establish global estimates of the class-conditional probability densities of 
the grey levels. These are then updated locally by dividing the image into windows 
and using the grey levels of the unclassified pixels in the window. Classification is 
then performed using these local densities and either contextual or noncontextual 
Bayesian classifiers.
Binarised images of real documents are often noisy due to the aforementioned degra­
dations and although some methods of recognition are tolerant to such noise, other 
methods require its prior removal. O’Gorman has proposed a method for the removal 
of “salt-fpepper” noise [0 ’G92b]. Although this could be viewed as high frequency 
noise, and thus could be removed by low-pass spatial filtering, this would have an 
adverse effect on textual features. Instead a method of filling is described which is 
conservative in the sense that it preserves text features rather than rounding edges.
Many techniques for document analysis which are described in the literature are 
heuristic. These methods are often parameterised with much information including, 
for example, the expected typical inter-character and inter-line spacing. Often such 
methods are sensitive to any skew in the document image - usually present as a 
result of poor alignment in the scanning stage. Measurement of the skew enables its 
correction by rotating the image.
The Hough transform (HT) is comprehensively reviewed in [IK88]. The HT is appli­
cable to a wide range of shape detection problems, but is commonly used to detect 
straight line segments in images, and it is for this reason that it is widely used to 
identify lines of characters in document images. The HT is robust to noise and oc­
clusion, which makes it particularly suitable for this task. In [FHD90] a commercial 
system is described in which the document image is preprocessed in three ways. 
Adaptive thresholding is used to binarise a grey scale image which has non-uniform 
illumination, morphological processing is used for the removal of salt-1-pepper noise, 
and the HT is used for skew detection - correction is achieved using a bilinear rota­
tion algorithm. The HT also allows the inter-line spacing to be determined.
The docstrum [0 ’G92a] is a novel alternative to the HT and other methods for 
the determination of skew angle and can be used to estimate a number of other
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parameters of the page layout, such as the inter-character and inter-line spacing and 
the location of text lines and blocks. It is a representation of the page formed by 
a bottom-up clustering of connected components. Pairings are determined between 
a connected component and its A;-nearest neighbours, where k is typically 5. Each 
pairing is defined by distance, d, and angle, 0. The docstrum comprises a polar plot 
of all such [d, 0) pairs for a page, the appearance being similar to that of a 2-D 
power spectrum.
Using a value of 5 for k makes it likely that pairings will be from each letter in a text 
string to 2 or 3 characters on the same line, and also across to letters in adjacent 
lines. Inter-line and inter-letter distances can then be estimated from clusters in the 
docstrum, as these will be 90° apart. Text lines can be found from a regression fit of 
a line through the centroids of nearest neighbour components which are determined 
to be on the same line. These text lines can be used to obtain an estimate of skew. 
They can then be grouped into blocks provided they are approximately parallel, 
close, and have some overlap.
Methods of segmenting text characters and extracting features for their classification 
commonly require a preprocessing step to provide a vector representation of the 
image. One approach to this is to perform thinning on a text image such that 
blobs representing characters are reduced to a skeleton which can be described by a 
chain code of connected pixels. A comprehensive review of such methods by Lam et 
al. can be found in [LLS92] and an evaluation of some of these methods from an 
OCR viewpoint is presented by Lam and Suen in [LS93a].
Thinning an image is conventionally performed by running a 3 x 3 pixel window 
across the image, and erasing the centre pixel if certain criteria are met. This 
is repeated until it is found that an iteration has had no further effect, at which 
stage the thinning is complete. O’Gorman [O’G90] presents a generalised method of 
thinning by using a k x k  window where k is greater than or equal to 3. This approach 
causes thicker layers to be peeled from blobs at each iteration of the algorithm, 
with the result that fewer iterations are required at the expense of a coarser result. 
Sequential and parallel algorithms are given which ensure that thinning produces 
minimally 8-connected lines whilst preserving connectivity and endpoints of the 
original lines. The trade-off of speed versus coarseness as a function of k is discussed.
An alternative method of thinning is that of Chouinard and Plamondon [CP92], 
which is intended for the analysis of handwritten characters or engineering drawings. 
Rather than using a method of successive erosion of contours to produce a skeleton, 
a more human-like approach is used to produce a skeleton by following strokes in the 
image. The shape and type of each intersection is analysed before it is thinned, in 
order to reduce distortion at the intersection. Some stroke segmentation is performed 
as a by-product of the algorithm, which may be of use in the classification stage.
Pavlidis [Pav86] starts with a run-length encoded image in order to vectorise compo­
nents. The run-length representation requires less storage than a raster-scan format, 
and enables faster algorithms to be developed. This vectorising algorithm is based 
on the Line Adjacency Graph (LAG) which represents connected runs on adjacent 
lines of the image. The topology of the LAG can be analysed to determine structural
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features such as lines and junctions. Lines can then be reduced to a skeletal form 
using the characteristics of their constituent runs.
The other major method of skeletonising a region is through the use of the Distance 
Transform, which transforms each pixel in a region into a value representing its 
distance from the region boundary. Niblack et al. [NGC92] describe a fast algorithm 
for skeletonising a region where the connectivity is maintained and the result can 
be used to reconstruct the original region. The skeleton is robust to contour noise 
and does not vary greatly with rotation. This method is claimed to be on the order 
of 10 times faster than erosion-type algorithms.
2.1.2 Page Decom position
A common method of finding structural blocks in a document image is through 
use of a constrained run-length algorithm (CRLA) [WWC82], which is also known 
as the run length smoothing algorithm (RLSA). The CRLA works by scanning 
the binary pixels constituting the image in a raster-scan order. Horizontal runs 
of white pixels which are less than a specified length are converted to black. The 
process is repeated for vertical runs by scanning column-by-column. The results of 
these two operations are then logically AND-ed to produce a smeared image, which 
tends to still have small gaps brealdng up smeared lines of text. Therefore a final 
horizontal smoothing step is applied with a smaller run length parameter in order 
to fill these gaps. The result of the CRLA is an image where black regions represent 
structural blocks of the document. Connected component labelling can then be 
done to identify the distinct regions for subsequent classification. Another method 
of top-down segmentation is that of Recursive X-Y Cuts (RXYC). The pixel values 
in the image are projected onto the horizontal and vertical axes by summing along 
columns and rows respectively. Local minima in these projections are used to define 
cut locations in the image. The method is simple but has the disadvantage that it 
is sensitive to document layout and skew.
Baird et al. [BJF90] perform page segmentation by analysing the structure of the 
background using shape-directed covers. Connected black components are initially 
identified and represented by black rectangles. The resulting representation is then 
corrected for skew and shear. Next the set of maximal white rectangles that can 
completely cover the background is enumerated. Segmentation is performed by se­
lecting a subset of the maximal empty rectangles, called the cover set. The selection 
of the cover set is guided by the shape score of each rectangle (derived from its area 
and aspect ratio). The union of the member rectangles of the cover set is found, and 
the connected components in the complement of this union define the segmentation.
The classification of structural blocks within a document image is often achieved 
in parallel with the segmentation. In the IBM system described above [WWC82] 
connected component labelling produces statistics such as the size, area and position 
of each block. Various features can be extracted from this information which can 
form the basis of a classifier. Parameters used in the classifier are empirical, but it 
is suggested that they should be optimised statistically. Block type classification is
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done differently in the MITRE system [PHD90]. Once connected component data 
has been extracted from the CRLA stage, a rule-based classification mechanism is 
used. Fourteen rules, using forty-three parameters are fired in sequence in order 
to determine if a component is text or not. Most parameters are either calculated 
dynamically during the preprocessing stages or else are dimensionless and therefore 
invariant to document type. Pavlidis and Zhou [PZ92] segment columns of text by 
finding streams of white space between them. This is done by finding projection 
profiles over a small distance, in order to reduce the effect of skew. Blocks are 
classified as halftone or text/figure according to the signal cross-correlation - for 
halftones this is flat and possibly periodic, whereas for text and figures it is a rapidly 
decreasing function of separation. The ratio of black to white pixels is then used to 
discriminate between text and figures.
A method of classification using texture analysis is presented by Wang and Srihari 
[WS89]. It is assumed that rectangular blocks are identified from the image, either 
using CRLA or RXYC. The application for the method discussed is in a system 
for understanding newspaper articles, so the classes for each structural block are 
halftone, large text, medium text, small text and graphics. Textural information 
extraction is usually a two stage process. Intermediate matrices are calculated from 
some measurements of a region. Features are then extracted from these matrices, 
and are used as the basis of a statistical classifier. In the method presented, two 
intermediate matrices are used. Firstly a Black-White (BW) pair run length matrix 
is calculated, wliich measures the length of each consecutive pair of runs of black and 
white pixels. Secondly a Black-White-Black (BWB) run length matrix is calculated, 
where the black runs should be approximately the same length. Two features are 
derived from the BW matrix, which are designed to emphasise short and long runs 
respectively. A third feature is derived from the BWB matrix to emphasise extra 
long runs. The feature space produced by the BW features is shown to cluster 
blocks corresponding to halftones and each letter type very well, so that they are 
easily distinguishable. Features relating to graphics blocks, however, are not well 
clustered. It is shown instead that the feature derived from the BWB matrix can 
be used to distinguish graphics.
The classification of blocks by texture is also considered in [dB89, JB92a, JB92b], but 
without the restriction that the blocks have to be segmented prior to classification. 
The problem is proposed as one of general texture segmentation, where blocks of text, 
graphics and the background are identified as areas of distinct textures. Texture can 
be characterised by local spatial frequency which can be determined using Gabor 
filters. Gabor filters can be viewed as a means of finding the Fourier transform of a 
small area of the image windowed by a Gaussian surface. The image is filtered by 
N  even symmetric Gabor filters to obtain N  filtered images. Next, feature images 
are calculated as local energy estimates over windows around each pixel in each of 
the N  images. Then the feature vectors for each pixel can be clustered, and the 
original image can be segmented into regions representing text, background and 
boundaries. Gabor filters have been used extensively for textural segmentation, and 
in this application the method is shown to be robust, insensitive to skew, and does 
not require a priori knowledge of the document content.
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In some applications, text and graphics may not be mutually exclusive in particular 
blocks. Therefore it may be desirable to extract the text from an image leaving 
behind the graphics, in which case individual lines of text should be identified. An 
algorithm for text string identification and removal is presented by Fletcher and 
Kasturi [FK88]. Connected components are initially generated from the image, and 
each one is surrounded by a bounding box. Simple heuristics are used to determine 
if the component could be an element of a text string and the centroids of such 
components are input to a Hough transform. The parameter space can then be 
examined to determine which components are collinear. (Note that this method will 
identify text strings in any orientation.) Finally the collinear connected components 
can be examined to determine their ordering and can be extracted from the image. 
An alternative Hough transform method, for the segmentation of handwritten doc­
uments, is described in [SGS93]. It works at the pixel level but is speeded up by 
using only a random selection of ON pixels, and by performing the transform in two 
passes.
The starting point for many analyses of document structure is a suitable represen­
tation of the constituent parts. Nagy and Seth propose a hierarchical representation 
of documents [NS84] which retains spatial information but also allows extraction of 
relationships between blocks, such as the reading order. The X-Y tree has a root 
node which corresponds to an entire page. Subsequent levels are formed by making 
cuts in the X or Y direction, the successor nodes being the results of the cuts. Cuts 
in X and Y alternate strictly between levels, but the first cut is arbitrarily chosen. 
The complete X-Y tree represents a completely tiled page, where each leaf represents 
a block, and the path from the root to the leaf specifies the block’s location. A sim­
ilar method of converting a document into a tree representing its layout is outlined 
in [Tsu88]. The image is segmented using horizontal or vertical cuts according to 
projection profile analysis.
A syntactic approach to layout analysis is proposed by Viswanathan et al. [NSV92, 
Vis92]. The X-Y tree, as defined by Nagy et al. is produced by parsing thresholded 
horizontal and vertical projection profiles using a grammar which defines the type 
of document. The result is a labelling of the image which identifies regions such 
as the title and abstract of a paper. The UNIX utilities lex and yacc are used to 
implement the parser.
In [KC93, KC94], Kopec and Chou propose a communication-theory approach to 
document image recognition. An ideal image is produced by a Markov source which 
renders a one dimensional stream of text onto a two dimensional bitmap. As each 
character is rendered onto the bitmap, a displacement, which is a parameter of the 
character and of the current state of the model, determines where the next character 
will be placed. During transmission the ideal image is corrupted by a noisy channel, 
forming the observed document image. The task of the decoder is to estimate the 
message by finding the most likely path through a combined model of the source and 
channel by a Viterbi-like algorithm. The authors have developed a finite-state model 
of the telephone yellow pages, containing some 6000 branches and 1700 nodes, to 
illustrate the approach. In experimental trials, 99.5% of the entries were correctly 
identified. Of these the character and numeral classification rates were 98% and
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99.6% respectively.
2.2 H M M  approaches to  tex t recognition
The work described in the following chapters of this thesis involves the use of HMMs 
in text recognition. This section therefore describes the published work which is most 
similar in approach to the work described in the thesis. First the use of HMMs in 
this field is introduced, followed by a description of the literature.
2.2.1 Introduction
An early example of the use of Markov modelling techniques for the recognition of 
text is the work of Farag [Far79]. These experiments involved the on-line recognition 
of text, where the motion of a pen with respect to a tablet is captured. This is at 
odds with the general focus of this review which, where handwriting is concerned, 
is towards off-line recognition, where an image of the handwriting is scanned in. 
OflF-line recognition is considered the harder of the two problems due to the absence 
of temporal information. However, Farag’s work is interesting due to the modelling 
approach used. Rather than trying to segment a word into characters, a small 
lexicon was modelled with a first- or second-order nonstationary Markov chain for 
each word. Each state represented a stroke of the pen, and for long words the 
length of the chain was simply truncated so that the number of strokes representing 
each pattern class could be taken to be approximately equal. To classify an unknown 
pattern, the probability of each word model having produced the sequence of strokes 
could be simply computed, which, with the a priori probability of each word, could 
be used to find the word with the maximum posterior probability. The approach 
appears suitable for small-vocabulary tasks, but the experimental results reported 
have little meaning as the test and training data were not disjoint.
More recently, hidden Markov models have been proposed as a solution to the prob­
lem of text recognition. Whereas Farag’s work modelled a sequence of features as a 
stochastic chain of events where the events directly correspond to the states of the 
chain, the HMM models events as a doubly stochastic process. A number of states 
comprise a nonstationary discrete-time Markov chain, and transitions between states 
occur according to a probability distribution dependant on the last n  states, for an 
n-th order model. Associated with each state is an emission probability distribution 
over all the possible observed symbols. At each time instant, an event is observed as 
a result of such an emission. Thus the state sequence cannot be directly observed^ 
but can only be estimated by observing the sequence of events, with knowledge of 
the emission and state transition probability distributions. The theory of the HMM 
is discussed in more detail in chapter 3.
The development of HMM theory has been largely due to the successful application 
of such models to speech recognition [HAJ90]. In particular they have been used
 ^hence the term hidden Markov model
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to recognise a sequence of spoken words from a phrase that is difficult to segment 
- continuous word recognition. An analogy can be drawn here between speech and 
text: if spoken words are analogous to printed letters, and spoken phrases to printed 
words then in OCR there is a problem analogous to continuous word recognition - 
the recognition of printed words is sometimes difficult because the characters are 
split or merged. Therefore HMMs are likely to be successful in solving this problem. 
Some researchers have, however, failed to make use of this particular advantage and 
instead simply use the HMM as yet another classifier methodology.
There are many ways that HMMs have been applied to character and word recog­
nition. A state can represent a character class, or it can represent a sub-character 
symbol or feature. A model can represent a character, a word or even a complete 
lexicon. Classification methods therefore vary - a set of character models may be 
used in which case a maximum likelihood solution can be found by “scoring” each 
model as to how close it matches the unknown pattern. Alternatively, the classes 
may be distributed within a model such that the classification depends on the state 
sequence of the model which best fits the pattern.
2.2.2 Related work
Anigbogu and Belaid use the HMM simply as a classifier [BA91]. Characters must 
be segmented prior to their classification - there is apparently no way to extend 
the method to segmentation-free word recognition. A number of features (such as 
black-white transitions and aspect ratio) are extracted and ordered heuristically, 
creating a sequence of discrete observations from which a character can be mod­
elled by an HMM. There is no explanation as to why there should be any Markov 
dependency between these observations, nor as to what the model states represent. 
The HMM has limited discriminatory power and so the method has had only mod­
erate experimental success. Tïained on 10 fonts of printed text, with one model per 
character-font pair (a fully-split classifier^), the method achieved between 96% and 
98.65% on apparently low noise images taken from 5 of the fonts. Methods of font 
identification and decision-tree preclassification were employed to reduce confusions. 
Later work [AB92] investigated the effect of changing the number of HMM states 
on the performance and complexity of the algorithm.
Kundu, He and Bahl [KHB89] model all handwritten English words in one HMM, 
in which each letter of the alphabet is represented by a state. Again under the op­
timistic assumption of perfect prior segmentation of words into characters, feature 
vectors are computed from the letters and quantised into discrete observation sym­
bols. These symbols are the emissions of the HMM states. The model can be 1st 
or 2nd order: the initial state distribution and the state transition probabilities are 
computed from the letter probabilities in real English words. The emission proba­
bilities are estimated from the feature symbols generated from a training sample of
^In this context, a fully-split classifier is one in which there exists one class for each font-character 
pair. In general a multifont classifier might have all font examples of one character represented by 
one class {unsplit, it might be fully-split, or else it might be some compromise between these 
two extremes. Increased class splitting tends to improve the accuracy for the fonts on which the 
recogniser has been trained at the expense of the power to generalise to new fonts [BF91].
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letters. The Viterbi Algorithm (VA) can be used to find the maximum likelihood 
state sequence of the model given features extracted from an unknown pattern, re­
sulting in a high recognition accuracy^. It is noted that 2nd order models perform 
well except in the case of short words, such as “bye” where there is little inter-letter 
context. An extension of this work is that of Chen et al. [CKZ94, CKZ92], which is 
intended for the recognition of words from a lexicon of fixed size. States represent 
possibly a character, a fraction of a character or touching characters. This removes 
the constraint of the previous work that a “perfect” segmentation algorithm was 
required. Further work [CKS93b, CKS93a] has involved the development of a more 
reliable segmentation algorithm based on mathematical morphology and the use of 
a Continuous Density Variable Duration HMM. The variable duration nature of the 
HMM enables the model to revert to 26 states (rather than the potentially large 
number of the earlier method) which is computationally more attractive.
Gilloux et al. describe approaches for recognising handwritten words from a small 
vocabulary [GLB93]. The words are segmented vertically into 3 regions of ascender, 
body and descender respectively. They are also segmented horizontally into pseudo­
letter segments although, as with the method of Chen et al. [CKZ94], it is not 
required that such a segmentation be perfect. Each segment is represented by one 
symbol from a set of 27, the identity of which is determined by the size and presence 
of ascenders/ descenders and loops. In the case of a small but fixed vocabulary, 
models are trained to represent each complete word on the basis of feature symbols 
extracted from a training set of word images. Alternatively if the lexicon is small but 
dynamically changing, models can be pre-computed for individual letters, and then 
at runtime a model can be made up for each word in the current lexicon by chaining 
together the appropriate letter models. These composite models can be scored 
against an unknown pattern in the conventional way {e.g. the Viterbi Algorithm). 
Considering the coarseness of the features employed, the results are promising: 79% 
top-choice recognition from the 27 word fixed vocabulary for expressing amounts 
on French checks, and 77.6% correct from a 100 word dynamic vocabulary of city 
names.
Vlontzos and Kung [VK92] use a system of competing HMMs, each representing a 
letter, but use a parameterisation of structural primitives such as strokes and arcs as 
the observation sequence. These are ordered according to a traversal of the skeleton 
of a pre-segmented character which is guided by an analysis of junction points in the 
skeleton. This ordering is unlikely to be reliable in the presence of noise and, as with 
the method of Anigbogu and Belaid, the requirement of pre-segmented characters 
removes arguably the main advantage of using HMMs. Performance is relatively 
poor - although the actual figure is 95%, which sounds promising, the training set is 
actually the (totally noise-free) screen bitmap images of 12 fonts in 5 sizes and the 
test set is the boldface equivalents'^, and so a figure much nearer to 100% should be 
expected. The classifier is split in terms of size - 5 models per character. A similar
 ^An accuracy of 92.5% is reported for an experiment involving a few tens of handwritten words. 
It should be noted that a small test set such as this implies significant uncertainty in the percentage 
figure.
'’Characters “i” and “j ” are omitted as they cannot be represented as one connected component. 
In many systems these are cited as amongst the hardest to recognise.
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method is that of Bunke et al. [BRS94], who extract features representing edges 
and loops of a cursive word image from its skeleton graph and model them using 
an HMM. In small vocabulary (150 words) experiments on constrained writing a 
substitution error rate of 1.6% is reported.
Figure 2.2: A matrix arrangement of states in a HMM to model cursive text.
Kaltenmeier et al. propose a matrix-like topology of states in a HMM for the recog­
nition of cursive text [KCGM93]. By noting that there are at least four letter styles 
(script and print in upper and lower case) they arrange the states in 5 rows, in­
cluding a wildcard-style row to model characters which cannot really be identified. 
There are 3 columns in the matrix, to model the left, middle and right parts of the 
character, and there is a single state at the end of the matrix to model the blank 
space that may or may not occur between characters. This arrangement is shown 
in figure 2.2. A sequence of features is generated from a fixed-size sliding window 
which passes from left to right over the image. Each real 19-dimensional vector is 
then soft-quantised into a symbol and its associated likelihood. The symbols and 
likelihoods are then used as observations of a Semi-Continuous HMM [HAJ90]. Al­
though the method looks promising, there are no experimental results reported in 
the reference. The preprocessing methods used to reduce the variability of the script 
are described in [CGM93].
Park and Lee use a combination of HMMs for the recognition of handwritten Ko­
rean (Hangul) characters [PL93]. Regional Projection Contour Transformations are 
computed from a pre-segmented character image, the basic principle being that the 
pixels in the image are projected onto projection bases. There are four bases (hori­
zontal, vertical, horizontal-vertical and diagonal-diagonal) resulting in four projected 
patterns. Contours are traced around these patterns and are uniformly sampled to
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produce observation sequences of directional (chain) codes. These four observation 
sequences are modelled by four 1-dimensional HMMs. In isolation, the recognition 
performance of these models is not good - 60% (horizontal) down to 30% (horizontal- 
vertical) using 30 state models (at presumably a large computational cost). However, 
3 heuristic methods of combining the models are reported which improve the per­
formance to better than 80%. Any method which relies on tracing a contour around 
360° has the problem of starting at a consistent place, if successive contours are to 
be compared. This is only partly addressed in the paper. Another problem of this 
method is that if it were applied to alphanumeric recognition, only one projection 
could be computed prior to segmentation into characters. However, the performance 
of just the one model is far from ideal, so the method is unlikely to be suitable for 
a segmentation-free recognition strategy.
Although not intended for the transcription task normally associated with text recog­
nition, Chen and coworkers at the Xerox Palo Alto Research Center have recently 
applied HMMs to the problem of keyword spotting in text images [CWB93a]. A 
sequence of observations is derived from vertical columns of pixels in the image of 
a line of text. The text line is normalised to a fixed height and the aspect ratio 
is preserved by also scaling the width. The continuous observation vector for each 
column consists of a measurement of the upper and lower contour of the text, along 
with the averaged autocorrelation function of the pixel pattern between the con­
tours. The contour measurements are the distance between the bounding box of the 
line and the edge of the pattern which is more reliable than measuring with respect 
to a baseline (which can be hard to estimate, particularly for isolated words). The 
autocorrelation feature is required to differentiate between characters such as “o” 
and “e” which have a very similar external contour. Models must be created for 
characters in different geometric contexts: considering the words “on”, “of”, “go” 
and “pool” there are four models required for the character “o” as the presence of 
ascenders and descenders in the line determines the magnitude of vertical scaling 
applied. Keyword models are formed by concatenating character models in the nec­
essary contexts and non-keyword models are also created. Spotting networks are 
then formed from the keyword and non-keyword models and applied to the lines of 
text extracted from an image. Earlier work [CWB93b] involved the spotting of key­
words from segmented words, rather than complete lines. This method of extracting 
features can be related to the method developed in chapter 4 and the similarities 
are discussed further in section 2.7,
Bose and Kuo proposed the use of the Level Building dynamic programming algo­
rithm to link together character HMMs in order to achieve joint segmentation and 
recognition of noisy word images [BK94, BK92]. Words, containing connected or 
degraded characters, are segmented into sub-character units, by the detection of 
strokes. These sub-character segments are then analysed for structural primitives 
such as strokes and arcs which are parameterised and then mapped into discrete 
space by a Vector Quantisation method. Character models are matched against the 
resulting sequence of discrete observations in such a way as to maximise the joint 
likelihood of segmentation and recognition. Preliminary results show the method 
to be promising, judging by examples of connected characters which the method 
correctly classifies.
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Figure 2.3: The arrangement of states and superstates in a Pseudo-2D HMM.
Agazzi and Kuo extend the idea of joint segmentation and recognition to also jointly 
normalise the character image for slant, translation and scaling [AK93a]. This 
is based on the idea of the Pseudo-2D hidden Markov model (P2DHMM). The 
P2DHMM, or Planar HMM is a two-dimensional network of states which are not 
fully connected^. Instead, each row of states is connected into a left-right type con­
figuration, with transitions allowed from state n  to states n, n -f- 1 and n-\-2  where 
such states exist. These chains of states - so-called superstates - are then linked 
together vertically, such that transitions are allowed from a superstate to itself or to 
the next one down in the network. This arrangement is depicted in figure 2.3. The 
feature vector associated with each state is binary and one-dimensional - the value 
of one pixel. Thus a horizontal run of pixels is modelled in length according to the 
state duration probability, and the presence of noise is modelled by the observation 
distribution. Gaussian state duration densities are used in place of the default ex­
ponential densities, in order to reduce gross effects of model warping. Experimental 
results are reported for the algorithm when tested on deterministically transformed 
images of characters. These results indicate that a P2DHMM character model can 
adapt well to wide ranges of distortion, and can accurately estimate the parameters 
of the distortion. Further experiments have been reported [AK93b, AKLP93] on 
more realistic data. On a set of 6126 images of varying font and size which had 
been rejected by a commercial OCR machine the character accuracy was 98.8%®. 
Without the joint normalisation for slant, translation and scaling this fell to 94.5%.
fully connected two-dimensional network is computationally undesirable because it would 
lead to an NP-complete recognition algorithm.
‘’The accuracy of the OCR machine was 99.5%, possibly using contextual knowledge. The 
P2DHMM method did not use any contextual knowledge. If these two algorithms could be combined 
the authors predict an error rate of one character in 16000.
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Impressive results for word level recognition were also achieved by linking together 
character models. However, P2DHMMs with vertical superstates were used in this 
case - they are easier to link together but, unlike the horizontal superstate models 
described above, these are not invariant to slant. In these particular experiments the 
feature vector was augmented to include, as well as the pixel value, four more binary 
components indicating the presence of lines at 0°, 45°, 90° and 135°, computed by 
a Hough Transform in the neighbourhood of the pixel.
In [KA93b, KA93a] the P2DHMM is applied to the problem of visual keyword 
recognition. For the purpose of comparison, a ID-HMM is proposed to perform the 
same task, and the P2DHMM is seen to be much more robust than the ID model 
when size and slant of the test set vary from the training set. However, the features 
employed in the ID model are fairly trivial, being the direct pixel values and some 
measurement of the values adjacent to each pixel. Conversely the features of the 
P2DHMM have been expanded from the simple pixel value to include a measure 
of adjacent pixel values and also some information about the global position of the 
pixel. Therefore it is arguable whether the evidence presented is conclusive proof of 
the superiority of the P2DHMM, although it is without doubt a promising method.
Srihari describes a number of algorithms for postal address interpretation developed 
at CEDAR in [Sri93] and references more detailed information on specific aspects. 
A HMM handprinted word recogniser is outlined in this paper which ranks a lexicon 
in order of similarity to a word image. Morphological methods are used to transform 
the image into a sequence of sub-character symbols. Feature vectors extracted from 
these symbols are then modelled as the emissions of a continuous density variable 
duration HMM, where the hidden states represent characters. The variable duration 
nature of the HMM allows segmentation ambiguity between adjacent characters. 
The lexicon is ranked as a post-processing of the Viterbi sequence of best states 
(characters) by a string-editing method.
2.3 O C R  and th e  segm entation  problem
This section surveys methods for text recognition that use a “segment, then classify” 
strategy. Firstly some methods for the OCR of isolated characters are described. 
Following this, some strategies for segmenting connected text into characters are 
discussed.
Early work on OCR assumed that individual characters could be recognised in iso­
lation. Users of early systems accepted a limited domain of documents that could 
be processed whereas with contemporary OCR systems, users expect ffee-form doc­
uments to be handled. There are a number of threats to OCR accuracy inherent 
in this assumption [Pav93, BN91]. The characters are highly stylised, including 
ligatures and serifs. Proportional spacing is the norm, along with super- and sub­
scripts. Marks added to the page after printing, such as highlighting, also cause 
problems. Added to these are the physical factors such as limited scanner resolu­
tion, ink spreading and degradation due to photocopying or facsimile transmission. 
These factors cause characters to become split or merged in a scanned image and so
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in current systems this precludes a simplistic segmentation strategy - for example 
by means of connected component analysis. When handwritten documents are the 
domain of interest, even the segmentation of a line of text into its constituent words 
becomes difficult. Simple strategies which are suitable for machine-print, such as 
detecting gaps in the pixel projection, become unreliable so more robust methods 
have been developed [SC94].
Touching character segmentation has come to limit performance of commercial sys­
tems more significantly than classifier power [Bok92]. Therefore research into the 
segmentation of touching characters has become of interest to those involved in the 
design of printed text recognition systems. An overview of work in this field was 
recently given in [Lu95]. Meanwhile, the field of cursive script recognition has al­
ways involved the problem of segmenting letters from a word if recognition of the 
word is to be done by recognising the individual letters. Advances made in character 
segmentation in either of these application areas may have relevance to the other.
In [LS93c], 100% accurate OCR is seen as being unachievable, so a method is de­
scribed for transmitting error control checksums (computed from the source text) 
in the form of a 2D barcode on the printed page, such that OCR errors may be 
recovered. Although the approach appears effective, it does seem to miss the point 
of the OCR problem - if the source text is available such that a checksum can be 
computed then why bother with OCR at all, when there are many effective forms 
of electronic document transmission?
A good introduction to contemporary commercial systems, including a price ver­
sus performance analysis, together with specific insight into the Calera system is 
given in [Bok92]. Since the writing of that paper. Calera has been acquired by the 
Caere Corporation. In a very recent comparison of the performance of commercial 
OCR systems [RJN95], the latest pre-release product from Caere was in the top tier 
in terms of accuracy.
2.3.1 Classification of isolated characters
Pattern recognition solutions are generally split into statistical and syntactic ap­
proaches [Fu76]. Syntactic solutions involve the recursive description of a pattern as 
an arrangement of simpler sub-patterns. A grammar then can describe the structure 
of the pattern from the lowest to the highest level of its hierarchy. In OCR appli­
cations the lowest level is typically a structural feature such as a stroke or a hole. 
Statistical approaches involve the measurement of a number, N , of characteristics 
of a pattern, the result being a feature vector in iV-dimensional feature space. The 
pattern recognition task then involves careful design of the feature such that mea­
surements of patterns from the same class are clustered together in feature space. It 
also involves the partitioning of the feature space such that a feature vector extracted 
from a pattern can be assigned a class label. Commercial OCR devices tend to use 
a statistical approach, but when faced with non-ideal input are still too error-prone 
to provide a low-cost solution to the problem of data entry, due to the overhead of 
manual verification and correction of the OCR results. Many varied methods of fea­
ture extraction and subsequent pattern classification have been researched without
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the discovery of an “o p tim a l” solution to the OCR problem, so it is felt that there 
is more hope for improved performance through better segmentation of characters, 
and through the use of contextual information.
An overview of the current state-of-the-art in OCR Techniques can be found in 
[Nag92, MSY92, 10091, GS9Û]. Harmon gives a summary of early work on OCR in 
[Har72]. One early approach to character classification by Munson [Mun68] included 
the use of binary features derived from the thresholded result of edge detection 
at various translations and rotations, as well as multiple-valued topological and 
structural features describing the presence of enclosures, strokes and the like.
The document analysis system developed by IBM in the early 1980s is described by 
Wong et al. [WCW82]. The text blocks are recognised using pattern matching OCR. 
In order to be suitable for multi-font applications, an input character is matched 
against all elements of a pattern database using an adaptive decision network. If 
no match is made, the pattern is added to the database. Initially the database is 
empty, thus at the end of matching a page it contains all distinct symbols from the 
page. This reduces the problem of OCR of the page to one of recognising just the 
patterns (an order of magnitude improvement). This is possibly done using existing 
OCR logic for known fonts, or by contextual methods or even operator keying.
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Figure 2.4: The method of Feature Identification.
Henry Baird (of AT&T Bell Laboratories) and his coworkers have been reporting 
results of OCR experiments for the last decade. Their methods have been based 
around a procedure ceReà feature identification [Bai88], depicted in figure 2.4, which 
combines elements of statistical and syntactic approaches. A set of unordered struc­
tural features, such as strokes and holes, is found from an analysis of the skeleton of 
the character. The structural features are then mapped onto a statistical form (an 
ordered binary vector). Training and classification can then be done by a Bayesian 
technique. The approach is to convert instances of each structural feature into points 
in parameter space. These points are then clustered to identify regions of interest 
in the parameter space during the training phase. These regions are then associated 
with bits of the feature vector - character patterns are represented by a binary vec-
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tor where each bit is set if the pattern has a structural feature in the corresponding 
region of parameter space. This technique of clustering features is shown to have 
better performance than a simpler method of dividing the parameter space into fixed 
regions and is shown to be effective for identifying common features of letters taken 
from many fonts. In the OCR system using this method [BKP86, KPB87], simple 
contour analysis is used to resolve confusions, and layout context is used (essentially 
the position of the character with respect to the baseline of the word). In the exper­
imental results reported, some confusions are forgiven, and class splitting is used to 
handle major structural differences of characters from different fonts. Better than 
97% is achieved on experimental data taken from a mixture of 6 dissimilar fonts with 
excellent print quality. This is compared to a target of achieving the performance 
of manual entry (3 rejections per page or 99.9% accuracy).
A later development was a VLSI implementation of the extraction of the structural 
features [BGJH89]. This involved convolving thinned and un-thinned versions of the 
character image with a number of templates which are each designed to highlight 
a particular feature. Features include strokes, holes, arcs, crossings and endpoints. 
An experimental evaluation of greater than 50000 noisy character images taken 
from 25 different fonts, albeit of fixed point size, covering the entire printable ASCII 
set was recognised with 98.7% in the top-2 choices. The top choice accuracy was 
approximately 2% worse, with no confusions forgiven. Preclassification was used to 
reduce the number of classes to one ninth of that required for a fully-split classifier.
More recently, Baird and Fossey reported the evaluation of a system which could 
read the full ASCII set in 100 fonts [BF91]. The method is similar to that of [Bai88] 
although characters are no longer vectorised in order to detect structural features. 
On experimental images, generated with pseudo-random noise representing typical 
document imaging defects, and with sizes ranging from 6 to 14pt, the top choice 
accuracy ranged from approximately 90% for the smallest characters to around 97% 
for the largest, averaged over all characters and fonts. The images were labelled with 
their point size and location with respect to the baseline, and there were on average 
6 classes per character, rising to a maximum split of 18 classes. Increased class 
splitting, it is noted, increases accuracy of the fonts represented, but reduces gen­
erality to previously-unseen fonts. The Bayesian classifier that is used requires the 
feature vectors to be distributed such that classes are unimodal and well-separated, 
and it is suggested that it is for this reason that class splitting becomes necessary. 
When tested on real images taken from English books (therefore with a non-uniform 
symbol distribution), and using dictionary context, 99.7% accuracy was achieved.
The incorporation of these OCR algorithms into a full page reader is described 
in [Bai92a, BGI94]. In the latter reference the versatility of the system is demon­
strated - page readers for 10 European languages were developed at the rate of 1 per 
week. Therefore the algorithms used were modular and free from language-domain 
specific information. It is interesting to note that by 1994, Baird has started using 
fully-split classifiers rather than trying to group fonts together for greater generality.
Avi-Itzhak et al. of Stanford and Canon Research propose a two-layered neural net­
work algorithm, trained by backpropogation, which is claimed to recognise nearly
350,000 characters taken from 12 fonts in 8,12,16 and 32 point sizes, without error, af­
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ter having been trained on only one example of each character in each font [ADG95]. 
The pixels are directly concatenated to produce the feature vector, but for each 
training image, a number of training vectors are produced as a result of randomly 
dithering the position of the scaled and centred image, so as to be less sensitive to 
the location of test images. Further study of the experimental conditions reveal that 
confusions between 0 (zero) and O (OH) are forgiven, as are confusions between 1 
(ell), I (EYE) and 1 (one). Also, geometric context is used to resolve confusions 
between punctuation marks and to resolve case confusions. Nevertheless, this per­
formance is impressive, although it is not clear what level of noise is present in the 
test data - presumably very low levels.
Rocha and Pavlidis propose a segmentation-free method for OCR based on a struc­
tural approach [RP93]. Structural methods often fail when a character cannot be 
reliably segmented from a word into some data structure representing the connec­
tivity between stokes and arcs. In this method, the image of a word is represented 
as a graph of features in which gaps between features are identified by the notion 
of relative neighbourhood. Character prototypes are matched against homeomor- 
phic subgraphs of the word image. All of the possible matches are compiled into a 
network which can be searched for the best possible interpretation of the word.
The recognition of Chinese characters is one of the most complex problems in OCR, 
due to the large and complex set of possible characters which are encountered in 
everyday use. Kanji, hirakana, katakana, Roman alphabet and Arabic numerals may 
all be used. Research in this field has therefore identified many methods of feature 
extraction and matching. A comparative study of existing methods is presented in 
[MYY84]. The simplest methods are simple template correlation matching, and shift 
similarity matching, which do not really give acceptable performance. Matching in 
feature spaces gives more promising results - these methods can be divided into 
4 categories: (i) orthogonal expansion (in particular Karhunen-Loeve), (ii) stroke 
distribution, (Hi) stroke analysis and (iv) background feature distribution. Finally, 
more complex methods of background analysis, and combinations of some of these 
methods are considered. In [YY92], Yamamoto and Yamada describe a method of 
feature extraction by extracting line segments from a polygonal approximation to 
the input pattern. A relaxation method is then used to match line segments against 
those in a dictionary of possible patterns.
Casey and Nagy et al formulated OCR as the problem of decoding a substitution 
cipher [Cas86, NSBM86, NSE87]. A substitution cipher is formed by replacing each 
letter in a piece of natural language text with a distinct symbol. Text of an arbitrary 
font is viewed by a template matching character recogniser as a collection of distinct 
symbols, the identity of which is not known. Therefore provided the recogniser can 
cluster instances of the individual characters, it does not need a priori knowledge of 
letter shapes if the mapping from clusters to letters is achieved by decoding what is 
effectively a cipher.
Approaches to this decoding include analysing n-gram statistics of the language to 
determine the substitution mapping, but it is noted [Cas86] that such a process 
has complexity proportional to the cube of the cipher alphabet size. Such methods 
also require a large amount of cipher-text for statistically valid n-gram data, and
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are difficult to tune for the application of OCR when, for example, classes may be 
split (more than one cluster representing one letter), or else a cluster may represent 
a merged or partial character. An approach which is more suitable for OCR is 
presented which is based on dictionary look-up. The basic principle is to hypothesise 
symbol to letter mappings and use the dictionary to see if the inferred plain-text word 
is valid. Heuristic search algorithms are presented to limit the number of hypotheses 
which need to be tested, as an exhaustive search of all possible mappings would 
be impractical. The algorithms allow for many-to-one and one-to-many mappings 
between symbols and letters, to account for class splitting and merged characters 
respectively. An acceptance threshold is used so that words which are not in the 
dictionary (such as proper nouns) are not rejected.
An example of a syntactic approach to OCR is that of Lucas et al. [LAH94]. Syntac­
tic approaches have previously been applied to Chinese character recognition as they 
are generally constructed from a number of distinct strokes. In this work, however, 
a grammar is used to describe the chains of pixels which constitute a character. The 
authors also highlight the similarity between a stochastic grammar and the more 
common hidden Markov model. Applied to hand-printed numeral recognition the 
results are disappointing - 86% recognition rate.
One of the hardest domains for OCR to operate in is that of postal address in­
terpretation, due to smeared or broken characters with low-contrast or textured 
backgrounds. Grey scale information has been shown to improve performance when 
compared to classification of binary images [Sri93]. A linear classifier using products 
of pixel pairs as features achieved 89% correct recognition rate on binary alphanu- 
merics and 92% on grey scale. This overview paper, by Srihari, discusses a number 
of methods for machine-printed alphanumeric recognition. The highest performance 
(94.5%) was achieved by a gradient magnitude method. The image is divided into 
4 x 4  regions and a Sobel edge operator is used as a convolution mask. Edges are 
detected in 12 directions, resulting in 192 binary features which are classified by a 
neural net. Another method suitable for grey scale images is that of Deformation 
of Elastic Templates [DSS94]. The method is demonstrated on images of credit 
card slips, which would be hard to binarise. Lee and Kim review recent methods of 
feature extraction from grey scale character images and propose a method which is 
suitable both for the extraction of topographic features and also for skeletonisation 
directly from the grey scale [LK95].
2.3.2 Segm entation of touching characters
Casey [Cas95] and also Elliman and Lancaster [EL90] both present comprehensive 
studies of the segmentation of text, specifically addressing the problem of joined 
characters. This situation is illustrated by considering the bigram “rn ” , which 
when merged could be interpreted as the letter “m ”. A closed-loop segmentation- 
recognition algorithm has been suggested [CN82] as a solution to the problem of 
splitting touching characters. In this method any segment of text which has been 
produced by an initial segmentation but is not recognised as a character is treated 
as a candidate for further analysis. The segment is viewed through a window, and
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input to a classifier. If no firm classification is possible, the window is narrowed (from 
the right) and reclassified. This process repeats until the contents of the window is 
classified, at which point the window moves to the remainder of the initial segment 
and the process repeats. Hereafter, if classification fails for all window widths, it is 
assumed that the previous classification was in error. The current level of recursion 
is therefore abandoned and the algorithm backtracks. The window is restored to 
the point where the last classification was successfully made, is narrowed, and the 
process resumes.
A development of this method is presented by Bayer et al [Bay87, BFK"^92, BKH92]. 
For each character, various cuts are proposed (fixed left hand edge, variable right 
hand edge). An attem pt is then made to recognise a character, and other experts 
are employed to ensure that weak recognition does not occur. If the attempt is 
successful then the process continues recursively for the image to the right of the 
cut. From each initial cut, a tree is built up of the possible segmentations. This is 
then searched, using an A* algorithm, for the “least cost” path, which represents the 
most likely segmentation. Actually the A* search is equivalent to the suboptimal 
branch-and-bound search because although multiple experts are used to provide a 
cost estimate for the path from the start to node N , the cost from N  to the goal 
cannot be estimated and is therefore set to zero. The search space is also heuristically 
pruned for improved speed by removing nodes that are very similar to a lower-cost 
node.
If this technique was applied such that a cut was attempted at every column of pixels, 
then it would be too computationally expensive. Therefore features are extracted 
from the word image and the use of a statistical method results in suggested cut 
locations [BK93]. Features are extracted from each column of pixels and used to 
train a quadratic polynomial classifier from a training set of touching characters with 
labelled cut columns. The feature vector measures such information as the number 
of pixels in the column, the position of the upper and lower contour and the number 
of black-white transitions, as well as some information about adjacent columns.
Baird et al. [BKP86] detect a merged character by comparing the estimated pos­
terior probability of the top choice character to its a priori probability. The prior 
probability of all characters is actually assumed equal - the reciprocal of the number 
of classes. If a merged character is detected, an analysis of the vertical projection 
profile is used to determine the best cut location, and the two sections are reclassi­
fied. However, a vertical cut can be unsuitable for separating overlapping characters 
in certain situations - particularly italics. Many authors detect possible cut loca­
tions from an analysis of the vertical projection profile of the line image. Tsujimoto 
and Asada [TA92a, TA92b] suggest a similar method which instead uses a smoothed 
function of the logical AND between adjacent columns of the image to suggest initial 
cut locations. Liang et al. propose a cut criterion based on the profile projection 
(the distance between the upper and lower contour of the character) as well as the 
pixel projection [LSA94, LAS93].
Maier [Mai86] describes a technique for separating carefully-written handwritten 
letters, which are joined by a single pen stroke, based on the assumption that vertical 
cuts should be made at local minima of strokes. After cutting the word in this
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way, components are re-composed using a number of rules in order to make up 
the individual characters. In the case of unconstrained handwriting, however, a 
vertical cut will generally not be adequate as characters tend to overlap. Strathy et 
al. propose analysing the contour chains extracted from the image of a connected 
digit string to give the start and end points on the contour between which the 
best segmentation cut should occur [SSK93]. Significant points in the outer contour 
are identified by means of curvature estimation and features of these points are 
measured. A score is produced for each pair of points which is a weighted average 
of the features, the weights being determined during a supervised training phase by 
a genetic algorithm. For segmentation, each pairing in a list of all possible pairings 
is scored and the list is sorted to give the best cut. When used to segment the first 
digit from a string, the method had 48% and 58% success on two different databases. 
The correct cut was in the top-3 choices 89% of the time for both databases, so 
the method would be most appropriate if used in a sequential arrangement with a 
recogniser which could reject poor segmentations.
The problem of segmenting touching handwritten numerals is also considered in 
[FS92] for the application of U.S. ZIP code recognition. Initially characters are seg­
mented according to connected component analysis. Subsequently, split characters 
are merged by analysing the horizontal overlap of the connected components. Fol­
lowing this initial segmentation, the characters are classified, and any classifications 
with a low confidence value are candidates for splitting into two or more characters. 
A connected numeral detector classifies these (possibly) merged characters as to how 
many elements they should be split into. Next a slant splitting algorithm, based on 
discriminant analysis, is combined with some post-processing, producing a number 
of possible segmentations. The character classifier is then applied to these, and the 
segmentation with the maximum likelihood classification is chosen as correct.
Srihari also discusses the segmentation of handwritten numeral strings in [Sri93]. 
Numeral strings, it is noted, are easier to segment than alphabetic words because the 
characters touch each other less frequently. Numerals are segmented by connected 
component analysis using a recogniser. If components are recognised with high 
confidence they are removed from the image. The process proceeds iteratively, and 
when there are no more high confidence components, then groupings of components 
are input to the recogniser in an attempt to find broken characters. In the final 
iteration, multiple-numeral components are analysed in terms of vertical projection 
profile and upper- and lower-contours in order to find a suitable split. The segmenter 
is 93% correct when the number of digits is specified, and 83% when the number of 
digits is unknown.
When a text string cannot be segmented with certainty, and classification of each 
segmentation is uncertain, there are many possible interpretations of the string. 
The number of possible interpretations which have to be searched to determine the 
most likely one can be reduced by using a relaxation process [Pel79], improving 
considerably on the exhaustive search case. This method reduces the ambiguity of 
the situation, whilst preserving all possible segmentations, such that if the most 
likely segmentation is discounted by further contextual information, an alternative 
can be produced.
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The problem of character string segmentation is a specific case of the more general 
problem of signal-to-string conversion, where a signal is any time-varying real-world 
process, and a string is a sequence of symbols from a finite alphabet. Gong and 
Haton formulate this problem as the maximisation of a constrained-time integral of 
likelihood functions, and propose a solution based on embedded dynamic program­
ming which can adapt its search to the variation of the input signal [GH91].
2.4 H andprinted tex t recognition
The recognition of handwritten characters is a more demanding task than recognis­
ing machine-print due to the structural variation inherent in handwriting, which is 
large even when compared to the wide variety of typefaces available today. Various 
methods have been proposed for normalising character images to reduce this varia­
tion - both linear and nonlinear. An evaluation of a number of these methods can be 
found in [LPT93]. The problem of extracting features from handwritten characters 
is investigated in [RS92]. The UNL Fourier Transform, which normalises each of the 
curves that constitutes a character into a polar coordinate system, is defined. The 
normalisation is such that the result is invariant to translation, scaling and rotation 
of the original character. It is seen that the transform has the limitations that it is 
sensitive to occlusion and to major structural distortion, so it is suggested as one 
of many features rather than as the sole basis of a classifier. A method is described 
in [NM92] for producing a structural description of curves. It is size and transla­
tion invariant and also claims to be robust in the presence of structural deformities 
introduced by multiple writers when applied to handwritten numeral recognition. 
Based on this a method is described for automatic construction of structural models 
for character recognition [NM91]. However, the authors note that a human operator 
is required to filter out characters too distorted in writing style or those corrupted 
by noise, due to the consequent problems caused by the thinning process. This 
highlights a major disadvantage typical of structural OCR methods.
The difficult problem of recognising handprinted Chinese characters has attracted 
much work in the last decade, and a good summary of this can be found in [HL93]. 
The work is divided according to the types of feature used - local features (including 
cellular features and polygonal/curve approximation), global features (transforms 
and projections) and structural features. Matching methods considered include cor­
relation, tree search, relaxation and neural networks, although the latter method 
currently exhibits inferior performance. Arabic character recognition is considered 
in [AU92] and Korean character recognition is considered in [LEK92].
One of the standard databases on which handwritten character recognition experi­
ments are performed is the CEDAR database produced by the Centre of Excellence 
for Document Analysis and Recognition at SUNY, Buffalo [Hul94]. In [Sri93] Srihari 
briefly describes the results of a number of methods tested on the database of hand­
printed digits (the “bs” database). Most notable are a combination of 4 classifiers 
(statistical, structural and syntactic) which achieves 96% accuracy and the neural 
network classifier using gradient features (mentioned here in section 2.3.1) which
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achieves 96.4%. On the more complex problem of recognising hand-written alpha­
betic characters, a neural network classifier based on structural features extracted 
by morphological operators achieves 93%, 85% and 63% respectively on segmented 
uppercase, lowercase and cursive characters. In [LS93b] Lee and Srihari give more 
detail of the various methods of digit recognition, and also consider a number of 
methods of combining the results of classifiers. Logistic regression, Bayesian ap­
proach, majority vote all appear to give comparable results.
The use of neural networks for character recognition is frequently reported in the 
literature. For example, Blackwell et al. [BVH+92] based a neural network on the 
learning and memory mechanisms of the marine snail. The neural network learns an 
association between the input (either the bitmap or the principal component trans­
form of it) and the desired classification. A recognition rate of 98% on a database 
of rectified images of handwritten ZIP code digits is reported. The excessive train­
ing time for such networks is often mentioned as a drawback in the literature. Li 
and Xu [LX92] describe a method for the calculation of initial parameters of a neu­
ral network which is to be trained by backpropogation for character recognition. 
This greatly speeds up the training process. Lee and Kim also describe a neural 
network for recognising handwritten numerals, which is again trained by backpro­
pogation [LK94]. However, in order to avoid the problem of finding a local minimum 
during the optimisation of the network parameters, a genetic algorithm is used be­
cause of its broad coverage over the search domain. The proposed method achieves 
a 2.2% error rate on the Concordia database of handprinted numerals, with no re­
jection. Fukushima proposes a selective attention neural network model which is 
suitable for connected character recognition in [Fuk93] but the reference does not 
include any meaningful experimental results.
Yann LeCun and coworkers at AT&T Bell Laboratories have been working on neu­
ral architectures for character recognition for a number of years. An overview of 
a number of their methods and a comparative test on data extracted from the 
NIST standard databases of handwritten numerals is given in [BCD'^94]. W ith the 
availability of large training databases, enhanced by generating even more training 
samples by distorting the available patterns, and the availability of ever more pow­
erful computing power, very large neural networks can be feasibly trained. LeNet 4^  
one such network which has approximately 17000 free parameters, achieved a raw 
error rate of 0.7%, compared to a 0.2% estimate of human performance on the same 
test set. The network was boosted - a technique for building a committee of three 
such learning machines by specialised training. The basic LeNet 4 without boosting 
achieved 1.1% error rate. Blue et al. of the NIST laboratories present a comparative 
study of classifier methods and evaluate them on the NIST database [BCG+94]. 
Using a simple feature set generated from the Karhunen-Loeve transform of the 
image, the Euclidean minimum distance, quadratic minimum distance, normal and 
^-nearest neighbour classifiers were compared to three neural network architectures 
- the multi-layer perceptron, the radial basis function and the probabilistic neural 
network. The best performance was achieved by the latter, with a 2.5% classification 
error.
The Japanese Institute for Posts and Telecommunications held its first annual hand­
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printed numeral recognition competition in 1992, the results of which are reported 
in [MNY+93]. The results are not directly comparable with the CEDAR database 
- the CEDAR digits are segmented from ZIP codes whilst the IPTP digits were 
written on real mail pieces but were constrained to frames. Of systems presented by 
5 Universities and 8 manufacturing companies, the best Japanese system achieved 
96.2% accuracy with 3.4% rejections and 0.4% error. The best three systems were 
used to investigate a multiple expert classifier. The individual systems were based 
on decision trees, neural networks and statistical techniques. A simple majority vote 
of the experts achieved 98.8% accuracy with 0.55% rejections and 0.65% error. A 
more complex Candidate Appearance Likelihood Method of combination was trained 
on half of the test set. When tested, it did very well on this half, but very poorly 
on the other half. The authors consider this to be a result of under-training and 
consider this method to have the most promise.
A wider survey of methods for numeral recognition has been made by Suen et 
al. [SNL'^92], although the lack of a common test database makes comparison dif­
ficult. The paper is a good overview of four methods designed by the group at 
Concordia University, based on skeleton and contour analysis. Individual results 
on the group’s own database of U.S. ZIP code numerals are good - the best of the 
four achieves 93.9% recognition with 1.6% errors and 4.5% rejections. A number 
of methods are discussed for the combination of the experts, one of which achieves 
93.1% recognition with no substitution errors.
2.5 R ecogn ition  of word im ages
Ho et al. describe an algorithm for holistic word recognition in [HHS92c]. A lexicon 
is ranked in order of similarity to an input word, regardless of the letters’ font or 
quality. Instead of being character based, the lexicon is based on a feature vector 
extracted from the whole word, and is thus tolerant to faint or smudged images 
which result in segmentation errors in typical systems. This method is intended 
to be one of many co-operating experts in a multiple expert recognition system. 
Hull et al. note that the 20 most common words in the English language amount to 
29% of a typical sample text [HKH92]. This fact may be used by segmenting lines 
of printed text into entire words, extracting feature vectors for the word images 
and clustering these in the feature space. It is proposed that the identity of the 
clusters can then be inferred from linguistic knowledge. This approach is particularly 
useful for identifying small words, which have little inter-letter context. Also it is 
applicable in situations when images are badly degraded but are spatially consistent 
in a local sense. In [ZH94] this holistic approach is used for the recognition of words 
in oriental languages, exploiting the enormous redundancy in the legal combinations 
of characters. For each legal word image to which a sequence of character images is 
matched, a number of illegal character strings which are likely to be confused with 
the word are also matched. The legal word is identified if its match is better than 
that to all of the illegal character sequences. This approach is taken in order to 
reduce the number of false positive matches.
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Another holistic approach to word recognition is that of O’Hair and Kabrisky, who 
represent and recognise complete words by the low-frequency coefficients of their 
2-D Fourier transform [0K91]. These coefficients are formed into a A^-dimensional 
vector of unit length such that multiple images of a word in different fonts form a 
cluster on the surface of a unit radius hyper-sphere centred in the feature space. A 
simple distance measure can then identify the nearest neighbouring cluster to an 
unknown pattern. The method has been tested on 1000 words in 25 fonts, achieving 
over 98% accuracy. The authors claim that the method is insensitive to scaling and 
noise, and that the size of the vector space is so large with respect to the size of the 
clusters that it might support the entire vocabulary of a language.
Chen and DeCurtins apply a machine-vision approach for occluded object recogni­
tion to the recognition of printed characters without their prior segmentation [CD93]. 
The generalised Hough transform, as applied to this problem, involves the extraction 
of a number of local features in the word image - from the skeleton and contour, 
for example. Each feature then “votes” for each of the characters that could have 
produced it. The result of the voting would ideally be that one character would 
have a significantly higher tally in each locality of the word image. However, a 
method is described which uses a lexicon to incorporate contextual knowledge into 
the matching process. Experimental trials using character models trained on noisy 
word images in one font and using a 50000 word lexicon resulted in an approximately 
80% correct word recognition rate on real pages.
The application of a digit recogniser with 96% accuracy to U.S. ZIP code recognition 
is described in [Sri92]. The segmentation of the ZIP code into characters is discussed 
here in section 2.3.2 which refers to [Sri93]. The system accepts 75% of candidates 
with a 1.5% error rate, using a lexicon of valid ZIP codes.
British post-codes are more difficult to recognise than their American counterparts, 
due to the constituent characters being alphanumeric and the post-code being of 
variable length. However, Downton et al. have used post-code syntax and a dic­
tionary to improve performance of their British handwritten post-code recognition 
system [DT91, DTLH92]. A basic (alphanumeric) character recognition rate of 63% 
was increased to 73% by means of post-code syntax, reducing confusions between 
numerals and alphabetic characters. Using the dictionary of allowed post-codes im­
proved the per-character recognition rate to 86-90%. They verify their recognition 
results using features extracted from the remainder of the address image in order 
to reduce the error rate by means of rejection. The features are compared against 
the address entry in the post-code dictionary which corresponds to the hypothesised 
post-code, and include the number of words in each line and the initial character 
of each word. The reported verification rate is still relatively low (32% for a 6 or 7 
character post-code) compared to the error rate achieved (5%).
The ZIP code recognition system of Kimura and Shridhar [FS92], discussed in sec­
tion 2.3.2, has very good performance on the CEDAR “bs”  ^ ZIP code database -
^There are 495 ZIP codes in this database. Of these, Kimura and Shridhar have manually 
excluded 5 from their tests due to underlining, and 11 involving truncated strokes from an adjacent 
field - 3.2% of the database.
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73.9% correct with 2.9% error and 23,2% rejection.® Segmenting connected numer­
als by a slanted cut (as opposed to a vertical cut) will have helped in the cases where 
numerals have some horizontal overlap. In all, the authors calculate the detection 
and recognition of connected numerals to have increased the correct recognition rate 
by 9%.
An overview of a ZIP code recognition system developed by AT&T Bell Laboratories 
is given in [MBB"""92]. Digit recognition is achieved by a neural network, the input of 
which is the pixel image, linearly scaled to a 20 x 20 array. The ZIP codes images are 
preprocessed to remove speckle noise, slant, skew and underlines. The preprocessed 
image is analysed for connected components - not strictly connected pixels, but 
close - which are passed to the digit recogniser as candidates for recognition. Digits 
recognised with low confidence and large connected components are candidates for 
splitting. This is done by analysing the vertical projection profile. Again candidate 
digits are passed to the recogniser and the resulting confidence of recognition is used 
to direct the segmentation. The required number of digits, along with the number of 
digits which have already been recognised, is also used to identify the correct cuts. 
This segmentation strategy is similar to that of Srihari et al. [Sri93]. In tests, the 
first five digits of ZIP codes were recognised with 24.5% error - “word” errors, as 
opposed to character errors. The use of a dictionary of valid ZIP codes to reject 
invalid solutions reduced this to 23.8%, indicating that there is little redundancy in 
the coding.
Hand-written word recognition is considered in [GB92]. It is noted that segmented 
printed characters can be viewed as (object -f noise), whereas this is not the case for 
handwriting due to structural distortions. Therefore segmentation of handwritten 
characters is a problem. It has been suggested that the word should be the basic 
unit of recognition, but that requires a dictionary for training purposes. The method 
proposed treats characters as the basic unit of recognition but requires no a priori 
segmentation. Instead a plausibility function is computed for each element of the 
alphabet which varies at each pixel position over the length of the segmented word. 
This function can be computed by reference comparison or by use of a neural net. 
The most likely word is extracted from a dictionary such that the sum of the plau­
sibilities is maximised. The dictionary search is guided by peaks in the plausibility 
functions.
An overview of a complete system for the recognition of handwritten text is given 
in [Bre94]. Text string images are segmented from the NIST database of U.S. census 
forms and are segmented by essentially cutting the image to the left of every ver­
tical stroke. The character sub-images are classified by a Multi-Layer Perceptron. 
All possible segmentations and their classification likelihood are represented by a 
directed graph which is searched for the optimal solution by means of a Viterbi-like 
algorithm, guided by linguistic context. Two sources of contextual knowledge are 
used - a phrase dictionary and a simple word grammar. Recognition hypotheses 
based on each of these are integrated using a decision tree.
A syntactic approach to the recognition of cursive words is suggested by Simon and 
Baret [Sim92, SB92]. The axis and tarsi of a word are coded as a chain of features.
®The method for the recognition of the segmented numerals is described in [KS91].
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The axis is essentially the shortest path across the image of a cursive word, and the 
tarsi are its singularities. The chain of features is parsed and can then be matched 
against a dictionary of reference patterns.
Elements of a system for off-line cursive script recognition are described in [BS89]. 
The system has a number of clearly defined information representation levels, and 
the transformations between these levels is discussed. The Image-level is produced 
by smoothing the contours of the raw image, and removing any consistent slant in 
the writing. Reference lines, used to separate the ascenders and descenders from 
the main body of the script, are derived from the Image-level. Also the script is 
pre-segmented from the Image-level into minimal portions which will form letters, 
parts of letters or ligatures (no letter). The Contour-level is derived by chain coding 
the contours and topology of the Image-level. Event detection takes the Contour- 
level, reference lines and pre-segmentation points to produce the Event-level which 
describes the features found in each pre-segmentation interval. Finally letters are 
hypothesised from the events, and the hypotheses are verified by dictionary look-up 
until an acceptable interpretation of the input word is found.
2.6 T he use o f con textual know ledge
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Figure 2.5: The sources of contextual knowledge which can be utilised in text recog­
nition.
A tutorial survey of the use of context in problems of pattern recognition is given in 
[Tou78], concentrating on applications of image classification and text recognition. 
It is observed that an entity may appear to have different properties when viewed in 
isolation compared to those measured within the entity’s surroundings, or context. 
For example, pharmacists can understand a roughly scrawled prescription, although 
individual letters may be unrecognisable in isolation. The extra information pro­
vided by context may be utilised for disambiguation, error correction or filling in
34 Chapter 2. Review o f the literature
gaps. Compound decision theory is presented, and it is shown that for efficient use 
of statistical contextual information, some simplifications have to be made. For text 
recognition, such simplifications are based around dictionary look-up techniques, 
methods of probability distribution approximation (particularly using Markov mod­
els) and hybrids of these approaches. Elliman and Lancaster’s review paper [EL90] 
also covers the use of contextual information via Markov and dictionary methods. 
The choice of dictionary structure is discussed with reference to memory require­
ments and access time. Figure 2.5 summarises the sources of contextual knowledge 
which can be utilised in text recognition, and orders them in terms of the abstraction 
from the character recognition process.
2.6.1 Top-down m ethods
An alternative to the data-driven or bottom-up approach of representing natural 
language as a Markov source is to apply contextual information in a concept-driven 
or top-down fashion. In this approach, text strings which are interpreted from a 
document are compared against a lexicon or dictionary which contains all possible 
words within the problem domain. Such lexicons can require significant storage 
space, and the time required to access the store can dominate the performance of 
the whole system. One important issue in the design of such systems is therefore the 
representation of the lexicon, such that access time can be optimised. Another issue 
occurs when a recognised word does not match any word known by the lexicon - 
spelling correction techniques may be required to infer which valid word is “closest” , 
in some sense, to the misspelling. Seino et al. [STS92] show experimentally that 
having a measure of word occurrence probability for each word in the lexicon can 
improve the performance of spelling correction - if two entries in the lexicon are 
equally similar to the input letter string then the string should be corrected to the 
word which is more likely to occur.
Peterson [PetSO] discusses the design of programs for the correction or detection of 
spelling errors. A basic introduction is given to issues such as the parsing of a text 
stream to identify tokens for checking, methods of detecting errors in the tokens 
and data structures for dictionary representation. It is noted that 80 percent of all 
spelling errors are the result of one letter being missing, incorrect or unnecessary, 
or else two letters being transposed. A commercial spelling corrector is described 
which, by means of these rules and multiple dictionary searches, produces a list 
of all valid alternatives to a misspelling. The reduction of dictionary size by the 
decomposition of words into a root plus a number of affixes is considered. (An affix 
is either a suflSx or prefix). It is suggested that only the root needs to be stored to 
check for errors in all words composed of this root and a number of affixes.
Much work has been done on finding the “distance” between a key and words in a 
lexicon, in order to correct misspellings. This can be found as the minimum cost 
of edit operations (insertion, deletion, substitution) needed to transform one string 
into another. It has been shown that this can be done in time proportional to the 
product of the lengths of the two strings [WF74]. This time can be improved upon if 
the edit costs are integer multiples of a single positive real value and the alphabet is
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finite [MP80]. The weighted Levenshtein metric is proposed as a distance measure, 
and a dynamic programming algorithm for its evaluation is described in [OTK76], 
but correction of short garbled words remains a weakness of this method. In [KO84] 
a probabilistic model of text garbling is developed and is proposed as the basis of a 
decision rule which has superior performance to the Levenshtein metric, particularly 
for short garbled words.
Data structures for fast dictionary access are investigated in more detail in [WEWW90], 
with emphasis on the use of such structures for contextual word recognition. The in­
efficiency of bottom-up methods of incorporating context into text recognition (such 
as the use of n-grams) to detect likely spelling errors is outlined, but it is acknowl­
edged that such methods have low memory requirements. Dictionary methods have 
greater correction power, but the size of a dictionary for a realistic vocabulary is 
said to be of the order of 50,000 words. Therefore techniques are investigated for 
the efficient representation and searching of such a large dictionary. Data structures 
based on 26-way trees and linked lists are compared in terms of memory usage, speed 
of access, and simplicity.
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Figure 2.6: A trie memory data structure. The lexicon represented in this structure 
contains the words {bin, bun, but, butter, butty}.
In [DPH92], various implementations of dictionaries using Trie memories are con­
sidered. Such memories consist of a number of nodes, representing letters in valid 
words. The nodes are linked in a tree-like structure such that traversing the tree 
always spells out a valid word, as depicted in figure 2.6. This is a suitable form 
for the storage of dictionary information, because an invalid word is simply located 
when it cannot be spelled out by traversing the tree, or else when the end of the word 
is reached at a non-terminal node of the Trie. In the case of unknown characters in 
the (fragmented) string being looked up, the THe needs to be searched exhaustively 
for possible matches. A Selective Access Matrix (SAM) is described for speeding up 
this process, as it provides pointers into the Trie for all instances of character k at 
position n in a valid word. Future proposed work includes the implementation as 
a directed word graph (DAWG) instead of a tree, in order to reduce the dictionary 
size.
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Slieil proposes the Median Split Tree (MST) as an efficient data structure for the 
storage of a lexicon [She78j. A split tree is a binary tree where each node holds the 
most frequent word in the subtree and also a split value to partition the remainder 
of words into left and right subtrees. In an MST the split value is the lexical 
median of the remaining words, forcing the tree to be balanced. Dictionary look-up 
of English words is characterised as a search for a static set of keys with highly 
skewed distribution of frequency of occurrence. Therefore the MST is an efficient 
representation as it groups frequently accessed keys together, minimising memory 
page faults.
Another top-down approach to the use of context is that adopted by Hull [Hul86b]. 
Results of analyses of human reading processes suggest the use of dependencies be­
tween words at the featural, syntactic or semantic level. Inter-word or global context 
is used in a framework of hypothesis generation and testing. A small number of fea­
tures extracted from a word is input to a dictionary which returns a group of words 
or neighbourhood which could match the features. (This hypothesis generation step 
is discussed in more detail in [Hul86a].) An approach is outlined for reducing the 
size of this neighbourhood using global context, either in the form of word-to-word 
or neighbourhood-to-word transition information. The former assumes the previous 
word was correctly recognised, whilst the latter assumes only the previous word’s 
neighbourhood was computed. The neighbourhood is reduced by removing words 
which are not allowed, according to a pre-compiled table of allowable transitions, 
due to the preceding word or neighbourhood. The reduced neighbourhood, it is 
suggested, can then be used to direct more detailed examination for identifying the 
actual word. The statistical effects of these two methods is measured h j  (i) the per­
centage of neighbourhoods which uniquely specify a word, and (ii) the average size 
of the neighbourhood. Both methods show a significant decrease in neighbourhood 
size, and increase in the number of uniquely identifiable words.
It is noted that using tables of allowed neighbourhood-to-word or word-to-word 
transitions is only feasible in small-vocabulary applications. Hull therefore also 
suggests an extension of this method where each word in the dictionary is tagged by 
syntactic or semantic information, and the allowable transitions are redefined for the 
tagged class of subsequent words, making the algorithm suitable for more general 
text. In [Hul89], the enforcement of syntactic rules between adjacent words is shown 
to reduce the size of the neighbourhood produced from a large lexicon by about 
20%. In [CH91] a pattern matching parser is described which forces word decisions 
to be consistent with the syntax of the whole sentence. A further development of 
this is to represent the transition probabilities between words of various syntactic 
classes as a hidden Markov model [Hul92], and use a modified Viterbi Algorithm 
to find the maximum likelihood sequence or sequences of words according to their 
syntax. Providing alternative parses of the word sequence from the Viterbi for 
further contextual checking reduces the chance of discarding the correct result.
Evett et al take the level of contextual processing one stage further by the in­
troduction of simple semantic constraints to the recognition process [EWK+92]. 
Alternative word strings are produced by a recogniser, and are subsequently fil­
tered by sequential processes. Lexical look-up removes illegal words. Syntactic
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analysis removes candidates which do not fit in a grammatically correct sequence. 
Finally, semantics are used to give preference to candidates by using techniques 
such as dictionary overlap. In this method, the descriptive text from a dictionary 
for a particular candidate is compared to the dictionary text for preceding words 
in the phrase, and the number of common words is computed. The candidate with 
the greatest number of descriptive words in common with the descriptions of the 
preceding words is favoured. Other applications of semantic information, such as 
co-occurrence relations, or collocations, and domain coding are desciibed in [RE93]. 
These semantic methods are shown to improve the choice of candidate words in 
a particular application to around 75% accuracy compared to a 30% accuracy of 
random choice.
2 .6 .2  B o t to m -u p  m e th o d s
In [Rav67] it is noted that a natural language can, to an n-th order approximation, 
be represented as an n-th  order ergo die Markov source. The sequence of observed 
symbols, i. e. letters, can be represented by a sequence of transitions of a finite state 
machine, where each state represents an observed symbol. The Markov assumption 
is that the probability of a state transition is dependent only upon the n  most 
recently visited states. The Bayes’ mode of decision-making in Markov chains is 
presented, and applied to character recognition by using n-gram statistics derived 
from a sample of the language. (The frequency of occurrence of n-tuples of letters 
is measured).
The Viterbi Algorithm (VA) is a widely used solution to problems of digital esti­
mation. It is a recursive method of tracking the state of a stochastic process which 
is assumed to be finite-state, discrete-time Markov. The VA is suited to efficient 
hardware and software implementation. Forney [For73] presents a tutorial introduc­
tion to the VA, and reviews its applications. Although the algorithm was initially 
proposed for decoding convolutional codes, and has since been employed in other 
areas of digital communications, such as the removal of inter-symbol interference, it 
is noted that it has applications in the area of text recognition. The VA is suitable 
for exploiting contextual information when the sequence of characters is modelled 
by a m”-state Markov process (m is the number of observed symbols and the prob­
ability of occurrence of a symbol depends on the n previous ones) and the character 
reader is memory less (its output depends solely on its current input). Note that the 
input to the VA does not literally have to be letter symbols - in general the more 
“raw” the input data is, the better the performance of the algorithm will be.
The Viterbi Algorithm has been used extensively in the recognition of text based on 
the approximation that language can be represented by a Markov chain. A modified 
Viterbi Algorithm (MVA) is formally described in [ST79a, ST79b] and the results of 
exhaustive experimentation with it is presented. The conventional VA, viewed as a 
trellis, has a number of paths propagated at each time instant equal to the number 
of symbols in the alphabet. The MVA only enumerates d paths at each iteration, 
thereby reducing the depth-of-search through the trellis for the most likely path. 
The value d may be fixed, in which case the d paths represent those symbols which
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are most likely to be confused with the current input symbol. Alternatively d may 
be variable - any paths representing symbols whose confusion probability with the 
current input symbol is above a given threshold are enumerated. In [ST79b] the 
effect on performance of including word-length and position-dependence into the 
letter transition probabilities is investigated. In [HS82], Hull and Srihari investigate 
the performance of the VA in comparison with n-gram methods, and show the 
VA has the best performance when using second order word-length dependent and 
position independent transition probabilities.
2 .6 .3  H y b r id  m e th o d s
A hybrid algorithm using both bottom-up and top-down context is given in [SHC83]. 
Hybrid algorithms may be considered integrated or cascaded, depending on whether 
the different som’ces of contextual information are used concurrently or sequentially. 
The integrated dictionary-Viterhi algorithm (DVA) uses a lexicon, organised as a 
trie structure, which is able to determine if a given string is a prefix of a word 
contained in the lexicon. An extension of the MVA is used, where a variable number 
of alternative paths is enumerated at each iteration. The alternatives are chosen as 
the paths with a confusion probability above a given threshold, provided the letter 
string represented forms a prefix of a word in the lexicon.
The DVA of [SHC83] is compared with a cascaded algorithm in [HSC83]. The cas­
caded algorithm is the predictor corrector algorithm (PCA) [Tou78] which first runs 
the VA on an input word and then submits it for dictionary checking. The integrated 
algorithm is theoretically shown to have better time and memory requirements than 
the cascaded algorithm (for a large database) and experimentally it has been shown 
to achieve a higher text correction rate.
The integration of various methods of contextual recognition is presented in [HHS92b, 
HHS92a]. A computational model is outlined which combines three algorithms for 
the recognition of complete words. The algorithms are designed to be complemen­
tary such that they are each susceptible to different degradation processes. The first 
approach is character recognition based - the word is segmented into characters, 
which are individually classified. The decisions from the classifier are then post­
processed such that a ranking from a lexicon of possible words can be derived. It is 
suggested that multiple classifiers could be used on each character, using different 
feature sets. The results could be combined at this level to improve lexical matching. 
The second approach in the model is that of segmentation based word recognition, 
which is suitable for well-segmented but degraded characters. Binary features are 
extracted on a per-character basis, and matched to the nearest word in the lexicon 
by finding the Hamming distance between feature vectors. The final approach is 
that of word shape analysis. Features of the entire word are matched to features of 
the words in the lexicon. This is suitable for words which are difficult to segment 
into characters. The diversity produced by these three approaches provides a more 
robust decision than any of the individual decisions by means of a decision combina­
tion mechanism. A measure of confidence is calculated for each word selected from
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the lexicon, according to its ranking by each of the three approaches. The consensus 
ranking can then be found by sorting these measures.
2.7 Sum m ary
This review began with a top-down view of some methods of document analysis, 
starting with an image of a page and ending up with images of words or characters 
for recognition. Various recognition methods have been discussed, starting with the 
HMM approaches which are most similar in spirit to the work described elsewhere 
in this thesis, but also taking in some of the more “conventional” approaches and 
their associated methods of segmentation. Such complicated segmentation methods 
have been developed to overcome the problem of recognising touching characters - a 
problem that does not affect a well-formulated HMM approach. Some consideration 
has been given to the special problems of handprinted character recognition and 
a brief look at cursive script recognition has revealed some interesting methods of 
segmentation, and indeed some segmentation-free approaches to recognition. Finally 
various sources of contextual knowledge have been discussed, along with methods 
to incorporate them into the recognition process.
The “best” method for OCR is hard to identify. That of Avi-Itzhak et al [ADG95] 
appears to give perfect recognition, but under what image noise conditions this was 
achieved is not clear. The method of Baird et al [BF91] is trained and tested on 
an artificial model of document imaging noise and appears to do very well over an 
enormous range of fonts and point sizes. Testing on real data also yields good results. 
The use of a document image defect model should make the comparison of results 
between methods feasible although in practice such comparisons are frustrated by the 
lack of authors reporting results using such a model. Also comparisons are difficult 
when methods use different levels of contextual knowledge in the recognition process, 
with certain confusions being “forgiven” in the accuracy calculations, as well as 
having different trade-offs between rejections and the substitution error rate. In the 
case of handprinted numeral recognition it is again hard to compare results between 
authors who use the different databases of character images (CEDAR, Concordia, 
NIST, and ETL to name but a few).
A premise that many authors are now agreeing on is that one single recognition 
algorithm will not be able to match the performance of a human operator in the 
foreseeable future. More likely is the combination of a number of such “experts” to 
produce a commercially-feasible reading machine [SNL'^92]. Therefore finding the 
“best” method is less important than finding a number of diverse algorithms that 
will have different strengths and weaknesses such that their combined result will be 
an improvement, and indeed finding a good way to combine them.
The particular strength that HMM approaches exhibit is that, when well formulated, 
they can be used to recognise an image of a sequence of characters without having 
to first segment the image into the constituent characters. A number of the methods 
reviewed do not exploit this advantage, merely using the HMM as an “off the shelf” 
classifier - in particular the method of Anigbogu and Belaid [BA91] fits into this
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category. The HMM is not renowned for its discriminatory classification power, so 
an alternative classifier would be more appropriate in this instance.
The method described elsewhere in this thesis is most comparable to the work of 
Bose and Kuo [BK94], Agazzi and Kuo [AK93a] and Chen, Wilcox and Bloomberg 
[CWB93a]. Bose and Kuo derive features from sub-character segments. The identi­
fication of these segments depends on finding the vertical strokes in the text image, 
which is sensitive to noise and in the case of an italic typeface would require some 
slant correction prior to feature extraction. Conversely the method proposed here 
simply derives a feature from every vertical column of pixels in the image. Another 
difference is that the Bose and Kuo training process requires manual labelling of 
these sub-character segments. Finally, although some tests have been performed on 
noisy word images to demonstrate the feasibility of the approach, no full-scale tests 
to determine a multifont character recognition accuracy have been reported.
The work of Agazzi and Kuo is not entirely unrelated to that of Bose and Kuo. In 
this case though, the proposed type of model is the Pseudo-2D HMM. The method 
is clearly powerful and promising, but although the ability of the model to adapt to 
match distorted characters has been demonstrated, there again remains a question 
mark over how well it performs on a large database of noisy multifont characters. 
In particular, when the model uses simply the pixel values as observation symbols, 
it is explained how the presence of a serif can be adapted to by either skipping a 
state which emits these “ON” observations, or not. This is an appealing argument, 
but it is not clear whether the model is sufficiently flexible to extend to capture the 
subtle structural differences in various fonts’ representations of a character. It seems 
that the P 2DHMM might be effectively similar to elastic template matching rather 
than being based on features which are robust to high levels of noise and structural 
variations.
The comparison with a ID model, which aims to show the superiority of the P2DHMM, 
is unrealistic due to the trivial nature of the ID-HMM. Agazzi and Kuo claim that 
as images are a 2D signal, models representing such signals require a 2D structure.
It has been proposed elsewhere in this thesis that character images can be modelled 
using two ID models, which should be more computationally efficient. The features 
extracted from columns and rows of pixels to make the two observation sequences 
have to be robust enough to be insensitive to the presence of high levels of noise 
whilst capturing inherent shape information.
The ability of the P2DHMM models to match characters which have been determin- 
istically transformed, and indeed to estimate the parameters of the transformation, 
is something that two ID models cannot achieve. Whether this is a significant issue 
depends on the application of the models. In the OCR problem, the only real trans­
formations are changes of size and slant. It will be discussed elsewhere how these 
can be corrected for using the two ID models.
The method of Chen et al. is similar to the method proposed here in that the features 
which are the observations of a ID-HMM are derived from each column of pixels in 
the image. The method proposed here uses a different method of feature extraction 
and also takes the modelling one stage further by repeating the process for the rows
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of the character image. Of course, doing this requires the prior segmentation of the 
character, but it will be shown that the models of the column features can accurately 
segment the text and hypothesise labels for the characters, and the models of the 
row features can then be used to supply extra information to the labelling process. 
Chen’s method uses the upper and lower contour of the text as the main feature, 
and uses the averaged autocorrelation of the pixel pattern between the contours to 
resolve characters with a similar outer contour, such as “c”, “e”, “o” . The methods 
proposed here do not rely on finding the contour. One method characterises shape 
using the Discrete Fourier Transform (DFT) of the entire column of pixels. The DFT 
can be related to the autocorrelation, but in this case it is not averaged. Another 
method proposed here uses a shape coding of the column of pixels based on the 
Hamming Distance from a number of prototypes.
C hapter 3
Background Theory
“There are no facts, only interpretations.”
F r ie d r ic h  N ie t z s c h e
This chapter introduces the background theory relevant to the methods described 
in the following chapters of the thesis. The theory has been summarised from a 
number of sources in the literature for the purpose of bringing it all together in one 
place with the notation being used as consistently as possible. The theory is split 
into four major parts, and the reader who is an expert in one or more of these fields 
may skip the corresponding section without fear of missing information required for 
understanding of the methodology and experiments outlined in subsequent chapters.
Section 3.1 introduces the topic of hidden Markov modelling and discusses the var­
ious types of model which may be used, as well as the limitations of this modelling 
method. In section 3.2, the hidden Markov model topic is expanded upon to in­
clude specific details of how to train such models and how to use them as a solution 
to a pattern recognition problem by scoring models against observations from an 
unknown source. Section 3.3 discusses the noise processes which typically corrupt 
scanned images of documents. Artificial models of this noise are discussed, together 
with details of a specific implementation of one of the models. Finally section 3.4 
includes some theory of Vector Quantisation which enables discrete hidden Markov 
models to be used to model continuous-valued observations. Some aspects of clus­
tering which may be used in the design of a Vector Quantiser are also discussed.
Figure 3.1 puts this theory into context by showing an overview of the method. 
The character image is represented by two HMMs - one for the sequence of columns 
extracted from the image, and one for the sequence of rows. A feature vector is 
extracted from each column and row of the image. These feature vectors are quan­
tised to one of a number of discrete symbols. The sequence of quantised features is 
then classified using HMMs representing each character class. The estimated class 
probabilities from the row and column models are finally combined to give a result.
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Figure 3.1: An overview of the method.
3.1 H idden  M arkov m odels
3 .1 .1  I n tr o d u c tio n
Hidden Markov models have been widely used in the field of speech recognition 
over the last decade, and it is this application that has been driving forward the 
development of HMM theory. One key researcher has been Lawrence Rabiner of 
AT&T Bell Laboratories. Rabiner and his coworkers have published a number of 
review papers of the theory of HMMs. A simple introduction is given in [RJ86], and 
more thorough treatments are to be found in [Rab89, Rab88, LRS83]^.
RED_AMBERRED
iï.
GREENAMBER
Figure 3.2: A discrete state, discrete time Markov process depicted as a state dia­
gram.
Consider the state diagram of figure 3.2. This is one way of modelling a real world 
process which can take a number of discrete states and in which the state of the
^Rabiner acknowledges the lectures and writing of Jack Ferguson of the Institute for Defense 
Analysis for the idea of characterising the theoretical aspects of hidden Markov modelling as three 
fundamental problems. The presentation of the theory in this chapter will follow this form.
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process changes at discrete times. The model shown has four possible states, and is 
fully-connected as any state can be reached from any other state by traversing one 
arc - i.e. in one state transition.
As an example, let the states represent the colours of a traffic light. The possible 
colours the traffic light can display are r e d , g r e e n , AMBER and r b d _a m b e r . For 
a functional traffic light, the sequence of state transitions is well defined and cyclic: 
RED —) r e d _a m b e r  —> GREEN —)■ AMBER —>■ RED —> • • •. Let US assume that the 
traffic light changes state according to this sequence every discrete time step. There­
fore if we label each arc with the probability of the corresponding state transition, 
there are four arcs with a probability of 1.0, and the remainder are impossible - 
a probability of 0.0. We can represent these probabilities as a matrix a^-. Given 
that qt is the state of the system at time t, and that N  is the number of states 
/So, Si ’ ■ • S jv - i’.
= P[qt = Sj\qt-i — Si], 0 < i , j < N  (3.1)
The state transition coefficients aij obey the standard stochastic constraints, such 
that all coefficients are non-negative, and summing over j  for any fixed i results in 
unity.
As so far described, the transitions are deterministic, in as much as they obey a 
fixed sequence. Should the traffic light become faulty, such that the order of changes 
between these states becomes apparently random, then we might wish to estimate 
the model parameters aij to best match the observed behaviour. Modelling the 
behaviour of the traffic light in this way is a first order Markov assumption - the 
state of the model at time t depends only on the state at time t — 1. More formally 
we assume:
P[Qt = Sj\qt-i = Si, qt- 2  = S k , - " ] ^  P[qt = Sj\qt-i =  Si] (3.2)
Now, if we relax the assumption that the traffic light changes state at every time 
step, but that it can stay in a fixed state for an indeterminate number of steps, we 
can adjust our model to reflect the length of time it stays in each state by estimating 
the probability associated with each self-transition an. If we observe that after the 
light changes to r e d  there is a 0.6 probability that it goes to r e d _a m b e r  and a 0.4 
probability that it stays on r e d  for the next sample, then we can estimate aio =  0.6 
and ûQo =  0.4. Now the model predicts there is a 0.4^ =  0.16 probability of staying 
on RED for at least two samples, 0.4^ =  0.064 for at least three, and so on. This 
is an exponential probability density. This may only be a coarse approximation to 
what the light is really doing - a topic discussed further in section 3.1.2.
In [Rav67] Raviv models the contextual knowledge of text recognition by approxi­
mating the dependency between consecutive letters in natural language text as an 
?i-th order Markov chain, and presents the theory of the Bayes’ decision rule in such 
a model. However, such a model is limited in the accuracy to which it can model 
real-world processes. A more sophisticated model is the hidden Markov model. The
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HMM is very similar to the Markov model, except that in the HMM the states do 
not represent the observations of the system. Instead, there is a probability dis­
tribution associated with each state which is defined over all possible observations. 
The representation is therefore doubly stochastic - the observations are produced 
as a stochastic function of the state of the model and the model changes state at 
each time instant as a stochastic function of previous state transitions. Therefore an 
A^-state first-order discrete-observation HMM can be characterised by A — (A, B, tt) 
where: A is the set of the probability of the model changing from state Si to 
state Sji B  is the set of bj{k), the probability of observing symbol k whilst in state 
Sj\ 7T is the initial state probability distribution, which defines which state the model 
is in at time t = 0.
Although first-order HMMs are by far the most common type reported in the liter­
ature, second order models have been used [KMH91]. By introducing the concept 
of a composite state which is a sequence of consecutive basic states, Tao proposes an 
HMM which has a variable length of dependency [Tao92].
Urn 1 Urn 2 Urn 3
Figure 3.3: The Urns & Balls example.
The operation of the HMM can be illustrated by the example depicted in figure 3.3. 
Three urns contain a mixture of blocks and balls, in varying mixtures. At each 
time instant a genie moves to stand next to one of the urns, and takes an object 
from it, saying “Block” or “Ball” according to the type of object. We could model 
observations of the genie’s words using a 3-state HMM. Each state represents an 
urn, with the parameters {«ijlsxa representing a prediction of how the genie will 
move. The parameters {bj{k)}j^^2 will represent the probability of observing a block 
or a ball from each of the 3 urns. We can see from the contents of the urns that the 
observation probabilities for block and ball will be different for each urn.
The use of an HMM in modelling a real-world process is possible given the solution 
to three basic problems:
1. W hat is the probability that a given observation sequence was produced by 
the model A?
2. W hat is the state sequence of the model which gave rise to the observed se­
quence of symbols?
3. How do we change the parameters A of the model to improve the “score” of 
problem 1?
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Problem 1 is effectively that of “scoring” the model. This is useful in the context 
of classification where a number of models exist, each representing one class of 
pattern. When an unknown pattern is to be classified, all the models are scored in 
order to find the model with the highest probability. Problem 2, finding the state 
sequence of a model that resulted in a given sequence of observations, may or may 
not have a meaningful interpretation. This depends on what the model represents. 
If, for example, each state of a model represents a letter of the alphabet, and the 
observation sequence is a number of features extracted from the image of a word, 
then it may be feasible to identify the letters constituting the word by estimating the 
state sequence. In other applications, the states of the HMM may have no physical 
meaning whatsoever.
Problem 3 is the most difficult problem and is that of training the model. Starting 
from some initial conditions it is desirable to adjust the parameters of the model to 
make it match a set of training observation sequences. The model could then be used 
as a finite-state automaton to produce observation sequences similar to the examples 
it has been trained on - at each time step the automaton changes state randomly 
according to the state transition distribution, and produces a random observation 
according to the emission distribution. Solutions to all three of these problems are 
presented in section 3.2.
3 .1 .2  T y p e s  o f  m o d e l  
M od el top o logy
(a) Fully-connected model (b) Left-Right model (A =  2)
Figure 3.4; Two possible topologies of a five-state HMM.
Figure 3.4 (a) shows the state transition diagram for a five-state HMM. Let us 
assume that all elements a^j of the state transition parameter matrix A  are non­
zero. This means there is a finite probability of any of the transitions shown on 
the diagram as arcs between the nodes representing states. This is a fully-connected 
network as any state can be reached from any other state in one transition. An 
ergodic model is one in which any state can be reached from any other state in a
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finite number of transitions. Therefore a fully-connected model is an ergodic model, 
but not necessarily vice-versa.
It will be seen in section 3.2.3 that during the training of a model, if a parameter is 
initially zero, then at no stage during the training can it become non-zero. Therefore 
simply by selecting some of the initial parameters Oÿ to be zero prior to training (and 
ensuring the remaining parameters sum to unity to maintain stochastic constraints 
as before), arcs can be deleted from the state transition diagram to create a new 
topology.
A left-right HMM^, can be formed by setting various model parameters to zero. The 
initial parameters are fixed such that the model starts in state Sq:
and subsequent state transitions are never to a state with a lower index:
aij =  0, j  < i  (3.4)
Furthermore, the state transitions are adjusted to prevent large jumps in state index. 
This is done by placing a limit, A, on the increase of state index caused by any single 
transition:
aij =  0, j  > i + A  (3.5)
This has the effect that the state transition diagram can be drawn in a linear fashion, 
as shown in figure 3.4 (b), with all transitions being from left to right. The advantage 
of this type of model over the fully-connected model is that it is better suited to 
represent a signal whose properties change over time, and as such is commonly used 
in speech recognition applications. As can be seen from the state diagram, one 
implication of this type of model is that once the final state is reached, the model 
cannot move out of that state. Therefore in order to gather sufficient information 
about state transitions and symbol observations during training, multiple training 
sequences must be used. Note that the initial parameters TT are fixed by equation 3.3, 
and so do not require training.
It is clear that by fixing a number of parameters to zero, which is the effect of 
deleting arcs from the state diagram, and by fixing the initial state distribution the 
resulting A?-state left-right model has less free parameters than the corresponding 
iV-state fully-connected model. The size of the TT parameters is linear in N  but the 
size of the A  parameters is proportional to Therefore as N  increases, the left- 
right model has proportionally far less free parameters. In the example of figure 3.4 
where AI =  5, the fully-connected model has 30 (vr. A) parameters, whereas the 
left-right model has fixed TT and 12 A  parameters - a ratio of 2.5 : 1. A reduced 
number of free parameters should require a corresponding reduction in the amount 
of training data for their accurate estimation.
There are various other model topologies possible. For example, the left-right idea 
can be extended to models with two or more (possibly-interconnected) parallel paths
left-right model is sometimes referred to as a Bakis model when the number of states in the 
model is proportional to the average length of the observation sequence.
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from the start state So to the end state S ^ - i .  The possibilities are only really limited 
by the system designer’s imagination, but generally it is clear what family of models 
are suitable for a particular application .
C ontinuous observation  m odels
So far the HMMs described have modelled sequences of discrete observations. In each 
state, a distribution has been defined over the set of all possible symbols such that 
bj{k) is the probability of observing symbol k whilst in state Sj. This distribution is 
non-parametric, and as such can model a signal without any a priori knowledge or 
assumptions of the form of the distribution, given sufficient training data. However 
the distribution is quantised - the observation can take only one discrete value from 
a finite set. This can be a disadvantage when the model represents a continuous 
signal due to the inherent quantisation distortion.
In [HAJ90, Chapter 6], the class of Continuous HMMs is described. Rather than 
the observation being a discrete symbol s, it is defined as being a continuous d- 
dimensional vector so the model parameter B  becomes a set of continuous obser­
vation densities bj{x), one for each state.
This representation eliminates quantisation distortion, but at some cost. The result 
of this is that neither the discrete model nor the continuous model can always be 
recommended as the better choice. One cost is that the continuous probability 
density function (pdf) must be specified a priori. If this is, for example, a Gaussian 
distribution (which is unimodal) then it may not reflect the true distribution of 
the observations, which may be multi-modal. A solution to this problem is to use 
a mixture density function which is a weighted sum of a number of parametric 
distributions 6j^(æ): M -l
b j{^  — Cjmbjmi^) (3.6)
771= 0
where Cjm is the weight for the m-th mixture in state Sj and M  is the number of 
mixture components.
M - l
y  ajm =  Ij 0 < J <  AT (3-7)
771= 0
Cjm > 0; 0 < j  < N, 0 < m  < M  (3.8)
(3.9)
There are some limitations on the form of the distribution bj{si) for which a re­
estimation procedure can be formulated in order to train the model. (Training 
is discussed in section 3.2.3). Lip or ace derived re-estimation equations for ellipti- 
cally symmetric density functions [Lip82], and Juang et al. extended this work to 
accommodate finite mixtures of log concave or elliptically symmetric density func­
tions [Jua85, JLS86].
Fortunately the Gaussian and raixture-of-Gaussians distributions satisfy these con­
straints and they are by far the most commonly used in practice. There are good
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reasons for this - a Gaussian mixture can be used to approximate any continuous pdf 
in the sense of minimising the error between the two density functions. The central 
limit theorem states that the distribution of the sum of a large number of indepen­
dent random variables tends towards a Gaussian. Also the Gaussian distribution 
has the greatest entropy of any distribution for a given variance.
Unfortunately, for a d-dimensional feature vector, there are d terms in the mean vec­
tor and d^ terms in the covariance matrix for each of the M  mixtures, as well as the 
M  mixture coefficients. These parameters then represent the emission probability 
for only one state. So the continuous model hcLS (d^ +  d +  l)MiV free parameters for 
the emission probability, compared to K N  parameters for the discrete model, where 
K  is the size of the discrete observation alphabet. As discussed with regard to model 
topology, the more free parameters there are, the more training data is required for 
an accurate estimate. The problem can be alleviated somewhat by assuming that all 
off-diagonal elements of the covariance matrix are zero, which reduces the d  ^ term 
to d. This assumes that the elements of the observation vector are uncorrelated, 
which may or may not be grossly inaccurate. However, it is feasible that such a 
gross assumption will yield better results than a more sophisticated full-covariance 
model which is severely under-trained.
Sem i-continuous observation  m odels
Huang, Ariki and Jack present a unified approach to Vector Quantisation (VQ), 
discrete HMMs and continuous mixture HMMs in [HAJ90, Chapter 7] for modelling 
continuous random variables. They propose the Semi-Continuous HMM  (SCHMM), 
a framework which allows the codebook of the VQ process and a discrete HMM to 
be linked together. This is done in order to remove the quantisation distortion 
which occurs when a sequence of continuous observation samples is converted into 
a sequence of discrete symbols by finding, for each continuous sample, the nearest 
vector from the codebook. (Vector Quantisation and codebook design is discussed 
in more detail in section 3.4).
Rather than partitioning the feature space into discrete regions, which is what hap­
pens with VQ, the SCHMM represents the codebook as a mixture of overlapping 
pdfs. R om  the continuous mixture HMM point of view, this is like tying all the pdfs 
together, such that it is only the mixing coefficients which can be optimised for each 
state and each model during the training process. Prom the discrete model point 
of view, the pdfs in the codebook enable soft quantisation of a continuous observa­
tion æ, where each codeword has an associated likelihood that it could represent x. 
Therefore in scoring a particular model in a state j  for that observation, the prob­
ability of observing each symbol bj{k) can be combined with its soft-quantisation 
likelihood to produce a total likelihood of the observation being produced by the 
state j .
The likelihood of observing vector £  whilst being in state % at time t can be expressed 
as:
bqtis) =  f{x\qt) (3.10)
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K -l
= ^  f{x\v(„qt)P[vi,\qt] (3.11)
/c=0
Assuming that f(æ|% , 9t), the evaluation of the fc-th pdf in the codebook Vk for 
vector an, is independent of the state qt, then for a given state j  this can be rewritten 
as: K - l
bjiaù =  E  fisi\vk)bj{k) (3.12)
fc=0
This means that this semi-continuous output probability is a mixture pdf, with the 
K  codewords in the codebook being mixed using the B-parameters of the model as 
the weighting coefficients.
The SCHMM minimises the quantisation distortion of the combined VQ and discrete 
HMM approach by considering all codewords in the HMM scoring. It does this 
without the computational complexity of the continuous mixture HMM because 
all the pdfs are tied in the codebook^. This tying of parameters greatly reduces 
the amount of training data that is required for the SCHMM when compared to the 
continuous mixture HMM. The SCHMM framework also addresses the problem that 
the VQ codebook has been optimised to minimise the distortion on a training set of 
vectors, whilst the discrete HMM has, in general, been optimised to maximise the 
likelihood that it could have produced a number of training observation sequences.
A method is proposed where the codebook and the model can be jointly optimised
further for the purpose of pattern classification.
M u ltip le  observation  variables
Another way to reduce the quantisation distortion caused by VQ is to separate 
the elements of the d-dimensional continuous feature vector into a number of sub- 
vectors, each with its own codebook. Whether this is appropriate depends on how 
the particular VQ scheme works. If different parts of the feature vector are measured 
on different numerical scales and the VQ is simply a nearest neighbour scheme, based 
on Euclidian distance, then the larger scale measurements will dominate, causing 
unsatisfactory results - it may then be desirable to have different codebooks. If, 
however, the VQ is a maximum-likelihood scheme based on modelling codewords 
as Gaussian pdfs then the variance in each dimension of the feature vector will be 
accounted for and one codebook may well suffice.
If multiple observations are used, an assumption of independence is made between 
the observations. A model with two independent observations at each discrete time 
step has parameters A =  where B^ is the set of bj{k) and B^ is the
set of bj{k) and A, TT, j  and k are as defined earlier. In training and scoring the 
model, bj{k) is replaced by bj{k^,k^) which is simply computed as:
fti) =  6j(fcO) X b W )  (3.13)
®In the SCHMM the set of pdfs for each state is the same - i.e. the codebook - whereas in the 
continuous mixture HMM the pdfs can vary between states.
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This argument extends to more than two observations and to semi-continuous and 
continuous HMMs.
E xp licit s ta te  duration  m odels
Rabiner points out that the modelling of state duration is a major weakness of 
conventional HMMs [Rab89]. The inherent duration probability density Pi{d), the 
probability of d consecutive observations in state S{, is where a®*
is the self-transition probability for the state. This is an exponential distribution, 
which is inappropriate for most real signals.
In the variable duration model, self-transitions are disallowed and instead a pdf is 
explicitly defined for the duration of each state. This density can be non-parametric, 
and is estimated as part of the training process in much the same way as the other 
HMM parameters. This has the advantage that, being non-parametric, it makes 
no prior assumptions as to the form of the state duration densities. However, it 
has the disadvantage that approximately D  times the storage and D^/2 the com­
putation is required when compared to the simple model, where D  is the maximum 
duration value. Another problem is that the increased number of parameters and 
the decreased number of state transitions of a variable duration model means that 
more training sequences are required for adequate training. One proposal that has 
been made to reduce the complexity is to assume a parametric form for the dura­
tion density. Re-estimation equations have been derived for Gaussian and Gamma 
distributions.
In the case of the Bakis model, however, Rabiner notes that a more complex model 
of state duration is unnecessary. The states are arranged in a left-right fashion and 
the number of states is proportional to the average observation sequence duration. 
In work described elsewhere in this thesis, it has been found that choosing the 
number of states to be one third the average observation sequence length has given 
satisfactory results. With three observations being typically produced from one 
state, the inaccuracy of the exponential duration is much less serious than would be 
the case if, for example, 30 self-transitions were necessary for the model to remain 
in the state for the required number of observations. Setting the number of states 
so that the number of observations per state is relatively small forces the training 
process to effectively produce sequential identical states when it is necessary to model 
a large segment of a signal which has consistent properties {i.e. a similar observation 
distribution). A model with a more sophisticated state duration representation 
would have a longer duration for a single state. In fact, it is not worth the extra 
computation involved as the arrangement of sequential identical states appears to 
work well in practice.
3 .1 .3  L im ita tio n s
Hidden Markov models have been successfully used in practice, most notably in a 
wide range of speech recognition problems. They do have limitations, however. Most
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notable is the fact that subsequent observations are assumed to be independent:
T-l
P(0o,  Oi • • ■ Ot - i ) =  I I  (3.14)
i—0
Similarly, the Markov assumption that being in a state at time t depends only on 
the state at time t — 1 is inappropriate for signals where dependencies extend over a 
number of states. Finally the representation of the observation features by a discrete 
quantised value, a continuous pdf or a mixture distribution is only likely to be an 
approximation.
3.2 Training and scoring H M M s
3 .2 .1  T ra in in g  c r ite r ia
All of the training and scoring methods outlined here are based on the Maximum 
Likelihood (ML) criterion. That is to say, given a training sequence of observations, 
a model starts with some initial parameters which are then iteratively re-estimated 
such that the likelihood that the model produced the training sequences increases. 
When the likelihood reaches a maximum, the training process stops. The standard 
ML optimisation yields:
P ;  -m axP[0^ |A ^] (3.15)Au
where Av,v = 1,2, - , U denote the different HMMs and O'" is the training sequence 
for model Xy.
It should be noted, however, that the ML approach is not necessarily optimal when 
the signal being modelled does not obey the constraints of the HMM or else the 
parameters of the HMM are difficult to reliably estimate - perhaps through insuf­
ficient data. In this case, other training criteria may improve the system perfor­
mance [Rab89].
The Maximum Mutual Information (MMI) criterion is intended for the situation 
where a number of models are to be designed and the aim is to maximise the ability 
of each model to discriminate between observation sequences generated by itself and 
those generated by the other models.
One possible way of implementing the MMI criterion is:
I* =  maxAu
y
logP[0"|A„l -  log EW=1
(3.16)
This aims to separate the correct model Xy from all the other models on the training 
sequence O'" . By summing over all training sequences, the most separated set of 
models possible should be attained. An analytical solution to this problem is not fea­
sible so general optimisation procedures are required. Krogh’s Class HMM  [Kro94] 
is a generalisation of the MMI criterion. This involves having an HMM with an
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output distribution over class labels as well as emissions. Training optimises the 
probability of the labelling which can be viewed as supervised training.
Another training criterion is to assume that the signal to be modelled was not 
necessarily generated by a Markov source. A Maximum Discrimination Information 
(MDI) solution minimises the cross entropy between the set of valid signal probability 
densities and the set of HMM probability densities. References to further informa­
tion on MMI and MDI optimisation can be found in the paper by Rabiner [Rab89j.
3 .2 .2  T h e  forw ard -b ack w ard  a lg o r ith m
The forward-backward algorithm has been presented as a basis for solutions to the 
three problems of hidden Markov modelling which were outlined in section 3.1.1 [Rab89]. 
This involves the computation of two variables, the forward and backward variables, 
denoted at{i) and /3t{i) respectively, which are functions of the time^ and state in­
dices. Problem 1 may be solved using the forward variable to find the likelihood 
that the model produced an observation sequence. Problem 2, finding the most 
likely state of the system at each time interval, may be derived from the algorithm.
An iterative procedure for improving the model parameters A, using the forward and 
backward variables may be used as a solution to problem 3.
The forward variable at{i) represents the likelihood of a partial observation sequence 
OqOi “ • Ot being observed and the model being in a particular state Si at time t. 
There are N states defined for the model, which is in state qt and produces any one
of K observation symbols Ot at every time instant t, where t  =  0 ,2 ,. ..  ,T  — 1:
at{i) = P[OoOi - -O t ,q t  = S'il A] (3.17)
This can be solved for inductively. The initialisation is:
»o(j) =  '^jbjiOo) 0 < j < N  (3.18)
And the induction step is:
û!t+i(i) =  
Termination is:
N - l
1 ]  at{i)aij 
■ i—0
6j(0(+i) 0 < t < T - 2  0 < i < i V  (3.19)
N - l
■P[0|A] =  E  «T-i(«) (3.20)
2= 0
The backward variable A(*) represents the likelihood of a partial observation se­
quence being observed from time t to the end, given that the model is in a particular 
state Si at time t:
(3t{i) = P[Ot+iOt+ 2  ■ ■ • OT-i\qt =  Si, A] (3.21)
'’Here the term time  is used to mean the index of the observation sequence. The reason for this 
lies in the development of HMM theory in the speech processing field, v/here observations are indeed 
a function of time. There is no reason why this index cannot be of another form. It will be seen 
that when the HMM theory is applied to text recognition elsewhere in the thesis the observations 
are a one-dimensional function of distance - one observation is generated for every row or column 
of pixels in an image.
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Again this can be solved inductively- The initialisation is arbitrarily:
/3t_i(«) =  1 0 < i  < N
And the induction step is:
(3.22)
N - l
f tW  =  E  “iA (C 't+ i)A +i(i) t =  T - 2 , T - 3 , . . . , 0 ,  0 < i < N  (3.23)j^O
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(a) Trellis for three fully-connected states
Time
a (2).a 2j
a  fl).a Ij
t + 1
(b) Basic operation of forward calculation
Figure 3.5: A trellis diagram depicting the forward-backward calculation. There are 
three fully-connected states represented by the trellis, as a path is shown from each 
state to all the others for each time step. The basic operation is shown as follows: 
the new value of at+i is computed for the state j  by first summing at for all states 
i, multiplied by the transition probability aij and then multiplying by the emission 
probability bj (Of+i ).
Figure 3.5 depicts the forward-backward calculations as a trellis diagram. The trellis 
is a directed graph where the nodes represent model states and the arcs represent 
state transitions. The nodes are arranged in columns where one column represents 
all the possible states of the model at one time instant, and the columns are ordered 
in ascending time index from left to right.
56 Chapter 3. Background Theory
Finding the sequence of states that the model was most likely to have gone through 
in order to produce the observation sequence is possible in a number of ways. To 
find the maximum likelihood state qt at time t requires the definition of another 
variable
, S )  = (3.24)
j=0
qt = arg^ma:!^[7f(î)], 0 < t < T  (3.25)
This finds the highest likelihood state since at{i) accounts for the likelihood of 
the partial observation sequence OoyOi, - - ■ ,Ot and state Si at time t  whilst j3t{i) 
accounts for the rest of the observations given the state at time t. The normalisation 
factor on the denominator simply makes this a probability measure.
Although finding the most likely state at each time is an acceptable approach for 
fully-connected models, it may yield results that are inconsistent for models where 
not all transitions are allowed. This is because the estimation of an individual state 
qt does not take into account whether it is valid in the context of the estimated state 
at adjacent time slots. The Viterbi Algorithm, discussed in detail in section 3.2.5, 
enables the maximum likelihood sequence of states to be estimated, as an alternative 
approach to this problem of state estimation.
3 .2 .3  B a u m -W e lc h  r e -e s t im a tio n  o f  d isc r e te  H M M  p a r a m e te r s .
The Baum-Welch re-estimation equations [Rab89, LRS83] are used to produce a 
better estimate X of the model parameters, from the current model A, The model 
estimation is a closed system such that training is undertaken prior to recognition. A 
training observation sequence is used to iteratively improve A until the likelihood that 
the model produced the observation sequence reaches a maximum at which point 
the model parameters have converged. It has been shown that this convergence will 
be to at least a local maximum of the optimisation surface. Because this surface is 
complex and has many local maxima, careful choice of the initialisation values of 
the parameters of the model is necessary to ensure that this local maximum is in 
fact the global one.
The re-estimation equations for the discrete HMM are based on counting event 
occurrences. 7fj is estimated as the expected number of times the model is in state 
Si at time t  = 0. ôÿ is estimated as the expected number of transitions from state 
Si to state Sj divided by the expected number of transitions from state Si. Finally, 
bj{k) is estimated as the expected number of times in state Sj and observing symbol 
k divided by the expected number of times in state Sj. X =  (Â, B ,^ ) .
It is necessary to define one more variable, i t ih j)^  which is the probability of being 
in state Si at time t  and state Sj at time t -M, given the model and the observation
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sequence. Recalling the definitions of a  and /3 from section 3.2.2:
  (3.26)
E  E  ^t{p)apqbg{Ot+i)Pt+i{q)
p =:0 q=0
Also recalling the definition of 7 from section 3.2.2 we can formulate the re-estimation 
equations as:
iti = expected frequency of being in state Si at time t =  0 (3.27)
= 70(4 (3.28)
_  expected number of transitions from state Si to state Sj . .
expected number of transitions from state Si
T - 2
=  ----------T - 2
E  7t(0t=0
(3.30)
- , expected number of times in state S',-, observing symbol kA;) =  — -----------------— -------------7- -------------  ^ o   (3.31)expected number of times in state Sj
T - l
12  7i(i)
=    (3.32)
Y .  7t(i)i=0
3 .2 .4  T r a in in g  c o n tin u o u s  a n d  se m i-c o n tin u o u s  m o d e ls
For a continuous mixture density model, as discussed in section 3.1.2, the obser­
vations are real vectors rather than discrete symbols, and the emission probability 
is: M -l
SjjTi) (3.33)
771=0
where T  is any log-concave or elliptically symmetric density (typically Gaussian) 
which has mean vector and covariance matrix Tijm for the m-th mixture in 
state Sj.
Rabiner presents a method for parameter re-estimation [Rab89] along the same lines 
as for the discrete model, except that instead of bj[k), the variables Cjm-, and 
Ttjm must be re-estimated. The re-estimation of the state transition and initial state 
distributions is similar to the discrete form. Obviously the forward and backward 
variables are computed using the emission density in its continuous form in this case.
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In order to formulate the re-estimation equations for the emission parameters, an 
intermediate variable is defined:
N - l  
,  7=0
Bjm)
M - l
' Y ,
. n=0
(3.34)
This is the probability of being in state Sj at time t  with the m-th mixture component 
accounting for the observation vector Ot- The sum of this variable over all M  
mixtures results in the form of j t i j )  defined in equation 3.24, which is also the form 
for the single-mixture case.
Now the re-estimation equations can be stated in terms of 7t(j, m):
T - l
i= 0Cjm —
If jm
T - l  M - l
Y  Y  7 i ü . ^ )É=0 n=0 
T - l
Y  7 ( ( j \  W  • O t
t=o_____________
T - l
S 7 f ( i ,w )
t=0
E  T 'Ü 'W  ■ (Ot -  é j J i O t  -  H j J
t=0___________________________________________________________________________
T - l
Y  y tU ,r n )
f=0
(3.35)
(3.36)
(3.37)
where prime denotes vector transpose. These formulae can be interpreted as follows: 
Cjm is the ratio between the expected number of times the model is in state Sj using 
the m-th mixture and the expected number of times the model is in state Sj. The 
equation for weights the expected number of times the model is in state Sj 
using the m-th mixture by the observation vector, resulting in the expected value 
of the observation vectors which are accounted for by the m-th mixture. A similar 
argument results in Bjm-
Huang et al. present a method for the joint re-estimation of model and codebook 
parameters [HAJ90, Chapter 7] for the case of the semi-continuous HMM. Again the 
TTi and âij re-estimation formulae are similar to the discrete case, with the difference 
that the forward and backward variables are computed with the term bj{k) replaced 
by the term bj{x) for the continuous observation x  - equation 3.12 relates hj{3i) to 
the codebook and the model’s emission parameters.
For re-estimation of the codebook parameters and the emission parameters of the 
model, the variable 7 (^2), defined in equation 3.24, is necessary, along with two other
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intermediate variables:
iribi{k)f{gÇf,\vk)Po{i)
Ctihk) = <
it t =  0
and
P[o\X]
at{i)<Hjbj{k)f{xt^i\vk)Pt+i(J) r . ^  m (3 38)
è  f [ 0 |A]
N - l
< m = Y , C t ( i , k )  (3.39)
7=0
The interpretation of Ct{h is the likelihood that the model is in state S{ at time 
t and that the observation has been quantised to symbol Vf. - i.e. the likelihood 
that the fc-th codeword could have generated the i-th observation combined with
the likelihood that the A:-th codeword would be observed in state Si - given the
observation and the model.
Now the re-estimation equations can be stated for the model parameter bj{k) and 
the codebook mean vectors pk and covariance matrices
r -1
E i t U , k )
bj{k) — ~YZl (3.40)
E  T't(j)t=o
h  = ^ 1 - (3-41)E (t{k)
4=0
E  (i(^) ■ ~  ~  Hk^'
Sk =  ^ ----------ÿZÏ---------------------  (3.42)E Ctik)
f=0
3 .2 .5  T h e  V ite r b i  a lg o r ith m
The Viterbi Algorithm is a method for estimating the likelihood of the maximum 
likelihood state sequence of the model having produced the sequence of observations. 
The variable 5t{i) scores the likelihood of the observation sequence Oq, Oi, • • •, O* 
having been produced by the most likely sequence of model states which ends at state 
i at time t. The variable keeps a record of which state maximised the likelihood 
at each time instant so that when the maximum likelihood path is determined at 
time T — 1, the *0 array can be used to trace out the state sequence.
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The likelihood found by maximising ÔT-i{i) over all i is distinct from the likelihood 
found by summing aT-\{ i)  over all i. The former is the likelihood that the maximum 
likelihood state sequence of the model could have produced the observations. The 
latter is the likelihood that all possible state sequences of the model could have 
produced the observations. Usually the former is a close approximation to the 
latter.
The specification of the Viterbi Algorithm is as follows:
Initialisation:
Recursion:
So{i) = 7Tibi{Oo), 0 < i  < N
‘(po{i) = 0
StU) = m^^[St-i{i)aij]bj{Ot) l < t < T ,  0 < j < A T
Termination:
?T-i =
State sequence backtracking:
Qt ~  V’f+iC^i+i)} t  =  T  —2,T  —
(3.43)
(3.44)
(3.45)
(3.46)
(3.47)
(3.48)
(3.49)
As with the calculations of the forward and backward variables, in the case of the 
continuous and semi-continuous models the discrete emission probability term bj{Ot) 
is replaced by the relevant continuous probability density term.
Figure 3.6 depicts the calculations of the Viterbi Algorithm. The calculation assumes 
that the observation density is memory less. In this case, for all the paths entering a 
state (represented by a node in the trellis), all but the one with the highest likelihood 
can be discounted. For a memoryless process a path discarded in this way can not 
become the maximum likelihood path at later time. This allows only one path 
to be propagated out of each node, compared to the N  going in, which keeps the 
complexity from growing exponentially with time.
3 .2 .6  L ev e l B u ild in g  o n  H M M s
The Viterbi Algorithm discussed in section 3.2.5 matches one model to the obser­
vation sequence, in the sense that the maximum likelihood state sequence of that 
model is most likely to have produced the observations when compared to the pos­
sible state sequences of the remainder of a set of such models. The Level Building
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(b) Basic operation of Viterbi calculation
Figure 3.6: A trellis diagram depicting the Viterbi Algorithm. The trellis is the same 
as the forward-backward algorithm (shown in figure 3.5) but the basic operation 
differs in that a maximum-detect operation replaces the summation of the forward- 
backward algorithm.
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(LB) algorithm [RL85] matches in the same sense as the VA, but matches to an 
observation sequence generated by a number of models.
The purpose of the LB algorithm is to match models against the observation sequence 
without having to first segment the sequence into sub-sequences that may have been 
produced by different models and then match models against the sub-sequences. 
In the context of speech recognition, this is used for connected word recognition 
where the HMMs represent spoken words. The LB approach allows the recognition 
of a phrase without its prior segmentation into words. In fact the LB algorithm 
maximises the joint likelihood of the correct segmentation and recognition.
... continue to Level (L-1) ...
Level 2
Level 1
Level 0
Time
Figure 3.7: An extended trellis diagram depicting the Level Building Algorithm.
The extended trellis diagram of figure 3.7 shows how the LB algorithm works for a 
left-right model where transitions are allowed to either the same state or the next 
state. The state numbers are shown on the vertical axis, and time on the horizontal 
axis. This state-time trellis is the same as that of figure 3.6, except that only certain 
state transitions are allowed. The extension for level building is to replicate the 
trellis by building levels vertically. Level 1 can pick up from level 0 at any of the 
points shown where a path to state N  — 1 m  level 0 exists, and similarly for higher 
levels.
70^ ■K>
state A 
Index ... continues...
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At level I = 0 each model 0,^ is matched to the observation sequence from time 
t = 0. The models are assumed to be left-right type, starting in state 0 and ending 
in state N  — 1. Initialisation is;
5o(0) =  W(0o) (3.50)
t^ o(z) =  0, l < i < N  (3.51)
Recursion:
ÆiO') =  ^max [<St_i(«)a§]6?'(0t) l < t < T ,  0 < j < i V  (3.52)
Termination:
P{l,t,w)  =  S t { N - l ) ,  l < t < T  (3.53)
B{l,t,w )  =  - 1  (3.54)
After the array P(Z, w) has been completed at this level for all models, the array is 
level reduced to indicate the best match model at each time instant for this particular 
level:
P{l,t) = n ^ [P (Z ,t, u;)] (3.55)
ê{ l , t )  = B{l,t,aigmax[P{l,t^w)]) (3.56)
Ù{l^t) = argimx[P(Z,i,t(;)] (3.57)
The array P  indicates the probability of the best match model at this level and Ù 
holds the model label whilst P  is a back-pointer to the previous level.
For higher levels, the calculations differ mainly in the initialisation procedure so that 
the second (and higher) level models pick up from the output of the next lowest level 
model at the appropriate place:
6o(0) =  0 (3.58)
0t{0) =  m ax[P(Z-l,t-l),aS)<3»i-i(0)]-6g'(O t), l < i < T  (3.59)
A back-pointer array is also created to record at what time on the previous level the
previous model match ended:
a i(0) =  (  * -  1 f  -  1, < -  1) >  <o«*-l(0) (3.60)a t_ i(0 ) otherwise
During recursion the a  back-pointer array is updated as:
at{j) = arg^max.[5t_i(z)ag] (3.61)
At the end of the level the B  back-pointer array is updated as:
B{l,t,w ) = a t { N - l ) ,  Q < t < T  (3.62)
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At the end of each level, level reducing is performed and the calculation can proceed 
to the previous level. This continues until some predetermined limit on the number 
of levels is reached. The best match of L models to the observation sequence has 
probability P{L  — 1,T — 1) and can be found by backtracking using the B  array. 
The best match string is the maximum of P  over all levels.
3 .2 .7  P r a c t ic a l  c o n s id e r a tio n s  
Scaling
As can be seen from equation 3.19, the induction step of the calculation of the 
forward variable a  tends towards zero exponentially with t .  This means that the 
representation of a  on a real computer is infeasible for all but the most trivial cases, 
A similar situation exists for the calculation of the backward variable p.
A scaling coefficient has been defined [LRS83] which, when multiplied with the 
forward variable, keeps the calculations from underflowing:
ct =
N - l
. i=0
- 1
(3.63)
The scaling coefficient q  is multiplied with the forward variable at{i) such that:
N - l
Y  =  1, 0 < t  < T  (3.64)
i -O
It can be shown that when the backward variable Pt{i) is multiplied by the same 
scaling coefficient ct, the combined effects of scaling cancel out in the parameter re­
estimation equations, and this also keeps the backward variable within the dynamic 
range of the computer. The justification of the need for this scaling by Levinson et 
al. [LRS83] is somewhat heuristic, but Devijver [Dev85] later formulates the for­
ward and backward variables as posterior probabilities rather than joint likelihoods 
and arrives at the same algorithm, giving the scaling coefficients some theoretical 
justification.
It is not necessary to apply this scaling at every iteration of the forward-backward 
procedure. In order to save computation, the coefficient Ct can be calculated by 
equation 3.63 at any interval which does not cause underflow and set to 1 between 
these scaling intervals.
One by-product of this scaling that does not cancel out is the scoring of the likelihood 
of the observations having been produced by the given model, as previously defined 
in equation 3.20 as the sum over all states of the value of a  at the final time instant. 
In a practical application this would be too small to represent on a computer anyway, 
but with the inclusion of the scaling method the un-scaled values of a  are unavailable. 
However: T - l  N - l
Y [ c t  Y  ^T-i{i)  =  1 (3.65)
(= 0  2=0
3.2. Training and scoring HMMs 65
Therefore we can compute:
T - l
logP[0|A] =  -  ^  Ct (3.66)
i=0
The risk of underflow is removed from the training of models by the scaling of 
the forward and backward variables which ultimately cancels out of the parameter 
re-estimation equations. For the problem of scoring the models, the Viterbi Algo­
rithm  can be made to avoid underflow without such scaling, simply by converting 
it to operate in the log likelihood domain. This is feasible since the summation of 
probabilities in the forward variable computation (equation 3.19) is replaced by a 
maximum-detect operation in the recursion step of the VA (equation 3.45). There­
fore the model probabilities can be pre-computed as log probabilities and the result­
ing VA then involves addition in place of the original multiplications which may be 
computationally more attractive.
M u ltip le  observation  sequences
One problem with left-right type models is that the observations for each state are 
necessarily finite, as the model starts in state 0 and sequentially moves through 
ever increasing state indices until it finishes in state N  — 1. Therefore one training 
sequence is not sufficient for training the parameters of the model - multiple training 
sequences are required.
Levinson et al. show in [LRS83] that because the parameter re-estimation is based 
on event counting, the numerators and denominators of the re-estimation equations 
for A  and B  can simply be summed over all observation sequences, using the scaled 
forward and backward variables, and the result is an un-scaled reestimate of the 
parameters. Note that for a left-right model the tt parameter is fixed and therefore 
does not require re-estimation. This method of summing over the observation se­
quences is based on the assumption that the observation sequences are independent, 
so the aim of the re-estimation is to maximise
K
P(0|A] =  JJ (3.67)
k=l
where is the Zs-th observation sequence.
In the semi-continuous HMM the model parameters can be re-estimated using multi­
ple observation sequences in this way. However, the codebook parameters are shared 
by a set of models. The concept of using multiple observation sequences can be ex­
tended such that all observation sequences for all models are used to reestimate the 
codebook parameters p  and S  (as specified in equations 3.41 and 3.42).
Insufificient tra in ing  data
It is frequently the case in real applications that the amount of training data is 
insufficient to accurately calculate all model parameters by means of re-estimation.
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The number of occurrences of particular emissions of a model especially might limit 
the estimation of the output probability distribution. The problem with this occurs 
when, for example in a discrete model, the probability of observing a particular
symbol is zero, estimated on the basis of event counting of the training data. During
recognition if such a symbol is observed then there is absolutely zero probability that 
the model could have produced that observation sequence, even if the remainder of 
the sequence fits the characteristics of the model perfectly.
The simplest way of avoiding this problem is to set some lower limit on the proba­
bility of observing each symbol. In the discrete case:
bjik) > 6 (3.68)
Analogously in the continuous case it is necessary that the covariance matrix of each 
mixture component has some minimal variance in each dimension:
^ j m{ r , r ) >6  (3.69)
This lower floor which is set on the parameters is typically implemented as a post­
processing step after each re-estimation iteration. This will then require rescaling 
the other model parameters to ensure that the stochastic constraints of the model 
have not been violated.
In itia l e stim a tes  o f param eters
The Baum-Welch re-estimation procedure is guaranteed to find a local maximum 
of the optimisation surface - the likelihood of an observation sequence having been 
produced by the model. The optimisation surface is usually complex with many 
local maxima, so the question of whether this local maximum corresponds to the 
global maximum depends on the initialisation of the re-estimation procedure.
According to Rabiner [Rab89], experience shows that either uniform or random 
estimates (within the necessary stochastic constraints) of the initial state distribution 
and state transition distribution give acceptable performance. The initial estimate 
of the emission probability distribution is more of a sensitive issue - a good initial 
estimate is (quote) “helpful” in the discrete case and essential in the continuous 
mixture density case.
Methods of estimating initial parameters are varied. It is possible to segment train­
ing sequences manually and calculate distributions manually. An approach that 
avoids manual intervention is the segmental k-means segmentation, as depicted in 
figure 3.8. This method of training involves first initialising the model in an arbitrary 
fashion^. All of the available training sequences for the particular model are then 
scored using a Viterbi method - the backtracking part of the algorithm identifies 
which observations are associated with which state. The observations for each state 
are then used to create an accurate estimate of the initial emission distribution. In 
the case of the discrete model this is simply achieved through counting events. In the
'’This is not the initialisation for the Baum-Welch procedure and is not a sensitive issue.
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Inilialise model parameters
Baum-Welch reestimation
Segment training sequences 
into states
Done
Estimate emission parameters
NO
Figure 3.8: A flow chart depicting the segmental k-means training procedure.
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continuous case the vectors associated with each state are clustered by a standard 
procedure such as k-means clustering to produce the required mixture distribution 
representation. An estimate of the state transition distribution aij can also be calcu­
lated by counting the number of transitions from state Si  to state S j  and dividing by 
the number of all transitions from state Si. The resulting estimate of model param­
eters is then used as the initial estimate of the Baum-Welch re-estimation. Once the 
parameters have been re-estimated the whole segmentation-estimation-reestimation 
procedure can continue until the model parameters are deemed to have converged.
C om parison  o f m odels
A practical consideration that is of interest is how to measure the similarity between 
HMMs. Simply inspecting the parameters of the models is not sufficient, since two 
models with very different parameters could produce similar observation sequences.
Rabiner defines a distance measure between two models Ai and A2 [Rab89]:
-D(Ai, X2 ) =  ÿ  [logPp^lAi] -  logP[0^|A2]] (3.70)
where O2 =  Oq, Oi, ■ * •, Ot - i is a sequence of observations produced by model A2 
free-running as a finite-state automaton.
The distance measure of equation 3.70 is a measure of how well a model matches 
observations produced by another model, and can be interpreted in terms of cross­
entropy, divergence or discrimination information. In order to make the distance 
symmetric the average should be taken of D(Ai, A2) and D(A2, Ai):
Ds(XuX2 ) = Ds {X 2 ,Xi) = ^ ^ h l M ± E i ^ i 2 l M  (3.71)
3.3 D ocu m ent Im age N oise
The earliest approaches to OCR were based on a pattern matching approach, where 
characters were segmented from an image, often by specific prior knowledge of their 
location, and then identified by comparison with a number of prototypes. “OCR 
fonts” were specifically designed to minimise confusions between characters such 
that accuracy in a commercial environment was acceptably high.
With such goals achieved, the ambitions of OCR users extended to applying char­
acter recognition technology to more free-form documents, both in terms of the 
range of typefaces used and also the environment in which the documents were to 
be produced, stored and handled. The manifold of fonts, sizes and styles of text 
made simple “template-matching” approaches to recognition infeasible due to the 
large number of prototypes required. At the same time, the environment introduced 
noise into the document images which was not present under the carefully-controlled 
conditions of early OCR.
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The noise that is present in document images is not simply additive white Gaussian 
noise (AWGN). Although AWGN is normally present to some extent, the image 
can be subject to convolutional noise - blurring - as well as distortions such as 
stretching, rotation and translation. It is these non-additive distortions that make 
template matching approaches to recognition fail. A further problem is that the 
presence of noise in a binary image as a region of foreground between characters can 
cause the characters to become merged into one “blob”. Alternatively the presence 
of sucli a noise region within a character can connect two normally-distinct regions 
such as the dot and bar in the letter “i” . This causes recognition methods based on a 
structural analysis or analysis of the contour of the character to fail. Conversely the 
presence of noise as a region of background within a character can cause the character 
to become split into a number of parts. As well as the problems associated with 
structural methods of recognition, the splitting and merging of characters makes it 
difficult to segment them prior to recognition in documents where the actual position 
of the individual characters is not known - which is typically the case in free-form 
documents.
The presence of noise in practically all document images means that no recognition 
method can work by storing all possible variants of a character. There can effectively 
be an infinite number of variants of a noisy character produced from one clean 
definitive image by the various possible distortions. Therefore a recognition method 
should be trained on a variety of noisy images, representative of typical distortions, 
and should generalise from these examples to ideally recognise any noisy example of 
the character.
The variation in the level of noise present in document images also makes the test­
ing of recognition methods fraught with difficulties. With the absence of any widely 
known standard databases of large numbers of characters drawn from a wide variety 
of typefaces, authors have reported results of recognition methods in the literature 
that have been tested on different images with differing noise levels. Generally tests 
are conducted on fairly “clean” images to show the best case performance of a partic­
ular method. It is more important for real world applications to know how “fragile” 
methods are in the presence of noise. However it is unusual to see an evaluation of 
a method in the literature on, say faxes, which are often of poor quality. A quanti­
tive evaluation of performance versus noise level, where a continuous numeric scale 
represents the noise level, is almost unheard of.
Even taking into account all the possible distortions that occur in real world doc­
uments, the testing of a method in a way that is comparable to other methods 
has further complications. Such a procedure would require the agreement between 
researchers of what constitutes a typical distribution of noise effects. This might 
represent all the documents ever likely to be subject to OCR. However, task-specific 
OCR methods should not be tested under these conditions - for example a method 
for the OCR of received faxes should be tested with particular attention to its tol­
erance to a wide range of stretching distortion.
In between the point at which a set of characters is input to the printing process 
(which renders them as ideal ink shapes on a sheet of paper) and the point at 
which a scanner outputs a bitmap containing an image of the sheet, there are many
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sources of distortion which conspire to distort the original ink shapes prior to their 
representation in the bitmap image. Baird cites a number of these distortion sources 
in [Bai92b]. The image will be quantised, possibly during the printing process, and 
certainly during the scanning process. The image will be blurred in both the printing 
and scanning processes. Non-uniform illumination of the page and non-uniform 
pixel sensor sensitivity cause a variation in the brightnesses detected within ink and 
non-ink regions - the thresholding to form a binary image may then be imperfect 
and add “speckle” noise. Pages can be skewed by poor mechanical alignment in the 
scanner and can be stretched in width and height by fax transmission. Photocopying 
compounds the degradations caused by printing and scanning. Handling and aging 
can cause a general worsening of the ink and paper condition which is manifested as 
more noise in the final binary image. Also miscellaneous artifacts such as coffee stains 
cause whole regions of the page to be lost - but this is a form of noise nonetheless.
A model of these noise-generating processes is invaluable to the OCR research com­
munity [Bai93]. This is especially the case in the sense of having a pseudo-random 
defect generator which takes as its input a noise-free representation of a character 
and produces any number of noisy images which represent typical examples which 
one could expect to sample from the population which the model represents. It 
should be noted that a model of the defects introduced by the processes of print­
ing, handling and scanning is different to the models which have been proposed to 
represent the generation of handwritten characters, for example [TCL94].
There are two distinct uses for such a defect model. Firstly and most obviously it 
provides a means for researchers to conduct tests of OCR algorithms based on a large 
sample of common data without having the storage overhead of such a database. 
Provided sample sizes are sufficiently large, and the samples are drawn from the 
same (model) distribution then results should be comparable. Provided the model 
represents a population of general interest and is well calibrated on the popula­
tion, then the results of such tests should be a good prediction of the algorithm’s 
performance in the “real” application.
If such a defect model is parameterised with a number of values relating to different 
noise processes then it is a means to quantitively explore the performance of an 
algorithm with respect to one parameter at a time. Recalling the example of the 
recognition of faxed text, it would be a useful experiment to measure the performance 
of an OCR method with respect to horizontal and vertical scaling with all other 
parameters held constant.
The second use of a defect model is to actually produce images for training an OCR 
method where the cost of collecting sufficient real samples is prohibitive. OCR 
methods based on neural network models are particularly renowned for their high 
requirement for training data. The use of a defect model could be a practical source 
of data to ensure such models are not under-trained. On a more subtle note, although 
many researchers use separate training and test sets, it is common to develop an 
algorithm by iteratively training, modifying the algorithm and then testing - with 
the same training and test sets (which may bias the performance of the algorithm). 
The use of a defect model allows each training and test set to be discarded whenever
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the algorithm is changed, and new data to be generated for the next evaluation 
ensuring no bias.
There are two major models of document image degradation which have been re­
cently reported: the AT&T Bell Labs model proposed by Baird [Bai92b], and the 
University of Washington model of Kanungo, Haralick and Phillips [KHP93]. Baird’s 
model has been used for the experiments on printed text recognition which are de­
scribed in chapter 5, and is described in detail in section 3.3.1. The implementation 
of the model is described in section 3.3.2.
Whereas the AT&T model represents the defects present in real character images, 
the Washington model represents distortions present in scanned pages. Each pixel 
is independently considered for flipping (foreground -> background or vice versa). 
The probability of this occurring is a function of the distance from the boundary of a 
character, and the probability decays exponentially with distance. This independent 
pixel noise in reality should be correlated due to the optical point spread function 
in the scanner - this is modelled by a morphological closing operation after the pixel 
noise has been introduced. In terms of the page being scanned, Kanungo et al. also 
consider the distortion introduced when the page is taken from a book with a thick 
spine. In this case although most of the page lies flat on the scanner glass, the part 
of the page near to the spine cannot touch the glass without breaking the spine. 
The model represents the resulting image as a perspective distortion of the original 
page, with the illumination adjusted as a non-linear function of the distance of each 
pixel away from the scanner glass. The original image is also blurred by a varying 
point spread function to account for the fact that an artifact that would be scanned 
as an ideal point when placed on the glass is viewed as a blurred disk of increasing 
diameter as the distance from the glass increases.
3 .3 .1  B a ir d ’s m o d e l o f  d o c u m e n t im a g e  d e fe c ts
Baird’s defect model [Bai92b] works on a local basis - that is to say it models defects 
in pixels and characters but not whole pages. There are 10 parameters which control 
the distortion process. The input is a “perfect” image of the character represented 
at a much higher resolution than the required output resolution where an intensity 
of 0.0 represents white (background) and I.O represents black (foreground). The 
output is a binary bitmap at the required resolution.
The parameters can be summarised as follows:
R eso lu tion ; the output resolution is fixed at 300 pixels per inch. Text size is a 
uniform distribution from 5 to 14pt®, which roughly corresponds to 10 to 30 
pixels per x-height.
B lu r: in order to represent the point spread function of the printing and scanning 
processes, the image is filtered by a circularly symmetric Gaussian filter which 
has a standard deviation of blur pixels, blur is normally distributed with 
mean=0.7, standard error—0.3.
’72pt (point) =  1 inch
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T hresho ld ; each pixel is binarised independently - if its intensity value is >  thresh­
old then it is black. A threshold of 0.25 guarantees that a stroke which is one 
output pixel wide under the mean blur value will not be broken, threshold is 
normally distributed with mean=0.25, standard error=0.04. With a coarsely 
quantised input image another value may be appropriate.
Sensitiv ity ; to model the variation in photo-receptor sensitivity each pixel’s inten­
sity has a random value added to it, which is distributed normally with mean 
0 and standard error sensitivity, sensitivity varies from character to character 
and is normally distributed with mean 0.125 and standard error 0.04.
J i t te r ;  to allow for a slightly irregular array of pixel photo-receptors, each output 
pixel centre location is offset from its ideal position by an offset (x,y),  where x  
and y are independent random variables which are normally distributed with 
mean 0 and standard error jitter, jitter varies from character to character and 
is normally distributed with mean 0.2 and standard error 0.1 in units of output 
pixel size.
Skew; to represent the inaccuracy of locating a page on a scanner with normal 
care, the character is rotated by an angle taken from a normal distribution 
with mean 0 and standard error 1.4 degrees.
W id th ; in order to model condensed and expanded fonts, as well as the deforma­
tions introduced by facsimile transmission, the character image is stretched 
horizontally about its centre by a scale factor which is uniformly distributed 
in the range (0.85,1.15].
H eight; the character is stretched vertically about the baseline by a scale factor 
that is normally distributed with mean 1.0 and standard error 0.02.
B aseline; the height of the character above the conventional baseline is adjusted in 
units of ems^. The character is shifted by a value that is normally distributed 
with mean 0 and standard error 0.06.
K erning; in order to avoid systematic digitising artifacts the horizontal placement 
of the image is varied with respect to the output pixel grid. The variation is 
uniformly distributed in the range [—0.5,0.5] in units of output pixel size.
The order of applying the distortions is as follows: the input image is first rotated 
according to the skew parameter, stretched according to the height and width param­
eters, and shifted according to the baseline parameter. The output pixel centres are 
then computed according to the resolution, jitter and kerning parameters. For each 
of these pixels the result of the blurring filter is computed and is adjusted according 
to the sensitivity parameter. Finally the threshold is applied to each output pixel.
All randomly-generated parameters are independent, and all normal distributions 
are truncated such that the value is in the range of the mean plus or minus three
^One em is the nominal size of the text, the closest permissible spacing in points.
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Figure 3.9: Some examples of noisy character images produced by Baird’s document 
image defect model. The large characters are the input to the noise model - the result 
of Ghostscript rendering the character onto a 300 pixel per inch bitmap. They have 
been scaled to a constant size. Each row of smaller characters is 12 pseudo-random 
images generated by the model for a given range of image quality. The numerals 
to the left of each row of noisy characters shows the range of Mahalanobis distance 
(MD) that the model parameters were limited to. As can be seen, the higher the 
MD, the worse the image quality.
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standard errors. Baird bases the values of the parameters on measurements or else 
justifies them by theoretical arguments.
The parametric distributions specified for the parameters allow a simulation of the 
model - effectively creating a pseudo-random image generator. A number of noisy 
images can be produced from the same “clean” input image by randomly computing 
each of the 10 parameters on a per-character basis, and each of the pixel-dependent 
parameters for each pixel in that character. An example of some characters produced 
in this way is shown in figure 3.9. One figure can be used to represent the overall 
image quality - the Mahalanobis distance® (MD) of the model parameters from the 
distribution mean. Generally speaking, the greater the MD, the more deformed the 
image is. Note that the baseline, jitter and kerning parameters are not included in 
the calculation of the MD.
3 .3 .2  Im p le m e n ta t io n  o f  B a ir d ’s m o d e l
The model was implemented to refiect the description in [Bai92b] as closely as pos­
sible. The Aladdin Enterprises PostScript interpreter, “Ghostscript”, was used to 
generate a bitmap image for each character at 300PPI resolution.
Reverse transformation for a pixel centre
1 ■IB a B□ m m■. m m
0
,x
Input bitmap Output bitmap
Detail of the input bitmap showing 
the location o f the output pixel centre 
after its reverse transformation and 
its position with respect to the input 
pixel centres.
Figure 3.10: The reverse transformation method of performing geometric transfor­
mations of a bitmap image
The skew, width, height and baseline distortions were separately applied to the 
bitmap, using the following procedure, which is illustrated in figure 3.10: Firstly 
all of the foreground pixels in the input image were transformed to find their corre­
sponding location in the output image. This enabled the size of the output image 
to be exactly determined such that under the distortion transformation the char­
acter would lie just within the bounds of the output bitmap. Then the intensity 
value of each output pixel was determined by considering the position in the input 
bitmap which would map to the output pixel centre under the transformation. This 
reverse transformation method ensures that the intensity of every output pixel is 
determined, which is not guaranteed under simply a forward transformation. In 
general, the location on the input bitmap that maps to an output pixel centre does
’^ The Mahalanobis distance is the Euclidian distance scaled in each dimension by the standard 
error in that dimension.
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not coincide with the centre of an input pixel - it lies between four pixel centres. 
Therefore to calculate the intensity of the output pixel, a weighted sum of the four 
input pixel intensities is used, followed by thresholding at an intensity value of 0.5 in 
order to produce a bilevel output. The weighting function used is linear, decreasing 
in proportion to the distance from the pixel centre. For a square pixel map with 
pixels an interval of 1 unit apart along each axis and a point placed arbitrarily be­
tween four pixels, the furthest distance the point can be from each pixel centre is 
y/2 units. Therefore the weighting value was set to be (y/2 — d) where d was the 
Euclidian distance from the computed point on the input pixel map and the input 
pixel centre. The weighting value was multiplied by the intensity for each of the 
four neighbouring pixel centres, and the result was normalised by the sum of the 
weighting values. For any computed input pixel centre location which did not lie 
within the input bitmap, the intensity was assumed to be that of the background.
The aim of this linear interpolation between pixels is to minimise inaccuracies intro­
duced by performing these geometric distortions on the bitmap of the ideal character. 
It is clear that an enhancement of the implementation would be to perform the ge­
ometric distortions at the PostScript level, prior to the rendering of the image onto 
the bitmap. As it is, the characters produced by this implementation of the model 
will contain a certain amount of noise due to the implementation, as well as the 
noise specified by the model. This implementation of Baird’s model can therefore 
be viewed as being slightly “pessimistic” .
Another area in which the implementation could be improved is the resolution at 
which the geometrically-transformed image is represented. Due to limitations with 
the interface to Ghostscript, it was only really feasible to keep this to 300PPI. Ideally 
the image would be represented at a much higher resolution, and the output bitmap 
could be constructed by applying the blurring filter at locations computed according 
to the jitter and kerning parameters, producing a down-sampled result. Instead, 
the geometrically-transformed image was oversampled by a factor of 8, simply by 
replicating each pixel, in order to provide sufficient resolution for the jitter and 
kerning parameters. Each computed output pixel centre was then convolved in the 
oversampled image with the Gaussian blurring filter in order to produce the output 
pixel intensity. The result of the convolution was normalised by dividing by the sum 
of the weights computed for a filter with the mean hlur of 0.7.
The output was adjusted according to the sensitivity parameter and was finally bi­
narised by comparison with the threshold. A value of 0.43 was selected as optimal 
for a hlur of 0.7. The optimum threshold value was determined by manually compar­
ing by eye the thresholded image of a typical character that had been distorted by 
the mean blur to the same image which had been automatically thresholded using 
O tsu’s method [Ots79], for various values of threshold. It was observed that for a 
blur parameter selected from a normal distribution with (/Ubiur — 0.7, <Tbiur =  0.3), it 
is necessary to truncate the distribution in order that the blur value is positive. In 
fact it was observed that blur must be > 0.37 for the output image to be non-empty. 
In [Bai92b], examples are shown of characters blurred with various filters - including 
a filter with a point spread function with a standard deviation of /u. — 3cr ~  —0.2, 
which is clearly impossible.
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Figure 3-11: A graph showing the population coverage of Baird’s Defect Model
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The MD, used as an overall measure of image quality, can be related to the popula­
tion upon which the model was based by the graph of figure 3.11. This is effectively 
a cumulative distribution function, where the horizontal axis is the MD (%) and the 
vertical axis is the percentage probability of the model generating a set of defect 
parameters with a MD of less than or equal to X .  Another view of this is that if the 
defect model represents all possible defective document images then the graph en­
ables us to predict what proportion of the population of defects are being considered 
if the MD is limited to a given range. For example, limiting the model parameters 
to a MD in the range [0.0,2.0] can be seen to represent the best quality 35% of the 
population whilst the range [0.0, 2.6] covers 70% of the population.
Of course, having one figure (the MD) to represent image quality can be a mis­
leading approximation for a number of reasons. Most importantly, it is possible to 
generate an unusually badly distorted image with a MD within the required range 
simply by having all but one of the parameters near the model mean, and one at 
an extreme value. It should also be noted that there are some approximations in 
the calculations of the MD. In this implementation, the contribution to the MD of 
the width parameter is determined by calculating the standard error as if it were 
a normal distribution. Therefore even though it is really uniformly distributed in 
the range [0.85,1.15], the standard error of such a distribution was experimentally 
found to be 8.66e-2, and it is this value that is used to calculate the MD. Also the 
normally distributed parameters were truncated to plus or minus three standard 
errors, and the blur parameter was truncated to be > 0.37, but it is the specified 
standard errors that are used in the MD calculation.
The cumulative distribution function could be analytically determined for an TV- 
dimensional Gaussian distribution, but due to the approximations outlined above, 
the graph of figure 3.11 was determined experimentally. For each value X  of MD 
from 0.9 to 5.0 in steps of 0.05, model parameters were successively generated and 
the total number of attempts was counted such that 1000 of the attempts resulted 
in a set of defect parameters with a MD in the range from 0 to X. The percentage 
coverage was then simply computed as 1000 divided by the total number of attempts, 
multiplied by 100%. The figure of 1000 attempts for parameters within the required 
range was set fairly arbitrarily to ensure a reasonable accuracy on the vertical axis.
3.4 V ector Q uantisation  and C lustering
3 .4 .1  V e c to r  Q u a n tisa t io n
In section 3.1, various types of hidden Markov model were discussed. Discrete HMMs 
are suitable for modelling processes that emit a sequence of discrete-valued obser­
vations. Continuous HMMs model a sequence of continuous-valued observations. 
In order to do this the model typically represents the observation pdf as a mixture 
of Gaussian distributions. This results in a large number of free parameters to be 
estimated during the training process, hence such models typically have a very large 
requirement for training data. The process of Vector Quantisation (VQ) enables
78 Chapter 3. Background Theory
discrete models to represent continuous observations by mapping each continuous 
observation onto one symbol from a discrete alphabet. This is achieved by partition­
ing the AT-dimensional continuous vector space into a number of cells (the codehook) 
and mapping a continuous observation onto the label of the cell it lies within. The 
VQ process allows the discrete model, with its relatively modest requirement for 
training data, to represent the continuous observations at the expense of the quan­
tisation distortion inherent in mapping all the vectors in a cell onto the same label. 
Section 3.1.2 outlines a method developed by Huang, Ariki and Jack in which by 
linking the VQ and discrete HMMs together, the effect of this quantisation distortion 
can be minimised.
VQ has been widely used in the Speech Processing field, both in the hidden Markov 
modelling of speech for recognition and in low bit-rate speech coding. The review 
paper by Makhoul et al. [MRG85] covers most of the ideas presented in this section 
from the speech coding viewpoint. In this case the vector to be quantised is a set of 
parameters which are calculated from a “frame” of speech (a frame is for example 
20ms). An alternative use of VQ is in image compression where a block of, say, 
4 x 4  pixels is quantised as a 16-dimensional vector in order to exploit redundancy 
in blocks of the image to reduce the amount of information required to transmit the 
image.
Scalar Q uantisation
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Figure 3.12: The quantisation of a one-dimensional measurement.
The quantisation of a scalar quantity is a familiar process. As depicted in figure 3.12, 
the real number line representing a measured quantity is divided into a number of 
sections Q  - the codebook. The quantisation process involves the mapping of a 
real number onto the label of the section which contains the corresponding point on 
the number line. Distortion is introduced as all points within a section are mapped 
onto the same label. The overall average distortion, D, can be computed given a 
distortion measure d{x, y) for a value x quantised as y\
D = £[d{x,y)]
^  I
=  C i ]  /: n xGCi d{x,yi)p{x)dx
(3.72)
(3.73)
where: 8  is the expectation operator, there are L  sections Q  in the codebook, 
P[x e  Ci] is the discrete probability that x  is in section Ci and p{x) is the pdf of x.
3.4. Vector Quantisation and Clustering 79
The sections need not be of uniform size - if the probability density function is 
non-uniform then for a fixed codebook size making the sections corresponding to 
high values of p(x) smaller than sections corresponding to low values will result in 
a lower overall distortion as the regions most likely to contain x  are represented in 
most detail.
A dvantages o f VQ
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Figure 3.13: The quantisation of a two dimensional space. The shaded region rep­
resents the area where the 2-dimensional joint pdf is non-zero
The concept of scalar quantisation is not limited to one dimension. An AT-dimensional 
vector can be scalar quantised by considering each of the N  dimensions as indepen­
dent real number lines which are quantised as described above. An example of two 
dimensional scalar quantisation is shown in figure 3.13(a).
The multi-dimensional scalar quantisation approach does have some limitations 
which are not applicable to true Vector Quantisation and these can be illustrated 
by a two dimensional example with variables x\  and X2 . An example of a VQ par­
tition of the 2-D space is shown in figure 3.13(b). The first advantage of the VQ 
approach is in the sizing of the cells. In scalar quantisation the size of the cells 
is variable, but can only reflect the marginal pdf along each axis. However, these 
marginal pdfs {p{xi) and p{x2 )) are 1-dimensional projections of the 2-dimensional 
joint pdf (p(a:i,3:2))- Therefore by sizing the cells according to the marginal pdfs a 
suboptimal solution will be achieved compared to sizing the cells according to the 
true joint pdf, as is possible with VQ.
Secondly if the principal axes of the joint pdf are not aligned to the axes x\  and 
X2 , as in figure 3.13(a), then a scalar quantisation approach will have square cells 
only partially covering the edges of the joint pdf, leading to a suboptimal solution.
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A way to minimise this eflFect is to align the axes prior to quantisation by means 
of a Karhunen-Loève transform. This ensures that the variables x\  and X2 are 
uncorrelated:
^[x\X2] = 0 (3.74)
However, they are not necessarily independent - this is only the case if their joint 
pdf is equal to the product of the marginal pdfs:
p{xiX2 ) =p{xi)p{x2 ), for all x \ ,X2 (3.75)
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Figure 3.14: A joint pdf showing a nonlinear dependency between the marginal 
densities. Note that using scalar quantisation, cells are wasted on the zero-pdf 
region inside the hoop, which is not the case for VQ.
If two variables are uncorrelated but dependent, they are said to have a nonlinear  
dependency. Figure 3.14 shows an example of such a situation. Scalar quantisation 
cannot produce an optimal codebook solution in such a situation, whereas a VQ 
approach can.
Finally the shape of scalar quantisation cells is constrained to be rectangular, which 
may not match the shape of the joint pdf. Again this results in cells at the edge of 
the joint pdf partially covering an area of zero probability. This implies that a higher 
overall distortion results than that possible with an optimal allocation of cells (which 
just covers the areas of non-zero joint pdf). In the context of data compression it 
implies that there is still redundancy present in the quantised data.
D istortion  m easures and m ixture densities
The aim of a VQ algorithm is usually to minimise the overall average distortion 
introduced by the quantisation process. This overall distortion was defined in equa­
tion 3.72 in terms of d{ x , y ) ,  the measure of the distortion introduced when vector 
X is quantised to codeword y.  Therefore the form of d(x, y)  has a significant bearing 
on the codebook design process.
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So far, we have considered the quantisation process as the labelling of a continuous 
vector with the identity of the cell into which it falls. For the purpose of recognition 
this is probably sufficient, but for the purpose of speech coding the labelling is done 
in order to transmit the vector in a small number of bits. On reception the vector 
is to be restored to as near to its original form as is possible. Therefore the cell 
should be labelled with a representative vector (typically its centroid) as well as 
an identifier - then the reception process can substitute the code vector in place of 
the original vector according to the received identifier. In the context of distortion 
measures, therefore, y is the code vector that x  is quantised to and yk is the k-th. 
dimension of y.
Some common distortion measures include:
• The Mean Square Error is defined as:
1 ^d2 {x,y) = — Y^{xk ~  V k f  (3.76)
k=l
A more general form of this is:
y) — (3.77)
Common values of r  are r  =  1 and r  =  oo. di represents the average absolute 
error and doo tends towards the maximum error. Minimising D  for r  =  oo 
would be equivalent to minimising the maximum quantisation error.
• The mean square error assumes that each dimension of the vector contributes
equally to the error. A Weighted Mean Square Error is defined as:
dw{x,y)  { x - y f ' W { x - y )  (3.78)
where W is a positive-definite weighting matrix. If VF =  where S  is the 
covariance matrix of the random vector x  then dw becomes the Mahalanobis 
distance.
The approach outlined so far has been to partition the vector space into a number of 
AT-dimensional cells, and to quantise each continuous vector into the representative 
vector for the cell it lies in. Therefore the design of the codebook is a process of 
adapting the partition to minimise the average overall distortion.
An alternative approach is to represent each cell as an iV-dimensional pdf. The 
process of quantisation then involves the evaluation of each pdf for the continuous 
vector to determine the likelihood that each pdf could have produced the vector. 
The representative vector of the cell with the maximum likelihood is then selected 
as the result of the quantisation. The advantage of such a method is that the pdfs 
can overlap whereas previously we have only considered a strict partition into cells. 
This may reflect the structure of the population more closely than by having strict
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partitions. Another major advantage of this approach is the ability to perform Soft 
Quantisation. By evaluating the likelihood of each pdf producing the vector, the 
codewords can be sorted in order of likelihood. Therefore a hard decision need not 
be made, leaving more information for subsequent processing stages, which may be 
of particular benefit when the vector lies between two codewords.
The result of the maximum likelihood approach is that the population of continuous 
vectors is modelled as a mixture density function, and the quantisation process is 
the determination of which mixture component produced the vector under consid­
eration. The codebook design process is then the maximisation of the likelihood of 
the mixture density function representing the entire population.
C od eb ook  design
The splitting of a vector space into cells can be done with uniform or different-sized 
cells. The uniform approach becomes exponentially less practical as the number of 
dimensions increases - splitting each parameter of an AA-dimensional vector into M  
sections yields cells. The uniform approach is also infeasible if at least one of 
the dimensions has an unbounded value.
It is therefore advantageous to construct a codebook in which the cells only cover 
the parameter space which is likely to be populated with vectors which occur in the 
course of normal VQ operation. This codebook should also ensure that the sections 
of parameter space which have the highest likelihood of being populated are covered 
by smaller cells than the sections of low likelihood so that the former are represented 
in greater detail. In this case the objective of the codebook design is to minimise 
the overall average distortion of the VQ process in normal operation.
In order to design the required codebook, a set of vectors is required which should be 
representative of the type and distribution of vectors encountered during normal VQ 
operation - the training set. The codebook generation process then typically involves 
clustering these vectors into cells. The partitions are iteratively refined until the 
overall average distortion reaches a minimum. For a particular partition of training 
vectors, the calculation of overall average distortion first requires a calculation of the 
representative vector for each cell that the vectors in that cell would be quantised 
to. For the mean square error or weighted mean square error distortion measures 
the total distortion is minimised if the representative vector of a cell is the sample 
mean of the training vectors partitioned into that cell.
A commonly-used codebook design algorithm is the LB G algorithm, which is essen­
tially the A;-means clustering algorithm described in section 3.4.2. It is also some­
times termed the generalised Lloyd algorithm in the information theory literature. 
The “LBG” name is after Linde, Buzo and Gray, who showed that the algorithm 
works with a wide range of distortion measures [LBG80]. The algorithm is essentially 
as follows:
1. Initialisation: Set m =  0. Choose an initial set of codewords.
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2. Classification: Classify the set of training vectors into the clusters C{ by the 
nearest neighbour rule:
X G iff d{x,yi{m)) < d{x,yj{m))  for all j  ^  i (3.79)
3. Code Vector Updating: m m -f 1. The code vector of each cluster is recom­
puted as the sample mean of the training vectors in it.
4. Termination: if the difference in overall average distortion between this it­
eration m and the last is below a threshold then stop; otherwise go to step 
2.
Any reasonable termination test may be applied instead of step 4.
In the case of a codebook which, rather than partitioning the vector space into cells, 
represents it as a mixture of pdfs, the clustering process is similar, but is governed 
by the likelihood of each training vector being in each cell. Clustering continues 
until the total likelihood of all training vectors being generated by their respective 
pdfs is maximised. Instead of computing the representative vector, the parameters 
of the pdf must be estimated for a given set of training vectors. For a mixture-of- 
Caussians model, this involves computing the sample mean and covariance for each 
group of training vectors.
An alternative to clustering training vectors to produce a codebook is Stochastic 
Vector Quantisation [TS93] which requires a previously-defined model of the vectors 
to be encoded. White Caussian noise vectors are passed through a shaping filter 
representing the model and the normalised results are used as the codewords. This 
approach is computationally much simpler than clustering.
T ree-structured  and cascaded VQ
Once the codebook has been designed, the straightforward approach to quantisation 
of each new vector is to compare it to all codewords in order to find the codeword that 
either minimises the quantisation distortion (according to some distortion measure) 
or else maximises the likelihood (according to some parametric probability density). 
This approach has optimal performance at the expense of a considerable amount 
of computation - the number of operations is linear in the number of dimensions 
and the size of the codebook. By partitioning the codebook appropriately some 
performance can be sacrificed in order to reduce the complexity to be proportional 
to the log of the codebook size instead.
A binary search codebook works by a hierarchical clustering of the training vectors. 
During codebook generation, the clustering algorithm is used to cluster the training 
vectors into two groups, and the representative vector is found as the centroid of each 
group. The process then repeats recursively for each of these two groups, building- 
up a binary tree as depicted in figure 3.15 (a). The recursion terminates when the 
lowest level of the tree represents the required number of codewords L, where L is 
constrained to be a power of 2. The quantisation process then involves searching the
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(a) Binary-search VQ (b) Nonuniform tree
Figure 3.15: Two possible tree structures for binary-search vector quantisation.
tree from top to bottom such that the distortion is minimised at each node. In this 
case the number of distortion calculations is equal to 2 log2 L, which is considerably 
less than the L  calculations of a full search for any reasonably large value of L.
It is possible to make better use of a fixed number of codewords by allowing the tree 
to grow non-uniformly, as shown in figure 3.15 (b). If a cluster has a relatively small 
number of training samples in it, then it would be wasteful to sub-divide it further. 
Therefore the recursion along that branch is terminated whilst it continues along 
other branches of the tree. The branching can best be controlled by a measure of 
the overall distortion contributed by each leaf node of the tree at any stage during 
the clustering. These distortion measures are sorted such that while there are still 
codewords available, the highest-distortion cluster is split into two new clusters. An 
alternative branching rule is to subdivide next the leaf node which has the largest 
eigenvalue of its covariance matrix [ZHH93]. The process continues until there are 
L  leaf nodes defined. This method allows L  to be any desired integer rather than 
constraining it to be a power of 2.
An alternative to tree-structured VQ is cascaded or multistage VQ. Although the 
tree-structured approach is much more computationally efficient than a full search, 
the storage requirement is approximately doubled due to the need to store the repre­
sentative vectors for non-leaf nodes in the tree as well as the codewords represented 
by the leaf nodes. In the cascaded approach, a number of stages of VQ occur sequen­
tially for each vector. In a two stage system, for example, a full search quantises the 
vector to one of L\ possible first-stage codewords. The residual vector, formed by 
subtracting the vector from the code vector is then further quantised to one of L 2 
possibilities from a second-stage codebook. The final quantised value of the vector 
is simply a combination of the code vectors from each of the stages.
3 .4 .2  C lu s te r in g
The aim of clustering is to find some structure in the distribution of a set of vectors 
in n-dimensional Euclidian space. In one or two dimensions this can easily be visu-
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Figure 3.16: A two dimensional space showing samples naturally grouped as three 
clusters.
alised - for example in figure 3.16 the sample vectors are clearly distributed as three 
clusters. In many pattern recognition problems the dimensionality is much higher 
and it becomes impossible to visualise the space.
In the context of Vector Quantisation the structure of the distribution is to be 
identified so that a sample vector which lies within a cluster can be quantised as 
a representative vector - which is typically the centroid of the cluster - subject to 
some quantisation error. The label of the cluster then serves as a concise, discrete 
representation of the vector.
In order to develop a clustering algorithm, it is necessary to have some measure of 
distance between two vectors x and y. The most common distance measure is the 
Euclidian distance;
^  =  Ik  -2/11 (3.80)
The clustering algorithm can then be formulated as the problem of minimising or 
maximising a criterion function. A common example is the minimisation of the sum 
of squared errors criterion:
j = l  xECj
(3.81)
where k is the number of clusters, C j  is the set of samples constituting the j- th  
cluster and fij  is the sample mean vector of cluster Cj i
J xeCj
N j  is the number of samples in cluster Cj .
Many other distance measures and criterion functions have been proposed in the 
literature, but these are sufficient for the two most common methods of clustering
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- the Aj-means algorithm and the ISODATA algorithm - which are summarised here 
following the exposition of [TG74, Chapter 3].
The fc-means algorithm is based on minimizing the sum of the squared distances of 
all points from their respective cluster centres. The steps of the algorithm are as 
follows:
1. Arbitrarily choose k initial cluster centres. These are usually the first k samples 
from the training set.
2. Distribute the samples x  amongst the k clusters according to the relation:
x e C i { m ) ,  i î \ \ x - y i { 7n)\\ <\ \ x  — yj{m)\\ for all j  7^  î (3.83)
where Ci{m) is cluster z, which has centre yi{m), on the m-th iteration of the 
algorithm.
3. Compute the new cluster centres from the sample mean of the training samples 
which have been labelled as being members of each cluster. This minimises 
the sum of the squared distances from each sample to its cluster centre.
4. If the cluster means have not changed since the last iteration, then the algo­
rithm has converged; otherwise go to step 2.
The ISODATA^ algorithm is similar to the fc-means algorithm, but incorporates a 
number of heuristic procedures to control its operation. Initially a number of cluster 
centres k are specified, k need not be the same as the desired number of clusters, k, 
and can again be formed by sampling the training data. The steps of the algorithm 
are then as follows:
1. Specify the parameters:
k = number of required clusters;
6 ]\f — parameter for number of samples in a cluster;
9g = standard deviation parameter;
0 c = lumping parameter;
L = maximum number of pairs of clusters which can be lumped;
I  = maximum number of iterations
2. Distribute all of the training samples amongst the k present clusters according 
to same rule as step 2 of the fc-means algorithm.
3. If a cluster has less than 61^ members then eliminate it and reduce k by one.
4. Update each cluster centre according to the sample mean of its members.
5. For each cluster Q , compute the average distance Di of the members from the 
cluster mean.
^ISODATA is an acronym for “/terative 5elf-Organising Data Analysis Technique”,
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6. Compute the overall average distance D for all training samples from their 
respective cluster means.
7. • If this is the last iteration, set =  0 and go to step 11.
• If Â: < /c/2, go to step 8.
• If this is an even-numbered iteration, or ïî k > 2k go to step 11.
• otherwise continue.
8. Find a standard deviation vector aj = (crij,cr2j, ■ * ' for each cluster
using the relation:
<Tij —\ z =  l ,2 , - - - ,n ;  j  =  1,2, • ■ ■ , Â:; (3.84)^3  æec.
where n  is the sample dimensionality, Xik is the z-th component of the l-tli 
sample in cluster C j ,  y i j  is the z-th component of the centre of cluster C j  and 
N j  is the number of samples in cluster C j .  Each component of Oj  represents 
the standard deviation of the samples in cluster C j  along a principal coordinate 
axis.
9. Find ctj max? the maximum component of crj, for each cluster.
10. If for any cluster (7j, Cjmax > then if { D j  >  D  and N j  > 2{6n +  1)) or Â; < 
k / 2  then split C j  into two clusters C ^  and C j ^  delete C j  and increase k by 
one.
The centres of the two new clusters are computed by adding/subtracting a 
quantity 5 from the component yij that corresponds to the maximum com­
ponent of Oj.  The value of S can be calculated as some fraction of o-jmax- If 
splitting took place, go to step 2; otherwise continue.
11. Compute the pairwise distances Dij between all cluster centres.
12. Arrange in ascending order the L  smallest distances which are less than 9c.
13. The ordered smallest distances Dij are considered sequentially for lumping 
clusters together. If neither Q  nor C j  have been lumped according to a smaller 
distance at this iteration, then a new cluster centre y* is computed according 
to:
y “  _j_ jy. [^i ■ Vi +  ' Vj] (3.85)
Then the clusters Ci  and C j  are deleted and k is decremented. Note that only 
pairwise lumping is considered - experimental evidence suggests that more 
complex lumping can give unsatisfactory results - and each cluster can only 
be lumped once at each iteration.
14. If this is the last iteration the algorithm terminates. Otherwise a new iteration 
can either start at step 1 if any of the parameters need changing or at step 
2 if they are to remain the same. A new iteration is counted whenever the 
algorithm returns to either step 1 or 2.
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The &-means and ISODATA algorithms minimise the variance of the sample data 
in each cluster. However, when the covariance matrix of every cluster is not the 
identity matrix, undesirable artifacts which do not reflect the natural structure of 
the data can be produced by this sort of clustering algorithm. Other problems 
with this approach are that the formation of clusters does not take into account the 
cluster sizes, which could be used as an estimate of the prior probability of a vector 
being in the cluster. Also, points are moved between clusters one at a time whereas 
for a large set of sample data the probability of having multiple identical vectors 
increases and they should ideally be treated the same.
The main aim of using more complex models of clusters is to reduce the number 
of local optima in the criterion function with the hope that this will enable the 
algorithm to find the global optimum. Such algorithms are only ever likely to find 
local optima and a good initialisation is required to ensure that this corresponds to 
the global one. In practice, the clustering of a set of data may be performed from 
a number of different initial labellings and the clustering which results in the best 
value of criterion function is then taken as the result.
Kit tier and Pairman discuss an optimal multiple-point reassignment rule using a 
Gaussian probability density model of the clusters in [KP88]. The Gaussian model 
allows the representation of clusters with covariance matrices which are not the 
identity matrix, and the number of points in the cluster can be incorporated as well. 
In addition, if the data is known to come from a mixture distribution, the Gaussian 
model enables the mixture parameters to be approximately recovered.
The process upon which the Kittler-Pairman method is based is the minimisation 
of the overlap of the conditional density functions p[x\Ci] ,  weighted by their relative 
cluster size N i / N .  Therefore the criterion function, which should be maximised, is 
defined as:
" k Ni
J  = Xj G Ci (3.86)
_i=i j=i
Defining the cluster model as being Gaussian with n-dimensional mean vector pi 
and n  X  71 covariance matrix
p[x\Ci ]  =  [(27r)" '|S i |]  2 exp (3.87)
By taking the logarithm of 3.86 and further simplification, a modified criterion, 
which should be minimised, can be expressed as:
J  =  n + ^  
i=l f l o g P i | - 2 f l o g f
(3.88)
In [KP88] a decision rule is derived to maximise the reduction in J  by considering 
moving all p  identical points x  from cluster Q  to cluster Cy.
3.4. Vector Quantisation and Clustering 89
assign xi E Q  to cluster Cj only if:
Ni — p§{xiyCj) =  mui6{xi ,Cr) <  log|Si|--------   logr^i p 1 -
P
N i - p A{xi ,Ci)
. 2 1 o g f - ( „  +  2 ) ^ l o g A  (3,89)
where:
Cr) — log I Erl +  logP
N r- 2 1 o g ^  +  (n +  2) ^ N rN r  + P log N r T p (3.90)
and A{xi,  Cr) is the Mahalanobis distance of the multiple point xi from the cluster 
mean:
A{xi, Cr)  =  {xi -  Pr)'^^r^{xi ~  Pr) (391)
This decision rule is derived from the difference in the clustering criterion caused 
by moving the multiple point from one cluster to another, rather than a point-to- 
cluster similarity rule derived by Symons [Sym81]. The two methods are compared 
on synthetic data in [KP88] and the former Post Transfer Advantage rule is shown 
to have superior properties - namely that the initialisation of the criterion function 
need not be as near to the global optimum in order to guarantee convergence.
The reassignment rule, which can be used with a fc-means or ISODATA type of 
algorithm, models the clusters as full-covariance Gaussian densities and considers 
multiple-points together in order to reduce the number of local optima in the crite­
rion function with the aim of finding the global optimum more easily. The rule is 
optimal only under the assumption that the cluster models are updated after each 
(multiple) point has been moved. Moving p identical points x\ from cluster Q  to 
cluster C j  causes the following changes to the cluster parameters (where the hatted 
version of the parameter is the updated value):
Pi
Pj
Pi  + P
— Pj
N i - p
P
Nj 4-p
{Pi -  X[) 
[ p j  -  xi )
Ni
N i - p
Nj
Nj  + p
E i - PN i - p
En -T pNj  + p
{Pi  -  x i ) { p i  -  x i f  
{pj -  xi){pj -  x i f
(3.92)
(3.93)
(3.94)
(3.95)
As the Gaussian model of each cluster requires an estimate of its covariance matrix, 
it is important that reassignment of points does not occur to the extent that the 
number of points in a cluster falls below the number of dimensions. If that were the 
case, the matrix would be singular and it would not be possible to find its inverse 
in order to compute the Mahalanobis distance of a point from the cluster mean.
90 Chapter 3. Background Theory
Young summarises a number of other conditions which have been derived to relate 
the minimum number of points in a cluster to the number of dimensions [You78]. 
Depending on the assumption made in the derivation, a number of authors have 
specified the conditions Ni > 2n or Ni > 5n. Young considers the Mahalanobis 
distance computed with a covariance matrix which has been estimated with a limited 
number of samples as a random variable. By determining the distribution of this 
variable, a relationship is derived between the number of samples in the cluster and 
the dimensionality such that a given confidence interval is achieved. As regards the 
maximum number of points in a cluster, Cohn et al. describe empirical simulations 
which give practical suggestions on the amount of training data required in order to 
achieve good generalisation from a VQ codebook [CRL94].
An example of current research into the use of Gaussian models for clustering is that 
of Celeux and Govaert [GG95]. They suggest parameterising the cluster’s covariance 
matrix by means of an eigenvalue decomposition: E% — XiDiAiDf ,  where defines 
the volume of the cluster, Di is an orthogonal matrix which defines its orientation 
and Ai is a diagonal matrix with determinant 1 which defines its shape. By fixing 
various of these parameters, the authors derive a number of different clustering 
criteria.
3.5 Sum m ary
This chapter has introduced major topics of background theory necessary for an 
understanding of the method described in the subsequent chapters of this thesis.
The most important topic is that of hidden Markov models, as these stochastic 
models lie at the heart of the method which has been developed for representing 
images of text. The different types of model have been discussed, and specific 
algorithms for training and scoring them have been described. Practical implications 
of the algorithms have been addressed which are relevant to the implementation of 
a HMM-based classifier on a real computer.
Another major topic is vector quantisation, which has been discussed along with the 
associated topic of clustering. It will be seen in chapter 4 how vector quantisation 
is necessary to model continuous-valued feature vectors with a discrete HMM. Each 
feature vector is quantised to the nearest entry from a codebook. The codebook is 
typically produced by clustering a number of training vectors.
Document image noise models have been discussed, focusing on the model proposed 
by Baird. An implementation of this model has been described. In chapter 5, the 
development of the method is described using the noise model to automatically 
create noisy images for training and evaluation purposes.
C hapter 4
M odelling M ethodology
“The concept, the label, is perpetually hiding from us all the nature of 
the real.... It is a narrow little house which becomes a prison to those 
who can’t get out of it.”
J o y c e  C a r y
This chapter details the method proposed for the representation and recognition of 
both handprinted and machine-printed text. After an overview of the entire method, 
the chapter is divided into two halves.
The first half of the chapter details the features which have been proposed for repre­
senting columns or rows of pixels taken from an image of a character. Three features 
are described, including the first, near-trivial, feature which serves to illustrate the 
concepts involved. The second and third features are based on Fourier analysis and 
the Hamming Distance between binary vectors respectively. In each case, methods 
are described for clustering the features so as to design a Vector Quantisation code­
book in order to allow a discrete hidden Markov model to represent sequences of the 
features. Finally, the use of the features with grey-scale, rather than binary, images 
is outlined and the advantages of doing so are noted.
The second half of the chapter deals with the models of characters based on the 
features previously described. The characteristics of the models are explained. In 
fact, two HMMs are used to represent each character. Methods are described for the 
combination of evidence from the two models to produce a more robust recognition 
performance than either model could achieve in isolation. The use of such character 
models in recognising word images, without the requirement for the prior segmenta­
tion of the word into characters, is then discussed. Methods for the incorporation of 
contextual knowledge into this process to enhance its reliability are also mentioned.
Some experimental results are presented to support assumptions which have been 
made which are fundamental to the design of the methodology described. However, 
the majority of the experimental work which was undertaken to characterise the 
performance of this collection of methods has been left for subsequent chapters.
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4.1 O verview
This method for the representation and recognition of character images is based on 
one fundamental premise. That is, a character image, when captured as a pixel 
array, can be viewed as a sequence of columns of pixels (by convention from left to 
right) and as a sequence of rows of pixels (again by convention from top to bottom). 
Bach line of pixels (where a line is either a column or a row) has two properties:
• shape  - that is to say the arrangement of pixel values within the line.
• location  - the position of the line with respect to preceding lines in the se­
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Figure 4.1: The letter “m ”, represented as a sequence of columns of pixels and 
similarly as a sequence of rows. The numerals indicate the position in the sequence 
of each line of pixels.
Therefore a character image can be represented by a sequence of values which quan­
tify the properties of each column of the image, and it can also be represented by 
a sequence which quantifies the properties of each row. For example, the character 
“m ”, as depicted in figure 4.1 is represented by a sequence of columns which first 
contain long single runs^ of black pixels, then short single runs, then long, then 
short, then finally long single runs again. Observing the rows it can be seen that 
initially there are a few rows with long single runs, followed by a long sequence of 
rows with three short runs of black pixels equally spaced within them.
For a binary image of a character, captured in a 30 x 30 bitmap, there are 2^ ® % 10® 
possible rows or columns of pixels which theoretically could occur. Due to the nature 
of the printing and writing processes, not all of these can occur as they would require 
too fine a resolution of writing instrument or printing process. Actual occurrences 
of patterns of pixels in the rows and columns will tend to be naturally clustered 
together again due to the limitation of resolution of the inking process, and also due 
to the continuity of ink distribution between adjacent lines. Therefore the parameter 
representing the shape property of the line of pixels should reflect this clustering in 
order to reduce its variation to many orders of magnitude less than 10®.
^Within a line of pixels, a run is defined as a sequence of pixels which all have the same value.
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Figure 4.2: An illustration of the concept of shift invariance.
A further way to reduce the variation in the parameter representing shape is to make 
it invariant to a shift of the pattern along the line of pixels. Figure 4.2 demonstrates 
this concept. The two patterns are the same, apart from the fact that one pattern 
has been shifted with respect to the other^. This is where the location property of 
the line of pixels becomes important. For a single stroke of ink running diagonally 
across a bitmap, a shift-invariant shape parameter will be the same for all rows 
and columns, but the parameter representing location will capture the information 
that the single small block of black pixels within the line moves with respect to its 
location within preceding lines in the sequence.
As well as reducing the variation in the shape parameter, the location parameter 
makes the whole representation insensitive to the exact location of the character 
within the bitmap window. Therefore methods for locating the character, such as 
the accurate estimation of the text baseline or top-line, are not required. This is 
advantageous because baseline location cannot be totally reliable, particularly in 
the presence of noise on the image. An alternative method of locating the character 
within the window could be to use an estimate of its centroid. This would also be 
difficult to achieve with consistent accuracy in the presence of noise. It would be 
impossible to achieve without the prior segmentation of connected characters, which 
negates one of the major advantages of the method.
In order to cluster the shapes which occur in practice, one suitable method might 
appear to be simply to treat every row and column of pixels from a number of 
training images as a 30-dimensional vector (still assuming a 30 x 30 window) and to 
cluster these vectors in 30-dimensional space. In this situation similar shapes will 
appear as vectors which are close to each other in space according to some suitable 
measure such as Euclidian distance. However, as has been argued, the consistently 
accurate location of noisy examples of a character within a window is impossible and 
this is manifested as a variable shift along the lines of pixels. Consider two identical 
lines of pixels - the Euclidian distance between the vectors is zero. Even if there is 
only a one pixel shift of one of the lines along the direction of the line, the distance 
between the vectors becomes non-zero (its actual value is data dependent) as the
^In this context, the pattern of interest is that of the black pixels. The background (white) 
pixels, which are not of interest, are assumed to stretch to infinity at either end of each line.
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like elements no longer line up. This could result in the two vectors being assigned 
to different clusters. Therefore shift invariance is vital to the successful application 
of this approach.
Total shift invariance is, however, undesirable for a complete recognition method. 
Consider the representation of the two characters “b” and “p ” as sequences of pixel 
columns. If the representation is invariant to shift along the line of the columns 
(up and down the page), then the two characters become identical except for the 
presence of small serifs. The location parameter of each column removes this source 
of confusion by relating the position of the column to those preceding it in the 
sequence (i.e. those to the left of it).
In the following sections, three shift-invariant representations of a line of pixels will 
be proposed, along with means of representing the relative position of the pixel 
lines. This will be expanded upon to include the clustering methods applied to 
reduce variation in the parameter representing the shape of each line of pixels.
4.2 Features
4 .2 .1  S im p le  fea tu r e s  b a sed  on  p ix e l ru n s
A simple feature can be derived from an analysis of the runs of foreground (black) 
pixels in each row or column. Consider the character “m ”. As discussed in sec­
tion 4.1, there are 5 distinct regions observed in the sequence of pixel columns, and 
these could correspond to five states of a left-right hidden Markov model. In the 
first state, it is likely that columns will be observed containing one large run of 
black pixels. In the second and fourth states, columns containing a short black run 
of pixels are likely to be observed. In the third and fifth states, observations similar 
to those from the first state can be expected. With sufficient training data, it is 
reasonable to expect a HMM to adapt to this.
A mapping from a line of pixels to a set of symbols is proposed as follows. Symbol-0 
is defined as a special case representing a line of pixels containing no black pixels. 
Otherwise the number of black pixels is computed as a percentage of the length of 
the line and is quantized into 8 levels (0 . . .  7) spaced uniformly between 0% and 
100%. Next, the number of black runs is counted and classified as 1, 2 or 3. (If 
there are more than 3 runs, then the line is considered as having only 3 runs.) Then 
the symbol number can be computed as:
Symbol =  ((8 x (number_of _runs — 1)) -f quantised_percent_black) -j- 1 (4.1)
Thus there are 25 possible symbols including the special “blank line” symbol. This 
method of shape quantisation is obviously extremely heuristic, and refinements of 
it can easily be envisaged. However, it was successful in its purposes of being very 
fast to implement and operate, and formed a sound basis for the investigation of the 
HMM techniques.
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4 .2 .2  F e a tu re s  b a se d  o n  F o u r ie r  a n a ly s is  
R ep resen tin g  th e  shape
The simple features outlined in the previous section encode the large number of 
possible pixel patterns into a small number of symbols. This is achieved with a 
simple pixel-run analysis and a trivial quantisation of the number of black pixels, 
making the process very fast and with minimal memory requirement. By definition, 
the runs of pixels are identified regardless of their position within the row or column 
and therefore the representation is entirely shift-invariant, which is what is required 
for the shape encoding. The drawback with the method is that if a noise process 
introduces a black pixel within a white run or a white pixel within a black run then 
the number of runs in the line of pixels, and thus the symbol number, changes. 
Therefore the method can be expected to be extremely intolerant to noise. To a 
certain extent, it could be argued that if such noise is present in the training data, 
then the different feature symbols generated would be represented in the model. 
This is true, but such a model has less discriminating power than a model which has 
been trained on features produced by a method which generates the same symbol 
regardless of a single speck of noise.
An alternative approach for representing the shape in a line of pixels is to consider 
the line in some transform domain. The transform should be of a form where all 
elements in the image domain contribute to each element in the transform domain, 
such that the effect of a small amount of image noise (one or two inverted pixels) 
is relatively small as it is spread over the entire transform domain. The transform 
should be shift-invariant, such that two lines of pixels which are the same, save for 
a shift, should result in the same transformed result.
The Discrete Fourier Transform (DFT) is just such a transform. The relationship 
between a sequence a:i(n), and the sequence X2 {n) formed by circularly rotating 
xi{n)  is defined in [SK88, section 7.6.2]:
X2 {n) = xi{{n 4- m)  mod N)  (4.2)
where n  is the sequence index, m  is the number of shifts and N  is the length of the 
sequence. The DFTs of these sequences are related by:
X 2 {k) = Xi{k)e>‘^  (4.3)
where k is the frequency sequence index and j  = \/^ ü .
The term ’W has variable phase, but always has unit magnitude, so the significant 
point about the relationship of equation 4.3 is that the magnitude of the DFT of a 
sequence does not change when the sequence is circularly shifted - only the phase 
changes. Therefore a transform which has the required properties including shift- 
invariance is the magnitude of the DFT.
The magnitude spectrum is symmetrical so only the first half of the frequency se­
quence is required for the shape representation. This results in another advan­
tage of using the DFT-magnitude feature. The number of dimensions in the DFT- 
magnitude space is half that of the image space created by treating each element of
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the line of pixels as an independent dimension. Therefore by clustering shapes in 
the transform domain, there is a benefit in terms of computational efficiency.nubP
Figure 4.3: Some examples of the log magnitude of the Discrete Fourier Transform 
of vertical lines of pixels in character images. Each character is shown above its re­
spective transform-domain representation. All of the images are scaled to a constant 
width and height. In the transform domain the frequency sequence goes down the 
page (the first 32 terms are shown of a 64 point DFT) and each column corresponds 
to the adjacent column in the image domain. The value of the transform domain 
pixels are derived from the log magnitude of the DFT, scaled such that white cor­
responds to the highest value and black the lowest. The shift invariance is clearly 
demonstrated by the similarity between the transform-domain representations of the 
letters “n” and “u ”, and to a lesser extent by the similarity between “b ” and “p ”.
It is important to note that much information about the “signal” - the line of pixels - 
is lost by ignoring the phase information of the DFT. In [0L81], Oppenheim and Lim 
discuss the synthesis of signals by the inverse transformation from their magnitude 
and phase spectra, and conclude that more information is contained in the phase 
component of the Fourier Transform than the magnitude. An example of this is the 
intelligibility of speech signals reconstructed solely from Fourier pha.se, compared to 
those reconstructed solely from magnitude. It is suggested that this is because the 
phase contains information about the location of “events” in the signal, and that it 
is these that relate to its intelligibility. It is hardly surprising that a signal cannot 
be reconstructed from the magnitude of its DFT - the mapping is many to one by 
the very nature of the shift-invariance property and therefore the inverse mapping 
is not feasible. However, the important fact is that the forward mapping of similar 
lines of pixels into the transform domain has similar results. This is demonstrated 
in figure 4.3. Comparing the characters “n ” and “u”, the latter is equivalent to the 
former rotated by 180°, so the short vertical on the right hand side of the “n ” is a 
similar length to the vertical on the left side of the “u”. The corresponding regions 
of the transform domain are clearly very similar, even though the actual location of 
the vertical line in the two characters has a different vertical offset. Also, the curved 
segment of each character produces a similar transform domain representation, even
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though each column of black pixels in the image domain is subject to a different 
vertical offset. For the characters “b ” and “p ”, it appears that there is a strong 
similarity between the transform domain images, and they are clearly different to 
the transforms of “n ” and “u ”.
One aspect of the DFT-magnitude transform that is not ideal is that it is actually a 
circular shifted sequence that produces the same transformed result as the original 
sequence. This is a greater level of invariance than is required. Two sequences, one 
a linear (but not circular) shifted version of the other, will produce the same trans­
formed result, and that is the property that is required. However, if two sequences 
can be viewed as identical save for a circular shift, then they too will appear identical 
in the transform domain, which is undesirable as they have a different shape. One 
approach to overcome this is to pad each line of pixels out to a longer sequence than 
is really required. For example, a line of pixels taken from a 30 x 30 bitmap can be 
padded out with background pixels so that it is centred in a sequence of length 64, 
and a 64-point PFT^ can be used to compute the transform. Increasing the length 
of the image domain sequence reduces the chance that two lines of pixels will be 
the same save for a circular shift, whilst preserving the possibility of merely a linear 
shift.
R ep resen tin g  th e  location
The DFT-magnitude feature has been described as a method for capturing the shape 
information in a line of pixels. In a typical application, a 64-point DFT would be 
used to compute the magnitude spectrum. The result of this is a 32-dimensional 
continuous vector representing the shape in each row or column. This vector is 
entirely shift-invariant, whereas it has already been argued that it is desirable that 
the vector be sensitive to relative changes in the location of the pixel pattern with 
respect to preceding lines in the sequence of rows or columns. It is proposed that an 
extra dimension is added to the feature vector to encode this location information, 
making the vector 33-dimensional in this example.
The centre of gravity (COG) of the pixel mass is a suitable measure of the location 
of the pixel pattern in a line, and is defined as follows:
J - i
5^[ ( i  +  l)-PUMAP(i,j)]
COG,- =  J— ------------------------  ( 4 . 4 )
^PIXMAP(i,3)
i=0
where the value of each pixel in the character image is stored in the array PIXMAP(z, j)  
which has dimensions z =  0,1, ■ • •, 7 and j  =  0,1, • • •, J . By convention, if the COG 
is being computed for columns of pixels, the z index is up and down the page and 
the j  index is across the page (the sequence index). In the case of computing the 
COG of the rows, the rôles of z and j  are reversed.
®The Past Fourier Transform is a computationally efficient way of computing the DFT, but only 
works for sequences that have a length which is a power of 2.
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This centre of gravity measure is an absolute measure of where the pixel pattern 
lies within a line. Therefore the COG is sensitive to the absolute location of the 
character image within the window. As the line of pixels is being considered as 
part of a sequence, the COG measure can be made relative to preceding lines in 
the sequence. It is proposed that a relative centre of gravity (RCOG) measure be 
computed as the deviation of the COG of the current line from the running average 
COG of the three most recent lines in the sequence;
RCOGo = CQGj_2 4~ COGj_i T  COGj3 — COGo j  = 0,1,- ■ ■ ,J (4.5)
The length over which the running average is taken is a tradeoff. The shorter it is, 
the better it is at tracking deviations in the average COG but the more sensitive it 
is to noise. A length of three was chosen arbitrarily for the experiments described 
later and appeared to perform well.
A problem with the RCOG measure is that small fluctuations in the location of the 
pixel patterns cause significant fluctuations in the measure. The whole point of the 
measure is to resolve ambiguities between characters which appear the same under 
a shift-invariant shape measure, such as “b ” and “p ”. Therefore it is only large 
fluctuations in location that need to be emphasised. By raising the RCOG value 
to a power, large values are emphasised and small fluctuations are de-emphasised. 
Raising the RCOG to an even power is not suitable as the sign of the RCOG is lost. 
Therefore the CUBED_RCOG is proposed:
CUBEDJICGG,- = CGGj _ 2 -|- CGGj_i  -)- CGGj — CGGo ji =  0 , (4. 6)
An example of the operation of the RCOG and CUBED .RCOG location features is 
shown in figure 4.4. Corresponding columns of pixels taken from the images of the 
characters “n ” and “u ” appear very similar in the 32-dimensional space created from 
solely the DFT-magnitude features. The graphs show the location parameter, which 
when added to the feature vector for each column make the resulting 33-dimensional 
vectors significantly different. As can be seen, the CUBED R C O G  measure enhances 
the major changes in location whilst de-emphaaising small changes when compared 
to the simpler RCOG measure.
C o n s tru c tio n  of a  VQ codebook for th e  F ourier fea tu res
As discussed in section 4.1, the features representing similar lines of pixels need to 
be clustered together as one symbol, such that a number of training examples of 
a character can be represented as sequences of such symbols. A HMM can then 
capture the statistical variation in the sequences to represent the general form of 
the character.
The features are considered as vectors in 33-dimensional space. The first 32 of these 
dimensions are the first 32 frequency terms from a 64-point DFT of each line of 
pixels - the line having first been centred and padded at either end with background
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Figure 4.4: Graphs showing two possible features which can be used to relate the 
location of patterns in a line of pixels to that of preceding lines. The top row shows 
the images of the letters “n ” and “u ” . The second row shows a graph of the RCOG 
feature derived from the columns of each of these images. The third row down 
shows a graph of the CUBED_RCOG feature. Scales on the graphs are unnecessary - 
vertically the absolute value is meaningless and it is only the relative values that are 
important, whilst horizontally the character image and the graphs are aligned.
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pixels to fill a line of 64 pixels. The 33rd dimension is the CUBED JRCOG feature 
which relates the position of the centre of pixel mass in the line to the running 
average of the centre of mass of the 3 most recent lines. The number of dimensions 
of the feature vector is variable^ but in practice a 33-dimensional vector was found 
to be suitable for a wide range of experiments and therefore this figure will be used 
in the following description.
For a discrete HMM representation, the continuous feature vectors need to be quan­
tised into discrete symbols. As was discussed in section 3.4, there are many ways to 
construct a codebook for a Vector Quantiser. The difficult aspect of this particular 
case is that the dimension of the vector which relates to the relative COG is measured 
by an entirely different process than the other dimensions, which are derived from 
the DFT, and therefore will have a different measurement scale. For this reason, it is 
not appropriate to use a simple A:-means or ISODATA approach - instead a method 
must be used which can account for the different variances in each dimension. The 
Post Transfer Advantage reassignment rule of Kittler and Pairman [KP88], used as 
the basis of an iterative clustering process, is suitable as it treats each cluster as a 
full-covariance Gaussian distribution and it takes into account the cluster sizes. A 
clustering procedure using this reassignment rule is based on evaluating the effect 
on a criterion function of each possible reassignment, and performing the reassign­
ments which optimise the criterion function. The criterion function (equation 3.86) 
is based on the probability of each point belonging to the pdf of its current cluster, 
and the optimisation process results in the minimisation of the overlap of the density 
functions.
(a) Full Gaussian representation (b) Hyper-spherical representation
Figure 4.5; The effect of adopting two possible clustering representations.
A possible drawback of such a method is depicted in figure 4.5. Consider the dis­
tribution of points in this example’s two dimensional space. An iterative clustering 
routine which attempts to find three full-covariance Gaussian distributions of points 
might converge on the solution shown in (a), where the area which is shaded de­
picts the region which is less than a certain Mahalanobis distance from the cluster 
mean for each cluster. Forcing the covariance matrix of each cluster to be diagonal 
with equal elements along the diagonal will yield clusters that are hyper-spherical in
"’The number of dimensions can be any (N/2)  -f 1 where N  is the number of points in the DFT 
which, for computational efficiency, is constrained to be a power of 2.
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shape, a possible solution of which is shown in (b). The drawback is this; although 
the full-covariance solution might match the training data points more accurately 
than the hyper-spherical solution, this might not be the best design of a VQ code­
book. The reason is, for the large cluster in (a), the feature vectors at either end 
of the major axis of the ellipse might be generated from lines of pixels which are 
visually very different. So although there is a continuous distribution of points 
throughout the cluster, the pixel lines which are represented may vary significantly 
in nature. The representation of (b), however, splits up the large cluster so that 
either end is covered by a different cluster. In conclusion, depending on the natural 
structure of the data, a hyper-spherical solution of the Gaussian clustering method, 
or indeed a simple A:-means approach, may produce a better VQ codebook than the 
full-covariance approach. Another problem of a full-covariance approach is that the 
number of independent points in each cluster is required to be much larger than in 
the hyper-spherical case in order to give a good estimate of the terms of the cluster’s 
covariance matrix. Nevertheless, in this case the fact that the feature vectors are 
a composite of measurements on different scales does suggest that a full-covariance 
approach is more appropriate.
A VQ codebook is produced by gathering a number of training images, extracting the 
columns (or rows) of pixels from them, and transforming them into feature vectors. 
This set of training vectors is then clustered in 33-dimensional space to produce the 
codebook. The codebook records the total number of vectors used in the training 
and holds the Gaussian distribution representation of each cluster - the number of 
training vectors in it, its mean vector and its covariance matrix. The mean vector 
and covariance matrix can later be used to compute the likelihood that a vector is 
part of a cluster’s distribution. The ratio of the number of vectors in a cluster to the 
total number of vectors used in training can be used as an estimate of the a priori 
probability of a vector belonging to the cluster.
The Kittler-Pairman method of clustering requires the treatment of each set of 
identical points as a single point with weight p (where there are p points in the set). 
This is done in order to reduce the number of local optima in the clustering criterion 
function. Therefore prior to the clustering process the set of training vectors must be 
examined to identify such multiple-points. This is achieved by sorting the vectors, 
and then replacing a sequence of identical entries in the list of sorted vectors with 
a single entry with a weight p. The vectors are sorted using the C library function 
q so r t (), which simply requires the provision of a comparison function to determine 
if one entry in the list is the same as, greater than, or less than another entry. 
For the purpose of finding multiple entries, the ordering of the sorted list of feature 
vectors is not important provided identical vectors end up together. The comparison 
is therefore achieved in the following way: looking first at the highest-numbered 
dimension element; if one is larger than the other then the corresponding vector is 
“larger” . Otherwise if they are the same then look at the next lower dimension and 
repeat the test. Only if all dimensions are equal can the vectors be said to be equal. 
This makes the comparison routine relatively fast as usually not all of the elements 
of the vector need be examined. In practice it was found that this pre-sorting of 
feature vectors created from a set of training images reduced the number of vectors 
to about 10% of its original number. The subsequent clustering routine, being of
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linear complexity with respect to the number of training vectors, thus ran an order 
of magnitude faster than would otherwise have been the case.
Figure 4.6: The construction of a grid of seed points of 3 levels in 2 dimensions with 
only 5 points. The shaded region shows the distribution of the training data. The 
grid points are laid out along the major axis in preference to the minor axis.
As was discussed in section 3.4.2, a good initialisation of the iterative clustering 
procedure is important to ensure that the optimum of the criterion function that 
the procedure converges on is in fact the global optimum. The method that was used 
for initialisation is based on the idea of using seed points to search the training feature 
vector distribution for highly-populated areas^. Initially the sample mean vector and 
sample covariance matrix of the complete set of training data are computed, and the 
eigenvectors of the covariance matrix are found and sorted in order of descending 
eigenvalues. The first eigenvector therefore corresponds to the principal axis of the 
training data. A grid of seed points is then defined within a 33-dimensional space, 
with a much larger number of seed points than the desired number of clusters.® Due 
to the high dimensionality of the space, only a small number of levels can be defined 
in each dimension. ' The number of levels was set to 3: (with values of —2(7^ , 0, +2(7^ 
respectively) where is the standard deviation in the d-th dimension, the square 
root of the d-th eigenvalue. Even with only 3 levels in each dimension the number of 
seed points for a 33-dimensional grid would be 2^  ^ % 10^ ®, which is clearly more than 
the number of points available. To counter this, the grid is built up by expanding 
into one dimension at a time until the number of available points runs out. This 
leaves the grid “flat” in the remaining dimensions, but by having the dimensions 
ordered in terms of descending eigenvalue, the grid is built following the principal 
axes of the distribution as well as is possible. An example illustrates this point. In 
order to produce 64 clusters, 64 x 50 =  3200 seed points are defined in a 3-level 
grid in 33 dimensions. 3" =  2187 and 3® = 6561, so the grid will fully occupy 
the 7 dimensions corresponding to the eigenvectors with the 7 largest eigenvalues; 
the 8th dimension will be partially occupied. The grid will be flat in all remaining 
dimensions. Figure 4.6 shows how a seed point grid would be constructed in a 
2-dimensional example where only 5 seed points are allowed.
The idea of using seed points in a grid beised on the eigenvectors of the data to initialise the 
clustering procedure was due to James Song [Son93] and Radek Marik and was suggested for this 
application by Radek Marik.
"in practice, using 50 times the number of clusters as the number of seed points resulted in an 
acceptable tradeoff between computational complexity and resolution of the grid.
^The number of points required to build a L-level grid in D  dimensions is .
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Once the grid of seed points has been defined, they can be transformed into the 
space occupied by the training vectors by multiplying each point by the transpose of 
the matrix of eigenvectors and adding the sample mean vector of the training data. 
This results in a grid of seed points that evenly covers the distribution of training 
vectors.
This grid can now be used to find the most densely populated areas of the distribu­
tion of training vectors. The closest seed point to each training vector is found, in 
terms of Euclidian distance,® and a count is maintained for each seed point as to how 
many times it is the closest one to a training vector. The seed points are then sorted 
in terms of their count score and the points with the highest scores are selected as 
the final seed points.^ which are used for the actual cluster initialisation. The number 
of final seed points is equal to the number of desired clusters. These seed points 
with the highest counts are most likely to correspond to densely populated areas of 
the distribution.
The remaining part of the initialisation process is simply to measure which of this 
final set of seed points is closest^ to each training vector, and assign the vector 
to that cluster accordingly. As part of this process, the initial parameters of each 
cluster can be calculated from the vectors being assigned to the cluster:
N j
N j
Aj  =  H  -  x)  (4 .8)
i  V j  I- p
N j  =  N j - \ - p  (4.9)
where S j, p j  and N j  are the covariance matrix, mean vector and number of points in 
cluster j  respectively, x  is the vector being added to the cluster which has weight p 
and a noise covariance matrix Sjy. The matrix is diagonal with equal terms cr^ 
along the leading diagonal, where represents the variance of the measurement of 
X.  In practice cr^ should be set to some value much smaller than the resolution of the 
measurement of æ, but large enough such that the determinant of Un is computable 
without underflow.
The idea of specifying a noise covariance matrix to quantify the uncertainty on the 
measurement of x  is to set a minimum value on the volume of each cluster^®. If 
each vector is considered a point in space, a cluster with only one point in it would 
have a covariance matrix with all zero elements. The matrix would not have an 
inverse, so the Mahalanobis distance of a vector from the cluster mean would not 
be computable. The determinant would be zero, making the log of the determinant, 
which is required in the clustering reassignment rule, not computable. Tieating
It would be more accurate to use Mahalanobis distance, using the sample covariance matrix of 
all of the training vectors as the weighting matrix, but the computational cost involved in computing 
this distance to all of the seed points maltes this unattractive.
^Even though the number of final seed points is only a fraction of the original number, the 
measurement is still by Euclidian distance for consistency with the earlier stage.
^°This solution to the problem of the clustering procedure creating clusters with a zero determi­
nant covariance matrix was suggested by Radek Marik.
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(a) Linearly dependent points in a 
cluster
(b) Noise clouds in a cluster
Figure 4.7: The representation of vectors as small clouds of noise.
each point as a small “cloud of noise” means that the determinant, which gives 
some notion of the volume of the cluster, can never become zero. This is illustrated 
in figure 4.7 on a two dimensional example. For a number of collinear points the 
volume of the cluster can be seen to be zero, whereas for a number of collinear noise 
clouds the volume is non-zero.
Once the training vectors have been given an initial labelling and the cluster param­
eters have been computed accordingly, the iterative clustering process can begin. At 
each iteration, all of the training vectors are considered for reassignment in turn. If 
the reassignment of a vector occurs, the parameters of the source and destination 
clusters are updated immediately. When all the training vectors have been con­
sidered, the iteration is complete. If no vectors have been reassigned during the 
iteration, the process terminates; otherwise a new iteration begins.
The reassignment decision directly considers the effect of moving a point between 
clusters on the simplified criterion function J  of equation 3.88. The contribution of 
cluster i to the criterion function can be written as:
Jt =  Nt log |Ei| Ni (4.10)
Consider the effect on J  of moving point x with weight p from cluster i to cluster 
j. Ej is the updated covariance matrix of cluster j  after the point has been added 
to it and can be computed according to equation 4.7. is the updated covariance 
matrix of cluster i after the point has been removed and can be computed according 
to:
Ë, = NrN i - p E , - ■{pi -  x){pi -  xy
p
N i - p >N (4.11)N i - p
The effect on the criterion function caused by the change in the source cluster i can 
then be expressed as:
A ./5 = {Ni -  p) log I El I -  2{Ni -  ;p) log N i - p ]N A^ilog|Ei| -  2Æi log ^
( 4 . 12)
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The effect caused by the change in the destination cluster j  can be expressed as:
Nj 4- pA J d = {Nj +  p) log \T ,j \-  2{Nj +  p) log N AL-loglSj
iV,-
(4.13)
The best cluster to move the point to is the one which minimises A Jp  so this must 
be computed for all of the {k — 1) clusters which are not cluster i in order to find 
the identity of the destination cluster. A decision as to whether to move the point 
is only made after A Jg and the minimum value of A J d have been computed. The 
point is only moved if:
A J d + A J s < 0  (4.14)
which corresponds to an overall decrease in the criterion function. This method 
of deciding whether to move a vector between clusters is more complex than the 
reassignment rule derived in [KP88] but is done in order to ensure that each point 
can be modelled as a small noise cloud. Otherwise, the number of independent points 
in the source cluster would have to be checked to ensure reassignment would not 
cause it to fall below the number of dimensions. This is necessary for the successful 
inversion of the cluster’s covariance matrix but in practice is non-trivial because 
linearly dependent points are not actually identical.
V ector Q uantisation
The Kittler-Pairman clustering method represents each cluster as a Gaussian dis­
tribution in n  dimensions. The conditional density function for the data in the %-th 
cluster is therefore:
p[x\Ci] = [(27r)’'|S i|] 2 exp — g(^ "  ^(3; — Pi) (4.15)
According to Bayes’ rule, the product of the conditional density and the a priori 
probability of the cluster Q  is proportional to the posterior probability of the data 
being part of the distribution of cluster Q . The a priori probability can be estimated 
as the ratio of Ni, the number of feature vectors in cluster Ci, to the total number 
of vectors used in the codebook generation process, N . By taking logarithms this 
can be expressed as:
log i  [nlog27T 4 -  log j S i | ]  -  ^ ( a ;  -  ^{x  -  p i )
+ log N
^  +  log|Sij -t- { x -  pi)'^E- -  Pi)
- 2 1 o g f
(4,16)
(4.17)
So the posterior probability can be maximised by finding the cluster which minimises 
the function:
log|S j| +  (æ -  l(z  -  fii) -  2 log ^ (4.18)
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The Vector Quantisation process therefore simply involves computing the function of 
equation 4.18 for each cluster and finding the identity of the cluster which minimises 
the function for the given feature vector. The output of the VQ process is simply the 
label of that cluster. In the case of semi-continuous HMMs the pdf of equation 4.15 
is directly evaluated for each cluster and is weighted by the estimated a priori 
probability of the cluster. This can then be used in equation 3.12 in order to evaluate 
the emission probability of the model.
4 .2 .3  F e a tu r es  b a se d  o n  th e  S h ift  In varian t H a m m in g  D is ta n c e  
Representation
The aim of the shape representation of a line of pixels is to group together similar 
lines regardless of their shift relative to one another along the direction of the line. 
For binary vectors, a similarity measure is the Hamming Distance - the number 
of bits different between the two vectors. Let us define the Generalised Hamming 
Distance like so:
/ - I
GHD(a, b) =  T (a(i) -  b{i ) f  (4.19)
i=0
where a and b are the binary vectors of length I. The specific need for the (• ■ -)  ^ term 
will be explained later with reference to the case when a and b are continuous vectors, 
but it can be seen that if a and 6 both contain binary values 0 or 1 than GHD(a, b) 
will indeed be the number of bits different. The Generalised Hamming Distance is 
not shift-invariant - the Generalised Hamming Distance between a vector and itself 
(GHD(a, a)) is always zero but the Generalised Hamming Distance between a vector 
and a shifted version of the vector^^ (GHD(a,â)) will not be zero unless the vector 
a contains all zero entries.
In order to make the Generalised Hamming Distance shift-invariant, it must be 
calculated for all possible shifts of one vector with respect to the other, and the 
minimum of this function must be found. Consider figure 4.8. Part (a) shows 
two binary vectors. Part (c) shows the alignment of the two vectors such that the 
Generalised Hamming Distance is minimised. Note that the vectors are extended 
with background pixels so that the sum of equation 4.19 can cover the extent of 
both vectors. Part (b) shows the Generalised Hamming Distance as a function of 
the shift. The Shift Invariant Hamming Distance (SIHD) is defined as the minimum 
of this function.
Conceptually the two vectors can be considered as extending to infinity at either 
end. The Generalised Hamming Distance of any configuration of one vector shifted 
with respect to the other can be considered as a candidate for the SIHD. In practice, 
only a finite amount of shift can be tolerated in either direction before the vectors
” When comparing a vector a{ i ) , i  =  0,1, 1 and a vector shifted by N places, à{ i ) , i  =
N , N  +  1 , ' - - , I  +  N —1, the two vectors are assumed to extend by filling in background (zero) values 
such that the two vectors can be compared for each element of either vector. The summation of 
equation 4.19 extends accordingly. This is illustrated in figure 4.8 (c).
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(a) Two binary vectors.
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(b) Hamming Distance as a function of a shift of the 
second vector with respect to the first. The SIHD is 
the minimum of this function.
n□u■ ■■ ■■ ■u□■
(c) The best alignment, corre­
sponding to the minimum dis­
tance.
Figure 4.8: An illustration of the Shift Invariant Hamming Distance.
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have no overlap at all, and the Generalised Hamming Distance is equal to the total 
number of black pixels in both of the vectors. Therefore in order to evaluate the 
Generalised Hamming Distance versus Shift function, only values of shift which 
cause an overlap of black pixels in the two vectors need be considered. The concept 
of the shift possibly extending to infinity is useful, though, to highlight a distinction 
between this representation and the Fourier representation of section 4.2.2. In the 
Fourier representation, as well as being shift invariant, the features are invariant to 
a circular shift of the line of pixels, which is not desirable. The SIHD has no such 
invariance, and can therefore distinguish between circularly-shifted patterns.
A procedure for the computation of the SIHD is:
1. The procedure starts with two vectors a and h.
2. Find ai, the index of the first non-background element in the vector and «2, 
the index of the last non-background element in the vector. Similarly find h\ 
and 62-
3. Determine the range of shifts to consider: = a\ — 62, Tmax =  — h\.
4. For each value of r  from to Tmax:
(a) Calculate ^Cmin ^  min(ai, 61 H- r) and a^max as max(02, &2 +  r).
(b) Set GHD(r) =  0.
(c) For each value of x from iCmin to a^max:
i. If (a; < ai) or (a; > ^2) then A = background else A = a{x).
ii. If {x—T < 61) or [x—T > 62) then B  — background else B  =  b{x—r).
iii. GHD(r) =  GHD(r) +  (A -  B f
5. The minimum value of GHD(r) is returned as the SIHD, along with the cor­
responding value of r.
The SIHD is a distance measure, which in the context of VQ is a measure of how 
close a line of pixels is to each of a set of codewords which represent prototypical
lines of pixels. The result of the VQ will be the codeword with the minimum SIHD
to the pattern. This representation of shape is entirely shift-invariant and so must 
be combined with a relative centre of gravity measure in order to relate the position 
of the pattern in the line of pixels to previous lines in the sequence. The same 
relative centre of gravity measure is used as was described with the features based 
on Fourier analysis (equation 4.6).
In the case of the Fourier features, the relative centre of gravity is assumed to 
have a normal distribution. The 32-dimensional Fourier features are assumed to be 
distributed as a mixture of normals, so by appending the centre of gravity measure as 
a 33rd dimension it is still appropriate to use a Gaussian cluster model to partition 
the 33-dimensional space for the purpose of VQ. Therefore the centre of gravity 
measure is incorporated into the representation prior to the VQ process. This is not 
possible for the SIHD representation because the SIHD distance measure cannot
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be readily incorporated with the relative centre of gravity measure. This results 
from the fact that there is no intermediate representation comparable to the 32- 
dimensional Fourier feature vector. Instead the SIHD is a direct comparison of a 
pixel line to a cluster prototype. Therefore the simplest approach is to quantise the 
relative centre of gravity separately to the shape representation and to combine the 
two quantised observations in the HMM assuming that they are independent. This 
is explained on page 51 in the section on Multiple observation variable HMMs.
Figure 4.9 shows the distribution of the relative centre of gravity feature, computed 
for lines of pixels taken from a large number of training images of printed characters. 
The distribution is clearly unimodal with a peak at zero, which corresponds to “no 
change” in centre of gravity with respect to the preceding lines in the sequence. The 
distribution of the feature taken from columns of pixels appears to have a larger 
variance than that of rows of pixels, but they are basically similar. For the sake of 
simplicity a 9-level quantisation scheme is proposed in table 4.1.
Level Columns Rows
0 -10.0 -10.0
1 -4.0 -3.0
2 -2.0 -2.0
3 -1.0 -1.0
4 0.0 0.0
5 1.0 1.0
6 2.0 2.0
7 4.0 3.0
8 10.0 10.0
Table 4.1: Quantisation levels for the RCOG codebook. Vectors are quantised to 
the nearest level.
The relative centre of gravity feature is computed for a line of pixels and is quantised 
to the closest level. The quantisation levels are not felt to be a particularly sensitive 
issue and were selected simply by inspection of the graphs of figure 4.9.
C on stru ction  o f a VQ  cod eb ook  for th e  SIH D  features
The initialisation of the codebook is very similar to the process described for the 
Fourier features. The training images are separated into rows or columns, each of 
which is centred within a line of 64 pixels. These lines, rather than a transform 
of them, are the training vectors for the codebook generation process. Centering 
the lines ensures that all training vectors which are identical save for a shift will 
be represented the same so that during the sorting process to find unique vectors 
they will not be duplicated. Using a line of 64 pixels is a conservative measure to 
ensure some overhead on the size required to represent the largest character. As an 
indication, the size of the pixel array used to render a 14 point example of the letter
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Figure 4.9: Histograms (in percent) showing the distribution of the RCOG feature 
(measured in pixels). The bucket width on the horizontal axis is 0.5 pixels.
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“M ” in the AvantGarde-Book font at 300 pixels per inch is 43 x 43 pixels. The need 
for this overhead of approximately 50% will be explained later.
This set of centred, unique lines of pixels is then used to construct a codebook. The 
sample mean and covariance of the training vectors are computed, using the number 
of occurrences of each unique vector as a weighting factor. A grid of seed points 
can then be defined to cover the distribution of the training vectors according to the 
principal axes of the 64-dimensional data.
This is different from the method used with the Fourier features where the data is 
transformed into a 33-dimensional shift-invariant representation prior to a conven­
tional clustering process. In the SIHD case the lines of pixels are used directly as 
64-dimensional vectors and are clustered in a process that considers moving vectors 
between clusters in a manner which is invariant to any shift between them.
The seed point grid is constructed in the same way as for the Fourier features, and 
is then transformed back into the original space of the training vectors. The seed 
points are then scored as to which is closest to the most training vectors. The SIHD 
is used for this distance measurement. Because of this the number of seed points is 
set at 20 times the required number of clusters. This is less than the case for the 
Fourier features because of the complexity of computing the SIHD compared to the 
complexity of computing the Euclidian distance.
The final seed points (which are chosen as the top N  scoring seed points, where N  
is equal to the required number of clusters) are used to initialise the clusters. Each 
unique vector is tested against each final seed point to see which is the closest, again 
in terms of SIHD. The vector is labelled according to the closest final seed point and 
is shifted to match the final seed point according to the shift required to achieve the 
minimum of the Generalised Hamming Distance versus Shift function. When this 
process has been done for all of the training vectors, the sample mean vectors of the 
actual clusters are computed from the shifted training vectors, taking into account 
their weighting for number of occurrences.
The overhead inherent in using a 64-dimensional vector can now be explained. 
Firstly, all the lines of pixels from the training images need to be centred within 
a line which is of fixed length, so that the principal axes of the training data can 
be determined within a space of a fixed number of dimensions. Therefore the figure 
64 is chosen as being comfortably more than the pixel width or height of any of the 
training images. Secondly, when the clusters are initialised by assigning training 
vectors to the final seed points, the vectors are shifted to best match the closest seed 
point. It is important to ensure that no non-background pixels are shifted “off the 
end” of the vector as a result of this. The size of the vector cannot be increased so 
the only alternative is to “lose” the pixels. The size of the vector is therefore set 
to allow a considerable shift (about ±10 pixels for pixel lines from even the largest 
characters) before this is likely to happen.
The Generalised Hamming Distance was introduced in equation 4.19 as a measure 
of the number of bits different between two binary vectors, and as such is the basis 
of the SIHD. It should be noted that although the training vectors formed from a 
binary image will indeed be binary, the location of the seed points and the actual
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cluster sample mean vectors will probably not be binary vectors. This does not 
require a new definition of the equation - it simply means that it is more meaningful 
to interpret the SIHD as the squared Euclidian distance between the two vectors 
when they are most closely aligned. This interpretation is appropriate to both binary 
and continuous vectors.
Once the clusters have been initialised, the iterative optimisation process is relatively 
straightforward. Training vectors are considered in turn for reassignment from their 
current cluster to another cluster if the minimum SIHD to all of the possible des­
tination clusters is less than the SIHD to the current cluster. Heuristic limits are 
set on the maximum and minimum number of unique vectors in each cluster. This 
may prevent a vector reassignment occurring. If the reassignment happens, then 
the count of the number of unique points in the source and destination clusters are 
updated accordingly and the vector being reassigned is shifted so that it minimises 
the Generalised Hamming Distance to the destination cluster mean vector.
In order to reduce the computational load, the sample mean vectors of the source 
and destination clusters are not updated as a result of every reassignment. Instead, 
the training vectors are partitioned into a number of subsets^^ by uniform sampling 
of the complete set. Each vector in a subset is considered for reassignment and 
is accordingly shifted and re-labelled if the reassignment is required. Only when 
the whole subset has been processed are the sample mean vectors of each cluster 
updated. This process is then repeated for every other subset. When each subset 
has been processed, that is a complete iteration. The clustering process continues 
until no vectors are reassigned during a complete iteration.
P rob ab ilistic  construction  o f a VQ  codebook
(0,0.75)
dimension-0
(a) Vector
(0.75,0)
dimension-0
(b) Shifted
Figure 4.10: The effect of shifting a vector in Euclidian space.
The probabilistic construction of a codebook for the Fourier features is achieved by 
considering a W-dimensional feature vector as a point in Euclidian space. Clusters 
of Fourier feature vectors are defined by their mean and covariance in iV-dimensional
*In practice the training set was partitioned into 10 subsets.
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space. Figure 4.10 shows why this is not appropriate for the SIHD features by means 
of a trivial example of 2-dimensional vectors. Part (a) shows a vector (0,0.75) in Eu­
clidian space. Part (b) shows the result of shifting the vector by one place - (0.75,0). 
The SIHD between these two vectors is zero - the distance is shift invariant - but the 
Euclidian distance is clearly non-zero. Therefore a probabilistic representation of a 
cluster of SIHD feature vectors must not treat the dimensions of the vectors sepa­
rately because they are effectively interchangeable by means of the shifting process. 
In fact, the most appropriate way to create a probabilistic description of a cluster 
of SIHD feature vectors is to estimate the distribution of the SIHD of the vectors 
from the cluster mean.
The normal distribution with mean fj, and variance <7^ , cr^), and the chi-squared
distribution with n  degrees of freedom, are related as follows [Mey70, pp219]:
“Suppose that X j, A2, ■ • •, Xn are independent Random Variables each 
having a distribution W (0,1), then S  = X j + +  • • • +  has a
distribution Xn-”
An interpretation of this is that if a number of vectors in n-dimensional space are 
normally distributed with unit variance then the distribution of the squared Euclid­
ian distance of the vectors from their sample mean vector will be a distribution 
with n degrees of freedom. The distribution is a special case of the Gamma 
distribution.
Recalling that the Generalised Hamming Distance function as defined in equa­
tion 4.19 can also be interpreted as the squared Euclidian distance, it is proposed 
that for a cluster of training vectors during the codebook generation process the 
distribution of the SIHD from the cluster mean vector could be approximated by 
a Gamma distribution. This is because it is reasonable to expect the vectors to 
be normally distributed around the cluster mean, but with a variance that will, in 
general, not be unity. Therefore a more general form of distribution than the x f‘ 
distribution is appropriate to fit to the data.
The Gamma distribution is well suited to model two particular aspects of the distri­
bution of the SIHD of points from the mean vector of a cluster. Firstly, for a large 
number of dimensions, the likelihood of observing a vector at, or close to, the cluster 
mean becomes relatively small (this is the effect observed with the distribution 
as the number of degrees of freedom increases). However, after reaching a peak, the 
likelihood tails off exponentially as the distance from the cluster mean increases. 
The second feature that the Gamma distribution can model occurs when a cluster is 
grown as a compound of two isolated, separate pockets of vectors. The mean vector 
will lie between the pockets, resulting in a very small likelihood of a vector having 
the same value as the mean vector. So the same effect is observed as before, but for 
a different reason.
An advantage of modelling the distance from the mean as a Gamma distribution 
is that there are only two parameters to estimate even when, as in this case, there 
are 64 dimensions to the vectors. This is compared to modelling the distribution of
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points as a full Gaussian distribution which would require the estimation of a 64 x 64 
covariance matrix, necessitating a considerable number of points in the cluster in 
order to achieve a reliable estimate.
The definition of a probabilistic model of the distribution of points in a cluster 
enables the evaluation of the conditional density function p[a; |Q], the likelihood that 
a vector x  belongs to the distribution of points in cluster Q . This allows a clustering 
method to be developed in a probabilistic framework similar to that of [KP88]. It 
also allows soft Vector Quantisation to be achieved in the context of Semi-Continuous 
hidden Markov models in order to reduce the quantisation distortion associated with 
discrete HMMs. Clustering and VQ methods based on a probabilistic model of the 
distribution of vectors can be superior to a minimum distance approach when the 
pdf does not monotonically decrease as the SIHD from the cluster mean increases. 
It has already been argued why the pdf will increase to a peak before decaying 
exponentially with distance. Experimental data also confirms this.
e3
200
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0Oe+00 5e+05 1 e+06
Squared Euclidian distance from the cluster mean
Figure 4.11: A graph showing the distribution of vectors within a cluster with respect 
to the cluster mean. The bar chart is a histogram of the number of occurrences of 
vectors within ranges of squared Euclidian distance from the cluster’s mean vector. 
The bold line depicts the Gamma distribution with parameters (a, r) estimated from 
the distribution of vectors and scaled to the maximum value of the histogram. The 
data was collected from an arbitrarily-chosen cluster containing 2129 vectors (952 
unique) which had just been initialised with vectors taken from images of printed 
characters.
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The graph of figure 4.11 shows the distribution of data vectors within a typical clus­
ter after initialisation of the codebook but prior to the iterative clustering process. 
As can be seen, the histogram showing the distribution of the real data bears a 
strong similarity to the corresponding Gamma distribution, which is shown along­
side, There are no vectors very close to the mean - the likelihood of observing them 
increases with the distance from the mean up until a peak, after which it decays 
exponentially. Note that the data was collected after initialisation according to the 
nearest cluster, in terms of SIHD, but prior to any optimisation to fit a probabilis­
tic model. It therefore confirms the argument that the Gamma distribution is an 
appropriate model for the distribution of the SIHD from the cluster mean.
By analogy to the Kittler-Pairman method (equation 3.86), a criterion function 
to be optimised during clustering can be based on minimising the overlap of the 
conditional density functions p[rr|Ci], weighted by their relative cluster size N i / N .  
Therefore the criterion function, which should be maximised, is defined as:
J  = n n fi = l  j = l Xj e  Ci (4.20)
where there are N  data vectors partitioned into k subsets Ci,i = 1,2,---,A: and each 
subset Ci contains Ni vectors j  =  1,2, ■ ■ •, iVi.
Assuming that p[x\Ci] can be modelled as a Gamma distribution with parameters 
{ai,ri) of the SIHD V{x) of the vector x  from the mean vector of cluster Q :
p[x\Ci\ =  -^(o!i'D (æ ))''*“  ^exp [-%D(a:)] (4.21)i  [Ti)
The parameters (o:i,ri) of the Gamma distribution of a cluster C{ can be estimated 
from the sample mean pi and variance a f of V{x):
1Pi = ^  (4.22)
3=1
^  77 “  l i^ (4.23)
3=1
Prom these and ri can be calculated:
ai = ^  (4.24)
n  =  ^  (4.25)
The function F(r) is available as a C function IgammaO which returns the natural 
logarithm of the Gamma function whilst placing the sign of the Gamma function in 
a global integer. The function is defined as:
roo
r(r) = J  x^ e ^dx, r > 0 (4.26)
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Taking the log of equation 4.20, a modified criterion (which should still be max­
imised), can be expressed as:
i=l
M.^ogp[xj\Ci] +  Ni log ^
3=1
(4.27)
Taking the log of equation 4.21 yields:
logp[a:|Ci] =  log a,- -  logr(rj) +  (r; -  1) log(o:jl>(x)) -  aiV(x) (4.28)
Therefore the modified criterion function can be expressed as:
J =  - ETV Z-v
Ni
[(n -  1) l o g ( a i V ( x j ) )  -  a i V ( x j ) ]
3=1
+ N i  log a i  -  N i  log r (n )  + N i  log ^ (4.29)
Some rearrangements of this equation result in:
j = E1=1
Ni
Ni+ ^ n l o g %  - ^ i o g r ( n )  +  ^ l o g  ^ (4.30)
The use of the term N i / N  as an estimate of the prior probability of cluster Q  is 
not, in some circumstances, appropriate. As was depicted in figure 4.5, different 
clustering strategies should be adopted according to the desired result^^. Similarly 
in this case the desired result is a codebook suitable for VQ, so it is suggested that the 
vectors should be partitioned into clusters regardless of the cluster sizes. Otherwise 
there would be a tendency that if, upon initialisation, a cluster has a significantly 
larger number of vectors assigned to it than the other clusters then the resulting high 
prior probability will tend to attract lots of other vectors into the cluster. Similarly, 
clusters with only a small number of points will tend to empty due to their low prior 
probability. In order to assign an equal prior probability to each cluster the criterion 
function is simply modified by replacing the term N i / N  log N i / N  with N i / N  log 1/k:
j  = Ei=l
+ log a i - ^  log r (n )  +  ^  log iiViN N (4.31)
the case depicted in figure 4.5 it was suggested that a A;-means approach might be more 
appropriate for the construction of a VQ codebook; whereas a full-Gaussian approach would be 
more appropriate for estimating the parameters of a mixture distribution.
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As with the nearest-neighbour clustering method outlined in the previous section, 
the points are considered for reassignment in subsets of the complete training set 
typically 10 subsets are processed in one iteration of the clustering process.
At the start of each sub-cycle of an iteration, the complete training set, and its 
current labelling, is used to compute:
• The number of points in each cluster, N i, and the corresponding number of 
unique points.
• The mean vector of each cluster pi.
• The squared Euclidian distance V{x) of each vector x (currently labelled as 
belonging to cluster Ci) from the cluster mean pi, and the sum of the distance, 
squared distance and log distance, l]^ i(D (a;))^ , Z )^ilogD ('^)
over all points in each cluster.
• The Gamma distribution parameters {cipri) of each cluster.
• The contribution of each cluster to the total criterion function J  of equa­
tion 4.31.
Given these values, it is relatively straightforward to estimate the change in the 
criterion function J  that would be caused by moving a vector between clusters. 
Therefore for each training vector x  in the subset, if there are more than the specified 
minimum number of unique vectors in cluster Ci, a move can be considered:
1. Calculate what the mean and variance of the SIHD of the vectors in cluster 
Ci would be with the exception of vector x, and calculate {ai,Ti) accordingly.
2. Calculate what the contribution of cluster Q  to J  would be if vector x  had 
been moved out of the cluster.
3. For every cluster other than Q  which does not already have the maximum 
number of unique points, calculate what the mean and variance of the SIHD 
of the vectors in the cluster would be if x was moved to that cluster. Calculate 
the corresponding values of (a, r) and the contribution to the criterion J  of 
the cluster. Find the cluster that, with x, produces a maximum contribution 
to the criterion function - the destination cluster.
4. If sum of the contributions of the cluster Q  and the destination cluster to J  
is less than the sum of the estimated contributions of the same two clusters 
after the vector x  had moved between them then:
(a) Shift vector x  to best match the mean vector of the destination cluster.
(b) Update the count of the unique vectors in the destination cluster and in 
cluster Ci in order to keep track of the maximum and minimum number 
of vectors.
(c) Update the label of x  to that of the destination cluster.
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It is important to note that in order for this procedure to be at all feasible, in terms of 
the amount of computation, then the estimates of the contribution of the source and 
destination clusters to the criterion function following the reassignment of a point 
between clusters must be performed using the values of Y^j=iV{x),
E jïli log'D(æ) which have been pre-computed at the start of the sub-cycle. This 
makes the assumption that the movement of vector x  between clusters does not 
affect the mean vector of either cluster.
More specifically, it assumes:
N i - l Ni
«  ^ 7 ) (3 ; ,) -D (a ;) (4.32)
3=1 3=1
N i - l Ni
(4.33)
3=1 3=1
N i - l Ni
^ o g V ^ X j )
3=1
w X! -  log
j = i
(4.34)
where T>^Xj) is the squared Euclidian distance of vector Xj to its cluster mean after 
vector X has been moved out of the cluster, and V{xj)  is the same distance prior to 
X moving. It also assumes:
Y / v Hxj) «  f^ 'D {x j)  + V{x)  (4.35)
j  =  l  j  =  l
Ni+1 Ni
E ( p '( ^ j ) ) ^  «  (4.36)
j = l  j = l
Ni+1 Ni
\ o g V ^ { x j )  «  ^ l o g V { x j ) - \ r l o g V { x )  (4.37)
j = i  j = i
where V^{xj)  is the squared Euclidian distance of vector Xj to its cluster mean after 
vector X  has moved into the cluster.
These are, of course, only approximations because when a point either moves into 
or moves out of a cluster, the mean vector changes and consequently the distances 
of the other points to the mean vector change. By setting a minimum value on the 
number of unique points in a cluster^^, the effect on the mean vector of a single 
vector moving can be made to be relatively small.
V ector Q u an tisa tio n
A codebook of SIHD features records the total number of vectors used in the clus­
tering process and represents each codeword by the number of points in the cluster,
*In practice a minimum value of 20 unique points wzis set.
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the mean vector of the cluster and the (a, r) parameters of the Gamma distribu­
tion of vectors in the cluster, in terms of the distribution of their squared Euclidian 
distance from the mean vector.
A codebook can be generated using a nearest-neighbour reassignment rule, or else 
using the probabilistic model described in the previous section. Similarly, VQ can be 
performed using either nearest-neighbour or maximum-likelihood rules. It is feasible 
that all four combinations of codebook generation and VQ methods could be used 
but generally it is envisaged that the codebook generation and VQ methods would 
both be either nearest-neighbour or probabilistic.
The nearest-neighbour VQ rule is entirely straightforward. Each vector to be quan­
tised is centred within a line of 64 pixels where the non-used locations are set to the 
background value. The Shift Invariant Hamming Distance is then measured from 
this feature vector to the mean vector of each codeword. The result of the VQ is 
the label of the closest codeword.
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Figure 4.12: Some examples of the quantisation of columns of pixels. The left hand 
column shows clean examples of characters in 14 point Times-Roman. The right 
hand column shows the resulting image when the columns of pixels are quantised 
using a 16-cluster codebook. The relative centres of gravity of the pixel lines are 
quantised into 9 levels. There are two effects worth noting. Firstly, as can be 
seen from the letter “T ”, the quantisation of the relative centre of gravity is coarse 
so the columns in the regenerated image do not always align well. Secondly, if 
a codeword does not represent a line with two runs of pixels at the appropriate 
spacing, a codeword with one run of pixels may be a better match, as is the case for 
the columns at the centre of the letter “O”.
Figure 4.12 shows the result of the quantisation of a number of clean images of 
characters. The quantised images have been created by replacing each column of 
the original image by the mean vector of the cluster which it is quantised to and 
shifting the column vertically according to the quantised centre of gravity relative 
to preceding columns. Although the quantisation is clearly coarse (in this example 
only 16 different codewords are present) most characters are still recognisable by 
eye, although a few are not. It must be noted that this is only the result of the
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quantisation of the image columns - the quantisation of the rows of the image would 
present a different result. It is intended that in practice the character should be 
recognised as a result of the quantisation of both the rows and the columns.
The maximum-likelihood VQ rule is based on equation 4.28. The log likelihood is 
computed (for each codeword) that the feature vector could come from the Gamma 
distribution of the corresponding cluster. Performing the calculation in the log 
domain keeps the calculation from under- or over-flowing. Once this has been com­
puted for every codeword, the maximum log likelihood is determined. This is then 
subtracted from each log likelihood and the result is exponentiated, producing a 
value for each cluster proportional to the likelihood, where the maximum value is 
1.0. The probability of the vector coming from each cluster’s distribution is then 
calculated by normalising these likelihoods such that they sum to 1.0.
As just described, the maximum-likelihood VQ rule assumes an equal a priori prob­
ability of each cluster. It could be argued that it is appropriate to use the ratio of the 
number of points in each cluster to the total number of points used in the clustering 
as an estimate of the a priori probability of the cluster; which should be used to 
weight the likelihood prior to normalising to produce a probability measure. How­
ever, for the purpose of VQ, it is felt that this is not the case. If a certain codeword 
occurs particularly frequently in a training data set then the training of a discrete 
HMM will result in the emission parameter relating to the probability of observing 
this codeword being accordingly high. Weighting the likelihood of the codeword as 
well will over-emphasise the codeword in the HMM representation at the expense 
of other codewords. Therefore, in summary, it is proposed that the VQ assumes 
equal a priori probability for each codeword so that the relative frequency of each 
codeword is solely reflected in the HMM emission parameters.
4 .2 .4  E x te n s io n  o f  fea tu r e s  to  g r e y -sc a le  r e p r e se n ta tio n s
In a recent comparison of the performance of commercial OCR page reading sys­
tems [RJN95], grey-scale information was shown to generally improve performance 
when available. Grey-scale information has also been shown to improve performance 
in the recognition of postal addresses [Sri93]. Both of the representation methods for 
lines of pixels proposed here - the Fourier features described in section 4.2.2 and the 
features based on the Shift Invariant Hamming Distance described in section 4.2.3 - 
are applicable to the representation and recognition of grey-scale character images.
The features based on Fourier analysis are formed by transforming a line of pixels 
into the frequency domain by means of the DFT. There is no reason why the line 
of pixels need have binary values - a grey-scale representation would be equally 
applicable. The vectors in the transform domain are continuous-valued regardless of 
whether the input is binary or grey-scale so there is no difference there. The centre 
of gravity measurement (equation 4.4) is also suitable for use with grey-scale images.
The features based on the SIHD are also suitable for use with grey-scale images. 
Equation 4.19 defines the Generalised Hamming Distance between vectors in the 
form of the squared Euclidian distance, for reasons associated with the probabilistic
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modelling of clusters. For binary vectors this reduces to the number of bits different 
between the vectors. It has already been explained how the equation has the squared 
Euclidian distance interpretation when one vector is a binary line of pixels and the 
other vector is a continuous-valued cluster mean vector. There is no reason why the 
image vector could not also be continuous-valued.
If a separate codebook is to be designed for application to grey-scale images, then 
the values used are largely unimportant. If, however, the same codebook is to be 
used for binary and grey-scale images, then some care must be taken to ensure that 
the same values are used for both types of images. If, for example, the grey-scale 
representation is 8-bit, with values from 0 to 255 representing the range from black 
to white respectively, then it must be ensured that binary images are converted such 
that the foreground (black) pixels are set to 0 and the background (white) pixels 
set to 255 accordingly. It must also be ensured that when a line of pixels is centred 
in, for example, a line of 64 pixels prior to some DFT or SIHD calculations, that 
the unused pixels are set to the background value appropriate to the representation 
being used.
4.3  M od els o f feature generation
4 .3 .1  M o d e l c h a r a c te r is t ic s
The character recognition experiments that have been undertaken in order to demon­
strate the two methods of feature extraction which have been described so far in this 
chapter have used a set of discrete HMMs. The models are organised as pairs, with 
one pair of models for each class of character. One model in each pair represents 
the features extracted from the columns of a set of training images of the character 
and the other represents the features extracted from the rows of the images.
The recognition of unknown characters has been achieved by scoring the models 
using either a discrete Viterbi Algorithm, or else the semi-continuous approach out­
lined in section 3.1.2. The codebook and the models are trained independently - 
the semi-continuous approach to joint refinement of models and codebook has not 
yet been adopted although it is felt that this might be a fruitful area for future 
investigation.
For each class of characters to be represented, a set of training images is required. 
A sequence of discrete features is extracted from the columns of each image, and 
a similar set of feature sequences is extracted from the rows. The mean sequence 
length taken over the set of feature sequences is used to determine the size of the 
HMM. The topology of the model is that of a Bakis model - a left-right model where 
the number of states is proportional to the average length of observation sequence 
being modelled. In this case, the mean feature sequence length is divided by three 
and rounded to the nearest integer to determine the number of states.
The reason for using left-right type models is so that the training process segments 
the character into areas of similar features, each of which is represented by a state.
122 Chapter 4. Modelling Methodology
Consider the columns of pixels comprising the character “m ”. There are basically 
five regions - the three regions of long runs of pixels separated by the two regions 
of short runs. This could be modelled well by a five state HMM. Each state would 
represent one of the five regions by having a high emission probability for the fea­
tures representing the characteristic pixel pattern of that region and a low emission 
probability for all other features. Arranging the states in a left-right form ensures 
that during the matching process these regions are compared against the unknown 
image such that they must all be present in the correct sequence.
The connectivity of the model is such that transitions are only allowed from each 
state Sn to either the next state Sn+i or else back to itself. Self-transitions are 
allowed to enable the model to remain in the same state for a number of observations, 
so that the state can model a sequence of similar observations. The state duration 
density therefore has an exponential pdf. This is a fairly large approximation to 
the real situation^^, but is computationally more efficient than more complex state 
duration models. By having only a relatively small average number of observations 
per state (three), not many self-transitions are required for the model to represent 
a typical sequence. Consequently the exponentially-decaying probability of staying 
in the same state does not become vanishingly small. Therefore it is the decision to 
set the ratio of average sequence length to number of states to be relatively small 
which renders the inaccuracy of the exponential state duration less significant. Only 
allowing single forward transitions relates to the fact that each state will, on average, 
model a section of a character three lines wide which is significant when compared 
to the size of strokes in a typical character image. If the model were allowed to skip 
over states it might well result in the model being able to produce false matches. 
For example a model of the character “m ” could produce a good match to features 
extracted from the character “n ” by means of the state representing the centre line 
of the “m ” being skipped over.
A further advantage of having only limited connectivity compared to a fully-connected 
model relates to the number of free parameters to be estimated during the training 
process. A 10-state fully connected model has 100 transition probabilities to be 
estimated. With the connectivity described above there are only 18 parameters^®. 
Therefore the amount of training data required for the same accuracy of parameter 
estimation is significantly less.
In the case of the features based on Fourier analysis, each state of the model has a 
single emission probability distribution over all codewords in the codebook. Models 
representing SIHD features, however, have two independent emissions per state. 
One emission distribution is defined over all of the codewords in the shape vector
*®The probability distribution of the length of time spent in state Sn would be better modelled 
by either a normal or a uniform distribution. The state duration would basically depend on the 
variation of stroke width in the training images. This would depend on whether the size of the 
input image is normalised. Without normalisation, a uniform distribution could reflect the variety 
of point sizes being modelled. With normalisation, or with a single point size represented in the 
training set, a normal distribution would represent the slight variations in the size of the character. 
However, an exponential distribution is a poor approximation to either of these situations.
*°Each state has two possible transitions with the exception of the final state which can only have 
a self-transition with a fixed probability of 1.0.
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codebook and the other emission distribution is defined over all levels in the RCOG 
quantisation codebook defined in table 4.1.
As regards the training of the models, the standard Baum-Welch re-estimation pro­
cedure is used for the transition and emission parameters. The initial state distribu­
tion is fixed by the topology of the model. For a discrete model uniform or random 
estimates of the state transition distribution gives acceptable performance, but a 
good initial estimate of the emission probability distribution is helpful [Rab89]. For 
the SIHD models, the transition parameters aij are set to 0 if a transition between 
state Si and Sj is disallowed. The remaining transition parameters are set to a 
uniform value such that the standard stochastic constraints are fulfilled. For the 
shape vector emission parameters h^ j{k) in each state Sj the following procedure is 
adopted:
1. Set all parameters to a positive random value taken from a uniform 
distribution.
2. Normalise such that the sum of lPj{k) over all values of A: is 1.
3. Set l/j{k) to the value of [0.1 x bj{k)] 4- Ni^/N
4. Normalise again.
5. If any value of b^ik) falls below a threshold value of 0.001, then set it to the 
threshold value.
6. If step 5 caused any values of bj{k) to change, then normalise again.
Steps 1-4 make the initial estimate approximately equal to the estimated prior proba­
bility of the emitted symbol, plus a 10% random factor to ensure a difference between 
the initialisation for each state. The estimated prior probability is derived from the 
ratio of the number of training vectors Njt in the codebook cluster corresponding to 
the emitted symbol to the total number of training vectors N  used in the clustering 
process. Steps 5 & 6 ensure that there is always a small probability of observing any 
symbol in any state. Otherwise should a symbol with zero probability be observed 
in an unknown sequence then there is no way the model could match it even if the 
remainder of the sequence was a perfect match.
The RCOG emission parameters bj{k) are initialised in the same way except that 
the estimated prior probability distribution is assumed to be uniform. Therefore the 
initialisation is approximately uniform with a 10% random factor.
For the models based on Fourier features, the initialisation of the initial state dis­
tribution and transition distribution is the same as described above for the SIHD 
features. As a result of this work being carried out some time earlier, at that time 
the emission parameters were simply initialised at random with no account of the 
prior probability of the emitted symbols.
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4 .3 .2  C o m b in in g  m o d e ls
There are two models which represent each character class, one representing the 
sequence of pixel columns and the other representing the rows. For an unknown 
character C, the column and row features (xcr and x^  respectively) are extracted 
and are scored against the corresponding sets of models using the Viterbi Algorithm, 
detailed in section 3.2.5. This produces, for each column and row model of each 
character class, likelihoods ^(Ap) and ^(Af) that the model Af could account for 
the unknown sequence. Assuming a uniform a priori probability for each class A%, 
i = 1 ,"  ■ ,M  the posterior probability of each class can be estimated as:
P[C  =  Ai|xc] =  (4.38)
3=1
f  [C =. Ailxg] =  (4.39)
3=1
One particular feature of left-right HMMs is their ability to warp to fit observation 
sequences of varying length, by means of adapting the number of self-transitions in 
each state. This is generally useful as such an elastic matching process is tolerant to 
variations in the size of examples of the same class. However, gross extremes of this 
behaviour are possible. For example, a column model representing the character “T ” 
might warp to match the features of the character “1” ; which is clearly undesirable.
One means of removing this sort of match is to incorporate some estimate of the
length of the observation sequence in the recognition process.
The variation in the length of observation sequences |xc | and |x/j| is modelled as
a Gaussian distribution for each character class. The likelihood of the observation
sequence lengths can be computed as:
^(i,lxcl) = - 7 ^ — e x p J ^ ^ ^ L - ^ ^  (4.40)y/2'nac
(4.41)v27r CTiî 2a R
The parameters p. and a. are estimated from the length of observation sequences 
extracted for training the HMMs. Again assuming equal a priori probability classes, 
these can be converted to posterior probabilities:
P[C  =  Aillxcll =  (4.42)
X  |xc |)
3 =  1
P [0  =  Ai||xH|l =  j® '! '" ' ' )  (4.43)
X^Â \^r \)
3=1
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There are therefore four sources of information to be combined. Each source of 
information is an estimate of the posterior probability of each class, and the result 
would ideally be in the same form. Assuming independence between the four sources 
enables the most straightforward method of combination:
P[C =  A i | x c , X H , | x c | , | x f l | ]  =
P[ C =  Ailxo] • P[ C =  AilxK] • P[ C =  Aillxcll • P[C =  Ai||xi£|]M
E • P[G =  Ajixfil • P[C =  Aj-||xc|] • P[C =  A,||XB|]
3 = 1
(4.44)
Equation 4.44 simply states that the four estimates of posterior probability for each 
class are multiplied together, and the result is normalised such that the combined 
probabilities sum (over all the classes) to 1.
Although the assumption of independence between the four sources of information 
was only made to simplify the process of combining the evidence, it is actually 
the case that it works well in practice. Some experiments are described in the next 
chapter which involve other means of combining the sources of information but it will 
be seen that these gain little, if any, performance when compared to this simplistic 
approach.
The issue of combining evidence from multiple classifiers is a major research topic 
in itself. Many researchers feel that an ideal classifier for handwritten characters 
or noisy machine printed characters is not achievable. Instead they suggest that a 
number of different classifiers, each taking a different approach, will make different 
sorts of errors. Therefore a combination of these classifiers is likely to be considerably 
better than any one on its own. There are probably significant performance gains 
to be had by implementing some of the results from this field in order to produce a 
more sophisticated combination strategy than that of equation 4.44. It is felt that 
this is outside the scope of the thesis, which aims to demonstrate that a combination 
of column and row features results in better recognition performance than either in 
isolation without necessarily finding the optimum combination. As this is an area 
of future work which is likely to be fruitful, however, a brief summary of some 
recent work on the combination of multiple classifiers which has been reported in 
the literature will serve to indicate an appropriate direction for the work.
There are three levels at which the combination of classifiers can operate, depending 
on the information available in the classifiers’ output [XKS92]. At the abstract level, 
the output from each classifier is simply the classification decision. At the rank 
order level, each classifier orders all possible classes in terms of their similarity to 
the unknown input pattern. Finally at the measurement level each classifier outputs 
a numerical value for each class which represents its similarity to the unknown input 
- possibly as a distance to some class prototype or as an estimate of the posterior 
probability of that class being the correct one.
Most authors work at the abstract level, combining hard classification decisions. 
The Viterbi scoring method employed for the hidden Markov models used in this
126 Chapter 4. Modelling Methodology
work operates at the measurement level. However, it would be an interesting topic 
of further investigation to determine whether combination at either the abstract or 
rank order levels, both of which can be derived from the measurement level, would 
result in better performance. It has certainly been suggested that HMMs, although 
reliable at ranking classes correctly, do not result in an accurate estimate of the 
posterior probability. This suggests that combination at the rank-order level might 
be an appropriate option.
The Averaged Bayes Classifier [XKS92] has been proposed for combining classifiers 
at the measurement level. Basically this involves finding the arithmetic mean over all 
classifiers of the probability of each class. The result of the classification is the class 
with the highest average probability. The median is also proposed as an alternative 
to the mean as a way of finding a representative value of class probability amongst 
all the classifiers.
At the rank order level. Ho et al. [HHS94] propose a number of alternatives. Each 
classifier assigns a number to each class as a result of its ranking in terms of similarity 
to the unknown pattern. The higher the ranking the better the similarity. The 
Borda Count is the average ranking of each class, taken over all classifiers. The 
classes can then be re-ranked such that the classification decision is the class with 
the highest Borda Count. This is a simple approach and requires no training, but 
treats all classifiers equally. It is quite possible that the classifiers themselves can be 
ranked in order of reliability, in which case the Borda count approach is suboptimal. 
A method of logistic regression is proposed to combine classifiers with nonuniform 
performance. The Borda Count is modified by a assigning a weighting factor to the 
ranking from each classifier.
Most proposed methods of multiple classifier combination appear to be at the ab­
stract level. This is the most general case and is appropriate for combining all types 
of classifier. The most obvious approach is that of majority voting. In [LS94], a 
study of the voting method confirms the natural assumptions that (!) performance 
increases with the number of classifiers (provided they are all of sufficiently high 
performance) and (ii) that finding the consensus of an even [2n) number of experts 
produces a lower recognition rate than an odd number (2n — 1) but has a higher 
reliability due to the higher number of rejections.
The use of a Confusion Matrix is presented in [XKS92] as a means of combining 
classifiers of nonuniform performance at the abstract level. An M  x M  confusion 
matrix is created for each classifier, where M  is the number of classes. Element 
is the number of times, during training, that classifier k assigns a label j  to a sample 
from class Q . From this confusion data, the probability that an unknown pattern 
X is from class Ci given that expert ejt has labelled it as j  can be computed as:
P[x S a  let (x) =  j] =  (4.45)
m=l
Given such prior knowledge on an expert, the K  classifiers can be combined statisti­
cally. Assuming independence between them, the probability of pattern x  belonging
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to class Ci can be estimated as:
K
n  ^ Ci\ek{x) = j]
P[x G Q] =    (4.46)
X  n  ^ Cm\ek{x) =  j]m=lk=l
and the final classification result is the maximum probability class.
Huang and Suen extend the idea of the Confusion Matrix to characterise dependen­
cies between classifiers (as well as the reliability of the classifiers in isolation) in what 
they call the Behaviour-Knowledge Space [HS93, HS95]. This is a üC-dimensional 
space. For each cell in this space, (ei, ■ ■ ■, e/< ), there is a record of the total number 
of “incoming samples” and an accumulator for each of the M  classes recording how 
many times an incoming sample belonged to each class during training. It also con­
tains a record of the “best representative class” - the class which has had the most 
incoming samples.
During training, for each sample, the outputs of each classifier are computed. The 
vector of classifier decisions indicates one cell in Behaviour-Knowledge Space. The 
accumulator in that cell corresponding to the tru th  label of the training sample can 
then be incremented. After training, the total number and the best representative 
class of each cell can be computed. During recognition, an unknown pattern is 
put to the classifiers, the results of which point to one cell. If the total number of 
incoming samples for that cell is non-zero, then the combined decision is set as the 
best representative class, otherwise it is a rejection.
Other methods of combining classifier results reported in the literature include Neu­
ral Networks [HS94] and Dempster-Shafer’s evidence theory [XKS92, FM92]. Experi­
ments have shown that the Behaviour-Knowledge Space method can outperform vot­
ing, Bayesian and Dempster-Shafer approaches of combination of evidence [HS95], 
so this looks like the most suitable method to investigate for combining the HMM 
likelihoods. It is particularly attractive because the small number of classifiers and 
the relatively small number of classes being considered suggest that the Behaviour- 
Knowledge Space is not, in practice, likely to be too sparse, given the amount of 
training data available.
4 .3 .3  S e g m e n ta t io n -fr e e  c o n n e c te d  ch a ra cter  r e c o g n it io n
The main aim of the design of these character models is to recognise characters within 
noisy text. Such images typically contain connected characters which are difficult to 
segment into individual characters without a priori knowledge of the identity of the 
characters - traditionally a “chicken and egg” problem. Figure 4.13 is an overview of 
the process by which the set of models of pixel columns and rows of each character 
class are used to recognise connected characters in a joint segmentation/recognition 
strategy.
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Figure 4.13: The means by which the row and column models are used during 
connected character recognition.
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Taking a sequence of patterns in lines of pixels extracted from a character image 
as representative of that character class is possible in a number of ways. Certainly 
using the columns and rows of the image will be complementary by the fact that 
they are orthogonal. Therefore a noise artifact that corrupts all of the columns may 
only affect one or two rows. It is conceivable that the further inclusion of models of 
the sequences of 45° and 135° diagonal lines through the image in the recognition 
process may add further to the accuracy. However there is only one sequence of 
lines that can be extracted from the image of connected characters prior to the 
identification of the boundaries between the characters; and that is the sequence of 
pixel columns.
The strategy for connected character, or “word” , recognition is therefore as follows:
1. Extract the features from the columns of pixels in the image.
2. Perform a Level Building match (as detailed in section 3.2.6) of the character 
column models against the whole word sequence. The Level Building proce­
dure is modified to incorporate the likelihood of observation sequence length 
(equation 4.40) [RL85] which ensures that extreme model warping does not 
occur in the matching process.
3. The result of the Level Building matching process is the best match of I char­
acter models with an associated probability Pi of it being the correct match, 
for each I = 1, ■ • ■ ,L. The match with the highest probability is chosen for 
further processing.
4. The match of character models to the word image defines intervals of the image 
which have been matched to individual characters. Therefore these character 
images can be segmented out and treated individually. For each character 
image:
(a) The relative centre of gravity feature is recomputed for the columns of the 
image. This will be slightly different due to the fact that the character 
has been segmented from the character immediately preceding it.
(b) The Viterbi scoring method is used to find an estimate of the posterior 
probability of each class from the column shape features and the recom­
puted RCOG features^^.
(c) Now that the character image has been segmented, the rows of the image 
can be extracted and the corresponding features can be extracted. The 
result of scoring the set of row models gives an estimate of the posterior 
probability of each class.
(d) The estimates of class probability from the row and column models are 
combined with the estimates of class probability derived from the observa­
tion sequence length by simple multiplication, as defined by equation 4.44.
Currently the vector quantisation of the shape features is far more computationally costly than 
computing the RCOG features or the Viterbi scoring. Therefore, as the shape features have already 
been computed for the word image and do not need to be recomputed for the character image, the 
cost of redoing the RCOG and Viterbi is relatively insignificant.
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The character segment can then be labelled according to the class with 
the highest probability.
The former description was referred to as a strategy for connected character, or 
“word”, recognition. It is important to clarify the distinction between these terms. 
A word may contain connected characters, but may contain isolated characters as 
well. Connected characters by themselves do not necessarily constitute a word. The 
strategy as described is suitable for recognising any form of connected characters, 
whether or not they are a true word, because at this stage no contextual knowledge 
is presumed - all character classes are equiprobable, as are all combinations of char­
acters. Therefore, any word which is comprised entirely of connected characters is 
recognisable using this strategy. The strategy must be modified for the situation 
where a word is made up of a combination of isolated characters and connected 
character sequences. This is characterised by the fact that there are sequences of 
columns of pixels in the word image which contain no foreground pixels. There are 
two approaches which can be adopted in this situation:
• Attempt to split up the word image into segments by some “traditional” seg­
mentation means, such as connected components analysis, and then apply 
the connected character recognition strategy to each segment, considering the 
possibility that a segment may contain a single character.
• Train a HMM to be representative of the features extracted from the columns 
of a typical space between characters. Include this space model in the set of 
column models which are matched in the Level Building procedure.
The latter approach is a far more elegant solution to the problem, and as such is 
the one that has been adopted. The presence of image noise, as well as connecting 
characters in a word image, can also form breaks in a character’s image, such that 
one or more columns in the image will contain no foreground pixels. Characters such 
as “L”, which have single horizontal strokes, are particularly at risk of this effect. 
This makes a traditional segmentation of the word image less straightforward than it 
might first appear. When is a break in the image a noise “dropout” , and when is it an 
inter-character space? Instead, provided the character HMMs have been trained on 
representative examples, and a representative model of a space has been created, the 
best match of spaces and characters will be formed by the Level Building. The space 
model must represent spaces which are neither too long nor too short. In the former 
case, the Level Building match might miss out inter-character spaces. In the latter 
case, a space model might be matched against a noise dropout. Neither of these 
cases are particularly likely, however, given the warping ability of the HMM, within 
the constraints imposed by the incorporation of the likelihood of the observation 
sequence length. Also, an incorrect match would have to be consistent with the 
remainder of the image. For example, the middle of an “L” might drop out and 
be matched to a space, with the segment to the left of the image being matched to 
a narrow “L”. In that case the remainder of the “L”, to the right of the dropout, 
would have to matched to another model, and is unlikely to be a good fit.
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It must be noted that some sort of mechanism for handling the inter-character spaces 
must be incorporated. If the Level Building match were attempted on an image with 
spaces present, using simply character models trained on examples with no specific 
spaces included, then the result would be that characters vulnerable to dropout such 
as “L” would be matched around the spaces. This is because they would be the only 
models with anp spaces likely to occur in them at all.
In practice, the space model can be created like so:
1. Create a number of clean word images, such that the image bitmap is the 
minimum size to entirely contain the word image.
2. Extract the column features from the images.
3. Edit the feature sequences such that one new sequence is created for every 
part of every original sequence that represents solely blank columns. This 
is straightforward if one of the shape codewords is reserved specifically for 
representing solely blank lines. Delete all other shape features that represent 
non-blank columns.
4. The remaining features represent sequences of blank space between characters. 
As the images are noise-free, there will be no dropouts present. The mean and 
standard deviation of the feature sequence length can be computed. These 
will be used to estimate the probability of a segment of a word being a space 
based on the observation sequence length.
5. The mean feature sequence length determines the number of hidden Markov 
model states. The HMM can then be trained as normal.
The only significant practical cost of using this strategy of modelling space is that 
the total number of possible characters within a word, including spaces, is much 
larger than the number of non-space characters. Therefore the maximum number 
of levels L  which are to be considered in the Level Building procedure must be 
correspondingly increased, adding to the amount of computation required.
The effect on the strategy outlined earlier of using this space model for recognising 
real word images is that once character segments have been identified, they need 
only be segmented out for extracting the row features and subsequent classification 
provided they are non-space characters.
The segmentation and classification processes appear to have been separated in 
this recognition strategy. Once character segments have been isolated, the RCOG 
features from the columns are recalculated, the Viterbi scoring for the column models 
is re-done and the row models are scored. However, it should be noted that even 
though the likelihoods for the segments’ identity, which are inherent to the Level 
Building matching process, are not used for the final segment classification, this is 
not to say the segmentation and recognition are separate. Quite the contrary - the 
Level Building process is using the same HMMs as the segment classification stage 
so it is optimising the joint likelihood of segmentation and recognition.
132 Chapter 4. Modelling Methodology
Furthermore, a more complex interrelation between segmentation and recognition 
would be a straightforward extension and would be a fruitful area of work in order 
to achieve higher word recognition performance. It would be possible to use the 
row model scoring as a hypothesis testing mechanism. In this manner, the column 
models could be used to hypothesise a label for each segment. If the row model 
denied the hypothesis, then the Level Building could backtrack. This backtracking 
could be done in one of two ways, or indeed a combination of them:
• The next most likely segmentation could be produced, by looking for the num­
ber of levels with the next most high probability of being the correct segmen­
tation.
• The Level Building could be repeated for the same number of levels, but when 
it reaches the character which the row model rejected, the matching at that 
character position should consider all possible classes with the exception of the 
original result.
Neither of these extensions to the Level Building procedure need entail prohibitive 
amounts of computation time if more storage is available.
There is no reason why the method of using a HMM of the space between characters 
should not be applicable to the situation where there are no connected characters 
at all in the word image. This makes the recognition approach quite appealing 
due to the lack of a requirement for a “hand-crafted” segmentation algorithm. One 
inherent limitation of the ability of the algorithm in terms of its ability to deal with 
touching characters is the assumption that their segmentation can be achieved by 
drawing a vertical line between two adjacent pixel columns. This is not the case when 
the imaging process causes adjacent characters to slightly overlap. More seriously, 
the assumption is challenged by the presence of italic characters, for example “ZP’. 
The “overhang” of one character above the other will cause different patterns to 
be observed in the pixel columns compared to the case when the characters are 
isolated. The only approach suitable for dealing with this problem is to detect the 
predominant slant of ascenders and descenders in the word image, and to correct the 
image for this slant prior to recognition. It would also have to be ensured that the 
models had been trained on similarly slant-corrected characters. Although clearly 
not ideal, it is not felt that this is too severe a restriction - the determination of 
slant angle in a word image is easier than in a character due to the larger number 
of ascenders/ descenders present^®.
4 .3 .4  In c o r p o r a tio n  o f  c o n te x tu a l k n o w le d g e
The most simple form of contextual knowledge which may be incorporated into the 
word recognition algorithm is to place a restriction on the number of characters in 
the result. Although there is no reason why this cannot be in the form of an upper
^®Words containing no Eiscenders or descenders will not have any overhang, so if no slant can be 
detected then it is not likely to be important that it be corrected.
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and lower bound, it has simply been specified as a fixed number of characters. For 
example in U.S. ZIP code recognition the main part of the code has 5 characters^®. 
If a certain number of characters are to be explicitly matched, this is not simply 
a case of restricting the number of levels. The number of levels is the number of 
space and non-space characters. A simple solution is to form all levels and then to 
trace through the trellis, counting the number of non-space characters for each level. 
The probability of correct segmentation of any level without the requisite number of 
non-space characters is set to zero, and the probabilities are re-normalised to sum to 
1. This ensures that the highest probability segmentation with the correct number 
of non-space characters is chosen as the segmentation result.
The probability of eadi character class being the first character of a word and the 
probability of transitions between characters are important sources of contextual 
knowledge when recognising words from a language. For example, in English, if the 
previous letter in a word is “q” then there is a high probability that the current 
letter is “u ” . This knowledge is simply incorporated into the segmentation and clas­
sification processes, given the relevant occurrence statistics^®. In the Level Building 
matching process, the trellis is traversed to find the previous non-space character at 
each time instant. If there was no preceding character, the probability of the match 
is multiplied by the probability of the current character being the first character of a 
word; otherwise it is multiplied by the probability of a transition from the preceding 
character to the current one. By this means the existence of space characters has no 
effect on the letter transition probabilities. The same probabilities are incorporated 
similarly into the combination equation (4.44) used for classification - the probabil­
ity of the current character is multiplied with the four probabilities derived from the 
other experts.
Although it has not currently been incorporated in the algorithm, the incorporation 
of dictionary context into the recognition is straightforward given a lexicon in a 
suitable format. When a lexicon is organised as a trie, it is accessible as a linked 
list. Provided a word exists in the lexicon, the list can be traversed as the word is 
spelled out letter-by-letter. Each node on the path represents a letter of the word. If 
it is not possible to trace out a particular word then it is not included in the lexicon. 
To incorporate dictionary context into the recognition, the Level Building trellis- 
building operation needs to be modified such that when the probability of class w 
matching at time t on level Z, P(Z,t, u;), is being computed, the back-pointers are 
used to trace out the preceding characters. The trie can then be accessed to see if 
the character class w following the preceding characters spells a word in the lexicon. 
If this is not the case, the probability P {l,t,w )  is simply set to zero. A similar 
approach in the classification stage will ensure that the combination of row and 
column models will not produce illegal character combinations as the recognition 
result.
is also noted that these characters are all numerals, which is a form of contextual knowledge. 
This is not dealt with explicitly because it is implicitly controlled by the set of models which are 
passed to the algorithm.
^°These statistics must be derived from a training corpus representative of the words being 
recognised. Some experiments undertaken to estimate these probabilities are discussed in the next 
chapter.
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4.4 Sum m ary
This chapter details the method which has been developed for the representation 
and recognition of text recognition. Subsequent chapters describe the development 
of the method and evaluation of its recognition performance on real and artificial 
machine-print, and on real hand-printed text images.
Section 4.1 gives an overview of the method, and discusses the properties required 
of feature vectors which are to be extracted from the text images. Section 4.2.1 de­
scribes a simple feature which demonstrates the principles involved. Sections 4.2.2 
and 4.2.3 detail two alternative feature extraction methods which have the required 
properties. These two methods require different approaches for quantising the con­
tinuous feature vectors into the sequence of discrete symbols that are appropriate 
for hidden Markov modelling. The alternative approaches to vector quantisation are 
described, focusing on the problem of the construction of the VQ codebook.
Section 4.3.1 describes the hidden Markov models which are used to represent the 
sequences of quantised feature vectors produced from example character images. 
Section 4.3.2 discusses strategies for combining the two HMMs which represent each 
character class. Finally, section 4.3.3 describes how the HMMs are used for recognis­
ing images of connected characters without their prior segmentation into individual 
characters and section 4.3.4 discusses how contextual knowledge can be incorporated 
into the method to improve the word recognition performance.
C hapter 5
M ethod developm ent using  
artificial m achine-print im ages
“We must learn how to handle words effectively; but at the same time 
we must preserve and, if necessary, intensify our ability to look at the 
world directly and not through that half opaque medium of concepts, 
which distorts every given fact into the all too familiar likeness of some 
generic label or explanatory abstraction.”
A l d o u s  H u x l e y
The previous chapter details the final method developed for the recognition of 
printed characters and words, based on three features - a simple “demonstration” 
feature, a feature based on Fourier analysis and a feature based on the Shift-Invariant 
Hamming Distance.
This chapter details experiments which were undertaken during the course of de­
velopment of the method. The experiments predominantly used artificial images 
for the training and test of the classifier. The artificial images were generated by 
a model of the defects inherent in document images. Experiments to evaluate the 
performance on real images of machine-print are detailed in chapter 6.
The development of the method began with a demonstration of the principles in­
volved using the simple features. This is detailed in section 5.1, which also illustrates 
the limitations of such a simplistic approach. Section 5.2 introduces features based 
on Fourier analysis, and demonstrates the need for the inclusion of a centre of gravity 
representation in the feature vector. Various improvements to the basic method are 
outlined, resulting in an evaluation of the performance of the method as a function 
of the amount of noise present in the image.
Section 5.3 presents a comparison of the performance achieved using models of the 
sequences of rows and columns of pixels within a character image. A simple method 
of combining these models is shown to result in a better performance than either
135
136 Chapter 5. Method development using artificial machine-print images
achieves on its own. More complex “combination of evidence” strategies are investi­
gated with the result being a method that, whilst providing a marginal improvement 
in performance, reduces the computation required for the combined models to be 
little more than that required for just one of the models.
All of the experiments to this point were based on a single font and single size of 
text. Section 5.4 details experiments using the Fourier features on a data set of 45 
fonts in 5 sizes. The issue of splitting character classes (to represent the variety of 
shapes represented by different fonts) is discussed. A method for normalising the 
images to remove the variation in size is also proposed.
In section 5.5 the SIHD features are introduced, and the performance of the resulting 
classifier on the multifont data set is investigated. Such is the variation of character 
shapes in this data set that a subset of 13 “Roman” fonts is selected and the per­
formance of the classifier when trained and tested on just this subset is shown to 
be much higher. Further improvements to the method were proposed, including a 
new method of size normalisation, and their combined improvement to the overall 
performance is demonstrated. Finally, the “major” parameters of the method are 
optimised experimentally and the results of this optimisation are presented.
5.1 A  sim ple dem onstration
The features of section 4.2.1 were introduced as a means of explaining the princi­
ples involved in the proposed method of character recognition. This section details 
experiments which demonstrate that these features are indeed a suitable basis for a 
character recogniser, but also highlight the deficiencies of such a simplistic approach.
The demonstration recognition task is the classification of images of the ten numerals 
“0-9” in 11 point Times-Roman font, scanned at a spatial resolution of 218 dots 
per inch (DPI). The data set was collected by printing out two pages of uniformly 
distributed random numerals, and carefully scanning them. A global threshold was 
used to binarise the pages and they were simply segmented into the constituent 
characters due to the large spacing left between the characters. The first page, the 
“training set” , contains 1685 characters and the second page, the “test set” contains 
1683 characters.
A set of ergodic models, one for each character class, was trained with a single 
observation sequence to represent the features extracted from the columns of the 
character image. Each model had 5 states.
Initially the data used for training the model was the first example of each class 
from the training set. The models were then used to recognise the whole training 
set. The recognition rate was 82.6%. For an identical set of models, configured as 
left-right rather than the ergodic type, the result was 83.0%, showing a marginal 
improvement. One training sequence clearly contains insufficient data for estimating 
the parameters of each model.
The left-right type of HMM can be trained with a number of examples. When trained 
with all the examples from the training set, it recognised the training set with 97.6%
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accuracy, and recognised the test set with 97.6% accuracy. The fact that the test set 
is recognised with the same accuracy as the training set suggests that the training 
set is sufficiently large (over 160 examples of each class) to adequately model the 
variation in the form of each digit. Both the training and test sets were produced 
by the same method and with a minimum amount of noise, so little variation in the 
images of the digits would really be expected.
100.0
 T rain ing  se t
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Copy G en e ra tio n
(a) Effect of number of HMM states on 
recognition rate.
(b) Effect of noise caused by iterative 
photocopying on recognition rate.
Figure 5.1: The results of experiments with the simple features.
The recognition rate was investigated as the number of states in the model was 
varied. The results are summarised in figure 5.1 (a). As can be seen, a 5-state 
model (which had been chosen arbitrarily) was sub-optimal, and peak performance 
was attainable using around 8 states. The ceiling in this function is a result of 
the fact that the amount of training data is fixed, whereas the number of model 
parameters to be estimated increases with the number of states. Therefore there 
is a limit to the amount that the number of states can be increased (improving 
the model accuracy) before the amount of training examples proves insufficient for 
reliably estimating the model parameters. Also as the complexity of the algorithms 
is on the order of where N  is the number of states, it seemed that 8 states 
was a good trade-off of performance versus execution time, producing a recognition 
rate of 99.2% on the training set and 98.9% on the test set. Almost all errors were 
caused by a confusion between the digits 5 and 8. Complete training took under 10 
minutes and recognition was achieved at around 150 characters per second on a Sun 
SPARC-10.
These results are surprisingly good considering the simplicity of the features used. 
However, the images were predominantly free from noise. It was therefore desirable 
to investigate the performance of the method under noise conditions. A good source 
of “real” document noise is a photocopier, as can be seen from figure 5.2, where a 
section of the image of the test page is set alongside the corresponding section of the 
image of a seventh generation photocopy of the test page. There are three obvious 
noise processes in operation. The copied image is blurred, making the characters
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(a) Original (b) 7th Generation Copy
Figure 5.2: Example images showing the degradation caused by iterative photocopy­
ing.
appear thicker, speckle noise has been introduced and the image of the copy is 
slightly skewed, due to limited precision in the copier paper feed mechanism.
The recognition results for successive copy generations of the test image are sum­
marised in figure 5.1 (b), where generation 0 represents the original. For greater than 
2 generations of copy, the performance becomes unacceptably low. This is hardly 
surprising. The simple features depend on the thickness of the lines constituting the 
character, so are not robust to blur. The features also depend on the number of runs 
of black pixels in each column of pixels, so speckle noise above or below a character 
causes errors. Finally, the skew introduced in the photocopies was not corrected 
for. The features are therefore affected as they rely on a vertical scan through each 
character.
5.2 D evelopm ent of the Fourier features
Features based on Fourier analysis were developed to be a more robust solution to 
the problem of representing the pattern of pixels in the lines of pixels constituting 
character images. Using the same training and test data as described in the previous 
section, a simple Fourier method of feature extraction was shown to be greatly 
superior to the simple features which were tested in the previous section. Various 
improvements to the feature extraction method resulted in improved recognition 
performance.
In order to extract the Fourier features, each column of pixels was centred in a 
sequence of length 64. The character was represented as a grey-scale image, where
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there were 256 levels to the grey-scale. Unused elements of the sequence were set to 
the grey-scale value of the image background when the image height was less than 
64 pixels. If the foreground pixels in a column spanned greater than the sequence 
length then the column was truncated at either end to make it fit, although this 
rarely occurred during the tests. The 64-element sequence was transformed into the 
frequency domain using a FFT. The magnitude spectrum is symmetric, so there are 
32 terms which represent each column of pixels in the frequency domain.
Initially only the first 8 terms from the magnitude spectrum were taken to represent 
each column. The zero-frequency term represents the “d.c.” term - the average 
grey-scale value in the sequence. The high frequency terms are more likely to be 
affected by noise. Therefore it was worth investigating whether the low frequency 
terms represented the column sufficiently well, whilst providing some tolerance to 
speckle noise.
The 8-dimensional frequency vectors extracted from the training character images 
were used to create a VQ codebook. The vectors were clustered together using a k- 
means algorithm. This was initialised by simply dividing up the vectors between the 
clusters. The distance metric used between training vectors and cluster centres was 
the squared Euclidian distance. Once the clustering had converged, the codebook 
represented the mean vector of each cluster. The VQ process transformed each 
column of pixels into a discrete symbol by firstly performing the feature extraction 
as described and then simply labelling each vector by the identity of the nearest 
cluster centre, using the same distance metric.
The same training and test data was used as in the simple demonstration described 
in the previous section. The codebook was generated with 30 clusters, and an 8-state 
HMM was used for each character class. After training the models, the training set 
of 1685 characters was recognised with no errors, and the test set of 1683 characters 
was recognised with only one error. This is clearly superior to the simple features^. 
However, with such high recognition rates, a larger test set was required to increase 
the confidence of the recognition rate calculation, and a more complex problem 
domain was worth investigating in order to find the limitations of the method.
Domain Training/Test
Number of 
Characters
Recognition
Rate Major confusions
Numerals Training 3000 100.0% 65Test 3000 99.9%
Upper Case Training 2451 96.4% OC PF QC AVTest 2451 96.8%
Lower Case Training "3187 87.4% pb bp qd dq ce xz mn wv flTest 3188 87.2%
Table 5.1: Recognition performance of HMMs using the basic Fourier features.
^As a rough comparison of the speed of recognition, this method worked at 21.5 characters per 
second, although no effort had been made to optimise the code for speed, compared to 150 cps for 
the simple features.
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More data was collected in the same manner as described earlier. This time, however, 
pages of characters were collected that were separated into domains of “numerals”, 
“lower case” and “upper case” characters. A larger number of characters were also 
collected than previously to provide more training and testing data. The quality 
of the data was still relatively good as it was printed out and scanned in carefully 
without excessive handling.
The results of the recognition on this new data is shown in table 5.1. Each of the 
domains were tested in isolation - i.e. the numerals were recognised as being from 
only one of 10 classes “0-9” and the upper and lower case characters were recognised 
as being from one of 26 classes “A -Z” and “a-z” respectively. A VQ codebook was 
created separately for each domain from the available training images.
There are two sources of error apparent in the recognition performance. The figures 
for test and training sets are very similar so it is unlikely that the models are under­
trained. Some confusions are clearly caused by the fact that the features are totally 
invariant to the vertical position of the pattern of pixels within a column. On the 
other hand, some confusions are due to a lack of detailed information about the 
patterns of pixels, which can be attributed to that fact that only the first 8 out 
of the 32 frequency terms representing the FFT magnitude are used as the feature 
vector.
The performance on the numerals is still excellent, but this is not surprising because 
there are no pairs of numerals that are easily confused. The performance on upper 
case is good. The confusions “OC P F  Q C ”  ^ can be attributed to a lack of detailed 
information whilst the confusion “AV is due to the shift invariance. The lower case 
performance is fairly poor, with the confusions “pb  bp  qd dq” being clearly due 
to the shift invariance and the confusions “ce xz fl” being due to the lack of detail.
5.2.1 The effect of a centre of gravity feature
Domain Training/Test
Number of 
Characters
Recognition
Rate Major confusions
Numerals Training 3000 100.0%Test 3000 99.9%
Upper Case Ti'aining 2451 93.0% OC WV TL FP HITest 2451 91.1%
Lower Case Training 3187 94.6% qc mn oc wv fiTest 3188 94.8%
Table 5.2: Recognition performance of HMMs using the basic Fourier features plus 
an arbitrarily-scaled absolute centre of gravity feature.
The confusions “pb  bp  qd  dq ” accounted for a significant proportion of the errors 
in the lower case domain and could be attributed to a lack of information about the
^When confusions are quoted here in the form "cicg", the first character is the result of the 
recognition algorithm and the second character is the truth label of the image being recognised.
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relative vertical placement of pixel patterns in adjacent columns. The upper case 
domain did not appear to be so sensitive to this effect. Both domains, however, 
appeared to suffer from the lack of detailed information about the pixel patterns 
which appeared to be related to the fact that only 8 of the Fourier coefficients were 
used in the feature vector.
As a measure to combat the confusions caused by the complete shift invariance of 
the Fourier features, the centre of gravity feature was calculated for each column 
of pixel. The calculation was done according to equation 4.4, and the result was 
incorporated into the feature vector as the 9th dimension. As the COG feature was 
measured on a different scale to the Fourier features, it was necessary for the two 
measurements to be scaled similarly in order for the /c-means clustering algorithm 
to be a suitable method of codebook generation. Therefore the COG feature was 
scaled such that its maximum value was one eighth the maximum value of a Fourier 
coefficient. The eight to one ratio was selected arbitrarily in order to set a relative 
significance to the Fourier and COG features.
The experimental results using these 9-dimensional features are summarised in ta­
ble 5.2. The recognition rate for the lower case characters increased significantly, 
and the confusions due to shift invariance were no longer present. The recognition 
rate of the upper case characters was reduced, although not by such a large degree. 
Some of the confusions in that domain were still attributable to lade of detail (“OC 
F P ”), but some new confusions (“TL H I”) were also introduced. These could pos­
sibly be attributed to two facts. Firstly the centre of gravity measure was absolute, 
so variation in the vertical placement of character in the actual images would be a 
source of error. Secondly, the relative scaling of the COG feature with respect to 
the Fourier coefficients was arbitrary and as such could be giving the wrong relative 
significance to either one of these.
5.2.2 Some improvements
The previous experiments have demonstrated the initial feasibility of the method 
of representing a character image by a sequence of features extracted from its con­
stituent columns. The Fourier coefficients have been shown to be a better feature 
than the simple features based on pixel runs, and a measure of COG has been 
shown to remove confusions introduced by the total shift invariance of the Fourier 
transform. A number of further improvements were made to the method during the 
course of development. These improvements are summarised here, after which their 
performance evaluations aie presented.
• The Discrete Fourier Transform produces a discrete frequency domain rep­
resentation of the signal produced by infinitely repeating the time domain 
sequence. Therefore the discontinuity between the first and last sample at 
the point of each repetition can corrupt the spectrum. A window function in 
the time domain, multiplied at each coefficient position sequence, is used to 
reduce this effect [SK88]. A Blackman window was used to shape the sequence
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created by centering the pixel column within a 64 sample sequence in order to 
reduce this effect in the Fourier features.
• The Fourier coefficients and the COG feature are measured on different scales. 
The previous method of dealing with this was to scale the COG feature ar­
bitrarily to match the Fourier scale. A more reliable way of handling the 
different scales is to adapt the clustering routine to take account of the vari­
ance in each dimension when calculating the distance between each training 
vector and cluster mean vector. The method of Kittler and Pairman [KP88] 
treats each cluster as a Gaussian distribution, which handles the full covariance 
information between all dimensions in each cluster. The Vector Quantisation 
is done by computing equation 4.18, for each cluster, to find the most probable 
cluster for a particular vector.
In the initial implementation of this method, the method of treating each 
vector during clustering as a noise cloud, as depicted in figure 4.7, was not used. 
Instead the determinant of each cluster covariance matrix was limited to being 
non-zero by disallowing point reassignments that would cause a determinant 
to fall below an arbitrary threshold value. Unfortunately it was not possible to 
simply force the number of linearly independent vectors in each cluster to be 
greater than the number of dimensions due to the complexity of determining 
which points in the cluster were linearly dependent, and not simply identical.
• So far the HMMs had been scored by finding the sum of the scaling factors in 
the forward-backward procedure, as defined by equation 3.66. This is the like­
lihood that the observation could have been produced by any sequence of state 
transitions of the model. The Viterbi Algorithm, described in section 3.2.5, 
evaluates the likelihood of the observation was caused by the maximum like­
lihood sequence of state transitions. This is generally found to be a good 
approximation to considering all possible sequences but is much more efficient 
to compute. Therefore Viterbi scoring was adopted for the HMMs.
• In order to avoid the dramatic warping properties which HMMs often display, 
matching a short observation sequence to a class that normally produces long 
sequences, or vice versa., an adjustment was made to the likelihood calculation. 
As suggested by Rabiner and Levinson [RL85], the pdf of the observation 
sequence length for each class was modelled as a Gaussian distribution, the 
mean and variance being estimated from the training data. The likelihood of 
each model having produced the observation sequence was multiplied by the 
likelihood of the observation sequence length coming from the distribution for 
that class.
The effect of using the Kittler-Pairman method for producing the codebook (and the 
corresponding VQ method) is shown in table 5.3. All other experimental parameters 
were kept the same, except that 64 clusters were used to generate each of the three 
codebooks. The results are significantly improved from the A;-means codebook case, 
with the major confusions in the lower case most probably caused by time warping.
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Domain Training/Test
Number of 
Characters
Recognition
Rate Major confusions
Numerals Training 3000 100.0%Test 3000 100.0%
Upper Case Training 2451 96.4% TL DITest 2451 96.9%
Lower Case Training 3187 98.0% mn wvTest 3188 98.2%
Table 5.3: The effect of using Gaussian cluster models for VQ. (Fourier features, 64 
cluster codebook.)
Domain Training/Test
Number of 
Characters
Recognition
Rate Major confusions
Numerals Training 3000 98.7%Test 3000 98.9%
Upper Case Training 2451 94.3% WV 11Test 2451 91.2%
Lower Case Ti’aining 3187 94.0% ce mn oc wvTest 3188 93.8%
Table 5.4: Recognition results for the merged alphanumeric character sets.
and therefore able to be rectified by incorporating the probability of observation 
sequence length.
W ith the causes of confusions becoming more clearly identified, it was desirable to 
merge the tests into the complete upper and lower case alphanumeric character set, 
with one codebook for all, and recognition being done with 62 models representing 
all of the possible classes. The codebook was generated with 128 clusters due to the 
greater variety of shapes it was to represent, and the recognition results are shown 
in table 5.4. The confusions “II” accounted for over half of the confusions of the 
upper case data sets.
Domain Training/Test
Number of 
Characters
Recognition
Rate
Numerals Ti’aining 3000 91.2%Test 3000 90.2%
Upper Case Training 2451 87.4%Test 2451 80.2%
Lower Case Training 3187 83.9%Test 3188 82.2%
Table 5.5: Recognition results for the averaged Fourier features.
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Confusions such as “ce oc” are most probably caused by the fact that only 8 of the 
Fourier coefficients are incorporated in the feature vector. It was therefore considered 
that all 32 coefficients should be used. However, it was worth investigating if this 
might be possible without extending the feature vector to 33 dimensions - instead 
keeping it at 9 dimensions by replacing each of the 8 Fourier coefficients with an 
average of four terms: 0 . . .  3 ,4. . .  7, ■• - , 28 . . .  31. The results of the experiment 
using these averaged Fourier features is shown in table 5.5. This is considerably 
worse. There were no confusions which stood out from the rest - just a lot of equally 
significant confusions. Therefore it seemed that if the high frequency coefficients 
were to be used then they would have to be included in the feature vector as new 
dimensions.
Domain Training/Test
Number of 
Characters
Recognition
Rate
Numerals Training 3000 98.5%Test 3000 98.2%
Upper Case Training 2451 94.0%Test 2451 91.7%
Lower Case Training 3187 91.2%Test 3188 91.5%
Table 5.6: Recognition results using all 32 Fourier coefficients.
Using the first 8 coefficients, 150 clusters had produced even better results than the 
results for 128 clusters shown in table 5.4, so when all 32 terms were to be included 
in the feature vector, 150 clusters were also used. The results are shown in table 5.6. 
These are not the best results which had been achieved, but it was interesting to note 
the major confusions: “F E  w V  11 G C P F  HI m n  V v OC nm  w v”. Of these, the 
confusions “HI m n  V v nm  w v” could be expected to be resolved by incorporating 
the likelihood of observation sequence length. Therefore it was decided that the 32 
Fourier coefficients would be retained, due to their resolution of confusions such as 
“ce”, and the next area of investigation would be the incorporation of observation 
sequence length.
The Viterbi scoring method was implemented, and the likelihood of observation 
sequence length was incorporated into it. Rabiner and Levinson suggest heuristically 
weighting the observation sequence likelihood by raising it to a power 7 [RL85]. A 
small number of recognition tests enabled an approximately optimal value for 7  to 
be determined. 7 =  3.0. On a previously-unseen test set of 2812 characters, made 
up from a uniform distribution of the 62 classes, 97.8% were recognised correctly. 
Confusion classes, and the proportion of the total confusions they represented were: 
“H” (19%) “F E ” (14%) “G C ” (9%) “m n” (9%) “B E ” (8%) “GO” (8%) “q d ” (6%).
5.2.3 Recognition rate as a function of image noise
In the experiments described thus far, the data used for training and testing the 
algorithms was relatively free from noise. This is clearly unrepresentative of the
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wider population of document images. Rather than having to begin a major data 
collection task of representative noisy document images, it was decided to adopt 
Baird’s noise model, as described in section 3.3.1. This enables one figure - the 
Mahalanobis distance (MD) of the model parameters from the distribution mean - 
to be used to quantify the amount of noise in the image. By testing the perfor­
mance of the recognition method against images generated within specific limits of 
MD, a measure can be made of the method’s performance in terms of recognition 
rate versus noise level.
The complete upper and lower case alphanumeric character set of 11 point Times- 
Roman font was printed out onto a page, which was then carefully scanned at 300DPI 
resolution with 256 grey levels. A skew of 0.19° was measured on this image, and was 
neglected. The individual characters from this image were input to the Document 
Image Defect Model in order to produce a number of noisy images for codebook 
generation, HMM training and test. The Defect Model was used to produce 10 
images of each character in each of the ranges [0.0,0.5], [0.5,1.0], [1.0,1.5], [1.5,2.0] 
of MD. These 10 x 4 x 62 =  2480 characters were used to generate the 150-cluster 
codebook. Each of the 62 8-state HMMs was then trained using 200 examples from 
the Defect Model with MD in the range [0.0,2.0].
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Figure 5.3: Recognition rate variation with image noise, 
cluster codebook.)
(Fourier features, 150
Figure 5.3 shows the performance of the classifier on 11 sets of test images. Each set, 
representing a diflPerent severity of noise, contained 100 examples of each character.
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A set was generated using the Defect Model for each of the ranges [0.2,0.4], [0.4,0.6], 
• • -, [2.2, 2.4] of MD from the model mean. The peak rate for a MD in the range 
[0.2,0.4] was 96.4%, but it can be seen that the rate is above 95% for any defect 
distribution with a Mahalanobis Distance less than 1.2 from the defect mean.
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Figure 5.4: Performance on individual isolated characters.
The training set of 12400 characters, representing a wide range of noise, was recog­
nised with 91.4% accuracy. Figure 5.4 shows how the recognition rate for each 
individual character in this set varied.
There are some characters (particularly “V ”) which are significantly poorer than 
the average figure. The shapes of the pixel patterns in the columns of the character 
“V ” hold little information about the identity of the character. The pattern in each 
column is basically a short single run of pixels - what is more important is how 
the location of the pattern varies between adjacent columns. However, the absolute 
COG feature used so far is subject to the variable vertical translation introduced by 
the Defect Model. A more appropriate COG feature was therefore proposed as the 
relative COG of each column with respect to the running average over the previous 
columns.
The CUBED_RCOG feature of equation 4.6, the cube of the deviation of the absolute 
centre of gravity from the average centre of gravity taken over the three most recent 
columns, was incorporated into the feature vector in place of the absolute centre of 
gravity feature. Although care must be taken when quoting the recognition rate of 
the training set^, this figure gives an overall indication of the relative performance
I^n this case, the training set consists of 200 examples of each character with noise in the MD 
range [0.0, 2.0], compared to the test sets which each contain 100 examples of each character with 
noise in only a small band of MD. Therefore, although testing the recognition of the training data 
does not test the ability of the algorithm to generalise to unseen data, it does have the advantage that 
the training set represents a wide range of noise, Eind therefore represents an “average” performance 
in the presence of noise.
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of the relative COG feature compared to the absolute one. 
recognised with 95.4% accuracy - an improvement of 4%.
The training set was
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Figure 5.5: Comparison of recognition rate according to the quality of images in­
put to the defect model. (Fourier features with relative COG feature, 150 cluster 
codebook.)
At this stage of experimentation, a new set of data was created, the only difference 
from the previous one being the fact that the images input to the Defect Model were 
300 DPI noise-free bitmaps created by Ghostscript, as described in section 3.3.2. The 
advantage of using this data was that the previous input images, although printed 
and scanned carefully, had some noise inherent in them. Using truly noise-free 
input is more true to the original description of the Defect Model [Bai92b]. It was 
interesting to compare the performance of the recognition method when trained and 
tested on the data produced from both the noise-free and the scanned input images. 
These results are shown in figure 5.5^. The figure clearly shows that the peak 
performance of the noise-free input data is better than the scanned-input data, but 
the performance degrades more significantly in the presence of noise. This refiects 
the fact that in the case of noise-free input, the classifier is trained on less noise 
overall. It is interesting to note that the peak performance on the noise-free input
■*At this stage of experimentation, a problem was present in the RCOG feature calculation, 
which was not noticed until later. Therefore the recognition rate of the training set produced 
from scanned images was only 90.9%, which later became 95.4% when the problem was rectified. 
However, the comparable figure for the noise-free input images was 92.7%, clearly demonstrating a 
better performance.
148 Chapter 5. Method development using artificial machine-print images
data is not achieved on the least noisy test set. This again reflects the fact that the 
classifier was trained on images with a range of noise present.
As the noise-free input data is more representative of Baird’s description of the 
Defect Model, it was decided that the remaining experiments would be carried out 
using Ghostscript images as input to the noise model.
5.3 C om bination  o f m odels using th e Fourier features
It is possible to represent the sequence of rows of pixels in a character image in a 
manner directly analogous to that used to represent the columns. By creating a set 
of models, one per character class, to represent the row sequences, it is therefore 
possible to recognise a character image by either the column sequence or the row 
sequence. The character height can be modelled in the same way that the character 
width (the length of observation sequence for the column models) is modelled as a 
Gaussian distribution in order to prevent gross time-warping effects by the HMMs. 
As described in section 4.3.2, it is then possible to combine the evidence from these 
two sets of models and the likelihoods of character width and height. This section 
describes experiments which evaluate the recognition performance of both of these 
sets of models, or “experts”, and the performance of a combination of the two.
Equation 4.44, which states that the combined likelihood of a character class is the 
product of the likelihoods from the Viterbi scores of the column and row models 
and the likelihoods of character width and height, assumes that all of these are 
statistically independent. This is clearly not the case - both the column and row 
experts (combined with the likelihood of width/height respectively) can achieve a 
good recognition rate in isolation, as shown in table 5.7. Therefore when presented 
with good quality images they will produce highly correlated results, so they cannot 
be independent. However, the experiments show that equation 4.44, although an 
approximation, does improve upon the performance of either expert in isolation.
As likelihoods are computed for each character class, it is possible to rank the 
likelihoods (whether from an individual expert or from the combined result) in order 
to produce a number of ranked alternative recognition results. A “top-A;” recognition 
result can therefore be computed for this method. This is the percentage of test cases 
where the correct class label appears in the first k choices output by the classifier. 
This figure indicates how well the classifier would perform given further contextual 
information - if, for example, the top-3 performance is significantly better than the 
top-1, then a bottom-up contextual knowledge source (such as the probabilities of 
transitions between letters) is expected to improve the performance of the classifier 
on running text [ST79b].
Recognition was attempted for both the training and test sets, using 3 methods: row 
models only, column models only and the combined result of these experts according 
to equation 4.44. The results for the test sets are shown in figure 5.6, and the best 
performance (as a function of noise level) on the test set and the performance on 
the training set are summarised in table 5.7.
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Model Type Test Set (Peak % correct)
Training Set 
{% correct)
Row 92.9 86.6
Columns 97.8 95.4
Combined 99.5 98.0
Table 5.7: A comparative summary of the recognition rate for column and row 
models, and their combination. (Fourier features with relative COG feature, 150 
cluster codebook.)
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Figure 5.6: A comparison of the recognition rate on the test data set for column 
and row models, and their combination.
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It can clearly be seen that the result of combining the column and row models is 
consistently better than either in isolation. It is also interesting to note that per­
formance of the column expert is considerably better than that of the row expert. 
As we read text in a left/right direction, it could be hypothesised that the discrim­
inant information in our alphabet is likely to be greater in the horizontal direction 
than the vertical. The result of the column versus row model experiment appears 
to support this hypothesis.
It is possible to draw some conclusions on the generalising power of the classifier. 
Although trained on the noise range [0.0,2.0], which covers the top 35% of the 
population; when tested over the range [0.2, 2.8], with over twice the population 
coverage, the recognition rate declined gracefully, suggesting good generalisation.
Top-A; performance k = 1 k = 2 k = 3
Test Set (Peak) 99.5 100 100
Training Set 98.0 99.3 99.7
Table 5.8: A comparative summary of the top-A: recognition rate for the combination 
of column and row models.
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Figure 5.7; A comparison of the top-A; recognition rate on the test data set for the 
combination of column and row models.
The results of top-A; performance for the combined experts is shown in figure 5.7, and 
is summarised in table 5.8. The combined experts exhibit promising behaviour for
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Character Recognition Rate (%)k = l k = 2 k ~  3
I 81.5 92.5 96.5
1 84.5 94.5 99.5
1 88.0 98.0 100
P 90.5 99.5 99.5
c 92.5 98.5 98.5
e 93.5 99.5 99.5
O 94.5 98.0 100
a 96.0 99.5 100
f 96.0 97.5 97.5
t 96.5 97.5 97.5
Table 5.9: The characters recognised by the combined experts with worse than 97% 
success.
the recognition of language text using contextual information - the top-2 and top- 
3 performance is considerably better than the top-1 performance, particularly for 
high noise levels. The performance of the combined experts is shown for the worst 
individual characters in table 5.9. Given the font under test, it is not surprising 
that confusions such as those between the characters “1 I 1” (ell, EYE, one) occur. 
The top-fc performance suggests that a context driven classifier would be able to 
recognise printed words with a much higher success rate than that of the isolated 
character classifier.
5 .3 .1  O th e r  c o m b in a t io n  s tr a te g ie s
It has previously been noted that the assumption of independence between the row 
and column experts, as expressed by equation 4.44, is an approximation to the 
real situation. However, finding a method for expressing the dependency between 
the experts is not trivial. Section 4.3.2 includes descriptions of some methods for 
combining evidence from dependent experts, but these are generally aimed at the 
case of combining experts which operate at the rank order level. The Behaviour- 
Knowledge Space [HS93, HS95] of Huang and Suen appears to be one of the most 
promising of these methods. The column and row experts, based on HMM models 
which are scored by the Viterbi algorithm, operate at the measurement level by 
producing an estimate of the likelihood of each model representing each unknown 
character. It therefore seems inappropriate to use a method such as the Behaviour- 
Knowledge Space to combine these experts because reducing the measurements to 
a rank order appears to be losing potentially-useful information.
Some ad-hoc methods for combining the measurements were investigated in an at­
tempt to find an approach which was superior to the simple independence assump­
tion. Each method was evaluated by finding the recognition rate on the training set 
of 12400 character images representing a wide variety of noise conditions.
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Figure 5.8: Effect of varying the minimum probability threshold of the column expert 
on the recognition rate of the [2.6, 2.8] noise range test set.
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Figure 5.9: A comparison of the recognition performance of the test set between 
combining the column and row experts by the simple independence assumption and 
by the method of setting a minimum probability threshold on the column expert.
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For the purpose of comparison, the simple combination assuming independence 
is included.
P(c) =  Pc(c) X P r {c) where P{c) represents the combined probability of class 
c formed from the column and row probabilities Pc{c) and P r {c) respectively.
(97.5%)^
The Averaged Bayes Classifier [XKS92] requires the arithmetic mean of both 
experts’ estimate of the probability of each class to be taken. The result of 
the classification is the class with the highest average probability.
(97.1%)
Select the top choice class of either the column or row expert according to 
which has the highest probability.
(96.9%)
Estimate the confidence C{c) in an expert for recognising a given character 
class c as the recognition rate for that character using the expert on its own. 
Then combine the probabilities according to:
P(c) =  (Pc(c) X Ccic)) X  (Pfl(c) X Ch(c))
Because of the associativity of the multiplication, P(c) =  Pc(c) x  P r {c) x  C { c) 
where C(c) = Cc(c) x  C r (c).  So although there is a confidence for each class, 
it does not weight the result in favour of one or other expert, according to 
which is more reliable.
(97.9%)
Estimate the confidence of each expert as the recognition rate of the top choice 
class. Use this confidence score to weight the arithmetic mean of the experts’ 
estimated probabilities for each class.
(96.6%)
Estimate the confidence of each expert as the average recognition rate of the 
top two choice classes. Use this confidence score to weight the arithmetic mean 
of the experts’ estimated probabilities for each class.
(96.9%)
Estimate the confidence of each expert as the average recognition rate of the 
top three choice classes. Use this confidence score to weight the arithmetic 
mean of the experts’ estimated probabilities for each class.
(97.1%)
^This is 0.5% different to the figure quoted in table 5.8. This is because these tests were done on 
a different computer architecture, necessitating new codebooks and models to be generated. These 
produce subtly different results due to differences in random number generation and arithmetic 
precision during the computations. All of the comparative tests of evidence combination methods, 
were, of course, done using the same machine, codebooks and models.
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The weighted arithmetic means are best in the situation where one expert reg­
ularly makes errors - the overall result is better than either expert in isolation. 
However, it makes things worse than the simple independence assumption 
when, for example, the confusions are different between two nearly equally- 
confident experts. For example, the column expert confuses b and p, whereas 
the row expert confuses b and d, so multiplication of probabilities makes b the 
clear choice.
• Select either the column or row expert’s top choice according to maximum of 
(top choice probability x confidence in expert), where the confidence in the 
expert is its recognition rate of its top choice.
(96.3%)
This again improves the situation where one expert regularly makes mistakes, 
but makes it worse when the correct class is the second choice of both experts 
(such that multiplication of probabilities makes the correct class the clear 
result).
• By studying the situation where the simple multiplication of probabilities 
makes an error, it was noted that this is often the case when they strongly 
disagree. For example. The column expert chooses class Cq with probability 
1.00 (to 2 decimal places) and gives class Cb a probability of le-16. On the 
other hand, the row expert chooses class Cb with probability 1.00 and gives 
class Ca a probability of le-14. By multiplying these probabilities, the choice 
is between 1.00 x le — 14 (c^) and 1.00 x le  — 16 (cj,). Therefore the terms 
le-xx have dominated the equation, and class Cq wins.
It is noted that the column expert is more reliable than the row expert. There­
fore if all probabilities from the column expert less than a threshold value are 
set to zero prior to multiplication, then the above-mentioned effect will not 
occur and the column expert will win. In fact this is computationally more 
efficient as the row models need only be scored if the corresponding score for 
the column model is greater than the threshold.
The threshold should be set such that approximately only the top 5 choices of 
the column expert are non-zero probability. This is because the top-A; recogni­
tion rate of the column expert is observed to be very close to 100% for A: =  5 
and appears to get no better for A: >  5. A threshold of le-6 was observed to 
correspond roughly to A: =  5. The results of a quick evaluation of the effect of 
varying the threshold on the recognition rate are shown in figure 5.8.
(98.1%)
Of these methods, the most appropriate one seemed to be the final one; that of 
setting a minimum threshold on the probability of a class from the column expert. 
Figure 5.9 shows that although the improvement is not significant for low levels 
of noise, a noticeable improvement is gained over the simple method of assuming 
independence for high noise levels. Perhaps more significantly, this method enables 
some savings in computation to be made - although the column models still all have
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to be scored, once this has been done only approximately the top-5 classes need 
their row models scoring in order to produce the combined probabilities.
Overall, though, it should be said that these methods of combining evidence from 
the measurements of the two experts did not appear to be too successful in terms of 
the performance gain, if any, which was achieved. A fruitful area of future research 
might be to investigate whether by throwing away the measurement information 
whilst preserving the rank order from each expert, the use of a method such as the 
Behaviour-Knowledge Space for combining the experts might be more successful. 
After all, such a method is based on learning the dependency between the experts, 
and their performance, whereas the most successful measurement-level combination 
that has been proposed here simply favours one of the two experts in all cases when 
they disagree.
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Figure 5.10: The 45 Fonts used in the multifont recognition experiments.
In order to test the method on a wide range of fonts and sizes in noise conditions 
which would be realistic for commercial application, a set of artificial images was 
generated for each of the 45 fonts shown in figure 5.10. For each font, characters 
were generated in 10 point sizes in the range [5,14]. For each size, the characters “a- 
zA-ZO-9” were used. For each character, 25 examples were generated using Baird’s 
document image defect model. During this process, the Mahalanobis distance of 
the model parameters from the distribution mean were limited to the range [0.0, 3.1] 
such that 90% of the population was covered, excluding the worst-quality 10%. This 
range was determined from the cumulative density function of the model shown in 
figure 3.11. Examples of these noisy images are shown in figure 3.9.
The whole image database was split roughly in half: the first 12 characters from 
each set of 25 were used for training, and the remaining 13 for test. Two codebooks, 
one for columns and one for rows, were generated by clustering vectors extracted
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from a composite image made up from a noise-free image of each character in each 
font at 12 point size. The number of clusters used in each codebook was reduced 
from 150 to 64 in order to improve the speed of operation, due to the large increase 
in the amount of data.
In all of these experiments, no attempt was made to remove speckle noise by any 
preprocessing of either the training or test images. The reason for this was so that 
the evaluation of the performance of the method was not clouded by other factors. 
In a practical implementation of such a system, it is envisaged that some relatively 
trivial preprocessing based on, for example, connected components analysis could 
improve the performance on particularly noisy images.
5 .4 .1  S in g le  fo n t r e c o g n it io n
The testing of the method had been, up to this point, restricted to a single point 
size and font, with the independent variable being the noise level present in the 
image. The aim was then to evaluate the method on a multi-font multi-size test set, 
with a wide range of noise present. An intermediate step was to perform a set of 
single-font tests, one for each of the fonts intended for the multi-font tests, with only 
the point size varying. The difference between the “single-font” and “multi-font” 
tests was therefore that in the former case, a set of models was trained and tested 
on each font individually; whereas in the latter case one set of models was trained 
on examples from all fonts, and then all fonts were tested using the same models.
The major issue to be addressed with this new problem domain was that of how to 
deal with the variation in point size. It is true that HMMs can effectively “warp” 
to match observation sequences of varying lengths. The heuristic adjustment of 
the Viterbi scoring process to account for observation sequence length is based on 
modelling the observation sequence length as a Gaussian distribution, as described 
in section 4.3.2. In the case of a large variance in observation sequence length there 
is no reason why this heuristic adjustment would not still be appropriate, allowing 
the models to warp to an appropriate degree. However, the problem with allowing 
such a situation is that it becomes very difficult to distinguish between certain lower- 
/upper-case characters and their upper-/lower-case equivalents at another point size 
- for example “cC £P kK  m M  oO pP  sS uU  vV  w W  xX  zZ”.
The other problem with allowing a large variance in the size of character input to the 
recognition process is that the codebooks of column and row patterns are required 
to represent a correspondingly larger variation in the patterns. For a fixed amount 
of quantisation distortion, the codebook would require a larger number of codewords 
to represent this wider variation; but the amount of computation required for the 
Vector Quantisation clearly depends on the number of codewords each vector must 
be compared to.
The method therefore required a preprocessing stage to be added to scale the input 
images in some way so as to minimise their variation. Bearing in mind the re­
quirement that the recognition method must be developed in such a way that word
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images can be recognised without a prior segmentation into characters, it was inap­
propriate simply to scale the images to a constant size. That approach would have 
had a number of disadvantages. The corresponding scaling of a word image prior to 
recognition would have required knowledge of where the character boundaries were. 
Also, as all characters would be the same size, the likelihoods of the observation 
sequence length for each character class would all be the same, and would no longer 
be any use for discriminating between, for example, characters “n ” and “m ”.
The chosen method was to scale each character to a fixed point size - 12 point was 
chosen as a comfortable fit into a 64 x 64 pixel array. For example, a 13 point 
character was scaled linearly in both dimensions by a factor of 12/13 =  0.923, using 
the method described in section 3.3.2. In the experiments, the point size of the 
training and test images was assumed to be prior knowledge. In a practical page 
reader application, the point size would first have to be estimated from parameters 
such as the inter-line spacing. However, it is not felt that this is too difficult to 
achieve for the required accuracy.
Apart from the size normalisation just described, and the reduced number of code­
words, the method used was identical to that developed by the end of section 5.2 
with a combination of two models per class as described in section 5.3. The mean 
and variance of the character width and height, used in the heuristic adjustment of 
the Viterbi scores, were computed from the size-normalised training images.
Recognition rate (%)
Point Test Set Training Set
size Top-1 Top-3 Top-1 Top-3
Mean Std.Dev. Mean Std.Dev. Mean Std.Dev. Mean Std.Dev.
5 50.70 11.73 65.80 11.13 61.94 10.06 73.75 9.32
6 67.32 9.50 79.70 7.82 76.11 7.39 84.72 6.63
7 76.02 9.03 86.14 6.97 82.32 7.14 89.47 5.79
8 82.75 4.59 90.92 3.14 87.64 3.66 93.07 2.75.
9 86.77 3.87 93.20 2.53 90.42 3.06 94.84 2.14
10 89.22 2.92 94.93 1.93 92.32 2.38 96.07 1.57
11 90.95 2.96 95.82 1.68 93.26 2.23 96.62 1.30
12 88.20 2.58 94.11 1.40 94.34 1.72 97.66 1.10
13 93.35 2.54 97.07 1.48 94.93 2.23 97.62 1.38
14 93.57 2.50 97.23 1.23 95.06 1.92 97.60 1.26
Table 5.10: Summary of recognition results for models trained on individual fonts. 
(Fourier features with relative COG feature, 64 cluster codebook.)
Table 5.10 summarises the results of the recognition of both the training and test 
sets, for both top-1 and top-3 recognition rates. The top-1 results for the test set 
are shown in detail for each font, sorted in descending order of recognition rate on 
12 point characters, in table 5.11®.
®Note that these tests were done using 51 fonts - the 45 fonts shown in figure 5.10 plus the 6 
fonts relating to the bottom 6 lines of table 5.11 . These fonts were recognised extremely badly, 
and were subsequently dropped from the data set. This was due to the fact that they were made 
up from very fine strokes - in some cases only one pixel wide - which were corrupted so badly by 
the document image defect model that it seemed unrepresentative of real document noise.
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Font Point size14 13 12 11 10 9 8 7 6 5
Palatino-Bold
Palatino-Roman
ZapfChancery-Bold
97.8
95.2
95.4
98.0
96.5
94.5
92.6
92.1
91.8
96.4
93.7
93.8
94.0
89.0 
89.9
93.0
89.0 
91.9
89.3
86.4 
88.0
85.9
78.0
81.5
77.5
71.6 
73.8
66.8
53.4
56.1
CharterBT-Bold 
Bookman-Demi 
Bookman-Lightltalic
96.5
95.9
95.7
95.9
96.1
97.0
91.4
91.4 
91.1
93.2
96.1
94.9
93.9
95.4
92.3
92.2
92.7
92.6
87.7
90.4
89.1
84.2
88.7
83.8
69.7
81.2
80.6
60.3
72.3 
63.8
AvantGarde-Demi
Courier-Bold
Palatino-Boldltalic
92.8
96.1
96.5
91.8
94.2
96.2
90.9
90.6
90.5
90.1
94.4
93.0
91.0
92.5
93.6
86.7
89.0
91.9
85.8
84.7
88.0
85.1
79.1
82.1
79.6
69.2
76.2
71.8
48.8
63.8
Courier-Boldltalic
Utopia-Bold
ZapfChancery
95.0 
95.4
95.0
96.4
94.4
94.4
90.5
90.2
90.0
93.2
92.6
90.4
91.5
91.5
88.6
90.7
89.7 
86.1
85.4
86.4 
74.7
79.0
76.3
66.2
69.9 
71.7
59.9
48.1
54.5
42.4
Palatino-Italic
Hershey-Plain-Simplex-Bold
Hershey-Plain-Triplex-Bold
95.7 
92.2
96.7
96.0
92.2
95.8
89.8
89.8 
89.6
94.6
89.5
94.0
91.4
88.4 
91.6
90.5
85.3
89.7
87.3
81.2
87.5
79.8
74.7
82.5
69.2
68.3 
76.1
56.2
31.2 
55.5
Bookman-Light
NewCenturySchlbk-Bold
Bookman-Demiltalic
95.5
92.9
94.7
94.6
93.0
95.4
89.6
89.5
89.4
95.3
90.7
92.9
93.8
90.0
90.4
92.4
86.6
90.9
88.9
83.3
86.1
84.4
76.1
83.6
77.4
71.1
75.6
65.0
48.6
62.8
AvantGarde-BookOblique 
Ch arterBT- Rom an 
Utopia-Boldltalic
93.1
95.9
95.0
94.1
95.0
94.4
89.4
89.2
89.0
92.1
91.0
93.4
90.4
90.6
91.0
89.6
85.9
87.4
88.4
81.4 
84.7
80.4 
71.8
77.5
75.6
61.8
70.0
65.0
48.1 
54.7
ZapfChancery-Oblique 
NcwCenturySchlbk-Boldltalic 
NewCenturySchlbk-Roman
95.5
96.0
93.1
95.0
94.9
92.5
88.8
88.7
88.2
92.8
91.9 
90.3
91.8
88.9 
88.1
88.5
87.1
86.0
84.5
82.9
75.9
75.0
80.9
72.8
65.3
63.4 
63.6
43.8
42.0
42.7
CharterBT-Italic
Hershey-Plain-Simplex-Bold-Oblique 
N ewCenturySchlbk-Italic
92.6
91.6 
93.2
94.6
90.5
93.5
88.2
87.6
87.5
92.9
88.3
88.5
88.8
86.9
85.7
80.1
83.8
82.2
76.7
79.4
77.3
72.3 
72.2
77.4
60.7
58.7
61.8
39.9
28.6
40.4
Courier
AvantGarde-Book
Hershey-Plain-Bold
92.4
90.7
90.9
93.3
90.4 
90.6
87.2
87.2 
87.0
88.4
88.2
88.7
87.5 
89.3
88.6
85.8 
86.0
84.9
79.5
82.8
86.0
42.1
79.1
82.1
33.2 
69.8
73.2
22.9
58.1
53.4
Helvetica-BoldOblique
CharterBT-Boldltalic
Helvetica-Bold
90.9
95.4
91.1
90.9
93.6
90.1
87.0
86.9
86.8
88.4
91.2
89.2
86.3
88.3 
85.9
86.4
88.1
86.1
80.2
84.1
81.5
74.8
80.0
77.2
68.3
65.1
69.9
51.8
50.1
54.7
AvantGarde-DemiOblique
Ilershey-Plain-Triplex-Bold-Italic
Utopia-Italic
92.5
96.5 
93.4
92.8
95.2
91.4
86.8
86.7
86.6
88.6
93.9
91.2
90.1
90.9
88.5
87.8
86.1
77.5
84.1
85.9
75.7
82.6
79.5
68.2
76.2
63.6
61.4
67.7
49.2
42.4
Times-Italic
Times-Boldltalic
Times-Bold
87.7
93.3
92.5
91.1
92.1
92.2
86.6
85.9
85.5
87.6
88.1
89.3
85.6
85.5
85.1
81.8
83.5
85.2
77.7
80.4
81.2
73.4 
73.3
77.5
66.5
62.3
67.3
42.5
47.4
54.8
Utopia-Regular
Helvetica-Oblique
Helvetica
91.7 
93.2
89.8
90.8
91.9 
91.1
85.3 
84.9
84.3
90.0
87,3
86.9
85.5
88.5 
86.3
81.5
84.5 
86.0
76.7
78.2
82.2
74.1
75.1 
74.7
61.4
66.9
67.7
51.1
54.3
51.0
Courier-Italic 
Times-Rom an 
Helvetica-Narrow
92.4
89.3
86.1
93.1
89.5
83.8
83.3
83.0
80.5
87.8
84.5
83.6
85.4
82.5 
84.1
83.2 
80.6
78.3
76.3
76.6
73.1
41.1 
67.5
67.2
32.7
62.2
62.4
20.1
49.5
33.8
Hershey-Plain-Oblique 
Hershey-Plain-Triplex-Italic 
Hershey-Plain
82.3
81.4
77.5
81.1
81.4
74.4
74.6
73.3
72.5
76.1
69.9
79,7
77.1 
68.7
76.2
73.7
72.3
75.3
74.9
69.0
71.2
68.7
63.3
62.0
51.3
54.3 
53.9
41.0
37.9
32.8
Hershey-Plain-Triplex
Hershey-Plain-Simplex
Ilershey-PIain-Simplex-Oblique
80.1
58.1
56.5
78.0 
58.5
55.1
70.9
49.0
41.0
77.5 
47.7
37.6
80.4
41.8
34.3
75.7 
34.6
34.8
74.7
31.2
37,6
69.3
27.4 
28.7
59.7
23.2
26.2
45.5
16.8
17.8
Table 5.11; Test set results for models trained on individual fonts, (Fourier features 
with relative COG feature, 64 cluster codebook.)
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Prom the summary of table 5.10, it can be seen that the training set has a sig­
nificantly higher mean recognition rate than the test set (1.7% on 14pt, 9.1% on 
lOpt, 11.24% on 5pt) and a lower standard deviation (0.6%, 0.5%, 1.7%). This 
suggests that the models are under-trained, particularly with respect to small point 
size images which are more susceptible to noise.
Another interesting feature is the consistently worse performance at 12pt on the test 
set when compared to either l lp t  or 13pt. This is not, however, the case for the 
training set. The most likely explanation for this is that the scaling preprocessing 
step produces some different result when the scale factor is 1.0 (for 12pt) compared 
to the results achieved for a non-unity scale factor. Investigation of this effect did 
not reveal any obvious cause, but it was later noted that by normalising the point 
size to 12.5, so that all sizes were subject to scaling, the effect disappeared.
5 .4 .2  M u lt ifo n t  r e c o g n it io n  w ith  n o  c la ss  s p l it t in g
Using one set of models trained on all of the training data was likely to provide a 
solution to the problem of under-training. The 45 fonts of figure 5.10 in 5 point sizes 
were used, providing 2700 training examples per character class. This is 22.5 times 
more training data than used in the previous experiment. However, the training 
must capture the variations inherent in different typefaces.
Only the point sizes [14,10] were included in this data set. Baird notes that for a 
particular resolution there is a limit to the point size of text which can be accurately 
dealt with [BF91]. Clearly such a decision must be an arbitrary choice but for the 
resolution of 300 DPI and for the particular implementation of the noise model it 
was decided from the accuracy of the previous results on the sizes [9, 5] that the line 
should be drawn at lOpt.
Recognition rate (%)
Point Test Set Training Set
Size Top-1 Top-3 Top-1 Top-3
Mean Std.Dev. Mean Std.Dev. Mean Std.Dev. Mean Std.Dev.
10 72.36 11.16 87.56 7.84 72.85 11.04 87.96 7.49
11 74.56 10.98 89.14 7.35 75.00 11.04 89.33 7.10
12 72.43 10.68 88.06 7.14 73.53 10.44 88.53 6.87
13 77.20 10.85 90.72 6.98 77.43 10.93 90.84 7.17
14 77.78 10.86 90.85 7.24 77.89 10.68 91.01 6.63.
Table 5.12: Summary of recognition results for 45-font models. (Fourier features 
with relative COG feature, 64 cluster codebook.)
The results of recognition of the 45 fonts are summarised in table 5.12 and the detail 
of the test set results is shown in table 5.13. The lower performance of the 12pt test 
set is again apparent, but this time the disparity between the test and training sets 
is marginal, indicating that the models have been trained with sufficient examples.
However, the level of recognition performance of the multifont models is clearly well 
below the required standard. Therefore achieving a higher performance is probably
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Font Point size14 13 12 11 10
CharterBT-Bold
Chai’terBT-Roman
Palatino-Roman
93.0
92.8
89.2
93.0
88.1 
88.8
87.2
87.1
85.8
90.4
87.3
85.3
87.5 
86.8
82.5
Palatino-Bold
Bookman-Light
Utopia-Regular
90.0 
90.5
90.0
90.0
90.2
89.9
85.8
85.1
84.7
90.2
88.8
87.5
87.2
89.1
74.8
CharterBT-Boldltalic
Utopia-Bold
Hershey-Plain-Triplex-Bold
88.8
89.8
87.8
90.4 
88.1
89.5
84.3 
84.1
83.3
88.2
85.9
86.4
87.4
84.2
84.1
CharterBT-Italic
Utopia-Boldltalic
NewCenturySchlbk-Roraan
85.7
86.6
83.9
85.3
83.8
81.6
81.2
80.5
79.7
85.2
85.2 
80.6
80.8
80.7
80.0
Palatino-Boldltalic
Palatino-Italic
Helvetica-Bold
85.8
82.5
83.4
84.1 
83.3
83.1
79.3
79.0
78.8
81.8
79.2
82.6
81.9
78.5
77.8
Times-Bold
NewCenturySchlbk-Bold
Helvetica
86.8
81.9
82.8
82.4
83.2
81.0
78.2
77.9
77.9
79.6
77.8
80.4
73.5
80.0
78.4
Utopia-Italic
Hershey-Plain-Bold
Hershey-Plain-Simplex-Bold
83.3
82.5
81.7
81.0
82.1
82.3
77.7
77.4
77.2
79.7 
78.3
77.8
75.6 
81.3
81.7
Bookman-Lightltalic
Helvetica-Oblique
NewCenturySchlbk-Boldltalic
77.8
77.0
82.5
78.0
79.1 
82.0
74.8
74.3
74.0
74.8 
75.4
74.8
73.3
76.0
75.9
NewCenturySchlbk-Italic
Helvetica-BoldOblique
Times-Boldltalic
78.8
80.7
70.3
78.1 
79.9
76.1
72.4 
72.0
71.5
73.8
73.0
72.3
74.5 
75.7
62.5
Times-Roman
Courier-Bold
Bookman-Demi
79.2
72.1
78.7
79.2
71.8
77.9
70.4 
70.2
69.5
75.8
69.9
74.9
68.5 
64.3
72.5
Courier-Boldltalic
Courier
Hershey-Plain-Triplex-Bold-Italic
69.0
71.3
72.5
72.4
69.4
70.4
69.4 
65.0
64.4
72.6
67.3
70.4
64.0
62.9
69.7
AvantGarde-Book
Times-Italic
Hershey-Plain-Simplex-Bold-Oblique
71.1
67.8
65.4
74.6
71.5
64.6
64.0
63.0 
62.2
66.2
67.0
63.7
69.3
62.7
62.6
AvantGarde-Demi
Courier-Italic
ZapfChancery-Bold
74.5
72.3
65.7
65.1
67.8
62.3
62.0
61.7
61.5
67.3
64.5
59.9
64.8
62.4
58.3
AvantGarde-DemiOblique 
Helvetica-N arrow 
Bookman-Demiltalic
67.7
65.2
67.2
69.2
66.2 
64.9
60.4 
59.8
58.4
61.2
58.6
63.9
62.6
58.6
58.7
ZapfChancery
AvantGarde-BookOblique
ZapfChancery-Oblique
59.1
56.0
39.6
56.9
55.8
39.7
57.4
50.7
38.2
56.1 
55.5
38.1
54.8
50.0
37.7
Table 5.13: Test set results for models trained on 45 fonts. (Fourier features with 
relative COG feature, 64 cluster codebook.)
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not just a case of using more training examples. Looking at the results in more detail, 
some points become apparent. Some fonts, a notable example being “ZapfChancery- 
Oblique”, suffer an appalling recognition rate. Looking at the form of characters 
in this font (as depicted in figure 5.10) they are clearly different from most of the 
other fonts. Therefore expecting one model to represent all of the variations of style 
for a particular character including “Times-Roman” (serif), “AvantGarde-Book” 
(sans-serif) and “ZapfChancery-Oblique” (stylised) is probably overly optimistic.
The situation is not all bad news. The high standard deviation of the recognition 
rate shows that there is a significant spread either side of the mean rate. The top-3 
performance of 14pt CharterBT-Bold test set is, for example, 98.5%. In summary, 
although these models failed to represent some symbols well, there were others that 
were well represented, although the average performance was well below the required 
level.
At this stage, a number of developments were made to the algorithm. Following 
that, the significant problem of one model representing such a variation of font 
styles was addressed, and the results of that work are described in section 5.4.3. The 
developments will first be summarised, and the results of a comparative experiment 
will show that the developments were indeed an improvement over the previous 
experiment.
• The class of semi-continuous HMMs was introduced in section 3.1.2. The VQ 
codebook, which represents the codewords as clusters of vectors in 33-D space, 
contains a full-covariance Gaussian representation of each cluster. Using this, 
equation 4.15 can be used to compute the likelihood that a vector belongs to 
each cluster. Using the number of vectors in each cluster divided by the total 
number of vectors used to create the codebook as an estimate of the a priori 
probability of each codeword, a posterior probability of a vector belonging to 
each codeword can be produced. When incorporated in the Viterbi scoring 
algorithm for the HMM, this “soft-VQ” reduces the quantisation distortion of 
the VQ process, and the resulting model is called a semi-continuous HMM.
# Until this point, all of the training vectors had been treated separately during 
codebook generation. By sorting the vectors prior to clustering, a set of unique 
vectors could be identified; each one given a weight according to the number 
of occurrences. Treating all identical points together reduces the chance of 
finding a local optimum of the clustering criterion function [KP88], but can 
also greatly improve the computational efficiency if there are many identical 
points present in the training set.
As depicted in figure 4.7, treating each codebook training vector as a “cloud of 
noise” in feature space, the determinant of the covariance matrix of a cluster 
can never become zero. In other words, it is always possible to calculate the 
Mahalanobis distance of a point from the cluster.
As depicted in figure 4.6, a more reliable initialisation of the codebook clus­
tering procedure is possible by using “seed points” , which are laid out as a
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grid in feature space, to search for densely populated regions of the space. A 
good initialisation increases the possibility that the local optimum that the 
clustering algorithm converges on corresponds to the global optimum.
The normalisation was changed to a linear scaling of the labelled point size to 
12.5pt, so that all (integer) point sizes require scaling.
Recognition rate (%)
Point Test Set Training Set
size Top-1 Top-3 Top-1 Top-3
Mean Std.Dev. Mean Std.Dev. Mean Std.Dev. Mean Std.Dev.
10 76.82 10.38 91.15 6.60 77.66 10.69 91.65 6.62
11 79.97 10.24 93.08 6.19 79.89 10.47 93.04 5.85
12 80.38 10.27 93.28 6.14 80.81 10.35 93.26 6.51
13 82.05 10.10 94.07 5.77 82.40 9.90 94.09 5.87
14 82.67 10.18 94.55 5.81 82.87 10.04 94.60 5.76
Table 5.14: Summary of recognition results for semi-continuous models of 45 fonts.
A repeat of the experiment training the models on all 45 fonts resulted in the per­
formance summarised in table 5.14. The detail of the top-1 test set results is shown 
in table 5.15. The net effect of the various improvements was to increase the top-1 
recognition rate by around 5%, and the top-3 rate by around 3.5%. The dip in the 
performance at 12pt was removed by scaling to 12.5pt. It is noted that the standard 
deviation of the recognition rate, averaged over all fonts, is still high, which shows 
that the performance on some fonts is very good whilst the performance on other 
fonts is still extremely poor.
5 .4 .3  C la ss  s p l i t t in g
In section 5.4.2, each character class was represented by one modeU. Training 
examples were taken from 45 fonts. This is the minimum amount of class splitting 
- one model per class. It is, however, possible to split the class such that it is 
represented by a number of models, where each model is trained on a subset of the 
45 fonts. The number of models per class, and the subsets of the total fonts used to 
train each model, need not be the same for each class in the character set.
The situation where it may be appropriate to split a class is when there are two or 
more distinct patterns which are represented by the same label. Consider the two 
examples of the character “a” shown in figure 5.11. Both have the same label, but 
look completely different. In the experiments of section 5,4.2, the “AvantGarde- 
Book” example was mostly misrecognised as the character “o” due to the fact that 
the majority of the training examples for this class looked like the “CharterBT- 
Roman” example. As well as reducing the “AvantGarde-Book” average recognition 
rate, this effect resulted in the “AvantGarde-Book” training examples effectively 
acting as noise in the training data, thereby reducing the average recognition rate
^For clarity the row and column models should be viewed as one combined model in this context.
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Font Point size14 13 12 11 10
Bookman-Light
Palatino-Roman
CharterBT-Roman
94.2
93.3 
95.6
92.5
94.0
92.2
93.4
93.3
92.6
91.8 
89.2
92.8
92.0
84.8
88.9
CharterBT-Bold
CharterBT-Boldltalic
Palatino-Bold
96.6
93.2
92.9
96.0
92.8
92.6
92.4
92.2
92.0
93.6
92.9
92.1
90.5 
88.7
91.6
Hershey-Plain-Triplex-Bold
Utopia-Regular
Utopia-Bold
91.0
91.1 
93.4
92.1
91.5
90.6
91.8
91.2
89.7
89.8
90.0
89.0
87.2
77.2 
87.8
CharterBT-Italic
Utopia-Boldltalic
NewCenturySchlbk-Roman
90.0 
90.3
92.1
90.3
87.5
89.1
89.0
88.6
88.3
88.6
88.6
88.8
84.0
84.3
86.7
Helvetica
Utopia-Italic
Palatino-Boldltalic
89.6
87.2
88.3
87.9
85.8
87.3
87.5
87.0
86.8
85.6
85.9
82.1
85.4
79.7
83.6
N ewCentury S chlbk-B old
Hershey-Plain-Bold
Helvetica-Bold
86.8
85.4
85.8
88.6
87.0
86.2
86.4
85.3
84.9
84.4
83.7
84.6
82.4
83.8
82.0
Helvetica-Oblique
Helvetica-BoldOblique
NewCenturySchlbk-Italic
84.9
86.1
87.0
87.2 
86.4
83.2
84.6
84.6
83.6
82.5
80.6 
84.3
82.6
78.7
79.8
Hershey-Plain-Simplex-Bold
NewCenturySchlbk-Boldltalic
Palatino-Italic
86.8
86.3
86.7
86.2
83.8
87.4
83.3
82.5
82.1
83.4 
84.0
85.4
82.4
80.6
82.7
Bookman-Lightltalic
Times-Bold
Courier-Bold
83.4
88.3
82.1
82.0
86.5
80.2
82.0
81.1
81.0
82.0
82.6
77.5
81.2
77.2
69.9
Bookman-Demi
Times-Boldltalic
Times-Roman
82.2
81.4
87.6
82.4
81.2
88.6
80.1
80.0
77.9
79.7
79.2
84.0
76.3 
72.8
77.4
Courier-Boldltalic 
Hershey-Plain-Triplex-Bold-Italic 
Avant G ar de-Bo ok
76.3
79.0
75.5
74.5
79.1
75.4
76.6
75.7 
72.1
75.8
78.8 
74.3
70.2
75.4
73.8
Courier
AvantGarde-DemiOblique
Times-Italic
78.9
73.4
72.5
78.3
73.0
77.1
71.3
71.3 
71.0
74.6 
67.2
75.6
68.8
68.3
70.1
ZapfChancery
ZapfChancery-Bold
Bookman-Demiltalic
69.0 
74.2
73.1
68.7 
71.3
72.8
70.9
70.3
69.2
67.1
66.9
67.0
61.8
68.2
64.3
Courier-Italic
Hershey-Plain-Simplex-Bold-Oblique
AvantGarde-Demi
77.5
67.9
71.1
73.1
69.4
64.5
69.1
68.3
66.8
70.6
67.8
67.2
64.1
68.2 
63.6
Helvetica-N arrow
AvantGarde-BookOblique
ZapfChancery-Oblique
66.8
55.1
50.1
71.6
55.2
49.0
66.5
54.8
48.2
65.2
52.4
49.4
61.1
50.8
45.9
Table 5.15: Test set results for semi-continuous models of 45 fonts.
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(a) CharterBT-Roman (b) AvantGarde-Book
Figure 5.11: Two shapes of the character “a” .
of “CharterBT-Roman” and similar fonts. By having two models, each representing 
the same label “a”, the overall recognition rate is likely to improve as each model 
will only be trained on examples of the same basic shape.
There are, however, disadvantages to splitting classes:
• Recognising where to split classes is difficult to automate, and as a manual 
process may require considerable resources to achieve a good solution. The 
process may involve many iterations of “trial and error” before a good split is 
achieved.
• As the number of model variants per class increases, the more the total set 
of training data is divided. Therefore the models may be in danger of being 
under-trained, particularly in the case of models which represent a variant of 
a class which is uncommon in the total training set.
• As each split reduces the range of deformations represented by each model, the 
generalising ability of the model is correspondingly reduced. For example, if 
one model represents a number of “Roman”-style fonts, then it will probably 
generalise well - its performance on a previously-unseen Roman font will be 
good. However, if a classifier uses a fully-split approach where one model exists 
for each font within the training set then the performance on the fonts in the 
training set will probably be better than the unsplit classifier but it will have 
less generalising power.
• The more variants there are per class, the more computation the recognition 
process will involve, as more models have to be compared to each unknown 
pattern.
In the 100-font classifier described in [BF91], Baird and Fossey use between 1 and 18 
variants per class, with an average of 6 variants per class. It was decided that some 
class splitting was required if successful multifont recognition were to be achieved.
5.4. Multifont recognition using the Fourier features 165
However, mainly due to the amount of resources and time available, such a split was 
likely to be fairly limited and arbitrary. Keeping the number of variants per class 
to a minimum was also desirable in terms of the generalising power of the models, 
the amount of training data required and the computational complexity.
Char Reason Char Reason
a single loop 0 Bookman
b ZapfChancery 1 sans-serif
c AvantGarde 2 ZapfChancery
d slanted 3 ZapfChancery
e ZapfChancery 5 Bookman
f slanted 6 AvantGarde
g open looped tail 8 Bookman
h slanted 9 AvantGarde
i slanted B ZapfChancery
j slanted G sans-serif
k slanted D sans-serif
1 sans-serif I sans-serif
m ZapfChancery J sans-serif
0 AvantGarde L sans-serif
P slanted N sans-serif
q slanted P AvantGarde
r Courier Q small tail
t AvantGarde R sans-serif
u AvantGarde X ZapfChancery
V AvantGarde Y Courier
w AvantGarde Z Courier
X AvantGarde
y slanted
z AvantGarde
Table 5.16: Reasons for creating variant models for multifont recognition.
The results of the last experiment summarised in table 5.14 were examined for 
characters which, for a particular font, were recognised badly {i.e. with a top-1 
recognition rate averaged over all point sizes of less than 40%). Once these had been 
identified, a set of 45 variant models were proposed. These are listed in table 5.16. 
In the “Reason” column, if a single font family name is given then the variant is 
only required for those fonts. Otherwise, the “Reason” can be explained as follows:
single loop: This is for the case of the character “a” where the variant model is 
for all fonts where the character is made up of a single loop with a vertical bar 
at the right hand side.
s lan ted : This is for all italic and oblique fonts.
open  looped  ta il: This is for the case of the character “g” where the variant model 
is for all fonts where the tail of the character does not join up with the loop.
sans-serif: This is for all sans-serif fonts.
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sm all ta il; This is for the case of the character “Q ” where the variant model is for 
all fonts where the tail of the character is relatively small.
Recognition rate (%)
Point Test Set Training Set
size Top-1 Top-3 Top-1 Top-3
Mean Std.Dev. Mean Std.Dev. Mean Std.Dev. Mean Std.Dev.
10 78.36 8.84 91.76 5.30 79.18 8.86 92.11 5.58
11 81.11 8.68 93.66 4.93 81.63 8.51 93.63 4.75
12 81.67 8.42 93.92 5.04 82.16 8.34 93.98 4.79
13 83.32 8.29 94.75 4.34 83.81 7.98 94.83 4.41
14 84.26 8.10 95.18 4.46 84.51 8.02 95.34 4.20
Table 5.17: Summary of recognition results for 45-font data with split classes.
The result of this study was a classifier consisting of 107 models representing 62 
classes - 1.7 variants per class on average. The previous recognition experiment 
was repeated with these split classes. The summary of the results is shown in ta­
ble 5.17. Averaged over all point sizes the top-1 mean recognition rate has increased 
by 1.4%, and the standard deviation has reduced by 1.8%, indicating a better overall 
performance and better consistency as a result of the class splitting.
Undoubtedly further iterations of the class splitting study could produce a bet­
ter performance but to do this manually would have been a fairly time-consuming 
process. An alternative approach might be to utilise Rabiner’s distance measure 
between HMMs (defined in equation 3.71). A future direction of research might 
be to create a fully-split classifier with, for each class, a separate HMM for each 
font. The distance measure could be used to determine the “similarity” between the 
fully-split models, in order to group together similar models. By varying the group­
ing criterion, a tradeoff could be made between generalising power and accurate 
representation of the training fonts.
5 .4 .4  S iz e  n o r m a lisa tio n
In the previous experiments, all of the characters have been scaled prior to feature 
extraction such that they are normalised to 12.5pt. However, it can be clearly seen 
from figure 5.10 that, although all of the font names are shown in the same point 
size, the actual size varies considerably.
In the previous experiment, the top-3 recognition rate for the test set of 12pt Times- 
Roman was 92,3%, whereas the equivalent figure for the Utopia-Regular font was 
96.5%. These two fonts look very similar, but figure 5.10 shows that Times-Roman 
is actually a lot smaller on the page than Utopia-Regular. For the Times-Roman 
data, there were no major confusions which occurred - just a general decline in 
performance across all classes. This could quite possibly be caused by the fact that 
the size normalisation does not reduce the variation in character sizes to a sufficient 
degree. Therefore the heuristic use of the likelihood of observation sequence length 
could be causing some confusions in a particularly small font.
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An alternative method of normalisation was proposed which was to calculate a 
normalisation constant area as the average area of the characters which were used 
to train the codebook (a uniform distribution of all classes). Each character image, 
prior to feature extraction, would then be scaled linearly in both dimensions by a 
factor y '/ ;  where /  is the ratio of the normalisation constant area divided by the 
average area for all characters in the current image’s font and point size.
This normalisation method would be well suited to practical applications. Regarding 
word recognition, provided the word was made up of characters all in the same font 
and size (as is likely) the whole word can be scaled by the same amount without prior 
knowledge of the character locations. In a page reading application, the average area 
of the characters on the page can be calculated from those characters which are easy 
to segment by, for example, connected components analysis. Some robust method 
of estimation should be used to reject broken or connected character segments. 
Some adjustment would also have to be made for a non-uniform distribution of 
characters on the page, as the average area assumes a uniform distribution. In these 
experiments, each character image was labelled with its font and size, and these 
were used to look up an average area which had previously been computed from the 
training examples.
Scale to constant area Scale to 12.5pt
Rows MeanStdDev
2.56
1.09
Mean
StdDev
3.32
1.10
Columns MeanStdDev
3.62
0.99
Mean
StdDev
5.77
1.15
Table 5.18: A comparison of the variation in observation sequence length caused by 
the two size normalisation methods.
An indication of the effectiveness of this new method of normalising the area of char­
acter images is to compare the standard deviation of observation sequence length, 
when taken over all characters. Table 5.18 shows the mean and standard deviation, 
computed over all characters, for the standard deviation of the observation sequence 
length, both for row and column models. Particularly for the column models, the 
mean figure is much less which indicates that the observation sequence length varies 
much less for the column models. The mean figure for the row models is also less 
under the proposed normalisation scheme.
Another improvement which was proposed was to determine the number of states for 
the HMMs as being proportional to the mean observation sequence length - a Bakis 
model. In previous experiments the number of states was fixed at 8 for all classes. 
The number of states of the Bakis models was proposed such that, on average, each 
state produces 3 observations. This resulted in row models with between 7 and 
14 states, and column models with between 3 and 13 states. The 3 state models 
corresponded to the column models for characters such as “i” .
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5.5 U se o f th e  SIH D  features
5 .5 .1  M u lt ifo n t  r e c o g n it io n
Point Recognition rate (%)Top-1 Top-3size Mean Std.Dev. Mean Std.Dev.
10 80.43 8.92 88.78 7.73
11 82.88 8.69 90.67 7.13
12 83.62 8.94 91.16 7.21
13 84.77 8.32 92.20 6.43
14 85.33 8.22 92.51 6.55
Table 5.19: Summary of recognition results for the 45 font models. (SIHD features 
with relative COG feature, 64 cluster codebook.)
With the amended size normalisation method described in section 5.4.4, and the 
number of HMM states determined for each character class as one third of the aver­
age observation sequence length; the multifont recognition experiment was repeated 
using the SIHD features described in section 4.2.3. All other parameters were left 
unchanged. The results are summarised in table 5.19. Detailed results of the test 
set recognition rates are shown in table 5.20 (for the top-1 scores) and table 5.21 
(for the top-3 scores). As the previous experiment had showed that the training 
set recognition rate was very similar to that of the test set, the recognition of the 
training set was not performed, in order to save computation time.
This was the first attempt at using the SIHD features, and as such was not an opti­
mal implementation. For example, at this stage of development each feature vector 
was created by shifting the image line of pixels such that the first non-background 
pixel was at one end of the vector. After this it was decided that by centering the 
pixels in the 64-element feature vector there would be less possibility of pixels being 
shifted “off the end” as a result of being shifted to match a cluster mean during code­
book generation. The 64-cluster codebook was generated, and VQ was performed, 
using the “nearest neighbour” rule, rather than the probabilistic approach detailed 
ill section 4.2.3. Even so, the average top-1 recognition rate was better than the 
previous experiment with the Fourier features, by 2.1% for lOpt and 1.1% for 14pt.
There is significant variation of the performance on the various fonts, as highlighted 
by the standard deviation of the recognition rate. The uniformity of the performance 
is shown graphically in figure 5.12. Part (a) depicts the recognition rate for each font, 
averaged over all characters, with a separate line for each point size. The fonts are 
ranked by recognition accuracy. It can be seen that larger characters are recognised 
consistently better than small ones, due to the effects of noise and sampling reso­
lution. CharterBT-Boldltalic 14pt is recognised with 99.1% (94.0%) top-3 (top-1) 
accuracy, ZapfChancery-Oblique is by far the worst with 66.9% (53.6%). The next 
worst fonts are Courier and Helvetica-Narrow. Due to their unusual aspect ratios 
(Courier is a fixed-width font and Helvetica-Narrow is condensed), the size normal­
isation method fails to perform well. In general it can be seen that the classifier
5.5. Use o f the SIHD features 169
Font Point size14 1 13 12 11 10
AvantGarde-DemiOblique
CharterBT-Bold
Bookman-Light
92.4 
91.6
93.4
93.7
93.4
92.9
93.5 
93.4
92.6
90.6 
90.8
93.6
90.1
89.4
91.5
Helvetica-BoldOblique
Palatino-Boldltalic
Palatino-Bold
93.5
91.7
92.3
92.9
92.9 
92.1
92.4
92.3
92.1
90.7
90.7
90.7
90.6
91.2
89.2
Helvetica-Oblique
CharterBT-Boldltalic
Helvetica
93.5
94.0
92.1
92.8
92.3
90.4
91.7
90.8 
90.7
92.1
92.9
90.0
88.6
88.2
85.6
Utopia-Bold
Hershey-Plain-Triplex-Bold
Hershey-Plain-Bold
93.4
89.7
87.8
87.9
92.0
87.5
90.4 
89.7
89.5
88.2
88.8
85.9
88.8
86.7
85.1
Bookman-Lightltalic
AvantGarde-Demi
Times-Bold
89.2
89.7
91.8
88.2
89.1
88.6
89.4
88.8
88.0
90.2
89.6
88.5
89.1 
86.4
83.1
Utopia-Boldltalic 
N ewCenturySchlbk-Roman 
N ewCentury Schlbk-Bold
85.9
86.9 
89.3
86.0
88.2
89.8
87.5
86.8
86.8
88.5 
87.1
86.6
85.2
83.3 
88.9
Helvetica-Bold
CharterBT-Roman
Palatino-Italic
91.4
90.6
86.8
89.5
84.3
86.3
86.8
86.8
86.5
88.0
81.8
80.7
85.1
78.9
82.4
Times-Boldltalic
Bookman-Demi
AvantGarde-BookOblique
86.0
88.6
88.6
86.6
85.9
89.0
86.2
85.7
85.7
84.0
86.0 
87.0
81.6
83.7
85.5
Palatino-Roman
Bookman-Demiltalic
Hershey-Plain-Simplex-Bold
89.5
86.5 
87.1
87.2
87.1
87.5
85.5
85.5 
85.3
83.6
84.2
82.8
79.8
82.4
79.5
NewCenturySchlbk-Boldltalic
NewCenturySchlbk-Italic
CharterBT-Italic
87.8
88.1
85.3
88.0
87.9
84.9
84.9
84.8
84.4
86.2
86.5
84.6
83.3
83.4 
81.1
ZapfChancery
Times-Italic
AvantGarde-Book
84.9
83.6
84.5
84.8
83.8 
84.0
84.3 
83.0
82.4
79.7
82.7 
77.9
79.9
75.9
75.9
Utopia-Regular
Courier-Bold
Courier-Boldltalic
81.5
78.8
79.8
85.8
79.5
79.5
82.1
80.9
79.7
80.9
79.8
77.2
61.2
75.2
75.7
Utopia-Italic
ZapfChancery-Bold
Times-Roman
79.8
77.9 
84.8
79.3
76.3 
84.7
79.4
77.7
76.7
76.7
76.6
80.7
76.5
74.3
75.4
Hershey-Plain-Simplex-Bold-Oblique
Hershey-Plain-Triplex-Bold-Italic
Courier-Italic
71.1
65.6
72.9
71.8
66.8 
69.4
70.8
65.8 
65.7
70.8
67.4
65.4
70.4
68.7
64.7
Helvetica-Narrow
Courier
ZapfChancery-Oblique
71.0
75.6
53.6
65.3
74.6
54.0
62.5
62.3
55.2
63.0
66.0 
53.7
60.5
62.4
55.0
Table 5.20: Top-1 test set results for the 45 font models. (SIHD features with
relative COG feature, 64 cluster codebook, DHMMs, Nearest-neighbour codebook
generation and VQ.).)
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Font Point size14 13 12 11 10
AvantGarde-DemiOblique
CharterBT-Bold
Bookman-Light
98.5
96.5 
97.4
98.9
96.9 
97.3
98.1
96.5
97.0
97.8
95.3
98.0
96.8
94.3
96.3
Helvetica-BoldOblique
Palatino-Boldltalic
Palatino-Bold
99.3 
97.5
97.3
99.1
98.4
97.3
98.6
97.6 
95.8
96.9
97.3
96.4
97.0
97.3
95.3
Helvetica-Oblique
CharterBT-Boldltalic
Helvetica
98.6
99.1
96.9
98.4
98.3
96.2
97.9
97.5
96.4
97.6
97.2
96.3
95.8
95.8
93.8
Utopia-Bold
Hershey- P lain-Triplex-B old 
Hershey-Plain-Bold
97.9
95.9 
95.4
94.4
96.7
94.9
95.1
95.0
95.4
94.1
94.7
94.3
94.2
93.4
93.8
Bookman-Lightltalic
AvantGarde-Demi
Times-Bold
97.9
96.4
96.2
96.3
95.7
93.9
96.8
96.5
95.2
96.9
96.3
94.7
97.1
95.2 
93.1
Utopia-Boldltalic 
NewCenturySchlbk-Roman 
NewCenturySchlbk-Bold
94.5
92.9
94.7
94.7 
93.4
94.7
95.2
91.6
93.7
96.7
92.8 
94.2
95.2
88.5
94.4
Helvetica-Bold
CharterBT-Roman
Palatino-Italic
96.3
93.6
95.2
95.4
90.0
95.3
94.9
93.3
94.1
94.0
87.6
91.9
93.1
85.0
91.7
Times-Boldltalic
Bookman-Demi
AvantGarde-BookOblique
95.4
94.4 
97.9
94.5
92.8
96.9
96.2 
93.1
95.3
92.8
91.7
95.5
91.9
92.3
94.7
Palatino-Roman
Bookman-Demiltalic
Hershey-Plain-Simplex-Bold
94.4
93.8
94.3
93.0
94.2
93.5
90.8
92.6
91.4
90.4
92.1
89.9
86.8
89.7
88.8
NewCenturySchlbk-Boldltalic
NewCenturySchlbk-Italic
CharterBT-Italic
96.3
93.9
93.8
96.7
95.0
94.5
94.2
93.3
92.3
94.5
93.6 
93.3
90.6
91.9
90.3
ZapfChancery
Times-Italic
AvantGarde-Book
91.4
92.9
94.0
91.8
93.4
93.3
89.3
92.5
92.0
86.9
92.1
90.4
88.3
85.7
86.8
Utopia-Regular
Courier-Bold
Courier-Boldltalic
87.9 
86.8
90.9
91.5
85.5 
90.2
88.0
87.3
90.6
87.4
87.6
89.6
71.4
81.9
87.1
Utopia-Italic
ZapfChancery-Bold
Times-Roman
88.0
88.2
89.3
87.4
88.0
89.6
89.5
87.6 
82.0
86.2
85.0
87.5
85.7
84.7 
82.3
Hershey-Plain-Simplex-Bold-Oblique
Hershey-Plain-Triplex-Bold-Italic
Courier-Italic
82.0
78.7
82.8
83.7
78.4
81.1
82.5
79.2
76.2
81.2
81.1
78.1
82.7
79.7 
76.0
Helvetica-N eirrow 
Courier
ZapfChancery-Oblique
78.3
82.8
66.9
76.1
83.1 
68.4
73.0
72.6
68.5
70.9
74.7
66.7
67.4
72.2
69.2
Table 5.21: Top-3 test set results for the 45 font models.
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Figure 5.12: Uniformity of the recognition rate over the full set of fonts.
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works well for approximately the top 30 of the 45 fonts, after which the performance 
degrades significantly. Part (b) shows how the top-1 and top-3 recognition rates for 
one particular point size vary with respect to each other. It can be seen that the 
top-3 rate is approximately 5% better than top-1 for most of the fonts. This is an 
improvement over the use of the Fourier features where, although the top-3 rate was 
similar, the difference between top-3 and top-1 was significantly worse.
5.5.2 Roman font recognition
The graphs of figure 5.12 show that although the method has promise for some fonts, 
there are other fonts that it is failing badly on. This is conceivably due to the small 
level of class splitting which is present in the classifier, which makes the amount 
of variation in each character class too much for the model to represent. If there 
are some fonts which are too different from the “typical” fonts in the training data 
then they will be recognised badly. Also, their presence in the training data will 
prevent the models from being specific to the typical fonts, such that the fonts which 
are recognised best are not achieving their optimum performance. The problem of 
class splitting is, as has already been noted, one of engineering resources. As a “one 
man band” it is hard to perform the necessary iterations of recognition and results 
analysis which are required to craft the necessary split.
At this point it was therefore decided to reduce the variation in the data set by 
partitioning the fonts into 6 groups of similar fonts®. Each group was to have a 
set of 62 models trained from all of its training examples, creating a classifier with 
no class splits. The group would then be tested using the classifier specifically 
trained for it. The aim of this is to show that the recognition rate, particularly for 
the “difficult” fonts, is a tradeoff with the generalising power of the classifier - a 
more specific classifier should be able to recognise the difficult fonts better. The 
partitioning of the fonts is shown in figure 5.22.
The summary of the performance of the classifiers on these font groups is shown 
in table 5.23. A significant point to note is that the average top-1 recognition rate 
for the fonts in the “ZapfChancery” group is 86% for 14pt. This compares to an 
average figure of 72% for the same fonts in the 45-font experiment with 1.7 variants 
per character class. Therefore by having a more specific classifier, this “difficult” font 
group is recognised more accurately. As the performance is still below acceptable 
levels, though, it seems that representing “normal” , “bold” and “italic” versions of 
the font with the same model is still unsatisfactory, and a fully-split classifier may 
be more appropriate.
At this point of the methods’ development, it was decided to concentrate on testing 
the “Roman” group of fonts alone, seeing as it is representative of the majority of 
text which is normally input to an OCR device. Restricting the test data domain in 
this way enabled a faster turn-round of experiments. However, the recognition of 13
®This is with the exception of Helvetica-Narrow - being a condensed font, it is like no other 
in terms of the aspect ratio of its characters. Therefore the size normalisation method affects it 
differently to the other fonts. Creating a “group” just for this one font seemed worthless, so it was 
omitted.
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R om an: Bookman-Demi
Bookman-Light
Chai’terBT-Bold
CharterBT-Roman
Hershey-Plain-Triplex-Bold
NewCenturySchlbk-Bold
NewCenturySchlbk-Roman
Palatino-Bold
Palatino-Roman
Times-Bold
Times-Roman
Utopia-Bold
Utopia-Regular
R om an-Italic: Bookman-Demiltalic
Bookman-Lightltalic
CharterBT-Boldltalic
CharterBT-Italic
Hershey-Plain-Triplex-Bold-Italic
NewCenturySchlbk-Boldltalic
N ewCentury Schlbk-It alic
Palatino-Boldltalic
Palatino-Italic
Times-B oldit alic
Times-Italic
Utopia-Boldltalic
Utopia-Italic
SansSerif: AvantGarde-Book
AvantGarde-Demi
Helvetica
Helvetica-Bold
Hershey-Plain-Bold
Hershey-Plain-Simplex-Bold
S ans S erif-It alic : AvantGarde-BookOblique
AvantGarde-DemiOblique
Helvetica-BoldOblique
Helvetica-Oblique
Hershey-Plain-Simplex-Bold-Oblique
Courier: Courier
Courier-Bold
Courier-Boldltalic
Courier-Italic
ZapfChancery: ZapfChancery
ZapfChancery-Bold
ZapfChancery-Oblique
Table 5,22: A partitioning of the multiple fonts.
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Point Recognition rate {%)Type Top-1 Top-3
Mean Std.Dev. Mean Std.Dev.
Roman 14 90.83 3.49 96.01 1.80
13 89.67 3.68 94.96 2.1212 88.29 3.71 94.02 2.5411 86.87 3.09 93.47 1.6010 83.84 4.99 91.04 3.78
Roman-Italic 14 88.75 5.89 94.95 4.36
13 87.52 6.27 94.21 4.0712 86.69 5.96 93.87 4.02
11 85.15 5.74 92.85 4.05
10 82.81 5.89 91.52 4.04
SansSerif 14 87.90 2.27 93.13 1.63
13 87.03 2.83 92.23 2.1412 86.92 2.93 92.28 2.5511 84.42 2.74 90.98 2.21
10 83.03 3.47 89.80 2.79
SansSerif-Italic 14 89.22 4.52 94.20 3.68
13 88.28 4.36 93.66 3.6412 87.36 6.45 93.38 4.7311 86.40 5.18 92.92 4.78
10 85.74 6.40 92.28 5.52
Courier 14 85.97 5.16 88.90 3.96
13 84.53 5.97 88.05 4.4612 79.65 10.26 84.42 7.7211 77.78 10.86 83.22 8.4510 74.30 9.69 80.57 7.69
ZapfChancery 14 86.03 1.48 89.70 0.78
13 85.13 1.14 89.37 0.6612 84.57 0.80 88.40 0.6711 81.77 0.78 86.70 0.0810 80.23 1.92 85.93 1.45
Table 5.23: Summary of recognition results for the 6 font groups. (SIHD features 
with relative GOG feature, 64 cluster codebook.)
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fonts with no class splitting was still a sufficiently demanding task, especially with 
the level of noise present in the images.
(a)
roar rod goo god
(b) (c) (d)
Figure 5.13: The effect of normalisation to a constant height on word images in the 
presence of ascenders and descenders.
(a) Columns (b) Rows
Figure 5.14: A representation of the mean vectors from an example pair of 16-cluster 
SIHD codebooks.
In the light of this, the codebooks for testing the “Roman” group on were made 
from feature vectors extracted from 10 and 14pt images specifically of characters 
from fonts in this group. The two different sizes represented the effects of the spatial 
resolution in the codebook. Some improvements were also made to the method at 
this stage. These improvements were:
Another new method of size normalisation was proposed. In the case of column 
models®, it was noted that the previous method of normalisation to a constant 
area ensured that all characters in the same class, regardless of font and point 
size, had approximately the same height. This ensured that quantisation of the 
columns had been consistent. The images were also scaled to remove variation 
in the width. The only purpose this served was to ensure the observation 
sequence length was consistent, so that the heuristic Gaussian model of the 
observation sequence length could be used to stop the HMM matching process
A similcir argument can be applied to the row models.
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exhibiting extreme time warping properties. However, this horizontal scaling 
added noise to the images due to the limited resolution available, and in effect 
added no extra information.
The alternative approach was therefore to scale all character images to a con­
stant height, regardless of font, size or class. The width would remain constant, 
and it would be necessary for the HMM to warp to account for the variation 
in width amongst images of the same character class in different fonts and 
point sizes. The Gaussian model of observation sequence length would then 
be replaced by an identical model of character width, scaled by the average 
width of all characters in that font and size. For example, the mean scaled 
character width of character “i” would be much less than 1.0, whilst that of 
character “M ” would be greater than 1.0.
In the page reader application, the average character width in the predom­
inant typeface would have to be estimated using a similar approach to the 
estimation of the average character area, such as was required for the previous 
normalisation method. In the experiments, each character image was labelled 
with the average character width for the font and size that the character was 
rendered in. As regards word recognition, the approach of Chen, Wilcox and 
Bloomberg would have to be adopted [CWB93a, CWB93b]. Figure 5.13 de­
picts the situation when a word image is scaled to a constant height. Part (a) 
shows the effect when there is no ascender or descender in the image, Parts 
(b) and (c) show the effect of an ascender and descender respectively, and Part 
(d) shows what happens when the word has both ascenders and descenders. 
The characters are scaled to different sizes according to the presence of ascen­
ders and descenders. For characters such as “o”, there needs to be 3 types of 
model present to represent the class in the word recognition process - one for 
the situation when there are only ascenders or descenders, one for when there 
are both, and one for when there are neither. For characters such as “d ”, only 
two models are needed as the word cannot have no ascenders. Similarly for 
characters like “g”. This makes the classifier split by a factor of between 2 
and 3, with the associated extra computation. However, the prior determina­
tion of the presence of ascenders and descenders in the word image should be 
fairly straightforward by projection profile analysis and this could be used to 
configure the model variants to be used in the classifier.
So to summarise the proposed method of normalisation: each character image 
produces two normalised images - one of constant height for the column models, 
and one of constant width for the row models. The Gaussian distribution used 
to heuristically adjust the Viterbi scoring of the column/row HMMs is therefore 
to be based on the width/height of the un-normalised image. The width/height 
is scaled by dividing by the mean width/height of all characters in the font and 
size of the original image. The constant width/height was selected as being 
50 pixels, to allow sufficient room in the 64 dimensional feature vector for a 
reasonable shift of the pixel pattern without loss of pixels from the vector.
The probabilistic construction of a VQ codebook, as described in section 4.2.3, 
was implemented. This involves modelling the distribution of the SIHD of
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training vectors from a cluster mean as a Gamma distribution. This enables 
a likelihood of a vector belonging to each cluster to be computed, which in 
turn allows a clustering criterion function to be defined. The criterion is then 
optimised to minimise the overlap of the probability density functions of the 
clusters. Examples of column and row codebooks with 16 clusters are shown in 
figure 5.14. Each column of the codebook image represents the sample mean 
of the training vectors in each cluster at the end of the codebook generation 
process. Each column is divided into segments representing the 64 dimensions 
of the feature space. Black represents foreground, white background, and a 
grey value represents a mean value which is between the two. In fact 32 clusters 
were used for the following experiment.
Using a probabilistic model of the clusters, semi-continuous HMMs were able 
to be be used for classification, combining the probability of each cluster from 
the “soft-VQ” process with the emission probabilities of the discrete HMMs 
in the Viterbi algorithm.
The emission probabilities of the HMMs were initialised before training as 
described in section 4.3.1.
The combination of the likelihoods from the two HMMs and the likelihoods 
of character width/height was done according to equation 4.44, instead of the 
method developed in section 5.3.1. The improvement due to the previous 
method had always been marginal - the main saving was in the amount of 
computation. At this stage it appeared to be actually worsening the perfor­
mance.
Font Point size14 13 12 11 10
Bookman-Demi 94.5 91.3 94.3 93.8 92.6
Bookman-Light 94.7 94.4 95.4 95.2 92.6
CharterBT-Bold 96.4 97.4 96.3 95.9 95.9
CharterBT-Roman 93.5 89.6 91.1 89.2 83.9
Hershey-Plain-Triplex-Bold 92.4 93.5 93.1 94.8 93.2
NewCenturySchlbk-Bold 94.5 96.0 92.7 93.3 89.5
NewCenturySchlbk-Roman 93.1 94.8 90.3 90.8 91.1
Palatino-Bold 96.8 94.8 96.4 95.8 94.2
Palatino-Roman 93.3 91.8 91.4 87.2 84.7
Times-Bold 94.5 95.4 90.7 93.5 89.0
Times-Roman 92.7 91.7 87.0 88.7 81.9
Utopia-Bold 96.0 92.3 92.2 91.6 91.8
Utopia-Regular 91.1 91.1 91.6 87.2 80.7
Mean 94.1 93.4 92.5 92.1 89.3
StdDev 1.6 2.2 2.5 3.1 4.8
Table 5.24: Top-1 test set results for the Roman fonts. (SIHD features with relative 
COG feature, 32 cluster codebook, SCHMMs.)
The results of the recognition of the same test set of Roman fonts is shown in ta­
bles 5.24 and 5.25, for top-1 and top-3 respectively. The performance has improved
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Font Point size14 13 12 11 10
Bookman-Demi 99.6 99.3 99.6 99.4 99.5
Bookman-Light 99.1 99.0 99.1 98.8 97.5
CharterBT-Bold 99.4 99.5 99.6 99.3 98.9
CharterBT-Roman 98.9 96.1 97.4 96.4 93.4
Hershey-Plain-Triplex-Bold 99.8 99.8 99.1 99.1 98.6
NewCenturySchlbk-Bold 99.4 99.3 98.5 97.6 97.1
NewCenturySchlbk-Roman 98.5 98.1 95.9 96.8 95.9
Palatino-Bold 99,4 99.6 99.6 99.9 98.8
Palatino-Roman 97.9 97.4 97.8 94.2 92.4
Times-Bold 98.9 99.4 97.8 98.6 96.2
Times-Roman 98.6 96.9 95.5 96.3 91.9
Utopia-Bold 99.6 98.3 97.3 97.8 98.0
Utopia-Regular 98.4 97.3 97.3 94.8 91.4
Mean 99.0 98.5 98.0 97.6 96.1
StdDev 0.5 1.2 1.3 1.7 2.8
Table 5.25: Top-3 test set results for the Roman fonts.
dramatically - for example the top-1 mean recognition rate has increased from 90.8% 
to 94.1 % for 14pt. The top-3 mean recognition rate has increased to 99% for the 
same size. A large part of this improvement was due to the new size normalisa­
tion method which ensured consistent VQ results on characters printed in different 
typefaces.
5.5.3 Optimising the classifier parameters
There are so many parameters of the proposed method that it would be an un- 
feasibly complex task to optimise the joint parameters. However, some parameters 
are clearly likely to have a major impact on the performance of the method and 
it was felt that optimising each of these in isolation might result in an improved 
system performance.
Firstly the number of states of the HMMs were optimised. The number of states had 
previously been set at one third of the average observation sequence length. This 
had resulted in HMMs with between 3 and 14 states. There is not a lot of scope 
for optimisation of this parameter. Increasing the number of states is not really an 
option - 14 states is already close to the maximum number that it would be sensible 
to use. More than this would be likely to result in under-training due to the large 
number of free parameters. Decreasing the number of states would be desirable due 
to the reduced computation, so the experiment was repeated with the number of 
states set to one quarter of the average observation length. Tables 5.27 and 5.28 are 
the top-1 and top-3 results of this experiment. These are slightly worse than the 
results of using 3 observations per state, so the previous numbers of HMM states 
were felt to be probably close to optimal.
The codebook had been generated by the probabilistic method as described in sec­
tion 4.2.3. The soft-VQ had estimated the probability of each feature vector belong­
5.5. Use of the SIHD features 179
ing to each cluster, and the results were combined in the semi-continuous HMMs. 
An alternative was to use simply a discrete HMM approach - this was a simple 
modification to the semi-continuous models; the soft-VQ was forced to estimate a 
probability of 1.0 for the maximum probability cluster, and 0.0 for all others, which 
had the same effect as using a discrete Viterbi scoring algorithm. The top-1 and 
top-3 recognition results are shown in tables 5.29 and 5.30 respectively. Averaged 
over all point sizes the discrete approach was 1% better than the semi-continuous.
Optimising the number of clusters was an obvious step to take. Tables 5.31 and 
5.32 are the top-1 and top-3 results of using 48 clusters, with discrete models. The 
results are slightly worse than 32 clusters. Tables 5.33 and 5.34 are the top-1 and 
top-3 results of using 16 clusters and discrete models and tables 5.35 and 5.36 are 
the top-1 and top-3 results of using 16 clusters with semi-continuous models. The 
16-cluster discrete models were better than the semi-continuous ones, and were 0.5% 
better than the 32-cluster discrete models. Tables 5.37 and 5.38 are the top-1 and 
top-3 results of using 8 clusters and discrete models. The results are worse than the 
16 cluster discrete case.
Codebook HMM
type
Recognition rate (%)
Top-1 Top-3size Mean Std.Dev. Mean Std.Dev.
16 DHMM 93.71 2.38 98.45 1.24
32 DHMM 93.25 2.54 98.11 1.38
16 SCHMM 93.09 2.53 98.30 1.29
48 DHMM 93.03 2.68 97.98 1.32
32 SCHMM 92.28 2.82 97.86 1.51
8 DHMM 92.15 2.63 98.40 1.17
8 SCHMM 91.68 2.92 98.30 1.14
48 SCHMM 91.52 2.82 97.77 1.34
Table 5.26: Summary of the results of optimising the number of clusters and HMM 
type, averaged over all point sizes. (SIHD features with relative COG feature.)
In summary, as can be seen from table 5.26, it seems that 16 clusters is the optimum 
size of codebook. It also seems that the discrete models are better than the semi- 
continuous ones. The reason for this could be because all of the codebook sizes tested 
are relatively minute compared to the number of training vectors. Therefore cluster 
sizes are large and the clusters appear to be fairly spread out. Using a probabilistic 
model of the pdf of each cluster means that it is therefore relatively unlikely that 
a feature vector lies “between” two or more clusters - in other words it is almost 
always clear which of the few clusters a vector belongs to. It is only in the case of 
overlapping clusters that the semi-continuous approach is advantageous, so if the 
clusters are in reality well separated it would only add “noise” to the VQ process.
5.5.4 Nearest-neighbour VQ
After having been testing the classifier using a probabilistically-generated codebook, 
and performing VQ using the same probabilistic cluster models, it was also worth-
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Font Point size14 13 12 11 10
Bookman-Demi 93.5 90.3 92.4 91.6 90.8
Bookman-Light 94.3 93.8 95.3 94.5 91.8
CharterBT-BoId 96.3 97.3 96.4 95.5 94.3
CharterBT-Roman 92.4 88.0 89.1 88.0 81.6
Hershey-Plain-Triplex-Bold 93.1 91.6 92.7 93.1 91.1
NewCenturySchlbk-BoId 94.5 95.5 92.6 92.2 87.6
NewCenturySchlbk-Roman 92.3 92.6 89.2 89.7 88.7
Palatino-Bold 95.9 93.3 95.9 94.0 92.7
P alatino-Roman 90.7 89.1 87.3 85.2 82.2
Times-Bold 94.4 95.0 89.3 91.7 85.9
Times-Roman 91.9 89.7 84.0 86.5 80.5
Utopia-Bold 96.3 91.4 91.3 91.2 91.8
Utopia-Regular 90.6 90.1 90.3 85.9 79.0
Mean 93.5 92.1 91.2 90.7 87.5
StdDev 1.9 2.6 3.4 3.2 5.0
Table 5.27; Top-1 test set results using 4 observations per state. (SIHD features 
with relative COG feature, 32 cluster codebook, SCHMMs.)
Font Point size14 13 12 11 10
Bookman-Demi 99.4 99.3 99.4 99.4 99.1
Bookman-Light 98.8 98.8 99.0 98.3 97.1
CharterBT-Bold 99.4 99.6 99.3 99.1 98.8
CharterBT-Roman 98.1 95.7 97.0 96.3 91.8
Hershey-Plain-Triplex-Bold 99.5 98.9 99.0 98.9 98.3
NewCenturySchlbk-Bold 99.3 99.1 98.5 97.6 96.9
NewCenturySchlbk-Roman 97.9 98.1 95.7 96.8 95.9
Palatino-Bold 99.3 99.1 99.6 99.8 98.5
Palatine-Roman 96.9 97.1 96.3 93.5 92.4
Times-Bold 99.3 99.3 98.4 98.5 96.3
Times-Roman 98.3 97.8 95.0 95.9 91.6
Utopia-Bold 99.5 98.0 97.9 97.6 98.0
Utopia-Regular 97.5 96,9 97.3 93.9 90.8
Mean 98.7 98.3 97.9 97.3 95.8
StdDev 0.8 1.1 1.4 1.9 2.9
Table 5.28: Top-3 test set results using 4 observations per state. (SIHD features
with relative COG feature, 32 cluster codebook, SCHMMs.)
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Font Point size14 13 12 11 10
Bookman-Demi 95.9 93.1 94.2 93.7 91.9
Bookman-Light 94.7 95.4 96.4 95.9 93.5
CharterB T-B old 96.7 96.4 96.8 95.9 96.5
CharterBT-Roman 92.9 91.1 91.3 91.2 86.0
Hershey-Plain-Triplex-Bold 94.5 95.3 94.8 96.3 93.9
NewCenturySchlbk-Bold 95.9 96.2 93.9 93.3 91.1
NewCenturySchlbk-Roman 95.0 95.3 92.1 92.9 92.3
Palatino-Bold 97.3 96.8 96.8 96.7 95.0
Palatino-Roman 93.4 93.8 93.2 89.2 87.5
Times-Bold 95.0 97.0 92.3 93.5 90.3
Times-Roman 94.2 92.1 89.1 90.4 85.2
Utopia-Bold 96.3 93.1 92.8 92.4 91.8
Utopia-Regular 90.1 90.1 92.3 88.1 82.9
Mean 94.8 94.3 93.5 93.0 90.6
StdDev 1.8 2.2 2.2 2.6 3.9
Table 5.29: Top-1 test set results. (SIHD features with relative COG feature, 32 
cluster codebook, DHMMs.)
Font Point size14 13 12 11 10
Bookman-Demi 99.8 99.8 99.6 99.6 99.4
Bookman-Light 99.3 99.4 99.3 98.9 97.8
CharterBT-Bold 99.8 99.6 99.8 99.4 99.4
CharterBT-Roman 98.9 96.9 98.1 96.5 94.4
Hershey-Plain-Triplex-Bold 99.8 99.9 99.3 99.5 98.8
NewCenturySchlbk-Bold 99.3 99.5 98.9 98.0 97.1
N ewCentury Schlbk-Roman 99.1 98.8 96.2 97.0 97.0
Palatino-Bold 99.3 99.8 99.6 99.9 98.9
Palatino-Roman 98.0 97.5 97.9 94.8 93.5
Times-Bold 98.8 99.8 97.8 98.9 96.3
Times-Roman 98.6 97.4 96.4 96.8 92.7
Utopia-Bold 99.5 97.9 96.7 97.1 97.9
Utopia-Regular 98.0 97.6 97.5 95.9 92.5
Mean 99.1 98.8 98.2 97.9 96.6
StdDev 0.6 1.1 1.2 1.6 2.4
Table 5.30: Top-3 test set results. (SIHD features with relative COG feature, 32
cluster codebook, DHMMs.)
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Font Point size14 13 12 11 10
Bookman-Demi 94.4 93.9 94.0 93.9 93.2
Bookman-Light 94.9 95.2 95.9 96.3 93.7
CharterBT-Bold 97.3 97.6 97.1 96.8 95.8
CharterBT-Roman 91.9 89.3 89.8 91.1 85.4
Hershey-Plain-Triplex-Bold 94.3 92.7 93.7 95.5 93.5
N ewCentury Schlbk-B old 95.8 95.9 94.7 93.9 92.1
NewCenturySchlbk-Roman 94.7 94.9 92.3 92.2 91.7
Palatino-Bold 96.3 94.4 96.5 96.7 94.9
Palatino-Roman 92.7 92.2 92.6 89.5 86.6
Times-Bold 95.2 96.7 92.4 94.0 90.2
Times-Roman 95.0 93.3 90.1 90.3 84.8
Utopia-Bold 95.9 92.2 92.3 92.2 93.1
Utopia-Regular 89.6 90.2 91.2 87.3 83.1
Mean 94.5 93.7 93.3 93.0 90.6
StdDev 2.0 2.3 2.2 2.8 4.0
Table 5.31: Top-1 test set results. (SIHD features with relative COG feature, 48 
cluster codebook, DHMMs.)
Font Point size14 13 12 11 10
Bookman-Demi 98.8 98.4 98.8 99.1 99.4
Bookman-Light 99.5 98.9 99.1 99.3 97.3
CharterBT-Bold 99.6 99.6 99.4 99.3 99.1
CharterBT-Roman 99.1 96.8 97.4 96.3 93.5
Hershey-Plain-Triplex-Bold 99.5 99.5 99.1 99.3 98.9
NewCenturySchlbk-Bold 99.6 99.4 98.6 97.8 97.5
NewCenturySchlbk-Roman 98.4 98.0 96.8 96.5 96.9
Palatino-Bold 99.5 99.1 99.1 99.8 98.6
Palatino-Roman 98,5 98.1 98.1 94.8 93.2
Times-Bold 98.9 99.5 98.1 99.1 96.9
Times-Roman 99.4 97.9 95.9 97.0 92.8
Utopia-Bold 99.3 97.4 97.3 97.8 97.6
Utopia-Regular 97.5 97.4 98.1 95.5 92.0
Mean 99.0 98.5 98.1 97.8 96.4
StdDev 0.6 0.9 1.0 1.6 2.5
Table 5.32: Top-3 test set results. (SIHD features with relative COG feature, 48
cluster codebook, DHMMs.)
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Font Point size14 13 12 11 10
Bookman-Demi 96.3 95.8 96.2 95.8 93.5
Bookman-Light 95.4 95.2 96.3 95.9 92.6
ChaxterBT-BoId 97.0 97.4 97.5 95.9 96.9
CharterBT-Roman 93.4 90.9 93.1 92.3 87.6
Hershey-Plain-Triplex-Bold 93.3 94.4 94.0 96.2 94.4
NewCenturySchlbk-Bold 94.9 95.9 94.0 92.1 91.2
NewCenturySchlbk-Roman 95.4 96.5 94.4 93.5 92.4
Palatino-Bold 97.3 96.5 97.4 96.7 95.7
Palatino-Roman 94.8 94.0 93.2 90.2 87.1
Times-Bold 95.9 96.9 93.8 93.8 91.4
Times-Roman 95.5 93.9 89.5 89.7 85.3
Utopia-Bold 95.8 92.8 92.6 91.9 92.1
Utopia-Regular 92.4 91.8 92.7 89.5 83.2
Mean 95.2 94.8 94.2 93.3 91.0
StdDev 1.4 1.9 2.1 2.5 3.9
Table 5.33: Top-1 test set results. (SIHD features with relative COG feature, 16 
cluster codebook, DHMMs.)
Font Point size14 13 12 11 10
Bookman-Demi 99.8 99.4 99.6 99.5 99.4
Bookman-Light 99.9 99.5 99.5 99.5 98.1
CharterBT-Bold 99.8 99.8 99.8 99.6 99.5
CharterBT-Roman 99.5 96.8 98.5 97.0 94.3
Hershey-Plain-Triplex-Bold 99.9 99.9 99.6 99.6 99.5
NewCenturySchlbk-Bold 99.6 100.0 98.8 98.4 98.5
NewCenturySchlbk-Roman 99.5 99.4 96.7 97.1 96.8
Palatino-Bold 99.8 99.8 99.5 99.9 99.5
Palatino-Roman 99.3 98.5 98.3 96.0 93.7
Times-Bold 99.5 99.6 99.0 98.6 97.6
Times-Roman 99.5 98.1 97.3 97.3 94.2
Utopia-Bold 99.6 97.8 97.6 97.4 97.9
Utopia-Regular 98.4 97.6 97.1 96.3 92.2
Mean 99.5 98.9 98.6 98.2 97.0
StdDev 0.4 1.0 1.0 1.3 2.5
Table 5.34: Top-3 test set results. (SIHD features with relative COG feature, 16
cluster codebook, DHMMs.)
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Font Point size14 13 12 11 10
Bookman-Demi 93.9 93.3 93.4 93.4 92.3
Bookman-Light 95.4 95.5 95.9 95.3 92.8
CharterBT-Bold 97.6 97.0 97.1 96.4 96.2
CharterBT-Roman 94.7 90.8 92.4 92.6 87.9
Hershey-Plain-Triplex-Bold 91.4 92.2 92.9 93.5 92.7
NewCenturySchlbk-Bold 92.7 93.2 91.6 92.2 89.7
NewCentury Schlbk-Roman 93.9 95.5 93.2 92.8 91.8
Palatino-Bold 97.6 96.5 97.6 96.9 96.7
Palatino-Roman 94.0 94.3 93.5 88.1 87.6
Times-Bold 94.3 97.6 92.9 94.5 90.4
Times-Roman 94.2 93.2 89.2 88.7 83.9
Utopia-Bold 96.3 92.6 93.2 92.3 92.4
U topia-Regular 93.4 91.8 91.7 89.0 82.9
Mean 94.6 94.1 93.4 92.8 90.6
StdDev 1.7 2.0 2.2 2.7 4.0
Table 5.35: Top-1 test set results. (SIHD features with relative COG feature, 16 
cluster codebook, SCHMMs.)
Font Point size14 13 12 11 10
Bookman-Demi 99.1 99.5 99.1 98.8 99.1
Bookman-Light 99.8 99.3 99.5 99.3 98.1
CharterBT-Bold 99.8 99.9 99.6 99.6 99.5
CharterBT-Roman 99.5 96.5 98.4 96.9 94.3
Hershey-Plain-Triplex- Bold 99.8 100.0 99.4 99.4 99.1
NewCenturySchlbk-Bold 99.3 100.0 98.6 98.0 97.6
N ewCentury S chlbk-Roman 98.6 99.1 96.5 96.7 96.8
Palatino-Bold 99.8 100.0 99.8 100.0 99.4
Palatino-Roman 99.3 98.5 98.5 95.8 93.9
Times-Bold 99.4 99.6 98.5 98.5 97.3
Times-Roman 98.8 98.1 96.9 97.0 92.8
Utopia-Bold 99.8 98.1 98.0 97.8 98.3
Utopia-Regular 98.4 97.4 97.5 95.8 92.0
Mean 99.3 98.9 98.5 98.0 96.8
StdDev 0.5 1.1 1.0 1.4 2.5
Table 5.36: Top-3 test set results. (SIHD features with relative COG feature, 16
cluster codebook, SCHMMs.)
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Font Point size14 13 12 11 10
Bookman-Demi 90.3 89.3 90.0 89.7 87.5
Bookman-Light 94.5 93.9 96.2 96.3 92.9
CharterBT-Bold 97.0 97.6 96.8 97.0 96.9
CharterBT-Roman 93.7 91.8 92.7 90.7 87.3
Hershey-Plain-Triplex-Bold 94.2 94.0 93.1 92.3 90.9
NewCenturySchlbk-Bold 92.1 91.9 90.9 89.3 87.8
NewCenturySchlbk-Roman 92.9 94.9 93.7 92.6 91.9
Palatino-Bold 96.0 94.7 96.0 95.7 93.1
Palatino-Roman 92.7 92.1 91.6 88.3 85.6
Times-Bold 95.0 95.0 90.1 91.2 89.3
Times-Roman 94.2 92.3 88.0 87.3 82.2
Utopia-Bold 95.4 91.9 92.3 91.7 91.7
Utopia-Regular 93.8 92.9 91.6 90.6 83.0
Mean 94.0 93.2 92.5 91.8 89.2
StdDev 1.7 2.0 2.5 2.9 4.0
Table 5.37; Top-1 test set results. (SIHD features with relative COG feature, 
cluster codebook, DHMMs.)
Font Point size14 13 12 11 10
Bookman-Demi 99.4 99.3 98.8 98.9 98.5
Bookman-Light 100.0 99.5 99.8 99.5 99,0
CharterBT-Bold 99.9 99.9 99.9 99.8 99.8
CharterBT-Roman 99.6 97.8 98.9 96.5 94.8
Hershey-Plain-Triplex-Bold 99.8 99.8 99.6 99.0 98.6
NewCenturySchlbk-Bold 99.8 99.4 98.3 98.0 97.5
N ewCentury Schlbk-Roman 98.8 99.3 97.1 97.1 97.3
Palatino-Bold 99.9 99.9 99.6 99.8 99.3
Palatino-Roman 98.8 98,3 98.9 95.8 93.9
Times-Bold 99.5 99.6 98.4 98.8 97.9
Times-Roman 99.4 98.0 96.7 96.9 94.2
Utopia-Bold 99.5 97.1 97.6 97.3 98.1
Utopia-Regular 98.9 98.1 98.1 96.7 92.4
Mean 99.5 98.9 98.6 98.0 97.0
StdDev 0.4 0.9 1.0 1.3 2.3
Table 5.38: Top-3 test set results. (SIHD features with relative COG feature,
cluster codebook, DHMMs.)
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Font Point size14 13 12 11 10
Bookman-Demi 95.8 93.8 96.3 93.9 94.3
Bookman-Light 95.7 96.0 96.3 96.7 94.5
CharterBT-Bold 96.2 97.0 97.3 97.0 97.3
CharterBT-Roman 92.8 88.8 92.1 90.3 87.6
Hershey-Plain-Triplex-Bold 94.2 96.2 95.7 96.7 94.9
NewCentury Schlbk-Bold 96.9 97.1 95.8 94.8 93.2
NewCenturySchlbk-Roman 96.9 96.4 93.1 93.1 92.6
Palatino-Bold 98.1 98.3 98.4 97.8 96.7
Palatino-Roman 93.7 92.7 92.9 91.4 88.1
Times-Bold 97.3 97.1 94.9 94.9 92.3
Times-Roman 96.3 93.9 90.8 90.7 85.6
Utopia-Bold 97.3 93.7 94.8 92.9 93.8
Utopia-Regular 89.6 89.2 92.9 89.1 83.9
Mean 95.5 94.6 94.7 93.8 91.9
StdDev 2.2 2.9 2.1 2.7 4.1
Table 5.39: Top-1 test set results. (SIHD features with relative COG feature, 16 
cluster codebook, DHMMs, Nearest-neighbour codebook generation and VQ.)
Font Point size14 13 12 11 10
Bookman-Demi 100.0 99.9 99.9 99.9 99.6
Bookman-Light 99.9 99.5 99.9 99.5 98.9
CharterBT-Bold 99.9 99.8 99.6 99.8 99.9
CharterBT-Roman 99.4 96.6 98.8 97.0 94.0
Hershey-Plain-Triplex-Bold 99.9 99.9 99.8 99.8 99.3
NewCenturySchlbk-Bold 99.6 100.0 98.8 98.8 98.0
NewCenturySchlbk-Roman 99.6 99.4 97.4 97.3 98.1
Palatino-Bold 99.9 99.9 99.8 99.9 99.5
Palatino-Roman 98.8 97.9 98.6 96.4 94.0
Times-Bold 99.8 99.9 99.0 99.4 97.8
Times-Roman 99.4 98.3 98.0 97.5 94.4
Utopia-Bold 99.8 98.4 98.1 98.3 98.8
Utopia-Regular 98.9 97.8 98.3 96.7 93.9
Mean 99.6 99.0 98.9 98.5 97.4
StdDev 0.4 1.1 0.8 1.3 2.3
Table 5.40: Top-3 test set results. (SIHD features with relative COG feature, 16
cluster codebook, DHMMs, Nearest-neighbour codebook generation and VQ.)
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while finding the performance of the equivalent classifier using a codebook gener­
ated simply by nearest-neighbour clustering, and using nearest-neighbour VQ with 
discrete HMMs. The top-1 and top-3 results of this are shown in table 6.39 and 
table 5.40 respectively. Over all point sizes, the average top-1 recognition rate is 
94.1% and the equivalent top-3 figure is 98.7%. The top-1 figure is 0.4% better than 
the best results of the probabilistic approach - marginal, but better nonetheless, 
although the standard deviation is also 0.4% greater.
This result is a little surprising, but two points should be noted:
• The use of a soft-VQ approach allows further joint refinement of the codebook 
and discrete HMMs within the framework of semi-continuous HMMs [HAJ90]. 
This has not yet been implemented and so must be viewed as “untapped 
potential” of future work.
Another possible area of future investigation would be to see if nearest-neighbour 
codebook generation could be combined with probabilistic VQ, by estimating 
the probabilistic parameters of each cluster once the nearest-neighbour clus­
tering procedure had completed. At present, the Gamma distribution model 
allows clusters to be formed under the probabilistic approach which themselves 
consist of a number of smaller clusters. This is due to the fact that the peak 
of the Gamma distribution is some distance away from the origin. Using the 
nearest-neighbour approach for clustering would make this less likely to hap­
pen, but the advantage of the probabilistic model could still be used in the 
VQ process.
5.6 Sum m ary
This chapter details the development of various methods of text recognition using 
features derived from the columns and rows of pixels which constitute the image. 
Three distinct features have been investigated - a simple feature which demonstrates 
the principles involved, a feature based on Fourier analysis and a feature based on 
the Shift Invariant Hamming Distance.
Section 5.1 demonstrates the method using the “simple features” . Using a data set 
of images of 11 point Times-Roman printed numerals, a recognition rate of 99% was 
achieved. However, the simple features were shown to be extremely susceptible to 
image noise.
Sections 5.2 through 5.4 detail the development of the Fourier features. Section 5.2 
describes an 8-dimensional feature vector which is an approximation to the Fourier 
transform. An HMM classifier based on the extraction of these features from the 
columns of pixels in a character image produces 99.9% recognition performance on 
the printed numerals data set. Equivalent experiments on lower case characters 
highlight a need for some centre of gravity element in the feature vector. These 
experiments also show that all of the 32 Fourier coefficients are required, rather 
than just the first 8, in order to represent the detail of small characters. W ith the
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resultant 33-dimensional feature vector (32 Fourier coefficients plus one relative cen­
tre of gravity measurement) a recognition rate of 97.8% was achieved on a test set 
of single font/size printed characters from the character set “a-zA-ZO-9”. Further 
experiments characterised the performance as a function of image noise, using an ar­
tificial generative model of noisy character images where the noise level was defined 
by the Mahalanobis distance of the model parameters from the mean. Section 5.3 
compares the performance of classifiers based on HMMs which model the features 
extracted from the rows and columns of the character images. The column models 
exhibit better classification accuracy. A combination of the two classifiers assuming 
statistical independence is shown to have a better performance than either classi­
fier on its own. An investigation of more sophisticated methods of combination of 
the posterior class probabilities estimated by the two classifiers failed to produce a 
significantly better performance, although a more computationally efficient solution 
was suggested.
Section 5.4 describes the development and evaluation of the Fourier features method 
using a data set of printed text in 45 fonts and 10 point sizes. Initial results suggested 
that the variety of shapes inherent in the 45 font examples of each class were too 
great to be accurately represented with one model. Therefore class splitting was 
investigated, with a number of class variants defined for certain characters. Although 
this improved the situation, the performance was below an acceptable level.
Section 5.5 discusses the use of the SIHD features in place of the Fourier coeffi­
cients. On the same multi-font data set, the performance of the SIHD method is 
significantly better. A slightly different size normalisation method was used, which 
could account for some of the improvement. However, this was the first attempt 
at using this method. Further developments of the method resulted in even better 
performance, making the SIHD features clearly preferable to the Fourier features. 
Even so the multi-font performance remained below an acceptable level. This could 
at least in part be attributed to a lack of resources in producing a good solution 
to the problem of class splitting. The remaining experiments involved the parti­
tioning of the 45 fonts into smaller groups and building a classifier for each group. 
In particular, a group of 13 Roman fonts was selected as the focus of the remain­
ing experiments. These experiments involved an approximate optimisation of the 
method’s major parameters - the number of clusters in the codebook, the type of 
the HMMs (discrete or semi-continuous), and the number of states in the HMMs. 
A new method of normalising the character images to a constant size is shown to 
contribute to a significant increase in performance, and the implications of this on 
connected character recognition are discussed.
After having approximately optimised the performance of the character classifier on 
the artificial multi-font data produced from the document image defect model, a 
top-1 recognition rate (averaged over all fonts and sizes) of 94% had been achieved 
on unseen test data, with a corresponding top-3 rate of 99%. This was for 13 Roman 
fonts in 5 point sizes, with no class splitting. The method used was described in 
chapter 4. The SIHD features were used, with the codebook generated and VQ 
performed using a Gamma distribution model of the SIHD of vectors from the mean 
of each cluster in the codebook. The codebook had 16 clusters and discrete HMMs
5.6. Summary 189
were used, the number of states being determined so that on average each state 
accounted for three observations.
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C hapter 6
M ethod evaluation using real 
m achine-printed docum ents
“Reality is pretty brutal, pretty filthy, when you come to grips with it. 
Yet i t ’s glorious all the same. I t’s so real and satisfactory.”
G e o r g e  B e r n a r d  S h a w
The development of the method was described in chapter 5, using multi-font training 
and test data sets produced by an artificial model of document image defects for 
evaluation purposes. It is clearly important to compare the performance on artificial 
data with that on real data. However, the process of gathering of real data is 
extremely labour-intensive. Therefore rather than collecting sufficient data to train 
the classifier on, it was decided to use the classifier which had been trained up for 
the previous experiments on artificial data, and evaluate its performance on the 
real test data which was collected. This also determines whether the artificial data 
is sufficiently similar to the real data that it is suitable for training purposes. If a 
classifier can be trained on artificial data such that its performance on real documents 
is acceptably high then the training process is more automated than would be the 
case if the collection of training images were required - clearly a desirable situation.
The real documents were divided into three categories. Clean pages were printed 
out and immediately scanned in. The performance achieved on this data repre­
sents the peak figure that is likely to be achieved in practice. To represent typical 
sources of noise in document images, both faxed documents and multiple-generation 
photocopies were tested. Faxed documents often cause problems for commercial 
OCR software due to strange distortions introduced by horizontal blurring and/or 
vertical stretching. Multiple-generation photocopies also contain significant defects, 
often apparent as blobs on the page or “dropout” due to poor contrast control across 
the page.
It is also important to compare the performance of the classifier with that of a 
commercial OCR package. Many people are used to using OCR packages on pages
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of text and are accustomed to near-perfect recognition. Therefore the recognition 
rate reported for the noisy artificial data set - 94% - seems low. However, without 
noise-free input, and without the contextual knowledge inherent in a dictionary - the 
bench-mark evaluates the performance on isolated characters - the commercial OCR 
package was expected to have far from perfect performance. For these experiments 
it was decided to use OmniPage, a product of the Caere Corporation. This decision 
was easy to make - OmniPage was the only OCR package available at the University. 
However, it is one of the most popular products in the field and as such is a valid 
choice.
6.1 T he te st  docum ents
Four pages of isolated characters were created. Each had the full character set 
printed out in tabular form with wide spacing, so that segmentation would not be 
an issue and so that OmniPage would not confuse a string of characters as being 
a word. Page 0-10-1 contained the full lOpt character set in each of the following 
fonts:
Bookman-Demi Bookman-Light CharterBT-Bold
CharterBT-Roman Hershey-Plain-Triplex-Bold NewCenturySchlbk-Bold
NewCenturySchlbk-Roman
Page C-10-2 contained the full lOpt character set in these fonts:
Palatino-Bold Palatino-Roman Times-Bold 
Times-Roman Utopia-Bold Utopia-Regular
Pages C-14-1 and C-14-2 were the same, except printed in 14pt. These four pages 
were carefully scanned into image form immediately after printing, and therefore 
represent “Clean” character images. The scanner used was a Hewlett Packard Scan­
Jet Ilex set to 300 DPI spatial resolution with 256 grey levels. The grey-scale images 
were binarised using a global threshold derived by the Otsu method.
All four original pages were also faxed (Mainland UK, long-distance), and the re­
sulting pages were scanned in. Photocopies were made of the C-10-1 page - n-th 
generation copies were made for n  =  1,2, • • ■, 10.  ^ These pages, denoted C-Gn, were 
also scanned in. Therefore in total 18 pages were scanned in. Figure 6.1 shows some 
examples of sections of these images.
For testing the word recognition algorithm, a suitable set of words was required. 
The Association for Computational Linguistics, under its Data Collection Initiative, 
produces a CDROM which contains, amongst other items, the entire text of the 
Wall Street Journal from 1987. Taking words from this corpus was a reasonable test 
scenario: in this case testing performance on a “business” vocabulary.
In total there are approximately 18.6 million words in the corpus. After removing 
the punctuation, the corpus was sorted to find the set of unique words, and the 
number of times they occurred. The most common word was “th e ” , with over
^The first generation was a photocopy of the original printed page, and for tx  > 1 the n-th 
generation was a photocopy of the {n — l)-th  generation page.
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t u V t U V
M N O M N O
5 6 7 5 6 7
(a) Clean lOpt (b) Clean 14pt
t u V t u V
M N O M N O
5 6 7 S 6 7
(c) Faxed lOpt (d) Faxed 14pt
t u V t u V
M N O M N O
5 6 7 5 6 7
(e) Photocopy G4 lOpt
t  IX V
M  N O
(f) Photocopy G8 lOpt
5 6 7
(g) Photocopy G10 IGpt
Figure 6.1: Examples of clean, faxed and n-th generation photocopy character im­
ages.
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Figure 6.2; Cumulative distribution function of the words in the 1987 Wall Street 
Journal corpus.
THE OF TO A AND IN THAT FOR IS SAID IT ON AS MR BY WITH AT 
ITS FROM MILLION HE BE WAS AN HAS ARE BUT HAVE WILL NEW OR 
ABOUT US THIS COMPANY WOULD WHICH THEY SAYS HIS YEAR MORE 
THEIR WERE HAD WHO THAN BEEN SOME ALSO ONE STOCK OTHER 
SHARES LAST UP INC MARKET BILLION PRESIDENT CORP IF YEARS 
NOT WE WHEN SHARE ALL FIRST TWO CO I AFTER BECAUSE BANK 
MAY SUCH YORK TRADING OUT COULD THERE SALES MOST GROUP 
MANY GOVERNMENT COMPANIES INTO ONLY ANY CAN NO OVER BUSI­
NESS PRICES EXCHANGE NOW FEDERAL SO TIME YESTERDAY UNDER 
PRICE AMERICAN WHAT MUCH OFFICIALS CHAIRMAN UNIT SECURI­
TIES PEOPLE THEM SAY EVEN CHIEF YOU EXECUTIVE INTEREST FI­
NANCIAL WHILE ROSE CENTS BEFORE EARLIER 1986 NATIONAL SINCE 
MAKE DOWN BANKS INVESTMENT WEEK THOSE OIL TRADE THREE 
MAJOR THROUGH AGAINST QUARTER MADE RATE BOARD COMMON 
TAX COMPANYS INDUSTRY DEBT STILL 1 INTERNATIONAL THESE CON­
CERN MARKETS STATE INVESTORS PLAN OFFER DO DOLLAR COURT 
VICE NEXT ANALYSTS GENERAL MONTHS BETWEEN LIKE EXPECTED 
MONEY FOREIGN 10 OFF JUST HOWEVER RATES OUR EACH HOUSE BOTH 
JAPANESE INCREASE 12 BIG PUBLIC MONTH WELL RECENT PRODUCTS 
ANOTHER SPOKESMAN SHE PLANS COMMENT GET DONT DIDNT AGREE­
MENT EARNINGS PART NET SHOULD TAKE SEVERAL LAW CAPITAL 
DEPARTMENT OWN REVENUE WORLD HOW OPERATIONS INCLUDING 
BONDS ECONOMIC 1987 HIM AMONG CURRENT MANAGEMENT CLOSED 
BUY THEN BEING REPORTED FELL ACCORDING WORK DURING 15 PAY 
SALE TOTAL BACK FORMER INCOME REPORT OFFICER SYSTEM WAY 
FIRM SELL FUNDS DIRECTOR 30 SERVICES STOCKS MIGHT PROFIT
Figure 6.3: The 250 most common words in the 1987 Wall Street Journal corpus, in 
decreasing order of frequency of occurrence.
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PROFIT VICE
(a) Clean
PROFIT VICE
(b) Faxed
PROFIT VICE
(c) Photocopy G4
profit V I C E
(d) Photocopy G8
PR O F IT  V K  1 ,
(e) Photocopy GIO
Figure 6.4: Examples of clean, faxed and n-th generation photocopy lOpt word 
images.
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1.1 million occurrences. The graph of figure 6.2 shows the proportion of the entire 
corpus which is covered by just n  words, where n  varies from 1 to 1000. The 250 
most common words account for 52% of the corpus. This was chosen as a suitable 
test set. The actual words are listed in figure 6.3.
Three pages of words were printed out, again in well-spaced tabular form so that 
they are easily segmented, in lOpt CharterBT-Bold font. Page W-10-1 contained the 
words “p ro fit” to “vice” (reading backwards from the end of the list of figure 6.3). 
Page W-10-2 contained the words “c o u rt” to “b an k ” and Page W-10-3 contained 
the words “because” to “th e ”. Three more pages: W-14-1, W-14-2 and W-14-3 
were created the same way in 14pt CharterBT-Bold.
Analogously to the character images, clean, faxed and photocopied images were 
scanned in. In the case of the photocopies only 2,4,6,8 and 10th generation copies of 
W-10-1 were scanned. Therefore a total of 17 word pages were scanned in. Examples 
of two words fi’om these various images are shown in figure 6.4.
After scanning the pages in, the skew of each page was estimated from the lines of 
characters. If the skew wcis greater than 0.5° then it was corrected for by rotating 
the image.
6.2 Perform ance on real character im ages
The evaluation of the method on the real character images was straightforward. The 
only difficulty lay in the estimation of the average height and width of characters. 
Recalling the final proposed method of character size normalisation, as outlined on 
page 176, the approach to size normalisation was to scale all character images to a 
constant height, regardless of font, size or class, and to allow the scoring method for 
the column HMMs to adapt to the variation in width. A Gaussian model of character 
width, scaled by the average width of all characters in that font and size was used to 
differentiate between narrow and wide characters, in order to counteract the “time- 
warping” properties of the HMM scoring method. The mean scaled character width 
of character “i” would be much less than 1.0, whilst that of character “M ” would be 
greater than 1.0. A similar approach was used for the row models, scaling the image 
to a constant width and using a Gaussian model of the scaled character height.
In the case of the real character images, the average character height and width were 
estimated from all of the characters extracted from the page. This is a true reflection 
of what could be done in a commercial application, but is clearly not ideal when the 
font and/or size is not consistent over the whole page. The test pages of characters 
have six or seven fonts printed on each page. Ideally the estimation would be done 
on a per-paragraph basis, where consistency of font and size are more likely to be 
guaranteed, but in these tests this approach was clearly not feasible.
Rabiner and Levinson suggest that the likelihoods of the scaled character width and 
height can be heuristically weighted by raising each likelihood to a power 7 [RL85], 
During the earlier stages of development of the method (section 5.2.2), a value of 
7 =  3.0 had been determined to give good results. Later on it had been decided
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that to use 7 =  1.0 (i.e. no weighting) was theoretically correct in the context of 
combination of evidence (equation 4.44); and with good estimates of the average 
height and width for the correct scaling this produced the best results.
7 PointSize Top-1 Top-3
0.1 1014
85.9
81.8
98.0
95.2
0.5 1014
90.2
84.0
98.1
95.4
1.0 1014
92.2
87.2
98.3
95.7
2.0 1014
93.8
91.1
97.9
95.9
3.0 1014
94.0
92.2
97.8
96.2
4.0 1014
93.7
92.2
97.9
96.3
8.0 1014
92.2
90.3
97.3
96.4
Table 6.1: Results of recognition of real, clean data, varying the 7 parameter.
Due to the variety of fonts on the test pages, the variation of the characters’ height 
and width, scaled to the page average, is different to the distributions which had 
been determined for noisy examples scaled to the average for the correct font. It 
became apparent that some weighting of these likelihoods was appropriate again. 
Table 6.1 shows the results of the recognition rate of the “clean” characters data 
set, in 10 and 14pt, as a function of varying the 7 parameter. It can be seen that 
7 =  3.0 once again produces the best results, so this value was selected.
Data No allowances Allow case confusionsTop-1 Top-3 Top-1 Top-3
Clean lOpt 94.0% 97.8% 95.3% 98.4%
Clean 14pt 92.2% 96.2% 93.8% 97.8%
Faxed lOpt 90.2% 96.7% 92.1% 97.3%
Faxed 14pt 88.1% 96.4% 90.4% 97.1%
Photocopy G l 92.2% 96.8% 93.5% 97.5%
Photocopy G2 91.9% 96.3% 93.3% 97.0%
Photocopy G3 91.0% 96.8% 91.9% 97.7%
Photocopy G4 92.6% 96.1% 93.5% 96.8%
Photocopy G5 90.6% 95.6% 92.2% 96.3%
Photocopy G6 91.5% 95.6% 92.2% 96.3%
Photocopy G8 89.4% 94.2% 90.3% 95.2%
Table 6.2: Results of recognition of real character images.
W ith the optimal value of 7 , the rest of the real data sets could be evaluated. 
Table 6.2 summarises the recognition rate results for each of the clean, faxed and 
photocopied data sets.
The recognition rate on the lOpt clean data is 2.1% better than the results previously
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obtained on artificial data (table 5.39), and when allowing case confusions (which 
occur due to the poor estimate of average character sizes) it is 3.4% better. It is 
interesting to note that the 14pt performance is worse than the lOpt and is 3.3% 
worse than on the artificial data. This reflects the fact that this data is essentially 
noise-free, and the larger the point size the less each character image is affected by 
the small amount of noise that is present. However, the models were trained on noisy 
images, so the training examples do not necessarily represent clean characters well. 
Recall that figure 5.6 showed that the peak performance of the classifier trained on 
noisy examples did not correspond to the minimum-noise test data set.
The relatively small degradation in performance observed on the very poor quality 
faxed images confirms this hypothesis. The fact that the “clean” performance is not 
higher indicates that Baird’s artificial noise model is calibrated on a wide range of 
noisy document images, and not just clean pages. Were the models trained on low- 
noise examples, preferably of real rather than artificial character images, a higher 
performance could be expected.
The recognition rate on the photocopied images is noticeably worse than the clean 
images for all generations of photocopy, although it is interesting to note that the 
performance does not tail off too dramatically as the generations increase. This 
appears to be due to the fact that many errors are caused by blobs added to the 
page by every generation of copying. These blobs are reinforced by subsequent 
generations, but are located in a constant place; so only a fixed number of characters 
are affected, regardless of the number of copy generations. Many of these blobs 
could probably be removed by some preprocessing, but at present this has not been 
investigated. Again, the fact that the performance does not degrade significantly 
for high photocopy generations reflects the fact that the models have been trained 
on noisy examples.
6.3 Perform ance on real word im ages
The method of word recognition used in these experiments was described in sec­
tion 4.3.3. Some contextual knowledge was used, in the form of letter transition 
probabilities, as described in section 4.3.4. The probabilities of the initial character 
of a word, and the probabilities of character transitions were computed from all of 
the words in the 1987 Wall Street Journal corpus. These were then adjusted so 
that any probability that was estimated as zero was replaced by a threshold value 
which was arbitrarily set to be one hundredth of the minimum of all of the non­
zero probabilities. Following this, the probabilities were re-normalised so that they 
summed to one. The necessity for this threshold probability is demonstrated by the 
fact that transitions from numbers to letters did not occur in the corpus. Therefore 
if the initial character of a word was mistakenly recognised as a “1” , instead of an 
“I ”, then the entire word would end up being recognised as being numeric. Having 
a non-zero probability of a transition from “1” to all characters enabled the word 
recogniser to recover from such an initial error.
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No dictionary context was used, although an approach for doing this has been out­
lined in section 4.3.4. It is expected that the use of a lexicon would greatly improve 
the performance. This is due to the fact that the knowledge can be incorporated di­
rectly into the Level Building procedure to ensure an optimal match of the character 
column models to the word image in a manner that is consistent with the lexicon. 
This is clearly preferable to using the dictionary context in some post-processing 
capacity.
Only upper case and numeric characters were used in the example word images. This 
was done in order to demonstrate the performance of the word recognition algorithm 
without the complication of having split classes of lower case characters to represent 
the different sizes which can be present due to the effects of normalisation in the 
presence of ascenders and descenders (as depicted in figure 5.13). Therefore only 36 
classes were considered for each character. Also, only the likelihood of the width of 
the characters was used to counter the effect of the warping of the column models 
- the characters were all the same height so the likelihood of the height of the 
characters gave no discriminant information. Rather than having to segment the 
words, where possible, to estimate the average character width, the average width 
was estimated from a page of isolated characters printed in the same font and size 
with the same degradations applied.
Clean Word Images lOpt 14pt
Number of Words 250 250
Number of errors 92 91
Correct 63.2% 63.6%
1 error 24.4% 19.6%
2 errors 2.8% 2.8%
More than 2 errors 0.0% 0.0%
Different Length (real-truth) :
-3 0.4% 0.4%
1 8.8% 12.4%
2 0.4% 1.2%
Table 6.3: Recognition performance on clean word images.
The results of the recognition of clean, faxed and photocopied words are summarised 
in tables 6.3, 6.4 and 6.5 respectively. The results contain a number of figures, the 
most important being the percentage of the words that were recognised correctly. 
The remaining percentages break down the erroneous words into those with the 
correct number of characters but with one, two or more errors, and those with a 
different length. Of the words where the classifier result and the tru th  label are a 
different length, the breakdown is shown as to what percentage have what length 
difference.
Of the clean images, over 63% are recognised correctly for 10 and 14pt. To use the 
lOpt words as an example, a further 24.4% have one substitution error which could 
be expected to be resolved by dictionary context. A further 8.8% have one extra 
character - probably a single substitution error - which also have a good chance 
of being resolved by a dictionary. It may be possible in future to optimise the
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Faxed Word Images lOpt 14pt
Number of Words 246 250
Number of errors 181 142
Correct 26.4% 43.2%
1 error 31.3% 28.8%
2 errors 15.0% 5.6%
More than 2 errors 8.1% 2.8%
Different Length (real-truth):
-5 0.4% 0.0%
-3 0.4% 0.4%
-1 1.6% 0.8%
1 15.9% 16.4%
2 0.8% 2.0%
Table 6.4: Recognition performance on faxed word images.
Photocopied Word Images 02 0 4 0 6 08 GIO
Number of Words 88 88 88 88 88
Number of errors 35 39 41 46 49
Correct 60.2% 55.7% 53.4% 47.7% 44.3%
1 error 27.3% 21.6% 22.7% 20.5% 19.3%
2 errors 3.4% 10.2% 5.7% 10.2% 8.0%
More than 2 errors 1.1% 0.0% 2.3% 1.1% 1.1%
Different Length (real-truth):
-3 0.0% 0.0% 0.0% 0.0% 2.3%
-2 1.1% 1.1% 3.4% 2.3% 2.3%
-1 0.0% 0.0% 0.0% 2.3% 3.4%
1 6.8% 9.1% 10.2% 12.5% 12.5%
2 0.0% 2.3% 1.1% 2.3% 4.5%
3 0.0% 0.0% 0.0% 0.0% 1.1%
4 0.0% 0.0% 1.1% 0.0% 0.0%
5 0.0% 0.0% 0.0% 1.1% 1.1%
Table 6.5: Recognition performance on photocopied word images.
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performance of the Level Building matching algorithm to stop it inserting characters 
- at the moment it appears to err on the side over over-segmenting the words.
As a comparison, consider the top-1 performance of the isolated character classifier. 
This is around 94%, indicating that an average length word^ could be expected to be 
recognised with 0.94'^ -®^  =  73.9% accuracy on average. Using models trained on less 
noisy images is expected to improve the isolated character recognition rate, which 
would have a large effect on the word recognition rate due to the power function 
in this simple calculation. Therefore the performance on clean words is not bad 
considering the top-1 performance on isolated characters, and considering the sort 
of confusions that occur which are likely to be resolved by a dictionary.
DIRECTOR
Figure 6.5: Typical noise blobs introduced by successive photocopying.
The performance of the classifier on lOpt faxes is very poor, reflecting the poor 
quality of the images. On 14pt it was considerably better. However, in both these 
cases it can be seen that the errors are largely single substitutions and insertions, 
showing that the algorithm does not fail catastrophically - the character recognition 
rate is still relatively high even when the word recognition rate falls to a low level. 
On photocopies, the performance is disappointing. Figure 6.5 shows an example of 
the sort of defect that corrupts these images. This is not the sort of noise that can 
be “trained for” in the same sense as stretching, or speckle noise. The poor results 
indicate that some preprocessing will be necessary in order to reduce the effect of 
this sort of defect. At present, this whole image is treated as a word - including the 
defect. The result of the normalisation to a constant height is therefore that the 
portion of the image containing the actual word is scaled to be far too small.
6.4 C om parative perform ance of O m niPage
The same tests that had been run on the HMM classifier were repeated on OmniPage, 
for the purpose of comparison. The same original pages needed to be scanned 
in again, under control of the OmniPage software, as there was no interface for 
previously-scanned images to be input. However, this is consistent as it was the 
same scanner that was used and the pages were in the same physical condition for 
both experiments.
As the test pages were deliberately designed to be easy to segment, it was not 
envisaged that OmniPage would have any problem with them. However, sometimes
The average length of the 250 most common words in the corpus is 4.89 characters.
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it would insert extra characters in place of blobs of noise, and other times it would 
delete characters. As the page layout is roughly preserved in the ASCII output, 
it was straightforward to manually edit out these segmentation errors by inserting 
an erroneous character in place of each deletion and by removing any extraneous 
characters. Therefore the tests were as fair as possible in terms of ignoring any page 
segmentation errors.
One difference that could not be adjusted for was that OmniPage outputs a rejection 
character (~) when it cannot classify a character with sufficient confidence. Such 
rejections were treated as character errors, and as such biased the tests against 
OmniPage to a certain extent.
OmniPage certainly uses a dictionary to correct its output, and may well use letter 
transition probabilities as well. Therefore the results were expected to be consider­
ably better at the word level than the HMM classifier,
6 .4 .1  C h a ra c te r  r e c o g n it io n
Data No allowances Allow case confusionsTop-1 Top-1
Clean lOpt 96.4% 96.4%
Clean 14pt 96.3% 96.3%
Faxed lOpt 85.9% 86.7%
Faxed 14pt 81.6% 83.1%
Photocopy G l 96.3% 96.3%
Photocopy G2 95.6% 96.3%
Photocopy G3 95.4% 95.9%
Photocopy G4 95.9% 96.5%
Photocopy G5 95.9% 95.9%
Photocopy G6 94.7% 95.4%
Photocopy G7 93.1% 93.1%
Photocopy G8 90.6% 91.2%
Photocopy G9 87.1% 88.5%
Photocopy GIO 84.8% 85.5%
Table 6.6; Results of OmniPage for the recognition of real character images.
Table 6.6 shows the OmniPage performance on the character test pages. It is inter­
esting to note that for the lOpt pages OmniPage is only 2% better than the HMM 
classifier^. Allowing case confusions this gap reduces to 1%. On 14pt, the HMM 
classifier is noticeably worse, whereas the OmniPage results are very consistent.
It is significant that the OmniPage results on the Faxed pages are much worse than 
the HMM classifier, by up to 6.5%, which confirms poor reports from users as to 
their experience with OCR software on faxes. As regards photocopies, the best 
performance on C l is about the same as that of clean images; but it degrades by 
5.7% by the eighth generation. This is compared with the HMM method which has 
a maximum of only 92.2% for the first generation but this degrades by only 2.8% by
^The equivalent figures for the HMM classifier axe shown in table 6.2.
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the eighth generation. This tends to confirm the belief that OmniPage is configured 
for low-noise images.
6 .4 .2  W o rd  r e c o g n it io n
Clean Word Images lOpt 14pt
Number of Words 250 250
Number of errors 3 2
Correct 98.8% 99.2%
1 error 0.4% 0.0%
2 errors 0.0% 0.0%
More than 2 errors 0.0% 0.0%
Different Length (real-truth):
-3 0.4% 0.4%
2 0.4% 0.4%
Table 6.7: Recognition performance of OmniPage on clean word images.
Faxed Word Images lOpt 14pt
Number of Words 238 250
Number of errors 160 88
Correct 32.8% 64.8%
1 error 8.8% 12.0%
2 errors 3.4% 0.8%
More than 2 errors 8.0% 0.4%
Different Length (real-truth):
-5 1.3% 0.0%
-4 0.8% 0.0%
-3 2.9% 1.2%
-2 4.2% 0.4%
-1 8.0% 2.4%
1 17.2% 14.0%
2 9.2% 3.6%
3 1.3% 0.4%
4 0.8% 0.0%
5 0.8% 0.0%
8 0.4% 0.0%
Table 6.8: Recognition performance on of OmniPage on faxed word images.
Tables 6.7 and 6.8 show the performance of OmniPage on clean, faxed and photo­
copied word images respectively. As can be expected, the performance on the clean 
word images is excellent - only 5 errors out of 500 words! On faxed words the per­
formance reduces by a huge amount - 32.8% correct for lOpt and 64.8% for 14pt. In 
the former case the performance is near to that of the HMM classifier, even though 
dictionary context is being used. Many more errors caused by OmniPage on this 
data are of the “different length” type than in the HMM classifier, and only 8.8% 
are single substitutions, compared to the HMM method’s 31.1%! This suggests that
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(a) Vertical stretching
BANKS
(b) Merged characters
Figure 6.6: Two examples of faxed word images which OmniPage failed to recognise, 
but which were correctly recognised by the HMM system.
Photocopied Word Images G2 G4 G6 G8 GIO
Number of Words 88 88 88 86 83
Number of errors 2 5 10 20 24
Correct 97.7% 94.3% 88.6% 76.7% 71.1%
1 error 0.0% 4.5% 1.1% 3.5% 2.4%
2 errors 0.0% 0.0% 1.1% 1.2% 4.8%
More than 2 errors 0.0% 0.0% 0.0% 2.3% 1.2%
Different Length (real-truth):
-5 0.0% 0.0% 0.0% 1.2% 0.0%
-3 0.0% 0.0% 0.0% 0.0% 1.2%
-2 1.1% 1.1% 1.1% 3.5% 2.4%
-1 0.0% 0.0% 3.4% 0.0% 1.2%
1 1.1% 0.0% 1.1% 5.8% 7.2%
2 0.0% 0.0% 0.0% 2.3% 3.6%
3 0.0% 0.0% 2.3% 2.3% 1.2%
4 0.0% 0.0% 0.0% 1.2% 0.0%
5 0.0% 0.0% 1.1% 0.0% 1.2%
6 0.0% 0.0% 0.0% 0.0% 2.4%
Table 6.9: Recognition performance of OmniPage on photocopied word images.
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word segmentation errors are occurring within OmniPage that cannot be resolved by 
the dictionary. Figure 6.6 shows two examples of words from the lOpt faxed pages 
which the HMM method recognises correctly but OmniPage fails catastrophically 
on. Part (a) is typical of a noisy fax image, and is another reason to believe that 
normalisation of words to a constant height is desirable. Part (b) shows a typically 
difficult to segment word. The HMM method, which doesn’t require a prior segmen­
tation, is not affected by this. As it is not a structural method, the fact that the 
upper “arm” of the character “K ” has become detached from the body is also not 
a serious problem.
The performance of OmniPage on photocopies, as shown in table 6.9, confirms the 
conclusions drawn from the character recognition tests. The recognition rate on 
low-noise photocopies is nearly as good as on clean images, but for a large number 
of generations it degrades quite badly.
6.5 Sum m ary
Chapter 5 detailed the development of the method, using artificial data to charac­
terise the performance of the resulting character classifier. This chapter validates 
the reported performance by testing the classifier on real printed documents. Sec­
tion 6.1 details the content and condition of these documents. The classifier had 
been trained on the character images corrupted by artificial noise, so the tests on 
real data indicate the effectiveness of using this artificial training data. As a direct 
bench-mark of the character classifier, a commercial OCR package is tested on the 
same documents and the performance of the two systems is compared. The per­
formance of the HMM classifier on recognising word images was also bench-marked 
using the method described in section 4.3.3.
Section 6.2 reports the performance of the HMM classifier on character images taken 
from the real documents, and section 6.4.1 reports the results of OmniPage on the 
same documents. For the lOpt clean pages OmniPage is 96% correct, compared to 
94% for the HMM classifier. However, another 1% of HMM classifier performance 
could be achieved by resolving case confusions, which is not the case with OmniPage. 
On 14pt, the HMM classifier is noticeably worse, whereas the OmniPage results 
are very consistent. On the faxed pages the HMM classifier is up to 6.5% better 
than OmniPage. On photocopies, the OmniPage performance on G1 is about the 
same as that of clean images; but it degrades by 5.7% by the eighth generation. 
The HMM method has a maximum of only 92.2% for the first generation but this 
degrades by only 2.8% by the eighth generation. All of this evidence tends to suggest 
that OmniPage has been trained specifically for clean pages, and performs well on 
that data. The HMM classifier has been trained on artificial data which represents 
relatively poor quality images. This is why it is better on lOpt than 14pt - the 
smaller the point size the more noise is effectively present. This is also why the 
HMM classifier does better than OmniPage on the faxes, and relatively speaking 
on the high-generation photocopies. The performance of the HMM classifier on the 
photocopies could be easily improved by some pre-processing to remove blobs of 
noise which affect the size normalisation procedure.
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Section 6.3 reports the performance of the HMM word recogniser on the real im­
ages and section 6.4.2 reports the corresponding results of OmniPage. On the clean 
images, OmniPage was effectively perfect - only 5 errors in 500 words. The HMM 
method was 63% correct. However, this was using no dictionary context. In fact, 
33% of the words were recognised with either one too many characters or else a single 
substitution error. These are the sorts of errors that a dictionary could hopefully 
correct, and a method for incorporating dictionary context into the recognition pro­
cess has been proposed. At the moment the HMM word recognition algorithm tends 
to add extra characters rather than deleting characters. It is therefore felt there is 
some room for future optimisation of this algorithm so that the balance between 
adding and deleting characters is more even, with the result that more words will 
be recognised with the correct number of characters. On the faxed word images the 
difference between the two systems is much closer, with the HMM classifier getting 
34.8% of the words correct compared to 48.8% for OmniPage. The HMM method 
appears to have the same failure characteristics as with clean images, which are 
likely to be helped by dictionary context. OmniPage appears to fail catastrophically 
in many cases.
In conclusion, to test the HMM method against OmniPage is only really fair for 
isolated characters where no dictionary context is of use. The errors which it makes 
on word images appear to be suited to dictionary correction, and examples of heavily 
distorted word images that are segmented correctly indicate that the method is well- 
suited to the recognition of faxed images.
C hapter 7
M ethod evaluation using real 
hand-printed tex t
“You can’t fake it. Bad writing is a gift.”
R ic h a r d  L e  G a l l ie n n e
This chapter describes hand-printed numeral classification experiments, using a clas­
sifier developed according to the method described in chapter 4. The experimental 
data is a database of binarised images of hand-printed numerals which have been 
segmented from images of ZIP codes^ on real U.S. mail pieces, and of the ZIP codes 
themselves.
The structure of this chapter is as follows: section 7.1 describes the database of 
images of real hand-printed text. Section 7.2 details a method for normalising the 
numeral images to reduce the variation in their angle of slant. Section 7.3 describes 
experiments on the database of isolated numerals, investigating the effects of slant 
correction and character size statistics on the recognition performance. Finally sec­
tion 7.4 describes experiments on the recognition of the ZIP code images.
It should be noted that the method used was originally developed for the recognition 
of machine-print, and was not refined or optimised in any way for the hand-print 
recognition. Therefore these experiments can be viewed as some sort of “validation” 
of the method - testing it on an entirely new data set that was not used during de­
velopment. As with the evaluation using real machine-printed documents, described 
in chapter 6, the classifier for hand-print was based on the SIHD features, with the 
codebook generated and VQ performed using a Gamma distribution model of the 
SIHD of vectors from the mean of each cluster in the codebook. The codebook had 
16 clusters and discrete HMMs were used, the number of states being determined 
so that on average each state accounted for three observations.
'^The “Zone Improvement Plan” code for mail in the United States is equivalent to the British 
Post Code, and is used for directing the delivery of the mail. The main ZIP code is a string of 5 
numerals. A ZIP+4 code, for more accurate location of the mail-piece destination, has the format 
NNNNN-NNNN (where N is any numeral).
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7.1 T he database of hand-printed tex t
One of the standard databases on which handwritten character recognition exper­
iments are performed is the CEDAR? CDROM Image Database One: the USPS^ 
Office of Advanced Technology Database of Handwritten Cities, States, ZIP codes, 
Digits and Alphabetic Characters [Hul94].
The database was gathered from live mail pieces at the USPS Management Sectional 
Center in Buffalo between October 10 and November 30, 1988. An Eikonix EC 850 
CCD image digitising camera scanned the images at 300 pixels per inch resolution.
Two sections of the database are of relevance to the experiments detailed in this 
chapter^. The BS Database resulted from a collection of about 500 address blocks. 
The first digit of the ZIP code determines its region. The same number of addresses 
was sampled from each state within each region. The label “bs” means Buffalo-teSt. 
The BR Database resulted from a collection of 3962 handwritten ZIP codes. The 
sample was approximately balanced based on the first two digits of the ZIP code. 
Thus, there are about 40 samples of ZIP codes that begin with each pair of digits. 
The label “br” means Buffalo-Recognition.
The major purpose of the “br” database is to provide training data for handwritten 
digit recognition algorithms, so this database is segmented into isolated digits, each 
of which is assigned the appropriate truth value. There are 18468 digits in total in 
the “br” database.
Test data for digit recognition was generated from the “bs” ZIP codes. The segmen­
tation algorithm that was in use at CEDAR in 1989 was applied to these images. 
2711 digits were output by this technique - the “bindigis/bs” test set. Each of these 
digits is provided with its associated truth value by corresponding the position of the 
segmented digit to the truth value at that position in the ZIP code. The objective 
of this test set is to provide as realistic as possible a simulation of the data that 
would be encountered by an isolated digit recognition algorithm when it is applied 
to the results of segmenting handwritten ZIP codes. A carefully chosen subset of the 
“bs” digits are also provided on the CD. This set “bindigis/goodbs” contains 2213 
digits chosen from the 2711. Each of the 2213 were judged to be well-segmented by 
three USPS contractors. Thus any obvious segmentation artifacts should have been 
removed.
The results on the database of a number of methods have been reported by the 
researchers at CEDAR. The raw recognition rates (without rejects) range from 
93.99% (bindigis/bs), 96.43% (bindigis/goodbs) for the “Binpoly” method to 97.01% 
(bindigis/bs), 98,87% (bindigis/goodbs) for the “CSC” method. Lee and Srihari de­
scribe the various algorithms in [LS93b].
^Center of Excellence for Document Analysis and Recognition, State University of New York at 
Buffalo, Buffalo, New York, U.S.A.
® United States Postal Service
'’The description of the database included here is a summary of the relevant information in the 
file “d oc/story  . t x t ” on the CDROM.
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7.2 W riting slant norm alisation
 ^ 4
(a) leaning back (b) leaning forward
Figure 7.1: Examples of slanted writing.
During the course of the experiments on isolated characters it was desirable to 
investigate the effect of normalising the images with respect to the slant of the 
characters. It is common knowledge that peoples’ writing varies in terms of slant - 
the angular deviation of strokes that would ideally be vertical. Some people write 
with strokes leaning “forward” whilst others write with “backward” leaning strokes. 
This characteristic is demonstrated in figure 7.1.
By normalising with respect to this property of the characters, it was hoped that 
the models would have to represent less variation in their form, to the advantage of 
the discriminatory power of the hand-printed numeral classifier.
It was never intended that this work would hinge on achieving absolutely maximum 
performance on hand-printed text. As was noted in the introduction, these experi­
ments are more of a validation of the method. Therefore a simple method of slant 
correction was judged to be sufficient for this purpose. It is probably the case that 
future development of more sophisticated slant estimation and correction methods 
would yield performance improvements.
For the purpose of these experiments only the slant of isolated characters was con­
sidered. Within the context of segmentation-free “word” recognition, i. e. ZIP code 
recognition, the location of the numerals is not known prior to recognition, so slant 
correction cannot be achieved in this way. Therefore the ZIP code recognition ex­
periments did not use models of slant-normalised characters. A future direction of 
research should therefore also be to investigate means of slant correction of entire 
words, enabling slant-normalised character models to be used in the ZIP code recog­
nition. It will be seen in section 7.3 that this would be likely to significantly improve 
the ZIP code performance.
The model of slant correction that is employed is that of a shear transformation. 
That is to say, correction is to be achieved by shifting each row of pixels to the left 
or right by a factor which is proportional to the distance of the row from the base 
of the character. The direction (left or right) is determined by sign of the angle of 
slant. The shear factor is determined from the absolute value of the angle of slant. 
In fact, viewing the examples of figure 7.1, it is not entirely clear whether a shear or 
a simple rotation about some point is more appropriate. It is conceivable that the 
writing process is best modelled by a combination of these. However, the means of
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attributing the slant to shear and rotation portions is not obvious. Therefore it was 
decided to simply model the slant as a shear, and to neglect any rotation.
7.2.1 Slant estim ation
The estimation of the angle of slant is based on determining the eigenvectors of the 
character image. However, some heuristics have also been applied which, in practice, 
made the estimation more robust. The method can be summarised as:
1. Find the sample mean of the two dimensional coordinate vectors for each 
foreground pixel in the character image.
2. Find the covariance matrix of the coordinate vectors with respect to the mean 
vector.
3. Calculate the eigenvalues and eigenvectors of the covariance matrix.
4. If the ratio of the larger to the smaller eigenvalue is > 5, then the principal 
axis is the eigenvector corresponding to the larger eigenvalue. (The character 
is basically long and thin.) Otherwise, the principal axis is the eigenvector 
with the smallest angle.
Two examples demonstrate how this works: in the case of character “2”, the 
width is often greater than the height so the slant angle is taken from the 
eigenvector with the smallest angle (which actually corresponds to the smaller 
eigenvalue). In the case of a very slanted character "1", the eigenvector relating 
to the larger eigenvalue is the best estimate because there is very little variance 
in the axis perpendicular to it.
5. If the resulting slant angle is estimated to be greater than 70° then it is likely 
that the estimation has failed. Therefore estimate the slant angle to be 0° so 
no correction takes place.
7.2.2 Slant correction
Section 3.3.2 details the implementation of a model of document image defects. 
These defects include, for example, rotation and stretching of the character images. 
The slant correction was achieved using the same method as these geometric trans­
formation defects, with the obvious difference that in the case of slant correction the 
geometric transformation was a shear.
Initially the forward transformation was applied to each foreground pixel in the im­
age, which enabled the bounding box of the transformed image to be determined. 
Each pixel of this output image was then inverse-transformed to find its correspond­
ing location in the original image. As, in general, this point lay between four pixel 
centres, the output pixel value was determined by linear interpolation. This method 
of transformation is illustrated in figure 3.10.
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7.3 E xperim ents w ith  hand-printed digits
New codebooks were generated on a subset of the “br” database formed by arbitrarily 
sampling one in every ten training examples for each class. The method described in 
section 7.2 was used to correct each character image for slant prior to normalisation 
to a constant height or width (column and row codebooks respectively). The feature 
vectors extracted from these training images were then clustered to create the two 
codebooks.
Each class was represented by a column and row model trained on sequences of quan­
tised feature vectors extracted from all of the 18468 examples in the “br” database. 
Again, slant correction was applied prior to size normalisation. The parameters of a 
Gaussian distribution of the width and height of all of the examples in the training 
set were calculated for each character class. During classification these distributions 
were used in the calculation of each character probability according to equation 4.44. 
No heuristic weighting of the character size likelihoods was used (7 =  1.0), and an 
equal prior probability of each character class was assumed.
In order to test the classification accuracy of the method, the “bindigis/bs” and 
“bindigis/goodbs” test sets were classified. The results are shown in tables 7.1 
and 7.2 respectively. An accuracy of 95.6% was achieved on the “bindigis/goodbs” 
test set (which has no artifacts of poor segmentation), with no rejections. The 
classification results for the training set are shown in table 7.3. Table 7.4 breaks the 
training set results down into a confusion matrix, showing the number of examples 
of each class that are misclassified as each other class. The training set was used 
for the confusion analysis due to the larger number of examples, resulting in a more 
accurate reflection of the occurrences of confusions.
Tables 7.5 and 7.6 show the results achieved when the experiments were repeated 
with the likelihoods for each character class derived from the Gaussian models 
of width and height set to be equally likely. The “bindigis/bs” test set has the 
same number of errors and the “bindigis/goodbs” test set has two less errors. This 
marginal improvement in performance (0.1%) shows that the characters’ sizes vary 
so greatly that the use of the character size statistics does not add any information 
into the classification process, and, if anything, increases confusions. It should be 
noted that the mean character width/height was still used for the determination of 
the number of states for the column/row HMM for each character class.
Tables 7.7, 7.8 and 7.9 show the classification results when no slant correction was 
performed prior to feature extraction. A new set of models was trained to repre­
sent the uncorrected images, and these models were used for classification. The 
“bindigis/goodbs” results were 1.2% worse than those using slant correction®, con­
firming that the reduction in the variation of the characters due to slant angle 
increases the discriminatory power of the HMMs.
^No character size statistics were used in the experiments with no slant correction.
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Class Total Errors PercentCorrect
0 434 17 96.08
1 345 20 94.20
2 296 43 85.47
3 260 21 91.92
4 234 21 91.03
5 193 7 96.37
6 281 18 93.59
7 241 19 92.12
8 216 14 93.52
9 211 11 94.79
ALL 2711 191 92.95
Table 7.1: Results of recognition of “bindigis/bs” test set.
Class Total Errors PercentCorrect
0 355 2 99.44
1 289 9 96.89
2 224 20 91.07
3 208 12 94.23
4 183 13 92.90
5 117 3 97.44
6 245 9 96.33
7 221 15 93.21
8 191 10 94.76
9 180 4 97.78
ALL 2213 97 95.62
Table 7.2: Results of recognition of “bindigis/goodbs” test set.
Class Total Errors PercentCorrect
0 2866 18 99.37
1 2544 78 96.93
2 2047 143 93.01
3 1731 53 96.94
4 1676 109 93.50
5 1459 33 97.74
6 1722 85 95.06
7 1616 72 95.54
8 1453 93 93.60
9 1354 43 96.82
ALL 18468 727 96.06
Table 7.3: Results of recognition of training set.
7.3. Experiments with hand-printed digits 213
Class Confusion class0 1 2 3 4 5 6 7 8 9
0 2848 2 0 0 7 3 3 0 3 01 10 2466 1 7 0 1 23 0 36 0
2 4 1 1904 87 9 9 25 2 4 2
3 2 0 22 1678 0 23 0 5 1 0
4 0 0 23 1 1567 6 2 8 8 61
5 2 0 19 5 1 1426 2 1 1 2
6 23 2 0 0 46 10 1637 0 4 0
7 0 0 24 11 18 4 0 1544 2 13
8 49 3 9 5 4 14 7 0 1360 2
9 0 0 16 2 11 0 0 9 5 1311
Class Total Errors PercentCorrect
0 434 17 96.08
1 345 21 93.91
2 296 44 85.14
3 260 20 92.31
4 234 21 91.03
5 193 7 96.37
6 281 18 93.59
7 241 19 92.12
8 216 13 93.98
9 211 11 94.79
ALL 2711 191 92.95
Table 7.4: Confusion matrix for the training set decode.
Table 7.5; Results of recognition of “bindigis/bs” test set, using no character size 
statistics.
Class Total Errors PercentCorrect
0 355 2 99.44
1 289 10 96.54
2 224 20 91.07
3 208 11 94.71
4 183 12 93.44
5 117 3 97.44
6 245 9 96.33
7 221 15 93.21
8 191 9 95.29
9 180 4 97.78
ALL 2213 95 95.71
Table 7.6: Results of recognition of “bindigis/goodbs” test set, using no character 
size statistics.
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Class Total Errors PercentCorrect
0 434 22 94.93
1 345 35 89.86
2 296 24 91.89
3 260 15 94.23
4 234 23 90.17
5 193 11 94.30
6 281 15 94.66
7 241 36 85.06
8 216 12 94.44
9 211 17 91.94
ALL 2711 210 92.25
Table 7.7: Results of recognition of “bindigis/bs” test set, using no slant correction.
Class Total Errors PercentCorrect
0 355 11 96.90
1 289 20 93.08
2 224 11 95.09
3 208 10 95.19
4 183 12 93.44
5 117 5 95.73
6 245 5 97.96
7 221 30 86.43
8 191 9 95.29
9 180 9 95.00
ALL 2213 122 94.49
Table 7.8: Results of recognition of “bindigis/goodbs” test set, using no slant cor­
rection.
Class Total Errors PercentCorrect
0 2866 80 97.21
1 2544 217 91.47
2 2047 71 96.53
3 1731 52 97.00
4 1676 93 94.45
5 1459 29 98.01
6 1722 70 95.93
7 1616 171 89.42
8 1453 137 90.57
9 1354 99 92.69
ALL 18468 1019 94.48
Table 7.9: Results of recognition of training set, using no slant correction.
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7.4 E xperim ents w ith  hand-printed ZIP codes
The CEDAR CDROM contains a database of ZIP code images - the “binzips/bs” 
database. This contains 495 images in total, of which 436 are 5-digit ZIP codes, 
and the other 59 are 9-digit hyphenated ZIP4-4 codes. For the purpose of this 
experiment, the ZIP+4 codes would have added the unnecessary complication of 
having to train a model to represent the hyphen. It was felt that the number of 
these codes was sufficiently small that a reasonable test set could be achieved by 
using only the 5-digit codes.
The method for connected character recognition described in section 4.3.3 was used 
to recognise the ZIP codes. The character models used were the set trained on images 
with no slant correction applied. The model of inter-character spaces developed for 
the word recognition experiments described in section 6.3 was used to model the 
inter-character spaces in the ZIP codes.
The evaluation in section 7.3 determined the classification accuracy of the non-slant- 
corrected models on isolated digits to be 92.3%, implying that for a 5-digit ZIP code 
the “word” recognition rate can be predicted to be no better than 92.3® =  67.0% on 
average. It is likely to be worse than this unless the segmentation process presents no 
problems. In future a higher recognition rate might be achieved by performing the 
segmentation using non-slant-corrected models; then, after having slant-corrected 
the segments which have been hypothesised as being digits, classifying them using 
the models of slant-corrected digits. Alternatively some method might be developed 
for slant-correcting the entire ZIP code prior to segmentation, and then models of 
slant-corrected digits could be used for segmentation and classification.
o
Figure 7.2: Example of a ZIP code written on a sloping baseline.
The recognition of hand-printed character strings reveals a limitation of the size- 
normalisation method, as depicted in figure 7.2. Currently the entire “word” image 
is normalised to a constant height. It is segmented using the column models. The 
segments from the original image corresponding to hypothesised characters are then 
normalised to a constant width before being classified by the row models. For the 
ZIP code image of figure 7.2, the top-line and baseline of the characters are neither 
linear nor horizontal. Therefore the normalisation to a constant height makes the 
characters too small, and the bounding box of the image contains blank space above 
and below some of the characters. A future area of research to avoid this problem
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might be to model the top-line and baseline as some sort of spline function which 
could adapt to sloping writing, and then normalise the difference between the top­
line and baseline to a constant value at each column position.
The evaluation in section 7.3 determined that the character width and height added 
no useful information to the classification process. However, in the level building 
algorithm for segmentation it seemed that there was a tendency to match the wrong 
number of characters to the observation sequence unless the likelihood of the char­
acter width for each class was used to adjust the Viterbi scores. A value of 7 =  3.0 
was used to weight the character width likelihood in the level building algorithm. 
Once the segmentation was hypothesised, however, the column and row models were 
scored using 7 =  0.0 to make all character width likelihoods equal.
Number of ZIP codes 436
Number of errors 245
Correct 43.8%
1 error 17.7%
2 errors 7.6%
More than 2 errors 6.2%
Different Length (real-truth):
-2 3.0%
-1 14.7%
1 6.7%
2 0.2%
3 0.2%
Table 7.10: Recognition results for ZIP codes.
Number of ZIP codes 436
Number of errors 220
Correct 49.5%
1 error 24.3%
2 errors 11.0%
More than 2 errors 11.0%
Different Length (real-truth):
-2 1.6%
-1 2.5%
Table 7.11: Recognition results for ZIP codes, constraining the length of the result 
to be 5 characters where possible.
Table 7.10 shows the results of the recognition of the ZIP code test set. Only 44% of 
the ZIP codes are recognised correctly, but 15% are recognised as being 4-character 
strings. The one piece of contextual knowledge readily available is that they should 
be 5-character strings. Therefore the level-building algorithm was adapted so that 
any segmentation which resulted in a string of characters of the wrong length was 
assigned a zero probability of being the correct segmentation. The one situation 
when this rule was not applied was when none of the possible segmentations produced 
a 5-character result. After this adjustment the maximum probability segmentation
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(a) 43613
(b) 43613
(c) 77058
(d) 77419
Figure 7.3: Examples of correctly-recognised ZIP codes.
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(a) 02048 recognised as 03045
(b) 28304 recognised as 23304
Figure 7.4: Examples of incorrectly-recognised ZIP codes.
was chosen as before. Table 7.11 shows the recognition performance under this 5- 
character constraint. The recognition rate is now 50%, which is not bad compared to 
the optimum projected figure of 67%. Figure 7.3 shows some of the ZIP codes which 
are correctly recognised although the segmentation is not trivial due to touching or 
broken characters. Part (d) shows a ZIP code that is correctly recognised despite 
corruption of the first digit from the address block segmentation. Figure 7.4 shows 
two examples of ZIP codes that are recognised incorrectly. This is not surprising 
as the characters are corrupted by the underlining. However, it is interesting that 
the recognition has not catastrophically failed - there are only one or two digits 
recognised incorrectly.
7 =  0.0 7 =  1.0 7 =  2.0 7 =  5.0
Number of ZIP codes 436 436 436 436
Number of errors 223 222 223 225
Correct 48.9% 49.1% 48.9% 48.4%
1 error 22.2% 22.7% 23.9% 24.3%
2 errors 11.9% 11.7% 11.0% 12.6%
More than 2 errors 11.2% 11.5% 11.7% 9.6%
Different Length (real-truth):
-2 1.8% 1.6% 1.6% 2.1%
-1 3.9% 3.4% 3.0% 3.0%
Table 7.12: Recognition results for ZIP codes, varying the character width weighting 
factor in the level building.
The value of 7 =  3.0 had been chosen somewhat arbitrarily for the weighting of 
the character width likelihoods in the level building algorithm. This value had 
previously been suitable in other experiments. In order to investigate whether this 
was an optimal value, the ZIP code recognition experiments were repeated with 
different values of 7 , including the case of 7 =  0.0 which removes the effect of the 
character width likelihoods. The results are shown in table 7.12, and confirm the
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fact that 7 =  3.0 was likely to be the optimal choice. In fact, the performance does 
not appear to be too sensitive to changes in 7 .
7.5 Sum m ary
This chapter has described experiments involving the recognition of hand-printed 
numerals and hand-written ZIP codes using the HMM classifier described in chap­
ter 4. The method uses the parameters that were found by a process of experimental 
optimisation using artificial noisy images of printed chaiacters in chapter 5. The 
same parameters were used for the recognition of real printed text documents as 
described in chapter 6. Therefore the method has not been optimised specifically 
for hand-print recognition - the classifier was simply trained on suitable examples.
Section 7.1 describes the database of hand-print which was used for the experiments. 
Section 7.2 describes a simple method of reducing the variation in characters’ slant by 
means of a principal component transform and some heuristics. It was not intended 
that this should be a major area of investigation and so the method proposed is 
simple and effective but is probably not optimal.
Section 7.3 describes the experiments on the recognition of isolated hand-printed 
numerals. A recognition rate of 95.7% was achieved, which compares fairly well 
with results in the range 96.4% to 98.9% for methods developed at CEDAR. Without 
the use of slant-correction, the recognition rate was 1.2% worse, which confirms its 
usefulness.
Section 7.4 describes the experiments on the recognition of hand-written ZIP codes. 
Testing the HMM classifier on a database of 436 ZIP code images, 44% were recog­
nised correctly. Adapting the method to constrain the result to be a 5-digit string 
improved the ZIP code recognition rate to 50%, corresponding to a digit recognition 
rate of ^^ 075 =  87%. Some examples are shown of digit strings which are recognised 
correctly but would have been very difficult to segment in a conventional segment- 
then-recognise approach. The implications of the occurrence of sloping hand-writing 
on the size normalisation approach are discussed, with improvements to the method 
proposed.
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C hapter 8
D iscussion
“In literature, in art, in life, I think that the only conclusions worth 
coining to are one’s own conclusions. If they march with the verdict of 
the connoisseurs, so much the better for the connoisseurs; if they do not 
so march, so much the better for oneself.”
A.C. B e n s o n
This thesis proposes a method for the representation and recognition of text. The 
method involves representing the image of a character by two models: one to repre­
sent the sequence of columns of pixels extracted from the image and one to represent 
the sequence of rows of pixels. Each row and column is quantised to a discrete sym­
bol so that the sequences of column and row symbols from a number of training 
images can be represented by two discrete hidden Markov models. Methods of fea­
ture extraction have been proposed so that the representation of the character is 
invariant to its absolute location within an image window. Two methods of feature 
extraction have been developed - one based on Fourier analysis and one based on a 
distance measure between the line of pixels and a prototype pattern.
The reason for making the representation invariant to location within a window is 
that in practice it is difficult to place accurately all characters at the same location 
within the window. This can be due to the presence of specks of noise or can be due 
to inaccurate estimation of the baseline or top-line of a word image. A major problem 
in extracting a feature from a row or column of pixels is its quantisation into one of 
a small number of symbols according to its similarity to their respective prototypes, 
or codewords. This is necessary for a number of reasons: the number of codewords 
directly affects the number of free parameters of the HMMs and therefore the amount 
of training data required. Also, quantisation to a smaller number of codewords 
requires less computation and makes the process more tolerant to subtle variations 
in shape and noise. A significant amount of the work described in this thesis has 
been to develop robust ways of automatically generating the set of codewords - the 
codehook - for this vector quantisation process.
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The main purpose of this representation of characters is to facilitate the recognition 
of a word image without its prior segmentation into the constituent characters. The 
word recognition method which has been developed involves the extraction of a 
sequence of column features from the word image. The column models can then be 
matched against the sequence in a way which jointly maximises the likelihood of 
the segmentation and the classification of each segment. Once segments have been 
hypothesised, the rows of pixels can be extracted and the row models are used to 
add extra information about the identity of each character segment.
The combination of evidence from the row and column models has been investi­
gated and a simple assumption of independence between the models, allowing the 
estimates of posterior probability for each class to be multiplied in order to give a 
combined probability, has been shown to result in better recognition performance 
than either model used in isolation. More sophisticated methods of combining evi­
dence have been investigated with little success, save in the computation involved. 
This suggests that the posterior class probabilities estimated using Viterbi scoring of 
HMMs is unreliable although the rank ordering appears accurate. Therefore meth­
ods of combining evidence at the rank order level of representation are more likely to 
yield improved results than further attempts at combining the estimated posterior 
probabilities.
The method has been evaluated thoroughly on a number of different types of text 
image. The features based on the Shift-Invariant Hamming Distance (SIHD) of a 
pattern from a codeword resulted in better performance than the features based on 
Fourier analysis. On artificial images of noisy characters in 13 fonts and 5 point 
sizes a HMM classifier using one pair of models (column and row) for each character 
class in all fonts achieved an average recognition rate of 94% for the top-choice 
classification result and 99% for the correct result in the top-3 choices.
On scanned images of real documents the performance of the HMM classifier, trained 
on the artificial images, was compared with OmniPage, a commercial OCR package. 
First they were compared on isolated characters, so that any contextual information 
built into OmniPage would be of no advantage. On clean lOpt documents, the HMM 
classifier recognised 94% of the characters correctly and OmniPage was 2% better. 
On 8th generation photocopied lOpt documents the margin between the two was the 
same with the HMM classifier recognising 89% correctly. On lOpt faxes, however, 
the HMM classifier outperformed OmniPage by a margin of 4% by recognising 90% 
correctly. On word images the advantage of dictionary context, present in Omni­
Page but not in the HMM classifier, is demonstrated by a 99% versus 63% word 
recognition rate respectively. On very poor quality lOpt faxed images this differen­
tial is significantly eroded; 33% versus 26%. The HMM classifier also recognised 
31% of words correctly bar for one character error, which gives an indication of the 
potential performance if dictionary context were to be used.
On a database of hand-printed numerals taken from U.S. mail pieces, the HMM 
classifier compared well to existing methods. A recognition rate of 95% was achieved 
with no slant correction, which increased to 96% with a relatively trivial method 
of slant correction. A more sophisticated method of slant correction is expected
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to yield a further improvement in performance. This compares well to methods 
developed at CEDAR which achieve between 96% and 99% [LS93b].
Applying the method of segmentation-free connected character recognition to a 
database of ZIP code images, the HMM classifier, trained on the hand-printed nu­
merals, recognised 50% of ZIP codes (with the only contextual knowledge being to 
constrain the result to be a 5-digit string). This is less than figures of around 70% 
reported elsewhere; however, two factors contribute to this. No slant correction was 
used - a method of slant correction which works on entire “words” would be expected 
to help. Also the size normalisation method incorporated in the HMM classifier does 
not cope well with sloping writing, although a method has been proposed for cor­
recting this. Therefore further development of the method for ZIP code recognition 
is likely to be promising.
The fact that the method has achieved a relatively good performance on isolated 
hand-printed characters demonstrates the ability of the HMM classifier to model 
character classes with a wide variation of shape due to variable writing styles and 
the noise present. However the recognition performance on multi-font machine-print 
is far from perfect, even though the method was originally developed for the machine- 
print application. This gives an insight into the relative difficulty of the machine- 
print and hand-print recognition problems. It confirms the belief that the recognition 
of multi-font, multi-size printed text with a wide range of degradations representative 
of typical document images is of comparable difficulty to the recognition of hand­
print and is consequently still an open research issue.
The main conclusion drawn from the evaluation of the method on real documents is 
that although the artificial noisy character images, derived from Baird’s document 
image defect model, are suitable for training a “real” classifier on, they bias its 
performance towards more noisy conditions than, for example, OmniPage is biased 
towards. The implication of this is that OmniPage will perform better on clean 
images than the HMM classifier simply because of the relatively larger number 
of clean images in its training set. On poor quality faxed images, however, the 
training set gives the HMM classifier an advantage over OmniPage. As regards word 
recognition of poor-quality fax images, the segmentation-free recognition strategy is 
clearly superior because the HMM classifier has almost the same performance as 
OmniPage, without the use of any dictionary context. An analysis of the types of 
errors suggest that the incorporation of such contextual knowledge at a low level of 
the recognition algorithm (rather than as a post-processor) is likely to yield excellent 
performance on such poor data.
8.1 D irection  o f future research
The performance of the existing method could be expected to be improved by further 
development in a number of areas. Many of these have been discussed earlier in the 
thesis, but for completeness they are summarised here:
• When using the SIHD features, the Gamma distribution appears to be a suit­
able model for the distribution of distances of points from the cluster mean.
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However, by basing a dynamic clustering criterion function on such a model it 
is possible that a cluster can grow from two or more separated pockets of data 
points. These pockets may have different properties - the original data may 
appear very different “to the eye”. Therefore although such a probabilistic 
model of clusters is desirable in order to be able to use a “soft-VQ” method of 
quantisation, it is possible that a simple nearest-neighbour clustering method 
would be more suitable in order to create compact clusters. This requires fur­
ther investigation in terms of the compactness of the clusters generated by the 
different methods.
The VQ process is currently the most time-consuming part of the method. 
By organising the codebook in a tree structure, the time taken to search the 
codebook could be significantly reduced. Consider the example of a binary- 
tree structured codebook, the first stage of which was formed by creating two 
clusters from the training data. Each of these clusters is at the next stage 
divided into two more clusters, and the process continues recursively. For a 
codebook with 64 entries, there are 64 comparisons to be made for a full search 
of the codebook. For the tree structured approach there are 6 stages, so a total 
of 12 comparisons {N comparisons versus 2 log2 for N  stages).
So far, semi-continuous hidden Markov models have only been used in as much 
as the fact that soft-VQ probabilities have been combined with the emission 
probabilities of discrete HMMs during the Viterbi scoring process. It is possible 
to jointly refine the VQ codebook and the discrete HMMs in order to improve 
the discrimination power of the models [HAJ90].
For multi-font recognition, the variation in shape representing certain char­
acter classes appears to be too great for one model to represent. Therefore 
some form of class splitting is appropriate, where a number of models represent 
shape variants of the same class. So far this class splitting has been performed 
manually - a process that is tedious and that heis not been particularly suc­
cessful. A more promising approach would be to create a HMM for each font, 
and then to cluster the models according to some similarity measure in order 
to achieve a good split. Equation 3.70 defines just such a measure of similarity 
between HMMs.
The approach that has been taken for combining the row and column HMMs 
has been to score them both in terms of the estimated posterior probability 
of each character class, and then combine these probabilities for the final clas­
sification result. It appears that HMMs do not produce a good estimate of 
posterior probability although they rank the candidates in a sensible fashion. 
Therefore it would probably be worthwhile reducing the output of the row and 
column models to purely a rank order representation, ignoring the estimates 
of probability, and combining these rankings by means of a method such as 
the Behaviour-Knowledge Space [HS95].
At present the level-building search which segments word images according to 
the column models of the characters tends to over-segment the words. Further
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optimisation of the parameters of the method, and further development of the 
model of inter-character spaces is likely to better balance the performance in 
terms of over- or under-segmenting.
The method of slant normalisation which was used in the experiments on 
the recognition of hand-print was fairly trivial, and worked only on isolated 
characters. Further work in this domain would benefit from surveying the 
literature for methods of slant correction which are more sophisticated and 
work on word images prior to their segmentation into characters. This could 
also be applied to the work on machine-print recognition in order to reduce the 
variation in character shapes caused by italic or slanted fonts. This would also 
benefit the situation when slanted letters overhanging adjacent letters interfere 
with patterns in the columns of pixels extracted from the adjacent letters.
As can be seen in figure 7.2, handwriting is often done with a sloping baseline or 
top-line. This affects the current size-normalisation procedure which assumes 
that by normalising the word image to a constant height, all of the characters 
constituting the word will extend from the top to the bottom of the image. 
By developing a method of fitting curves to the top-line and baseline and 
normalising the image between the top-line and baseline for each column, this 
normalisation could be improved to remove this effect of sloping writing.
• In section 4.3.4 a method was discussed for incorporating dictionary context 
into the word recognition method. This needs to be implemented in order to 
have a fair comparison of word recognition performance with commercial OCR 
packages.
• The original motivation for using HMMs for connected character recognition 
was inspired by their successful application to the recognition of connected 
spoken words in the speech recognition field. An important area of future 
research should be to further investigate the speech recognition literature for 
applications of HMMs which may have an analogy in text recognition. In 
particular, methods of linking models together in higher-level networks might 
prove to be a promising alternative to the level building search procedure for 
recognition of connected characters. Alternatively a back-tracking extension 
to the level building might be desirable to produce alternative segmentations 
if the top-choice segmentation does not result in readily recognisable character 
segments.
Of these items, some are more promising than others in terms of the improvement 
in performance which could be expected. The optimisation of the level building seg­
mentation is relatively straightforward but the expected improvement is relatively 
minor. The same can be said of the investigation of the compactness of codebook 
clusters. TYee-structured VQ is only expected to improve time performance - the 
recognition performance is likely to suffer, if anything. The improvements to the 
slant normalisation and size normalisation for sloping handwriting could be expected 
to significantly improve the recognition of ZIP codes. Clearly the incorporation of 
dictionary context, although a fairly simple task, is likely to greatly improve word
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recognition rates. It is difficult to say what improvements in HMM discrimination 
power are possible by jointly refining the codebook with the models. The auto­
mated class splitting is probably the only feasible way of achieving good multi-font 
recognition performance, other than having a fully-split classifier (which is clearly 
inefficient). The combination of the row and column HMMs at the rank order level 
could result in a significant improvement. At the moment the row and column 
models each have weaknesses in recognising particular character classes. Being able 
to train a combining method to adapt to these weaknesses is likely to be highly 
successful.
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