Denote by Zν the number of critical points of a random trigonometric polynomial of degree ≤ ν. We prove that as ν → ∞ the expectation of Zν is asymptotic to 2ν
Introduction
A random trigonometric polynomial of degree ≤ ν is a trigonometric polynomial of the form
(a m cos mt + b m sin mt), t ∈ R/2πZ, where a m , b m are independent normally distributed random variables with mean 0 and variance 1. The number Z ν of critical points of such a random polynomial is itself a random variable. The goal of this paper is to describe two important statistical quantities associated to this random quantity, namely its expectation, E ν , and its variance, V ν . We are particularly interested in the behavior of these quantities as the degree ν goes to infinity. In probabilistic parlance, η ν is a (stationary) Gaussian process on the unit circle R/2πZ and as ν → ∞ this process approaches the singular process called white noise.
The main result of this paper shows that there exist (explicit) positive constants c 1 , c 2 such that
The above estimates imply an interesting concentration phenomenon. Suppose that we ask what are the odds that the number of critical points of a random trigonometric polynomial differs by more than 1% from the expected number of critical points. In other words we ask what is the probability of the event
The Chebyshev inequality shows
Thus, the above event is highly unlikely if the degree ν is very large. This indicates that the highly oscillatory parts of a random trigonometric polynomials have a dominant effect in the creation of critical points. This is reminiscent of the classical Poincaré phenomenon: the area of a large dimensional round sphere tends to be concentrated on a narrow tube around an Equator 1 of fixed and small codimension. The statistics of the critical set of the above random function is identical to the statistics of the zero set of the random function
(−ma m sin mt + mb m cos mt).
Equivalently, consider the rescaled random function
where c m , d m are independent random variables with identical standard normal distribution, and the random variable
Note that the expectation of Z ν is precisely the expected number of critical points of a random trigonometric polynomial in the space
equipped with the inner product
and Gaussian measure
We let E(ζ), and respectively var(ζ), denote the expectation, and respectively the variance, of a random variable ζ. The random function Φ ν is a stationary Gaussian process with covariance kernel
The Rice formula, [2, Eq. (10.3.1)], implies that
This proves that
The following is the main result of this paper.
Then for any t ∈ R the limit lim ν→∞ R ν (t) exists, it is equal to
where
and
Moreover, the constant δ ∞ is positive. 2 We should perhaps put this result in some perspective. Recently, Granville and Wigman [4] have investigated the behavior of the number N ν of zeros of a random trigonometric polynomial of the form
where a m , b m are independent normally distributed random variables with mean 0 and variance 1. It is known that (see [3, 6] )
but the authors show that a much more precise result is true. More precisely, they prove that there exists c > 0 such that as ν → ∞ the random variable
converges to the standard Gaussian. Our strategy is inspired from [4] and we believe that a central limit theorem is valid in the case of the statistics of critical points as well. We plan to pursue this aspect elsewhere. Let us observe that the space of trigonometric polynomials of degree ≤ ν can be identified with the space U L spanned by the eigenfunctions of the Laplacian of S 1 corresponding to eigenvalues ≤ L := ν 2 . The estimate (1.1) can be rewritten as
In [5] we proved a higher dimensional generalization of this estimate. More precisely we have shown that for any m > 0 there exists an explicit positive constant C m > 0 such that for any compact, connected, smooth m-dimensional Riemann manifold if we denote by Z L the number of critical points of a random linear combination of eigenfunctions of the Laplacian 
Proof of the main theorem
We follow a strategy inspired from [4] . The variance of Z ν can be computed using the results in [2, §10.6] . We introduce the Gaussian field
Its covariance matrix depends only on t = t 2 − t 1 . We have (compare with [4, Eq. (17)])
As explained in [6] For any vector
we set
Then, the results in [2, §10.6] show that
As in [4] we have
,
More explicitly,
We want to emphasize that in the above equalities the constants λ 0 and λ 2 do depend on ν, although we have not indicated this in our notation.
Remark 2.2. The nondegeneracy of Ξ implies that
We obtain as in [4, Eq. (24) 
We can now rewrite the equality (2.1) as (t = t 2 − t 1 )
.
The function f ν (t) = f ν (t 2 − t 1 ) is doubly periodic with periods 2πν, 2πν and we conclude that
We conclude that
To complete the proof of Theorem 1.1 we need to investigate the integrand in (2.3). This requires a detailed understanding of the behavior of R ν as ν → ∞. It is useful to consider more general sums of the form
Note that if we set z := cos
Observe that
) .
We set
Observe that R ν = A ν,2 and R ∞ = A ∞,2 . We have the following result.
Lemma 2.3.
where, above and in the sequel, the constant implied by the O-symbol is independent of t and ν. In particular
Proof. We have
The term S ν (t) is a Riemann sum corresponding to the integral
and the subdivision
of the interval [0, t]. A simple application of the mean value theorem implies that there exist points
We deduce that
We deduce
This, proves the A-part of (2.6). The B-part is completely similar. We need to refine the estimates (2.6). Recall that [m] r := m(m − 1) · · · (m − r + 1), r ≥ 1. We will express C ν,r (t) in terms of the sums
Using the classical formula, [7, §1.4 
where S(r, k) are the Stirling numbers of the second kind, we deduce,
Using the identity
Multiplying both sides of the above equality by ( t ν ) r+1 we get (2.9).
Lemma 2.4 coupled with the fact that the function f (θ) is bounded on [0, π 2 ] yield the following estimate.
Using (2.10 )and the identity S(r, 1) = 1 in (2.8) we deduce that there exists K = K r > 0 such that for any ν > 0 and any t ∈ [0, πν] we have
Using Lemma 2.4 we deduce (2.12) lim
uniformly for t on compacts. The estimate (2.11) implies that
We have the following crucial estimate whose proof can be found in Appendix A.
Lemma 2.5. For every r ≥ 0 there exists C r > 0 such that for any ν > 0 we have
Using Lemma 2.5 in (2.11) we deduce
Using (2.6) and (2.13a) we deduce that for any nonnegative integer r there exists a positive constant K = K r > 0 such that
Coupling the above estimates with (2.6) we deduce
where the constant implied by the symbol O depends on k, but it is independent of ν. The last equality coupled with (2.5) implies that
We deduce that, for any t > 0 we have
where f ν is the function defined in (2.2), while
We have the following result whose proof can be found in Appendix A. Lemma 2.6.
We set δ(t) := max(t, 1), t ≥ 0.
We find it convenient to introduce new functions
Using these notations we can rewrite (2.18c) as
The equalities (2.18d) imply that
, and
Lemma 2.7. Let κ ∈ (0, 1). Then
where the constant implied by O-symbol is independent of ν and t ∈ [0, ν −κ ), but it could depend on κ.
Proof. Observe that for t ∈ [0, ν −κ ] we have
Lemma 2.8. Let κ ∈ (0, 1),
Then as ν → ∞ and t > ν −κ we have
, and (2.22)
Proof. Observe that
Using (2.23) and the above estimate we deduce
Using (2.24) we deduce (2.21). The estimate (2.22) follows from (2.21) by invoking the definitions of γ(t) and η(t).
Lemma 2.9. Let κ ∈ (0,
where the constant implied by O-symbol is independent of ν and t > ν −κ , but it could depend on κ.
Proof. The estimates (2.18b), (2.18d) and (2.20) imply that for t > ν −κ we have
uniformly in t > ν −κ . We conclude from (2.26) that
Recalling that
) we see that (2.27) follows from (2.28).
Consider the function
Now fix an exponent κ ∈ (0, 1 4 ). We discuss separately two cases. 1. If ν k < t < πν. Then in this range we have
and using (2.29b) and (2.27) we deduce
The equality (2.20) shows that in this range we have
so that and (2.27) implies that
Using (2.29a) we deduce
Then using (2.25) we deduce that
To prove (1.2) we need to prove the following equality.
We can dispense easily of the first integral above since
The second integral requires a bit of work. More precisely, we will show the following result. 
Proof. We will discuss each of the three cases separately.
0 < t < ν −κ . The easiest way to prove that
This follows using Lemma 2.7 and observing that the function A(u) is bounded.
2. ν −κ < t < ν κ . In this range we have
Using (2.22), (2.31) we deduce
)
) and
ν κ < t < πν.
For these values of t we have
Using (2.22) and (2.30) we deduce
The fact that δ ∞ defined as in ( 1.2) is positive follows by arguing exactly as in [4, §3.2] . This completes the proof of Theorem 1.1.
Remark 2.11. The proof of Lemma 2.10 shows that for any ε > 0 we have
Numerical experiments suggest that δ ∞ ≈ 0.35.
A. Some elementary estimates
Proof of Lemma 2.1. Consider the complex valued random process
The covariance function of this process is
Observe that Re F ν = Φ ν . Note that the spectral measure of the process
where δ t 0 denotes the Dirac measure on R concentrated at t 0 . We form the covariance matrix of the Gaussian vector valued random variable
Observe that Re X(t) = Re Ξ(t). If we let
Then, as in [2, Eq. (10.6.1)] we have
We see that if the linear system (A.1) has a nontrivial solution ⃗ z, then the complex 4 × 4 matrix
must be singular, i.e., det A ν (t) = 0. We have
Since |ζ| = 1, we that det A ν (t) = 0 if and only if t ∈ 2πνZ.
Proof of Lemma 2.5. Recall that θ := 
Using (2.12) we deduce that
In the sequel we will use Landau's symbol O. The various implied constants will be independent of ν. Throughout we assume 0 < t ≤ πν. For 0 < θ < π 2 and 0 ≤ j ≤ r we have
while for any 1 ≤ j ≤ r we have
Using (A.3) and (A.4) in (A.2) we deduce that
Proof of Lemma 2.6. We have
Note that
The inequality (2.18a) now follows from the inequality |u(τ )| ≤ 1, ∀τ . For any positive integer r we denote by j r the r-th jet at 0 of a onevariable function. We can rewrite (2.12) as follows: The complex valued stationary Gaussian process F ∞ on R with spectral measure dσ ∞ has covariance function R ∞ = 1 π ∫ 1 0 t 2 e it dt. Note that Re R ∞ = R ∞ . The results in [2, §10.6] show that the covariance matrix
is nondegenerate. The equality det Re X ∞ (t) ̸ = 0, ∀t ∈ R implies as in Remark 2.2 that µ ∞ (t) ̸ = 0, |ρ ∞ (t)| < 1, ∀t ∈ R, where
