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To my loving family and friends
“I don’t think the human race will
survive the next thousand years,
unless we spread into space.”
-Stephen Hawking
Summary
Space activities are continuously at risk due to the ever-increasing amount of uncon-
trolled space objects, called space debris, which can collide with operational spacecraft.
Therefore, space agencies have started space situational awareness (SSA) programs,
which aim to provide timely and accurate data regarding the space environment and
hazards to infrastructure in orbit and on the ground. An essential need for SSA is
the orbit determination of as many space objects as possible, in order to predict and
prevent collisions. In this work, techniques for orbit determination of objects observed
on short arcs are developed. This scenario frequently occurs with space debris, which
are characterised by long observational gaps due to observability constraints. The clas-
sical least squares method, used for orbit determination, is revisited by studying the
effect of nonlinearities in the mapping between observations and state. Differential
algebra techniques are exploited, which enable the computation of high-order Taylor
expansions of the residuals with respect to the state. Approximations of differential
correction methods can then be avoided and the confidence region of the solution accu-
rately characterized with a nonlinear approach. This uncertainty region can be reduced
when more observations of the same objects are acquired. Thus, a method that both
recognizes associated observations and sequentially reduces the solution uncertainty
when two or more sets of observations are associated is proposed. The six dimensional
(6D) association problem is addressed as a series of 2D and 4D problems to alleviate
the computational cost. In case of successful association, part of the initial uncertainty
is pruned away. The least squares solution and its uncertainty region can finally be used
to initialize a sequential filter. A particle filter is implemented using differential algebra,
so that system and measurement equations are substituted by polynomial evaluations
and the resulting computational cost of the algorithm is alleviated. A population-
based stochastic optimizer, the multiobjective particle swarm optimizer, is exploited to
generate particles that best represent the probability distribution over solution orbits.
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Chapter 1
Introduction
1.1 Space Surveillance Activities
Nowadays, commercial and scientific applications dominate in space flight. We have
now become accustomed to many services provided from space in our daily lives: com-
munications, weather forecasts, television, remote sensing of the environment and navi-
gation. Since the era of space exploration started, the number of Earth-orbiting objects
has on average grown. Fig. 1.1 displays a summary of all objects in Earth orbit of-
ficially catalogued by the U.S. space surveillance network (SSN). The U.S. SSN is a
worldwide network of sensors that detect, track and catalogue artificial objects orbit-
ing the Earth. The reasons for the ever-increasing number of Earth-orbiting objects
are high frequency of space activities, on-orbit fragmentation and collisions between
existing space objects, resulting in many small fragments. As a result, a more crowded
space environment further raises the possibility of satellite collisions, thus seriously
threatening the viability of space. It is worth noting that, due to its very-high speed in
orbit, even relatively small pieces can damage satellites in a collision. Because the size
of launched spacecraft has decreased in the last years (e.g. cubesat constellations such
as Flock 1), even smaller resident space objects (RSOs) need to be tracked as they can
result in catastrophic collisions.
The category of small orbiting fragments includes space debris (SD), defined as follows:
“SD [consists of] all man made objects including fragments and elements thereof, in
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Figure 1.1: Monthly Number of Objects in Earth Orbit by Object Type [1]
Earth orbit or re-entering the atmosphere, that are non functional” [2]. Fragmentation
debris includes satellite breakup debris and anomalous event debris, while mission-
related debris includes all objects dispensed, separated, or released as part of the
planned mission [3]. The dominating contributors to the evolution and stability of
the SD environment are fragmentation processes, e.g. explosions and collisions. Due
to their frequency and the impact that these phenomena have on debris creation, the
SD population is expected to grow with a cascade effect. That is, the more objects
accumulate in orbits, due to space flight activities, the more frequent such collisions
are. Thus, in the future more and more collisions with fragments from earlier incidents
are going to occur [2]. This cascading effect was already foreseen some forty years ago.
In 1978, National Aeronautics and Space Administration (NASA) scientist Donald J.
Kessler predicted a dangerous scenario, now known as the Kessler Syndrome [4]: he
described the consequences of a self-sustained growth of the SD population, initially
triggered by collisions between intact objects and ultimately sustained by collisions
between collision fragments. Such a cascading process, which cannot be stopped in
its advanced stage, could render certain altitudes shells in the low Earth orbit (LEO)
region unsafe for a long time [2]. This exponential increase in the number of RSOs
is extremely difficult to slow down. If the current number of launches continues and
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no counter measures are taken, the collision rates will be such that flights in LEO will
almost be impossible [5]. The problem can be alleviated by the so-called passivation
measures [6] or active intervention (removal of large uncontrollable objects) [7, 8, 9].
Apparently, tracking and monitoring Earth-orbiting fragments is essential. For this
purpose, catalogues of as many RSOs as possible have been produced and are con-
tinuously maintained. Such catalogues are used to predict and prevent collisions [10].
However, the utility and reliability of these catalogues is dependent on the accuracy
and timeliness of the information used to maintain them [11]. The European Space
Agency (ESA) developed a programme called space situational awareness (SSA), to
support Europe’s independent utilisation of, and access to, space. This programme
aims to provide timely and accurate data regarding the space environment and haz-
ards to infrastructure in orbit and on the ground. In recent years, the interest in SD
has increased. Indeed, the SSA includes the space surveillance and tracking (SST)
segment, which is assigned to detect and predict the movement of SD in orbit around
the Earth. In a very simplified description, the SST system has a network of sensors,
such as telescopes or radars that provide data. These data are then converted into
plots that describe the trajectory of the observed object. The plot must be examined
to determine if it is showing a new object, or one already known to the system. If
the object has already been seen, then the record for that piece of SD is updated. In
contrast, if the detected plot shows a new object, then the rest of the sensor network
is used to try and see this newcomer again and obtain better insight on its orbit. It is
then added to the catalogue. The total number of active satellites, rocket bodies, and
SD larger than 10 cm is currently about 20, 000 [12]. And they all must be seen on a
regular basis and very accurately.
1.2 Orbit Determination of Resident Space Objects
Regular and direct observation of RSOs is a crucial source of information to perform
orbit determination (OD) and maintain the above-mentioned catalogues. In the OD
process it is customary to distinguish between initial orbit determination (IOD) and
accurate orbit estimation (AOE). The former is typically employed to estimate the
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value of all six orbital parameters (the unknowns) from six independent scalar obser-
vations (e.g. three pairs of right ascension and declination), when a priori information
on the orbit is not available. Two-body motion, which considers only the gravitational
effect of the main attractor, is usually assumed. IOD provides the first estimate of the
OD process and allows us to know which portions of the sky should be monitored to
obtain follow-up observations and refine the OD process.
Optical observations are considered throughout this work. Optical observations were
chosen so that objects in geostationary Earth orbit (GEO) could be analysed. The GEO
region is significantly crowded and no natural clean-up mechanism or “sinks“exists. De-
tailed estimations are hence essential. Given three pairs of optical observations at three
different time instances t1, t2 and t3, Gauss’ algorithm [13] can be used to estimate the
position vectors r1, r2 and r3. This estimate can then be improved by solving two
Lambert problems, as shown in [14]. Lambert’s algorithm takes as input two position
vectors and the ∆t between them and gives as output the velocity vectors. Then, by
computing Lambert’s algorithm twice (from t1 to t2 and from t2 to t3) one is able to
retrieve the three state vectors and determine the orbit.
The AOE, on the other hand, is used to improve a priori orbital elements from a large set
of tracking data [15]. The measurements employed for the OD are not exact quantities,
due to inevitable measurement errors. Thus, considering a large amount of tracking
data is necessary to smooth out these errors and achieve a reliable reconstruction of an
orbit. The AOE requires that RSOs be observed on a regular basis and observations
belonging to the same object identified. The latter task is known as association and is
one of the main challenges of OD. One requirement to perform reliable observations
association is to have realistic uncertainties for initial orbit solutions, which could also
be used to initialize Bayesian estimators for orbit refinement [16].
1.2.1 Orbits Determined on Short Arcs
Observations of RSOs, especially in case of small-size objects, can be characterised by
long observational gaps due to observability constraints. Thus, it is important to be able
to perform accurate OD with a single passage of the object above an observing station,
when a short arc is observed. The main difficulty is that only partial information about
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the curvature of the orbit can be inferred and the resulting estimated orbit is affected
by a large uncertainty. First of all, a difference between too short arc (TSA) and short
arc must be made. In the case of TSA, also known as tracklet, an orbit cannot be
determined but only a bidimensional region that contains all possible solutions. On the
other hand, a short arc is long enough to allow us to solve a least squares (LS) problem,
but too short to accurately determine the orbit. Here with accurately we mean a level
that allows one to plan follow-up observations. It is worth noting that in a TSA or in
a short arc more observations than those required for IOD are likely to be available,
but their distribution along the orbit is not the one typical of AOE (i.e. observations
spread over several orbital revolutions). For asteroids a TSA is defined as a set of N
observations in a 2h span, with 3 ≤ N ≤ 5 [17]. In case of SD, a definition of TSA
depends on the orbital period of the object. In general, when the observed arc length is
shorter than 0.2% of the orbital period, we are dealing with a TSA. In case of a GEO,
it translates into observations taken in a 2− 3-minute span. In [18] a detailed analysis
of observation conditions in IOD can be found.
One approach to deal with TSAs is based on attributables and admissible regions [17].
An attributable is defined as a 4-dimensional vector with data acquired from a short
arc. In the case of optical observations, an attributable contains two angles (e.g. right
ascension and declination) and their angular rates, A =
(
α, δ, α˙, δ˙
)
. Regardless of how
many measurements are acquired for a newly detected object, only four quantities are
kept in the attributable. The resulting orbit is undetermined in the range ρ, range-
rate ρ˙ space. The admissible region lies in the 2D plane generated by the two degrees
of freedom of the attributable and is bounded by some physical constraints such as
semi-axis and eccentricity. At each point of the admissible region a virtual debris can
be defined, made of the pair (ρ¯, ¯˙ρ) and the attributable that defined the admissible
region. Because all six components are defined, the virtual debris has a known orbit.
Recently, the admissible region concept has been extended by taking into account also
statistical information [19, 20, 21]. Despite the advantage of including uncertainties
in observations, measurements and timing, this approach poses new difficulties due to
probability density function (pdf) transformations [22, 23].
In contrast, this work focuses on short arc scenarios. Definitions of short arcs do
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depend on observation strategies. For example, at the telescope Fabra ROA Montsec
(TFRM) facility, a short arc for optical observation of objects in GEO consists of 5
to 8 observations separated by 2 minutes. In this framework the goals are to 1) solve
a LS problem, using all acquired observations, with an arbitrary order solver and 2)
nonlinearly characterize the confidence region of the LS solution. The main objective
is thus to shed some light on the effects of nonlinearities resulting from observations on
short arcs. This accurate representation of the confidence region directly in IOD is of
crucial importance for observation correlation and initialization of Bayesian estimators.
After finding the OD solution and its uncertainty region, in most practical applications
it is necessary to draw samples according to OD statistics. These applications include
initialization of particle filters [24] and computation of collision probability [25]. For
this purpose, this work proposes some methods for the nonlinear representation of the
LS confidence region, described in detail in Chapter 2.
1.2.2 Observations Association
Updating and maintaining a catalogue of RSOs is fundamental to keep a collision-free
environment in space, predict space events and perform activities. Due to the devel-
opment of new observing hardware and the increasing number of RSOs, the number of
observations available is increasing by the day. However, these data are not all equiv-
alent: some are planned re-acquisitions for a specific body, while others are obtained
when surveying the sky and thus need to be associated with an RSO. Once an obser-
vation is known to pertain to a specific object, the catalogue can be updated and the
uncertainty associated with the state of the body reduced. Observations that are not
linked to any object in the catalogue are called uncorrelated tracks (UCTs). The main
sources of UCTs are operational satellites manoeuvres, break-up events, small objects
that are occasionally tracked and newly launched satellites [26]. In case a new object is
observed, IOD techniques can compute a solution orbit. The uncertainty of this solu-
tion can be however very large, and consequently a single track is of little value unless
it is associated with other tracks of the same object [27]. When three or four UCTs are
associated, the state estimate is considered meaningful and the object is then added to
the catalogue [28]. An object can sometimes only be observed on a TSA, containing
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incomplete state information. In case of a TSA, the need for association with other
tracks is even greater, considering the larger uncertainty associated with the state.
In literature a number of methods have been proposed to tackle the problem of associat-
ing UCTs. For example, in the fixed-gate association technique the position difference
between two UCTs at the same epoch must be limited for the two tracks to be associ-
ated. However, this technique has some limitations, in that it does not consider relative
velocities and the association volume is based neither on the estimated uncertainties of
the tracks, nor on how these uncertainties change with time [28]. Other methods do
take into account track uncertainty and compute a distance-like metric to measure the
closeness of two UCTs when the orbits and uncertainties are propagated to a common
epoch [27]. For most Earth-orbiting space objects the state uncertainty of a track is
assumed to be Gaussian [29]: the covariance matrix is then representative of the state
uncertainty. [30] proposed the covariance-based track association method, which de-
rives the association volume from the covariance matrix for each UCT. The method
propagates the two covariance matrices to a common epoch and then calculates how
closely the two tracks correlate. This statistical quantity is called Mahalanobis distance
and is distributed as a Chi-squared. The most challenging problem in this, however,
is the uncertainty propagation. Hence, several combinations of different coordinates
and propagation techniques have been proposed, which increase the success rate of the
association method [28]. In [31] the unscented transform [32] is used to propagate the
covariances including second-order effects. [33, 34, 31, 35] also proposed association
methods using information theoretic criteria, including the Bhattacharyya information
divergence and the mutual information. All methods mentioned so far assume initial
Gaussian statistics and consider only the mapped means and covariances. However, due
to strong nonlinearities in orbital dynamics, the propagated uncertainties can quickly
become non-Gaussian. Some methods go beyond the Gaussian assumption and map the
uncertainty by using state transition tensors [22] or Gaussian mixture models [36, 20].
A method that addresses some of the above-mentioned issues and limitations is intro-
duced in this work. The goal is to perform data association and uncertainty pruning
on a track determined on a short arc. The developed algorithm assumes the availabil-
ity of a track and its uncertainty region. The track is computed as the solution of a
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LS problem, while the uncertainty region is defined considering nonlinearities in the
mapping between observations and state, as described in Chapter 2. Three different
scenarios will be considered: a sparse single optical observation, a TSA and another
track. The main difference among the three scenarios is the length of the observed
arc, which determines the possibility to carry out orbit determination and thus the
dimension of the uncertainty associated with the new data. In literature the first two
scenarios are referred to as Observation-To-Track Association (OTTA), since single ob-
servations and a TSAs do not allow for the determination of a state, while the latter is
called Track-To-Track Association (TTTA). For clarity purposes, in this work OTTA
will be used only for the case of a single observation, while the case in which a TSA is
observed is called tracklet-to-track association.
1.2.3 Sequential filtering
The techniques described in Sec. 1.2.1 fall within batch estimators, in that they obtain
or improve an epoch state estimate by processing a whole set of observations in each
run. Sequential estimators, also called filters, were introduced for on-board navigation
systems and aim to address a different problem: they process one measurement at a
time and yield subsequent estimates of the state vector at the time of each measurement
[15].
Filtering techniques make use of pdfs over possible values of the state vector, taking
advantage of Bayes’s theorem: previous knowledge about a phenomenon, the prior
pdf, is updated to the posterior pdf when new information (i.e. new measurements) is
available. The Bayes filter is the most general application of this theorem [37]. However,
some difficulties arise in the implementation, and therefore simplified variants are used
(Fig. 1.2):
• Gaussian filters, which assume that both prior and posterior pdfs are rep-
resented by multivariate normal distributions. Once this assumption has been
made, different representations are possible. The moments representation rep-
resents the Gaussian distribution by its mean and covariance, i.e. the first and
second moment of a probability distribution. It is worth noting that all other
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moments are zero for normal distributions. An alternative representation is the
canonical representation, also called natural representation, in which the Gaussian
distribution is represented by an information matrix and an information vector
[37];
• Non-parametric filters, which do not assume a fixed functional expression of
the pdfs. Distributions do not have an analytical form, but are approximated by
a discrete number of regions (histogram filter) or samples (particle filter (PF)).
Figure 1.2: Overview on the types of approximations used to implement Bayesian filters.
The Kalman filter (KF) [38] is a Gaussian filter with moments representation. This
linear filtering technique estimates the state by predicting its mean and covariance
through the linear dynamics and updates them whenever new measurements are avail-
able. Nonlinear implementations of the KF have been developed. The extended Kalman
filter (EKF) makes the assumption that the system under investigation possesses al-
most linear properties, based on the time scale of the updates. The mean of the state is
propagated through the nonlinear dynamics, while the covariance matrix is predicted
linearly by using the state transition matrix [39]. The unscented Kalman filter (UKF)
uses a deterministic sampling technique, the unscented transform, to select a minimal
set of sample points known as sigma points around the mean of the state. These sigma
points are then propagated through the nonlinear dynamics. Eventually, the new mean
and covariance are constructed from the propagated points [39, 40]. Other variations of
the KF are the square root unscented Kalman filter [41], the central difference Kalman
filter [42], the ensemble Kalman filter [43], the Schmidt-Kalman filter [44] and the
invariant extended Kalman filter [45], to name a few. These techniques are however
limited for non-Gaussian distributions, which frequently occur in case of OD of SD,
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because tracking data are rather imprecise and ill-distributed [46].
Because even collision events with very low probability are important, accurate pre-
diction of collisions requires the representation of the full pdf. However, long-time
propagation can make the problem strongly nonlinear and non-Gaussian. Thus, the
posterior pdf may be multi-peaked, heavily-tailed, or skewed [47]: the KF and all its
variants may fail to provide an accurate description of the uncertainty of the state.
This scenario is likely to occur when small objects are tracked and thus long gaps be-
tween observations arise. In all these cases, the PF is a better solution. All involved
pdfs are represented by particles, rather than a fixed functional form. Thus, the PF
is able to capture all moments of these pdfs. From particles it is also convenient to
compute statistics such as the mode and the median, to obtain a full description of
the distribution. The PF takes into account newly-received measurements by weight-
ing particles. Weights are computed by means of the likelihood distribution, i.e. the
probability of the measurements, given a certain state (particle). The bottleneck of
the PF is its computational cost, because propagation of a large number of particles
is very time-consuming. To solve this problem, in this work differential algebra (DA)
techniques [48] are applied to the PF: particle propagation is substituted by polynomial
evaluation, and the computational cost is considerably reduced. Another issue of the
PF is the degeneracy of the filter [39, 46]: after a certain number of time steps there
are too few particles to accurately represent the pdf. This is due to increase in the
uncertainty during the propagation, compared to accuracy of the measurements [49].
Population-based optimizers based on the particle swarm optimization (PSO) [50] have
been used to address this problem. In [51] a swarm intelligence-based PF is proposed.
Unlike conventional PFs, the particles are thought of as cooperating with each other
and evolving. The sampling process is hence made up of two stages: first a coarse sam-
pling from the state transition distribution is performed and then a fine sampling is
carried out by PSO iterations based on interactions among particles. This solution was
proposed to overcome the sample impoverishment problem suffered by PFs. Further-
more, [49] shows how moving particles towards regions with large posterior probability
distribution reduces the sample size necessary for an accurate state estimation of a
nonlinear system. Merging the PSO with the PF can also be seen as a way to incorpo-
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rate new measurements into the sampling stage, in order to avoid the above-mentioned
impoverishment problem [52]. The aim of these works is to create particles that maxi-
mize the likelihood and consequently the weight. This thesis proposes a PF that makes
use of a multiobjective particle swarm optimizer (MOPSO), thus maximizing the like-
lihood of new measurements as well as the probability of previous ones. In so doing,
both new measurements and previous knowledge contribute to generate particles that
represent the posterior pdf: the effect of possible outlying measurements is alleviated.
The proposed algorithm will be referred to as the differential algebra multiobjective
particle swarm optimizer particle filter (DA-MOPSO-PF).
1.3 Differential Algebra Overview
DA is a computing technique that substitutes the classical implementation of real al-
gebra with the implementation of a new algebra of Taylor polynomials, enabling the
efficient computation of the derivatives of functions within a computer environment.
Several algorithms were developed in DA “to perform composition of functions, to
invert them, to solve nonlinear systems explicitly, and to introduce the treatment of
common elementary functions” [48]. In addition to these basic algebraic operations,
operations for differentiation and integration were introduced in the algebra to com-
plete the differential algebraic structure of DA. Thus, any function f of v variables that
is Ck+1 differentiable in the domain of interest can be expanded into its Taylor poly-
nomial up to an arbitrary order k with limited computational effort. These properties
are assumed to hold for any function dealt with in this work. The notation for this
is: f ≈ T(k)f . Ultimately, this technique allows for the definition of analytic solutions
of complicated systems of equations which normally require numerical techniques to
be solved. An important tool exploited in this work is the polynomial bounder, which
estimates the bounds of a polynomial over a specific domain. The implementation of
DA used in this work is contained in the C++ library Differential Algebra Computa-
tional Engine (DACE), available for download on GitHub 1. All algorithms developed
in this work are implemented in the DA framework, taking advantage of the above-
1https://github.com/dacelib/dace
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mentioned library. The DACE has been developed and verified under the ESA study
ITT 7570 “Non-linear Propagation of Uncertainties in Space Dynamics 775 based on
Taylor Differential Algebra” (ESA Contract No. 4000109643/13/NL/MH).
DA tools provide an approximation of a function f by using a Taylor polynomial of
an arbitrary order k. The accuracy of the approximation decreases the further one
gets from the center of the expansion, thus a crucial issue is to estimate the truncation
error of the Taylor polynomial in the domain of interest. This is done by estimating the
(k+1)th-order terms of the Taylor polynomial to analyze the size of the truncated order
k+1. Indeed, this is representative of the accuracy of the Taylor approximation of order
k in the domain of interest. If the estimated truncation error is larger than a required
accuracy for the problem at hand, the initial domain is subsequently halved into smaller
domains, and the Taylor approximation of f around the center point of each of the new
domains is computed. The splitting process is stopped once the prescribed accuracy
is met over the entire initial domain. As a result, the error of the new polynomial
expansions in each sub domain is reduced, while the union of the expansions still covers
the entire initial set, effectively creating a mesh. This procedure for estimating and
controlling the truncation error of Taylor approximations is referred to as automatic
domain splitting (ADS). Details of its implementation can be found in [53]. The
algorithms presented in this work take full advantage of the ADS.
DA was first introduced in astrodynamics for designing interplanetary trajectories [54].
Since, many problems have been solved taking advantage of DA such as nonlinear
uncertainty propagation [55, 56] and propagation of perturbed motion [53]. DA was
also specifically applied in OD. In [14, 57] it was used to nonlinearly map uncertainties
from the observation space to the state space, and in [58] this nonlinear map was
exploited for correlation.
1.4 Research aim and goals
This work aims to develop IOD and AOE algorithms suitable for OD of objects ob-
served on short arcs and re-observed after large gaps. These challenges often occur
when cataloguing objects of small size, e.g., SD and will become very frequent in the
1.5. Main contributions and organization of the work 13
future when new sensors with improved detection capability will be developed to ensure
safety of constellations of small satellites. In this context, capabilities offered by DA
techniques (i.e. efficiently managing of nonlinearities) can be exploited to develop fully
nonlinear algorithms. The activity can be split into the following objectives:
1. Develop a LS solver that can deal with relevant nonlinearities of short-arc sce-
narios. Methods to accurately describe the resulting confidence region need to be
conceived. Classical techniques rely on 2nd-order approximation of the confidence
region, which introduces a large error in case of short-arc scenarios.
2. Devise an effective methodology to reliably perform data association of newly
discovered objects. The current covariance-based approach requires tuning an
acceptance threshold, which is time-consuming and case-dependent.
3. Develop a sequential nonlinear filter to be used for SD catalogue maintenance,
such that only newly acquired observations are used to update the estimated orbit,
in contrast with batch estimators. The most popular formulation of sequential es-
timator is the Kalman filter with its variants. However, they might be inaccurate
with highly nonlinear systems, such as orbiting objects. Non-parametric filters
are accurate also with highly nonlinear systems but they suffer from high com-
putational cost and implementation issues (e.g., degeneracy and impoverishment
of PFs).
All developed algorithms will be tested with simulated observations. Given the true
state vector of an object at a number of time instances, perfect observations are first
obtained by projecting the true state onto the observations space. Simulated observa-
tions are finally computed by adding Gaussian noise. In Chapter 4 bias is also taken
into account, when testing algorithm performances in case of outlying observations.
1.5 Main contributions and organization of the work
The main innovative contributions of this thesis are organized as follows:
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• Chapter 2: The classical least squares method is revisited by studying the effect
of nonlinearities in the mapping between observations and state. For this pur-
pose, high-order Taylor expansions enabled by DA are exploited. In particular,
an arbitrary order LS solver is implemented using the high-order expansion of the
residuals with respect to the state. Typical approximations of differential correc-
tion methods are then avoided. Finally, the confidence region of the solution is
accurately characterized with a nonlinear approach, taking advantage of these ex-
pansions. The properties and performance of the proposed methods are assessed
using optical observations of objects in LEO, highly elliptical orbit (HEO), and
GEO.
• Chapter 3: A method that both recognizes associated observations and sequen-
tially reduces the solution uncertainty when two or more sets of observations are
associated is proposed. In the algorithm no threshold tuning is required. The
six dimensional (6D) association problem is addressed as a series of 2D and 4D
problems to alleviate the computational cost. In case of successful association,
part of the initial uncertainty is pruned away. The performance of the algorithm
is assessed using objects in GEO, with observations spread over short arcs.
• Chapter 4: A PF is implemented using DA, so that system and measurement
equations are substituted by polynomial evaluations and the resulting computa-
tional cost of the algorithm is alleviated. A population-based stochastic optimizer,
the MOPSO, is exploited to generate particles that best represent the probability
distribution over solution orbits.
The results of this work have been published in different journal articles and conference
papers, and presented at some international workshops. The following lists give an
overview of papers and presentations coming from this dissertation.
Journal publications
• L. Pirovano, G. Principe, R. Armellin (2020), “Data Association and Uncertainty
Pruning for Tracks Determined on Short Arcs”, Celestial Mechanics and Dynam-
ical Astronomy ;
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• G. Principe, R. Armellin, P. Di Lizia (2019), “Nonlinear representation of the
confidence region of orbits determined on short arcs”, Celestial Mechanics and
Dynamical Astronomy.
Conference papers
• G. Principe, L. Pirovano, R. Armellin, P. Di Lizia, H.G. Lewis (2017), “Automatic
domain pruning filter for optical observations on short arcs”, in Proceedings of the
7th European Conference on Space Debris (ECSD), Darmstadt, Germany, April
2017
• G. Principe, R. Armellin, H.G. Lewis (2016), “Confidence region of least squares
solution for single-arc observations”, in Proceedings of the 17th Advanced Maui
Optical and Space Surveillance Technologies Conference, Maui County, US, Sep
2016.
Workshop presentations
• G. Principe, L. Pirovano, R. Armellin, “Uncertainty characterization of initial or-
bit determination with very short arcs ”, presented at 8th Taylor Model Workshop,
The Fields Institute, Toronto, on the 10th May 2018
• G. Principe, R. Armellin,“Orbit determination problem for short-arc observa-
tions”, presented at 11th Jornadas de Trabajo sobre Analisis Numerico y Aplica-
ciones at Universidad de la Rioja, Spain, on the 25th November 2016
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Chapter 2
Nonlinear representation of the
confidence region of orbits
determined on short arcs
2.1 Overview
In this chapter an arbitrary-order LS solver is implemented exploiting DA techniques,
which also allow us to approximate the LS target function as an arbitrary order polyno-
mial. As opposed to differential correction methods, the proposed algorithm can easily
characterize stationary points of the LS target function using high-order Taylor expan-
sions of the residuals. The effect of nonlinearities in the mapping between observations
and state is then investigated, with a nonlinear analysis of the confidence region of the
LS solution. Four methods for the nonlinear representation of the LS confidence region
are proposed. The first method is based on the concept of gradient extremal (GE)
[59], which has already been introduced in astrodynamics under the name of line of
variation (LOV) [60]. Due to the effect of nonlinearities, the numerical procedure to
determine samples on the LOV is quite complex for short arcs [61]. DA techniques
are here introduced to simplify this numerical procedure by taking advantage of the
polynomial representation of the involved quantities. The developed technique can
then be applied along any eigenvector of the solution covariance matrix. In the second
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method the concept of LOV is extended, by the introduction of the gradient extremal
surface (GES), to cases in which the confidence region is shown to be 2-dimensional.
The third approach combines a monodimensional LOV with the high-order DA poly-
nomial to obtain a 2-dimensional sampling. Finally, a method to enclose the confidence
region in a 6-dimensional box is introduced. This approach could be particularly use-
ful for applications in which high accuracy is required, e.g., the computation of low
collision probabilities. The proposed algorithms for the solution of the LS problem
and for the nonlinear representation of the confidence region are accompanied with the
definition of indices to estimate the relevance of high-order terms and to determine the
dimensionality of the confidence region.
2.2 Classical Least Squares
We need to find the solution of the OD problem in order to track RSOs. Thus, given
some observations, the aim is to compute the orbit of an object. The orbit is expressed
in terms of an n-dimensional state vector at a reference epoch x(t0). Different ways
of expressing the state vector can be used, e.g., in the modified equinoctial elements
(MEE) [62], or as a position-velocity vector (r,v) in the Earth-centered inertial (ECI)
coordinates.
The OD problem is generally addressed by using the LS method, devised by Gauss [63].
Input of the algorithm is a tentative value x = x(t0). Then, the predicted observations
are computed at each observation epoch. Let y be an m-dimensional vector containing
the predicted observations, that is y = h(x), where m is the number of measurements.
Note that h is a nonlinear function, which composes the propagation from the reference
epoch to observation epochs with the projection onto the observations space. The
differences between the actual observations yobs and the predicted ones y are referred
to as residuals. The residuals are collected in the m-dimensional vector ξ = yobs − y.
The LS solution is then x∗, the value of the state vector that minimizes the target
function
J(x) = ξT (x)ξ(x). (2.1)
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We can find the minimum of J(x) by computing its stationary points, i.e.,
x∗ :
∂J
∂x
(x∗) = 0. (2.2)
It is worth noting that x∗ can be a minimum, maximum, as well as a saddle. Thus, to
ensure that x∗ is a minimum, it is required that the Hessian of the target function in
the stationary point, H∗ = ∂
2J
∂x2
(x∗), is positive definite.
To solve the system of nonlinear equations given by Eq. (2.2), we can use an iterative
method, e.g., Newton’s method. Convergence of the method is ensured if a suitable
initial estimate is available. This estimate is usually obtained by solving the IOD
problem, in which the number of observations is minimum, m = n. The solution of the
iterative method is [61]
xi+1 = xi − C−1F T ξ, (2.3)
where xi is available from previous iterations or is the IOD solution when i = 1. F is
an m x n matrix with the partial derivatives of the residuals with respect to the state
vector components, that is
Fpq =
∂ξp
∂xq
(xi) for p = 1, . . . ,m and q = 1, . . . , n. (2.4)
C is the n x n normal matrix,
C = F TF + ξT (xi)S, (2.5)
and S an m x n x n array with elements
Spqr =
∂2ξp
∂xq∂xr
(x) for p = 1, . . . ,m and q, r = 1, . . . , n (2.6)
The full Newton’s method is generally not used for the OD problem, because of practical
problems in the computation of the second derivatives in matrix S [64]. For this reason,
the term ξTS in Eq. (2.5) is often neglected. This quantity is negligible when the
residuals are small. The resulting method is called the differential correction technique
[61] or Gauss-Newton method [65].
2.2.1 Confidence region and statistical properties of the LS solution
The solution of the LS x∗, although minimizing the cost function, does not generally
correspond to the true orbit, which lies within an uncertainty set around the LS solution,
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the so called confidence region. From an optimization perspective, following [61], the
confidence region includes orbits with acceptable values of the target function. To
determine the confidence region, the target function J(x) is expressed as
J(x) = J∗ + δJ(x), (2.7)
where J∗ = J(x∗) and δJ(x) is called the penalty. Then, the confidence region Z is
defined as the region in which δJ is smaller than or equal to the control value K2 (a
method to determine the value of K2 is provided in Sec. 2.4). Thus,
Z(K) = {x ∈ A ⊆ Rn : δJ(x) ≤ K2}. (2.8)
The target function J(x) is usually expanded around x∗ at 2nd-order, i.e. linearizing
the mapping between the state and the observation, resulting in
J(x) ≈ J∗ +∇J(x− x∗) + 12(x− x∗)TH(x− x∗), (2.9)
where ∇J = ∂J∂x(x∗) and
Hpq =
∂2J
∂xp∂xq
p, q = 1, . . . , n. (2.10)
The Hessian matrix H can be expressed as
H = 2(F TF + ξT ξ) = 2C. (2.11)
Reminding that ∂J∂x(x
∗) = 0, the confidence region definition becomes
δJ(x) ≈ (x− x∗)TC(x− x∗) ≤ K2. (2.12)
This expression can be then manipulated by taking advantage of the eigen decomposi-
tion theorem.
C = V CdV
−1 = V CdV T . (2.13)
V is a square matrix, whose columns are the eigenvectors of C, while Cd is a diagonal
matrix containing the eigenvalues of C [66].
After some manipulations, the expression of the confidence region becomes
δJ(x) = (x˜− x˜∗)TCd(x˜− x˜∗) ≤ K2, (2.14)
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where
(x˜− x˜∗) = V T (x− x∗). (2.15)
Because C is positive definite, all of its eigenvalues are positive and Cd can be expressed
as
Cd =

1
γ21
0 . . . 0
...
. . .
...
...
. . .
...
0 . . . . . . 1
γ2n

, (2.16)
where γ21 , . . . , γ
2
n > 0. Then, Eq. (2.14) becomes
n∑
i=1
(x˜i − x˜∗i )2
γ2i
≤ K2. (2.17)
In conclusion, due to the quadratic form of the penalty, the confidence region is repre-
sented by an ellipsoid with axes aligned with the columns of V and size determined by
x˜i = x˜
∗
i ±Kγi,with i = 1, . . . , n. (2.18)
The LS method can also be endowed with a probabilistic interpretation, in which the
LS solution is a random vector due to the random nature of the measurements. If
the mapping between state and residuals is linearized and the measurement noise is
assumed to be randomly distributed, uncorrelated, and with zero mean value, then
the first two statistical moments of the solution can be straightforwardly derived from
those of the measurements. Specifically, x∗ is the solution mean and the covariance
matrix is given by the inverse of the normal matrix P = C−1 [15]. Moreover, with
the additional assumption of Gaussian noise, the LS solution is distributed according
to a multivariate Gaussian pdf p(x) [63], and the first two statistical moments fully
statistically describe the solution. Then,
p(x) =
1√
(2pi)n|P |e
− 1
2
(x−x∗)TP−1(x−x∗) (2.19)
where |P | is the determinant of P . In this case, the contour levels of δJ(x) are also
contour levels of p(x), thus ellipsoids with equal values of the residuals (boundaries of
the confidence region) are surfaces of equal probability.
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2.3 Least Squares Solution with Differential Algebra
As introduced in Section 1.3, DA techniques enable the efficient computation of deriva-
tives of functions within a computer environment. All algorithms proposed in this work
are implemented in the DA framework, where the real algebra is substituted with the
algebra of Taylor polynomials. In addition, in the development of algorithms, some
useful tools of DA are extensively used, such as the map inversion described in Section
2.3.1 and included in the DACE library.
For further details about DA, the interested reader can refer to [48] for theoretical
aspects and to [55] for a self-contained introduction for applications in astrodynamics.
2.3.1 Map inversion with Differential Algebra
When developing of a LS solver in the framework of DA, the map inversion is a powerful
and useful tool. Let TF (x) be the Taylor expansion of F (x). One may be interested in
knowing how x should be changed to obtain a specific change in F . For this, one can
use the inverse of TF (x), that is Tx(F ). This inverse can be computed by inverting
the map TF (x). More specifically, the inverse of a nth-order map T can be computed
if its linear part is invertible [48]. For this we write the map as: T = T1 + T
∗
n, where
T1 is the linear part and T
∗
n is the purely non-linear part of T. To compute the inverse
U = T−1, we write [67]
In = (T1 + T
∗
n) ◦ U
= T1 ◦ U+ T∗n ◦ U
U = T−11 (In − T∗n ◦ U) (2.20)
where T−11 is the inverse of the linear part T1 and is computed using a simple matrix
inversion, In is the identity map, and the ◦ operator refers to the composition of maps.
Eq. 2.20 is a fixed-point problem that can be solved in n iterations starting with U = In.
This map inversion technique is standard included in the DACE software.
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2.3.2 Differential Algebra Least Squares algorithm
In this work we take advantage of DA techniques to develop a high-order iterative
algorithm to solve LS problems. First, a general procedure that finds the solution of
a system of nonlinear equations, g(x) = 0, in the DA framework is described. This
procedure exploits the map inversion described in the Section 2.3.1 and included in the
DACE library. At a step i the algorithm is as follows:
1. Given the solution xi (from the previous iteration, or from the initial guess when
i = 1), initialize the state vector xi as k
th-order DA vector and evaluate the
function g in the DA framework, thus obtaining the kth-order Taylor expansion
of g, Tkg :
g ≈ Tkg(xi). (2.21)
2. Invert the map (2.21) to obtain
xi ≈ Tkxi(g). (2.22)
3. Evaluate Tkxi(g) at g = 0 to compute the updated solution as
xi+1 = T kxi(g = 0). (2.23)
4. Repeat (i)-(iii) until meeting a convergence criterion or reaching the maximum
number of iterations.
After convergence, the algorithm supplies x∗, the solution of the system g(x) = 0, as
well as the high-order Taylor expansion of the function g around x∗, Tkg(x∗). When
solving the LS problem, we need to find the stationary point of the target function
J(x). Thus, we need to solve the system of nonlinear equations ∂J∂x(x) = 0. We can
hence set g(x) = ∂J∂x(x) in the algorithm and obtain an arbitrary order solver of the LS
problem. It will be referred to as the differential algebra least squares (DALS) solver.
The main advantage of the DALS solver is the computation of the polynomial approx-
imation of the objective function J(x). Thus, we can take advantage of the analyti-
cal expression of J(x) in a neighborhood of the minimum and analyze the nonlinear
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description of the confidence region. In addition, as the objective function J(x) is ex-
panded up to an arbitrary order, the correct (full) expression of the Hessian matrix H
is available. We can then check whether H(x∗) is positive definite, i.e., x∗ is actually
a minimum. This feature is not a natural part of the differential correction algorithm,
as the full expression of H is not available. However, the algorithm can be extended
and the Hessian computed in order to categorise x∗.
Two convergence criteria were implemented: one based on the correction size, one based
on the target function variation. Thus, the iterative process is halted when at least one
of the two following requirements is met:
‖xi+1 − xi‖∞ ≤ x,
|Ji+1 − Ji| ≤ J ,
(2.24)
where x and J are established tolerances.
The presented algorithm can work at arbitrary order. However, including terms above
the 2nd order did not improve the convergence rate of the algorithm while significantly
enlarged the execution time. Thus, a 2nd-order DALS solver is used in this work. Note
that, in order to exploit high-order terms, it would be necessary to use step-size control
mechanisms, which have not been implemented yet.
After convergence of the 2nd-order DALS solver, a kth-order Taylor expansion of J(x)
around the optimal solution can be computed.
2.4 Confidence Region Representation
When dealing with short observational arcs, nonlinearities in the mapping between
observations and state are relevant. Thus, we need to take into account also terms
above 2nd-order in the expression of J(x). Due to the non negligible high-order terms,
even when the measurement noise is assumed to be Gaussian, the solution statistics
are no longer guaranteed to be Gaussian and surfaces of equal probability are no longer
guaranteed to be ellipsoids. In this section some algorithms to accurately describe the
confidence region of the LS solution are presented. For this purpose, we take advantage
of the high-order representation of the target function J(x) supplied by the DALS. Such
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algorithms are essential in many applications, e.g., to draw samples when correlating
observations or to initialize a particle filter [24].
The algorithm exploits the kth-order Taylor expansion of J(x) around the optimal
solution provided by DALS after convergence
J(x) = J∗ + δJ(x) ≈ J∗ + TkδJ(x), (2.25)
where x = x∗ + δx. In Eq. (2.25) terms up to order k are retained.
The F-test method [68] can be used, with the assumption of Gaussian measurement
noise, to determine the value of the control parameter K2, introduced in Eq. (2.8),
corresponding to the desired confidence level even when high-order terms are retained
in the representation of the penalty. For a confidence level of 100(1− α)% we have
TkδJ(x) ≤
n
m− nJ
∗Fαn,m−n = K
2, (2.26)
in which Fαn,m−n is the upper α percentage point of the F-distribution.
2.4.1 Line of variation
The confidence region of the LS solution is in general described as an n-dimensional
region. However, this region is sometimes stretched along one direction, which is called
the weak direction and defined as the predominant direction of uncertainty in an orbit
determination problem [69]. In other words, the weak direction is the direction along
which the penalty δJ is less sensitive to variations of the state vector.
When only terms up to the 2nd order in the expression of δJ are taken into account,
the confidence region is an ellipsoid. The weak direction is then determined by the
eigenvector corresponding to the largest eigenvalue of the covariance matrix P or the
smallest eigenvalue of the normal matrix C. Thus, sampling along the weak direction
consists in sampling the semi-major axis of the ellipsoid. However, the 2nd-order ap-
proximation may not be accurate enough to properly represent the target function.
When high-order terms are retained in the expression of J , the weak direction is point
dependent (i.e., we can define a local weak direction) and the resulting curve may not
be a straight line. Even a very small deviation from the above-mentioned curve causes
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the target function to quickly increase. Thus, due to the steepness of J , the sampling
process along the weak direction is not straightforward.
The graph of the function J can be thought of as a very steep valley with an almost
flat river at the bottom [61]. Thus, when the confidence region is stretched along one
direction, samples can be obtained by looking for points of the valley floor. The valley
floor of a function is the line that connect points on different contour subspaces for
which the absolute value of the gradient is minimum. This locus of points is called
a GE of the function [59]. A GE intersects every contour line in that point where
the gradient is smallest in absolute value compared to other gradient values on the
same contour [59]. The concept of GE was already used in astrodynamics to perform a
mono-dimensional sampling of the LS confidence region, and it is known as LOV [60].
Let CS be the contour subspace, that is the nonlinear subspace defined by contour
lines of J(x), where J(x) = const. Note that at every point of CS the gradient is
perpendicular to CS . For a point xGE of the contour subspace to belong to the valley
floor, the norm of the gradient of the target function |∇J | needs to be extremal, and
therefore
xGE = {x ∈ CS : ∇J(x) = min
x∈CS
|∇J(x)| = min
x∈CS
∇J(x)2}. (2.27)
Let R(x) be the projecting matrix onto the space tangent to CS at x and R
0(x) be
the projecting matrix in the direction of ∇J . Eq. (2.27) can be written as
xGE = {x ∈ CS : R(x)∇(∇J)2 = 0}, (2.28)
in which we omitted the dependency of J on x to simplify the notation. The quantity
∇(∇J)2 can be expressed as
∇(∇J)2 = 2H∇J, (2.29)
that is the product of the Hessian and the gradient of J . This quantity can then be
decomposed in a projection parallel to ∇J ,
R0H∇J = λ∇J, (2.30)
and a projection perpendicular to ∇J ,
RH∇J = H∇J − λ∇J. (2.31)
2.4. Confidence Region Representation 27
Thus, the condition in Eq. (2.28) becomes
H∇J = λ∇J. (2.32)
Eq. (2.32) must hold for every point on a GE. Thus, a GE is a locus of points where
the gradient of J(x) is an eigenvector of the Hessian of J(x), a one-dimensional curve
in an n-dimensional space [59]. Let vi be an eigenvector of H and g = ∇J , then the
necessary and sufficient condition for a point to belong to the GE can be rewritten as
gTvj = 0 for j = 1, . . . , n; j 6= i. (2.33)
Eq. (2.33) is a system of (n−1) conditions that define a one-dimensional curve and it is
apparent that there are n different curves, corresponding to the n different eigenvectors
of the Hessian matrix. In literature, the LOV is typically the GE corresponding to v1,
the eigenvector associated with the minimum eigenvalue of the Hessian matrix. This
direction identifies the weak direction of the OD problem. It is worth remarking that
n LOVs can be computed, one for each of the n eigenvectors of the Hessian matrix.
However, as the length of the LOV is shorter for the eigenvectors associated with higher
eigenvalues, nonlinearities are likely to be significant only in the computation of the
first LOVs.
The LOV definition can be generalized to m ≤ n dimensions by allowing i in Eq. (2.33)
to take m values. These conditions define an m-dimensional surface which has the
property that, at each of its points, the gradient g lies in the linear subspace spanned
by m eigenvectors of the Hessian H. It is apparent that each LOVi lies totally on a
higher dimensional surface. As already explained in [17], the uncertainty region with
short arcs tends to a bi-dimensional set. Thus, in these cases we can extend the LOV
concept to the GE surface identified by v1 and v2, the two eigenvectors associated with
the two smallest eigenvalues of H. We will refer to this surface as the GES.
Line of variation algorithm
This work proposes an algorithm to compute the LOV (along an arbitrary eigenvector),
taking advantage of DA tools. The algorithm assumes that the DALS solver has been
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used to obtain the reference solution xi = x
∗ of the LS problem and the kth-order
Taylor approximation of δJ , TkδJ(x). Thus, the algorithm proceeds as follows:
1. Let Kγ1 be the length of the 2
nd-order ellipsoid along the eigenvector v1(x
∗) as
shown in Eq. (2.18), and ∆x = Kγ1h with h depending on the desired sampling
rate.
2. Extract from TkδJ(xi) the Taylor approximation of the Hessian T
k
H(xi) of J and
calculate its eigenvectors and eigenvalues at xi. Compute the point x
′
i+1 =
xi ± ∆xv1, in which v1(xi) is the eigenvector corresponding to the minimum
eigenvalue.
3. Let L(x′i+1) be the hyperplane spanned by the eigenvectors vj(x′i+1) with j =
2, . . . 6 and passing through x′i+1, i.e.,
L(x′i+1) = {y| (y − x′i+1) · v1(x′i+1) = 0}. (2.34)
Compute the point xi+1, belonging to L(x
′
i+1) and such that∇J(xi+1) ‖ v1(xi+1).
This is equivalent to finding the solution of the system (xi+1 − x′i+1) · v1(xi+1) = 0∇J(xi+1) · vj(xi+1) = 0 j = 2, . . . , 6. (2.35)
4. Repeat steps (ii)-(iii), until the value of δJ(xi+1) ≈ TkδJ(xi+1) ≤ K2, i.e., the
boundary of the confidence region is reached.
The output of the algorithm is a set of points xLOVi , with i = 1, . . . , l that describe
the LOV. It is worth mentioning that the approximation TkδJ , initially provided by
the DALS solver, is re-computed whenever a point of the LOV falls outside the region
where the truncation error of the polynomial approximation is acceptable. The esti-
mated truncation error is computed using the approach described in [53]. Although the
algorithm presented here describes the computation of the LOV1, i.e., the GE along
v1, it can be run along any eigenvector direction, thus providing up to six LOVs.
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2.4.2 Gradient extremal surface algorithm
When the confidence region is not accurately described by one LOV, it is often sufficient
to adopt a 2-D description of the region. This region can be represented by the GES
defined by v1 and v2 (the two eigenvectors associated to the smallest eigenvalues of
H). This surface has the property that, at each of its points, the gradient of J lies on
the plane spanned by v1 and v2. The following algorithm is proposed to compute the
points belonging to this surface:
1. Run the algorithm described in Section 2.4.1. The resulting set of l points is
referred to as xLOV 1 .
2. Take a point of xLOV 1 as initial point, xi,0 = x
LOV 1
i .
3. Compute x′i,k+1 = xi,k ±∆xv2, in which ∆x is a chosen length as in 2.4.1.
4. Let L(x′i,k+1) be the hyperplane spanned by the eigenvectors vj(x
′
i,k+1) with
j = 3, . . . 6 and passing through x′i,k+1. Compute the point xi,k+1, which belongs
to L(x′i,k+1) and such that ∇J(xi,k+1) is orthogonal to it. This is equivalent to
finding the solution of the system
(xi,k+1 − x′i,k+1) · v1(xi,k+1) = 0
(xi,k+1 − x′i,k+1) · v2(xi,k+1) = 0
∇J(xi,k+1) · vj(xi,k+1) = 0 j = 3, . . . , 6.
(2.36)
5. Repeat steps (iii)-(iv), until the value of δJ(xi,k+1) ≈ TkδJ(xi,k+1) ≤ K2, i.e., the
boundary of the confidence region is reached.
6. Repeat the steps (ii)-(v) for all points xi,0 = x
LOV 1
i , i = 1, ..., l.
This algorithm allows us to obtain a 2-dimensional description of the confidence region,
even when LOV2 is not a straight line. However, this procedure is computationally
intensive due to the need to solve the set of nonlinear equations Eq. (2.36) for every
point on the surface. It is worth noting that Eq. (2.36) is a set of polynomial equations
(as we are working with Taylor approximations), and this makes the algorithm viable
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from the computational time standpoint. Moreover, when LOV2 can be considered as
a straight line, the more efficient algorithm of Section 2.4.3 can be used to sample the
uncertainty region.
2.4.3 Arbitrary direction sampling
When nonlinearities are significant only along the weak direction but the confidence
region cannot be represented as a one-dimensional curve, a simplified version of the
algorithm described in Section 2.4.2 can be adopted. This algorithm, which will be
referred to as arbitrary direction (AD) algorithm, can be summarized as follows:
1. Run the algorithm described in Section 2.4.1. The resulting set of l points is
referred to as xLOV .
2. Take one point from xLOV as initial point, xi,0 = x
LOV
i .
3. Select a direction v in the state vector space along which we want to sample the
confidence region. This direction can be v2 (i.e., the eigenvector corresponding to
the second smallest eigenvalue of H) or any other direction of interest, including
a random one.
4. Generate a set of samples xi,k+1 = xi,k ±∆xv in which ∆x is a fraction of the
length of the 2nd-order ellipsoid along v. Stop when J(xi,k+1) ≥ J(x∗) +K2.
5. Repeat steps (iii)-(iv) for the desired number of directions.
6. Repeat steps (ii)-(v) for all points xLOVi with i = 1, .., l.
This algorithm avoids the solution of the system of nonlinear equations (2.36). However,
it can be applied to accurately sample the confidence region only when the curvature
along the selected directions is negligible. In addition, by generating a set of random
directions, the algorithm can be used to produce samples at boundaries of the confidence
region for different confidence levels.
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2.4.4 Full enclosure of the confidence region with ADS
The LOV is a one-dimensional representation of the confidence region of the LS solution.
When this is not a good approximation, the GES approach enables a bi-dimensional
representation. In some cases (e.g., for the computation of low collision probabilities or
the initialization of particle filters in state estimation) it may be necessary to consider
a full n-dimensional representation of the confidence region. We can apply ADS tech-
niques [53] to enclosure this region with a set of boxes on which the penalty function is
accurately represented by multiple Taylor polynomials. These boxes can be obtained
through the following steps:
1. Let H(x∗) be the Hessian of the target function evaluated at x∗. Compute the
eigenvectors of H(x∗) and store them column-wise in the matrix V .
2. Compute an n-th dimensional box enclosure of the confidence region of the LS
solution. This is achieved by determining the box D that encloses both the 2nd-
order confidence region expressed by Eq.(2.18), and (when necessary, see Secs. 2.4-
2.5 for details) the LOVj expressed in the eigenvector space. This last set of points
is obtained by multiplying the points belonging to the LOVj by V
T :
x˜
LOV j
i = V
Tx
LOV j
i , for i = 1, . . . , l and j = 1, . . . , n (2.37)
3. Compute the high-order expansion of the penalty in the eigenvector space, TkδJV (x˜),
with x˜ = V Tx.
4. Apply the ADS to the Taylor expansion TkδJV (x˜) over the domain D to ensure
that the truncation error of the expansion is below a given threshold on D. As
a result, D is split into a set of subdomains and a corresponding set of Taylor
approximations of δJV (δx˜) are computed.
5. Find the minimum of TkδJV (δx˜) over each subdomain and retain only the subdo-
mains in which the minimum is smaller than J(x∗) + K2. This step is obtained
by running an optimizer (e.g., MATLAB fmincon function) on each local Taylor
polynomial.
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The result of the algorithm is a set of subdomains that cover the nonlinear confidence
region of the LS solution. Note that, as D encloses both the LOVj and the 2
nd-order
confidence region, it will also likely enclose the full nonlinear confidence region. In
addition it is worth mentioning that D is defined in the eigenvector space to reduce
the wrapping effect. Once we have enclosed the uncertainty domain in the box D and
computed the accurate polynomial representation of the penalty on this domain, we
can introduce the high-order extension of the solution pdf, pk(x). By analogy with the
Gaussian representation introduced at the end of Sec. 2.2.1, we make the assumption
that pk(x) can be expressed as:
pk(x) =
1∫
D e
− 1
2
TkδJ (x)dx
e−
1
2
TkδJ (x). (2.38)
Although not rigorously the pdf of x, our assumption is motivated by the fact that,
in this way, surfaces of equal residuals (boundaries of the nonlinear confidence region)
remain surfaces of equal probability and that Eq. (2.38) returns the normal distribution
p(x) of Eq. (2.19) when the high-order terms in J(x) are negligible. The integral,
introduced to normalise the pdf to 1 over D, is evaluated by means of Monte Carlo
integration: ∫
D
e−
1
2
TkδJ (x)dx ≈ 1
N
∑
i
e−
1
2
TkδJ (xi)
q(xi)
, (2.39)
in which N is the number of samples generated according to the importance sampling
distribution q(x). The normal multivariate distribution p(x) defined in Eq. (2.19)
is selected as importance sampling distribution to speed up the convergence rate of
the Monte Carlo integration. Note that the integral in Eq. (2.39) could be approxi-
mated using DA integration tools. However, this would require the Taylor expansion
of e−
1
2
TkδJ (x), which would generate a large number of subdomains for an accurate rep-
resentation.
2.5 Strategy for confidence region representation
OD problems do not always need high-order methods to describe the confidence region.
Similarly, the description of the confidence region does not always require an n-th
dimensional representation. In this section we first introduce some indices to capture
2.5. Strategy for confidence region representation 33
the main features of the uncertainty region and then we describe our strategy to describe
it balancing computational effort and accuracy.
2.5.1 High-order index
After computing the DALS solution and the polynomial approximation of J , an index
can be defined, which assesses the relevance of high-order terms. Recalling Eqs. (2.19)
and (2.38), we define the index
ΓH =
∫∞
−∞
∣∣∣e− 12TkδJ (x) − e− 12T2δJ (x)∣∣∣dx∫∞
−∞ e
− 1
2
T2δJ (x)dx
(2.40)
This index quantifies the effect of nonlinearities by measuring how much the statistics
of LS solution deviate from Gaussianity when high-order terms are retained in the ex-
pression of the penalty. The integral of the denominator in Eq. (2.40) is
√
(2pi)n|P |,
whereas the integral of the numerator is computed via a Monte Carlo method by gen-
erating a cloud of N samples distributed according to the second order representation
of J , i.e., according to p(x) = N(x∗, P ). After some manipulations the index can be
approximated as
ΓH ≈ 1
N
N∑
i
∣∣∣e− 12(TkδJ (xi)−T2δJ (xi)) − 1∣∣∣ . (2.41)
ΓH shows whether high-order terms in J provide significant contribution over the entire
uncertainty domain. This check is relevant, for instance, when sampling the solution
pdf in the initialization of a particle filter. When the index shows that high-order
terms are not relevant, a second order representation of the LS confidence region is
reliable. Otherwise, high-order analyses are performed starting with the computation
of the LOV along the v1 direction. Thus, to avoid wasting computational time on cases
for which high-order terms are not relevant, the index is computed for k = 3.
2.5.2 LOV index
When high-order terms turn out to be relevant, we might need to compute the LOVs
associated with the different eigenvectors to correctly represent the structure of the
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confidence region. However, high-order terms can be relevant only along some direc-
tions. In particular, after sorting the covariance eigenvalues in decreasing order, if the
high-order terms can be neglected for a specific eigenvector, then they can be neglected
for all the subsequent ones.
Due to high-order terms, the LOVs may depart significantly from the axes of the 2nd-
order confidence ellipsoid. In particular, the LOVs can be stretched and/or curved. An
index to assess the effect of nonlinearities on the computation of the LOV, ΓLOV , can
be defined as the relative error between the 2nd-order and the kth-order representation
of the pdf evaluated at the points of the LOV:
ΓLOV =
∑
i
∣∣∣e− 12TkδJ(xLOVi ) − e− 12T2δJ(xLOVi )∣∣∣∑
i e
− 1
2
TkδJ(x
LOV
i )
. (2.42)
ΓLOV can be used to assess how much the LOV departs from the axis of the confi-
dence ellipsoid: the larger ΓLOV , the more relevant the curvature and/or the stretching
are. As mentioned earlier, this index is first computed for the LOV1, i.e., along v1.
Only when the result shows a significant stretching or curvature, the LOV2 is com-
puted together with its index. The procedure is halted when the index computed for
a given LOV shows that the effects of high-order terms are negligible. In the LOV
algorithm, the polynomial expression of the target function J is recomputed when nec-
essary. The need for recomputing can be quantified by substituting in Eq. (2.42) the
2nd-order approximation of J with the kth-order approximation without recomputing
the polynomial.
2.5.3 Dimensionality index
The full representation of the confidence region requires the generation of samples
that accurately describe the n-th dimensional confidence region. It is apparent that a
huge number of samples may be required for a six dimensional confidence region. To
alleviate this problem it is important to understand when a lower dimensional sampling
is sufficient [17]. However, determining the dimensionality is not a trivial task as it
strongly depends on the problem at hand, the coordinate representation, and the units
and scaling factors adopted.
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An index is here introduced based on the fact that a variation of the semi-major axis
of the orbit causes the uncertainty region to quickly stretch along the orbit making the
follow-up observation a challenging task. For this reason we look at the impact that
the uncertainty along the different eigenvectors or LOVs has on the orbit semi-major
axis. In particular, the index is defined as the variation of the mean anomaly M after
one orbital period T due to the variation of the orbit semi-major axis associated to the
ith direction, ∆ai:
ΓiD =
∣∣∣∣180pi ∆M i
∣∣∣∣ ≈ 180pi
∣∣∣∣∂n∗∂a
∣∣∣∣∆aiT ∗
=
3
2
180
pi
n∗
a∗
∆ai
2pi
n∗
= 540
∆ai
a∗
[deg],
(2.43)
in which n is the mean motion, and the starred quantities indicate properties of the LS
solution. For example, a value of the index above one corresponds to a stretching of
the uncertainty region of more than one degree after one orbital revolution along the
orbit of the LS solution.
2.5.4 Recap of the algorithm
In Fig. 2.1, the summary of the proposed algorithm is shown:
1. Collect the observations (spread over a short arc).
2. Run the IOD and DALS solvers using all the observations acquired. As a result,
the solution of the LS problem and the polynomial approximation of the target
function are obtained.
3. Compute the index ΓH . If ΓH is smaller than a given threshold, the 2
nd-order
description of the confidence region is adopted. Else, a high-order analysis is
carried out.
4. Start from i = 1 and compute the LOVi until ΓLOVi is smaller than an established
threshold.
5. Sample the region using one of the proposed algorithms.
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Figure 2.1: Flowchart of the proposed algorithm.
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2.6 Simulation results
For all following test cases, optical observations (i.e., right ascension and declination)
were simulated from Teide observatory, Tenerife, Canary Islands, Spain (observation
code 954). From position vector r it is possible to compute the corresponding values of
right ascension α and declination δ, provided the observatory position rsite is known.
ρ = r − rsite (2.44)
sin δ =
ρK
|ρ| (2.45)
sinα =
ρJ√
ρI + ρJ
cosα =
ρI√
ρI + ρJ
,
(2.46)
where the subscripts I, J,K indicate the three components in the ECI reference frame.
When the state vector x is expressed in Cartesian coordinates, the function h(x) in-
troduced in Sec. 2.2 is obtained by opportunely combining Eqs. 2.44-2.46. In contrast,
when the state vector is expressed in MEE, the resulting function h(x) takes into ac-
count also the transformation from MEE to Cartesian coordinates.
Four different orbits were used as test cases: a LEO (NORAD Catalog number 04784),
a GEO (NORAD Catalog number 26824), a geostationary transfer orbit (GTO) (NO-
RAD Catalog number 25542), and a Molniya orbit (NORAD Catalog number 40296).
This section is divided in two parts: in the first one the convergence properties of the
DALS algorithm are analyzed, whereas in the second one the strategy described in
Sects. 2.4-2.5 to characterize the uncertainty region of the LS solution is applied.
2.6.1 DALS convergence properties
The observation strategy adopted for GEO, GTO and Molniya objects involves re-
observing the same portion of the sky every 40 seconds, which is compatible with [70]
and [71]. The measurement noise is Gaussian with zero mean and standard deviation
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Table 2.1: Test cases, observation window.
Test Case First observation ∆t σα,δ
yr mo day0 hr0 s arcsec
LEO 2017 JUN 04 22.07 5 5
GEO 2015 MAY 21 02.35 40 0.5
GTO 2016 JAN 14 21.58 40 0.5
Molniya 2017 JUN 04 21.01 40 0.5
σ = 0.5 arcsec. The object in LEO is assumed to be observed with a wide field-of-
view camera, which takes observations every 5 seconds and has an exposure time of 3
seconds. In this case σ = 5 arcsec. In both cases, two scenarios with 8 or 15 observations
are reproduced. In the 8-observation scenario, the angle spanned by the observed arcs
ranged from 1.09◦ for the Molniya orbit to 3.95◦ for the GTO; in the 15-observation
scenario, the arc length ranged from 2.14◦ for the Molniya orbit to 7.44◦ for the GTO.
In table 2.1 the observation conditions are summarized.
The results discussed in this section assume the availability of an initial orbit, obtained
by solving an IOD problem. In the computation of this preliminary solution, a high-
order algorithm that solves two Lambert’s problems between the central epoch and the
two ends of the observed arc is used. For more details, the reader can refer to [57]. It
is finally worth noting that Kepler’s dynamics is considered throughout this section,
even though the proposed approach does not rely on any Keplerian assumption. For
each test case shown in Table 2.1, synthetic observations were generated by adding
Gaussian noise to ideal observations and 100 simulations were run. The DALS solver
estimated the orbit at the center of the observation window (at observation #4 for the
8-observation scenario and #7 for the 15-observation one). This approach proved to
optimize both the algorithm performances and robustness. The tolerances x and J
were such that convergence was reached when at least one the following conditions was
met:
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||∆x||∞ ≤
 1 m for position
1 mm/s for velocity
∆J ≤ m
( σ
100
)2
,
where m is the number of measurements and σ the standard deviation of the sensor.
The DALS solver always converged with LEO, GTO and Molniya orbits, while with
GEO the convergence rate was 92%. The solver took on average 6 iterations. Thus, the
observation arcs were long enough to guarantee a good convergence rate for the DALS
solver. Note that the convergence of the algorithm does not provide any information on
the quality of the solution. In Table 2.2, the median of the absolute error with respect
to the reference orbit in position (km) and velocity (m/s) is reported for all test cases
and scenarios. The estimation errors of the DALS solution were generally lower than
those of the IOD solution, proving that including all the observations can improve the
orbit estimation even for short arcs. In addition, the enhancement in accuracy granted
by the LS was greater for longer observational arcs. For shorter observation arcs (8
observations) the median error was up to thousands kilometers, which hardens the task
of performing follow up observations. Finally, as expected, the median of the errors
decreased, and hence the orbit estimation was more accurate, when the observed arc
was longer, i.e., with 15 observations rather than 8. As the true solution is supposed to
be unknown in a real-world scenario, the solution accuracy was assessed by analyzing
the absolute values of the residuals scaled by the measurements σ. The maximum of the
median of the absolute values was found for each test case among the 100 simulations
and reported in Table 2.3. These values are compatible with the measurement statistics.
Fig. 2.2 reports the results of the simulations on a Molniya orbit for the 8-observation
scenario. The statistics of the absolute value of the normalized residuals are plotted
and compared against the IOD solutions. The residuals of the IOD solutions vanished
at observations #1,4,8, i.e., the observations used for the IOD solver. This is down to
the fact that IOD solutions are deterministic and exactly reproduce the observations
adopted for IOD. However, the residuals considerably went up at other observation
epochs. In contrast, the LS residuals were on average smaller and more uniformly
distributed. Thus, the LS solution was a better estimate of the orbit compared to
the IOD solution, even when only few measurements distributed on a short arc were
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Table 2.2: Median of the absolute value of the error (with respect to the true solution)
in position (km) and velocity (m/s), for IOD and DALS solutions.
Number of observations
8 15
IOD DALS IOD DALS
LEO
Pos 1.633e+02 1.218e+02 4.810e+01 2.313e+01
Vel 3.905e+02 3.085e+02 1.042e+02 5.835e+01
GEO
Pos 2.920e+03 2.805e+03 9.999e+02 5.642e+02
Vel 2.210e+02 2.059e+02 7.601e+01 4.364e+01
GTO
Pos 2.893e+01 2.544e+01 1.005e+01 5.399e+00
Vel 1.578e+01 1.485e+01 5.154e+00 2.663e+00
Molniya
Pos 7.331e+02 6.533e+02 1.641e+02 1.236e+02
Vel 7.685e+01 7.300e+01 1.830e+01 1.397e+01
Table 2.3: Maximum of the median of the absolute values of the normalized residuals.
Number of observations
8 15
LEO
ξα [1/σ] 1.2663 1.2686
ξδ [1/σ] 1.0002 1.1644
GEO
ξα [1/σ] 1.1484 1.0919
ξδ [1/σ] 1.0405 1.2384
GTO
ξα [1/σ] 1.2598 1.2945
ξδ [1/σ] 1.0645 1.2016
Molniya
ξα [1/σ] 1.3445 1.1082
ξδ [1/σ] 1.5258 1.1679
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Figure 2.2: Statistics of the absolute value of the normalized residuals on α and δ for
the IOD and DALS solutions. Observed object on a Molniya orbit.
available.
2.6.2 Confidence region representation
This section is devoted to analyse the representation of the confidence region. The
object in Molniya orbit is used as test case, as it is characterized by the shortest
observational arc. The DALS solver was run with 8 observations 40 seconds apart,
and σ = 0.5 arcsec. The DALS solution led to J∗ = 5.008. In the definition of the
confidence region, a value K = 3.1 was chosen to ensure a confidence level of 95 percent
(see Eqs. (2.8) and (2.26)). The state vector was represented in Cartesian coordinates,
while results are shown on the ρ− ρ˙ plane, where the largest uncertainty was expected
[17, 21].
First, the relevance of high-order terms was evaluated. Using a 3rd-order polynomial
approximation of J and a cloud of 50, 000 samples led to ΓH = 0.563, which means
that the relative impact of the 3rd-order terms was around 56%. This suggested that
high-order terms were relevant for an accurate analysis, and a high-order description
of the confidence region should be adopted. In contrast, the same test case performed
with observations 420 seconds apart (i.e., spread over a longer arc) led to ΓH = 0.003.
Next, the algorithm described in Section 2.4.1 was run. The polynomial approximation
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of J was recomputed 5 times to ensure an estimated truncation error of 10−2. The
resulting LOV1 is plotted in Fig. 2.3 and compared against the semi-major axis of the
2nd-order ellipsoid. The curvature and stretching of the LOV1 led to Γ
1
LOV1
= 0.119.
If we replace the 2nd-order approximation of J with its 6th-order counterpart in the
calculation of this index without recomputing the polynomial, we obtain a value of
0.169. This result further proved the need of recalculating the Taylor expansions to
achieve accurate results. The same algorithm was run along v2, the second main
direction of uncertainty. The resulting set of points is plotted in Fig. 2.4. These points
mostly lied on the axis of the ellipsoid, giving ΓLOV2 = 0.0021. Consequently, it was not
necessary to run the algorithm along v3. In case of observations spread over a long arc,
also the first LOV lied on the semi-major axis (see Fig. 2.5), leading to ΓLOV1 = 0.0015.
This confirmed that the 2nd-order approximation was accurate enough in case of long
observation arc.
The third step was the evaluation of the dimensionality of the uncertainty set by com-
puting ΓiD. The confidence region was very large along v1, with Γ
1
D = 481
◦. Γ2D was
49◦, while ΓiD ≈ 0.1◦ − 0.2◦ for i = 3, . . . , 6. Thus, a 2-dimensional description of the
confidence region seemed to be appropriate. The confidence region turned out to be
much smaller for the long observation arc. Along v1, Γ
1
D = 3.73
◦, whereas along the
other directions ΓiD ≤ 0.5◦ for i = 2, . . . , 6. A monodimensional approximation of the
confidence region may thus be sufficiently accurate in the case of long arc.
As the confidence region was shown to be 2-dimensional in the case of short arc, the
methods introduced in Section 2.4 can be applied to fully characterize the uncertainty
set. In Fig. 2.6, samples generated with a 2nd-order approximation are plotted on the
ρ − ρ˙ plane, while the performances of the algorithms described in Section 2.4 are
compared in Fig. 2.7. The 2nd-order approximation did not allow us to sample the
whole uncertainty set, as suggested by the value of ΓH . In contrast, both the GES
algorithm and the AD algorithm provided a more reliable description of the region.
The two high-order methods performed equally well because Γ2LOV was very small,
meaning that nonlinearities could be neglected along v2. The higher computational
cost of the GES could thus be avoided. Table 2.4 shows the computational time of the
algorithms obtained on a Windows desktop with a 3.20 GHz Intel i5-6500 processor
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Figure 2.3: LOV1 and semi-major axis of the 2
nd-order ellipsoid on the ρ− ρ˙ plane for
an object in Molniya orbit (NORAD Catalog number 40296). The DALS was run with
8 observations 40 seconds apart and σ=0.5 arcsec.
Figure 2.4: LOV2 and second axis of the 2
nd-order ellipsoid on the ρ − ρ˙ plane for an
object in Molniya orbit (NORAD Catalog number 40296). The DALS was run with 8
observations 40 seconds apart and σ=0.5 arcsec.
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Figure 2.5: LOV1 and semi-major axis of the 2
nd-order ellipsoid on the ρ− ρ˙ plane for
an object in Molniya orbit (NORAD Catalog number 40296). The DALS was run with
8 observations 420 seconds apart and σ=0.5 arcsec.
and 16 GB memory. Note that polynomial evaluations were performed in MATLAB,
and not optimized for efficiency.
The next analysis considers the representation of the full n-dimensional uncertainty
region by ADS. The first step was to enclose the uncertainty domain with a box
defined in the eigenvector space. This was achieved by considering the enclosure of
the LOVs and the 2nd-order ellipsoid. The ADS was then run to obtain an accurate
polynomial representation of J on the entire domain, using 10−2 as accuracy threshold
of the estimated truncation error. In Fig. 2.8, the resulting sub-domains are shown
both on the ρ− ρ˙ and v1−v2 planes. Sub-domains in white were discarded (minimum
larger than the confidence region threshold), while colored sub-domains were retained.
The colormap refers to the ratio J
∗
Ji
, with Ji being the minimum value of J within each
sub-domain. The domain was only split along v1, the main direction of the uncertainty.
The LOV crossed 5 subdomains, the same number of times the polynomial expansion
of J was recomputed when running the LOV algorithm.
Within the domain, the accurate representation of the target function allowed us to
obtain the solution pdf using Eq. (2.38) once the integral of Eq. (2.39) is computed.
In this case we used 5× 104 samples and computed ∫D e− 12TkδJ (x)dx = 4.6× 10−7. The
relative difference with respect to the 2nd-order value provided by
√
(2pi)n
|C| was 0.084.
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Figure 2.6: Sampling of the confidence region based on a 2nd-order approximation.
The colormap refers to e−(Ji−J∗). The object was in Molniya orbit (NORAD Catalog
number 40296), and the DALS was run with 8 observations 40 seconds apart and σ=0.5
arcsec.
Table 2.4: Computational time of the different sampling algorithms. In each column
the number of times an operation was run in the correspondent algorithm is reported.
M is the number of points on LOV1 while L is the number of points on LOV2. In the
execution of GES and AD algorithms, M,L ≈ 30. The discretization of the grid along
fix direction was such as to obtain 31 points.
Operation Time [s] LOV GES ADS AD
TkδJ 0.3 5 5 - 5
Eq. 2.35 0.03 M M - M
Eq. 2.36 0.03 - ML - -
TkδJ via ADS 1.99 - - 1 -
Minimum in subdomain 0.2 - - 6 -
Grid along fix direction 0.07 - - - M
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(a) GES
(b) AD
Figure 2.7: Sampling of the confidence region by means of GES algorithm and AD
algorithm. The colormap refers to e−(Ji−J∗). The object was in Molniya orbit (NORAD
Catalog number 40296), and the DALS was run with 8 observations 40 seconds apart
and σ=0.5arcsec.
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For the long-arc case the relative difference reduced to 4× 10−12.
2.6.3 Effect of state representation
The choice of the state representation significantly affected the description of the con-
fidence region. In Section 2.6.2 the polynomial approximation of J was expressed in
Cartesian coordinates, in which the effect of high-order terms was found to be less
relevant. However, the MEE representation is a more suitable choice when it comes
to propagating the confidence region. MEE absorb part of the nonlinearity of orbital
dynamics and, thus, bring benefits when propagating the region [72]. In this section the
same object as in Section 2.6.2 is analyzed. However, the state vector was expressed in
MEE.
The 3rd-order polynomial approximation of J led to ΓH ≈ ∞, meaning that the size of
3rd-order terms was large and the accuracy of the Taylor expansion low (the approxi-
mation of J assumed also negative values within the sampled domain, which explains
the very large number obtained for ΓH). In Figs. 2.9 - 2.10 the resulting LOVs along v1
and v2 are plotted and compared against the axes of the 2
nd-order ellipsoid on the plane
ρ− ρ˙. The LOV1 strongly differed from the semi-major axis of the ellipsoid, more than
with Cartesian coordinates (compare Fig. 2.9 with Fig. 2.3). The corresponding value
of Γ1B was 0.983. As shown in Fig. 2.10, also the LOV2 diverged from the axis of the
ellipsoid, with Γ2B = 0.686, while the effect of high-order terms along v3 was negligible
(with Γ3B = 1×10−4). Note that the ellipsoid axes computed in MEE coordinates were
not straight lines when projected onto the ρ− ρ˙ plane due to the nonlinearities in the
coordinate transformation. This is also the reason why MEE are less appropriate in
confidence description.
As for the dimensionality of the uncertainty set, the size of the confidence region along
v1 was such that Γ
1
D = 562
◦, thus comparable to the confidence region with Cartesian
coordinates. In contrast, along v2 the confidence region in MEE was smaller, with
Γ2D = 2.4
◦. Along the other directions, ΓiD ≤ 0.3◦ for i = 3, . . . , 6. Thus, also with
MEE a 2-dimensional approximation of the confidence region seemed to be reasonable
with short arc.
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(a) LOV and sub-domains on the ρ− ρ˙ plane
(b) subdomains on the v1 − v2 plane
Figure 2.8: Splitting of the domain on the ρ− ρ˙ and v1 − v2 planes performed by the
ADS, compared against the LOV. The colormap refers to the value of J . The color
of the subdomains depends on the ratio J∗Ji , with Ji being the minimum value of J
within the subdomain, while white subdomains were discared. The observed object
was in Molniya orbit (NORAD Catalog number 40296) and the DALS was run with 8
observations 40 seconds apart and σ = 0.5 arcsec.
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Figure 2.9: LOV1 and semi-major axis of the 2
nd-order ellipsoid on the ρ− ρ˙ plane for
an object in Molniya orbit (NORAD Catalog number 40296). The DALS was run with
8 observations 40 seconds apart and σ=0.5 arcsec, using MEE.
The GES algorithm was more accurate than the AD algorithm in sampling the uncer-
tainty set, due to the relevance of high-order terms along v2. Fig. 2.11 compares the
two resulting samplings. The GES algorithm succeeded in generating samples in the
whole uncertainty region, so justifying its computational cost. It is worth noting that
Fig. 2.11 is related to a scenario in which observations are 60 seconds apart rather than
40. This choice was adopted because, in the latter case in the GES algorithm applied
on the MEE representation, the solution of the nonlinear system in Eq. (2.36) failed
to converge for some points of the uncertainty set.
In summary, the Cartesian coordinates proved to be a more suitable choice when it
came to describing the confidence region of an OD solution, with nonlinearities playing
a less relevant role. However, also with Cartesian coordinates, a high-order approach
is recommended when accurate results are required.
2.6.4 Effect of observation separation
In Section 2.6.2 the analysis of the confidence region with short arc was compared to
results obtained when observations were spread over a larger arc, suggesting that the
observation separation may significantly affect the uncertainty set. In this section the
effect of the observation separation on the indices described in Section 2.5 is analyzed.
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Figure 2.10: LOV2 and second axis of the 2
nd-order ellipsoid on the ρ− ρ˙ plane for an
object in Molniya orbit (NORAD Catalog number 40296). The DALS was run with 8
observations 40 seconds apart and σ=0.5 arcsec, using MEE.
The DALS solver was run with 8 observations of the object in Molniya orbit (NORAD
Catalog number 40296) and σ = 0.5 arcsec. Different angular separations were simu-
lated. In Fig. 2.12, the trends of ΓH and ΓLOV1 for different observation separations are
plotted. The effect of high-order terms significantly decreased for observations spread
over a larger arc and, consequently, the departure of the LOV from the semi-major axis
of the 2nd-order confidence ellipsoid was less evident. The values of both indices were
smaller when the Cartesian representation was adopted, meaning that the Cartesian
coordinates could allow us to neglect high-order terms with shorter arcs. In Fig. 2.12(a)
ΓH tended towards infinity when MEE were used. This happened because the 3
rd-order
approximation of J can turn into negative values within the domain of interest. It is
a hint that we need to recompute the polynomial expression of J when running the
LOV algorithm. In contrast, in Fig. 2.12(b), ΓLOV1 tended towards 1 because the term
e−
1
2
T2δJ(x
LOV
i ) became negligible with short arcs.
In Fig. 2.13, Γ1D, Γ
2
D and Γ
3
D are plotted. The values of these indices decreased for
longer observation separations with both Cartesian coordinates and MEE, meaning
that the uncertainty set shrank when observations were spread over a longer arc. Γ3D
was relatively small also with short observational arcs, which justified the 2-dimensional
description of the confidence region suggested in this work. Finally, it is worth noting
that, with longer arcs, Γ2D became small enough that also the second dimension was
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(a) GES
(b) AD
Figure 2.11: Sampling of the confidence region by means of GES algorithm and AD
algorithm. The colormap refers to e−(Ji−J∗). The object was in Molniya orbit (NORAD
Catalog number 40296), and the DALS was run with 8 observations 60 seconds apart
and σ=0.5 arcsec, using MEE.
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negligible. This behavior was more evident when MEE were used, showing that a
monodimensional representation may be appropriate in this case, due to the alignment
of one coordinate with the semi-major axis.
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(a) ΓH
(b) ΓLOV1
Figure 2.12: Trends of ΓH and ΓLOV1 as functions of observation separation for both
Cartesian and MEE representation. Values larger than 106 were omitted.
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(a) Cartesian
(b) MEE
Figure 2.13: Trend of ΓD as a function of observation separation for both Cartesian
and MEE representation.
Chapter 3
Data Association and
Uncertainty Pruning for Tracks
Determined on Short Arcs
3.1 Overview
This chapter addresses the problem of associating UCTs. The developed algorithm
performs data association and uncertainty pruning assuming the availability of a track,
determined on a short arc, and its uncertainty region.
The DALS solver described in Chapter 2 is run to find the solution of a LS problem and
then define the uncertainty region taking into account nonlinearities in the mapping
between observations and state. For this purpose, the bidimensional extension of the
LOV algorithm, that is the GES, is used to define an initial bidimensional uncertainty
box. Whenever new observations are acquired, this box is nonlinearly propagated to
the time of the new observations using ADS techniques to guarantee accuracy, and a
target function is computed over this box. Different types of observations are possi-
ble, as shown in Sec. 3.2.1. Accordingly, the target function has different expressions.
The association problem is then reduced to a sequence of three main steps: i) use of
polynomial bounder to quickly prune away regions in which the target function is high;
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ii) 2D optimization in the remaining domains to compute the minimum of the tar-
get function; iii) when necessary, run an additional 4D optimization to check whether
uncertainties in the 4 neglected directions significantly affect the target function. Ad-
dressing the 6D association problem as a series of 2D and 4D problems is beneficial
in terms of computational cost. In particular, the high-order nonlinear propagation
maps only a bidimensional domain and is thus very efficient. The develoepd algorithm
is finally tested in three different scenarios: a sparse single optical observation, a TSA
and another track.
3.2 Association and Uncertainty Pruning
As introduced in Chapter 2, whenever a set of observations is available an IOD solution
is firstly computed and then refined with the DALS. This solution will be referred
to as track from now on. The track uncertainty is very large when the object is
observed on a short arc, even when approximated as a bidimensional region in the
two main stretch directions. To reduce the uncertainty, new observations have to be
acquired. The Association and Uncertainty Pruning (AUP) tool presented here takes
newly available data and looks for compatibility with the track in question. For this
purpose, a residual function Jk is computed, which serves as a discriminating factor to
decide whether portions of the initial uncertainty region are compatible with the new
observation. Figure 3.1 shows the flowchart for the association process with different
types of observations. In Sec. 3.2.1 the different expressions of Jk are shown, keeping
in mind that they are all computed in the bidimensional domain introduced above.
Portions of the initial uncertainty that do not comply with the new information are
then pruned away. A null intersection (i.e., no portion of the initial region retained)
implies no correlation.
3.2.1 Target function
The residual function used as discriminating factor in the association problem and
highlighted in the red box in Fig. 3.1 has different expressions, depending on the type
of newly acquired data.
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Figure 3.1: Flowchart of the AUP algorithm with initialization of track and different
types of new observations. The blue rectangle is explained in detail in Fig. 3.3.
Observation-to-Track
Let us first consider the case when a single observation is acquired, which comprises m
independent measurements at a single epoch. That is, at time tk new measurements
yk are acquired, with yk being an m− dimensional vector. For an optical observation,
each measurement is made of right ascension and declination (thus m = 2), with
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corresponding precision and time of observation. Modeled measurements yˆk = h(xk)
are then computed from the available track and tested against the actual measurements
yk, obtaining the residual function
Jk(v1, v2) =
1
2
m∑
j=1
[
yk,j − yˆk,j(v1, v2)
σj
]2
=
1
2
m∑
j=1
ξ2j (v1, v2), (3.1)
where m is the number of measurements at time tk and σj is the precision of the j-th
measurement. Each observation is modeled as a independent Gaussian random vari-
able. Eq. (3.1) shows that 2Jk is the sum of the squares of m independent standard
normal random variables: it is then distributed as a Chi-squared with 2 degrees of
freedom, Jk ∼ 12χ2(2). Thus, depending on the confidence level we want, the desired
threshold T can be chosen from the Chi quantiles. In the following, this value will be
indicated by qχ2(m,α), where m coincides with the degrees of freedom and 100(1−α)%
is the confidence level.
Tracklet-to-Track
In most cases observation strategies are able to gather a trail of measurements rather
than a single observation. When the observed arc is not long enough to run IOD+DALS,
it is still possible to extract valuable information from the tracklet: indeed a trail of
observations contains information about the rate of change of the observed measure-
ments. The following paragraph shows the statistical manipulations to compute it and
refers to [58], where a more in-depth analysis is carried out.
When the vector of right ascensions and declinations is linearly regressed with respect
to time using the classical equation of linear regression
Yˆ = βˆ0 + βˆX, (3.2)
one can estimate the rate of change of the observations: αˆ
δˆ
 =
 αˆ0
δˆ0
+
 ˆ˙α
ˆ˙
δ
 t. (3.3)
The overall information, which can be exploited for the association, is contained in the
so-called Attributable vector A = (α, α˙, δ, δ˙)T [17]. A convenient choice is to perform
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the regression at central time of observation, so that βˆ0 and βˆ are uncorrelated. Then,
A = (αˆC , ˆ˙α, δˆC ,
ˆ˙
δ).
The quantity
T =
βˆ − β
sβˆ
∼ tN−2 (3.4)
is known to be distributed as a Student’s T [73], where βˆ stands for any of the four
estimated coefficients that constitute A, N is the number of fitted parameters and sβˆ is
standard estimate (SE) of the coefficient βˆ.By construction, the Attributable elements
are uncorrelated and thus the covariance ΣA = Cov(A) is a diagonal matrix. The
elements are a function of N , the root mean square error (RMSE) of the regression sYˆ
and the tracklet length ∆t:
ΣA = diag
[
sαˆ
N
,
12sαˆ
N(N + 1)(N − 1)∆t2 ,
sδˆ
N
,
12sδˆ
N(N + 1)(N − 1)∆t2
]
. (3.5)
Finally, the residual function Jk can be expressed as
Jk(v1, v2) =
1
2
(A− Aˆ(v1, v2))TΣ−1A (A− Aˆ(v1, v2)), (3.6)
where k is the central time of observation, Aˆ is the predicted attributable while A is the
observed one. In case of a tracklet, Jk ∼ 12χ2(4), the threshold T can thus be chosen
accordingly.
Track-to-Track
The third and last case comprises a trail of observations long enough to compute a
track. We then need to determine whether the two tracks belong to the same object.
Let x2(t2) and P be the solution and covariance matrix of the newly acquired track,
respectively. Similarly, x1(t1; v1, v2) is the solution of the initial track. x1(t1; (v1, v2))
is then propagated to the time of the new track, obtaining x1(t2; v1, v2). The residual
function Jk can finally be expressed as:
Jk(v1, v2) =
1
2
zTP−1z, (3.7)
where
z = x2(t2)− x1(t2; v1, v2). (3.8)
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When another track is acquired, Jk ∼ 12χ2(6).
In the end, regardless of the type of observations Jk is a function of two variables v1
and v2, approximated as a mesh of Taylor polynomials, thanks to the use of DA and
ADS to maintain high accuracy.
3.2.2 Orthogonal Correction
Once Jk is updated according to the new type of observation, it is a function defined on
the (v1, v2)−plane, that is the plane of slowest rate of change. Building on the theory
presented in [74], it has been found that the minimum, however, might not lie exactly on
the plane, meaning that the 2D approximation may introduce an error which invalidates
the equality min(Jk) = min
(
JVk
)
, thus affecting the association quality. This can be
avoided by computing the variation of Jk in the subspace V
C = {v3, . . . ,v6}, which
is the 4D region initially discarded. Let xVk be the point for which J
V
k is minimum.
Assuming the confidence region is narrow in the space V C and well represented by
a single polynomial expansion, we can compute the map M : V C → JV Ck using a
polynomial approximation around xVk and find the minimum of the map.
3.2.3 Algorithm Recap
As shown in Chapter. 2, the uncertainty region can be approximated as a bidimensional
set on the (v1, v2)−plane. Assuming new observations are acquired at time tk, the state
x˜0 defined over the uncertainty region can be propagated to tk, obtaining xk = f(x0) =
f(V x˜0), with f being the function representing the dynamics. xk is then projected
onto the observations space for the observations and tracklets cases and the appropriate
JVk is computed. Points x˜0 for which J
V
k is small are good candidate orbits according
to newly acquired measurements. Thus, portions of the initial uncertainty region in
which JVk is larger than an established threshold T ,
JVk > T, (3.9)
can be pruned away. This is not performed on a point-wise sampling base. DA tech-
niques [48] can be used to approximate map points x˜0 into J
V
k with a Taylor polynomial
3.3. Result analysis 61
up to an arbitrary order. However, the accuracy of the approximation tends to decrease
drastically when the initial confidence region is large and/or the propagation time is
long, due to high nonlinearity of the dynamics [53]. Thus, a single polynomial expansion
may not be sufficient to accurately cover the entire confidence region: the ADS intro-
duced in Section 1.3 is thus applied to the 2D confidence region in (v1, v2). The result
is a mesh of sub-domains where each polynomial approximation accurately describes
the confidence region as shown in Fig. 3.2. JVk is then expressed as:
JVk =
Ns⋃
i=1
JVk,i, (3.10)
where Ns is the number of sub-domains and J
V
k,i is the polynomial expansion over the
i-th sub-domain. The search for the minimum in 2D is then carried out for each sub-
domain. For the work at hand, the BFGS algorithm from dlib1 is used to perform a
constrained optimization. The list of sub-domains is then ordered for increasing values
of the minima and only those with minimum below the threshold are retained. For
the others, the orthogonal correction defined in Section 3.2.2 is calculated. Again, the
BFGS optimizer is used to do so. This step stops whenever an acceptable minimum is
not found for four consecutive sub-domains or the list is entirely inspected. In the end,
the uncertainty kept is the union of those sub-domains where the minimum is found
below the threshold either in the 2D or 4D search. In this way, the mesh created by the
ADS for accuracy reasons is also exploited for uncertainty reduction. The pruning is
shown by the black box in Fig. 3.2). The algorithm that updates the residual function
Jk, performs association and sequentially prunes the uncertainty region is the AUP
algorithm, which is detailed in Algorithm 1 and summarized in Fig. 3.3.
3.3 Result analysis
The association and uncertainty pruning algorithm was tested with objects in GEO,
whose TLEs are available in Appendix A. In particular, objects 26470, 36830, 37816
and objects 38778, 39285, 40364 have very similar orbital parameters and the associa-
tion task is thus challenging. Data were obtained by adding white noise  with precision
1http://dlib.net/optimization.html#find min box constrained
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Algorithm 1 Association and Uncertainty Pruning
1: Compute Jk according to new observation (see Sec. 3.2.1).
2: T ← qχ2(m,α).
3: Ns ← Number of sub-domains.
4: for i = 1 : NS do
5: Estimate lower bound LBJi of J
V
k,i with polynomial bounder.
(see Sec. 1.3)
6: if LBJi ≤ T then
7: Find ji = min
(
JVk,i
)
. {with BFGS algorithm}
8: Save jVi in list of minima.
9: end if
10: end for
11: A← list of minima sorted for increasing values.
12: a← size of A.
13: count← 0.
14: while count< 4 and s < a do
15: if As < T then
16: Save sub-domain in final list.
17: else
18: Perform 4D optimization (see Sec. 3.2.2)
and find jm =min
(
jV
c
s
)
. {with BFGS algorithm}
19: if jm < T then
20: Save sub-domain in final list.
21: count← 0.
22: else
23: Discard sub-domain.
24: count ← count+1.
25: end if
26: end if
27: s← s+ 1.
28: end while
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Figure 3.2: Plot of the split Jk function (white) over the (v1, v2)−plane for an obser-
vation of object 36830 after 6 hours as a track, with new uncertainty after association
(black). The true state retrieved from TLEs is contained in the new uncertainty. The
colour map shows the value of Jk in logarithmic scale.
σ = 0.5 arcsec to simulated optical observations. Thus,  ∼ N (0, σ2). It is to be noted
that in this work Keplerian dynamics has been used both for the uncertainty prop-
agation and for the simulation of observations. The state vector is then propagated
by solving the Kepler problem, using for instance the Lagrangian coefficients[75, 76].
The effects of unmodeled perturbations and real measurement errors is left for future
investigation. However, working in a semi-analytical environment, the algorithm can
receive as input any type of dynamics wanted. This means that perturbations may be
added with no modifications to the current algorithm. In case of real observations, the
perturbed dynamics is necessary to keep the algorithm effective.
The initial uncertainty was obtained by applying the LS method to a track of 8 ob-
servations. This region was such as to ensure a confidence level of 99.9% and then
approximated as a 2D set as described in Sec. 2. Two different scenarios were ana-
lyzed. In the first one, which will be referred to as scenario A, the observations of the
initial track were 2 minutes apart and follow-up observations were then acquired after
24, 48, 72 hours. In the second scenario, referred to as scenario B, observations of the
initial track were 60 seconds apart and the follow-up observations acquired after 1, 3, 6
hours. Scenario A follows a typical re-acquisition schedule for GEO satellites while
scenario B represents a possible schedule for multi-target tracking.
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Figure 3.3: Detailed flowchart of the update of J following initial pruning by the
bounder, then 2D optimization and finally 4D optimization.
3.3.1 Computation time and pruning percentage
The algorithm was initially tested to analyze both the computation time and the prun-
ing percentage of the different steps of the algorithm, meaning the polynomial bounder,
the 2D optimization and the 4D optimization. Such an analysis allowed us to determine
whether all steps of the algorithm were efficient and/or worth the computational cost.
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Each bar of the pruning plot in Fig 3.4(b) consists of 250 simulations in scenario A and
re-observation after 24 h, while the computation time is averaged on correlated and
uncorrelated simulations. Two sets of clustered GEO objects were used for these simu-
lations: objects 36830, 37816 and objects 38778, 39285, 40364. Figure 3.4(a) shows the
computation time for the propagation and pruning routines. A computational analy-
sis for the GES was shown in Chapter 2. Propagation takes around 99% of the total
computation time for all three cases. The small difference lies in the type of data to
be obtained at the new epoch: for example, the function to project on the attributable
space is highly nonlinear and thus requires the ADS to perform more splits, hence in-
creasing the total amount of propagation time for the tracklet scenario. Furthermore,
propagating in DA may cost as much as two order of magnitude more in time than
propagating in double precision. However, as underlined in [18], the cost of propagat-
ing a state in DA comes with two main advantages: first of all, the possibility to then
evaluate every possible initial condition as a function evaluation rather than a new
propagation and secondly, the availability of higher order terms, necessary to under-
stand the influence that each variable has on the solution. The BFGS algorithm highly
relies on both of them to find the correct optimum and thus the cost of propagating a
polynomial is balanced when performing association using an optimization method. To
assess the efficiency of the three pruning steps, one can compare the computation time
against the pruning percentage in Figure 3.4(b). It can be immediately noted that the
DA built-in polynomial bounder routine eliminates more than 98% of uncertainty in a
very small amount of time, thus proving its efficiency. However, this tool alone is not
sufficient for association, as it can be noted in the uncorrelated cases where only the 2D
and 4D searches discard the last 1% of domains. This result supports the implementa-
tion of these two further steps to assess correlation. The 2D search is mostly effective
in the observation and track scenarios, where it always finds at least one sub-domain in
all simulations, thus proving the effectiveness of searching the (v1, v2)−plane. The 4D
search is mostly effective in the tracklet scenario, where the highly nonlinear function
to project on the attributable space sometimes does not find an optimum below the
threshold in 2D. Overall, the 2D and 4D searches take roughly 1% of the computation
time but precisely pinpoint correlated and uncorrelated observations. The overall the
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computation time for each association was on average 2.5637 s, 5.4379 s and 3.3077 s,
respectively for the observation, tracklet and track scenarios. Simulations were carried
out on a MacBook Pro 2,6 GHz Intel Core i5.
98 98.5 99 99.5 100
Time spent for each routine [%]
Observation
Tracklet
Track
Propagation
Polynomial bounder
2D minimum search
4D minimum search
(a) Time spent in each part of the code (b) pruning percentage after one day.
Figure 3.4: Average time and pruning percentage for correlated and uncorrelated ob-
servations of clustered objects in GEO.
3.3.2 Algorithm Validation
To test the accuracy of the analytic maps and the correct implementation of the op-
timization tools - in particular addressing a 6D problem with a cascade of 2D and
4D problems - a simple test was carried out. The GES region associated with the
LS solution is scaled on I = {[−1, 1]× [−1, 1]} interval, which means that any new
observation that falls on this plane has to be associated with the existent track and
the uncertainty domain kept has to contain this new observation. To prove this, the
following test was constructed: the LS solution xLS was perturbed by a δx = V δx˜,
where δx˜ ∈ S = {[−2, 2]× [−2, 2]}. The new perturbed state xp = xLS + δx was then
propagated to a second epoch where observations were simulated. This test was carried
out on the track-to-track scenario. After obtaining the second track, correlation was
looked for. One would expect to correlate the observations when δx˜ ∈ I, while no cor-
relation was expected for δx˜ ∈ S\I. Figure 3.5 shows the outcome of 100 simulations:
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the crosses and circles represent the perturbation δx˜, which is enclosed in a sub-domain
(white rectangle) whenever in I and not correlated to any pruned domain when outside.
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Figure 3.5: Perturbations on (v1, v2)−plane to test association. Crosses show no cor-
relation, while circles are enclosed by the sub-domain retained during correlation.
3.3.3 Association Results
In a real-world scenario, one has to establish whether two different sets of observations
are correlated. These two sets are here analysed as a track and a single observation, a
track and a tracklet or two different tracks. Association results were then assessed in
terms of false positive and false negative rates. False negative means that the algorithm
fails to identify observations belonging to the same object, thus effectively creating
multiple instances of a same object, while false positive means that observations are
associated although they belong to different objects.
Scenario A
The two above-mentioned rates do depend on the chosen threshold (Eq. 3.9), as well
as the type of follow-up observations. In Fig. 3.6(a), the case of a single follow-
up observation is shown. Statistic considerations described in Sec. 3.2.1 suggested
T = 12qχ2(2, 0.001) = 6.91 to fix the upper limit of false negative to 0.1%. However,
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this value of T led to false negative rates of 5, 10 and 25%, in case of 2D approximation of
the uncertainty set, when re-observing the object after 24, 48 and 72 hours respectively.
This issue could be worked out by appropriately tuning the threshold T . The tuning,
however, takes time and is case-dependent - e.g. the time interval before the follow-
up observation affects the choice of the optimal threshold. In addition, increasing the
threshold could increase the rate of false positive. The 4D optimization allows us to
solve this issue avoiding the tuning. With the 4D optimization indeed the resulting
rates of false positive and false negative drastically decreased, resulting in zero falses
over 250 simulations for each case.
In case of a tracklet, due to significative nonlinearities in the target function, the 4D
optimization was even more relevant as illustrated in Fig. 3.6(b). The chosen threshold
was T = 12qχ2(4, 0.001) = 9.24. The 2D approximation led to 20, 45 and 70% of false
negative rates after 1, 2, 3 days respectively. Again, these values dropped down, when
including the 4D optimization. This behaviour confirmed the considerations described
in Sec. 3.3.1 about the effect of the 4D optimization in case of a tracklet. Similar
results were obtained in case of a track, with T = 12qχ2(6, 0.001) = 11.23. The 4D
optimization significantly reduced the false negative rate, as depicted in Fig. 3.6(c).
Fig. 3.7 displays false positive and false negative rates with a covariance-based linear
track-to-track association method in scenario A. The statistical threshold, namely T =
1
2qχ2(6, 0.001) = 11.23, led to high false negative rates, hence the necessity to properly
tune this value. The optimal threshold can be found at the intersection of the curves
representing the two rates, and depends on the follow-up interval. With a follow-up
interval of 24 hours the optimal threshold would be around 80, which led to false positive
and negative rates of 15%, In contrast, in case of re-observations after 48 and 72 hours
the optimal threshold was between 40 and 45, with resulting false rates of 10%.
Scenario B
In scenario B, the rate of false positives with a single observation was very high, due to
both larger initial uncertainty set (due to the shorter arc used to determine the initial
track) and shorter follow-up interval - see Fig. 3.8(a). Exploiting all observations of
the follow-up tracklet came in handy: with the knowledge of the angular-rate indeed
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Figure 3.6: False negative and false positive rates in scenario A.
different objects could be discriminated despite the short follow-up interval. The false
positive rate then decreased and became as small as in scenario A, as illustrated in
Fig. 3.8(b). A similar plot was obtained in Fig. 3.8(c) with a follow-up track. In both
cases only one false positive was obtained and no false negatives. This result is also
evident in Fig. 3.9. Fig. 3.9(a) shows the distribution of the scalar function Jk with
an observation of the object 36830, over the uncertainty set obtained by applying the
DALS algorithm to a batch of 8 observations 60 seconds apart of the object 37816.
The follow-up interval was 1 hour. The short follow-up interval did not allow us to
discriminate the two objects: the algorithm failed and associated the observations,
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Figure 3.7: False negative and false positive rates with covariance-based linear track-
to-track association method in scenario A.
resulting in a false positive. In case of a tracklet, the resulting value of Jk was larger
and the observations uncorrelated, as shown in Fig. 3.9(b). Similarly, Fig. 3.9(c)
illustrates the distribution of Jk with a track. The minimum of the target function
is higher than the case with a tracklet, so making it easier to discard uncorrelated
observations.
It is to be noted hat with this approach the threshold only depends on the type of
re-observations and not on the time between re-acquisitions.
3.3.4 Domain pruning results
During the solution of the association problem, the AUP algorithm sequentially reduced
the initial uncertainty region. When new observations were acquired, the initial domain
was propagated from t0 to tk. Then, sub-domains in which the minimum value of Jk
was greater than T were pruned away. T was the same threshold is in the association
task: T = 6.91 for a single observation, T = 9.24 for a tracklet and T = 11.23 for a
track.
Scenario A
Fig. 3.10 displays the sequential pruning of the initial domain in scenario A for the
object 36830. Fig. 3.10(a) illustrates that with a single observation 98.4375% of the do-
main was pruned away after 24 hours, 99.2188% after 48 hours. The last re-observation
after 72 hours was ineffective, with no further sub-domain discarded. The split direc-
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(a) Single observation.
10−2 10−1 100 101 102 103 104 105
Threshold [-]
0
20
40
60
80
100
F
N
-
F
P
p
er
ce
n
ta
g
e
[%
]
FN 1h (2D search)
FN 1h (4D search)
FP 1h (2D-4D search)
FN 3h (2D search)
FN 3h (4D search)
FP 3h (2D-4D search)
FN 6h (2D search)
FN 6h (4D search)
FP 6h (2D-4D search)
qχ2(4, 0.001)
(b) Tracklet.
10−2 10−1 100 101 102 103 104 105
Threshold [-]
0
20
40
60
80
100
F
N
-
F
P
p
er
ce
n
ta
g
e
[%
]
FN 1h (2D search)
FN 1h (4D search)
FP 1h (2D-4D search)
FN 3h (2D search)
FN 3h (4D search)
FP 3h (2D-4D search)
FN 6h (2D search)
FN 6h (4D search)
FP 6h (2D-4D search)
qχ2(6, 0.001)
(c) Track.
Figure 3.8: False negative and false positive rates in scenario B.
tion was approximately aligned with the valley of Jk, and hence the minimum of every
sub-domain was below the threshold. In contrast, Fig. 3.10(b) shows that with a
tracklet 99.2188% of the domain was pruned away after 24 hours and 99.9023% after
48 and 99.9268% after 72 hours. Thus, a slightly larger percentage of the domain was
pruned away when considering the whole tracklet. With a track, the pruning of the
domain is shown in Fig. 3.10(c). The percentage of pruned domain was 99.8047% and
99.9756% after 24 and 48 hours, respectively. In case of the track, the retained domain
after 48 hours was so small that it did not split when the new track was acquired after
72 hours. It is finally worth noting that in all cases the reduced domain contained the
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(a) Single observation (b) Tracklet (c) Track
Figure 3.9: Value of Jk with a single observation, a tracklet or a track of the object
36830, both observed after 1 hour from the initial track. The initial uncertainty set of
the track was obtained by DALS with 8 observations 60 seconds apart of the object
37816. The colour map shows the value of Jk in logarithmic scale.
true solution retrieved from TLEs, represented by a black dot.
Scenario B
Similar results were obtained in scenario B, as shown in Fig. 3.11. With a single
observation 93.75% of the initial domain was pruned away after 1 hour, 99.2188% after
3 hours and 99.9023% after 6 hours. In contrast, acquiring a tracklet led to prune away
97.6563% of the initial domain after 1 hour, 99.5117% after 4 hours and 99.9512% after
6 hours. Finally, with a track 93.75% of the initial domain was pruned away after 1
hour, 99.6094% after 4 hours and 99.9023% after 6 hours. The pruning proved to be
more effective when time separation was longer. With the first two reobservations the
percentage of cut domain was smaller than in scenario A, while the third reobservation
led to a higher percentage of pruned domain in scenario B in all cases. However, the
initial uncertainty set was significantly larger in scenario B, due to shorter observational
arc of the initial track. Hence, a larger percentage of pruned domain does not necessarily
mean smaller uncertainty set.
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(a) Single observation
(b) Tracklet
(c) Track
Figure 3.10: Sequential pruning of the domain for the object 36830 in scenario A.
The 2D domain is defined by eigenvectors v1 and v2 associated with the two largest
eigenvalues of the covariance matrix γ21 and γ
2
2 . The axes are scaled accordingly to γ
2
1
and γ22 . The colour map shows the value of Jk in logarithmic scale. The black dot is
the true solution.
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(a) Single observation
(b) Tracklet
(c) Track
Figure 3.11: Sequential pruning of the domain for the object 36830 in scenario B.
The 2D domain is defined by eigenvectors v1 and v2 associated with the two largest
eigenvalues of the covariance matrix γ21 and γ
2
2 . The axes are scaled accordingly to γ
2
1
and γ22 . The colour map shows the value of Jk in logarithmic scale. The black dot is
the true solution.
Chapter 4
Sequential Filtering
4.1 Overview
This chapter deals with the implementation of a sequential estimator for RSOs’ cata-
logue maintenance. In OD, when sensors acquire new observations, we need to update
our previous estimate of the orbital parameters. It would be time consuming to process
all of the previous data each time a new datum is included. We need an algorithm that
uses the statistical information from the previous processing and combines it with the
new information. The Kalman filter and its variants serve this aim, but they assume
Gaussian statistics. We want to investigate a highly nonlinear system, such as orbital
dynamics, in which statistics can quickly become non Gaussian. For instance this can
occur when the initial uncertainty is large and/or the interval between each measure-
ment is wide. Kalman filters fail in accurately representing the state statistics when
these conditions apply. Consequently, many non-linear algorithms have been proposed
to overcome this problem, e.g. the PF. DA techniques can be applied to develop a PF
with a limited computational cost, as function evaluation is substituted by polynomial
evaluation. The resulting filter can process a large number of particles without a sig-
nificant increase in computational time. In addition, a population-based optimizer, the
MOPSO, is exploited to overcome the main difficulty faced by a PF, that is the quick
increase of the state uncertainty compared to the accuracy of the measurements, which
may lead to filter degeneracy.
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4.2 Problem formulation
Let us formulate the problem in a general way. The OD solution can be seen as the
estimate of the state of a system, with the orbital parameters being the unknown state.
All formulas are inferred for a generic system and it is straightforward to apply these
to an OD problem.
When studying a dynamical system that changes over time, estimation of state pa-
rameters that fully describe the system is required. In estimation, we can use three
different approaches [78]:
• Filtering: extraction of information about some parameters at time t, by using
measurements up to and at t.
• Prediction: an a priori form of estimation. Here we compute information about
some parameters at time t+ τ , by using measurements up to time t.
• Smoothing: an a posteriori form of estimation. Here one obtains information
about some parameters at time t, by using measurements up to time t+ τ .
We are mainly interested in filters, because we want to update our knowledge of the
orbital parameters when a new measurement is acquired.
The unknown parameters of a system are often not directly observable and need to be
inferred from sensor data. Difficulties such as multiple solutions or unreliable results
arise, because measurements are corrupted by noise. In addition, incomplete knowledge
of the system’s evolution can result in further uncertainty, called process noise. Due
to sensor and process noise, the system does not have a deterministic solution. Given
the stochastic nature of the system and measurements, probabilistic state estimation
is more appropriate for finding the unknown parameters. This probabilistic method
computes probability distributions over possible state values, rather than pointwise
solutions. In other words, the state is considered as a random variable, and the aim is
to find its pdf.
We want to study the state vector’s evolution, x, which is a random variable. The evo-
lution of random variables is called a stochastic process and indicated by {xk}k≥1. For
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some systems, the probability distribution of future states only depends on the present
state. Knowledge of past states and measurements carries no additional information.
This is the Markov property of order one [78]. A stochastic process that satisfies the
Markov property is called a Markov chain. In addition, when the states {xk}k≥1 are
not directly observable, the chain is said to be hidden. We only have access to another
related process, {yk}k≥1. Our goal is to update an OD solution by processing newly-
received data, and this scenario is well described by a hidden Markov chain of order
one.
In a discrete-time approach a generic nonlinear system, modeled as a hidden Markov
chain, is described by
xk+1 = fk(xk,θk) (4.1)
yk = hk(xk,νk) (4.2)
where k is the time index, xk the state, θk the process noise, yk the measurement and
νk the measurement noise. The functions fk and hk are the time-varying nonlinear
system and measurement equations. The noise sequences {θk} and {νk} are assumed
to be independent and white (with known pdfs).
An equivalent description of the dynamic stochastic system is provided by the state
transition probability p(xk+1 | xk) that specifies how the state evolves over time, and
the measurement probability (also called likelihood) p(yk | xk) that specifies the prob-
abilistic law according to which measurements y are generated from state x [78, 37].
The main difficulty of stochastic filtering is that it is an ill-posed inverse problem [78].
In an inverse problem, given collected observations Yk = {y1, . . . ,yk} at different time
steps, provided the system and measurements equations f and h are known, one needs
to find the best estimate of the states Xk = {x1, . . . ,xk}. However, the problem is
ill-posed, i.e. the solution is not unique. The main reasons are:
• Due to unknown noise that corrupts states and measurements, a limited number
of noisy observations leads to non-unique solutions;
• The measurement function is possibly a many-to-one mapping function (e.g. y =
x2), which similarly leads to non-unique solutions.
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4.3 Bayesian filter
A suitable technique for solving the inverse problem is Bayesian filtering. This model
relates prior distributions to observations and allows us to obtain a posterior distribu-
tion of the unknown parameters, taking into account newly-received data. Thus, this
method is particularly suited to solving the above-mentioned inverse problem. Also, as
the posterior distribution includes all available statistical data, it can be considered the
complete solution to the estimation problem. Then, from the posterior distribution, an
optimal (with respect to any criterion) state estimate may be obtained [79].
Consider we have observations up to time tk, Yk = {y1,y2, . . . ,yk}, then the goal is to
infer the statesXk = {x1,x2, . . . ,xk}. For this purpose, we are interested in computing
the distribution p(Xk | Yk). This can be computed using Bayes’ theorem[80]:
p(Xk | Yk) = p(Yk |Xk)p(Xk)
p(Yk)
(4.3)
where
p(Yk) =
∫
p(Yk |Xk)p(Xk)dXk (4.4)
The estimation process can be sequential, that is at each time k we want to update our
knowledge of the hidden process using the new observation yk. To this end, we can
recursively relate p(Xk | Yk) to p(Xk−1 | Yk−1) [80]:
p(Xk | Yk) = p(Xk−1 | Yk−1)p(yk | xk)p(xk | xk−1)
p(yk | Yk−1) (4.5)
Eq. (4.5) can be used if, when acquiring new measurements at time tk, we also want
to change our state estimate at previous time steps tj , with j ≤ k. However, we are
only interested in estimating the state vector at tk. Thus, Eq. (4.5) can be simplified,
obtaining the two-step prediction-updating recursion for the so-called filtering distri-
butions p(xk | Yk). Assuming a Markov chain, we have [80]:
Prediction Step (Chapman-Kolmogorov equation)
p(xk | Yk−1) =
∫
p(xk | xk−1)p(xk−1 | Yk−1)dxk−1 (4.6)
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Updating Step
p(xk | Yk) = p(yk | xk)p(xk | Yk−1)
p(yk | Yk−1) (4.7)
This procedure is called the Bayes filter algorithm.
Eqs. (4.6)-(4.7) only represent a conceptual solution in that, in general, they are in-
tractable and cannot be determined analytically. This is the so-called curse of dimen-
sionality, the phenomenon whereby virtually all integration methods deteriorate rapidly
in performance as the dimension of the integral rises [81]. Closed-form solutions only
exist for [80]:
• Finite state-space hidden Markov chains, as all integrals become finite sums.
• Linear Gaussian models, where the posterior distributions are Gaussian, e.g. the
KF.
The Gaussian assumption is often used when devising filters. Nonetheless, it is not
accurate for a highly nonlinear system. An alternative is to use nonparametric fil-
ters. They do not constrain probability distributions to have a fixed functional form,
therefore they allow us to describe any sequence of distributions. Such filters approx-
imate the posterior distribution by a finite number of values N. The approximation
error converges to zero as N tends towards infinity [37]. In this work we focus on
the PF, which uses particles to describe stochastic processes. Widespread use of the
PF is limited by its computational cost: the evaluation of f and h for each particle
can be time-consuming. The PF can considerably benefit from the application of DA
techniques, because f and h are replaced by their Taylor approximations. Evaluation
of polynomials is greatly faster, thus the resulting computational cost is significantly
reduced.
4.4 Particle Filter overview
The PF is a nonparametric filter that numerically implements a Bayesian estimator. As
opposed to other estimation techniques (such as the different versions of the Kalman
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filter), the PF places no restriction on the functions fk and hk in Eq. (4.1)-(4.2), or
on the distribution of the system and measurement noises θk and νk. The price that
must be paid is a considerable computational cost.
As the integrals in Eq. (4.6)-(4.7) are intractable and we cannot find an analytical
expression of p(xk | Yk), the key idea is to represent this distribution in terms of sam-
ples. There is an immediate duality between samples and the density (distribution)
from which they are generated: samples can be generated from the density and con-
versely they can also be used to approximately recreate the density. Thus, the goal
of the PF is to obtain a set of samples (particles) approximately distributed as the
posterior pdf p(xk | Yk) [82]. The PF is based on Monte Carlo methods, in which
a probability distribution is represented by a set of random samples concentrated in
regions of high probability density [47]. The accuracy of the representation increases
as the number of particles increases. When the number of samples goes to infinity,
the discrete representation becomes equivalent to the posterior pdf’s usual functional
description.
Perfect Monte Carlo sampling assumes that samples are drawn directly from the poste-
rior distribution. This is however seldom possible and therefore one requires a sampling
technique known as importance sampling (IS). Samples are drawn from an importance
function q(xk | Yk), which approximates the posterior p(xk | Yk). The samples are
then weighted by normalized importance weights w(i), such that
w(i) ∝ p(x
(i)
k | Yk)
q(x
(i)
k | Yk)
N∑
i=1
w(i) = 1
(4.8)
with N being the number of samples.
In order to apply the IS technique, the following is done:
• Draw samples x¯k = {x¯(1)k , . . . , x¯(N)k } from q(xk | Yk)
• Create a discrete distribution over x¯k, placing mass w(i) on x¯(i)k .
• Draw samples x∗k from this distribution: these samples are approximately dis-
tributed according to p(xk | Yk)
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A formal proof can be found in [83]. Samples drawn from the importance function
and their corresponding importance weights {x¯(i), w(i)} form the components of the IS
[47]. For the IS technique to be accurate, the importance and posterior distributions
should be as similar as possible, so that an adequate number of samples from q fall into
high-probability regions of p.
As we are interested in estimating the state vector whenever a new measurement is
acquired, we want to formulate the IS method in a recursive form. For this we can use
sequential importance sampling (SIS) that is used in basic PF. This sampling technique
assumes that the importance function is sequentially updated according to
q(xk | Yk) = q(xk | xk−1,Yk)q(xk−1 | Yk−1) (4.9)
with q(x0 | Y0) = q(x0) = p(x0) assumed available. Y0 is the set of non measurements.
Consequently
w
(i)
k ∝
p(x
(i)
k | Yk)
q(x
(i)
k | Yk)
∝ p(x
(i)
k−1 | Yk−1)
q(x
(i)
k−1 | Yk−1)
p(yk | x(i)k )p(x(i)k | x(i)k−1)
q(x
(i)
k | x(i)k−1,Yk)
Hence, the importance weights are evaluated using [47]
w
(i)
k ∝ w(i)k−1
p(yk | x(i)k )p(x(i)k | x(i)k−1)
q(x
(i)
k | x(i)k−1,Yk)
(4.10)
There are a variety of possible algorithms based on the choice of the importance distri-
bution. Because the importance function does not need to depend on the observations
[46], a convenient choice for q(x
(i)
k | x(i)k−1,Yk) is the transition prior,
q(x
(i)
k | x(i)k−1,Yk) = p(x(i)k | x(i)k−1)
Employing the state transition probability as importance distribution is known as boot-
strap technique [84, 47]. This choice is often found in literature in the development of
PFs for OD, as in [46, 47, 39].
A simplified expression of the importance weights is then obtained
w
(i)
k ∝ w(i)k−1p(yk | x(i)k ) (4.11)
The PF implemented using Eq. (4.11) allows for a straightforward interpretation:
it updates a sample from the prior (importance distribution) to a sample from the
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posterior through the likelihood function p(yk | x(i)k ). This is Bayes’ theorem in terms
of samples.
The drawback of using the transition prior is that, when the overlap between the prior
distribution and the likelihood is small (see Fig. 4.1), most of the samples will be
assigned negligible weights. This can happen frequently, because the prior is generally
broader than the likelihood. Thus, if only a few samples are used in the posterior dis-
tribution’s approximation, the PF results are inaccurate. This phenomenon is known
as filter degeneracy. This problem is counteracted in the sequential importance re-
Figure 4.1: Failed scenario of particle filter sampling [49]
sampling (SIR) approach [46], where a resampling step is added to the previous SIS
procedure. Samples with high weights are replicated, and replace samples with small
weights. A straightforward way to perform this resampling step is the following [82]:
• Generate a random number u from a uniform distribution over [0, 1]
• Choose the sample x(j) such that
j−1∑
i=1
w(i) < u ≤
j∑
i=1
w(i)
However, the resampling has a shortcoming. It causes sample impoverishment, so
reducing particle diversity (especially in case of small process noise). Namely, there
are many identical particles. In the literature, different solutions were proposed to
overcome this problem [24, 82].
Any formal justification for the PF is based on asymptotic results (i.e. an infinite
number of particles) [82, 83]. It is very difficult to prove any general result (such as
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accuracy of the representation) for a finite number of particles. Similarly, it is difficult
to make any provable statement about how many samples are necessary to correctly
represent a distribution. The required number N depends on at least three factors [82]:
1. The dimension of the state space n;
2. The overlap between the prior and the likelihood;
3. The number of time steps.
Considering the first factor, N is expected to rapidly increase with n. This dependency
is connected to the interdependency between the state vector’s components. In case of
independent components, N should not increase with the size of the state space.
Factors 2 and 3 are connected to the resampling step: in case of small overlap between
the prior and likelihood, only a few particles have a significant weight and will be
selected and duplicated. After a certain number of time steps, the number of different
particles could be inadequate to give a satisfactory representation of the probability
distribution. If there is no system noise, all of the particles will eventually collapse to
the same value: this is the particle filter’s black hole [24].
4.4.1 Particle Filter Algorithm
The particle filter can be summarized as follows, considering Eqs. (4.1)-(4.2) and as-
suming that {θk} and {νk} are known at every time step k. the pdf of the initial
state p(x0) is known, as well as {θk} and {νk} at every time step k. Sampling tech-
niques shown in Chap. 2 carry out a uniform sampling of the confidence region. The
importance distribution at the first time step is then a uniform distribution. For k ∈ N
1. Initialization at k = 0
• Generate N particles x(i)+0 on the basis of p(x0)
• Calculate the weights of the particles from the initial distribution p(x0)
• If necessary, normalize the weights w(i)0 = w
(i)
0
N∑
i
w
(i)
0
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2. At k ≥ 1, for i = 1, . . . , N
• Predict the particles through the process equation
x
(i)−
k = fk−1(x
(i)+
k−1 ,θk−1)
• Update the weights of the new particles by using newly-acquired measure-
ments
w
(i)
k = w
(i)
k−1p(yk | x(i)−k )
• Normalize the weights
w
(i)
k =
w
(i)
k
N∑
i
w
(i)
k
• Approximate the posterior density p(xk | Yk) by means of the weighted
particles 〈x(i)−k ;w(i)k 〉.
p(xk | Yk) ≈
N∑
i=1
w
(i)
k δ(xk − x(i)k )
• Generate a set of a posteriori particles x(i)+k from the estimate of p(xk | Yk).
This can be done using different methods, for example the rejection sampling
technique.
• Compute any desired statistical measure of the approximated pdf
• If necessary (due to degeneracy of the particles), resample
This algorithm implements a basic PF using SIR and provides samples distributed
according to the posterior pdf: we obtain a complete solution to the estimation problem.
4.5 Particle Swarm Optimization
As described in Sec. 4.4, the main implementation issue of the PF is the degeneracy of
the particles. This can often happen in OD, where propagated uncertainties are large,
whereas measurements are very accurate. Thus, the overlap between prior distribution
and likelihood is very small and weights of most particles are negligible. The resampling
step was suggested as solution, although it can make the filter inaccurate after a certain
number of time steps. Other possible solutions are:
4.5. Particle Swarm Optimization 85
• Increasing the number of particles. It is a brute-force approach that drasti-
cally increases the computational cost of the filter.
• Generating particles with high weight, for instance by using a population-
based optimizer. Such a filter requires computation of weights of these new par-
ticles at all previous time steps (see Eq. (4.10)).
This work focuses on the generation of particles with high posterior probability values
to solve the degeneracy problem. This can be done using a population-based optimizer,
such as the PSO.
4.5.1 Traditional Particle Swarm Optimizer
PSO [50] is a population-based stochastic optimization technique, inspired by the social
behaviour of bird flocking. The algorithm is initialized with a population {x(i)0 }Ni=1 (N
being the number of particles). Each particle x0 is assigned a fitness value computed by
a fitness function to be optimized, f(x
(i)
0 ). Also, particles have a velocity, so that they
can follow the optimal values. At every iteration, each particle is updated by following
two best values:
• The best state found by the particle itself, p(i),best
• The best state found so far by any particle in the population, gbest.
Then, at iteration (k − 1)st each particle updates its velocity and state using the fol-
lowing equations [50]
v
(i)
k = wk−1v
(i)
k−1 + c1r
1
k−1 (p
(i),best − x(i)k−1) + c2r2k−1 (gbest − x(i)k−1)
x
(i)
k = x
(i)
k−1 + v
(i)
k ∆t for i = 1, . . . , N
(4.12)
The parameters c1 and c2 are learning factors (usually c1 = c2 = 2), while r
1
k−1 and
r2k−1 are two uniformly distributed random numbers, r
1
k−1, r
2
k−1 ∈ [0, 1]. Finally, wk is
the inertial weight.
As the algorithm runs for longer (i.e. more iterations) the particles get closer to the
best solution, although the execution time increases. Hence, a trade-off is necessary.
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4.5.2 Multiobjective Particle Swarm Optimizer
Population-based optimizers can easily be modified to deal with a vector of objective
functions providing the entire set of Pareto optimal solutions [85]. Furthermore, par-
ticle swarm optimization seems particularly suitable for multi-objective optimization
because of the high speed of convergence that the algorithm presents for single-objective
optimization [86]. In a multi-objective optimization problem the objective function is
a M -dimensional vector
f(x) = (f1(x), f2(x), . . . , fM (x)) . (4.13)
In this frame, a criterion to compare vectors is necessary to identify the optimal solution
set. The Pareto dominance is a suitable criterion to serve this aim, enabling solutions
ranking [87].
The MOPSO implemented is based on the following algorithmic flow [88], where k
refers to the iteration:
1. Randomly initialize, within the search space, N particles x(i). Each personal best
solution is the particle itself, i.e. pi,bestk = x
(i). This step is only performed when
k = 1.
2. Evaluate the multi-objective function
y(i) = f(x(i)) for i = 1, . . . , N. (4.14)
3. When k > 1 update the personal best solution p
(i)best
k . The solutions are com-
pared using the Pareto dominance criterion. Thus, for each particle i, with
i = 1, . . . , N we have
p
(i),best
k =

x(i) if x(i) dominates p
(i),best
k−1
p
(i),best
k−1 if p
(i),best
k−1 dominates x
(i)
x(i) or p
(i),best
k−1 randomly if both not dominant
. (4.15)
4. Update global best list Gbest, which is the multi-objective analogue of the scalar
global best gbest and represents the entire set of non-dominated solutions. This
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list is updated by processing the subset of non-dominated solutions x(j) with
j = 1, . . . , N∗ ≤ N
• If x(j) is dominated by one of the solution belonging to the list, do not
updated the list
• If x(j) dominates one or more solutions belonging to the list, then add x(j)
to the Gbest list and delete the dominated solutions
• If x(j) neither dominates nor is dominated by any solution belonging to the
Gbest list, then simply add x(j) to the list
5. Update the global best solution gbest. Note that the gbest is univocally defined
for a scalar objective function, whereas it must be opportunely chosen from the
Gbest list in the multi-objective case. The selection of the gbest plays a key role in
obtaining a uniform set of Pareto optimal solutions. For this purpose a uniform
30 cells grid in the objective space is defined at each iteration and the number
of solutions belonging to each grid cell is calculated. Based on this number,
a roulette-wheel method is applied to promote the selection of gbest in a low
populated grid-cell.
6. Compute the new particles position by
x
(i)
k = x
(i)
k−1 + v
(i)
k ∆t for i = 1, . . . , N, (4.16)
in which v
(i)
k is the velocity of the i-th particle at the (k) iteration, given by
v
(i)
k = wkv
(i)
k−1 + c1r
1
k−1
x
(i)
k−1 − pi,bestk
∆t
+ c2r
2
k−1
x
(i)
k−1 − gbest
∆t
. (4.17)
7. Repeat 2-6 until the maximum number of iterations is reached.
As we will see in the following section, this multi-objective optimization algorithm can
be applied to the PF to help avoid the degeneracy of the filter.
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4.6 Particle Filter with Multiobjective Particle Swarm
Optimizer using Differential Algebra
The following section describes the DA-MOPSO-PF, an algorithm that implements
the PF applying DA techniques. At every time step the MOPSO is used to generate
particles with high prior probability p(xk | Yk−1) and likelihood p(yk | xk) values.
Thus, the number of particles with high posterior probability value is large enough to
avoid the degeneracy problem. As opposed to other works in literature where a scalar
function is optimized [49, 52, 51], the MOPSO optimizes a vector-valued function that
returns both likelihood and prior probability. The function minimized by the MOPSO
is then F =
 −p(yk | xk)−p(xk−1 | Yk−1)
. For the MOPSO to be more efficient, the algorithm
initially only minimizes the first component of F so that particles are compatible with
newly-acquired observations and the search area is small. Then, when the likelihood
is larger than a threshold TL, the algorithm looks for particles that minimize both
components of F .
Let yk be a m − dimensional vector. Assume independent observations yk,j , with
j = 1, . . .m, and Gaussian distribution. The likelihood can be expressed as
p(yk | xk) =
m∏
j=1
p(yk,j | xk),
p(yk,j | xk) = 1
σj
√
2pi
exp(−1
2
[
yobsk,j − ycomk,j
σj
]2),
(4.18)
where yobsk are actual observations, while y
com
k are computed observations, according
to a particular state vector (a particle). Then,
p(yk | xk) = 1
(
√
2pi)m
m∏
j=1
σj
exp(−1
2
m∑
j=1
[
yobsk (j)− ycomk (j)
σj
]2). (4.19)
At time step k we can define a scalar function
Jk =
m∑
j=1
[
yobsk,j (j)− ycomk,j (j)
σj
]2. (4.20)
Hence, the likelihood is
p(yk | xk) = 1
(
√
2pi)m
m∏
j=1
σj
exp(−1
2
Jk). (4.21)
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In contrast, the prior depends on previous observations. At time step k = 1, the
expression 2.38 can be used. After running the MOPSO, a Gaussian mixture (GM)
can be fitted to the resulting particles, which approximates the posterior p(x1 | Y1).
When k > 1 the GM of the previous time step can be used the compute the prior
probability p(xk | Yk−1) ∝ p(xk−1 | Yk−1).
The DA-MOPSO-PF can be summarised as follows. At the previous time step tk−1
particles {xk−1}, distributed according to p(xk−1 | Yk−1), were found. When new
observations are acquired at tk,
1. Evaluate propagation from tk−1 to tk in DA framework, obtaining the polyno-
mial expressions of the vector-valued function fk(xk−1), Tfk , such that x(i)k =
Tfk(x(i)k−1). ADS techniques are employed to guarantee accuracy.
2. Evaluate the function Jk(xk−1) in DA framework, exploiting ADS techniques to
ensure accuracy of the polynomial expression and obtaining TJk(xk−1).
3. Run the MOPSO as described above with {xk−1} as initial population, obtaining
a set of particles with a low value of either component of F .
4. Retain from the MOPSO final population only those particles compatible with
new observations. For this purpose, compute the likelihood of every particle ac-
cording to Eq. 4.21, where Jk(xk−1) = TJk(xk−1). Only particles whose Jk(xk−1)
is smaller than a threshold TJ are kept. As every acquired observation comprised
right ascension and declination, Jk is distributed as a Chi-squared with 2 degrees
of freedom. Then, TJ = qχ2(2, α) where 100(1− α)% is the confidence level.
5. Propagate {xk−1} through Tfk , obtaining {xk}
6. Fit a GM to the particles x
(i)
k , which approximates the posterior density p(xk |
Yk). Compute any desired statistics of p(xk | Yk).
7. Generate a number of particles from the GM defined at the previous step. These
particles replace {xk−1}.
The DA-MOPSO-PF has a high computational cost, which makes it worth it only when
statistics become non Gaussian. The algorithm is then recommended when the initial
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uncertainty is large and/or the interval between each measurement is wide. Hence, it
could be used when transitioning from IOD to AOE.
4.7 Results Analysis
The algorithm was tested with the same objects in GEO as in Chapter 3. Data were
obtained by adding white noise  with precision σ = 0.5 arcsec to simulated optical
observations. Thus,  ∼ N (0, σ2). The initial solution and uncertainty were computed
by applying the LS method to a batch of 8 observations. This region was such as to
ensure a confidence level of 99.9%. Samples from this region were obtained as described
in Chapter 2. At every time step, the MOPSO was run for 30 iterations. The algo-
rithm was implemented with TJ = 41.4. Particles with Jk larger than this value were
discarded. The number of components of the GM was chosen by using the MATLAB
evalclusters. Then, 1000 particles were generated according to the computed statistics
and used as initial particles in the subsequent time step. Two different scenarios were
analyzed. In the first one, which will be referred to as scenario A, the observations of
the initial track were 2 minutes apart and follow-up observations were then acquired
after 3, 24, 48 and 72 hours. In the second scenario, referred to as scenario B, observa-
tions of the initial track were 60 seconds apart and the follow-up observations acquired
after 1, 3 and 6 hours.
4.7.1 Performance and parameters tuning
The performance of the algorithm was assessed in terms of errors in position and ve-
locity. In Fig. 4.2 the filter’s solution is compared against the true orbit, with the
object 25516 in scenario A and the object 36830 in scenario B. The mean value of all
particles is assumed as filter’s solution. The algorithm proved to converge, with the
filter’s solution getting closer to the true solution with each time step. Fig. 4.3 shows
the mean error of the filter’s solution in a batch of 10 simulations for each scenario, and
confirms that both position and velocity errors decrease when acquiring new observa-
tions. In scenario A the error was approximately constant after the second time step,
with further observations not improving the solution estimated by the algorithm.
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Figure 4.2: DA-MOPSO-PF solution compared against the true solution. The mean
value of all particles is assumed as filter’s solution.
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Figure 4.3: DA-MOPSO-PF average error in position and velocity in logarithmic scale
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Figs. 4.4 - 4.15 show the evolution of particles over the time steps, as well as the
effect of discarding particles with low likelihood. Particles are plotted on the plane
likelihood-prior and in MEE. As shown in Figs. 4.4(a) and 4.5(a), at the first two
time steps of scenario A particles with significant likelihood values have approximately
constant prior probability values. This is due to the fact that likelihood distribution is
narrow compared to prior distribution. Conversely, most of particles with significant
prior probability values have negligible likelihood values. Although being spread over a
smaller region, the retained population enclosed, or was very close to, the true solution.
The low prior probability of the true solution in Fig. 4.5 is thought to be due to
non-optimum selection of GM parameters. Investigating the most appropriate GM is
expected to address this issue. In addition, the chosen coordinates could also play a
role in it. Although results are plotted in MEE, the algorithm was implemented with
cartesian coordinates as this proved to be a more convenient choice in the description
of the uncertainty region (see Chapter 2). However, plots show how particles are quite
regularly distributed on MEE planes and this suggests using these elements also in the
implementation. A hybrid algorithm, which uses cartesian coordinates to represent the
initial uncertainty and then switches to MEE in the sequential estimation is a viable
option and is left for future investigation.
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(a) MOPSO population (b) Retained population
Figure 4.4: MOPSO and retained population for object 25516 at time step 1 in scenario
A, on the plane prior probability-likelihood. The red cross is the true solution. The
colour map shows the value of the normalized posterior.
(a) MOPSO population (b) Retained population
Figure 4.5: MOPSO and retained population for object 25516 at time step 2 in scenario
A, on the plane prior probability-likelihood. The red cross is the true solution. The
colour map shows the value of the normalized posterior.
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(a) MOPSO population (b) Retained population
Figure 4.6: MOPSO and retained population for object 25516 at time step 3 in scenario
A, on the plane prior probability-likelihood. The red cross is the true solution. The
colour map shows the value of the normalized posterior.
(a) MOPSO population (b) Retained population
Figure 4.7: MOPSO and retained population for object 25516 at time step 4 in scenario
A, on the plane prior probability-likelihood. The red cross is the true solution. The
colour map shows the value of the normalized posterior.
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(e) MOPSO population (f) Retained population
Figure 4.8: MOPSO and retained population in MEE for object 25516 at time step 1
in scenario A. The red cross is the true solution. The colour map shows the value of
the normalized posterior.
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(e) MOPSO population (f) Retained population
Figure 4.9: MOPSO and retained population in MEE for object 25516 at time step 2
in scenario A. The red cross is the true solution. The colour map shows the value of
the normalized posterior.
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(e) MOPSO population (f) Retained population
Figure 4.10: MOPSO and retained population in MEE for object 25516 at time step 3
in scenario A. The red cross is the true solution. The colour map shows the value of
the normalized posterior.
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(e) MOPSO population (f) Retained population
Figure 4.11: MOPSO and retained population in MEE for object 25516 at time step 4
in scenario A. The red cross is the true solution. The colour map shows the value of
the normalized posterior.
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(a) Time step 1
(b) Time step 2
(c) Time step 3
Figure 4.12: MOPSO (on the left) and retained population (on the right) for object
37381 in scenario B, on the plane prior probability-likelihood. The red cross is the true
solution. The colour map shows the value of the normalized posterior.
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(e) MOPSO population (f) Retained population
Figure 4.13: MOPSO and retained population in MEE for object 37381 at time step 1
in scenario B. The red cross is the true solution. The colour map shows the value of
the normalized posterior.
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(e) MOPSO population (f) Retained population
Figure 4.14: MOPSO and retained population in MEE for object 37381 at time step 2
in scenario B. The red cross is the true solution. The colour map shows the value of
the normalized posterior.
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(e) MOPSO population (f) Retained population
Figure 4.15: MOPSO and retained population in MEE for object 37381 at time step 3
in scenario B. The red cross is the true solution. The colour map shows the value of
the normalized posterior.
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Figure 4.16: Retained particles over the pruned domain, for object 36830 in scenario
B.
Particles tended to move away from regions with high prior probability if not compatible
with the new observations. This behaviour is similar to what was discussed in Chapter
3, where portions of the initial uncertainty were discarded. Fig. 4.16 compares the
results of AUP and DA-MOPSO-PF algorithms over the 3 time steps of the common
scenario B. While the former is assessed in terms of retained subdomains, the latter is
analyzed in terms of retained particles after running the MOPSO. For this purpose,
the retained particles were plotted over the pruned uncertainty region. At every time
step, all particles were inside the retained region, showing compatibility between the
two approaches. At the first two time steps, every retained box contained a number
of particles. In contrast, at the last time step the particles spread over a small region
which only lied in one of the retained boxes.
As new observations were acquired, the region containing the samples generally shrank,
moving the algorithm’s solution closer to the true solution. However, when the region
becomes too small, the algorithm may fail because the optimizer does not find particles
compatible with subsequent observations. The failure rate was around 30%. When
these conditions apply a classical filtering technique would be more convenient, because
it would both reduce the computational cost and prevent the failure. In scenario A
the uncertainty region after two follow-up observations was so small that any new
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observation did not improve the solution estimate, as shown in Figs. 4.10 and 4.11. A
classical filtering technique should then be used to improve performances and efficiency
of the filter.
Finally, it is worth noting that at the first time step of scenario A the true solution
was not included among the retained samples. This was due to the fact that there were
samples with the same likelihood but higher prior probability, as well as samples with
both higher likelihood and prior probability. Hence, the optimizer made particles move
to a region that did not contain the true solution. However, with further follow-up
observations, the MOPSO moved the particles such as to include the true solution.
The algorithm was implemented using a few parameters that required tuning. The main
one was TJ , the threshold to retain/discard MOPSO particles. The results described
above were produced using TJ = 41.4. A larger TJ (i.e., more particles are retained)
leads to a larger region. The risk is twofold: the solution could be inaccurate and the
region could become huge after propagating the particles. In contrast, with a smaller
TJ the region in which particles gather is smaller. In case of an outlying observation,
this small region can be relatively far from the true solution. As this becomes the search
region of the MOPSO at the subsequent time step, the risk is that particles get stuck
in this small region and cannot move accordingly to new observations. This situation is
depicted in Figs. 4.17-4.18, where TJ = 13.8 was used. The acquired observation of the
object 37381 in scenario A was an outlier and the likelihood of the true solution very
low. The retained particles, and hence the search region at the following time step, did
not include the true solution. Thus, the algorithm failed. It could not find any particle
in that region with high likelihood value.
The number of iterations of the MOPSO and the number of particles that are generated
at every iteration affect the accuracy of the posterior probability approximation. More
iterations and particles make the computational cost higher, while fewer iterations and
particles lead to less accurate results. In particular, a large number of particles slows
down both the MOPSO execution and the retaining/discarding decision, even though
DA techniques help alleviate the computational cost of the DA-MOPSO-PF. In this
work the MOPSO was run for 30 iterations, which proved to be a good trade-off. Figs.
4.19 and 4.20 compare retained particles and Pareto front when the MOPSO was run
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with either 3000 particles and 80 iterations or 100 particles and 20 iterations. Both
simulations were run with the object 37816 in scenario B. With more particles and
iterations the MOPSO succeeded in finding samples with higher posterior probability,
as shown in Fig. 4.19. The discrete approximation of the posterior probability was then
more accurate, although the computational cost of the algorithm was indeed higher.
Fig. 4.20 illustrates that also the Pareto front was affected by these parameters. In
case of fewer iterations and particles, the Pareto front only comprised a few particles,
whose posterior probability values were smaller than the case with more particles and
iterations. Although this may not affect the filter point-solution, the resulting posterior
probability could be not properly described, especially in case of non Gaussianity.
Furthermore, with too few particles the risk of failure of the algorithm is higher, because
at subsequent time steps regions with high likelihood may not be investigated by the
MOPSO.
(a) MOPSO population (b) Retained population
Figure 4.17: MOPSO and retained population on the plane likelihood-prior for object
37381 in scenario A with an outlier as first follow-up observation. The red cross is the
true solution. The colour map shows the value of the normalized posterior.
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(e) MOPSO population (f) Retained population
Figure 4.18: MOPSO and retained population in MEE for object 37381 in scenario A
with an outlier as first follow-up observation. The red cross is the true solution. The
colour map shows the value of the normalized posterior.
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(a) MOPSO with 3000 particles and 80 itera-
tions
(b) MOPSO with 100 particles and 20 iterations
Figure 4.19: Prior probability and likelihood of the retained particles, for object 37816
in scenario B. The colormap shows the value of the normalized posterior probability.
(a) MOPSO with 3000 particles and 80 itera-
tions
(b) MOPSO with 100 particles and 20 iterations
Figure 4.20: Prior probability and likelihood of the Pareto front, for object 37816 in
scenario B. The colormap shows the value of the normalized posterior probability.
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As an estimate of the computational cost of the algorithm, the MOPSO was run with
100 and 3000 particles. In the case of 100 particles, the algorithm took 5 seconds when
running for 20 iteration, 12 seconds when running for 50 iterations and 20 seconds when
running for 80 iterations. On the other hand, the effect of the number of particles was
nonlinear. In the case of 3000 particles, the algorithm took 25 minutes when running for
20 iterations, around 1 hour when running for 50 iterations and more than 90 minutes
when running for 80 iterations. All simulations were run on a Windows laptop with a
2.70 GHz Intel i7-7500 processor and 8 GB memory.
————————————————————————
Chapter 5
Conclusions
The aim of this thesis was to devise algorithms for OD of objects observed on short arcs,
suited for both IOD of new objects and AOE when reobserving the same object. This
was achieved by combining estimation methods with DA to accurately determine and
analyse the solution orbit and its uncertainty. This uncertainty was then reduced by
associating more observations belonging to the same objects. Finally, the uncertainty
set was used to initialize a sequential filter to update the OD solution when acquiring
new observations. In this chapter, the main conclusions of the thesis are summarised
and the plans for future work are discussed.
5.1 Conclusions
In Chapter 2 the OD problem was investigated when optical observations are taken on
observation arcs that are long enough to solve a LS problem, but too short to accu-
rately determine the orbit. After formulating a classical LS problem, an arbitrary-order
solver was implemented (referred to as DALS solver). In doing so, the approximation
of classical differential correction methods were avoided. The formulation of a LS prob-
lem and its solution via the DALS improved on average the available IOD solution.
Thus, including all acquired observations in the OD process turned out to be useful
even on short arcs. Nonlinear methods in the representation of the confidence region
of the LS solution have then been introduced. DA techniques allowed us to retain
high-order terms in the polynomial approximation of the target function. These terms
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are typically neglected by linearized theories, but they can be relevant for the accurate
description of the confidence region of orbits determined with short arcs. To this aim,
four algorithms based on DA techniques have been introduced, which nonlinearly de-
scribe the confidence region. The first one is a DA-based implementation of the LOV.
DA was used to effectively solve the set of nonlinear equations required to capture the
departure of the LOV from the axis of the 2nd-order ellipsoid. In this algorithm the
polynomial approximation of the target function is recomputed only when necessary,
based on accuracy requirements. The concept of LOV was then extended to two dimen-
sions, introducing the GES. Another approach combined the LOV with a high-order
polynomial to obtain a 2-dimensional sampling without the computational cost of the
GES. Finally, a method was proposed to fully enclose the n-dimensional uncertainty
set and accurately represent the target function over it by using ADS. By means of
these methods it was shown that the wide-spread 2nd-order approximation could lead
to errors of up to 1000 km. A high-order analysis proved then to be necessary in case
accurate results are required.
As high-order computations require extra computational cost, an index has been in-
troduced, which guides the choice between 2nd-order and high-order representation of
the uncertainty set. Through this index, it was shown that the effect of nonlineari-
ties decreases significantly for longer observational arc and that Cartesian coordinates
are a better choice than MEE. An additional index was introduced to determine the
dimensionality of the uncertainty set based on the along-track dispersion associated
with the uncertainties in the determination of the orbit semi-major axis. This choice is
strongly connected with the possibility of acquiring follow-up observations. The anal-
ysis of the dimensionality index demonstrated that a 2-dimensional representation of
the uncertainty region can be sufficiently accurate, depending on the telescope prop-
erties and the adopted observation strategy. With longer arcs, the uncertainty region
could even be approximated as a monodimensional set, in particular when MEE are
used. The proposed methods come at the cost of intensive computations and the loss
of a closed-form representation of the state statistics. However, the accuracy gained
by the retention of nonlinear terms may play a key role in the development of reliable
tools for observations correlation and for the initialization of nonlinear state estimation
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techniques, such as a PF.
The above mentioned uncertainty region was in general very large, due to short ob-
servation arc. This region could be reduced by acquiring and associating observations
belonging to the same object. Chapter 3 focused on the data association problem in
which at least one track is determined on a short arc and the GES, the bidimensional
extension of the LOV, was used to estimate its uncertainty. This region was then non-
linearly propagated with Keplerian dynamics to the time of new observations. A target
function was then computed over the uncertainty region. This function depended on the
type of acquired observations: cases with single observations, tracklets and whole tracks
were analyzed. Taking advantage of ADS techniques, the uncertainty domain was split
into sub-domains to ensure an accurate representation of the target function. In each
sub-domain, the minimum of the target function was computed, so that sub-domains
incompatible with the new observations were pruned away. This computation involved,
when necessary, more than one step: polynomial bounder, 2D optimization and 4D op-
timization. All steps contributed to the pruning process, with different computational
costs and accuracy levels. The polynomial bounder cut away most of the uncertainty
region, but it was not accurate enough to discard uncorrelated objects, indeed the last
1% of the domain was discarded by the two optimizations. These optimizations only
took around 1% of the computation time, but could accurately discriminate between
correlated and uncorrelated objects, with very low rates of false positive and negative.
In particular, the 4D optimization prevented us from tuning the threshold of the target
function used to determine whether observations were correlated. It was proved that
the covariance-based track-to-track association method suggested in literature required
case-dependent tuning of the threshold to ensure optimal values of false positive and
false negative rates. However, despite the tuning, the false rates were between 10% and
15%, while the proposed algorithm led to nearly 0 falses. With short follow-up intervals,
the target function computed with a tracklet or a track proved to discard uncorrelated
observations more accurately than the single observation scenario. The resulting false
positive rates were indeed much lower. Finally, in case of longer time separations and
correlated objects, the overall percentage of pruned domain was in general larger.
In Chapter 4 a sequential filtering technique was developed, which updates the esti-
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mate of the state when new measurements are available. This filter was initialized
using the nonlinear description of the LS confidence region. A variant of the PF, the
DA-MOPSO-PF, was implemented to represent the full pdf without resorting to a fixed
functional form (e.g. without assuming Gaussian distribution like in Kalman filters).
DA techniques were used to substitute particle propagation with polynomial evalua-
tion, so alleviating the computational cost of the PF. In addition, a population-based
optimizer, the MOPSO, was included in the algorithm to prevent the degeneracy of
the PF. While other works in literature aim to maximize only the probability of the
last observation, the MOPSO took into account also previous observations and aimed
to maximize the joint probability. The high-order description of the confidence region
of the LS solution was used to initialize the DA-MOPSO-PF. Scenarios with no pro-
cess noise were simulated, so that the problem of degeneracy was more pressing. The
algorithm proved to converge: the error of the estimated solution with respect to the
true solution decreased over the iterations. Hence, acquiring further observations did
improve the accuracy of the estimate. The MOPSO moved the particles towards re-
gions with either large prior probability or likelihood and then only particles compatible
with new observations were retained. The region containing the particles reduced and
the resulting solution was more accurate, with particles gathering where the posterior
probability was larger.
The algorithms developed in this work could be effectively used in the context of SST.
The first step is the realistic description of the uncertainty associated with a track
solution. The algorithms described in Chapter 2 serve this aim, with a nonlinear char-
acterization of the confidence region.
The accurate description of the uncertainty is an essential requirement for the follow-
ing step, that is a reliable observations association. The goal is to associate as many
observations of the same object as possible, so that the AOE can be run. The AUP
algorithm allows us to associate observations with very low rates of false positives and
false negatives. In addition, no threshold tuning is required. This makes this technique
very flexible to be used in different orbital regimes and with different observational
conditions.
Alternatively, if the orbital parameters need to be updated at subsequent epochs and
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sequential estimation is then chosen, a PF can be implemented. This choice is particu-
larly convenient in the case of large nonlinearities and high-accuracy requirements. A
variant of the PF was proposed to overcome or at least alleviate the main issues of such
a filter, namely the high computational cost and the degeneracy of the filter.
5.2 Future work
Chapter 2 was devoted to characterize the confidence region of the LS solution with a
nonlinear analysis. The non Gaussianity of the state was however only due to the effect
of nonlinearities in the mapping between observations and state, with measurement
noise assumed Gaussian. It would be interesting to develop a full nonlinear mapping
between sensor noise and object state, which would allow us to consider measurement
noise with arbitrary statistics.
The uncertainty region was studied with different numbers of observations and ob-
servation separations, as well as different coordinates. It was then shown how these
parameters affect the uncertainty description. Another parameter that deserves a deep
insight and is left for future studies is the observation accuracy, which is likely to show a
sort of coupled behaviour with observations separation. This dependency was described
in [58] in the case of TSA.
Throughout this work Keplerian dynamics has been used both for the uncertainty
propagation and for the simulation of observations. To improve the applicability of the
developed algorithms, unmodeled perturbations and real measurement errors need to
be taken into account, analysing the effects of real observations and perturbed dynam-
ics. In case of the association problem addressed in Chapter 3, the investigation can
be extended to the influence that the mismodellings have on the two-dimensional defi-
nition of the residual function and the role of the 4D orthogonal correction to recover
correlation. In addition, a more detailed overview on the algorithm performances could
be obtained by examining sensitivity of the correlation rates on observation accuracy,
as well as how these rates are affected by different orbital regimes.
Although exploiting DA techniques, the DA-MOPSO-PF algorithm still has a high
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computational cost, which is mainly due to the execution of the MOPSO. Thus, the
DA-MOPSO-PF is worth the effort only when statistics cannot be assumed to be Gaus-
sian. Hence, a switch mechanism between a classical Gaussian filter (e.g., a variant of
the Kalman filter) and the DA-MOPSO-PF can be devised, so that the latter is run
only when necessary. Furthermore, switching to a classical filtering technique when the
uncertainty region is very small could prevent the DA-MOPSO-PF failure.
The DA-MOPSO-PF either retained or discarded particles according to their likelihood
value. The same process could be carried out using the posterior probability or the
prior probability as discriminator. Effects of these approaches should be investigated
to improve performances of the algorithm. The algorithm could be made more efficient
by analyzing how parameters such as coordinates, number of iterations and particles,
and threshold TJ affect both results and computational time. A trade-off study could
be carried out to determine the most convenient setting in established scenarios.
Acronyms
AD arbitrary direction
ADS automatic domain splitting
AOE accurate orbit estimation
AUP Association and Uncertainty Pruning
DA differential algebra
DACE Differential Algebra Computational Engine
DALS differential algebra least squares
DA-MOPSO-PF differential algebra multiobjective particle swarm optimizer
particle filter
DSTL Defence Science and Technology Laboratory
ECI Earth-centered inertial
EKF extended Kalman filter
ESA European Space Agency
GE gradient extremal
GEO geostationary Earth orbit
GES gradient extremal surface
GM Gaussian mixture
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GTO geostationary transfer orbit
HEO highly elliptical orbit
IOD initial orbit determination
IS importance sampling
KF Kalman filter
LEO low Earth orbit
LOV line of variation
LS least squares
MEE modified equinoctial elements
MOPSO multiobjective particle swarm optimizer
NASA National Aeronautics and Space Administration
OD orbit determination
OGS optical ground station
OS orbit set
OTTA Observation-To-Track Association
pdf probability density function
PF particle filter
PSO particle swarm optimization
RSO resident space object
SD space debris
SIR sequential importance resampling
SIS sequential importance sampling
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SSA space situational awareness
SSN space surveillance network
SST space surveillance and tracking
TFRM telescope Fabra ROA Montsec
TPS truncated power series
TSA too short arc
TTTA Track-To-Track Association
UCT uncorrelated track
UKF unscented Kalman filter
VD virtual debris
VO virtual observatory
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Appendix A
Test objects
Data of the objects used in the simulations are reported in Tab. A.1
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Table A.1: Orbital parameters of the objects used to test the algorithm
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