Introduction {#Sec1}
============

By 2050, the global demand for agricultural goods is expected to grow sharply, driven by the projected demands from an expanding world population, dietary shifts, and increasing biofuel consumption^[@CR1]--[@CR3]^. At the same time, there are several major obstacles to boosting crop yields, including a decrease in the area of arable land per person^[@CR4]^, and variability in global climate. Creating a resilient agricultural system requires the incorporation of preparedness measures against weather-related events that can trigger disruptive risks such as droughts.

The use of climate information with long-lead times, such as the seasonal predictions of the El Niño Southern Oscillation (ENSO), has allowed farmers to anticipate risks and to improve their management in several parts of the world^[@CR5]--[@CR10]^. ENSO influences global agriculture in several ways, including through changes in hydro-meteorological extremes^[@CR11]--[@CR16]^ and climate extremes^[@CR17]--[@CR20]^, which directly or indirectly impact crop yield, production and prices^[@CR7],[@CR21]--[@CR23]^. However, ENSO only slightly modulates the European climate^[@CR24],[@CR25]^, where the interannual anomalies in common atmospheric variables such as temperature and precipitation are driven mostly by other atmospheric oscillations^[@CR11]^. For instance, the North Atlantic Oscillation (NAO), the East Atlantic/West Russian pattern (EA/WR) and the East Atlantic Pattern (EA) are known to be related with precipitation patterns in Europe, especially in the Iberian Peninsula^[@CR11],[@CR26]--[@CR31]^, and the Scandinavian Pattern (SCA) influences rainfall in north-eastern Europe^[@CR32]^.

Whilst several studies have found connections between these indices of climate variability and common atmospheric variables, few have addressed the role of large-scale atmospheric oscillations on the variability of agricultural production, especially at the pan-European level. Initial studies^[@CR33],[@CR34]^ investigating the relationship between modes of climate variability and winter wheat anomalies concluded that NAO and EA patterns are strong indicators of yearly wheat deviations, and other studies found significant connection between major European crops and indices of large-scale climate variability^[@CR35]--[@CR39]^.

Agricultural producers make decisions regularly throughout the year, including tactical ones (actions to be taken within weeks or months) and strategic ones (actions to be taken within future seasons or years)^[@CR6],[@CR40]^. Introducing climate forecasting into producer management depends on the availability of relevant information during the decision-making process, which requires an understanding of the relationship between European climate variability and crop production at several lead times (LD)^[@CR6],[@CR41]--[@CR43]^. To the best of our knowledge, there is no climate-based decision model that uses indices of atmospheric oscillation to predict agricultural production risks in Europe at different lead times.

In this paper, we develop such a model for multiple time-scales by exploring the relationship between large-scale indices of climate variability and anomalies in sugar beet production. Therefore, we aim at identifying those regions where a robust model can be established based on the indices of atmospheric oscillation investigated. For this, we applied a supervised Machine Learning decision tree-based algorithm^[@CR44]^, using predictors (in this case the ENSO, NAO, SCA, EA and EA/WR) recorded within the growing season to establish a prediction between high and low values of the predictands (sugar beet production). Based on the accuracy and predictive skill of the model, we also discuss how this information potentially improves the management of the agricultural sector by combining the findings with a seasonal forecasting system of crop production.

Results {#Sec2}
=======

General performance of the FFT models {#Sec3}
-------------------------------------

In this section, we analyse the performance of the Fast-and-Frugal Trees (FFT) in predicting high/low sugar beet production events. The best performing indices of climate variability for each NUTS2 (Nomenclature of territorial units for statistics) region are shown in the supplementary material (Table [S1](#MOESM1){ref-type="media"}.1--[S1.6](#MOESM1){ref-type="media"} and Fig. [S2](#MOESM1){ref-type="media"}).

In total, the cross-validated FFT models distinguished between sugar beet high/low production events in 160 out of 207 NUTS2 regions, covering nearly 77% of investigated areas (Fig. [1G](#Fig1){ref-type="fig"}); 81% of the mean annual sugar beet production is harvested in these regions (Fig. [2](#Fig2){ref-type="fig"}). An overview of the mean sugar beet production in all NUTS2 regions investigated is available in Fig. [S3](#MOESM1){ref-type="media"}. In some locations, the FFT models have skill to predict high/low production for more than one LD, and already at LD6 (March) before the start of the sugar beet harvesting season.Figure 1Regions where the FFT models have predictive skill (Area Under the Curve index or AUC \> 0.7): (**A**) six months (March) to (**F**) one month (August) before the beginning of the harvesting season. In (**G**) the maps were overlaid in descending order from longest to shortest lead time. Regions without predictive skill (AUC \< 0.7) are shown in grey. Field significance of the results was assessed using the binomial distribution and found to be highly significant (P \< 0.001). Lead times that were found to be significant only due to bootstrapping (P \< 0.1) are indicated with an asterisk.Figure 2Standard deviation of the mean sugar beet production in NUTS2 regions where the FFT models have predictive skill (AUC \> 0.7) in all lead times.

### Predicting sugar beet high/low production events {#Sec4}

In March and April, six (LD6) and five (LD5) months before sugar beet harvesting in Europe respectively, we found that the FFT models have predictive skill in a total of 79 out of 207 NUTS2 regions, with an Area Under the Curve (AUC) index ranging from 0.70 to 1.00 (Supplementary Table [S1.1](#MOESM1){ref-type="media"} and [S1.2](#MOESM1){ref-type="media"}). Western and eastern Europe have the highest number of NUTS2 regions with AUC \> 0.7. In 56% and 55% of the NUTS2 regions located in western and eastern Europe respectively, significant predictions (P \< 0. 1) are already observed in these lead times. For LD6 and LD5, the overall balanced accuracy (BACC), which represents the skill of the FFT in correctly predicting high/low production events, is on average, 79% for both lead times. Approximately 44% of the mean annual sugar beet is produced in these 79 NUTS2 regions. The Hit Rate (HR), thus the probability of a predicting a true low sugar beet production event in these regions is, on average, 74% and 84% at LD6 and LD5, respectively. The spatial distribution of the HR, False Alarm Rate (FAR) and Positive Predictive Value (PPV) are shown in Fig. [3](#Fig3){ref-type="fig"}. The HR values are especially high (above 90%) in central Europe, particularly over large areas in Germany. On average, the probability of predicting a false low sugar beet production event (FAR) is 17% and 26% at LD6 and LD5, respectively. The probability of a true low production (hereafter referred to as PPV) over all low production events predictions represents the trade-off between HR and FAR. PPV values are, on average, 90% and 83% at LD6 and LD5, respectively. In Fig. [4](#Fig4){ref-type="fig"}, the results are presented for predicting high sugar beet production events. We found that the probability of predicting a true high sugar beet production event in these regions (defined as Correct Rejection Rate or CR) is, on average, 83% and 74% at LD6 and LD5 respectively (Fig. [4A,B](#Fig4){ref-type="fig"}). The probability of predicting a false high sugar beet production event (defined as Miss Rate or MS) is, on average, 26% and 16% at LD6 and LD5, respectively. The average Negative Predictive Value (NPV), which represents the probability of a true high production (CR) over all high production events predictions, is 74% and 81% at LD6 and LD5 respectively. In the supplementary material Fig. [S2](#MOESM1){ref-type="media"}, we display the respective large-scale indices of climate variability that were used by the FFT models as a predictor of high/low production events; results are shown for areas with significant predictive skill (AUC \> 0.7 and P \< 0. 1). In March and April, during the early growing stages of sowing and emergence, sugar beet is sensitive to water deficits and frost, and winter and early spring weather conditions in Europe are strongly associated with EAWR, NAO and EA^[@CR11],[@CR25],[@CR35],[@CR45],[@CR46]^. Relationships between sugar beet production and mean EAWR, EA and NAO from January to March, and mean EA and NAO from February to April were found in this study, and also by others when assessing the relationship between these atmospheric oscillations and other crop types, productivity and vegetation dynamics^[@CR35],[@CR47]--[@CR49]^. In addition, we observed that in most of the regions, multiple indices of atmospheric oscillations were used simultaneously as a predictor of sugar beet production instead of a single index (Figs [S2](#MOESM1){ref-type="media"}, [S4](#MOESM1){ref-type="media"}). We observed that winter and early spring NAO influences summer crop production in large areas in Europe, especially in Germany (LD5), as previously found by others^[@CR35],[@CR50]^, where positive NAO in January and February drives more intense precipitation in northern and north western Europe and the opposite in the south of the continent^[@CR11],[@CR25]^, which might affect the early growing season. However, we neither find a north-south dipole impact of the NAO at these lead times, as often is observed for rainfall, nor a large influence of NAO in southern Europe, as found by others^[@CR48],[@CR51]^. Other important predictors of sugar beet high/low production events are EA and EA/WR patterns, especially in regions in western and eastern Europe. Since precipitation and temperature variability in Europe are more strongly modulated by winter and spring oscillation regimes, the relevance of winter and spring atmospheric oscillations may be twofold: (a) winters and early spring modes of climate variability provide soil moisture for crop development in summer, as also suggested by others^[@CR50],[@CR52],[@CR53]^; (b) winter and spring weather conditions affect sowing and early growing stage, as found by previous research^[@CR35],[@CR54]^.Figure 3Performance metrics for predicting low production sugar beet events for areas with AUC \> 0.7 at six lead times (**A** to **F**). Hit Rate (HR) is the probability of low production occurrences that were correctly predicted; Positive Predictive Value (PPV) index represents the probability of FFT to detect true low production sugar beet events over all low production (including False Alarms); False Alarm Rate (FAR) is the probability of a false low production occurrence. Regions without predictive skill (AUC \< 0.7) are shown in grey. The FAR is cut off at \<40% because in more than 90% of the NUTS2 regions the results are below this threshold.Figure 4Display of standard classification statistics for predicting high production sugar beet events for areas with AUC \> 0.7 at six lead times (**A** to **F**). Correct Rejection Rate (CR) shows the probability of high production occurrences that were correctly predicted; Negative Predictive Value (NPV) index represents the probability of the FFT detecting a true high production sugar beet event over all high production (including Misses); Miss Rate (MS) is the probability of a false high production occurrence. Regions without predictive skill (AUC \< 0.7) are shown in grey. The MS is a cut off at \<40% because in more than 90% of the NUTS2 regions the results are below this threshold.

In May and June, four and three months before the start of the sugar beet harvesting season, the FFT models have predictive skill in a total of 92 out of 207 NUTS2 regions, as displayed in Fig. [1C, D](#Fig1){ref-type="fig"}. Within the investigated areas, approximately 47% of the mean annual sugar beet is produced in these 92 NUTS2 regions. Comparing all lead times investigated, LD3 was found to be the one with the most regions with predictive skill (74 out of 207). In May and June, western and northern Europe have the highest number of NUTS2 regions with AUC \> 0.7. In 54% and 67% of the NUTS2 located in western and northern Europe respectively, significant predictions (P \< 0. 1) are found in these lead times. In addition to LD6 and LD5, the FFT models extend the predictive skill to some western and southern European regions and the United Kingdom. The AUC index ranges from 0.70 to 1.00 (Supplementary Table [S1.3](#MOESM1){ref-type="media"} and [S1.4](#MOESM1){ref-type="media"}). On average, the mean BACC is 78% (LD4) and 83% (LD3). In these areas, HR, PPV and FAR are, on average, 78%, 86% and 22% (LD4) and 89%, 82% and 27% (LD3) respectively. The CR and NPV are, on average, 78% and 74% (LD4), and 72% and 88% (LD3) respectively. The mean MS at LD4 and LD3 is 22% and 11% respectively (Fig. [4C,D](#Fig4){ref-type="fig"}). In June, sugar beet root has reached its vegetative growth, and beet leaves are subjected to both heat and water stress^[@CR55]^. FFT models primarily used EA/WR and ENSO averages from spring and late spring (Fig. [S2](#MOESM1){ref-type="media"} LD3) as the main predictors of sugar beet production in western and eastern Europe. These indices have also been found to have links with maize grain and wheat yield in other studies^[@CR7],[@CR35]^. Spring/late spring weather in Europe are associated with a range of atmospheric oscillations including EA/WR and EA^[@CR56]^, and less influenced by NAO^[@CR11]^. The EA/WR pattern influences mainly western and eastern Europe, where a positive (negative) EA/WR phase is related to high temperature anomalies^[@CR35]^ and drier (wetter) conditions. ENSO was previously found to have significant associations with changes in precipitation in spring, especially over western and northern Europe^[@CR11],[@CR57]^. However, in Spain, where we would expect a larger spatial link between SCA, EA and ENSO patterns on precipitation^[@CR11]^ and consequently on crop production^[@CR35]^, the effect of these climate patterns may be weaker than elsewhere, probably due to common irrigation practices in some areas, especially in southern and north western Spain^[@CR58]--[@CR60]^.

In July and August, the FFT models predict sugar beet high/low production events in 62 of the 207 NUTS2 regions (Fig. [1E,F](#Fig1){ref-type="fig"}), with an AUC index ranging from 0.70 to 1.00 (Supplementary Table [S1.5](#MOESM1){ref-type="media"} and [S1.6](#MOESM1){ref-type="media"}). In July and August, western and eastern Europe have the highest number of NUTS2 regions with AUC \> 0.7. In 35% and 41% of the NUTS2 located in western and eastern Europe respectively, significant predictions (P \< 0. 1) are found at LD2 and LD1. In addition to models at LD6 to LD3, the FFT models extend the predictive skill to several regions in Europe, especially in large areas of Spain and Finland. On average, the mean BACC for LD2 and LD1 is 80%. Within the investigated areas, approximately 22% of the mean annual sugar beet is produced in these 62 NUTS2 regions. The average HR, FAR and PPV is 81%, 22% and 82% for LD2, and 83%, 22% and 84% for LD1 (Fig. [3E,F](#Fig3){ref-type="fig"}). We found that the CR, MS and NPV is, on average, 78%, 19% and 83% for LD2, and 78%, 16% and 81% for LD1. (Fig. [4E,F](#Fig4){ref-type="fig"}). In July and August, when the sugar beet has reached its late development stage, reduced water availability has a small impact on the yield. EA/WR from May to July in addition to EA and NAO averages in June to August are most used as sugar beet production predictors in large areas of Europe. In summer, the EA/WR pattern was found in previous research^[@CR35]^ to have strong links with positive temperature anomalies and below-average rainfall in western and south eastern Europe, which is beneficial for harvesting. However, our results also suggest that multiple indices of atmospheric oscillation show links with sugar beet production in scattered areas in Europe, especially at LD2 (Fig. [S2](#MOESM1){ref-type="media"}). In addition, previous investigations found that the precipitation, temperature, vegetation dynamics and maize yield in Europe have links with these atmospheric oscillations in summer^[@CR11],[@CR35],[@CR47]^. Large-scale atmospheric oscillation indices may have less predictive skill for production in early summer than winter and spring for two reasons: (a) due to the higher importance of regional-to-local atmospheric phenomena during summer, also highlighted by others^[@CR35]^. This means that sugar beet production estimates might be more efficiently captured by the regional crop model forced by observed surface climate variables locally; and (b) in July and August, when the sugar beet has reached its late development stage, reduced water availability has a small impact on the crop^[@CR61]^.

Discussion and Conclusion {#Sec5}
=========================

In this section we discuss how our findings could be used to support agricultural management and decision-making processes in Europe, followed by recommendations, limitations and conclusions of the study.

Currently, the Joint Research Centre (JRC) MARS crop yield forecasting system (M-CYFS) forecasts national sugar beet yields for the current growing season based on a scenario technique and trend analysis^[@CR62]^, which substantially differs from the method applied in this study, which also targets production. The M-CYFS is a decision support system with the purpose of providing evidence-based information on the status of annual crops in the EU and neighbouring countries by monitoring crop growth and forecasting crop yields along the season^[@CR5],[@CR63],[@CR64]^. It uses agro-meteorological indicators derived from observed meteorological data as well as crop growth models and remote sensing information, which are applied together to build a statistical yield forecast using best-fit criterion to explain a cause-effect relationship with historical yield statistics at national level. Sugar beet forecasts early in the season are purely based on observed trends, but could potentially gain predictive skill if indices of climate variability, such the ones investigated in this study, are integrated in M-CYFS based on the outcomes of this study. In general, agro-meteorological and remote sensing indicators start to demonstrate a certain reliability for the regression forecasts (r-squared value \> 0.5 if de-trended data are used) from the end of June or beginning of July depending on the country. Furthermore, since large-scale indices of climate variability can be predicted with higher lead times than weather variables and related crop growth variables, the M-CYFS could further extend its lead-time if predictions of the large-scale indices of climate variability were used from dynamic climate models^[@CR35]^.

Anomalies in temperature and precipitation driven by climate variability do not always explain crop production, and regions without predictive skill, may have been masked by a number of local agro-management activities. For instance, irrigation practices, which are observed in Spain and Bulgaria, may have lowered the negative impacts of unfavourable weather conditions and the skill of the FFT models in detecting high and low production. Overall, the decision-model performed more consistently in eastern and western Europe. These regions also have low shares of irrigated areas, which may have influenced the model performance^[@CR58]^. Additionally, in some regions, limitations in data availability on crop production were encountered during this investigation (described in the methods section), and this may have affected the extraction of the high/low sugar beet production indicator per NUTS2 region. For instance, we disaggregated national crop production statistics data in several NUTS2 regions (available in supplementary S7), and our downscaling method adds uncertainty to the model predictions. Therefore, the FFT models may not be performing satisfactorily in some regions for three reasons: (a) presence of irrigation practices, which may inhibit the impacts of unfavourable weather conditions; (b) lack of underlying physical relationship between sugar beet production and the investigated indices of climate variability; and (c) due to limitations in the sugar beet production downscaling method.

In Europe, the growing period of sugar beet is normally between 140 and 160 days^[@CR61]^, mostly in the northern half of Europe, where the climate is more suited to growing beet^[@CR65]^. Sugar beet is planted in early spring and harvested in late September, before the cold season starts. In March, beet producers make strategic decisions regarding the amount of sowing for the year and planning tactical actions for the germination and early plant development stages, which comprise the most sensitive periods of the crop^[@CR61]^. Due to strict regulations of the EU sugar market, the 2007 Sugar Reform limited total EU production to 14.7 million tonnes of raw sugar until the marketing year 2016/2017^[@CR65]^. If climatic conditions indicate a probable "high production" scenario at this early stage, the EU could better plan "out-of-quota" measures, such as: exporting the excess of sugar beet production to the EU's annual World Trade Organisation quota, which is limited to 1.374 million tonnes; disposing excess on the EU market for industrial purposes; or counting against the following year's sugar "quota"^[@CR65]^. In addition, each year the EU market must decide by March 16^th^ for a first "preventive" withdrawal to allow producers to reduce their beet sowings. However, the quota management ended as of 30 September 2017. On the other hand, if climatic conditions show signs of shortage in production, tactical measures can be taken to increase supplies as follows: (1) better preparation or further investment in responsive irrigation schemes as sugar beet is particularly sensitive to water deficits in early spring^[@CR55],[@CR66]^; (2) taking measures to prevent freeze damage to crops such as active methods (e.g. adding heat and covering crops) and passive methods (e.g. proper scheduling of planting within the safe freeze-free period) as night frost in spring can damage sugar beet and delay seed germination^[@CR67],[@CR68]^; and (3) before planting, producers could decide to reduce their financial losses by purchasing appropriate crop insurance products against deviations from their long-term yields. Prior information about the spatial configuration of risk would support insurance companies to better allocate resources to comply with the EU solvency requirements, which demands that insurers have adequate reserves for 99.5% of potential loss events^[@CR69]^.

By June, sugar beet root has reached its vegetative growth, and its leaves are subjected to both heat and water stress^[@CR55]^. Temperatures greater than 30 °C greatly decrease sugar yields^[@CR61]^, and water stress is considered the major limitation to crop productivity and yield stability^[@CR66]^. In central and western Europe, drought stress can reduce sugar beet yields by 10--30% compared to the long-term average^[@CR70],[@CR71]^. Beet water requirements are moderate, and if low production is predicted, adequate water should be available to allow the sugar beet to develop a good root system for extracting water from the soil. Predictions of low or high production, mainly needed on a regional scale for industries and policy makers^[@CR72]^, supports the sugar industry in adapting normative plans for optimizing processing campaigns^[@CR73]^, such as factory operations concerning delivery schedules and storage capacity, transport logistics and export sales. Sugar beet production forecasts could also be a useful aid for marketing operations, where prices fluctuate based on the supply and demand of the product^[@CR72]^.

In August, when the sugar beet has reached its late development stage, reduced water availability has a small impact on the yield^[@CR61]^. Forecasts of low production could support sugar beet producers to better prepare against cold and wet days, which often lead to deterioration of harvesting conditions and increase the probability of fungal infections, increasing the risk of late harvesting in autumn^[@CR74]^. Moreover, forecasts of high production may indicate favourable conditions to the harvesting period, when certain levels of soil moisture and rain-free days are preferred^[@CR74]^.

Our study did not aim to produce quantitative prognostic information about crop production; instead, we focused on identifying those regions where a robust model can be established based on the indices of atmospheric oscillation investigated, and used as an early warning indicator for crop impacts. This is a primary step towards the adoption and use of climate-related forecasts in agricultural decision-making: if there were no climate variability influence on crop production, it is unlikely that agricultural stakeholders and markets would benefit from long-lead time climate information. In addition, the observed indices of climate variability assessed in this study can be forecast with varying levels of skill and lead times. Skilful predictions of NAO have been extended to more than a year ahead^[@CR35],[@CR75]^. EA summer and autumn anomalies can be properly hindcast with a lead time of 1 to 2 months^[@CR25],[@CR76]^, while ENSO forecasting is more developed, and most prediction systems have some skill for predicting events up to 14 months lead times^[@CR77]^. Given that the seasonal predictability of large-scale climate variability is generally higher than that of surface weather variables in Europe^[@CR35]^, empirical seasonal risk outlooks could potentially be developed based on predicted values of the indices of climate variability^[@CR78]^.

The current study is a statistical analysis of the effect of climate variability on sugar beet production, and resulted in the selection of related predictors for each region in Europe out of a total of five indices of climate variability. Future work could benefit from using different methods to classify the different "low/high production", and examining time-lags between the indices of climate variability on the agricultural impact indicators. Moreover, some of the significant results may had occurred by random chance (LD4 and LD1 Fig. [1](#Fig1){ref-type="fig"}), and results may be interpreted with caution. Further insights into relationship between climate variability and crop production can be obtained by applying compensatory models since a more complex model can reveal important features that are not being captured by a simple model. In addition, this study can benefit from testing different decision algorithms, since the ifan algorithm, which was adopted in this study, assumes independence between predictors. Furthermore, crop production databases, such as the one used in this study, are also known to face limitations, such as reporting errors. Testing the proposed method on other crop production databases and crop types could provide further insight in the strengths and limitations of the approach. Lastly, climate can only partly explain sugar beet production. Other important aspects such as changes in farm-level management, economy, agronomy and quality of the land were not included in this study.

Methods {#Sec6}
=======

We use FFT^[@CR79]^ to predict impacts on agricultural production applying five large-scale indices of climate variability: ENSO, NAO, SCA, EA and EA/WR. The FFT models identify which indices of climate variability are capable of classifying production in given years into high or low production classes. From a database of historical sugar beet production of the European statistical office (EUROSTAT), we derived a yearly agricultural production indicator from 1975--2013, namely high/low production based on observed anomalies. For the same period, we obtained 3-month average values for the indices of climate variability from January to March, February to April, March to May, April to June, May to July and June to August, further referred to as LD6, LD5, LD4, LD3, LD2 and LD1, respectively. An overview of the methodological framework is displayed in Fig. [5](#Fig5){ref-type="fig"}. The methods and datasets are described in detail in the following subsections.Figure 5Flowchart representing the methodological framework applied in this study, handled in three steps: (1) collection of two main datasets; (2) extraction of five climate indicators at six lead times, and a discrete variable based on sugar beet climatological anomalies; and (3) example of an FFT output model containing standard classification statistics for a specific NUTS2 region and LD3.

Indices of climate variability {#Sec7}
------------------------------

In this study, we represent climate variability using a 3-month average of the ENSO, NAO, EA, EA/WR and SCA indices from the National Oceanic and Atmospheric Administration Climate Prediction Center (<http://www.cpc.ncep.noaa.gov>). We extracted 3-month average values from 1975--2013, corresponding to the months of January to March, February to April, March to May, April to June, May to July and June to August. These values represent six different LD before the start of the sugar beet harvesting season (September) in Europe^[@CR80]^. For instance indices of climate variability at LD6 represent a 3-month average between January to March, therefore six months before the start of the sugar beet harvesting season (September).

We used the standardized Southern Oscillation Index (SOI) from 1951--2016, calculated from observed sea level pressure differences between Tahiti and Darwin (Australia), as a continuous measure of ENSO strength^[@CR81]^. The time series of the four Northern Hemisphere teleconnection patterns from 1950--2016 represent monthly mean standardized 500-mb height anomalies at 20°N--90°N^[@CR82]^. The NAO is the main mode of low-frequency variability over the North Atlantic, and consists of a north-south dipole of anomaly in surface pressure between Greenland and the central latitudes of the North Atlantic between 35°N and 40°N^[@CR82]^. The EA pattern is the second prominent mode of low-frequency variability over the North Atlantic, consisting of a north-south dipole of anomaly centers that extends across the entire region from the East to the West. The EA/WR represents four main anomalies, centred over Europe and northern China, central North Atlantic and north of the Caspian Sea, while the SCA shows anomalies mainly in Scandinavia and western Russia^[@CR82]^. The Euro-Atlantic region is mainly dominated by these four Northern Hemisphere teleconnections^[@CR11],[@CR35]^.

Index of agricultural impact {#Sec8}
----------------------------

We obtained annual historical records of sugar beet production (in 1000 ton of fresh weight) from 1975 to 2013 for 232 NUTS2 from EUROSTAT. We examined sugar beet records for three major reasons: the European Union (EU) is the world's leading producer of sugar beet^[@CR83]^; sugar beet production is wide-spread within the EU territory; and generally, this crop is not extensively irrigated, thus having a strong dependency on rainfall^[@CR58]^. We performed the analysis on historical records of sugar beet production instead of sugar beet yield (tons/hectare) due to the large unavailability of datasets of the latter in the vast majority of NUTS2 regions.

Years without sugar beet production records (M~N2~) at the NUTS2 level were filled according to the following method. First, we compared sugar beet production data registered at the national level (P~N~) by EUROSTAT (if available) with the sum registered at the NUTS2 level (P~N2~) for a given country (*c*) and year (*t*).$$\documentclass[12pt]{minimal}
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We assumed a positive and direct relationship between harvesting area and production: the larger the harvesting area, the higher the production, even though other factors, such as agricultural management, could affect production. Estimates of sugar beet harvesting areas are obtained from MIRCA 2000 and described in Sack *et al*. 2010^[@CR80]^ (available in Fig. [S5](#MOESM1){ref-type="media"}). In case of missing records in the NUTS2 region but no difference in the overall production $\documentclass[12pt]{minimal}
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For each NUTS2 region, we calculated sugar beet production anomalies (observed value minus the multiyear mean) after removal of the linear trend (if the p-value is less than or equal to 0.1). We classified below zero anomalies as "low production", and above zero anomalies as "high production", creating a discrete agricultural impact indicator. Only NUTS2 regions with time series longer than 20 years were further investigated (NUTS2 areas that fit the criteria, and their respective summary of statistics are displayed in supplementary material Fig. [S5](#MOESM1){ref-type="media"} and Table [S6](#MOESM1){ref-type="media"}, consecutively). In total, we were able to fit a FFT model in 207 NUTS2 regions.

Statistical approach: Fast-and-Frugal Decision Tree (FFT) {#Sec9}
---------------------------------------------------------

In this study, we used FFT to predict sugar beet production as a function of indices of climate variability. In heuristic decision-making, FFT are simple decision trees for classifying cases (e.g. sugar beet production) into one of two classes (e.g. low production vs. high production) based on a particular predictor, or *cue*. FFT models establish simple rules for making decisions based on fast-and-frugal heuristics approach^[@CR84],[@CR85]^, and offer simple and transparent search rules for practical decision problems^[@CR79]^ as a competitive alternative for more complex Machine Learning and regression methods^[@CR86]^.

As displayed in Fig. [5](#Fig5){ref-type="fig"} step 3, the structure of an FFT determines the exact number, sequence and threshold of predictors that are applied to reach a final classification^[@CR84],[@CR87]^. The FFTs algorithm applied in this study is limited to maximum five cues^[@CR79]^. Consequently, a five-cue decision tree is based on the best five performing indices of climate variability. However, FFTs can be based on 1 to 5 cues since it uses non-compensatory decision rules, which apply a limited subset of all predictors for establishing a binary classification^[@CR86]^. Non-compensatory algorithms ignore information, once a decision is completed, and therefore, no additional predictors can change such decision^[@CR79]^. This aspect is often perceived to have both practical and statistical advantages over compensatory algorithms, such as regression models^[@CR86]^. First, because by only using a partial subset of predictors, FFTs are relatively simple, and can perform better in predicting new data, thus they tend to avoid overfitting^[@CR44]^. Second, FFT algorithms uses search rules that specify where to look for information and when to end search, which can guide decision makers in gathering information and assist in supporting decision tasks^[@CR44],[@CR85]^.

The FFT algorithm is designed to learn from and make predictions on data. FFTs are fitted to a training dataset, which is used for learning the model, and deriving its parameter. In summary, the FFT's algorithm is constructed as instructed: a) select predictors; b) determine a decision threshold for each predictor; c) determine the order of predictors; and d) determine the exit for each predictor^[@CR86]^. By definition, FFTs must have either a negative or a positive exit (or both in the case of the final node of a decision tree)^[@CR79]^.

The accuracy of the FFT is measured by the BACC Index, which is calculated based on the amount of correct decisions (Table [1](#Tab1){ref-type="table"}) obtained from the ifan decision algorithm, which is described in detail in previous research^[@CR79]^. In summary, the ifan decision algorithm tests several different thresholds of the investigated indices of climate variability to find one that maximizes the predictor's accuracy. Consequently, once the set of multiple FFTs has been created, ifan selects the decision tree with the highest balanced accuracy.Table 1Definition of Standard Classification Statistics.Standard Classification StatisticsDefinitionAbbreviationFormulaHit RateProbability of a "True Low Production" (TL) over the total samples of "Low production" (LP).HR$\documentclass[12pt]{minimal}
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In order to avoid overfitting, we cross-validated the FFTs using the train-test split method. For this, we partitioned 70% of all data for training the FFT models, and the other 30% for testing the models. We chose this validation method to assess the FFT potential success (if applied in a practical case), and its hindcast skill in predicting past sugar beet production events. In addition, this method takes less computation power than other cross-validation techniques such as k-fold. A more detailed explanation of the train-test split method is available in the Supplementary Material [S8](#MOESM1){ref-type="media"}. For each FFT, we assessed the skill of the model to predict classes of "low production" and "high production" using the AUC index^[@CR88]^. AUC measures how well the FFT can distinguish binary classes (low/high)^[@CR89]^, displayed in supplementary material Fig. [S9](#MOESM1){ref-type="media"}. The AUC index was calculated using the trapezoidal rule, and values can vary between 0 and 1, where a perfect prediction has an AUC = 1.0, and predictions that are randomly drawn are presumed to provide an AUC = 0.5^[@CR90]^. We tested the statistical significance of the AUC by bootstrapping the values of the high and low sugar beet production events at the NUTS2 level using 1000 iterations (more details in the supplementary material 10). Field significance of the results was assessed using the binomial distribution^[@CR91]^.

For NUTS2 regions with an AUC \> 0.7, we display standard classification statistics such as HR, FAR, CR, MS, PPV and NPV. Their definition and formula are given in Table [1](#Tab1){ref-type="table"}. We obtained FFT for each particular lead time and NUTS2 region through the following steps:Calculating the pruning parameter of the model, meaning that we assessed the ideal size of decision trees by cross-validating the FFT models using train-test split method (see supplementary material S8);Selecting the pruning parameter and decision tree that maximizes the BACC index of the tested model;Calculating the AUC index for each best performing decision tree;Assessing the statistical significance of the AUC obtained in step 3 by bootstrapping and calculating field significance (see supplementary material S10);Analysing the performance of the significant FFT model by calculating standard classification statistics (Table [1](#Tab1){ref-type="table"}).

After following such steps, we built a new FFT after recombining the two samples (training and testing) and adopting the pruning parameter that was found to maximize the BACC index. Hence, this procedure enables us to find the set of predictors which are most important for each NUTS2 region and lead time (Fig. [5](#Fig5){ref-type="fig"} step 3). Since we aim at identifying regions where a robust model can be established based on the indices of atmospheric oscillation, we focus our results in regions with AUC \> 0.7.
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