The dynamics of fast fracture in brittle amorphous materials are reviewed. We first present a picture of fracture in which numerous effects commonly observed in dynamic fracture may be understood as resulting from an intrinsic (micro-branching) instability of a rapidly moving crack. The instability, when a single crack state undergoes frustrated microscopic crack branching, occurs at a critical propagation velocity. This micro-branching instability gives rise to large velocity oscillations, the formation of nontrivial fracture surface structure, a large increase in the overall fracture surface area, and a corresponding sharp increase of the fracture energy with the mean crack velocity. We present experimental evidence, obtained in a variety of different materials, in support of this picture. The dynamics of crack-front interactions with localized material inhomogeneities are then described. We demonstrate that the loss of translational invariance resulting from this interaction gives rise to both localized waves that propagate along the crack front and the acquisition of an effective inertia by the crack. Crack-front inertia, when coupled with the micro-branching instability, leads to an understanding of the chain-like form of the micro-branch induced patterns observed both on and beneath the fracture surface.
Introduction

The equation of motion for a rapidly propagating crack
The detailed dynamics of a rapidly propagating crack have been the object of intensive study since the early scaling theories of Mott 1, 2 , which were initiated during the second World War. These theories generalized the concept of energy balance, which was first introduced by Griffith 3 in 1920 to describe the onset of fracture. Griffith proposed that fracture occurs when the potential elastic energy per unit area released by a unit extension of a crack is equal to the fracture energy, Γ, defined as the amount of energy necessary to create a new unit of fracture surface. This concept was generalized by Mott and, later Dulaney and Brace 1, 2 , to include a global accounting of the kinetic energy within the elastic medium that is released by a propagating crack. Utilizing dimensional anaylsis, these first theories predicted that, in a two-dimensional medium of infinite extent, a crack should continuously accelerate as a function of its instantaneous length to a limiting, but finite, asymptotic velocity. Stroh 4 noted that this asymptotic limit could be reached by either asymptotically increasing the amount of energy stored in the material or, equivalently, by reducing Γ to zero. With Γ → 0, a crack propagating at its asymptotic velocity is equivalent to a disturbance moving across two free surfaces. As the speed of a disturbance moving along a free surface is the Ralyeigh wave speed, V R , of the medium, Stroh concluded that this must be the asymptotic velocity of a dynamic crack. This intuitive idea was later [5] [6] [7] shown to be rigorously correct, when a quantitative theory for dynamic fracture was developed.
The scaling arguments mentioned above yielded the general form of an equation of motion. The first quantitative description of the motion of a rapidly moving crack in a 2D linearly elastic material was, however, derived by considering the form of the stress singularity surrounding the tip of a crack. As first noted by Irwin and Orowan 8, 9 , the stress field, σ i,j , at the tip of a crack is singular in a linearly elastic material. The form of the singularity at a distance r and angle θ from the tip of a crack moving at velocity, v, is given by 5 : σ i,j → K I /(2πr) 1/2 f i,j (v,θ) (1) where the stress intensity factor, K I , measures the strength of the singularity.
In a linearly elastic material there is no intrinsic dissipation of energy. The only location where energy can be dissipated is at the singular point at the crack's tip. The energy release rate, G, is defined as the energy flux, per unit of extension, that is flowing into the tip of a crack. Irwin showed that G is related to K I by: G = (1-ν 2 )/E· A(v) K I 2 (2) where ν and E are, respectively, the Poisson ratio and Young's modulus of the medium. A(v) is a function of the instantaneous crack velocity, v. Energy balance, as originally invoked by Mott, is now used locally (along a path surrounding the crack tip) to obtain an equation of motion for a crack by equating G with the fracture energy, Γ.
To obtain this equation of motion a tacit assumption is used; that all of the dissipation in the system occurs within a "small" region surrounding the tip of the crack. The dissipative region is small in the sense that all of the dissipative mechanisms, inherent in the fracture process, occur in a region for which the surrounding stress field is entirely dominated by the singular stress field described in Eq. 1. This condition, called the condition of small-scale yielding, is, in essence, the definition of a brittle material. The small zone surrounding the tip in which all nonlinear and dissipative processes occur is defined as the process zone. Thus, the fracture energy, Γ, need not necessarily be simply the energy cost to break a single plane of molecular bonds -but embodies all of the complex nonlinear processes that result from the action of the putatively singular stress field near the crack tip. The condition of small-scale yielding is at the foundation of the theoretical basis for describing the motion of a rapidly moving crack. This condition ensures the equivalence of the global energy balance criterion used by Mott with the locally formulated equation of motion inherent in: G = (1-ν 2 )/E· A(v) K I 2 = Γ (4). Using Eq. (4), an explicit equation of motion was obtained by Eshelby, for the (rather general) case where all the externally imposed stresses can be mapped onto the fracture plane. This was accomplished by explicitly calculating the velocity-dependent piece of K I (v) as well as A (v) . Surprisingly, (for the types of loading considered) Freund demonstrated that K I (L,v) has the separable form K I (L,v)=K I (L)k(v). K I (L), which can be explicitly calculated, is solely dependent on the external loading configuration and the instantaneous value of the crack length, L. In addition, both k(v) and A(v) are universal functions of only the instantaneous velocity v of the crack. 
.
Discrepancies with theoretical predictions
Eq.5 should describe the motion of any dynamic crack. Experimental tests of this equation of motion, however, were both disappointing and confusing. One firm prediction of this equation was that the limiting speed of a Mode I crack should be the Rayleigh wave speed, V R . Early experiments [10] [11] [12] in brittle amorphous materials consistently showed that the velocity of a crack never really approached V R , with the maximal observed velocities 13 between 0.5 and 0.6V R . At very high velocities, in fact, large increases in the energy release rate, G, only resulted in incremental increases in propagation velocities, as shown in fig. 1 . Dynamic cracks, however, in either crystalline materials [14] [15] [16] [17] or along a weakened plane in amorphous materials 15 were easily seen to propagate a velocities approaching 0.9V R .
In light of the puzzling stubbornness of a crack in amorphous materials to be pushed beyond 0.5-0.6V R , it was perhaps surprising to find that Eq. 5 appeared to be in good quantitative agreement with experiments at relatively low velocities. Bergquist 18 found, in experiments conducted on the brittle acrylic PMMA, that the equation of motion worked very well in experiments on crack arrest, where the propagation velocities were less than 0.3V R . Fig. 1 . The velocity dependence of the fracture energy, G(v) for (a) AISI 4340 steel from [19] , (b) Homalite-100 from [12] , and (c) PMMA from [20] .
There were a number of ideas proposed to explain these puzzling results. One of these, a velocity dependence of the fracture energy, Γ, is "hidden" within the equation of motion derived in Eq. 5. Although the fracture energy is assumed to be a material-dependent parameter, it need not be constant. If Γ(v) were a rapidly increasing function of the crack velocity, v, then many of the apparent discrepancies of the equation of motion could be explained. Measurements of Γ(v), in fact, do show that beyond 0.3-0.4V R , the fracture energy is indeed a rapidly increasing function of the crack velocity. Some representative measurements of the energy release rate, G, as a function of the crack velocity, are presented in Fig. 1 . Although this idea may formally solve the discrepancies between the measurements and the predicted equation of motion, one still has no fundamental idea of why Γ(v) has this high rate dependence for crack velocities exceeding 0.3-0.4V R . Thus, the strong effective rate dependence of the fracture energy does not really present a solution to understanding the problem of the dynamics of a rapidly propagating crack. This behavior, instead, simply demonstrates that Eq. 5 is not necessarily inconsistent with observed crack dynamics.
Additional discrepancies between Eq. 5 and experiment were suggested by a series of experiments on the brittle acrylic, Homalite-100, by Ravi-Chandar and Knauss 21, 22 . In these experiments, high-speed (5 µs between exposures) photographs of the caustic formed at the tip of a crack initiated at high loading rates were performed. The velocity of the crack, as deduced from the position of the crack tip in the photographs, was compared with the instantaneous value of the stress intensity factor, which was derived from the size of the caustic. These authors found that at low velocities (below ~0.3V R ) a change in the value of the stress intensity factor resulted in an "instantaneous" change in the crack's velocity, exactly as the theory predicts. On the other hand, at higher velocities significant changes in the stress intensity factor produced no discernible corresponding change in the crack's velocity. These experiments have been interpreted as indicating that the stress intensity factor is not a unique function of crack velocity. This is in direct contradiction with the equation of motion, described by Eq. 5, which predicts a one to one correspondence between the instantaneous values of the crack velocity and stress intensity factor.
Eq. 5 was derived on the assumption of a single propagating crack. An alternative picture of the fracture process, that crack propagation is due to the coalescence of microvoids or preexisting defects situated in the crack's path, was then proposed 23 . The observation of parabolic markings on the fracture surface of many brittle polymers prompted the suggestion that the propagation of a dynamic crack takes place by the nucleation, expansion and subsequent coalescence of microscopic voids, or defects, in the crack's path. In this picture, defects ahead of the crack will start to propagate due to the intense stress field that exists in the near vicinity of the crack tip. The parabolic markings left on the fracture surface were shown to be consistent with the interaction of a planar crack front with small spherical voids that initiate ahead of the front and expand toward it 24 . The idea that the dynamics of rapid cracks needed to be described by a mechanism other than an equation of motion for a single crack was further enforced by experiments in Homolite 100. Using high speed photography 21 , these experiments showed that cracks, at high speeds, are surrounded by an ensemble of small propagating cracks. As defects exist in most materials, the view of crack propagation as a process of micro-void coalescence would suggest that crack propagation via interacting micro-voids should, in general, occur as a randomly activated process and not by the dynamics predicted by Eq. 5.
A quantitative comparison of the equation of motion with experiment
We will now suggest an alternative explanation for the fracture process that is based on a series of experiments in brittle amorphous materials. These experiments suggest that the motion of a rapidly moving crack is well-described by the equation of motion derived in Eq. 5 until the crack reaches a critical velocity, or, equivalently, a critical value of the energy release rate. At that point, an intrinsic instability is excited in which a single propagating crack is no longer stable. We will then show that, beyond this critical velocity, the character of the instability entirely governs the details of the fracture process.
Description of the experimental system
Let us briefly digress to describe the experimental system that was used to obtain many of the results that will be described in this section. This description is important to both understand how the results were obtained as well as to point out some of the limitations (and advantages) of other experimental techniques.
The experiments described in the following section were conducted in thin, quasi-2D sheets of brittle, amorphous materials. Materials used were either the brittle acrylic poly-methyl-methacrylate (PMMA), sodalime glass, brittle polyacrylamide gels, or rock. The experimental system is shown schematically in Fig. 2 , where we define the thickness direction as Z, the direction of applied loading as the Y direction and the direction of crack propagation as the X direction. Details of this apparatus can be found in [13, [25] [26] [27] . Stress was applied to the sample via steel bars, which were ground to be straight to within 10µm tolerances, and glued to the opposing faces of the sample at each of its vertical boundaries. In this loading configuration, samples were loaded via uniform displacement of the vertical boundaries with the fracture was initiated at a constant displacement. Prior to loading, a small "seed" crack is introduced at the edge of the sample, midway between the vertical boundaries. Tensile stress (Mode I loading) was applied quasi-statically until arriving at the desired stress. Crack propagation was initiated either by allowing fracture to start spontaneously or by the gentle application of a razor blade in order to sharpen the initial crack tip.
The sample geometry could be varied to provide either steady-state crack propagation at a constant energy density within the sample, or a continuously changing velocity throughout the experiment. Steady-state propagation was achieved by using a thin strip configuration with the ratio of its vertical (Y) to horizontal (X) dimensions between 0.25 -0.5. When the crack tip is sufficiently far from the horizontal boundaries of the system, this geometry approximates an infinitely long strip with approximate "translational invariance" in the direction of propagation. This state is realized when the crack reaches a length of about half of the vertical size of the system. At this point, advance of the crack by a unit length frees an amount of energy equal to the (constant) energy per unit length stored in the plate far ahead of the crack. Under these conditions, a crack arrives at a state of constant mean velocity with the energy release rate given by G = σ 2 L/(2E) where σ is the applied stress at the vertical boundaries, L the vertical size of the system and E the Young's modulus of the material. In this geometry we can directly measure G to within an 8% accuracy.
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Figure 2: A Schematic picture of the apparatus used to measure crack velocities. A thin conductive coating, whose resistance varies with the instantaneous length of the moving crack, is evaporated onto one or both of the sample faces. As the crack progresses, both the change and value of the sample's resistance are monitored at 12bit resolution at a 10MHz rate. This yields both the location of the crack tip and its instantaneous velocity along the measurement plane to better than a 0.1mm precision throughout the experiment.
The crack velocity was measured by first coating the side(s) of the sample with a thin (0.1-1µm) resistive layer. Upon fracture initiation, a propagating crack will cut this coating, thereby changing the sample's resistance. As the crack propagates across the sample, we measure its resistance change by digitizing the voltage drop across the sample to 12 bit accuracy at a rate of 10 MHz. Thus, in PMMA, the location of the crack tip can be established to a 0.1mm spatial resolution at 0.1µsec intervals. The use of an analog differentiating circuit circumvents the need for numerical differentiation of the signal and enables a velocity resolution of better than 25 m/s. The relation between the crack length and sample resistance was calibrated after each experiment.
This experimental apparatus has a number of distinct advantages over other methods used to measure crack velocities. The first of these is an unprecedented accuracy in both the instantaneous location and velocity of a rapidly propagating crack tip throughout the entire duration of a given experiment. This is in contrast to most velocity measurement methods based on high-speed photography, which are generally limited either by the achievable frame-rates or the total number of photographs that can be acquired. Another advantage of this method is that it enables simultaneous high accuracy measurements on two different XY planes (on both sample faces). This is a decided advantage if the propagating crack front (i.e. the leading edge of the crack) undergoes dynamics which are non-uniform in the Z direction. An application of this will be later presented.
Disadvantages of this method are that it only gives the location of the leading edge of a crack on a given XY plane. This is fine as long as a crack has not undergone large-scale crack branching. If the lengths of the branched cracks remain small compared to the overall crack length, the method is still accurate -but the information that it provides is the velocity and location of the leading crack. If one is interested in the detailed dynamics between two or more bifurcating cracks, one must revert to methods such as high-speed photography.
The Validity of the Equation of Motion for a Dynamic Crack
Let us now consider the equation of motion derived in Eq. 5. We have seen that there had been indications that it may be valid for relatively slow crack velocities 18, 21 , whereas for higher crack velocities there were questions raised regarding its applicability. Sharon et al. 26 were the first to conduct a detailed and quantitative examination of Eq. 5, using the experimental apparatus described in the previous section.
In these experiments, the detailed dynamics of rapidly propagating cracks were measured in both PMMA and soda-lime glass, two brittle amorphous materials. As the experiments were designed as a quantitative test of the validity of Eq. 5, they were conducted using relatively large samples of both materials, whose geometry was conducive to precise numeric calculation of the static stress intensity factor, K I (L), for each value of the instantaneous crack length, L. As Eq. 5 neglects the effects of elastic waves reflected from the system's boundaries, the measurements were solely considered for times shorter than those necessary for waves, reflected from the system boundaries, to return to the crack tip. To quantitatively examine the predictions of Eq. 5, the experiments were designed to compare the values of the fracture energy, Γ(v), for widely different experimental conditions. By inverting Eq. 5, the functional dependence of Γ with the crack velocity, v, is predicted to be:
where K I (L) is a numerically calculated value a that is a quadratic function of the applied stress, σ. The instantaneous crack velocity, v, and crack tip location, L, are quantities that are obtained to high resolution for any given experiment, usng the measurement system described previously.
If Eq. 6 is valid, we would expect the value of Γ(v) to be independent of the conditions of a specific experiment. Thus, values of Γ(v) derived from Eq. 6, using values of L and v which are obtained by performing measurements for a variety of different experimental conditions, should all collapse onto a single curve for each material tested.
The results of these experiments were surprising. As we see in Fig.  3 , the experiments indeed collapse onto single curves for both glass and PMMA at crack velocities that are less than 0.4V R in each material. This indicates that the equation of motion derived in Eq. 5 is indeed in excellent quantitative agreement with experiments for crack velocities below 0.4V R . The collapse of the data for both glass and PMMA is significant, in that the micro-structure of these two materials is entirely different. These results are also consistent with the earlier results of Bergqvist 18 and Ravi-Chandar et al. 21 which showed that for relatively low crack velocities, cracks appear to behave in a way that is, at least, consistent with Eq. 5.
a In this comparison we use values of K I (L) that were calculated from the static stress intensity factor of a stationary crack of length L for the precise geometry of our experimental system. Strictly speaking, the theory predicts that one should use the integral: ∫p/√x dx from the initial crack length, L 0 to L, where p(x) are the tractions applied to the crack faces 6, 28 . These two formulations coincide when L 0~0 , but differ for finite values. As the experiments were performed for small values of L 0 , the first formulation better approximates the effects of the close proximity of the lateral boundary at L=0, whereas the formulation used in [6] What occurs for velocities that are greater than 0.4V R ? The results of the same experiments are presented in Fig. 4 for the entire range of measured crack velocities. These results are compared 26 to independently measured values of Γ for PMMA that were performed by Sharon et al 20 . Fig. 4 demonstrates that the excellent quantitative agreement between the Eq. 6 and directly measured values 20 of Γ breaks down for v~0.4V R . The error bars in the figure are not the result of systematic error but, instead, indicative of the increasing scatter that occurs when one attempts to use Eq. 6 to derive Γ for velocities above 0.4V R . These velocities are also those for which the stress intensity factor appears 21, 22, 29 to be a "non-unique" function of v. It is obvious that something interesting is happening at these velocities. An explanation for this and other observed (and otherwise unexplained) characteristics of dynamic fracture will be presented in the next section. 
Instability in Dynamic Fracture
The onset of instability in dynamic fracture
In the previous section we saw that behavior inconsistent with Eq. 5 occurred for velocities beyond 0.4V R . Let us now look carefully at the dynamics that occur for crack velocities above this range.
In Figure 5 we present the dynamics and photographs of the resulting fracture surfaces in typical experiments in both PMMA 25 and brittle polyacrylamide gels 30 . In both of these experiments, the cracks accelerated rapidly up to a maximal mean velocity of about 0.6V R . In the initial stages of fracture the velocity smoothly accelerates. At this stage, the fracture surface formed by the crack is smooth and mirror-like, with no apparent structure. At a critical velocity of v c = 340m/s (0.36V R ) in PMMA 27, 31 and 1.7m/s (0.34V R ) in polyacrylamide 30 the crack undergoes a dynamic instability. Rapid oscillations appear in the instantaneous crack velocity and, at the same time, non-trivial structure appears on the fracture surface. As the crack velocity increases beyond v c , both the size and amplitude of these fracture surface features increase, as the fracture surface becomes increasingly rougher and the velocity oscillations increase in amplitude. In PMMA, a roughly periodic structure, which is approximately in phase with the crack velocity oscillations is formed. This rib-like structure is generic to PMMA, but is not necessarily evident in other materials. In gels, the structure on the fracture surface 30 formed at v c (shown in Fig. 5b ) is similar to that formed in soda-lime glass 32 . We will return to a discussion of the details of the fracture surface structure later. 30 . At a critical velocity (arrow) the crack undergoes the same instability as in PMMA (bottom). A photograph of the fracture surface formed. Note that at the critical velocity of v c =0.34V R (dashed line) non-trivial structure is formed on the fracture surface.
Frustrated micro-branches as the instability mechanism
Let us now consider the mechanism that gives rise to the instability from "featureless" dynamics, that are well-explained by the equation of motion derived in Eq. 5, and the onset of both oscillating, non-trivial crack dynamics and the abrupt formation of non-trivial surface structure. The answer to this question lies beneath the fracture surface. As we see in Figure 6 , the onset of instability is marked by a change in the crack topology. Instead of a single propagating crack, as envisioned in the derivation of Eq. 5, we now observe that the main crack loses stability to a state composed of a large "mother" crack surrounded by an ensemble of small "daughter" cracks. Once formed, these daughter cracks are not very long-lived, but rapidly arrest, while the mother crack continues. The daughter cracks do not run parallel to the mother crack, but branch out from it, as shown in Fig. 6 . Although the fracture surface formed by the instability can have a very different appearance in different materials (see e.g. Fig. 5 ), Figure 6b demonstrates that the functional form of each daughter branch is material-independent. A single micro-branch has a roughly power-law shape in the XY plane of Y ∝ X 0.7 . This functional form has been observed in three very different materials: PMMA 33 , sodalime glass 34 and brittle polyacrylamide gel 30 ( Fig. 6b) . This approximate form is also observed, numerically, in simulations of dynamic crack propagation in a lattice model with randomly distributed quenched noise 35 . Recent analytical work has also predicted a functional form, consistent with these observations, for crack branches 36, 37 . Micro-branches first appear at v = v c . As Fig. 6a (top) demonstrates, no micro-branches are observed for v < v c . The materials in which this instability was observed were not "perfect" in the sense that numerous pre-existing microscopic voids and defects were interspersed within each material. Although these small defects certainly interact with the moving crack, no micro-branches are observed below the threshold velocity, v c . An excellent example of repeated perturbations due to material inhomogeneities is in the parabolic markings formed by voids coalescing with the crack front 24 in brittle polymers. Despite a crack's interaction with these voids, which exist both before and after v c , only beyond v c were micro-branches observed to propagate.
The velocity fluctuations evident in Fig. 5 result from the repetitive birth and death of micro-branches. The fluctuations of the instantaneous crack velocity in a given XY plane are correlated 30, 33 with the appearance of micro-branches at the same spatial point. The velocity fluctuations can be understood in the following picture. As a single crack accelerates, the energy released from the potential energy stored in the medium is channeled into creating new fracture surface (i.e. the two crack faces). When the crack velocity reaches v c , the energy flowing into the tip of the crack is now divided between the mother and daughter cracks, which are formed by branching events. Thus, less energy is directed into each crack and the velocity of the crack ensemble decreases. The daughter cracks, competing with the main crack, have a finite lifetime, presumably because the main crack can ''outrun'' and screen them from the surrounding stress field. The daughter cracks then die and the energy that had been diverted from the main crack returns, causing it to accelerate until the scenario repeats itself. The acoustic emissions broadcast by these repetitive accelerations are quite strong. In PMMA 38, 39 their onset corresponded to the previously measured value of v c , whereas the acoustic emission onset at 0.42V R was the first measurement of the onset of the micro-branching instability in glass 38 . This mechanism of deceleration and acceleration was also observed in finite element simulations 40, 41 of brittle amorphous materials.
The influence of micro-branches on surface structure and fracture energy
In PMMA, detailed studies of the dependence of the micro-branches with the mean crack velocity were carried out 20, 25, 27, 31, 39 . These studies showed that, beyond v c , the character of the micro-branches was correlated with the mean velocity, or alternatively, with the energy release rate, G, driving the crack ensemble. Although consistent with the observed properties of micro-branches in other materials, such detailed measurements have yet to be performed in materials other than PMMA.
Let us first consider the correlation between micro-branches and the formation of the non-trivial structures on the fracture surface. A comparison of the velocity dependence of the RMS surface amplitude with the mean micro-branch length is presented in Fig. 7 . In both figures data from a number of different experiments all collapse onto a common curve. The sharp transition, in both figures, to the micro-branching instability at v c is evident. For v > v c both the mean surface amplitude and mean branch lengths increase linearly with v. A comparison of the scales in the two graphs shows that the micro-branch lengths are, at any given crack velocity, nearly two orders of magnitude larger than the typical surface structure size. This indicates that the micro-branches are the dominant objects formed by the instability. The structure formed on the fracture surface is simply the initial section of a micro-branch that is observed before the main body of the micro-branch "disappears" beneath the fracture surface. Figure 7a indicates how the typical length of a micro-branch grows with the mean crack velocity. An important question is the amount of additional surface area that is being formed by these branches. Sharon et al. 20 performed detailed (and rather arduous) measurements of the total surface area formed in PMMA by the micro-branches. The main results of these measurements are reproduced in Figure 8 .
Below v c the total fracture energy for PMMA was nearly constant and consistent with the value obtained by calculation of the crazing energy needed to separate two polymer surfaces 42 . As Fig. 8a shows, beyond v c the total fracture surface produced in PMMA increases significantly with the mean crack velocity. At 600 m/s (1.8v c ), for example, 6 times more fracture surface is produced by a crack together with its surrounding micro-branches than is produced by a single straight crack. Beyond 600 m/s, measurements of the total fracture surface could not be performed by the optical method used in [20] . This was because the complexity of the branched surfaces (see e.g. the lower panel of Fig.  6a , which corresponds to a mean velocity of 580m/s) was not amenable to quantitative measurement by direct visualization. for the experiments presented in (a). The energy release rate as a function of crack velocity in these experiments was presented in Fig. 1c .
The direct measurements of the energy release rate (Fig. 1c) as a function of the mean crack velocity together with the corresponding measurements of the fracture surface area increase (Fig. 8a) Fig. 8b , were surprising. Beyond mean velocities of approximately 1.15v c , the energy release rate is a linearly increasing function of the fracture surface. Significantly, the slope of this graph is consistent with the value of the fracture energy corresponding to a single crack. This suggests a simple, geometric explanation for the observed increase of the fracture energy with mean crack velocity. The energy cost to propagate a crack at any given velocity is simply equal to the energy to create a unit crack surface times the total surface created by both the main and daughter cracks. The observed increase in fracture energy with the crack's mean velocity is simply a reflection of the amount of extra fracture surface created by the micro-branches surrounding the main crack. It is worth stressing here that, when viewed without the use of a microscope, the crack ensemble appears (by eye) to be a single crack. Even at the highest crack velocities obtained in laboratory experiments, where the total fracture surface was nearly an order of magnitude greater than that formed by a single crack, the crack ensemble simply appears to the eye as a single, relatively rough, "hackled" surface. The large amount of subsurface structure formed by this crack is not trivially apparent.
To the author's knowledge, no measurements analogous to those presented in Fig. 8 have been performed in materials other than PMMA. It still remains to be shown that the above explanation for the origin of the sharp increase in fracture energy observed in other materials can be explained by this simple mechanism. It does not seem unreasonable, however, that this simple geometrical explanation for the increase in the effective fracture energy with velocity is generally applicable. This is because the evolution of the surface structure with velocity (i.e. beyond v c the fracture surface roughness increases along the fracture surface of accelerating cracks, giving rise to the phenomenological "mirror-misthackle" progression of the fracture surface appearance) as well as the appearance and evolution of the micro-branching instability seems to be a general property of brittle amorphous materials. These important (although difficult) measurements, however, have yet to be performed in other materials.
The value of the critical velocity for the onset of micro-branching
There is, as yet, no conclusive quantitative theoretical description for the either the onset or subsequent evolution of the micro-branching instability. Experiments performed in glass 34, 38 and brittle polymers (PMMA or Homalite 100) 13, 31, 39, 43 suggest a value for the critical value, v c , of close to 0.4V R . The most precise values for v c are available in PMMA and representative measurements 27, 31 are presented in Figure 9 . The values in the figure were the crack velocities measured at the onset of the characteristic surface structure shown in Fig. 5 . The values of v c in Fig. 9 were plotted as a function of the crack length at which the instability onset occurred. This roughly reflects the mean acceleration that the cracks in the different experiments had undergone. The experiments were conducted in sheets of PMMA that were formed in different thicknesses with different manufacturing processes. The experiments were also conducted with a variety of different loading conditions. The measured values of v c /V R were constant, within experimental resolution, with a value of v c /V R = 0.36 ±0.02. The value of v c =0.4V R was also inferred for Homalite 13, 43 , and v c =0.42V R was measured by both the onset of acoustic emissions 38 and the onset of nontrivial fracture surface structure 34 in the fracture of soda-lime glass. More recent measurements of v c in brittle polymer gels 30 suggest that the value of v c may not be constant, but may depend on the crack's acceleration in the following sense. For values of acceleration that are comparable to those measured in the experiments on PMMA and glass, the critical velocity is approximately v c~0 .34V R , which is compatible with the values of v c measured in these other materials. In these experiments, (for a typical example see Fig. 5b ) the crack accelerated to v c over a distance of over 1 cm or so (approximately 10% of the sample width). These acceleration rates were typical for quasistatically loaded cracks, where the maximal imposed strain in the sample did not exceed 10% before the onset of propagation. Figure 9 . The critical velocity, v c (normalized by V R ), for the initiation of non-trivial structure (as e.g. in Fig. 5b ) on the fracture surface as a function of the crack length at the onset of the instability. The data were obtained in a number of different experiments on PMMA. Symbols denote different experimental conditions and sample geometries (see [27, 31] ). Higher acceleration rates, on the other hand, produced (on average) much higher values for v c . These acceleration rates in the Livne et al 30 experiments were attained via highly dynamic loading. As Figure 10a demonstrates, the critical velocity is significantly delayed when these material are subjected to high loading rates, and is roughly a linearly increasing function of the crack's acceleration.
An interesting feature of Fig. 10a is the large apparent scatter in the values of v c for a given value of the crack acceleration. This scatter is intrinsic, and is far larger than the measurement error. This can be seen in the histogram, presented in Fig. 10b , of the time interval between the moment when v surpasses 0.34V R until the appearance of the first microbranch. This uncertainty was shown in [30] to result from the fact that the micro-branching instability, at least in this material, undergoes a subcritical (hysteretic transition) bifurcation from a single crack state. A large amount of hysteresis in v was observed 30 for the reverse transition from a crack state with micro-branches to a single-crack state. In light of this clear hysteresis, the minimal observed value of v c (0.34V R ) may simply be indicative of the intrinsic noise level within the system (e.g., vibrations induced by the loading). This picture would predict a distribution of the activation times which is similar to Fig. 10b . Once within the bistable region of velocities, where either a single or multicrack state could exist, the instability may be triggered when random perturbations surpass a critical threshold for triggering the first microbranch 44 . This would yield a finite probability to bifurcate at each time interval after crack velocity surpasses a minimum value of v c and produce an exponential distribution similar to Fig. 10b .
The bistability of multi-crack and single crack states above a minimum critical velocity may provide at least a partial explanation for a number of "open" problems in dynamic fracture. The first of these is the observation of the non-uniqueness of the stress intensity factor at high loading rates 21 . The delay in the onset of micro-branching would certainly yield non-unique values of the measured values of the stress intensity factor for given values of v. This would occur because either a single crack state or a crack surrounded by an ensemble of micro-cracks would be equally probable for the high acceleration rates induced by high loading rates. The local stress fields or, equivalently, the stress intensity factors, would be expected to be significantly different for each of these highly different states. An additional explanation for the observed non-uniqueness of K I measurements could be that the crack velocities, as defined by the distance between successive frames in high speed photographs, were not be sufficiently resolved. The mean velocities over the 5µs intervals, that were used to deduce non-unique values of K I (v), may not be sufficient to resolve the instantaneous values of v, when, beyond v c the crack velocity undergoes large amplitude, high frequency oscillations (see Fig. 5 ) due to the micro-branching instability.
An additional observation that may be explained by the delayed onset of micro-branching with crack acceleration comes from geological observations of rock structures surrounding large meteor impacts 45, 46 . In these regions of intense energy fluxes, large-scale dynamic fracture of brittle rock occurs. The loading rates in these cases are extremely high, as the loading is due to the outgoing shock waves generated at impact. One might expect that under such extreme loading conditions, extensive micro-branching at all scales would occur. This, conceivably, would lead to extensive fragmentation of the rock down to very small scales. Although mean velocities approach V R (more on this later) and crack branches at many scales are indeed observed, surprisingly, extensive fragmentation reaching the scales of the rock grains is not observed. The surprising amount of intact rock in these events could be explained by delay of the micro-branching instability (Fig. 10 ) at high loading rates. Under shock-wave loading of finite duration (approximately the meteorite's impact time), the acceleration of the resulting cracks would be immense. Let us now consider the distribution of activation times for micro-branching presented in Fig. 10b . The mean activation time for such a distribution is finite, although its precise value for brittle rock can only be surmised. Any finite activation time, τ, for micro-branching, however, would define a mean length scale, δx ~ V R ·τ , for a micro-branch size. In rock, a 10µs activation time would yield micro-branches whose mean length would be a few centimeters, a scale consistent with field observations 45, 46 .
Crack Front Waves
Introduction and Theoretical Background
Non-trivial crack dynamics can be induced by the interaction of a crack with material defects. These interactions, under the proper conditions, will generate long-lived disturbances, coined "Crack Front Waves", that propagate along the leading edge of the crack. As we will see, these disturbances can both generate and be generated by microbranching events. Figure 11 . A schematic view of a crack front propagating with velocity v, encountering an asperity, a spatially localized perturbation whose fracture energy is either below or above that of the surrounding medium.
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In the work summarized in the preceding sections, only ideal (defectfree) quasi-2D materials were considered. In two dimensional materials, a crack's tip is a singular point progressing through a perfect twodimensional sheet. As long as the material is homogeneous along the Z (thickness) direction, translational invariance exists in this direction and an effectively two-dimensional description of fracture is justified. Let us now consider a crack progressing through an initially homogeneous three-dimensional plate of finite thickness. The tip of a one dimensional crack now becomes a singular one-dimensional front ("crack front") defined by the leading edge of the two-dimensional fracture plane. A crack front is schematically shown in Figure 11 . We'll now assume that the crack front encounters an asperity, defined as a spatially localized inhomogeneity whose fracture energy is either higher or lower than that of the surrounding medium. The existence of the asperity breaks the system's translational invariance in the Z direction.
An asperity's effect on the subsequent evolution of the crack was first considered [47] [48] [49] in scalar (Mode III) models of fracture. These models suggested that a crack front will continually roughen under repeated interactions with asperities. The interaction of a Mode I crack with a single asperity has been theoretically considered by both Morrissey 53, 54 calculation of the change in G induced by a localized perturbation, analytically demonstrated that a single asperity interacting with the crack front will induce a new type of wave coined "crack front waves". Front waves (FW) induce velocity fluctuations within the fracture plane and propagate along the crack front with a velocity, V FW , relative to the material's frame of motion. V FW was predicted to lie between 0.94V R and V R .
FW were shown to be marginally stable for constant (velocity independent) values of the fracture energy, Γ, and predicted 52 to grow (decay) if Γ were a decreasing (increasing) function of the crack velocity, v. FW were observed by Morrissey and Rice 50, 51 in dynamic finite element calculations. These calculations also predicted that, under repeated interaction with asperities, linearly increasing roughness 55 of the crack front with time would occur at constant propagation velocities.
Experimental observations and characteristics of Crack Front Waves
The dynamics of the interaction of a crack front with an externally induced asperity were first considered experimentally in soda-lime glass 32, [56] [57] [58] [59] [60] . Work by Sharon et al. 32, 56, 57 showed that coherent, and long-lived waves, identified with the predicted crack front waves, could be quantitatively studied by means of tracks left on the fracture surface upon the interaction of a crack front with externally imposed asperities. Later experiments demonstrated the existence of these waves in both brittle polyacrylamide gels 30 and rock 45, 46 . In Figure 12 we present examples of tracks formed by front waves that were generated by either externally induced or intrinsic asperities on fracture surfaces of glass, volcanic obsidian, gels and rock. Front waves that were considered theoretically resulted from perturbations to the crack front, where both the perturbations and resultant disturbances were confined to within the fracture plane. In experiments, the tracks observed on the fracture surface were out-ofplane disturbances. Do these result from the same phenomenon? One firm theoretical prediction 52 is that V FW should lie in the range 0.94V R < V FW < V R , when V FW is measured in the material's reference frame. The simple geometric construction 32, 56 presented in figure 13a shows that tracks formed by two intersecting FW form an angle, α, defined by v = V FW · cos(α/2) (7) for crack fronts oriented normal to the propagation direction and v = V FW · cos(α/2)/cos(β) (8) when the crack front is oriented at an angle β relative to the propagation direction. An example of intersecting tracks with β=0 is shown in Figure  13b .
Inverting Eqs. 7 and 8, V FW can be obtained by measurement of the instantaneous values of v and front-wave intersection angles, α. The values of V FW for a large number of such independent measurements in both soda-lime glass 56 and polyacrylamide gel 30 are reproduced in Figure  13c In both gels and glass the measured FW velocities significantly (by two standard deviations) differ from the shear wave velocities. This is one way to differentiate between FW formation and the fracture surface features formed by Wallner lines 62 . Wallner lines result from the interaction of the crack front with shear waves generated either externally or, for example, by a point source near the crack front. It has been argued that FW may be confused with this mechanism [58] [59] [60] . A closer look at the characteristic features of the observed front waves indicates that front waves are, indeed, distinct entities. Theoretically predicted FW's were considered as in-plane velocity perturbations of the crack front, whereas the observed tracks on the fracture surface suggest a more three dimensional character. Let us now look more closely at the velocity fluctuations carried by the FW tracks. This can be done by correlating the behavior of the crack velocity along the measurement plane with the arrival of the FW tracks at this plane. This is possible because the velocity measurements described in Fig. 2 are performed only along the specific XY planes located at the faces of the samples used. The surface amplitude and instantaneous crack velocity along this measurement plane are compared for both glass 32 and rock 63 in Figure 14a . In both of these materials, a high degree of Crack Length (mm) a b correlation between the velocity fluctuations and local amplitudes of the front wave tracks is apparent. In addition, although the surface features have an extremely small amplitude (less than 1µm for glass and about 1mm in rock), they generate large velocity fluctuations (hundreds of m/s in glass and over 1km/s in rock). This suggests that the in-plane velocity fluctuations may be the dominant effect caused by the front waves. These large velocity fluctuations then couple to a relatively small out-of-plane component that generates the observed structure on the fracture surface.
Initial State Asymptotic State
The existence of this out-of-plane component enables us to perform quantitative measurements of front-wave properties. FW are relatively long-lived. Once generated, FW surface amplitudes initially decay exponentially with a characteristic scale, a, the size of the initial perturbation that generated them. The front wave amplitudes then level off at a small, but finite, values 32 . Once arriving at this amplitude, FW can propagate long distances. They undergo reflections at the free boundaries of the sample and have been observed to propagate for up to 7 successive reflections. One interesting FW property is highlighted in Figure 14b , where we examine the asymptotic profile of front waves measured on the fracture surface of glass 56 . These measurements show that the asymptotic form of the front waves is independent of the initial conditions that formed the wave. Profiles generated at a variety of different scales and initial conditions all converge to the same final form. Both the spatial extent of the asymptotic profile as well as the characteristic size of their initial decay FW scale with the size, a, of the initial perturbation that generated the FW.
Shatter Cone formation in large meteorite impacts: Front Waves as geophysical probes
Shatter cones are rock structures typically found surrounding the site of large meteorite impacts. Sagy et al. 46 provide a detailed description of these phenomena. Two photographs of shatter cones are presented in figure 15 . Although these structures have been studied for many years, their characteristic forms have remained, until recently, an enigma. Shatter cones range in size from a few centimeters to a few meters. They are characterized by curved surfaces that are decorated with radiating striations. Shatter cones are often observed as part of a hierarchic structure; many generations of small shatter cones emanating from progressively larger ones. As shatter cones are formed by the shock wave generated by the impact of a large meteorite, their formation should be related to dynamic fracture. a b a b Figure 15 . Examples of shatter cones, rock structures formed by the impact of large meteorites 45, 46 .
The sharp, V-like striations that are characteristic of shatter cone surfaces, provided the key for understanding their origin. In figure 16 we present a close-up view of the surfaces of two shatter cones. In these photographs the characteristic striations decorating the shatter cone surfaces are easily apparent. Detailed measurements by Sagy et al 45 showed that, for each given rock sample, the angles formed by striation pairs belong to a relatively narrow distribution. They surmised that these characteristic striation pairs were front waves which resulted from the interaction of large-scale cracks generated by the meteorite impact with heterogeneities within the surrounding rock. Thus, as demonstrated in the figure, striation pairs may simply be viewed as counter-propagating front waves. Using Eq. 7, the angles formed by the striations can be used to quantitatively measure of the crack-front propagation speed at the instant of shatter cone formation. The very acute (10-15°) angles typical in shatter cones indicate that these structures were formed by cracks propagating at velocities approaching V R , an observation consistent with the huge energy fluxes inherent in the impact events.
Field observations by Sagy et al 45, 46 found that the striation angles systematically increased with the distance from the impact site. As the angle, α, in Eq. 7 increases with decreasing v, this observation is also consistent with the front-wave explanation, as the energy flux, hence the mean crack velocities would be expected to decrease with distance. b a b a Figure 16 . Photographs of the shatter-cone striations in two rock samples (bottom) are accompanied by a schematic picture (as in Fig. 13a ) of the front-waves forming the striation angles (top). The striation angles in the two samples yielded propagation velocities of 0.96V R (a) and 0.93V R (b). Note (see Eq. 7) that, at these large propagation velocities, the striation angle is a very strong function of the ratio v/V R , so that small differences in v are easily detectable.
Once the origin of the striations on the shatter cones was understood, the additional features characteristic of shatter cone structure could be explained by the same mechanism 46 . Shatter cones can simply be understood as "large" micro-branches. Their scale is small compared to the huge (km or more) scale of the crack front that formed them, but large compared to the 10-100µm scale micro-branches that are typically observed in laboratory experiments. The overall curved "spoon-like" structure of shatter cones is simply a reflection of the 3D form of microbranches. Their characteristic hierarchical structure is indicative of the large-scale hierarchical branching that occurs at the huge values of the energy release rate generated by the meteorite impact. Qualitatively similar hierarchical branching structure can be seen at laboratory scales (see e.g. Fig. 6a ) when cracks are driven to (relatively) high velocities.
Three Dimensional Effects and Crack Front Inertia
The equation of motion (Eq. 5) derived in the first section has the interesting property that the crack velocity, v, has no dependence on the crack's acceleration. In other words, the equation describing crack dynamics attributes no inertia to a moving crack. As Eq. 5 indicates, a local change in the fracture energy should cause an immediate corresponding change in the instantaneous velocity of a crack. In addition, the moment that a crack's tip passes an asperity's immediate vicinity, both G and v should instantly revert to their initial values, and no "memory effects" should be evident.
As we showed earlier, this equation works well as long as the system can be considered as a single crack propagating through an infinite two-dimensional medium. In the previous section, we demonstrated that when the translational symmetry in the Z direction is broken, crack front waves are formed. Here we will describe an additional consequence of the breaking of this symmetry by an asperity; the acquisition by the crack of an effective inertia. We will show that, once translational invariance is broken, a crack retains a "memory" of its prior history, and thereby exhibits inertial behavior that is not described in the framework of Eq. 5. In figure 17 we demonstrate a crack's acquisition of inertia 32, 57 . In the figure, a profilometer measurement of the fracture surface is presented in which decaying oscillations are observed ahead of the point at which the crack front encountered an externally introduced asperity. The amplitudes of these oscillations decay exponentially in X, with the decay length scaling (Figure 17b ) with the size, a, of the initial disturbance. Each of the oscillations generated a crack front wave, which propagated parallel to the FW generated at the asperity's location. Such parallel tracks are also observed in the photographs of the fracture surface presented in Fig. 12a . 
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Micro-branches (fracture surface view)
The effects of asperity-generated oscillations, as presented in Fig.  17 , disappear rapidly as their amplitude decays exponentially. These oscillations were generated at velocities that were below the critical velocity, v c , for the onset of the micro-branching instability. What occurs for v>v c when the crack front is perturbed? Figure 18 demonstrates the generation of branch-lines in both glass and gels beyond v c . These chains of aligned micro-branches have also been observed in the fracture of rock 63 . Above y c , as shown in Fig. 18 , micro-branching events themselves serve as FW sources since, like an asperity, they effectively increase the local value of the fracture energy. Micro-branches, once excited, are not randomly dispersed throughout the fracture surface but, as shown in Fig.  18 , are aligned along straight lines in the propagation direction 30, 32, 57, 63 . We will call these aligned lines of micro-branches "branch lines".
As demonstrated in Figure 19 , the internal structure of a branch line has a rough periodicity 32, 57 in X. This periodicity is a consequence of the crack-front inertia presented in Fig. 17 . Instead of the exponentially decaying "ring-down" experienced by the crack front for v<v c , for v>v c each oscillation ahead of the crack becomes a trigger for the next microbranch in the chain. As in Fig. 17 , where the spatial interval between oscillations scaled with the asperity size, the distance between sequential branches scales with the width, ∆Z, of the preceding micro-branch. The observation (fig 19c) that both glass and gels, materials with entirely different micro-structures, exhibit nearly indistinguishable quantitative behavior indicates the universality of this effect. This rough periodicity has also been observed in recent studies of dynamic fracture in rock Figure 19 . Branch-line scaling in both polyacrylamide gel 30 and glass 32, 57 . Close-up photographs of single branch-lines in gels (a-top) and glass ( b-top). In both materials the distance, ∆X between successive branches scales with their width, ∆Z. The ratio, ∆X/ ∆Z, is plotted for hundreds of different measurements as a function of ∆X in both materials (a-bottom) and (b-bottom). Both the mean value of ∆X/ ∆Z ~ 3 and distributions of the measured values (c) are nearly indistinguishable for both of these very different materials. Data from gels (glass) are marked by squares (circles).
One difference in the scaling behavior of micro-branches between glass and gels is the range of scales over which branch-line periodicity is observed. In soda-lime glass, branch-line widths extend over 3 orders of magnitude to below µm scales. It is conceivable that these scales extend much lower than the micron scale, but branch-line visualization was limited by the (~1µm) diffraction limit. In polyacrylamide gels 30 a clear lower cut-off (Fig. 19a) at approximately 50µm exists for branch-line widths. We surmise that this cut-off is related to the polyacrylamide micro-structure and may possibly be related to the size of the process zone in these materials. In both glass and gels no upper scale cutoff for branch-line widths is observed, other than the overall sample widths.
As a consequence of the increased surface area created by microbranches upon branch-line formation, the energy release rate, G, into the front can not be evenly distributed as a function of z. The total energy dissipated by a branch line at a given z location should be significantly larger than in the surrounding, featureless surface. This inhomogeneous distribution of G, which is perpetuated for the life of a branch line, indicates a nonlinear focusing of energy in the z direction.
It is important to note that crack-front inertia, the resulting branchline structure and inhomogeneous distribution of G are all intrinsically three-dimensional effects. Theoretical descriptions which are based on the assumption of a two-dimensional medium, such as that leading to the derivation of the Eq. 5, can not describe these phenomena.
Discussion and Conclusions
We have summarized, here, results of experimental work in which the detailed dynamics of rapid crack propagation in brittle amorphous materials were studied. These results were divided into three, perhaps overlapping, sections; the micro-branching instability, the interaction of a crack front with localized inhomogeneities, and the existence of crack front inertia.
The origins of the micro-branching instability
In the section describing the micro-branching instability, we demonstrated that many previously open problems in dynamic fracture may be understood as consequences of the micro-branching instability. This instability has been observed in the fracture of brittle acrylics, glasses, brittle gels, and rock. The generality of this instability suggests that it is an intrinsic feature of dynamic fracture, independent of the specific details of a material's underlying micro-structure. Some of the important aspects of dynamic fracture that can be understood as resulting from the micro-branching instability are:
• The origin of the fracture surface structure (e.g. the "mirror, mist, hackle" scenario) that is commonly observed in the fracture of the brittle materials
• The relevance and region of applicability of the equation of motion derived in the linear elastic fracture mechanics (LEFM) framework for a dynamic crack.
• A simple explanation for the strong dependence of the fracture energy with crack velocity for rapidly propagating cracks
• An explanation of the apparent non-uniqueness of the stress intensity factor that had been observed for high loading and propagation rates
• The micro-branching instability may provide a key towards understanding the origin of crack branching, if we assume that large-scale crack branching is due to the development and evolution of micro-branches.
The robust nature of the instability is demonstrated by its appearance in molecular dynamic simulations of fracture 64, [65] [66] [67] [68] . Abraham 64 in a 6-12 Lenard-Jones crystal and Zhou et al. using a Morse potential 68 demonstrated that, despite the explosive loading necessary to reach dynamic crack velocities in the small (10 6 atom) sample, the instability was observed at respective velocities of 0.32V R and 0.36V R .
Despite the apparent universality of the micro-branching instability, our theoretical understanding of its origins is surprisingly unclear. Although the LEFM framework provides an excellent quantitative description of the dynamics of a single crack, there are few analytical frameworks that provide criteria for the onset of the instability. One such candidate is a classic calculation in the framework of LEFM by Yoffe 5, 69 showing that the hoop stress develops an off-axis maximum beyond approximately 0.6V s . Yoffe suggested that this may provide an explanation for crack branching, although both the high value of the critical velocity and the predicted 60° branching angle do not quantitatively agree with experiment. Gao, using a piecewise linear model for the behavior of the effective elastic moduli in the vicinity of the crack tip, suggested that v c corresponds to a Yoffe-like instability, where the local wave speed is governed by local (near tip) value of the shear modulus 70, 71 . This work proposes that an explanation for the similar values of v c for different materials is that the ratio of the yield stress to shear modulus is similar in many materials.
The necessity of considering non-linear continuum models for the process zone is highlighted by the fact that to even obtain straight-ahead propagation of a crack at any velocity, one must consider the material behavior away from the crack tip 72 . If only the stress fields at the tip are considered 73, 74 the entire problem is severely ill-posed. In these models there is essentially no velocity at which a single propagating crack is stable. A crack, at all velocities, becomes unstable to off-axis motion. Linear instability calculations in a number of cohesive zone models have stubbornly refused to yield evidence of a micro-branching instability [74] [75] [76] . In summarizing the work performed in this class of models 74 Langer and Lobkovsky stated that "… the general conclusion is that these cohesivezone models are inherently unsatisfactory for use in dynamical studies. They are extremely difficult mathematically and they seem to be highly sensitive to details that ought to be physically unimportant".
A continuum framework that yields frustrated crack branching is that of phase field models [77] [78] [79] [80] in which the process zone region is approximated by a local Ginzburg-Landau equation describing the "damage" inherent in the near-tip vicinity. These models, however, have yet to make a quantitative connection with real materials and are, at this time, still being actively developed. Explicit predictions by these models 79, 80 of sinusoidal oscillations of the crack path, whose period is dependent on the system size, have not been experimentally observed for rapid fracture.
Lattice models 13, [81] [82] [83] with and without explicit dissipation 13, 44, 82, [84] [85] [86] [87] have qualitatively observed similar bifurcation sequences. In contrast to the phase-field and cohesive zone models, there is no need to explicitly simulate the process zone in these models. The process zone simply comes out of the microscopic description that is imposed on the "atoms". Marder has noted that, although these models are perhaps better representations of an ideal brittle crystal than of an amorphous material, it is possible that simply the intrinsic discreteness of these models is necessary for exciting the instability. This supposition is supported by finite element calculations of fracture that use a cohesive zone formulation in the vicinity of the crack tip 40, 41 . These calculations reproduced the appearance of many observed experimental features. It turns out 88 , however, that even the existence of micro-branching is very dependent on the grid size used in the simulations. Micro-branching tends to disappear in the limit where the grid size goes to zero.
In all of the experiments, the onset of the instability is very close to 0.4V R in materials with very little microscopic similarity. This suggests that this velocity is, in some sense, a universal critical velocity. No first principles explanation, however, exists for this number. Recent analytical work by Adda-Bedia for both mode III loading 89 and general loading 90 in which the Eshelby criterion (the Eshelby condition states that crack branching may occur if sufficient energy is available to propagate two cracks simultaneously) was shown to yield upper limits of 0.50-0.52V R for the instability, depending on the crack path criteria that was assumed. These calculations, however, were performed under the assumption that the system is truly two-dimensional. As we have seen, micro-branching first appears when the micro-branches are highly localized in the Z direction. Once micro-branching occurs, empirically, the energy flux in Z becomes highly non-uniform. Thus, the Eshelby condition does not provide a stringent limiting condition for instability -since microbranches can bifurcate while taking up only a negligible percentage of the sample's thickness.
A hint to understanding why this instability seems to be so difficult to "crack" might be found in the recent experiments by Livne et al. 30 in brittle gels. Their observation of a hysteretic transition from a singlecrack state to one in which micro-branching occurs could explain why perturbative approaches have consistently failed to yield an instability. In analogy to problems such as turbulent pipe flow, which has been shown to be linearly stable for all flow velocities, infinitesimally small perturbations might not be sufficient to trigger the instability. Finite sized perturbations might be necessary to drive the system into an unstable state. Additional experiments are required in order to determine whether this intrinsic bi-stability is a universal feature of dynamic fracture.
Crack inertia and the three-dimensional nature of fracture
The generation of inertia via the interaction of a crack front with a localized material inhomogeneity is an intrinsically three-dimensional effect. These effects are certainly not incorporated in current analytic theories of fracture in which massless cracks propagate within a twodimensional medium. When coupled to the micro-branching instability, this crack front inertia generates the branch-line structure and scaling that, as we observed, appears to be a characteristic of dynamic fracture in glass, gels and rock. There are hints that this effect is also observed in numerical simulations of the in-plane behavior of a crack front that encounters a localized asperity 51 . In these simulations, Morrissey and Rice showed that a distinct overshoot of the crack front occurred immediately after the crack front's interaction with a localized asperity.
We believe that this effect is an important one, which may be linked with the generation of crack front waves. Sharon et al. 32 showed how a protrusion (indentation), breaking the front's translational invariance, can influence (be influenced by) other parts of the front via stress waves. As shown in [91] for a static crack front, the local deviation of the front creates a local decrease (increase) in K I that acts as a "restoring force" which drives a crack front back towards its initial (flat) state. Any addition of inertial effects would cause the front to "overshoot" and thereby lead to ringing behavior similar to that presented in Fig. 17 . Effects similar to these have recently been calculated by Dunham et al. 92 as a mechanism drive a mode II (shear) crack to super-shear velocity upon encountering an asperity.
The qualitatively different structure of the fracture surface in PMMA (see Fig. 5 ) might be related to the rapid decay of front waves in this material. Although very transient front wave tracks have been observed 57 in PMMA, the increase of the fracture energy with v in these materials (see the comparison of Γ(v) in glass and PMMA in figure 3 ) may, as theory 52 predicts, lead to their rapid decay relative to gels and glass. The suppression of front waves in PMMA may also suppress the inertia induced in the crack front. We would then not expect branch-lines to be observed. Indeed, it seems that the length scale observed in the rib-like patterns on the fracture surface of PMMA can be ascribed to their molecular weight of its polymer building blocks 93, 94 .
