The rank product method is a widely accepted technique for detecting differentially regulated genes in replicated microarray experiments. To approximate the sampling distribution of the rank product statistic, the original publication proposed a permutation approach, whereas recently an alternative approximation based on the continuous gamma distribution was suggested. However, both approximations are imperfect for estimating small tail probabilities. In this paper we relate the rank product statistic to number theory and provide a derivation of its exact probability distribution and the true tail probabilities.
Introduction
The rank product method is a popular non-parametric technique introduced by Breitling et al. [1] for identifying differentially expressed genes using data from replicated microarray experiments. It has also been widely applied to other postgenomic datasets that generate replicated rankable scores, for example in proteomics and metabolomics [3] [4] [5] . The method entails ranking genes according to their differential expression within each replicate experiment and subsequently calculating the product of the ranks across replicates. An important next step is to compare the observed rank products to their sampling distribution under the null hypothesis that the differential expression values are identically distributed (i.e., statistically exchangeable) within each of the independent experiments. Breitling et al. [1] proposed a permutation sampling procedure to approximate this distribution, whereas Koziol [2] recently suggested an alternative approximation based on the continuous gamma distribution. The latter cautions, however, that both permutation re-sampling and the gamma approximation fail to provide accurate estimates of the extreme tail probabilities of the rank product statistics.
This note provides a combinatorial exact expression for calculating the probability mass function of the rank product statistic and the exact p-values based on the fundamental theorem of arithmetic. The underlying method has previously been suggested by Lehner et al. [6] in a different research area, but their expression is exact only for the restricted case that the rank product is not larger than the number of genes in the array. In this paper, we remove this restriction, making the resulting counting method generally applicable to the analysis of microarray and other data.
Our numerical example shows that the exact probability mass function offers an improvement over the continuous gamma approximation, which tends to understate the evidence against the null hypothesis, and permutation. This improvement is important for the application of the rank product method in all areas of biological data analysis, as the main interest is typically directed towards the tail of the distribution, that is, the detection of "significantly changed" genes, proteins or metabolites.
Rank product analysis
Suppose we have differential expression data for a total of n genes from k replicated experiments, with all replicates measuring the same number of genes. The underlying distribution of the differential expression values themselves is unknown, prohibiting the calculation of the probability distribution of the raw expression data.
For this reason, each measurement of the differential expression for the th i gene in the th j replicate is replaced with its rank, 1 , i n ≤ ≤ 1 . j k ≤ ≤ The most strongly up-regulated gene in each replicate is assigned rank 1 and the most strongly downregulated gene is assigned rank , n giving k sets of ranks, denoted , ij r Rank product analysis aims to integrate the evidence from k independent biological replicates to provide a p-value for the overall test that all k single null hypotheses are true.
In line with Fisher's [7] method, the rank product approach to combining the individual p-values is to obtain the product of the ranks for gene i over the independent replicates , k i.e., 1 .
The observed rank product is then compared to the sampling distribution of the rank product values under the overall null hypothesis that the expression levels are identically distributed within each of the k independent replicates. Assessing the statistical significance, or p-value, of the observed expression changes therefore relies on the ability to obtain this null distribution accurately. In the original publication, Breitling et al. [1] proposed to obtain an approximate distribution under the condition that all the null hypotheses are true by permutation re-sampling. This strategy requires a computationally demanding large number of permutations to get reliable estimates of the p-values at the tails of the distribution, that is, for the most significantly changed genes.
Therefore, an analytical approach for calculating the distribution without requiring permutations was desirable. Hereafter, for notational convenience, we will drop all reference to the symbol i and consider how to make probability calculations using the gamma approximation and exact calculation.
Gamma approximation for rank products
In [2] , Koziol [2] shows that the empirical distribution of the logtransformed rank product values is well-approximated by the continuous Gamma ( ,1) k distribution over the (almost) entire range of support. He urges, however, that estimation of small tail probabilities of the rank products from the gamma approximation is imprecise.
The reason for the deviation is that the rank products take discrete values on the real number line, i.e., 1, 2, 3, , , k n …
whereas the continuous gamma distribution allows all non-negative real numbers. The deviations are most prominent if the rank products are small, hence at the right tail of the distribution. Below we will give an example that illustrates the difference between the true p-value and the approximate p-value based on the Gamma ( ,1) k probability density function.
Exact distribution of rank products
To overcome the limitations of the approximation strategies, recall that the rank products have a probability mass function. This function gives the probability that a discrete random variable RP is exactly equal to some value . rp This probability, denoted ( ), P RP rp = can be obtained by calculating the total number of ways to get rp by multiplying k integers (number of replicates) between 1 and n (number of genes), and dividing the result by . k n One approach to this counting problem is using a for loop. That is, run k nested loops from 1 to , n most efficiently by the divisors of rp , and count the number of times the resulting product 6 equals . rp This brute-force search performs well, but it becomes computationally time consuming if either n or k or both are large. The more so, if in addition to the probability the p-value of large rank products is required.
An alternative calculation relies on the fundamental theorem of arithmetic also known as the unique-prime-factorization theorem [9, 10] . This theorem states that every positive integer (except the number 1) has a unique prime-factorization implying that it can be presented in exactly one way as a product of powers of primes. For the problem at hand, this implies that every rank product rp greater than 1 is either prime itself or is the product of primes, i.e., integers. Obviously, the same goes for the divisors d of rank product . rp
We denote by ( ; , ) H rp k n the total number of representations of rank product rp as an ordered product of k ranks smaller than or equal to n . That is, two representations of rp are identical only if they contain the same ranks in the same order. We also assume by definition that (1; , ) 1.
H k n =
In their discussion of rank statistics, Lehner et al. [6] have shown that we can enumerate the number of ordered k -tuples such that their product equals , rp using
The computation of ( ; , ) H rp k n is an application of the so-called Piltz divisor function [11, see also Sloane's (A007425) at http://oeis.org/A007425], and intimately related to the study of ordered factorizations of integers [12] . For a proof see Nathanson [10] , Theorem 7.5, and Lehner et al. [6] . The above expression for
H rp k n is a valid method for counting the representations of rp as long as the rank product is less than or equal to the number of genes. The function is then independent of , n and it offers the total number of ways of writing rp as an ordered product of k ranks.
This counting formula may occasionally be appropriate for examining top-lists of most up-regulated genes, if n is large and the number of replicates is small. But in many biological applications, with several replicates and noisy data, for many genes rp will be larger than , n possibly even for strongly differentially expressed genes. If that is the case, the above expression for ( ; , ) H rp k n is invalid, as it includes rank tuples with rank values that are larger than . n Obviously, such rank tuples are impossible in replicates with n genes.
Let g d be a divisor of rp that is larger than n , where 1, , .
To obtain a generic formula that is valid for all possible rank product values, we express ( ; , ) H rp k n in terms of functions ( ; , )
where g β indicates the number of divisors equal to , g d and β β β β is the set of all
A proof is given in the Appendix. Notice that the function generates ( ; , )
H rp k n as a double sum over
which in turn is a product of combinatorial functions of prime exponents.
The inner sum is taken over all combinations of s divisors larger than n (with replacement) subject to the constraint that rp is dividable by the product of these s divisors, so that the remainder In that case 0, s = and the expression reduces to the formula offered by Lehner et al. [6] .
For example, if the rank product is not larger than 2 , n hence maximum 1, s = we only have to consider the divisors themselves. The remainder is then always a product of 1 k − ranks, and the expression reduces to ( )
where the summation extends over the v divisors g d of rp that are larger than .
n The formula has a simple combinatorial interpretation. It counts the number of permutations of rank tuples with inadmissible rank values, and subtracts the aggregated result from the total number of (admissible and inadmissible) representations of . rp
If the rank product value is larger than n 2 , but does not exceed n 3 , thus the maximum that s can take is 2, the expression requires an extra component and becomes ( ) Note that in determining the p-value, all piecewise-defined ( ; , ) H rp k n need to be calculated, from the most significant rank tuple possible, with 1, rp = to the rank product value of interest. Also, assume that the rank value is constant across replicates, then the p-value of the product increases as the number of replicates declines. This illustrates the value of using multiple experiments, in that the absence of an experiment decreases the significance.
Numerical example
The following is a numerical example to illustrate the calculations. Suppose a gene has the following ranks in 5 k = replicates, 3, 9, 5, 8, 9 . r = Hence the rank product is 9, 720. rp = To calculate (9, 720; 5, ), H n note that 9,720=2 3 . 
If the number of genes in each replicate is n =10,000, for example, the probability is calculated as 16 ( 9, 720) 2.20 10 , P RP − = = × and the associated pvalue is 14 ( 9, 720) 6.08 10 , P RP − ≤ = × much smaller than could realistically be approximated accurately using a permutation approach, even with a large number of permutations.
The rank product 9, 720 rp = has a total of 3 1 (9, 720) 
ordered 5-tuples that include the integer 540. If we do the same calculation for all the divisors that are larger than n and subsequently aggregate the results, the total number of 5-tuples with an inadmissible rank value turns out to be 905. Thus the correct number of ways to get a rank product of 9,720, in 5 k = replicates with 500 n = To examine the accuracy of the gamma distribution approximation, we assume that the same rank product value of rp=9,720 is obtained in k=3,5,10 replicates of n=500, 5,000, and 10,000 genes. Table 1 displays for each combination of these settings the exact probability ( 9, 720) P RP = , the exact p-value ( 9, 720), P RP ≤ and the gamma approximation of the p-value ( 9, 720). P RP Γ ≤ Table 1 The numerical results indicate that the continuous gamma approximation fails to assume the correct form in the long right tail and that it over-predicts the true pvalue. That is, compared to the exact p-value, the asymptotic gamma approximation is conservative in that it tends to understate the evidence against H 0 , potentially leading to false negative results. Also, observe that the relative magnitude of the approximation error increases as the number of biological replicates rises. This implies that the approximation of small p-values by gamma calculation becomes increasingly unsatisfactory if the number of experiments increases.
The top panel of Figure 1 displays the log 10 -transformed p-values for the entire distribution of rank products rp obtained by exact calculation, the approximating Gamma ( ,1) k distribution, and by permutation re-sampling, for k =5 replicates, and n = 500, 5,000, and 10,000 genes. The latter approach used 10 10 As can be seen, the gamma approximation fails to perform well for k=5 replicate experiments and n=500 genes. Gamma calculation has considerable error for p-values less than .05, and the error increases as the p-values decline. Notice that the gamma approximation gains in accuracy with increasing n. Clearly, the gamma approximation has excessive error in the right tail where the rank product values are small and for exceedingly small p-values the approximation breaks down. But for large rank products, say 10 10 and more, gamma calculation performs well. Indeed, for ordinary practical purposes, little seems to be lost by using the much simpler gamma approximation for rank products that are larger than 10 10 . Gamma computations are then as good as exact. This is important because the gamma function has the obvious advantage that the required computational time is essentially negligible as compared to exact calculation and permutation.
Permutation re-sampling involves a tradeoff between accuracy and number of permutations, and thus computational time. A downside to permutation is that accurately estimating small p-values requires a large number of permutations. The number of permutations needed is always larger than the inverse of the p-value [13] .
Put differently, the smallest achievable p-value is 1/(# permutations), but a factor of the order of 100 or so more permutations is required for reasonably accurate estimation to occur. Greater accuracy is always available, of course, but only at extra costs. This implies that the smallest p-values take unacceptably long amounts of time to compute. So it is (by far) not feasible to estimate them with reasonable accuracy if they need to be available on a timely enough basis.
The top panels of Figure 1 display the results of 10 10 permutations to accurately estimate a minimum p-value of 10 -8 . The outcomes indicate that the permutation approximation is distinctly more accurate than gamma calculation, and that its accuracy is extremely good. Increasing the number of re-samples would obviously further improve the performance of permutation, but the estimation of substantially smaller p-values is computationally prohibitive and the smallest exact pvalues are impossible to approximate accurately within reasonable time.
Taken together, we have a result that is of great practical value. The p-value of large rank products can be computed quickly by permutation (or gamma calculation), but it is unfeasible to estimate the smallest p-values with permutation.
In exact calculation, it is the opposite way around. The exact p-values of small rank products can be calculated swiftly, under the condition that the overall null hypothesis is true, for 5 k = and 500, n = and adds to these results on the tail at z=21.90 the 5-tuple {3,9,5,8,9} with rank product 9,720, and an exact p-value of 7 1.73 10 − × . The histogram confirms the somewhat intuitive notion that it is computationally unfeasible in practice to estimate the p-value of most significantly changed genes with reasonable accuracy using permutation re-sampling calculation.
Application
To illustrate our method, expression data for bone-marrow samples from Table 2 The complete data were subjected to quantile normalization [15], and a constant was added to all measurements so that the smallest value becomes 1, following the procedure in Breitling et al. [1] . We simulated a dataset with a small number of replicates by performing a pairwise comparison of three samples of ALL and AML, similar to the analysis in Table 3 of [1] , and subsequently calculated the individual ranks, the rank products and the exact p-values. The results are reported in Table 2 . Note that the p-values of the highly expressed AML genes are rather small, despite the small number of replicates considered, but they are still so large that a rigorous multiple-testing correction would bring them close to the significance threshold. For example, the Zyxin gene (X95735), which an analysis of the complete dataset shows to be one of the most strongly differentiating genes between ALL and AML, has a Benjamini-Hochberg-corrected p-value of only 0.0056 (Bonferronicorrected p-value 0.056). It is obvious that exact estimates of the p-values will be essential for making justified, reproducible decisions about which genes to consider as significantly differentially expressed in the downstream analysis.
Conclusion
In replicated microarray experiments, where typically large numbers of genes are simultaneously tested, it is crucial to be able to accurately determine small p- 
Appendix A. Proof
We present an expression to evaluate ( ; , ), H k n ρ the total number of ways of writing an ordered product of ρ by multiplying k integers between 1 and . n Denote
the divisors of ρ that are larger than .
n We claim that ( ) ( ; , ) ( 1) / ; , .
(1) , , , , and ( ) , , Results for the leukemia data obtained by a pairwise comparison of three samples each from ALL and AML.
Genes marked with a star (*) are also reported amongst the top 25 AML-specific genes in the analysis of the much larger complete dataset [14] . distribution approximation (blue), and permutation re-sampling (red), assuming k=5 experiments and n=500, 5,000, and 10,000 genes. The permutation model used 10 10 random samples to approximate the distribution, where each sample consists of k randomly drawn numbers 1, , , n … for which the rank product values were calculated. The figure displays the mean and the upper and lower 95% confidence limits.
Bottom-left panel: exact log 10 -transformed p-value for smallest rank products, for k=5, n=10,000. Bottom-right panel: histogram of simulated distribution of log-transformed rank product statistic z=-log(rp/[n+1] k ) under the overall null hypothesis, for k=5 and n=500, with superimposed on the tail at z=21.90 the 5-tuple {3,9,5,8,9} with rank product 9,720 and exact p-value of 1.73×10 -7 .
