If the generalized statistics suggested by Tsallis are used in statistical mechanics, the fluctuation-dissipation theorem no longer holds . Only in the limiting case where Boltzmann statistics are recovered is the theorem applicable. In spite of the fact that this allows for the possibility of condensation in any dimension, it is demonstrated that this is not always realized.
In statistical mechanics with the standard Boltzmann entropy, a simple relationship may be obtained between the canonical or grand canonical ensemble averages of commutators and anticommutators of two dynamical operators [1] . This relationship is often referred to as the fluctuationdissipation theorem since the anticommutator is used to describe time dependent correlations or fluctuations in the system and the commutator is related to transport coefficients or dissipation [2, 3] . It is simply due to the fact that the Boltzmann factor or distribution function is exponential in nature and therefore factorizable. A consequence of this aforementioned theorem is to rigorously rule out the existence of superconductivity or superfluidity in one and two dimensions [4] .
Recently, however, it has been pointed out by Tsallis[5] that the BoltzmannGibbs statistics may be generalized such that the entire Legendre-transform structure of thermodynamics is preserved [6] . Although the resulting statistical mechanics is non-extensive, quantal as well as classical applications of the Tsallis statistics have been suggested (see for example the references in Ref [7] ). Unlike in the Boltzmann case, however, the generalized distribution function is not simply factorizable, except in the limiting case where Boltzmann-Gibbs statistics are recovered. Hence, as we shall show the fluctuation-dissipation theorem as stated above no longer holds. This allows for the possibility of forming a condensate in two dimensions, provided these generalized statistics are realized as we have suggested is the case of high T c superconductivity [8] .
In the Tsallis formulation, the entropy is given by
where k B is the Boltzmann constant (which will be set equal to 1), q is any real number (characterizing a particular statistics), and the sum runs over all microscopic configurations (whose probabilities are {ρ m }) and
The ensemble average of the internal energy, for example, is given by
Furthermore, the generalized Fermi-Dirac (upper sign) and the generalized Bose-Einstein (lower sign) distributions are given by
and in the Maxwell-Boltzmann case by
where β = 1/T and µ is the chemical potential [9, 10] . In the limit q=1, the standard Boltzmann-Gibbs expressions are recovered.
In the Maxwell-Boltzmann case (with µ = 0) consider the simplest form of canonical correlation function [1] 
whereρ
Z is the partition function and f q is given by eq. (5). The spectral function for this correlation function may be written as
where
and
which yields for the correlation function
Interchanging the order of the product and E and E' yields
since ρ(E +hω) = ρ(E)e −βhω . This leads to a simple relationship between the ensemble average of the commutator and anticommutator ofÂ andB which is referred to as the fluctuation-dissipation theorem [1, 4] . Unfortunately this factorization is not possible over the complete integration range if ρ in eq. (8) is replaced by ρ q =1 [10, 11] . Hence, in principle, for q = 1 condensation may occur in dimensions d ≤ 3.
Consider an ideal Bose gas for which the number of bosons is given by
where d is the dimensionality and f q is given by eq( 4). For q=1 it is easy to show that lim µ→0 N q=1 (µ, T ) is divergent for d=1,2 [12, 4] and condensation only occurs for d=3. On the other hand for q=2, lim µ→0 N q=2 (µ, T ) is not convergent for d=1,2 or 3 which in spite of the absence of the fluctuationdissipation theorem rules out the possibility of condensation.
