In the last years significant improvments to the complexity of quantifier elimination in the real case have been achieved and while the Cylindrical Algebraic Decomposition algorithm ( [Co] , [C] ) has a running time doubly exponential in the number of variables, new algorithms running in single exponential time in the number of variables when the number of alternation of quantifier is fixed have been described (see [Ca ] , [GV ] , [HRR] , [HRS1] , [HRS2] , [Re1] , [Re2 ] ).
While the Cylindrical Algebraic Decomposition algorithm has been already implemented and improved in many aspects, these new algorithms have been very little experimented so far.
We shall not discuss in this paper general quantifier elimination but a restricted problem which is the existential theory of reals, that is an algorithm deciding if a semi-algebraic set has points, that we shall call "decision problem" in the sequel.
Let us fix notations. The number of variables will be n, the maximal degree of the polynomials will be d, the length of integers will be l, the number of equations will be s.
The report [Ho] concludes that for small inputs (n = m = s = l = 2) the running time of two single exponential algorithms ( [GV ] and [Re1] ) would be more than one million year while the CAD runs in two seconds or less. He did not consider the algorihtm of [HRS1] or [HRS2] but it is likely that the conclusion would be similar. Making the simple remark that the running time of these algorithms is necessarily increasing with the paremeters he concludes that the values of parameters for which the single exponential methods explained in these theoretical papers would give better times than the CAD corespond to intractable problems.
We would like to propose here the following idea: "it is possible to implement efficiently slight variants of single exponential methods well adapted to important particular cases of the decision problem" A typical problem of this kind would be n = 2 (resp. 3, 4, 5), s = 1, l = 2, d = 20 (resp. 6, 4, 3) for particularly good (but generic) geometric situations, where it is expected to have a reasonnable computation time (say minutes or hour We have even the hope that better computing times than CAD, or even solution of problems intractable by CAD, could be reached by these methods.
Basic ideas of single exponential method compared to CAD.
Let us go back to the basic ideas of single exponential methods and explain the main difference with the CAD process (see also [HRR] ).
As it is well known, the cylindrical algebraic decomposition method consists of two phases a) a projection phase, where the variables are eliminated one by one, b) a going up phase, where the sign conditions and cylinders are reconstructed progressively, going from the line to the plane, then at the end to R n . In phase a) elimination theory is used: resultants, subresultants, etc. In phase b) one starts from the univariate polynomials obtained at the end of phase a) and characterizes their roots and the intervals between their roots using, for example, a dichotomy algorithm based on Sturm's theorem [St ] ). Sturm's theorem is then used in the fibers to go from dimension k to dimension k + 1.
The complexity of calculating a cylindrical algebraic decomposition is polynomial in the degree d and the number s of input equations, and doubly exponential in n, the dimension. This complexity appears to be intrinsically related to the iterative method of eliminating variables.
Indeed, if one eliminates one variable between polynomials of degree d in n variables, one gets polynomials of degree d n . This doubly exponential behaviour is unavoidable in the worst case, and it is possible to give doubly exponential lower bound result for quantifier elimination ([We] , [DH] ).
But it has been noticed that the polynomials obtained in CAD are almost always highly factorizable, and this worse case argument is not convincing for an average complexity behaviour.
The key geometric idea for new single exponential methods is the following: avoid cascading projections by working directly on the object using Morse functions with a finite number of critical points, and be reduced directly to a 0 dimensional problem whose number of solutions is single exponential in n.
Indeed if we want to decide if a given semi-algebraic set in R n is empty or not, we do not need all the information given by CAD on all its intermediate projections .
Let us take an example to illustrate this situation. If we consider a well chosen coordinate function on the torus, we shall have to deal with only four critical points (picture a)). On the other hand, if we project the same torus, we have a lot of extra points to study,that have nothing to do with the original geometric situation and are created by the chosen projection (picture b)). In general, in the first method, the method of critical points, the number of points to consider will be single exponential, and in the second case, the CAD method, it will be doubly exponential.
The equation of the torus is
The Morse function we consider is the Y coordinate.
picture a) picture b)
Variants of the critical points method
We shall now explain some ideas that might be useful in order to develop efficient variants of the method in [HRS1] , [HRS2 ] . They could probably be adapted to [GV] or [Re1] as well. The geometric tricks , like critical points infinitesimal deformations, used in our method, are closely related to ideas in [GV ] that influenced us a lot, but the basic subroutines we use are quite different. The point of view of [Re1] is quite closed but more influenced by optimization concepts.
Let us explain how would work the simplest version of the method in a particular but fundamental case. In fact the extra complications of the algorithm (that we shall explain and discuss later) are precisely designed in order to reduce the general case to this case.
1. The case of a regular hypersurface
We consider an algebraic set Z(f ) defined as the zero set of a single equation f of degree d in n variables.
We want to decide whether Z(f ) is empty or not. We make the basic geometric hypothesis (H 1) Z(f ) is smooth (even in the complex field)
The easy smooth bounded case
Let us suppose (H 1) and moreover (H 2) the X n coordinate is a M-function, that is the set of critical points (real and complex) in the X n direction is finite (even in the complex field) (H 3) Z(f ) is bounded.
Then we have the following property (P 1): Z(f ) is non empty if an only if there are real critical points of the X n function on Z(f ).
The algorithm A 1) for the decision method in this case runs as follows:
A 1 1) compute the quotient structure (a basis of the vector space and the multiplication tables) of the quotient ring A of the 0-dimensional ideal I generated by the n equations
which is the set of critical points of the function X n over Z(f ) (points where the tangent hyperplane is perpendicualr to the X n axis or equivalently where the gradient is collinear to the X n axis). This can be done by any Groebner basis computation or, since the ideal is complete intersection (as many equations as variables) by new methods that we do not discuss here (see [Car] ). In theory, the single exponential complexity is obtained by solving enormous linear systems with degree bounded by the effective version of Hilbert Nullstesllensatz (see [Bro] ).
In practice a Groebner basis computation by the latest improvment of Buchberger's algorithm (see [Bu] for the basic version) is fine. The complexity and efficiency of the new methods of [Car] have not been studied yet but this method might be very useful.
A 1 2) decide if the set Z(I) of critical points of the function X n has real points. This can be done by various methods. The method we proposed in [HRS1] was based on the computation of the radical which gives an easy reduction to the univariate case (since it is possible to express, after a well chosen change of coordinates, the last coordinates of the solutions as a polynomial in the first one) and next on Sturm sequence.
One other possible method could be to compute the Groebner basis for the lexicographical ordering (directly or using for example [FGLM] to get it from another Groebner basis for another order) and to use iteratively Sturm theorem. Another method could use the algorithm of [PRS] which needs a Groebner basis, but not necessarily for the lexicographical ordering. Semi-numerical methods could be used too since the field is the field of reals.
3.1.2.The easy smooth non bounded case
Let us suppose again (H1) and (H 2) and let us replace (H 3) by (H 4) the distance function to the origin is an M-function, that is has a finite number of critical points on Z(f ).
Conditions (H 1) , (H 2) and (H 4) are generically valid: equations f of degree d in n variables verifying conditions (H 1) , (H 2) and( H 4) contain a Zariskidense open set of all equations of degree d in n variables. It was not the case for (H 1), (H 2) 
and (H 3). Now we have property (P 2): Z(f ) is non empty if and only if the function distance to O has real critical points on Z(f ).
The algorithm A 2) for the decision problem in this case runs as follows: A 2 1) perform A 1) and decide that Z(f ) is non empty if there are real critical points of the X n function on Z(f ) else go on with A 2 2) compute the quotient structure (a basis of the vector space and the multiplication tables) of the quotient ring A of the 0-dimensional ideal I generated by the n equations
which is the set of critical points of the function distance to O over Z(f ) (points where the tangent hyperplane is perpendicular to the vector (X 1 , . . . , X n ) or equivalently where the gradient is collinear to the the vector (X 1 , . . . , X n )). A 2 3) decide if the set Z(I ) of critical points of the function distance to O has real points. The computation methods for A2 2) and A2 3) are similar to the methods for A1 1) and A1 2).
The general smooth case
It may happen that the X n coordinate and the distance function to O are not Mfunctions. We need then to try several directions and several origins for the distance function in order to obtain M-functions. Using the bounds on the degree given by the efficient quantifier elimination method for the algebraically closed case (see [CG] , [FGM ] , [H] ), we can find immediately a set of single exponential cardinality D (resp O) where to chose the directions (resp. the origins), and be certain that once every element of D (resp. O) has been tried, we have obtained an M-function, since the set of bad directions (such that the corresponding linear combinations of coordinates is not an M-function) (resp. of bad origins) is contained in a Zariski-closd set of single exponential degree.
If we are lucky, we shall end the computation after a few choices but if we are not we shall have to try all the directions in D (resp. origins in O) before finding M-functions.
So the algorithm A 3) (decision method for the general smooth case) runs as follows A 3 1) pick a point l in D, while I l is not 0-dimensional (where I l is the ideal defined by 
A 3 4) when l with I o 0 dimensionnal is obtained, decide whether I o has real points. If there are , decide that Z(f ) is non empty.
2. The case of a general hypersurface
The idea is quite simple: in order to get Z(f ) smooth, we modify slightly the equation by considering a sufficiently small element and replace the original decision problem for f by the decision problem for f It is necessary to make this precise to develop some rather sophisticated algorithmic and methodological equipment, in particular the study of semi-algebraic sets over a general real closed field ([B C R ]).
Since we are working in a symbolic context, the small deformations cannot be performed numerically, and it is necessary to use infinitesimal deformations, that is, to work in extensions of the ground field which are fields of Puiseux series. In fact, since all the computations are based on linear algebra subroutines and are made in the ring of coefficients, no implementation of Puiseux series is needed, and all the computations take place in the polynomial ring with coeffcient in .
We have to perform the computations of A 2) but in a context where the ring of coefficient is extended and is no more archimedean. The methods needed to decide whether or not the set of "real" critical zeroes of I (now in a field of Puiseux series) is empty can no more be semi-numerical or use isolation intervals. It is then needed to use tools based on Thom's lemma ( [CR] , [RS] ) and [BKR] methods, that are known to be much slower than isolation interval techniques.
3 The general case of a semi-algebraic-set
It is based on a reduction process to case 3.2. Let f 1 > 0, . . . , f s > 0 be for example the semi-algebraic set we consider. Following a trick of [GV] we consider the equation
and we have to decide whether or not the hypersurface Z(g) has critical points of the X n functions verifying f 1 > 0, . . . , f s > 0. This is done by applying a variant of [BKR]'s algorithm. Computations are made with coefficients polynomial in γ.
The elevation of degrees and the additionnal variable γ make this reduction quite inefficient from a practical point of view.
Remark 4. Computational strategies
We propose the following algorithm B) for the decision problem for an hypersurface B 1) decide if Z(f ) is regular by deciding whether the ideal I" generated by
has an empty zero set. This is done by checking if the Groebner basis of I" is equal to 1. If Z(f ) is singular, replace f by f 2 − (and replace the ring K of coeffcients (in practice, the integers) by the ring
This strategy can be improved. A more efficient method would provably be the following: start the computations as if the geometric situation was good and go to more spophisticated variants of the algorithm only when the situation is bad, which should be detected by a computation failure. A precise and complete computational strategy based on these ideas has to be more fully developed. It willl be part of the POSSO project to progress towards this direction.
It is already clear that for an hypersurface with d = 20 (resp. 6, 4, 3), n = 2 (resp. 3, 4, 5), in the good cases we have considered 3.1.1. and 3.1.2., or even for the general smooth case, and in the present state of the art, the computation time needed for obtaining the Groebner basis of I and the number of real points of its zero set is perfectly reasonable. Indeed the vector space A is of dimension at most
that is here no more than 200, while the degrees needed in the CAD computations increase extremally rapidly. Since the algorithms for determining the number of real zeroes of a 0-dimensional ideal are known to be polynomial in the output of the quotient computation (dimension of the quotient and multiplication tables) ( [PRS] ), we can reasonnably hope that in every case where the structure of the quotient A will be computable (for example through a Groebner basis), the computation of the number of real points will be practically feasible. We thank Hoon Hong and Carlo Traverso for their useful comments on the subject. Reidel (1985) .
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