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Resum– El mon dels videojocs esta´ en constant canvi i una de les coses que me´s esta` canviant e´s
el seu desenvolupament. Empreses que abans necesitaven equips de moltes persones amb va`ries
disciplines per poder desenvolupar un joc, a dia d’avui es veuen superades per produccions realitza-
des per nombres reduı¨ts de persones, en ocasions persones que han portat tot el desenvolupament
per compte pro`pia. Aixo` e´s en gran mesura propiciat per el desenvolupament de motors de joc cada
cop me´s potents. Alguns exemples son Unity [1], Unreal Engine [2] o Source Engine [3]. En aquest
article presentarem un dels mo`duls de InvasionEngine 2, un motor de joc propi desenvolupat per
Abel Cano Quintana, estudiant de l’Universitat Auto`noma de Barcelona. El modul que presentem
e´s el IE2KinectSupport (per les seves inicials Invasion Engine 2 Kinect Support) una llibreria que
permet el u´s de dispositius Kinect v1 en el desenvolupament de aplicacions amb el InvasionEngine 2.
Paraules clau– Kinect, Kinect V1, Natural User Interface, Depth Sensor, RGBCamera, Audi-
oRecognition, SkeletonTracking, Bone-Track, Game Engine, InvasionEngine, InvasionEngine 2, IE2
Abstract– The gaming world is in constant change and one of the things that is changing most is
the development, years before companiesneed many people with various disciplines to develop a
game, today these developments are surpassed by productions made by small numbers of people,
sometimes appear people who have taken all the development for their own. This is caused by the
development of game engines increasingly powerful. Examples include Unity [1] Unreal Engine [2] or
Source Engine [3]. In this article we present InvasionEngine2 module, a game engine developed by
Abel Cano Quintana, a student of the Autonomous University of Barcelona. The module presented
is IE2KinectSupport (by its initials Invasion Engine Support Kinect 2) a library that allows the use of
Kinect devices v1 in developing applications with InvasionEngine 2.
Keywords– Kinect, Kinect V1, Natural User Interface, Depth Sensor, RGBCamera, AudioRe-
cognition, SkeletonTracking, Bone-Track, Game Engine, InvasionEngine, InvasionEngine 2, IE2
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1 INTRODUCCIO´
EL desenvolupament de videojocs cada dia esta´ me´spresent en el mo´n de les tecnologies, movent quan-titats de diners cada cop me´s grans i a un pu´blic
cada cop me´s exigent i influenciat per la innovacio´ i pro-
mesa de noves maneres de jugar. Davant d’aquesta societat
tant interessada per els videojocs, i amb l’intere´s afegit de
distanciar-se de les companyies habituals, es creen empre-
ses de cara`cter independent que gra`cies als motors de jocs
tenen la capacitat d’oferir propostes noves i de cara`cter me´s
personal o independent.
Tot i aixı´ tambe´ existeixen altres creadors que opten per la
generacio´ del seu pro`pi motor de joc. D’aquesta manera no
nome´s eviten pagar les taxes o llice`ncies que pot suposar
utilitzar un motor ja desenvolupat, sino´ que poden desenvo-
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lupar videojocs d’una manera me´s personalitzada i cone`ixer
tota la lo`gica interna dels seus jocs de primera ma`.
El motor InvasionEngine 2 neix com una progressio´ del seu
antecessor InvasionEngine[4] un motor de joc desenvolupat
per Abel Cano Quintana, tambe´ responsable del desenvolu-
pament del motor InvasionEngine 2. Aquesta nova versio´ e´s
un nou motor de joc que implementa funcions que perme-
ten insta`nciar mu´ltiples objectes en 3D i 2D, treballar amb
fitxers de a`udio i un sistema de Scripting basat en Mono[5].
La particularitat me´s interesant i que aprofitem en aquest
treball e´s la gran modulartitat que permet aquest motor, que
dona joc a poder implementar un nu´mero ilimitat de llibre-
ries que augmentin de manera considerable les possibilitats
de desenvolupament en Invasion Engine 2.
El modul IE2KinectSupport prete´n ser una primera versio´
que permeti al motor treballar amb dispositius Kinect, una
primera presa de contacte amb els dispositius NUI o Natural
User Interface.
1.1 Motivacio´ i objectius
Aquest treball te´ purament una intencio´ de autoformar-se.
Per una banda e´s planteja el repte d’enfrontar-se a un mo-
tor de joc desconegut, que ja ha estat implementat amb unes
especificacions concretes que s’han d’estudiar i comprendre
per a que la llibreria IE2KinectSupport no doni problemes
de compatibilitat. D’altra banda tambe´ existeix un repte a
l’hora de comprendre el funcionament dels dispositius Ki-
nect V1.
A l’hora de plantejar els objectius s’han determinat 3 clas-
ses d’objectius diferents:
• Objectius crı´tics: si no es compleixen comprometen
directament en els requisits mı´nims de la llibreria.
• Prioritaris: Objectius que s’han d’implementar a la lli-
breria priorita`riament per assegurar les funcionalitats
esperades.
• Secundaris: Objectius que si no s’acompleixen no
comprometen el correcte funcionament de la llibreria,
pero` donen qualitat.
Seguint aquestes directius s’han identificat els segu¨ents
objectius:
• Objectius crı´tics :
– Extreure i manipular informacio´ obtinguda amb
la ca`mera RGB de Kinect permetent realitzar
captures d’imatge des del motor.
– Extreure i manipular informacio´ obtinguda des
del receptor d’infrarrojos (Depth sensor).
– Extreure i manipular informacio´ obtinguda sobre
seguiment d’esquelet (Skeleton/Bone Tracking)
en temps real.
– Extreure i manipular informacio´ obtinguda
d’a`udio permetent la capacitat de reconeixement
de a`udio per part de la multiarray de micro`fons
del Kinect, permetent enregistrar a`udio.
– Assegurar la connexio´ i inicialitzacio´ del dispo-
sitiu Kinect, aixı´ com de tots els sensors que in-
tervindran en la llibreria (RGB, Depth, Audio i
SkeletonTrack)
– Realitzar tests de validacio´ de totes les funcions
de la llibreria realitzades.
– “Parsejar” les funcions de la llibreria per a que`
puguin ser cridades des de un “Script”.
• Objectius prioritaris:
– Desenvolupar “demos” que permetin mostrar
l’u´s de les funcions del Kinect.
• Objectius secundaris:
– Dissenyar i desenvolupar un petit joc amb IE2
que utilitzi funcionalitats proporcionades per la
llibreria Kinect a trave´s del sistema de Scripting.
– Aprofitar les funcions de a`udio per aconseguir re-
alitzar reconeixement de veu.
– Aprofitar el Skeleton-Tracking per grabar movi-
ments offline i traspassar-los a un model 3D de-
tallat.
1.2 Estat de l’art
L’any 2010 l’empresa Microsoft llenc¸a al mercat Kinect V1
technology per a XBOX360, aprofitant una tecnologia basa-
da en construccio´ d’imatges 2D amb un sensor de dista`ncia
creada per l’empresa Israelı´ PrimeSense (actualment com-
prada per Apple), donant al mercat de les aplicacions un
dispositiu capac¸ de captar imatge, profunditat i a`udio a un
preu molt assequible. Microsoft va aprofitar el dispositiu
per acostar al mon de l’entreteniment una nova manera de
interactuar amb els videojocs basada en els moviments arti-
culars del jugador, donant aixı´ a la seva consola del moment
XBOX 360 la possibilitat de tant de jugar a videojocs com
de controlar tota la interfı´cie de menu´s que proposava la
consola.
Arribats a l’any 2017 s’han fet molts avenc¸os en l’a`mbit
de les Natural User Interfaces dins el mon dels videojocs i
els gegants de l’industria tenen cadascu´ el seu propi siste-
ma.A la figura 1 podem veure una taula comparativa d’al-
guns dispositius me´s coneguts
En el mo´n de les Natural User Interfaces cada companyia
treballa amb el seu dispositiu cadascun amb les seves avan-
tatges i desavantatges donant la marca d’identitat a la com-
panyia.
El nostre projecte utilitzara` la versio´ V1 del Kinect. El mo-
tiu principal e´s que ofereix una gran capacitat d’ana`lisi de
l’entorn de l’usuari (informacio´ RGB, de profunditat i de
so) amb una qualitat acceptable. A me´s a me´s Microsoft
ofereix el SDK per Kinect V1 i V2 de manera completament
gratuı¨ta mentre d’altres com el SDK proposat per Sony, el
Move.me, suposaria un cost addicional de 100 e.
D’altra banda preferim comptar per a desenvolupar aques-
ta primera fase del motor amb un Kinect V1 Technology, ja
que tot i tenir unes prestacions notablement inferiors respec-
te el seu descendent, el Kinect V2 Technology, considerem
que al ser me´s barat i tambe´ tenint una trajecto`ria de me´s
de 10 anys amb molta documentacio´ encaixa me´s be´ amb el
projecte InvasionEngine 2.
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Fig. 1: Dispositius NUI coneguts
2 METODOLOGIA
Per a assegurar la correcta realitzacio´ dels objectius que s’-
han proposat, es realitzara` una metodologia de treball basa-
da en les te`cniques de desenvolupament a`gil actuals. Cada
una de les fases consistira` en un perio´de de curta durada o
sprint (ma`xim 20 hores) i en cas de que` es sobrepasse´s el
temps es realitzara´ una particio´ de la tasca en subtasques
me´s simples.
Cada desenvolupament de cada funcio´ es realitzara` seguint
el diagrama proposat a continuacio´: 2.
Fig. 2: Diagrama de la metodologia a`gil que s’ha emprat
Afegidament a aquesta metodologia cal dir que s’ha
realitzat un treball d’investigacio´ general previ l’inici
del desenvolupament on s’han indentificat les funcions
ba`siques que s’han d’obtenir del SDK de Kinect V1 [6],
aixı´ com el seu funcionament intern i com obtenir les dades
que volem abstreure posteriorment al motor.
Per a mantenir una copia de seguretat en tot moment s’a-
fegeix tambe´ l’u´s d’un controlador de versions (GitLab[7]),
gestionat amb SourceTree[8] un software que ens proveeix
els repositoris Git amb una interfı´cie gra`fica, d’aquesta ma-
nera el projecte queda compartit entre els desenvolupadors
i actualitzat en tot moment.
3 DISSENY DE LA LLIBRERIA
Possiblement una de les parts me´s complicades en el desen-
volupament de tot aquest treball e´s el disseny, ja que si
no tenim en compte les possibles incompatibilitats amb el
motor que s’esta` desenvolupament paral·lelament, es poden
originar conflictes interns donant peu a realitzar de nou tot
el treball.
La IE2KinectSupport e´s una llibreria (.dll) que actua com
ha mo`dul adicional per al motor IE2. La idea principal e´s
que IE2KinectSupport ha de donar tota informacio´ al mo-
tor sent totalment independent, e´s a dir el motor u´nicament
ha de rebre para`metres que ja estiguin definits dins el seu
a`mbit de programacio´, per posteriorment poder interpretar
correctament els scripts i poder utilitzar les funcions del
IE2KinectSupport sense cap problema`tica. A la figura 3
queda representada la idea que s’ha plasmat.
Fig. 3: Disseny a nivell de mo`duls distingits dins els motor
IE2, les linies de color verd representen la independe`ncia
entre ells. La llibreria IE2KinectSupport ha de ser coherent
amb aquest disseny i per tant abstreure informacio´ sense
que el motor, els scripts o el compilador hagin de cone`ixer
variables pro`pies del SDK.
Gra`cies a aquest tipus de disseny assegurem que la nostra
llibreria u´nicament sera` utilitzada per enviar dades al motor
sense interferir en la seva funcionalitat habitual, assegurant
la modularitat del motor abans esmentada.
A nivell me´s intern a l’hora de plantejar quin seria el
disseny de la IE2KinectSupport, s’han categortizat 3 parts
indispensables.
Per una banda tenim la classe mestre IE2KinectSupport que
e´s l’encarregada de definir els constructors que passarem
al motor i sera` la vı´a de sortida dels nostres objectes cap al
motor.
Posteriorment tenim la classe KinectTools, e´s l’encarregada
d’inicialitzar el Kinect i assegurar la seva connexio´. A la
vegada sera` l’encarregada de gestionar les funcions que
no depenen directament de cap sensor (moure el angle
d’inclinacio´, inicialitzar els sensors, etc).
Finalment podem agrupar la resta de classes en un u´ltim
grup. Sera` conformat per totes aquelles clases que depenen
de algu´n sensor en concret i es generara`n a partir de
l’objecte realitzat a la classe pare KinectTools. Si associem
a cada sensor la seva pro`pia clase per separat podem
mantenir una molt bona organitzacio´ de desenvolupament,
podent per una banda centrar-nos en un sensor en concret
per afegir funcionalitats o en cas de trobar alguna errada o
bug saber a quina classe acudir segons on s’hagi produı¨t
l’error 4.
4 IMPLEMENTACIO´ DE LES CLASSES
4.1 IE2KinectSupport.h
IE2KinectSupport e´s la classe que ens permet enviar infor-
macio´ al motor i encendre tots els sensors de manera imme-
diata. D’aquesta manera el sistema de scripting nome´s ha
de fer la crida al IE2KinectSupport assegurant que tots els
sistemes del dispositiu Kinect s’activen i s’instancien. Sen-
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Fig. 4: Disseny a nivell intern de la llibreria
IE2KinectSupport
se aquesta classe no podriem enviar informacio´ al motor i
per tant la llibreria no funcionaria de la manera esperada
encara que internament totes les funcions estiguessin ben
dissenyades.
4.2 KinectTools.h
La classe KinectTools.h e´s el nostre nucli i implementa totes
les funcions ”generals”, aquelles funcionalitats ba`siques
que no depenen de cap sensor en concret, e´s a dir tot el que
fa refere`ncia a la inicialitzacio´ o calibratge del dispositiu es
pot considerar funcio´ general de la llibreria.
Per a la seva implementacio´, el Kinect SDK v1.8 ens prove-
eix l’estructura d’un sensor Kinect ba`sica i les funcions que
permetran la seva localitzacio´ del hardware, inicialitzacio´ i
modificacio´ dels para`metres de calibratge.
Cal afegir que d’ara en endavant, quan generem una
estructura del tipus de la classe KinectTools utilitzarem
la direccio´ de memo`ria d’aquest objecte per instanciar els
objectes derivats generats pels diferents sensors. D’aquesta
manera si utilitze´ssim varis Kinect podrı´em seleccionar,
per exemple, en un d’ells executar el sensor RGB i en un
altre el mo`dul Depth.
4.3 KinectRGB.h
La classe KinectRGB.h e´s la classe encarregada d’obtenir la
informacio´ rebuda per la ca`mera RGB del Kinect. A la nos-
tra llibreria hem utilitzat les funcions proporcionades per el
SDK per en primer lloc poder emmagatzemar de manera
contı´nua un frame per a la seva posterior representacio´ i en
segon lloc una funcionalitat per a poder prendre una foto en
un determinat moment i guardar-la al nostre sistema.
El SDK de Kinect es proveeix la funcio´ NuiImageStreamO-
pen. Aquesta funcio´ rep com a para`metre un flag amb el
nom de RGB o Depth en funcio´ de quin tipus d’imatge que
volem emmagatzemar, a me´s a me´s de variables internes de
la classe de tipus HANDLE que emmagatzemaran el propi
objecte per a l’obtencio´ de RGB (RGBStreamHandle) i el
control d’esdeveniments (NextColorFrameEvent). Afegida-
ment a la funcio´ se li passa la qualitat d’imatge o ressolucio´,
que pot ser alta (1280 x 960) o baixa (640 x 480). La creacio´
d’un Stream genera un objecte de tipus Handle. Ara el nos-
tre objecte KinectRGB ja por comenc¸ar a treballar i rebre
informacio´ via la ca`mera RGB del sensor de Kinect. Per a
fer-ho utilitzarem la funcio´ NuiImageStreamGetNextFrame
que rebra` com a para`metre el objecte anterior que hem creat
amb NuiImageStreamOpen i a me´s a me´s una variable de ti-
pus NUI IMAGE FRAME frame. Aquesta variable permet
a la funcio´ NuiImageStreamGetNextFrame emmagatzemar
la informacio´ de un frame captat per la ca`mera, a la figu-
ra 5 podem observar que conte´ exactament l’estructura del
frame.
Fig. 5: Disseny de l’estructura NUI IMAGE FRAME,
aquesta estructura rep valors a l’hora d’executar la funcio´
NuiImageStreamGetNextFrame.
La variable que conte´ el mapa de bits que volem
posteriorment representar la trobem dins del propi frame
a la variable INuiFrameTexture *pFrameTexture.. Aquest
punter ens trasllada a un objecte de tipus INuiFrameTexture,
que permet obtenir tota la informacio´ de la textura que
nosaltres hem aconseguit amb el sensor. Distingim pero` dos
me`todes imprescindibles per al correcte funcionament de la
classe KinectRGB. Per una banda tenim el me`tode LockRect
aquest me`tode ens emmagatzema en una variable pro`pia
del SDK de Kinect anomenada NUI LOCKED RECT el
mapa de bits de l’estructura, bloquejada en escriptura.
Aixo` es degut a que si no bloquegem correctament aquesta
variable es podrien solapar mapes de bits, generant errors
d’imatge no desitjats. Per altra banda tenim el me`tode
UNLOCKrect que allibera el frame permetent aixı´ que no
es produeixin desbordaments de memo`ria per acumulacio´
massiva de frames.
El motor pero` ha de ser completament independent a les
funcions pro`pies del SDK per tant i en ordre de que l’u´s
de la classe sigui me´s simple s’han generat 3 funcions
ba`siques a l’hora de treballar amb la classe:
• RGBCa´mera: Constructor propi de la classe que s’en-
carregara´ de crear el streamRGB i cridar la funcio´
NuiImageStreamOpen.
• RGBProcess: Funcio´ encarregada de donar pas a la
captacio´ d’imatge per part de la funcio´ NuiImageStre-
amGetNextFrame i treballar amb la textura per generar
el LockedRect que posteriorment pot ser retornat.
• La funcio´ de release per alliberar el frame
La figura 6 sintetitza les u´ltimes explicacions en un dia-
grama de funcionament.
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Fig. 6: Diagrama de funcionament per a la classe RGBKi-
nect. A l’esquerra funcions propies del SDK que permeten
l’obtencio´ de imatges en RGB, a la dreta funcions propies
de la llibreria IE2KinectSupport.
Finalment s’ha realitzat una funcio´ anomenada ScreenS-
hot que permet realitzar una captura en el moment que es
llenc¸a la funcio´, emmagatzemant al nostre sistema el ma-
pa de bits del LockedRect en un precı´s moment. Aquesta
funcio´ tambe´ ens ha servit com a test a l’hora de mostrar
diferents imatges variant la qualitat. Aquesta funcio´ no ha
estat ı´ntegrament generada en aquest projecte ja que no te-
nim els coneixements necessaris per a realitzar la correcte
transformacio´ de un mapa de bits a una imatge, i la inves-
tigacio´ hauria comportat hores extres no considerades dins
el projecte. Aixı´ que hem utilitat una funcio´ OpenSource
que te´ Microsoft per al u´s de Kinect. A la figura 7 podem
veure una fotografia en alta qualitat realitzada utilitzant les
funcions de la classe KinectRGB.
Fig. 7: Fotografia en qualitat 1280x960 RGB realitzada des
de IE2KinectSupport
4.4 KinectDepth.h
La classe KinectDepth.h te´ com objectiu retornar mapes de
profunditat generats a partir del sensor de proximitat que
ens dona Kinect. A l’hora de la veritat aquesta funcio´ que-
daria una mica obsoleta ja que posteriorment es pot acon-
seguir un millor rendiment gra`cies al Hardware integrat per
al reconeixement d’esquelet ja que ofereix la possibilitat de
tenir regions concretes de les quals obtenir la profunditat.
Tot i aixı´ al ser un dels objectius inicialment marcats a l’-
hora de fer el treball hem realitzat la clase KinectDepth que
permet a me´s generar una imatge del mapa de profunditat
generat, aprofitant la funcionalitat Screenshot explicada a
l’apartat KinectRGB.h.
El funcionament a l’hora de crear un Stream de tipus Depth
e´s molt semblant al KinectRGB. Ens aprofitarem de la fun-
cio´ NuiImageStreamOpen, aquest cop amb un flag Depth i
una resolucio´ aquest cop pot ser alta (320 x 240) o baixa (80
x 60), ademe´s les variables necessa`ries per emmagatzemar
tant el objecte que realitzara` la captura com el DepthEvent
segueixen sent dos objectes de tipus HANDLE continguts
dins la pro`pia classe imitant a la clase KinectRGB.
A nivell de processat de la textura e´s diferent, ja que estem
emmagatzemant un altre tipus de frame diferent al RGB,
amb la seves pro`pies variables i per tant, tot i utilitzar el
NUI IMAGE FRAME frame la funcio´ que utilitzarem per a
capturar imatges dins aquest frame e´s per una banda la fun-
cio´ que utilitza`vem abans (NuiImageStreamGetNextFrame),
pero` ara a me´s a me´s utilitzarem NuiImageFrameGetDept-
hImagePixelFrameTexture, una funcio´ pro`pia del SDK de
Kinect que e´s capac¸ d’emmagatzemar dins un objecte ti-
pus INuiFrameTexture* Texture, una textura que representa
el mapa de bits a nivell de profunditat. Per fer-ho la fun-
cio´ NuiImageFrameGetDepthImagePixelFrameTexture rep
com a para`metres:
• El DepthStream HANDLE o variable privada de la cla-
se on hem construit el objecte amb NuiImageStreamO-
pen.
• El frame on hem guardat la captura realitzada per la
ca´mara amb NuiImageStreamGetNextFrame.
• Un para`metre NearMode que informa si estem realit-
zant captura amb objectes molt pro`xims a la ca´mera.
• La textura INuiFrameTexture* Texture passada per re-
fere`ncia on guardarem el mapa de bits.
Per obtenir a el mapa de bits, el proce´s e´s exactament
igual que el que hem realitzat dins del streamRGB. Hem
d’aconseguir el LockedRect de la texture emmagatzema-
da cridant a LockRect dins la textura i capturar dins una
variable privada tipus NUI LOCKED RECT la imatge que
posteriorment mostrarem.
La funcio´ ScreenShot e´s capac¸ d’imprimir el LockedRect,
aixı´ que tambe´ formara` part de la classe permetent aixı´ po-
der comprovar el funcionament correcte de la classe, ja que
capturar una imatge d’un mapa de profunditat realment no
aporta un valor gaire elevat al motor.
A la figura 8 podem observar una fotografia d’un mapa de
profunditat obtinguda des de la llibreria IE2KinectSupport
4.5 KinectAudio.h
Les funcionalitats relacionades amb la captacio´ de a`udio
estan desenvolupades dins la classe KinectAudio.h. l’im-
plementacio´ d’aquesta classe ha estat una de les me´s difi-
cils de tot el treball. En primera insta`ncia es volia imple-
mentar un reconeixement de veu possibilitant la interaccio´
usuari-ma`quina mitjanc¸ant la veu, pero` ate`s que el tracta-
ment d’a`udio e´s un proce´s complex que requereix coneixe-
ments sobre transformacio´ a formats audibles, canals de so`,
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Fig. 8: Fotografia en qualitat 340x240 Depth realitzada des
de IE2KinectSupport
frequ¨encies, etc no s’ha pogut implementar.Tot i aixı´ s’ha
aconseguit realitzar la classe KinectAudio.h que e´s capac¸
d’enregistrar audio i guardar-lo en format WAV.
El funcionament es basa en dues classes fonamentals. Una
d’elles no ha estat realitzada dins aquest treball i forma
part de l’OpenSource de Microsoft per treballar amb el Ki-
nect, e´s l’anomenada CStaticMediaBuffer, aquesta classe
ens permet definir una variable buffer dins KinectAudio, on
emmagatzemar el audio enregistrat a trave´s de l’array de
microfons del Kinect.
L’altra clase e´s laKinectAudio, que s’encarregara` de propor-
cionar me`todes que cridin a les funcions pro`pies del SDK
amb l’intencio´ d’enregistrar a`udio.
El procediment per enregistrar a`udio comenc¸a en primer
lloc amb la crida de la funcio´ NuiGetAudioSource que rep
com a para`metre un objecte de la classe NuiAudioBeam,
aquest objecte juntament amb la funcio´ permet comenc¸ar
a enregistrar a`udio i guarda dins el AudioSource informa-
cio´ de l’ona auditiva generada, per posteriorment si escau
representar-la o treballar amb ella. En aquest treball no es
treballa amb l’ona auditiva generada.
Tot seguit es criden funcions a trave´s de l’AudioSource ge-
nerat, en primer lloc cridem a la funcio´ QueryInterface que
rep com a para`metres un IID MediaObject i un punter do-
ble a un objecte del tipus MediaObject contingut dins de
la zona privada de la nostra classe KinectAudio. La funcio´
QueryInterface ens retornara´ un punter a les propietats a les
interficies suportades per a la reproduccio´ d’a`udio disponi-
bles o en la seva care`ncia un error.
Finalment i per concloure la creacio´ del Stream d’a`udio
es requereix cridar a trave´s del AudioSource al me`tode
QueryInterface de nou, pero` aquesta vegada amb un objec-
te del tipus IID IPropertyStore com a para`metre i un punter
doble a la variable tipus IPropertyStore per emmagatzemar
la interfı´cie de tipus IPropertyStore.
Un cop hem inicialitzat totes les variables necessa`ries per
a l’enregistrament d’a`udio toca comenc¸ar a processar dins
d’un buffer els sons captats per a posteriorment poder-los
reproduir, per a fer-ho, en primer lloc ens hem de definir
com sera` el buffer i despre´s fer u´s de les funcions de la clas-
se que ens dona Microsoft CStaticMediaBuffer. Utilitzarem
per aconseguir-ho a me´s a me´s un para`metre de bufferlength
triat per l’usuari del motor, que permetra` triar la durada de
l’a`udio.
Malauradament i per la prioritzacio´ d’altres objectius no s’-
ha parametritzat correctament l’a`udio i per tant no es pot
encara seleccionar a quin fitxer destinar la gravacio´, tot i
aixı´ hem pogut comprovar el funcionament enregistrant en
un fitxer constant una pista d’a`udio i s’ha escoltat correcta-
ment.
4.6 SkeletonTracking.h
La part me´s interessant de la llibreria IE2KinectSupport
e´s l’implementacio´ de me`todes que permetin el Skeleton-
Tracking, la funcio´ me´s u´til de Kinect i la me´s explotada
dins el sector del videojoc.
4.6.1 Que` e´s SkeletonTracking
Les te`cniques de SkeletonTracking[9], a vegades tambe´
anomenades BoneTracking, permeten el reconeixement de
l’esquelet huma` a trave´s de la identificacio´ dels ossos i les
articulacions que els relacionen i seguir les seves accions.
Gra`cies a aixo` Kinect es capac¸ de recone`ixer fins 6 esque-
lets humans al mateix temps i realitzar la representacio´ de 2
d’ells de manera paral·lela. A la figura 9 podem veure les ar-
ticulacions de l’esquelet que Kinect es capac¸ de recone`ixer
i localitzar al espai.
Fig. 9: Articulacions i el seu nom dins el SkeletonTracking
de Kinect
Tenim 20 articulacions possibles que so´n representades
en l’espai real (coordenades X, Y, Z i W, sent X, Y i Z co-
ordenades a l’espai i W el quaternio´) permetent la completa
representacio´ de l’esquelet huma`.
Les possibilitats so´n molt grans una vegada podem aprofitar
aquesta tecnologia, es pot realitzar un traspa`s de les coorde-
nades a models realistes de cara`cter humanoide permetent
el que s’anomena MotionCapture[10] en temps real. Tambe´
es pot realitzar l’enregistrament d’aquests moviments en un
fitxer que despre´s sigui interpretat per un model realista 3D
i tenir un MotionCapture en offline. D’altra banda tambe´
podem interactuar amb objectes dins la pantalla, ja siguin
polsadors o objectes 3D que estiguin instanciats dins l’esce-
nari, ja que al tenir tambe´ la seva posicio´ dins l’espai podem
fer que reacionin quan alguna part del nostre cos compartei-
xi la seva mateixa posicio´. Tot aixo` i moltes coses me´s so´n
posibles gra`cies al reconeixement d’esquelet per part de Ki-
nect.
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4.6.2 Implementacio´ del SkeletonTracking.h
Per a la realitzacio´ del SkeletonTracking.h necessitarem a
la nostra part privada dos objectes tipus HANDLE que
s’encarreguin d’emmagatzemar l’enregistrador de Skele-
tonTrack (SkeletonStreamHandle) del Kinect i el control
d’esdeveniments en la captura del frames NextSkeletonFra-
meEvent.
La funcio´ que ens proposa Kinect per comenc¸ar a rebre
informacio´ pel sensor de Kinect e´s NuiSkeletonTrackingE-
nable. Aquesta funcio´ utilitzara` el HANDLE de NextSke-
letonFrameEvent per iniciar la transmissio´. Immedia-
tament despre´s ens hem de declarar un objecte tipus
NUI SKELETON FRAME, objecte capac¸ d’emmagatze-
mar la informacio´ de tot l’esquelet. Per actualitzar aquest
frame de manera constant hem de cridar a la funcio´
NuiSkeletonGetNextFrame que rebra` com a para`metre el
NUI SKELETON FRAME que hem creat anteriorment.
Cal comentar que aquest frame no l’hem declarat de ma-
nera privada perque` no ens el volem endur sencer, ja que
conte´ molta informacio´ que no e´s necessa`ria a l’hora de tre-
ballar amb el motor. Per finalitzar, es crida a la funcio´ Nui-
TransformSmooth funcio´ que permet suavitzar i tenir dades
me´s correctes de la posicio´ de cada articulacio´ rebent com
a para`metre el propi NUI SKELETON FRAME. La figura
10 sintetitza l’obtencio´ del NUI SKELETON FRAME rea-
litzada.
Fig. 10: Proce´s d’obtencio´ d’un frame d’esquelet per a la
posterior obtencio´ de les dades de cada articulacio´
Un cop tenim el NUI SKELETON FRAME ens interes-
sa realment poder retornar al motor IE2 les posicions de
les articulacions i l’origen de l’esquelet, les altres dades del
Frame en aquesta primera versio´ de la llibreria no so´n ne-
cessa`ries. Per poder retornar les articulacions u´nicament
ens hem creat una estructura per cada esquelet (6 esquelets
en cas que els trobem tots. Aquesta estructura, que hem
anomenat SkeletonData te´ els segu¨ents para`metres:
• int TracState: Aquesta variable informa de quin e´s
l’estat de tracking de l’esquelet. Pot ser TRACKED
(ha captat l’esquelet) NOT TRACKED (no ha captat
l’esquelet) o INFERRED (l’esquelet es dedueix a par-
tir de l’escena).
• int SkeletonId: Aquesta variable assigna a un esquelet
una variable per a la seva posterior identificacio´.
• int enrollId: Assigna un esquelet a un jugador.
• Vector4 position: Dona la posicio´ de l’esquelet sencer
(posicio´ de l’origen)
• Vector4 SkeletonPositions[20]: Un array de posicions
que conte´ per cada esquelet 20 posicions, una per arti-
culacio´.
• int PositionStaten[20]: Un array que informa per cada
posicio´ el seu estat de tracking, sent TRACKED (ha
captat la posicio´ correctament) NOT TRACKED (no
ha captat la posicio´) o INFERRED (s’ha deduı¨t la po-
sicio´).
• int Quality: ens informa de la qualitat d’ obtencio´ de
l’esquelet.
Per omplir totes aquestes dades de tots els esquelets es rea-
litza un bucle for que itera sobre tots els esquelets que apa-
reixen per pantalla i accedeixen a la informacio´ emmagat-
zemada dins el NUI SKELETON FRAME, d’aquesta ma-
nera ja tenim una estructura que conte´ tota la informacio´
necessa`ria sobre els usuaris davant del Kinect llesta per a
ser enviada.
Per ajudar a l’usuari programador que fagi u´s del motor s’-
han definit Getters per cada una de les variables continguda
dins de l’estructura de manera que si per exemple l’usuari
vol accedir u´nicament al moviment de la ma` dreta ho podra`
fer gra`cies a la crida a un get tal que:
Vector4[20] Positions = Get SkeletonPositions(id); Vector4
ma = Positions[RIGHT HAND].
5 PROVES I TEST
Per assegurar el correcte funcionament de les classes
pre`viament explicades, s’han realitzat diversos casos de test
que comproven el seu funcionament i a la vegada tenen
l’objectiu de trobar possibles errors que no s’han tingut
en compte en una primera fase del desenvolupament. En
aquesta seccio´ explicarem els tests me´s complets que s’han
realitzat a nivell de llibreria, ja que els tests a nivell de mo-
tor es veuran representats en demostracions completes.
La problema`tica que tenim a l’hora de testejar la llibreria
Kinect e´s que la majoria de resultats nome´s tindran sentit
quan s’ajuntin amb el motor, aixı´ que ens aprofitem de la
clase Log que te´ el motor InvasionEngine2 que permet mos-
trar per pantalla l’estat actual de les variables i comprovar
que tenen el resultat esperat.
5.1 Test de les funcionalitats ba`siques
Aquest test te´ com a objectiu comprovar que el Kinect s’en-
cen correctament i te´ la possibilitat de modificar el seu angle
d’inclinacio´. Per a fer-ho s’intenta fer una declaracio´ d’un
sensor Kinect en els seus 3 possibles estats demostrables:
Connectat, Desconnectat, Parcialment connectat (Connec-
tat u´nicament amb usb, sense transformador). L’objectiu de
la primera part del test e´s demostrar que el Kinect es pot
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instanciar i a me´s a me´s retorna el missatge d’error esperat
en cas que no es pugui realitzar correctament la declaracio´.
El resultat obtingut d’aquest test esta` representat a la figura
11
Fig. 11: Log de resultats per part del primer test, en primer
lloc el Kinect esta` conectat correctament i obtenim 0 en les
primeres (0 READY) la sortida 5 a la inicialitzacio´ simbo-
litza (5 Kinect initialized) En els altres dos test no s’aconse-
gueix inicialitzar correctament el Kinect per tant no s’arriba
a inicialitzar i obtenim (1 NOT READY) en les dues prime-
res sortides
La segu¨ent part del test consisteix en poder modificar
l’angle del Kinect assegurant-se que no es sobrepassa el
lı´mit ma`xim (-27o,+27o). Per a fer-ho mostrarem en el Log
la posicio´ del Kinect actual amb el GetAngle dins la classe
i el modificarem amb el SetAngle.El resultat obtingut d’a-
quest test esta` representat a la figura 12
Fig. 12: Log del test que verifica el correcte funcionament
del Set/Get Angle del Kinect
5.2 Test de RGB i Depth
Gra`cies a la similitud entre aquestes dues classes i que el
seu funcionament nome´s el podem verificar amb la funcio´
Screenshot hem realitzat un test que consisteix en prendre
la mateixa fotografia des de 4 punts de vista diferents, 2
per cada tipus de filtre (RGB i Depth) i 2 per cada quali-
tat de cada filtre (HIGH i LOW). L’objectiu e´s comprovar
que ambdo´s objectes es generen correctament i son capac¸os
d’obtenir la imatge desitjada. El resultat obtingut d’aquest
test esta` representat a la figura 13
5.3 Test del SkeletonTracking
El test proposat per veure que el skeletontracking funciona
e´s una mica abstracte, ja que no podem saber mai exacta-
ment quina posicio´ estem ocupant a l’espai en un moment
donat, pero` de tota manera hem estat capac¸os de veure que
el Kinect reaccionava al nostre esquelet i donava sortides
encertades del que podria ser la nostra posicio´ a l’espai. Per
fer-ho simplement ens hem generat un script que ens treu
Fig. 13: Representacio´ d’imatges en RGB i en mapa de
profunditat Depth en alta i baixa qualitat obtingudes amb
IE2KinectSupport.
pel log les 20 possibles posicions de l’esquelet que veu el
Kinect. El resultat obtingut d’aquest test esta` representat a
la figura 14.
Fig. 14: Log que informa de les posicions obtingudes d’un
esquelet situat davant el Kinect amb IE2KinectSupport.
6 DEMOSTRACIONS FINALS
Per demostrar que el treball s’ha realitzat correctament i que
la integracio´ de la llibreria amb el motor ha estat correc-
te. Hem realitzat demostracions que aprofiten la tecnologia
del motor IE2 incloent els mo`dul IE2KinectSupport. No
obstant ens hem trobat amb algunes dificultats a l’hora de
representar imatge en temps real obtinguda per la ca`mera
RGB o Depth donat que el motor nome´s e´s capac¸ de desco-
dificar i mostrar textures DDS (DirectDraw Surface) mentre
que el IE2KinectSupport genera imatges bitmap, el que ge-
nera una incompatibilitat entre textures. Per fer-ho caldria
afegir una capa de conversio´ BMP cap a DDS, el que afegi-
ria un objectiu nou que no ha donat temps a realitzar.
Tot i aixı´ estem satisfets amb el treball realitzat, ja que la
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funcionalitat me´s u´til que pot proveir Kinect e´s la de Skele-
ton Track i el mo`dul IE2KinectSupport otorga eines sufici-
ents per a la programacio´ de jocs que depenguin de Skele-
tonTrack.
Cal comentar que les demostracions s’han programat amb
scripts, e´s a dir estem treballant directament amb el motor
IE2 conservant la independe`ncia entre mo`duls del motor.
6.1 Primera demostracio´: Generacio´ d’es-
quelet amb cubs 3D
Un dels objectius de test que era interessant testejar era po-
der mostrar si realment el motor esta` reconeixent correcta-
ment les posicions. L’u´nica manera de poder-ho comprovar
verı´dicament era realitzant la representacio´ completa de les
20 posicions que conformen un esquelet huma`. A me´s a
me´s tambe´ calia comprovar si realment estem reconeixent
posicions de dos esquelets diferents.
Per a la realitzacio´ de la demostracio´ i aprofitant que el mo-
tor e´s capac¸ d’instanciar diversos objectes en una escena
hem realitzat cubs per cada una de les posicions de l’es-
quelet i hem realitzat les translacions necessa`ries perque` es
col·loquin exactament on el SkeletonTracking ens diu que
tenim una articulacio´. D’aquesta manera som capac¸os de
representar l’esquelet huma` sencer. Ademe´s gra`cies a la
correcta programacio´ de la classe de SkeletonTracking la
demostracio´ permet que dues persones entrin a l’escena i
capturar correctament les articulacions dels dos esquelets.
A la figura 15 podem veure una captura de la demostracio´.
Fig. 15: Demostracio´ de dos esquelets diferents representats
amb cubs 3D utilitzant el sistema de scripting del motor
InvasionEngine 2.
Aquesta demostracio´ ens ha perme`s tambe´ verificar que
l’esquelet s’ha reconegut correctament, Per tant tambe´ po-
driem considerar aquesta demo com un test de validacio´ de
la pro`pia llibreria.
6.2 Segona demostracio´: Interaccio´ de tecles
de piano amb les mans
Els dispositius Kinect en el mo´n de les aplicacions tenen
com objectiu permetre al jugador interactuar de manera di-
recta amb objectes que apareixen a la pantalla (d’alla` el nom
Natural User Interface) en ordre de verificar que la llibreria
IE2KinectSupport te´ capacitat per a donar aquestes utilitats
s’ha realitzat una demostracio´ que consisteix a generar un
piano (construı¨t a base de cubs escalats i traslladats de ma-
nera equidistant a l’escena) el qual sera` tocat per les mans
dels usuaris que es posin davant el Kinect. Per fer-ho es
comprova u´nicament que les articulacions etiquetades com
a RIGHT HAND i LEFT HAND entren en contacte amb
alguna de les tecles de piano tenint en compte la seva loca-
litzacio´ a l’espai.
Les mans les hem representat amb cubs 3D per veure que
efectivament quan estem sobre una tecla aquesta emet so.
El so e´s gestionat internament pel mo`dul d’a`udio del motor
InvasionEngine 2. Afegidament a part del so s’aplica una
il·luminacio´ a les tecles quan aquestes so´n premudes per
l’usuari.
A la figura 16 podem veure una captura de l’escena propo-
sada dins la demostracio´.
Fig. 16: Demostracio´ de 4 mans (2 per esquelet) represen-
tades amb cubs interaccionant amb una representacio´ de te-
cles de piano, quan els cubs comparteixen un interval de
posicio´ amb les tecles aquestes s’il·luminent i emeten un so`
Amb la realitzacio´ d’aquesta demostracio´ queda demos-
trat que la llibreria IE2KinectSupport e´s capac¸ de donar ei-
nes necessa`ries per a la implementacio´ de Natural User In-
terfaces dins dels videojocs programats amb InvasionEngi-
ne 2.
7 CONCLUSIONS
En aquest treball s’ha implementat la llibreria
IE2KinectSupport, una llibreria capac¸ d’aconseguir
informacio´ de tots els sensors de la versio´ de Kinect 1.0
i treballar amb ella en entorns dissenyats amb el motor
de joc InvasionEngine. Les funcionalitats me´s destaca-
bles d’aquesta llibreria consisteixen en gran mesura en
la possibilitat de treballar amb mu´ltiples esquelets i la
posicio´ de les seves articulacions gra`cies a les te`cniques de
SkeletonTracking implementades.
Les incide`ncies me´s destacables dins aquest treball han
estat per una banda la falta de coneixement en algunes
a`rees del desenvolupament. Kinect e´s un dispositiu molt
complet que treballa amb objectes d’alta complexitat com
poden ser buffers d’a`udio o textures d’imatge, la falta de
coneixement en aquestes a`rees ha dificultat el projecte de
manera que` alguns objectius que a l’inici semblaven me´s
senzills no s’hagin pogut dur a terme, com per exemple
el reconeixement de veu i tambe´ a l’hora de tenir en
compte la compatibilitat amb el motor, com l’error de no
poder mostrar textures en BMP a trave´s del motor. Una
altra incide`ncia molt rellevant a tenir en compte que s’ha
pogut resoldre es el temps de inicialitzacio´ de sensors,
el dispositiu Kinect triga alguns mil·lisegons en posar en
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marxa els seus sensors, tant de captacio´ d’imatge, a`udio
o SkeletonTrack. Per tant s’han hagut de tenir en compte
aquest milisegons a l’hora de treballar amb imatges, ja que
si no es tenien en compte el motor donava errors fins que
no s’encenia el sensor.
El punt fort d’aquest projecte so´n les lı´nies futures, ja que la
llibreria esta` en una versio´ inicial. Les millores so´n moltes
pero` la inclusio´ de la capa de transformacio´ de BMP a DDS
seria una prioritat, ja que permetria la mostra d’imatges
en temps real dins el videojoc que s’esta` desenvolupant.
D’altra banda tambe´ seria molt interessant el desenvolu-
pament d’un reconeixedor de veu dins la llibreria, aixı´
com funcionalitats que permetin el reconeixement gestual,
ambdues modificacions permetrien un u´s me´s extens de la
Natural User Interface del motor.
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