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013.04.0Abstract With notably few exceptions, the existing satellite mission operations cannot provide the
ability of schedulability prediction, including the latest satellite planning service (SPS) standard –
Sensor Planning Service Interface Standard 2.0 Earth Observation Satellite Tasking Extension
(EO SPS) approved by Open Geospatial Consortium (OGC). The requestor can do nothing but
waiting for the results of time consuming batch scheduling. It is often too late to adjust the request
when receiving scheduling failures. A supervised learning algorithm based on robust decision tree
and bagging support vector machine (Bagging SVM) is proposed to solve the problem above.
The Bagging SVM is applied to improve the accuracy of classiﬁcation and robust decision tree is
utilized to reduce the error mean and error variation. The simulations and analysis show that a pre-
diction action can be accomplished in near real-time with high accuracy. This means the decision
makers can maximize the probability of successful scheduling through changing request parameters
or take action to accommodate the scheduling failures in time.
ª 2013 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.Open access under CC BY-NC-ND license.1. Introduction
Recognizing the importance of Earth observation satellite for
the development of sensor web technology,1 Sensor Planning
Service Interface Standard 2.0 Earth Observation Satellite
Tasking Extension (EO SPS) was published on Mar. 28,
2011.2 However, the satellite planning service (SPS) users sub-
mit requests in advance with no assurance that their requests
will be fulﬁlled. A task may be ‘‘squeezed out’’ by other tasks
(e.g., tasks with higher priority) even if it was submitted suc-
cessfully earlier. It typically takes several hours for satellite
task scheduling to schedule one day’s activities for a set of31 84574439.
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58satellites and tasks. When the ﬁnal schedule is sent to the
SPS user, it is often too late to accommodate scheduling fail-
ures. Therefore, based on the historical planning information,
how to predict a given request’s likelihood of being included in
a near-term schedule is an urgent problem of Earth observa-
tion satellite task planning research.
To solve this problem, analogical and case-based reasoning
was utilized to predict satellite task schedulability.3 To reduce
the predicted time, all tasks were assumed to be independent in
Ref. 3, with several useful features ignored. Nevertheless this
method achieved the accuracy above 80%, which proved the
feasibility of predicting the satellite schedulability by learning
approach.
Analogical and case-based reasoning is an unsupervised
learning method. It defers the decision of how to generalize be-
yond the training data until each new query instance is encoun-
tered. In contrast, supervised learning method generalizes
beyond the training data before observing the new query.
Unsupervised methods generally require less computation dur-
ing training but more computation when they must predict theSAA & BUAA.Open access under CC BY-NC-ND license.
706 J. Li et al.target value for a new query.4 Training time is enough but
predicting time is scarce in daily satellite missions’ scheduling
scenarios. Therefore supervised learning methods, such as
decision tree learning, artiﬁcial neural network and support
vector machines (SVM), are more suitable than unsupervised
learning methods.
After investigating the performance of two popular super-
vised learning algorithms, an improved classiﬁcation algorithm
combined with robust decision trees and bagging support vector
machines (Bagging SVM) is proposed. This algorithm can be
used for satellite schedulability predicting problem. The sched-
ulability of two different types of request, ‘‘target’’ and ‘‘task’’,
can be predictedwith high accuracy and low errormean and var-
iation by thismethod. Based on this result, the EO SPS users can
reﬁne tasks for maximum schedulability, or just give up this re-
quest and adjust the observation strategy. This is especially
signiﬁcant for the users who will make further decisions on the
basis of knowing if their observation requests have been fulﬁlled.
This paper is structured as follows. After a short presenta-
tion of related work in Section 2, problem description and pre-
diction classiﬁcation model are given in Section 3. An overall
description of the framework of satellite schedulability predict-
ing algorithm, as well as details of the robust decision tree
algorithm and bagging support vector machine algorithm are
presented in Section 4, followed by discussion and analysis
of experimental result in Section 5. The paper ends with a short
conclusion in Section 6.
2. Related works
2.1. EO SPS
As a part of Open Geospatial Consortium’s (OGC) speciﬁca-
tion program, the SWE working group develops standards to
integrate sensors into the geospatial web for enabling a special-
ized subtype, the sensor web. EO SPS speciﬁes extensions to
the OGC SPS 2.0 Interface Standard. These extensions are
dedicated to providing an interoperable access to the tasking
capabilities of various types of earth observation systems.
The resulting extended web service interface can be used for
determining the feasibility of an intended sensor planning re-
quest, for submitting such a request, for inquiring about the
status of such a request, for updating or canceling such a re-
quest, and for requesting information on means of obtaining
the data collected by the requested task.2
However, EO SPS does not provide a capability to predict
whether a given satellite task would be surely scheduled. A
requestor will not know if a task will be scheduled until the
whole schedule has been produced. It will likely affect the exe-
cution of the sensor web cooperate observing task.
2.2. Decision tree and support vector machines
Decision tree is a learning method for approximating discrete-
valued target functions, in which the trained classiﬁer has a
tree-like structure. Each ‘leaf’ of the tree represents a subset of
the data that lies wholly in one class. The ID3 algorithm and
its successor C4.5 use the ‘‘information gain’’ and ‘‘gain ratio’’
measurement to select candidate attributes at each step while
growing the tree.5 Besides, classiﬁcation and regression tree
(CART) was ﬁrst developed by Breiman.6 CART analysis seg-
ments populations into subsets by all predictor variables to cre-ate two child nodes repeatedly, and the most important one in
determining the outcome variable is chosen. Most of the deci-
sion tree algorithms are modiﬁcations of the above three
algorithms.
Decision tree is easy to interpret, computationally inexpen-
sive, and capable of coping with noisy data. A drawback of
this algorithm is that it is hard to determine how deeply to
grow the decision tree.
SVM is a kernel-based learning algorithm introduced by
Vapnik as an implementation of structural risk minimization
(SRM).7 SVM broadens the concept of hyperplane separation
to data that cannot be separated linearly. It maps input vectors
into a new higher-dimensional feature space corresponding to
a kernel, and constructs a linear decision function in this space
to separate the datasets with maximum margin. Different types
of kernel construct different SVMs. Unlike other learning
algorithms which minimize the empirical risk on the training
set, SVM minimizes the structural risk, which results in a bet-
ter generalization ability. However, the complexity of SVM is
not decided by the sample dimension, but by the sample num-
ber. This means that SVM needs lengthy computation time
when the sample size is large.
2.3. Satellite task scheduling
Satellite resources are precious and scarce. Tomaximize their value
to service consumers, some optimal algorithms are utilized. In the
early research on satellite scheduling problem, some deterministic
optimalmethods were introduced for solving this problem. For in-
stance, graph theorymodel was used for formulating satellite plan-
ning problem.8 Nevertheless, with the increasing number of
satellites and observation requests, the complexity of the problem
increases. Moreover, the constraints of different satellites vary.
Deterministic algorithms are sometimes powerless. Therefore,
near-optimal algorithms are utilized and become the new trend.
Bensana et al.9 proposed value constraint-satisfaction model for
daily photograph scheduling problem. Vasquez and Hao dealt
with the satellite scheduling problem as a knapsack problem.10
TheAirForceSatelliteControlNetwork (AFSCN)managedmore
than 100 satellites via nine ground stations by using genetic algo-
rithm.11 The genetic algorithm was also applied to simulations of
aKorean satellitemission schedulingproblem.12Wang et al.13 pro-
posed a hybrid learning algorithm formulti-satellite task planning,
and the historical schedule information was utilized in the forth-
coming satellite planning. Lagrangian relaxation and linear search
techniques were introduced by Lin et al. for solving daily imaging
schedulingproblem.14AGISTKschedulerprovidedsomeoptimiza-
tionmethods, suchas neural network, one pass, multi-pass, etc.,15
Ribeiro et al. 16 used ILOG solver for SPOT-5 daily operations.
As satellite missions are increasingly complicated and the
overall quantity of tasks is mounting, these near-optimal algo-
rithms require more speciﬁc consideration and a huge amount
of computational resources and time for scheduling one day’s
satellite missions.
3. Schedulability prediction of satellite task
3.1. Problem description
To predict schedulability of a new request, the correlative
knowledge was learned from historical planning data, and then
A satellite schedulability prediction algorithm for EO SPS 707the given request was classiﬁed by the knowledge learned be-
fore. This process can be seen as a problem of pattern recogni-
tion. As depicted in Fig. 1, a typical process of solving this
problem includes feature extraction and selection, learning
and training, as well as classiﬁcation and recognition.
Generally, two types of request are submitted by EO SPS
user, one is the ‘‘target’’ request, and the other is the ‘‘task’’
request. A ‘‘task’’ only contains one observation window,
and a ‘‘target’’ may have multi-observation windows. We as-
sume the target is classiﬁed as ‘‘scheduled’’ if any one of the
observation windows is scheduled.
Each task and each target can be described by a vector of
feature values. Some independent features are selected, such
as priority, duration of the task’s window, etc. Furthermore,
some correlative features are also chosen. The detailed infor-
mation and the deﬁnitions of these features are as below:
(1) Task feature
 Priority: task’s priority, its range is 1–9 in our experiment
(lower is more important).
 Duration: duration of task’s observation window.
 Distance: distance between task’s location and its nearest
task with high priority (1 or 2).
 FuseTN: the number of tasks can be fused with the given
task with high priority (1 or 2). When two tasks’ observa-
tion windows are close enough, they can be acquired by
one satellite action.
 FusePri: the highest priority of tasks can be fused with a
given task.
 ConfTN: the number of tasks which have a conﬂict with a
given task.
 ConfPri: the highest priority of tasks which have a conﬂict
with a given task.
(2) Target feature
 Priority: target’s priority, its range is 1–9 in our experiment
(lower is more important).
 WdsNum: the number of target’s access windows.
 SatNum: the number of target’s access satellites.
 Distance: distance between target’s location and its nearest
target with high priority (1 or 2).
 FuseTN: the number of targets can be fused with the given
target with high priority (1 or 2). If any two of observation
windows of two targets can be fused, we assume these two
targets can be fused.
 FusePri: the highest priority of targets can be fused with the
given target.
 ConfTN: the number of targets which have a conﬂict with the
given target. If any two of observation windows of two tar-
gets have conﬂict, we assume these two targets have conﬂict.
 ConfPri: the highest priority of targets which have a conﬂict
with the given target.Fig. 1 General process o3.2. Classiﬁcation evaluation model construction
Classiﬁer performance assessment is an important aspect of the
pattern recognition area. Many evaluation parameters were
introduced in Ref. 17, such as apparent error rate, confusion
matrix, resemblance, imprecision, Bayes error rate and calcu-
lated time etc.
High discriminability is the basic requirement for a classiﬁer,
the error rate and confusion or misclassiﬁcation matrix are the
most common measures of discriminability. Taking into ac-
count there are only two categories, the error rate of classiﬁca-
tion is chosen. Besides, we also focus on the reliability of the
prediction results because users wish to make a further decision
based on the results of the classiﬁer in the stage of analysis.With-
out loss of generality, the error mean and the error variance of
classiﬁcation are selected. Through the above analysis, the per-
formance of schedulability prediction of satellite task can be
measured by three evaluation parameters below.
(1) Error rate of classiﬁcation Er
Er ¼ Nerror
Nall
ð1Þ
where Nerror is the number of the objects which are wrongly
classiﬁed, Nall the total number of objects.
(2) Error mean of classiﬁcation Em
Em ¼
X
obj2OBJerror
jPobj  0:5j
Nerror
ð2Þ
where Pobj is the probability of a task or a target will be sched-
uled. In our model, ‘‘scheduled’’ objects are classiﬁed as 1 and
‘‘not scheduled’’ objects are classiﬁed as 0. So we can measure
the error mean by ‘‘0.5’’ to avoid measuring it in two cases
respectively.
(3) Error variance (standard deviation) of classiﬁcation Ev
Ev ¼
X
obj2OBJerror
ðPobj  0:5Þ2
2Nerror
ð3Þ4. Satellite schedulability predicting algorithm
4.1. Framework of the algorithm
Two main supervised learning algorithms have been discussed
in Section 2.1. Each of them has its own advantages and
disadvantages. Based on the analysis in Section 2.1, a satel-
lite schedulability predicting algorithm combined with ro-
bust decision trees and bagging support vector machine is
proposed for predicting whether the new request will bef pattern recognition.
708 J. Li et al.fulﬁlled. The bagging support vector machine algorithm is
utilized to improve the accuracy of classiﬁcation. And ro-
bust decision tree algorithm is utilized to reduce the error
mean and error variation of schedulability prediction. The
framework of satellite schedulability predicting algorithm
is proposed as illustrated in Fig. 2. The details of
these two algorithms will be discussed in Sections 4.2 and
4.3.
4.2. Robust decision tree
4.2.1. Robust decision tree algorithm
The central choice in the tree building process is selecting attri-
bute that is most useful for classifying examples. The informa-
tion gain is deﬁned to measure how well a given attribute
separates the training examples according to their target
classiﬁcation.
Consider a sample set, in which each sample is described by
m discrete-valued attributes A1, A2, . . ., Am. Gain (X, A) of an
attribute A, relative to a collection of examples X, is written as
GainðX;AÞ ¼ EntðXÞ  EntðX;AÞ ð4Þ
where Ent(X) is the class entropy of a sample set X which con-
sists of samples from C classes, and is written as
EntðXÞ ¼ 
XC
i¼1
Pilog2Pi ð5Þ
and
EntðX;AÞ ¼ 
Xm
j¼1
Pj
XC
i¼1
Pijlog2Pij ð6Þ
The drawback of the information gain measure is that it fa-
vors attributes with many values over those with few values.Fig. 2 Framework of satellite scheTo tackle this problem, The information gain ratio Gain-
Ratio(A, X) of an attribute A relative to the sample set S is
written as
GainRatioðX;AÞ ¼ GainðX;AÞ
SplitInformationðX;AÞ ð7Þ
and
SplitInformationðX;AÞ ¼ 
Xm
i¼1
jXij
jXj log2
jXij
jXj ð8Þ
Generally, the decision tree produced will overﬁt the
training datawhen there is noise in the data, orwhen the training
data size is small. The deﬁnition of ‘‘overﬁt’’ is introduced in
Ref. 4.
Deﬁnition 1. Given a hypothesis space H, a hypothesis h2H is
said to overﬁt the training data if there exists some alternative
hypothesis h02H, such that h has smaller error than h0 over the
training examples, but h0 has a smaller error than h over the
entire distribution of instances.
To avoid this difﬁculty, many tree pruning algorithms
have been proposed. In our experiment, the likelihood of
each hypothesis given the training data should be calculated
rather than binary classiﬁcation. The conﬁdence level of pre-
diction will decline when small numbers of examples are
associated with leaf nodes. Hence, the ‘‘Else’’ node is intro-
duced to merge the branches which have poor classiﬁcation
ability. Moreover, the approach, which stops growing the
tree earlier based on the amount of training data associated
with nodes, is utilized to improve the conﬁdence level. And
the schedulability of a new request will be calculated based
on Bayesian theory.
Some terms and the speciﬁc process for the robust decision
tree algorithm are as below:dulability predicting algorithm.
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Attributes: a list of other attributes that may be tested.
Target_attribute: the attribute whose value is to be predicted by the
tree.
Threshold_Pruning: the minimum number of training data is
associated with leaf node.
Threshold_Merge: the minimum classiﬁcation ability.
1: Create a root node for the tree
2: If all Examples are positive
3: Then return the single-node tree root, with label = ‘‘100%’’
4: Else If all Examples are negative
5: Then return the single-node tree root, with label = ‘‘0%’’
6: End If
7: If Attributes is empty
8: Then return the single-node tree root, with
label = schedulability of Target_attribute in Examples
9: End If
10: Otherwise begin
11: Calculate the gain ratio of all Attributes using the Eq. (7)
12: A‹ the attribute from Attributes that best classiﬁes Examples
13: The decision attribute for root‹ A
14: Loop for each possible value vi of A,
15: If the classiﬁcation ability less than Threshold_Merge
16: Then
17: Aelse = Aelse + {vi}
18: A= A  {vi}
19: End If
20: End loop
21: A= A+ Aelse
22: Loop for each possible value vi of A,
23: Add a new tree branch below root, corresponding to the test
A= vi
24: Let Examplesvi be the subset of Examples that have value vi
for A
25: If the number of examples which are associated with this node
is less than Threshold_ Pruning
26: Then below this new branch add a leaf node with
label = schedulability of Target_attribute in Examples
27: Else
28: Below this new branch add the sub tree
29: Robust decision tree (Examplesvi, Attributes –{A},
Target_attribute, Threshold_Pruning, Threshold_Merge)
30: End If
31: End loop
32: End
33: Return root4.2.2. Time complexity analysis
In our treatment, we will use Ne to denote the size of the exam-
ple set, Na for the number of attributes.
Each recursive call of a robust decision tree Algorithm is
the process of selecting a best attribute on which to branch.
Each of such choice involves the following operations:
(1) For each attribute, example counts are put in an array,
indexed by class and attribute. This takes time O(Ne Na).
(2) Calculating the gain ratio for each attribute and the best
attribute is found. This takes time O(Na).
(3) Calculating the classiﬁcation ability of each value vi of A
and merging the value whose classiﬁcation ability is less
than Threshold_Merge. This takes time O(Ne).(4) The examples are divided andExamplesvibecome the sub-
set of examples that have value vi for A; This takes time
O(Ne).
Therefore, the overall time for a single attribute choice is
O(Ne Na). The time taken to construct the complete tree de-
pends very much on the structure of the tree. The amount of
time taken by a robust decision tree algorithm for the basic
attribute selection operation is a linear function of the number
of examples. Thus, the running time of the robust decision tree
algorithm is O(Ne
2 Na) in the worst case.
4.3. Bagging support vector machine
4.3.1. Support vector machines
SVM relies on maximizing the distance between the samples
and the classiﬁcation function. The basic SVM classiﬁer deals
with two-class pattern recognition problems, in which the data
are separated by the optimal hyperplane deﬁned by a number
of support vectors. We describe the SVM design algorithm for
a two class problem as below.
Given a training data set
ðx1; y1Þ; ðx2; y2Þ;    ; ðxl; ylÞ; x 2 Rn; y 2 f0; 1g
The decision function is of the form:
gðxÞ ¼ sgnðwT/ðxÞ þ bÞ ð9Þ
where /(x): Rnﬁ Rm (n< m) is a nonlinear map function
which maps vector x into what is called a feature space of high-
er dimensionality (possibly inﬁnite) where classes are linearly
separable. The vector w deﬁnes the separating hyper-plane in
such a space and b represents a possible bias.
The standard SVM solves the following primal problem:
min
w;b;x
1
2
wTwþ C
Xl
i¼1
ni
s:t: yiðwT/ðxiÞ þ bÞP 1 ni
ni P 0; i ¼ 1; 2; . . . ; l
ð10Þ
where n is called training looses vector and allows a certain
amount of errors that contribute to obtaining solutions in
the non-separable case. The parameter C is a regularization
parameter that controls the trade-off between maximizing
the margin and minimizing the training error.
By using standard Lagrangian duality techniques and after
further simpliﬁcation, the maximization of the Wolfe dual can
be obtained:
Max WðaÞ ¼
Xl
i¼1
ai  1
2
Xl
i¼1
Xl
j¼1
yiyjaiaj/
TðxiÞ/ðxjÞ
s:t:
Xl
i¼1
aiyi ¼ 0
0 6 ai 6 C; i ¼ 1; 2; . . . ; l
ð11Þ
where a=[a1 a2 . . . al]
T represents Lagrangian multipliers and
is non-zero only for the support vectors. The optimum decision
boundary w will be given by
w ¼
Xl
i¼1
aiyi/ðxiÞ ð12Þ
710 J. Li et al.Note that mapping the data to Rm is time-consuming and
storing it may be impossible, e.g. if Rm is inﬁnite dimensional.
To avoid computing dot product in the high dimension feature
space, the SVM uses a kernel function
Kðxi; xjÞ ¼ /TðxiÞ/ðxjÞ ð13Þ
By using this method, the decision function becomes
gðxÞ ¼ sgn
Xl
i¼1
yiaiKðx; xiÞ þ b
 !
ð14Þ
The most widely used kernel functions are listed below:
(1) The simple linear kernels is
KLðx; xiÞ ¼ x  xi ð15Þ
(2) The Gaussian radial basis function (RBF) is
KRBFðx; xiÞ ¼ exp  jjx xijj
2
2r2
 !
ð16Þ
(3) The polynomial kernel is
KPðx; xiÞ ¼ ðx  xi þ 1Þd ð17Þ
whose associated feature space is polynomials up to degree d.
(4) The sigmoid function is
KSðx; xiÞ ¼ tanh½uðx  xiÞ þ rd ð18Þ
which is related to neural networks, where u is the weight
parameter and r the displacement parameter.
4.3.2. Support vector machine ensemble
The support vector classiﬁer has many advantages. A unique
global optimum for its parameters can be calculated by stan-
dard optimization method. Moreover, nonlinear boundaries
can be used without much extra computational effort.18 How-
ever, most SVM need lengthy computation time when faced
with a large sample size. Besides, the standard SVM cannot
provide the likelihood of each hypothesis given the trainingFig. 3 Framework of bagging supdata directly. Platt suggested a method for mapping the output
of SVMs to probabilities by using the ‘‘SVM+ sigmoid’’ com-
bination.19 And then an improved algorithm was proposed
through introducing the Newton’s method with backtrack-
ing.20 However, both algorithms are powerless for the other
drawbacks of SVM.
Through introducing the integrated approach, the above
problem can be solved. The schedulability of new request will
be calculated by the simple average method. Furthermore, the
notion of weak learnability and strong learnability were intro-
duced by Kearns and Valiant.21 And the weak learning theo-
rem proved by Schapire shows that these two notions of
learnability are equivalent, the strong learning algorithm with
any precision can be constructed if weak learning algorithm
exists.22 Boosting23 and Bagging24 are the two main integra-
tion methods based on this theorem.
Considering the scheduling algorithms whose behavior we
are trying to predict are non-deterministic, there is no need
to repeat training the examples which are difﬁcult to be classi-
ﬁed. Consequently, Bagging algorithm is selected rather than
Boosting algorithm.
The other advantage of the support vector machine ensem-
ble is that elimination mechanism can be introduced conve-
niently. The SVM with a higher error rate of classiﬁcation
will be replaced by the new SVM trained with the latest sche-
dule data every day.
The framework of Bagging SVM algorithm is shown in
Fig. 3.
5. Experiments
In order to test the performance of satellite schedulability pre-
dicting algorithm, we design some experiments as follows.
Using the algorithm, we simulate schedules with 30 days from
Sep. 1, 2011 to Sep. 30, 2011. We use prior 10 days’ schedules
as training data and the other 20 day’s schedules as testing
data. The time window of satellites for an object observed isport vector machine algorithm.
Table 3 Transformation of feature duration.
Continuous value (s) Discrete value
Less than 16 0
16–18 1
19–21 2
22–24 3
25–27 4
28–30 5
31–33 6
34–36 7
37–39 8
More than 39 9
Table 4 Transformation of feature distance.
Continuous value (km) Discrete value
Less than 200 0
201–400 1
401–600 2
601–800 3
801–1000 4
1001–1200 5
1201–1400 6
1401–1600 7
1601–1800 8
More than 1800 9
A satellite schedulability prediction algorithm for EO SPS 711calculated by STK. The details of the data set are given in
Table 1.
As shown in Table 1, the satellite resources are over sub-
scripted and many requests cannot be fulﬁlled.
The program of the algorithm is written in C#, whose com-
piler environment is Microsoft Visual Studio 2010, running on
the PC with conﬁguration of Pentium E5300 2.6 GHz, 2
GRAM. Algorithm parameters used are given in Table 2.
5.1. Comparison of feature classiﬁcation ability
5.1.1. Task feature
The feature ‘‘Duration’’ and ‘‘Distance’’ in task feature vector
are continuous-valued. For convenience, we deﬁne the discrete
valued attributes to partition the continuous attribute value
into a discrete set of intervals, as shown in Tables 3 and 4.
Owing to the fact that the related characteristics cannot be
calculated until all requests have been submitted, a new request
will be put into the previous day’s schedule to get its related
features by using the continuity of the satellite mission request.
The comparison of all kinds of task features classiﬁcation
ability with training data is given in Table 5. To analyze intu-
itively, the feature ‘‘ConfTN’’ with highest GainRatio and the
feature ‘‘Duration’’ with lowest GainRatio are selected to
compare graphically.
As illustrated in Figs. 4–7, the classiﬁcation ability varies
greatly from feature to feature. The feature ‘‘ConfTN’’ is more
applicable for predicting the request schedulability than the
feature ‘‘Duration’’.
Moreover, Fig. 5 shows the relationship between the num-
ber of conﬂict tasks and information gain, and we can see that
the ‘‘ConfTN’’ value near the mean is not a good
discriminator.
Through analyzing the data in Table 5, the following gen-
eral conclusions can be drawn:Table 1 Parameters of simulation data parameters.
Parameter Value
Number of days as training data 10
Number of days as testing data 20
Number of satellites 10
Priority range 1–9
Total number of submitted targets 11259
Number of scheduled targets 7816
Total number of submitted tasks 22516
Number of scheduled tasks 13064
Duration of observation window(s) 0–60
Scheduling algorithm Genetic algorithm
Table 2 Algorithm parameters.
Parameter Value
Threshold_Pruning 300
Threshold_Merge 0.98
Number of SVM 100
Kernel function RBF
Samples number of each SVM (task) 750
Samples number of each SVM (target) 375(1) The higher the task priority, the greater the task
schedulability.
(2) The greater the number of tasks can be fused with a
given task, the greater the task schedulability.
(3) The higher the highest priority of tasks can be fused with
a given task, the greater the task schedulability.
(4) The greater number of tasks which have a conﬂict with a
given task, the smaller the task schedulability.
(5) The higher the highest priority of tasks which have a
conﬂict with a given task, the smaller the task
schedulability.
(6) When the task’s location is very close to its nearest tar-
get with high priority (1 or 2), the task schedulability is
great.
(7) The feature ‘‘Duration’’ has no obvious relationship
with task schedulability.
5.1.2. Target feature
The comparison result of classiﬁcation ability corresponding
to different target features with training data is given in
Table 6.
Through analyzing the data in Table 6, the other general
conclusions can get:
(1) The higher the target priority, the greater the target
schedulability.
(2) The greater number of target’s access windows, the
greater the target schedulability.
(3) The greater the number of target’s access satellites, the
greater the target schedulability.
Fig. 4 Relationship between ConfTN and schedulability.
Fig. 5 Information gain of different ConfTN values.
Fig. 6 Relationship between duration and schedulability.
Fig. 7 Information gain of different duration values.
Table 5 Comparison of classiﬁcation ability corresponding to different task features with training data.
Feature Schdulability with diﬀerent values of features Gain GR
Priority Value 1 2 3 4 5 6 7 8 9 0.0742 0.0239
Nsch 238 534 678 596 556 496 414 425 338
Nall 282 625 918 913 982 956 919 998 923
Duration Value 0 1 2 3 4 5 6 7 8 9 0.0052 0.0023
Nsch 4 476 516 1036 1241 42 935 25 0 0
Nall 17 744 875 1717 2252 78 1795 38 0 0
Distance Value 0 1 2 3 4 5 6 7 8 9 0.0404 0.0175
Nsch 858 210 220 214 158 130 114 114 94 2163
Nall 1027 343 378 355 306 238 224 262 213 4170
FuseTN Value 0 1 2 P3 0.0468 0.0783
Nsch 3527 574 160 14
Nall 6684 642 175 15
FusePri Value 1 2 3 4 5 6 7 8 9 NoFuse 0.1187 0.0463
Nsch 258 490 109 117 156 161 171 192 186 2435
Nall 282 550 553 465 485 421 344 331 317 3768
ConfTN Value 0 1 2 3 P4 0.2710 0.1256
Nsch 1811 1379 702 256 127
Nall 1811 2468 1807 856 574
ConfPri Value 1 2 3 4 5 6 7 8 9 NoConf 0.3257 0.1050
Nsch 76 121 302 305 350 331 343 316 320 1811
Nall 301 442 1202 964 865 616 517 426 372 1811
Note: GR is GainRatio; Nall is the number of examples with different values of the feature; Nsch is the number of examples scheduled with
different values of the feature. (NallP Nsch).
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Table 6 Comparison of classiﬁcation ability according to different target features with training data.
Feature Schdulability with diﬀerent values of features Gain GR
Priority Value 1 2 3 4 5 6 7 8 9 0.0600 0.0193
Nsch 128 260 392 365 341 291 269 276 233
Nall 143 294 469 466 494 456 457 506 465
WndNum Value 1 2 3 4 5 6 7 8 9 10 0.04566 0.02396
Nsch 792 904 576 216 49 16 2 0 0 0
Nall 1439 1262 730 247 53 16 3 0 0 0
SatNum Value 1 2 3 4 5 6 7 8 9 10 0.0423 0.0234
Nsch 847 950 544 177 30 7 0 0 0 0
Nall 1515 1314 683 198 33 7 0 0 0 0
Distance Value 0 1 2 3 4 5 6 7 8 9 0.0192 0.0083
Nsch 243 201 174 155 102 83 77 82 70 1368
Nall 282 259 229 202 152 121 122 143 117 2123
FuseTN Value 0 1 2 P3 0.0457 0.0609
Nsch 2058 327 139 31
Nall 3219 354 146 31
FusePri Value 1 2 3 4 5 6 7 8 9 NoFuse 0.0747 0.0261
Nsch 196 1045 301 181 145 157 144 140 127 119
Nall 205 1457 326 379 301 302 247 206 170 157
ConfTN Value 0 1 2 3 P4 0.0956 0.0418
Nsch 507 625 543 363 517
Nall 507 842 856 632 913
ConfPri Value 1 2 3 4 5 6 7 8 9 NoConf 0.1195 0.0384
Nsch 134 178 450 340 295 205 183 145 118 507
Nall 249 311 828 585 467 283 225 163 132 507
Notes: GR is GainRatio; Nall is the number of examples with different values of the feature; Nsch is the number of examples scheduled with
different values of the feature. (NallP Nsch).
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given target, the greater the target schedulability.
(5) The higher the highest priority of targets can be fused
with a given target, the greater the target schedulability.
(6) The greater number of targets which have a conﬂict with
a given target, the smaller the target schedulability.
(7) Thehigher thehighestpriorityof targetswhichhavea conﬂict
with a given target, the smaller the target schedulability.
(8) When the target’s location is very close to its nearest tar-
get with high priority (1 or 2), the target schedulability is
great.Fig. 8 Part of robust dThe EO SPS users can customize their requests for maxi-
mum probability of successful scheduling by using these gen-
eral conclusions.
5.2. Building robust decision tree
By using the proposed method in Section 4.2, the decision
trees, which are used to predict whether a task or a target will
be scheduled, are built separately as shown in Figs. 8 and 9.
The classiﬁcation result of the Robust decision tree is given
in Tables 7 and 8. It can be seen that the classiﬁcation accuracyecision tree for task.
Fig. 9 Part of robust decision tree for target.
Table 9 Parameters of backpropagation algorithm.
Parameter Value
Layers count 3
Neurons count of the input layer Equal to feature number
714 J. Li et al.of the robust decision tree algorithm is in general, but the error
mean and variation are small.
5.3. SVM vs. artiﬁcial neural networks (ANN)
Artiﬁcial neural networks is also an important supervised
learning algorithm, which has been used in a wide range of
applications, such as face detection, bankruptcy prediction,
fuzzy logic control and decision system, etc.25 We have also
considered using ANN algorithm to predict the schedulability
of satellite missions. Consequently, we design the experiment
to compare the performance of SVM and ANN. Specially,
the Backpropagation algorithm is chosen to compare the stan-
dard SVM with RBF Kernel function. The detailed parameter
of backpropagation algorithm is given in Table 9.Table 7 Task classiﬁcation result of robust decision tree.
DataSet Parameter Value
Training data Er 0.3353
Em 0.2010
Ev 0.0324
Test data Er 0.3438
Em 0.1974
Ev 0.0320
Table 8 Target classiﬁcation result of robust decision tree.
DataSet Parameter Value
Training data Er 0.3187
Em 0.1699
Ev 0.0161
Test data Er 0.2989
Em 0.1688
Ev 0.0929Ten ANN and 10 SVM are trained by the 10 days training
data separately. The comparison results of classiﬁcation ability
are given in Fig. 10 through Fig. 13. Remarkably, the SVM is
better than ANN, whatever with task features or target fea-
tures, especially when there is only testing data (see Figs. 11
and 12).Neurons count of the middle layer Equal to feature number
Neurons count of the output layer 2
Activation function Sigmoid fuction
Learning rate 0.1
Sigmoid’s alpha value 2
Iteration limit 50000
Fig. 10 Comparison with task training data.
Fig. 13 Comparison with target testing data.
Fig. 12 Comparison with target training data.
Fig. 14 Comparison of evaluation with different weights (task).
Fig. 11 Comparison with task testing data.
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To test the inﬂuence of weight of the robust decision tree and
Bagging SVM, different weights are adopted and the results
are recorded, as shown in and Figs. 14 and 15.
5.4.1. Task schedulability prediction
The pure robust decision tree (weight of Bagging SVM equals
0%) has the high reliability but its discriminability cannot ful-
ﬁll our requirements. In contrast, the pure Bagging SVM
(weight of Bagging SVM equals 100%) has high discriminabil-
ity but it has poor reliability. We can see that the three evalu-
ation parameters are all small when weight is in the vicinity of
‘‘40%’’. So this weight is recommended and it can be updated
by learning with the latest schedule every day.
The classiﬁcation time performance for 15007 satellite tasks
is recorded in Table 10. This result is consistent with our pre-
vious analysis.Fig. 15 Comparison of evaluation with different weights
(target).
Table 10 Consuming time of task classiﬁcation.
Time parameter CPU (s)
SVM training time 468359
SVM prediction time 180.062
RDT training time 1.812
RDT prediction time 0.390
Whole training time 468360
Whole prediction time 180.452
Prediction time mean for 1 task 0.012
Table 11 Consuming time of target classiﬁcation.
Time parameter CPU (s)
SVM training time 81328
SVM prediction time 59.343
RDT training time 1.141
RDT prediction time 0.172
Whole training time 81329
Whole prediction time 59.515
Prediction time mean for 1 target 0.0079
716 J. Li et al.5.5. Target schedulability prediction
The parameters Er, Em and Ev are low when weight is in the
interval between 22% and 30%. The ﬁnal weight can be
selected by comparing the importance of three parameters.
The classiﬁcation time performance for 7500 satellite
targets is recorded in Table 11.
6. Conclusions
(1) After comparing the supervised learning algorithm with
the unsupervised learning algorithm, and analyzing the
feature of satellite request, a satellite schedulability pre-
dicting algorithm combined with robust decision tree
and bagging support vector machine is proposed.
(2) Through a series of optimizations of the initial decision
tree algorithm and standard support vector machine
algorithm, the evaluation parameters of classiﬁcation
were improved obviously.
(3) Experimental results show that the proposed algorithm
shows powerful performances as solutions for the
demanding of schedulability prediction in less than a
millisecond. Fast schedulability prediction enables users
to adjust their observation strategy in time to accommo-
date scheduling failures. This is especially useful for the
consumers using satellite to accomplish cooperative
observation missions.Acknowledgement
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