Uniform stabilities for Volterra equations  by Burton, T.A
JOURNAL OF DIFFERENTIAL EQUATIONS 36, 40-53 (1980) 
Uniform Stabilities for Volterra Equations 
T. A. BURTON 
Department of Mathematics, Soutlzern Illinois University, Carbondale, Illinois 62901 
Received June 20, 1979; revised September 14, 1979 
1. INTRODUCTION 
We consider a system of Volterra integro-differential equations 
x’(f) = Ax(t) + j” C(t, s) x(s) ds +F(t) 
0 
in which A is a constant n x n matrix all of whose characteristic roots have 
negative real parts, C is an n x n matrix continuous for 0 < s < t < 03, and 
F: [0, GO) -+ R” is continuous. 
In a previous paper [I] we constructed a Liapunov functional 
Q(“, x(.)) = [x7(t) R.x(t)]li2 + jo’ [c, - c2 jof-’ /I C(u + s, s)ll du] / x(s)1 ds 
yielding stability or asymptotic stability for (1) under various assumptions on A, 
C, and F. Under very restrictive conditions it also yielded uniform ultimate 
boundedness. It was seen that these last conditions would generally hold only 
when C is of convolution type. 
In this paper we construct a functional 
cT(t, X(‘)) = [X’(t) Bw(t)]li’ + it @(t, s) j x(s)1 ds, 
0 
where @ essentially dominates an antiderivative with respect to t of 11 C(t, s)ll 
and is carefully selected so as to yield strong uniform stability properties of (1). 
This functional satisfies conditions of a result of Yoshizawa yielding information 
about asymptotically periodic solutions of (1) when F is periodic. The functional 
also yields integrability of solutions of (1) which has application in variation of 
parameters results of Grossman and Miller. 
As we have assumed C and F continuous, if t, > 0 and if 4: [0, to] - Rn is 
continuous, there is a solution x(t, 4) on an interval [to , t, f T) with x(t, (b) = 
4(t) if 0 < t < t, . The solution exists on [to , 03). 
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We refer the reader to [2; 7, pp. 183-2131 for definitions and existence theory. 
Definitions, as well as weakened conditions for existence, may also be found in 
[41- 
One of the special problems in showing uniform asymptotic stability for 
functional differential equations using a Liapunov functional is that of deter- 
mining a suitable condition to serve as an infinitely small upper bound for the 
functional. Our Assumption B and Theorem 5 illustrate one solution to that 
problem. 
In this regard it is worth noting that Theorem 2 yields asymptotic stability 
when the derivative of the functional is merely nonpositive. It utilizes an absence 
of an infinitely small upper bound. 
2. STABILITY 
As the characteristic roots of A have negative real parts, there is a unique 
positive definite and symmetric matrix B with 
ArB + BA = -I. (4 
For this B there are positive constants Y, h, and K (not unique) with 
1 x I 3 2k[xTB+“, (3) 
I Bx j < ~[x~Bx]~/~, (4) 
and 
r s < [xrBx]li2. (5) 
We denote by 11 /! the norm of a square matrix, asking only that the vector 
norm I . and the matrix norm be compatible. 
Assumption =2. We suppose there are constants 01 E (0, l] and /3 E [l, so) 
together with a continuous function @: Q --f [0, co), where Q = ((t, S) 1 0 < s -< 
t < xj, with P@(t, s)/%t continuous and 
(i) i@(t, ,)/at < -K/I (’ C(t, s)!~ on Q, and 
(ii) @(t, t) < ak for0 < t < m. 
Renzmk 1. From (i) we see that a good candidate for @ is an antiderivative 
with respect to t of -~/3 11 C(t, s)!l. Note also that the integrand in Q(t, a(.)) is 
such an antiderivative; however, it has two deficiencies. If @(t, t) is not constant, 
then the integrand consists of two terms, one of them being a function of s 
alone. That term prevents certain subsequent inequalities from holding. On the 
other hand if ‘I C(t, s)Il can vanish, then certain other inequalities may fail. 
Remark 2. If Assumption A holds for some /3 > 1 or 01 < 1, then @ can be 
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chosen so that it holds for some 01~ < 1 and fll > 1. Also, (i) or (ii) may only 
hold for large t. In that case we obtain eventual stability. 
THEOREM 1. Let Assumption A hold and let J’r 1 F(t)/ dt < 03. 
(a) All solutions aye bounded. 
(b) IfF(t) = 0, then x = 0 is stable. 
(c) If a < 1 then each solution x(t) of( 1) tends to zero as t + cc, and 
s % (1 x(t)1 + x’(t)l) dt < co. 0 
(d) If $, @(t, s) ds < P for 0 < t < CO and some P > 0, then x = 0 is 
unzformly stable. 
Proof. We define a Liapunov functional 
qt, x(.)) = [[S(t) Bx(t)]‘!” 
+ jot @(t, s) : x(s)’ ds + 11 exp [-(K + 1) JO’ 1 F(s); ds] . 
As V > exp[-(K + 1) Ji 1 F(s)1 ds, along a solution of (1) we have 
< I( [(x7(t) AT + J‘,’ xT(s) Cr(t, s) ds + FT(t)) Bx(t) 
+ x7(t)B (Ax(t) + jof C(t, s) x(s)ds + F(t)j]/2[+Bx(t)]'i'j 
- (K + 1) IF(t)' + @,(t, t) ! x(t)1 
- 43 jot II C(t, s)ll ; 4s): ds/ exp [-(K + 1) jot I F(s)1 ds] 
< ( -x~x~~[x~Bx]~~~) 
I 
+ 
s 
of (x7(s) Cl‘@, s) Bx(t);‘[G(t) Bx(t)]‘l”: ds 
+ (FT(t) Bx/[x~Bx]‘~~) + elk I x 1 
- 43 Lt II C(t, 4 I 4 ds - (K + 1) I W) exp [-(K + 1) jof i F(s)! Js] 
< ]-h(l - a) I x(t>l - 4B - 1) J‘,‘/l C(t, ~111 I x(s)1 ds - iF(t 
x exp [-(K + 1) ii I F(s)1 ds] < 0. 
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If oi < 1, then there exists p > 0 with 
Jy,,(t, 4.1) < -P I $)I. 
If cy < 1 and /3 > 1, then there exists p > 0 with 
y&(4 4.1) < - 4 49 + / ~‘(t)l). 
IfF(t) = 0, we define U(t, x(.)) = V(t, x(.)) - I and obtain 
(6) 
(7) 
U;,,(t, 4.)) < --k(l - 4 I x(t)1 - K(B - 1) St II C(t, s)l; 1 x(s)1 ds (8) 
0 
so that (6) and (7) hold for V replaced by U. 
In any case, as Y > 0 and [z 1 F(t)1 dt < co, the relations 
r 1 x(t)1 exp - (K + 1) !“’ IF(s)! ds < V(t, x(.)) 
0 
and V’ < 0 imply that all solutions are bounded. 
If (b) holds, the Liapunov stability follows from U and U’ by standard 
arguments. 
If (c) holds, then by Remark 2 we have from (7) that V;,,(t, a(.)) < 
-p( 1 x j + j x’ I). As I/ 3 0, we see that $, j x(s)] ds < cc, so there is a sequence 
(tn> + CC with I zc(tJ --t 0. As sr 1 x’(s)1 ds < 03, x(t) has finite arc length and, 
hence, .x(t) - 0. 
If (d) holds, let E > 0 be given. For to 3 0 and the initial function d(t) 
satisfying j 4(t)i < 6 on [0, to], we have from U’ < 0 that Y / x(t)1 < U(t, x(.)) < 
U(t, ,+) < (1 +(t,)l/2R) + J$’ @(to, s) / +(s)l ds < 6([1/2k] + P) independent of 
to. Thus, we will have j x(t)1 < 6([1/2k] + P)/Y < E if 6 < l /([1/2k] + P). 
This is uniform stability. 
Remark 3. Theorem 1 improves Theorems 1 and 2 of [l] using the new 
functional. The techniques are identical. However, our next result is new in 
character. The hypotheses and techniques seem unlike any standrd ones yielding 
asymptotic stability. 
THEOREM 2. Let Assumption A hold and sr / F(t)1 dt < co. Suppose 01 = /I = 1, 
F is bounded, @(t, s) 3 y 11 C(t, s)ij, and @(t, s) 3 c1 for 0 < s < t < co with 
both c1 and y positive. Then all solutions of(I) tend to zero. 
Proof. Define V as before and obtain V;,,(t, x(.)) < 0. Thus, / x 1 and 
j-h @(t, s) I ,X(S)] ds are bounded. But @(t, S) 2 y 11 C(t, s)il and so 
s t II C(t, s)ll 1 x(s)1 ds 0 
44 T. A. BURTON 
is bounded. Thus, I X’ I is bounded. Now co > ji @(t, s) i .r(s)i ds > 
j-i c1 1 X(S)] ds and j X’ ] bounded imply x(t) -+ 0. This completes the proof. 
Of course, @(t, s) >: y ,i C(t, s)il can be replaced by J-i ij C(t, s)i’ ds :< iW for 
o<t<co. 
EXAMPLE 1. Let PZ = 1 and 
x’(t) = -x + t mr(t, s)(exp[-d(t - s)]) x(s) ds, 
where / r(t, s)j < 1 and m and d are positive constants. Then 4 = - 1, k = 
K = 2rf2/2, and we select 
@(t, s) = ((WW) exp[--d(t - s>l> + pr 
where p > 0. Thus, [Z@(t, s)/at] = -mKPemdcLms) < -Kp 1; c(t, s)il and 
@ff, t> = [@/d] + ,= 1 n order to satisfy Assumption A, we ask 
Al = [mp/d] +- 2+ < 1 and B 3 1. (*) 
Under (*), conditions (a) and (b) of Theorem 1 hold. If (*) holds with E < I 
then (c) of Theorem 1 holds; while if p = 0, then 
t @(t, s) ds = (m~/3~d2)(1 - e@) 
so that part (d) of Theorem 1 is satisfied. 
Finally, if (*) holds with a: = p = 1 and p > 0, then the conditions of 
Theorem 2 are satisfied. 
The following definitions are given for reference. Solutions of (1) are uniform 
bounded if for each D > 0 there exists L > 0 such that [to 3 0, 1 +(t)l < D on 
[0, t,,], and t >, to] imply / x(t, $)I < L. Solutions of (1) are equi-ultimate bounded 
for bound B if for each D > 0 and t, 3 0 there exists T > 0 such that 
[I +(t)l < D on [0, t,] and t 3 t, -1 T] imply 1 x(t, d)j < B; if T is independent 
of t, 3 solutions are uniform ultimate bounded. When F -= 0, the zero solution of 
(I) is uniformly asym~totica~~ stable if it is uniformly stable and if for each 
t > 0 there exists T > 0 such that [to > 0, j+(t)] < 1 on [0, to], and t > t, + T] 
imply I x(t, $11 < E. 
THEOREM 3. Let Assumption A hold with a: < 1, let I F(t)1 < F, , let 
J; @(t, s) ds < P, and let P/r < 1 for some positiz’e constants F and P. Then 
so&ions of (1) aye umfofoYm bounded. 
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Proof. If we define U as before, we find 
ql)(t, x(.)) < -k-(1 - a) 1 x(t)1 + K !F(t)l 
< -k(l - CY) 2k[xrBx]‘~” + KF, 
= -2k71 - a)U + 2k2(1 - a) It @(t, s) 1 x(s)1 ds + KF~ 
0 
-< -2k’( 1 - a)G -t 2R2( 1 - m)P SU;~ 1 x(s)1 + KF, . 
Now so long as / x(s)] < J on [0, t] we have L” < -2k2(1 - E)U + 
2ks(l - CL)PJ $ KF, so that 
Y 1 x(t)1 -( U(t, x(.)) < U(t, , $){exp[-2k2(1 - ti)(t - to)]) 
+ (2P( 1 - a)PJ + KF,) J’t exp[ -2k2( 1 - a)( t - s)] ds 
< [(1 X(to)l;2k) + SUP i +(r)i’k] exp[-2k2(1 - a)(t - to)] 
O<S<f,, 
+ {[2k”( 1 - a)PJ + ~F,]/[2h~( 1 - a)]} 
X (1 - exp[-2K”(l - a)(t - to)]) 
< sup / d(s)1 [(1/2k) + p] + [2k2(l - .)pJ + ~Fo]/[2k~(l - E)]. 
OS-sSt, 
Thus, given 6 > 0, if 14(t)l < 6 on [0, f,], then so long as 1 X(S)] < J we have 
] x(t)1 < @/~)[(I/29 -t I’] + [2k2(1 - cx)PJ + 1rF,]/[2k~(l - +I. (**) 
As all these constants except J are fixed and positive and P/Y < 1, we can 
always find J large enough that the right side of (* *) is bounded by J. We then 
see that / x(t)1 < Jfor all t 3 0. This is uniform boundedness as J depends only 
on 6 and not on f, . 
EXAMPLE 2. Let p > 2, 0 < b < a, and I/ C(t, s)li < [at - bs + 11-p. 
Choose D(t, S) = -m[at - bs + I]‘-“/{a(1 - p)} so that 
s 
t 
@(t, s) ds < m/{ab( 1 - p)(2 - p)} zf P, 
0 
which we require to be less than r to satisfy the conditions of Theorem 3 for a 
system (1). 
THEOREM 4. Let Assumption A hold with 01 < 1. Suppose there exists a 
continuous function h: [0, co) -+ [0, l] with -@(t, s) h(t) > [a@(t, s)/at] + 
K 11 C(t, s)l]. Let w = min[2k2(1 - a), 11. 
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I lexp r-l d(u) du II 1 F(s)/ ds < D 
for some D > 0 and 0 < t < co, then solutions of (1) are bounded. If, in addition, 
Si @(t, s) ds < M for some M > 0 and 0 < t < 00, then solutions of (1) are 
uniform bounded. If, in addition, j: h(s) ds + cc as t --j co, then solutions are 
equi-ultimate bounded for bound B. 
Proof. Define U(t, x(.)) as before and obtain 
U;,,(t, 4.)) < --KC1 - a) i x(t)i 
+ 
t aqt, s) 
sl 0 at + K II W s)ll/ I x(s)1 ds + K I W)l 
< -2~71 - a)[~%]~/~ - A(t) jt @(t, s) / x(s)1 ds + K ~ F(t)i 
0 
< -d(t) qt, L-c(.)) + K iF(t 
We then have 
r I x(t)1 < u(t, 4.1) 
G [ W. $4) exp f-w ( W ds)] 
+ K k: jexp [--w lqt x(u) du] 1 ~ F(s)1 ds, 
which implies boundedness. If $, @(t, s) ds < M then 
u(to ,4) G M ,v,, I #@)I 
for some M > 0 and so solutions are uniform bounded. If the last hypothesis 
holds, then r / x(t)] < KD + I for large enough t, implying equi-ultimate 
boundedness for bound B = (KD + 1)/r. 
If h is constant, then equi becomes uniform. 
Remark 4. Under the conditions of Theorem 4 with F(t) = 0 and h = A0 
we have uniform asymptotic stability. This yields strong perturbation results 
using the techniques of Miller [6j and Grossman and Miller [5]. 
EXAMPLE 3. Consider the scalar equation 
x’(t) = -x(t) + jt C(t, s) x(s) ds A a cos t, 
0 
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in which jj c(t, s)[l < cIe-h(t-s), h > 0. Define @(t, s) = @C,K/h) e&‘ttPs) for 
some /3 > 1 and ask that @(t, t) = /$K/h < ka for some 01 < 1. Here, k = 
K = 21/z/2. Now a@(t, S)/at + K jl c(t, S)li < -fiCIKe-h’t-s’ + KCle-h’t-s) = 
KC~(~ - p) e-h(t-s) = -ii(t)@c,~/h) e-h(tps) = -x(t) @(t, s) provided that 
-I\(t)/3/h = 1 - ,8, thereby defining A(t). Thus, if 
and if 
x(t) = 4P - 1)/B < 1 for some j3 > 1 
h/h < 01 for some CL < 1 
then the conditions of Theorem 4 arc satisfied. 
Assumption B. Suppose that for each E > 0 there exist TI > 0 and e1 > 0, 
with or < irk, such that if / x(t)] < 1 on [0, t, + TI] and 1 x(t)/ < or on 
[tI , t, + T,], then J2+T1@(tl + TI , s) 1 x(s)1 ds < <r/2. 
EXAMPLE 4. Let @(t, s) = e&t-s). Under the conditions on x in Assump- 
tion B we have 
f1 “I @(t, + TI , s) / x(s)/ ds 
i 
t1 
e-(h+Tl-s) ds + cl 
s 
tl-tTl 
< e-(*,+7,-s) ds 
‘0 t1 
-; e-(tl+Tl)[etl - 11 + cl e -(tl+Tl)[etl+Tl - A] < CT1 + E1 < Ep2 
if l 1 is small enough and TI is large enough. 
EXAMPLE 5. Let @((t, s) = [t - s + 11-P for p > 1. Under the conditions 
on x in Assumption B we have 
< 
I 
,1’ [tl + T, - s + l]-” ds + c1 j-tl+r, t [ 1 + T, - s + 11-P ds fl 
.< {[TX + l]‘-p + l }:(p - 1) < 42 
for q small enough and TI large enough. 
THEOREM 5. Let Assumptions A and B hold with CL < 1 and /3 > 1, and let 
F(t) = 0. Ifs; @(t, s) ds < P f or some P > 0, then x = 0 is uniformly asympto- 
tically stable. 
Proof. Define U as before and obtain U(,)(t, x(.)) < -& x / + 1 X’ I), 
p > 0. Conditions of Theorem 1 are satisfied for uniform stability. 
505/36:1-4 
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By the uniform stability, there exists 7 > 0 such that if the initial function 4 
satisfies / #(t)l < 7 on [0, t,], then / x(t)] < 1 on [0, 00). 
Now let E > 0 be given. We must find T > 0 such that if t, 3 0, I 4 1 < 77 and 
t>to+ T, then j r(t)1 C. l . 
In Assumption B, for this E > 0 we can find pi and Tl . If 1 x(t)! 3 l ,/2 on an 
interval [ti , t,], then for t,, < t, < t, 3~ t we have 
< 17([11;2kl + f? - P& - t,P < 0 
provided that t2 - t, > 27([1/2k] + P)/E+. Thus, we choose Ts > v([l/k] + 
2P)/~,r/. and we assert that ; .y(t)i >, 42 on an interval of length T, is impossible 
when I + / < 7. 
Again, from Assumption B we see that if I x(t)1 < pi on any interval 
[tl > t, + Ti] then J>“l @(f, I Tl , s) 1 x(s)1 ds < cr/2. Hence, if t > t, -i- Tl , 
then 
r .X(t)1 < C’(t, 4.)) < Vt, + Tl, 4.)) 
so that ~ x(t); < [~,/2rk] --j- ~j2 < E, as E@ < E. Thus, if 1 x(t)! < q on 
[tl , t, T TJ then 1 x(t)1 < E fort > t, + Tl . 
From this we conclude that unless 1 x(t)1 is to remain smaller than E, then on 
each interval of length Tr there exists t, with / x(t,)] 3 <I . Yet, on each interval 
of length Tz there exists t, with 1 x(t,)J < 42. Thus, on each interval of length 
T, + T, we have 1 s(t)1 varying between Ed and 42. However, 
and so 
, 
U;,,(t, 4.)) d -P I x’ 1 
r 1 x(t)i < C’(t, A(.)) 
If t - t, > j( TX + T,) for a positive integerj, then Y j x(t)] < 77([1/2k] + P) - 
&/2 < 0 provided that j > 217([1/2k] + P)/p~i . For this j, if we take 
T >j(T, + T,), then / x(t)1 < E for t 3 t, + T as I x(t)1 cannot vary between 
or and 42 forj times. This completes the proof. 
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3. PERIODICITY 
As we examine the literature on periodic solutions for a functional differential 
equation 
x’ = f(f, x( .)) 
we find that it is always assumed thatf is T-periodic whenever x(t) is T-periodic. 
Such an assumption allows us to utilize fixed point theorems to obtain periodic 
solutions. 
It is easy to see that (1) need not be periodic for Y periodic and still have a 
periodic solution. For example, x -= cos t f sin t is a solution of 
.t x’(t) = as(t) f b‘0 e- I “-“‘x(s) ds - (1 - a T- b)sint-+(I -u)cost. 
It is reasonable to conjecture that if C(t + T, s + T) = C(t, S) andF(t L T) = 
F(t), then uniform boundedness and uniform ultimate boundedness for bound B 
is essentially sufficient to guarantee a periodic solution of (1). However, there 
seems to be no machinery available to implement the proof. In fact there are 
two problems. The delay becomes infinite, while known results generally ask 
that the delay be no greater than the period. 
The second problem may be described as follows. If C is of convolution type, 
F is T-periodic, and x(t C T) = x(t), then in (1) we have the relation 
.u’(t + T) :- A.v(t $ 12’) t it’ ’ c(t + 7’ - s) ,x(s) ds +F(t - T) 
” (1 
= Ax(t) -c j-i, C(t - u) X(U) du $-F(t) 
-= x’(t) + j-;T C(t - u) x(u) du. 
As x is T-periodic, we must have x’ being T-periodic or sFT C(t - u) x(u) du = 0 
for each T-periodic function Y. Obviously, such a condition is nonsense. 
As the above change of variable shifts the lower limit back, it seems that the 
proper perturbation equation from which to obtain properties of solutions of (1) is 
z’(t) =: h(t) 7 i, C(t, s) x(s) ds f F(t), (9) 
where L4 and F are as in (1) C is continuous for --a3 < s < t < x, 
C(t f T, .s $ T) = C(t, s) and F(t + T) = F(t) 
forsomeT>Oand-m<s<t<a. 
(10) 
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In order to utilize fixed-point theorems we need to have the delay bounded by 
the period. Following Grimmer [3] we make a change of variable to accomplish 
that. 
Define 
and let s = u - nT to obtain 
J = go j-4, C(t, u - nT) z(u - nT) du. 
If the series converges uniformly, then 
C(t, s) z(s) ds = s,:, c0 C(t, u - nT) z(u - nT)du. (11) 
12 
We define x.,“=,, C(t, u - nT) = H(t, u). 
This summation technique seems to have been first used by Grimmer in the 
convolution case [3] in which a Razumikhin technique was used. 
Under assumptions (10) and (11) (9) h as a periodic solution if and only if 
z’(t) = Ax(t) + jt H(t, u) z(u) du +F(t) 
1-T 
has a periodic solution. 
(12) 
THEOREM 6. Let (10) and (11) hold for (9) and let Assumption A hold on the 
set - a^j < s < t < XI with 01 < 1. Suppose there is a constant X > 0 with 
--@(t, S) 3 [@(t, S)/at] + K 11 c(t, S)l/ 
for -a < s < t < co. If, in addition, 
and 
i. j-1, @(4 u - nT) du = f, go W, u - nT) du, 
+ ,r, @(t, u ~ nT) = go & @(t, u - nT), 
(13) 
(14) 
k - f @(t, t - nT) > ii, 
?I=0 
some k > 0, (15) 
then (9) has aglobally stable periodic solution. 
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Proof. It suffices to show that (12) has a T-periodic solution, for then (9) has a 
periodic solution, while under our conditions all solutions of (9) are globally 
stable (see Theorem 4). 
We have 
< - ( k - f qt, t - 722”) 
) z(t)\ + K IF( 
7l=O 1 
+ 14, z. lK” c( 12 
t, u - nT)II + $ @(t, u - UT)] 1 .z(u)i du 
< --K 1 .+)I + K iF(t)I 
t m 
-$ c 
X@(t, u - nT) j z(u)/ du 
t-r n=O 
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As p > 0, F is bounded, and Y 1 z(t)] < V(t, z(.)) the uniform boundedness and 
uniform ultimate boundedness for bound B now follow as in Theorem 4. 
According to Yoshizawa [7, p. 206, Theorem 37.11, (12) has a periodic solution. 
EXAMPLE 6. Consider the scalar equation 
x’(t) = -x(t) + jt C(t, s) x(s) ds + sin 27rt 
--m 
with C(t + 1, s + 1) = C(t, s) and / C(t, s)I < 6 exp[-q(t - s)] for 6 > 0 and 
4 > 0. From (1 I) we need 
This follows from the Weierstrass M test. 
For Assumption A, pick @(t, S) = Kp 6e-*(t-S) so that a@(t, s)/at = 
-Kb 8qe--“‘t-“‘, while @(t, t) = K@. 
Clearly (13) holds. Also, a calculation yields (14). 
Now for (15) we have lz = 21i2/2 so 
h - f @(t, t - n) = (2112,2) - f K/38ePL 
n-0 ?L=O 
= (2l/‘,2) - ~/lS[e,(e - l)] = (21/2, 2)[1 - /%{e,(e - l)}]. 
Thus, we require 
6 <(e- 1)/e, 
as/3 3-, 1 is arbitrary. 
Note that our corresponding requirement in this example under Theorem 4 
would be 6 < 1 to ensure uniform ultimate boundedness. Thus we are requiring 
more to ensure a periodic solution. 
COROLLARY. Under the conditions of Theorem 6, (1) has a globally stable 
so&on x(t) = xl(t) + x2(t), where xl(t) is T-periodic and x2(t) --f 0 us t ---f CO. 
Proof. If x(t) is a solution of (1) and z(t) is a solution of (9), then z(t) - x(t) 
is a solution for t 3 0 of 
w’(t) = h(t) + jt C(t, s) w(s) ds, (16) 
-cc 
where j”Ve C(t, S) z(s) ds = slm C(t, s) C(s) d s with 4 the initial function for z. 
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Under the stated conditions 
V(t, w( .)) = [wT(t) llw(t)]l;” + 1’ qt, s) 1 w(s)1 ds 
--II 
is a functional satisfying 
q16)(c 4.)) < --R I w(t), + @(t, q I w(t)’ 
+K J‘t II C(t, 4 i +)I ds + I:, $ @(t, $1 Iw(s)i ds 
< -k(l-” a) / w(t); - XI’ @(t, s) 1 w(s)! ds 
-z 
< --clV(t, 4.)) for p > 0. 
It follows that w(t) -+ 0 exponentially. That is, w(t) = z(t) - x(t) - 0 and the 
result follows. 
Remark 5. In [I] we showed how our Liapunov functional could be extended 
to cover nonlinear equations of the form 
.y’(t) = g(4 .$t)) + iJ:p(t, s, x(s)) ds + F(t). 
We also showed how the same functional could be used on highly perturbed 
equations. The same techniques apply here. 
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