Abstract. In this paper we find a new condition on a real periodic potential for which the spectrum of periodic Schrödinger operators is purely absolutely continuous.
Introduction
The behavior of a non-relativistic quantum particle is described by the wave function Ψ(t, x) which is governed by the Schrödinger equation i∂ t Ψ(t, x) = HΨ(t, x), (t, x) ∈ R × R 3 ,
where the Schrödinger operator H = −∆ + V (x) consists of the Laplacian ∆ and the potential V which is a real function. In view of spectral theory, the solution can be given by Ψ(t, x) = e itH Ψ(0, x) if H is self-adjoint. In this regard, it is important to know spectral properties of self-adjoint Schrödinger operators, and they have been extensively studied since the beginning of quantum mechanics.
In this paper we study the problem of finding a suitable condition on a periodic potential V , which means that V (x + e j ) = V (x) for some basis {e j } 3 j=1 of R 3 , for which the spectrum of H is purely absolutely continuous. More generally, we will consider the problem for the following differential operator in three dimensions:
where D = −i∇ and A = (a jk ) is a symmetric, positive-definite matrix with real constant entries. Of course, we are using the notation DAD T to denote 3 j,k=1 D j a jk D k . Note that DAD T = −∆ particularly when A = I is the identity matrix. First note that we may choose e 1 = 2π(1, 0, 0), e 2 = 2π(0, 1, 0) and e 3 = 2π(0, 0, 1) by a change of variables. In other words, V is periodic with respect to the lattice (2πZ) 3 . Let Ω = [0, 2π) 3 be a cell of the lattice, and for
where χ Ω is the characteristic function of the set Ω, and the norm · is given by
Here, Q(z, r) denotes dyadic cubes in R 3 centered at z with side length r. Note that the condition (1.1) is equivalent to
because V N is periodic with respect to (2πZ) 3 , and x, y is taking only in the cell Ω. Before stating our results, we need to set up more notation. A weight w :
, one can write for x ∈ R 3 , x = λv + x, where λ ∈ R and x is in some hyperplane P whose normal vector is v. We shall denote by w ∈ A p (v) to mean that w is in the A 2 class in one-dimensional direction of the vector v if the function w x (λ) := w(x) is in A 2 (R) with C in (1.2) uniformly in almost every x ∈ P. By translation and rotation, this notion can be reduced to the case where v = (0, 0, 1) ∈ R 3 and P = R 2 . In this case, w ∈ A 2 (v) means that w(x 1 , x 2 , ·) ∈ A 2 (R) in the x 3 variable uniformly in almost every x = (x 1 , x 2 ) ∈ R 2 . Also, this one-dimensional A 2 condition is trivially satisfied if V is in a more restrictive A 2 (R 3 ) class defined over rectangles instead of cubes (see Lemma 2.2 in [7] ). Our main result is now stated as follows:
be a real periodic function with periodic cell 1 Ω.
Assume that |V | ∈ A 2 (v) for some v ∈ R 3 . Then there exists ε > 0 such that the spectrum of the operator DAD T + V (x) is purely absolutely continuous whenever the condition (1.1) holds.
In [11] , Thomas showed that the spectrum of the Schrödinger operator is purely absolutely continuous if V ∈ L 2 loc (R 3 ). Since then, Thomas' approach has played an important role in later developments on the subject. Among others (see references in [8, 9] ), Shen [8] established the absolute continuity for V ∈ L n/2 loc (R n ), n ≥ 3, which is best possible in the context of L p potentials. This result was further extended by him [9] to the Morrey class F p , p > (n − 1)/2, n ≥ 3, defined by the norm
More precisely, he obtained it under the smallness assumption, lim sup r→0 V F p < ε, which implies (see Lemma 2.7 and its proof in [9] )
As is well known from [2] , the inequality (2.5) in Lemma 2.2 is satisfied for w ∈ F p with C w ∼ w 1/2
From this fact and Lemma 2.2, it follows easily that (1.3) implies (1.1). So, the smallness assumption in [9] is more restrictive than our condition (1.1). On the other hand, the additional condition |V | ∈ A 2 (v) in our case is needed for the weighted L 2 resolvent estimates in Proposition 3.2. Finally, we would like to emphasize that the function class defined with the norm · contains the global Kato (K) and Rollnik (R) classes which are defined by
|f (x)f (y)| |x − y| 2 dxdy < ∞, respectively. These have played a fundamental role in spectral and scattering theory (cf. [4, 10] ).
From now on, we will use the letter C for positive constants that may be different at each occurrence. Given an operator L, we also denote by Dom[L] its domain.
Self-adjointness
In this section we show that the operator DAD T + V is self-adjoint under the condition (1.1) on the potential V .
Let us first consider the quadratic form
. Then we have the following self-adjointness:
be a real periodic function. If V satisfies (1.1) for a sufficiently small ε > 0, then there exists a unique self-adjoint operator denoted by
. From the definition of V N , we see that
Now we claim that
Assuming for the moment this claim, we get from (2.1) that
, by the condition (1.1) we conclude that
if N is sufficiently large. Hence, if ε is small enough so that Cε < 1/2, then (2.3) yields that the symmetric quadratic form q is semi-bounded from below and closable on H 1 (R 3 ). So, it defines a unique self-adjoint operator. It remains to show the claim (2.2). For this, we first note that
where I 1 denotes the following fractional integral operator of order 1:
(See Lemma 7.16 in [3] .) Then, by using this inequality, (a
, and Hölder's inequality, it is not difficult to see that
Now we will use the following lemma, which characterizes weighted L 2 estimates for I 1 , due to Kerman and Sawyer [6] Lemma 2.2. Let w be a nonnegative measurable function on R 3 . Then there exists a constant C w depending on w such that
for all measurable functions f on R 3 if and only if w satisfies
Here the sup is taken over all dyadic cubes Q in R 3 , and the constant C w may be taken to be a constant multiple of the quantity w 1/2 .
Applying this lemma to the first term in the right-hand side of (2.4), we see
Combining (2.4) and (2.6), we now get
which readily implies the claim (2.2) because V N is also periodic.
3. The Thomas approach: Proof of Theorem 1.1
Let k ∈ C 3 . Then we first need to define the operator (
Following [8, 9] , we let
a n e in·x and
Now, let us consider the quadratic form
. Here, k denotes the conjugate of k. As before (see (2.3)), we then have
if the condition (1.1) holds. Hence, if we choose ε small enough so that Cε < 1/2, then this implies that the quadratic form q(k) is strictly m-sectorial. So, there exists a unique closed operator denoted by
. (See [5] for details.) Also, the domain is independent of k as follows:
Next we choose a = (a 1 , a 2 , a 3 ) ∈ R 3 so that |a| = 1 and aA = (s 0 , 0, 0) for
Then, setting
we will consider, for a fixed b ∈ L, the following operator
which is defined by the form (3.1). Since Dom[H V (λ)] ∈ H 1 (T 3 ), H V (λ) has compact resolvent, and the following lemma (see Proposition 3.9 in [9] ) is known: Lemma 3.1. If the family of operators {H V (λ) : λ ∈ C} has no common eigenvalue for every b ∈ L, then the spectrum of the self-adjoint operator DAD T + V is purely absolutely continuous.
In view of this lemma, to prove Theorem 1.1, we only need to show that {H V (λ) : λ ∈ C} has no common eigenvalue. From now on, we will show this based on the following weighted L 2 resolvent estimates which will be proved in the next section.
and w ∈ A 2 (v) for some v ∈ R 3 . Assume that w ≥ c w for some constant c w > 0 and
w(x)w(y) |x − y| dxdy < ∞.
where C is a constant independent of ρ and c w .
Suppose now that E is an eigenvalue for H V (λ) for all λ ∈ C. Using this proposition, we will show that this assumption leads to a contradiction. By this assumption, particularly for λ = δ 0 + iρ, there exists
and H V (λ)ψ ρ = Eψ ρ . By the condition (1.1), we can choose N so large that sup z∈Ω,0<r<4π Q(z,r)
, where f δ is a periodic function, with respect to (2πZ) 3 , which is given by δ/|x| 2 with δ > 0 for x ∈ Ω. Then, w is also periodic with respect to (2πZ) 3 and w ≥ c > 0 for some constant c. Also, we can take δ small enough so that sup z∈Ω,0<r<4π Q(z,r)
Now we have
Here, for the last inequality we have used Lemma 2.2 together with (3.5). (Indeed, since w is periodic with respect to (2πZ) 3 , (3.5) is equivalent to wχ Ω < ε.)
Combining these and H V (λ)ψ ρ = Eψ ρ , we now get
Furthermore, from (3.6) and H V (λ)ψ ρ = Eψ ρ , it follows that
On the other hand, by Proposition 3.2 with (3.5), we see that for ρ ≥ 1
So if ε is chosen so small that Cε ≤ 1/2, from (3.7) we have
This implies that c ρ c
by using the following known fact (see Theorem 3.13 in [9] ) that, for w ∈ L 1 (T 3 ) with w ≥ c w > 0, there exists c ρ > 0 such that c ρ → ∞ as |ρ| → ∞, and
Letting ρ → ∞ in (3.8) leads to a contradiction. Thus, {H V (z) : z ∈ C} has no common eigenvalue. This completes the proof of Theorem 1.1.
Weighted L 2 resolvent estimates
This section is devoted to proving Proposition 3.2. By an elementary rotation argument, we may first assume that w ∈ A 2 (R) in the x 1 variable uniformly in other variables
The proof follows from the same argument for the proof of Theorem 3.10 in [9] . So, we shall omit the details and give a sketch of that proof.
For (3.4) we may show that for
where
(Here, a, b are given as in (3.2),(3.3).) For this, we first decompose ψ into
ψ(n)e in·x , j ≤ −1,
Then by the Littlewood-Paley theory on T 1 in weighted L 2 spaces (see Chapter XV in [12] and also [7] ), it is enough to show (4.1) for ψ j uniformly in j.
Now we have to show that
uniformly in j. We will consider only the case j ≥ 1 because the other case j ≤ 0 can be shown in the same way. First we claim that
where z j = −ρ 2 a 1 s 0 + 2iρ2 j s 0 . To show (4.3), for ξ ∈ C, let us first set
and recall that
where G ξ is the integral kernel of S ξ and satisfies
if Re ξ = 1 and Re √ z j ≥ c 0 > 0. See (6.10) in [8] . It is easy to see that Re
where Ω ′ = |n|≤C (Ω + 2πn), and for the last inequality we used the fact that ψ is periodic. Hence, for Re ξ = 1
Then, using Hölder's inequality, we can bound the first term in the right-hand side of (4.4) by
On the other hand, for the second term we will use the following estimate
which follows by combining (2.5) in Lemma 2.2 and its dual
Indeed, using (4.5), we see that
Here, we also used for the last inequality the fact that ψ and w are periodic. Consequently, we get and (4.3) is now proved.
Hence, for (4.2) it suffices to show that
which would follow from the following weighted L 2 estimate for the spectral projection (see (6.8) in [9] and its proof): 
