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Abstract
Let A 2 F nn, B 2 F nt, where F is an arbitrary field. We describe the possible
characteristic polynomials of A B, when some of its rows are prescribed and the other
rows vary. The characteristic polynomial of A B is defined as the largest determinantal
divisor (or the product of the invariant factors) of xIn ÿ A ÿ B. This result generalizes
a previous theorem by H. Wimmer [Monasth. Math. 78 (1974) 256–263], which studies
the same problem when t  0. Ó 1999 Elsevier Science Inc. All rights reserved.
Throughout this paper, F denotes a field. If f x is a polynomial, df  de-
notes its degree. Given a monic polynomial f x  xk ÿ akÿ1xkÿ1 ÿ   
ÿa1xÿ a0 2 F x, with k > 0, then Cf  denotes the companion matrix
Cf   ek2    ekk a
 t
;
where eki represents the ith column of the identity matrix Ik and
a  a0 a1    akÿ1 t:
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1. Feedback equivalence
Two matrices
M  A B ; M 0  A0 B0 ; 1
where A;A0 2 F nn, B;B0 2 F nt, are said to be feedback equivalent (or block
similar or C-equivalent) if there exists a nonsingular matrix




where N 2 F nn, V 2 F tn, T 2 F tt, such that M 0  Nÿ1MP .
It is easy to see that two matrices M and M 0, of the forms (1), are feedback
equivalent if and only if the matrix pencils
xIn ÿ A ÿB  and xIn ÿ A0 ÿB0  2
are strictly equivalent. Therefore, the matrices (1) are feedback equivalent if
and only if the pencils (2) have the same invariant factors and the same column
minimal indices. Pencils of the forms (2) do not have infinite elementary di-
visors nor row minimal indices (see [5] for details about strict equivalence). In
the control theory, the column minimal indices of
xIn ÿ A ÿ B  3
are also called the controllability indices of the pair A;B. When t  0, feed-
back equivalence is similarity. The following lemma gives a normal form for
feedback equivalence.
Lemma 1 ([15], Theorem 2.11). Let A1;1 2 F pp, A1;2 2 F pq. The matrix
A1;1 A1;2 is feedback equivalent to a unique matrix of the form A01;1 A01;2, where
A01;1  Cxl1      Cxlu  Cf1      Cfw 2 F pp;
A01;2  epl1 e
p
l1l2    epl1lu 0
h i
2 F pq;
l1 P    P lu > 0, u P 0, f1x j    j fwx, w P 0.
The numbers l1; . . . ; lu are the nonzero column minimal indices and f1; . . . ; fw
are the invariant factors, different from 1, of
xIp ÿ A1;1 ÿA1;2 : 4
2. p; q-Feedback equivalence
In this paper, two matrices
A1;1 A1;2 A1;3  and A01;1 A01;2 A01;3
 
; 5
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where A1;1;A01;1 2 F pp, A1;2;A01;2 2 F pq, A1;3;A01;3 2 F pt, are said to be p; q-






375 2 F pqtpqt; 6






   Pÿ11;1 A1;1 A1;2 A1;3 P : 7
Clearly, p; q-feedback equivalence is an equivalence relation. The following
lemma is easy to prove.
Lemma 2. Let f x 2 F x n f0g be a monic polynomial. If the matrices (5) are





has the characteristic polynomial f x if and only if there exist A02;1 2 F qp,












has the characteristic polynomial f x.
Lemma 3. Let C1;1;C01;1 2 F pÿvpÿv; C1;2;C01;2 2 F pÿvv; C1;3; C01;3 2 F pÿvq;
C2;1;C02;1 2 F vpÿv; C2;2;C02;2 2 F vv; C2;3; C02;3 2 F vq: The matrices
C 
C1;1 C1;2 C1;3 0 0















of size p  p  q t, are p; q-feedback equivalent if and only if
C1;1 C1;2 C1;3  and C01;1 C01;2 C01;3
 
are p ÿ v; v-feedback equivalent.
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P1;1 P1;2 0 0 0
P2;1 P2;2 0 0 0
P3;1 P3;2 P3;3 0 0
P4;1 P4;2 P4;3 P4;4 P4;5




is a nonsingular matrix, P1;1 2 F pÿvpÿv, P2;2 2 F vv, P3;3 2 F qq, P4;4 2 F vv,













From direct calculations, it follows that P 01;2P4;4 P4;5  0. As P is nonsingular,

























375 2 F pqpq
is a nonsingular matrix, P1;1 2 F pÿvpÿv, P2;2 2 F vv, P3;3 2 F qq. Then C is




CP0  P2;2  Itÿv;
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It is easy to see that this matrix is p; q-feedback equivalent to C0. 
Lemma 4 (Normal form for p; q-feedback equivalence). Let A1;1 2 F pp,
A1;2 2 F pq, A1;3 2 F pt. The matrix A1;1 A1;2 A1;3 is p; q-feedback equivalent to
a unique matrix of the form A01;1 A01;2 A01;3, where
A01;1  Cxl
0
1      Cxl0u  Cxl001       Cxl00v 





















l01 P    P l0u > 0, u P 0, l001 P    P l00v > 0, v P 0, f1x j    j fwx, w P 0.
Proof. Existence: By induction on p. Suppose that p  1. If A1;3 6 0, then
A1;1 A1;2 A1;3 is p; q-feedback equivalent to A01;1 A01;2 A01;3, where A01;1  0,
A01;2  0, A01;3  1 0    0. If A1;3  0 and A1;2 6 0, then A1;1 A1;2 A1;3 is p; q-
feedback equivalent to A01;1 A01;2 A01;3, where A01;1  0, A01;2  1 0    0,
A01;3  0. If A1;2  0 and A1;3  0, then A1;1 A1;2 A1;3 has already the prescribed
form.
Suppose that p P 2. Let v  rankA1;3. If v  0, let A01;1 A01;2 be the normal
form, for feedback equivalence, of A1;1 A1;2 referred in Lemma 1. In this case,
A1;1 A1;2 A1;3 is p; q-feedback equivalent to A01;1 A01;2 0. If v  p, then
A1;1 A1;2 A1;3 is p; q-feedback equivalent to A01;1 A01;2 A01;3, where A01;1  0,
A01;2  0, and A01;3  Ip 0.







Then A1;1 A1;2 A1;3 is p; q-feedback equivalent to
P A1;1 A1;2 A1;3 Pÿ1  Iq  T  
C1;1 C1;2 C1;3 0 0
C2;1 C2;2 C2;3 Iv 0
 
; 10
where C1;1 2 F pÿvpÿv, C1;2 2 F pÿvv, C1;3 2 F pÿvq. Let C01;1 C01;2 C01;3 be a
matrix, p ÿ v; v-feedback equivalent to C1;1 C1;2 C1;3, with the form pre-
scribed in the lemma. According to Lemma 3, (10) is p; q-feedback equivalent to






0 0 0 Iv 0
 
: 11
Consider the matrix (11) partitioned as A001;1 A001;2 A001;3, where A001;1 2 F pp,







has the prescribed form.
Unicity: By induction on p. Suppose that A1;1 A1;2 A1;3 is p; q-feedback
equivalent to two matrices A01;1 A01;2 A01;3 and A001;1 A001;2 A001;3, with the prescribed
form. Firstly, observe that rankA01;3  rankA001;3 and rankA01;2 A01;3 
rankA001;2 A001;3.
The case p  1 is trivial.
Suppose that p P 2. Let v  rankA01;3  rankA001;3. If v  0, then A01;1 A01;2
and A001;1 A001;2 are feedback equivalent and, according to Lemma 1, A01;1  A001;1
and A01;2  A001;2. If v  p, then A01;1  A001;1  0, A01;2  A001;2  0 and A01;3 
A001;3  Ip 0.
Now suppose that 0 < v < p. It is easy to find a permutation matrix
P 0 2 F pp such that





 P 0ÿ1  Iqt  C01;1 C01;2 C01;3 0 0
0 0 0 Iv 0
 
;
where C01;1 C01;2 C01;3 has the form prescribed in the lemma, C01;1 2 F pÿvpÿv,
C01;2 2 F pÿvv. Analogously, there exists a permutation matrix P 00 2 F pp such
that





 P 00ÿ1  Iqt  C001;1 C001;2 C001;3 0 0
0 0 0 Iv 0
 
;
where C001;1 C001;2 C001;3 has the form prescribed in the lemma, C001;1 2 F pÿvpÿv,
C001;2 2 F pÿvv. According to Lemma 3, C01;1 C01;2 C01;3 and C001;1 C001;2 C001;3 are
p ÿ v; v-feedback equivalent. According to the induction assumption, these
two matrices are equal. It is easy to deduce that A01;1 A01;2 A01;3 
A001;1 A001;2 A001;3. 
Lemma 4 gives a normal form for p; q-feedback equivalence. Note that the




1; . . . ; l
00
v are the nonzero column minimal indices (unor-
dered) of
xIp ÿ A1;1 ÿ A1;2 ÿ A1;3
 
: 12
We shall call p; q-column minimal indices of the first kind (respectively, second












v1; . . . ; l
00
t ),
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where l0u1      l0q  l00v1      l00t  0. From now on, c.m.i. means
‘‘column minimal indices’’.
Remark. Observe that the proof of Lemma 4, existence part, gives a very simple
algorithm to evaluate, inductively, the column minimal indices (p; q-c.m.i.) of
the first kind and of the second kind of A1;1 A1;2 A1;3.
If p  1 and A1;3 6 0, then (12) has all its p; q-c.m.i. of the first kind equal
to zero and its p; q-c.m.i. of the second kind are 1; 0; . . . ; 0. If p  1, A1;3  0
and A1;2 6 0, then (12) has all its p; q-c.m.i. of the second kind equal to zero
and its p; q-c.m.i. of the first kind are 1; 0; . . . ; 0. If p  1, A1;3  0 and
A1;2  0, then (12) has all its p; q-c.m.i., of the first and of the second kind,
equal to zero.
Suppose that p P 2 and let v  rankA1;3. If v  0, then (12) has all its p; q-
c.m.i. of the second kind equal to zero and its p; q-c.m.i. of the first kind
coincide with the c.m.i. of (4). If v  p, then (12) has all its p; q-c.m.i. of the
first kind equal to zero, has p p; q-c.m.i. of the second kind equal to one and
has t ÿ p p; q-c.m.i. of the second kind equal to zero.
Suppose that 0 < v < p. Let P 2 F pp and T 2 F tt be nonsingular matrices
satisfying (9). Consider the matrix (10). Then the p; q-c.m.i. of the first kind of
(12) coincide with the p ÿ v; v-c.m.i. of the second kind of
xIpÿv ÿ C1;1 ÿ C1;2 ÿ C1;3
 
: 13
If l01; . . . ; l
0
v are the p ÿ v; v-c.m.i. of the first kind of (13), then
l01  1; . . . ; l0v  1 are the nonzero p; q-c.m.i. of the second kind of (12).
3. Main result
The following theorem is our main result. We shall prove it in the next
section.
Theorem 5. Let A1;1 2 F pp, A1;2 2 F pq, A1;3 2 F pt, n  p  q, t > 0. Let
f 2 F x be a monic polynomial. Let b1 j    j bp be the invariant factors of
xIp ÿ A1;1 ÿA1;2 ÿA1;3 : 14
Let m1 P    P mq be the p; q-c.m.i. of the first kind of (14). Let l1 P    P lt
be the p; q-c.m.i. of the second kind of (14).
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has the characteristic polynomial f if and only if the following conditions are
satisfied:
a5 b1    bp j f ,
b5 One, at least, of the following conditions is satisfied:





ii5 There exists k 2 f1; . . . ; qg such that mk > l1 and df  





The following theorem, due to Wimmer, studies the possible characteristic
polynomials of a square matrix when some of its rows are prescribed and the
others vary.
Theorem 6 ([13]). Let A1;1 2 F pp, A1;2 2 F pq, n  p  q. Let f 2 F x be a
monic polynomial of degree n. Let b1 j    j bp be the invariant factors of
xIp ÿ A1;1 ÿ A1;2
 
:





has the characteristic polynomial f if and only if b1    bp j f .
A linear system
_vt  Avt  Bft; 17
where A 2 Cnn, B 2 Cnt and C denotes the field of complex numbers, with
state vt and input ft, is said to be stabilizable by feedback if there exists a
state feedback input ft  Xvt such that (17) becomes stable. The system
(17) is stabilizable by feedback if and only if the real parts of the eigenvalues
(i.e., the roots of the characteristic polynomial) of A B are negative. In this
case, we shall say that A B is stabilizable. For details, see [7], for example.
Corollary 7. Let A1;1 2 Cpp, A1;2 2 Cpq, A1;3 2 Cpt, n  p  q, t > 0. There
exist A2;1 2 Cqp, A2;2 2 Cqq, A2;3 2 Cqt such that (15) is stabilizable if and only
if
A1;1 A1;2 A1;3  18
is stabilizable.
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Proof. We shall use the notation of Theorem 5. Let g  b1    bp be the char-
acteristic polynomial of (18).
Suppose that (15) is stabilizable. According to Theorem 5, a5, g j f .
Clearly, (18) is stabilizable.
Conversely, suppose that (18) is stabilizable. From the normal form for
p; q-feedback equivalence, it follows that nÿ q  dg  m1      mq 
l1      lt. According to Theorem 5, there exists a matrix of the form (15)
with the characteristic polynomial g. Clearly, (15) is stabilizable. 
4. Proof of Theorem 5
The proof is split into several lemmas.
Lemma 8. Let f1 j    j fw be monic polynomials different from 1,
d  df1    fw, m1 P    P mu > mu1      mq 0, l1 P    P lv > lv1 
    lt 0 be nonnegative integers, with l1 > 0, p  d  m1      mq
l1      lt,
C1;1  Cf1      Cfw  Cxl1ÿ1  Cxm1      Cxmu
 Cxl2      Cxlv 2 F pÿ1pÿ1;
C1;2  epÿ1dl1ÿ1 2 F pÿ11 if l1 > 1;
C1;2  0 2 F pÿ11 if l1  1;
C1;3  epÿ1dm1l1ÿ1 e
pÿ1










[The block Cxl1ÿ1 does not exist if l1  1].
a8 If X 2 F q1, then one, at least, of the following conditions is satisfied:
i8 f1; . . . ; fw are the nonconstant invariant factors, m1; . . . ; mq are the
p ÿ 1; q-c.m.i. of the first kind and l1 ÿ 1; l2; . . . ;lt are the
p ÿ 1; q-c.m.i. of the second kind of
xIpÿ1 ÿ C1;1 j ÿC1;3 j ÿC1;2 ÿ C1;3X j ÿC1;4
 
; 19
ii8 There exists k 2 f1; . . . ; ug such that mk P l1 and f1; . . . ; fw are the
nonconstant invariant factors, l1 ÿ 1; m1; . . . ; mkÿ1; mk1; . . . ; mq are
the p ÿ 1; q-c.m.i. of the first kind and mk;l2; . . . ; lt are the
p ÿ 1; q-c.m.i. of the second kind of (19).
b8 If there exists k 2 f1; . . . ; ug such that mk P l1, then there exists X 2 F q1
such that f1; . . . ; fw are the nonconstant invariant factors,
l1 ÿ 1; m1; . . . ; mkÿ1; mk1; . . . ; mq are the p ÿ 1; q-c.m.i. of the first kind
and mk; l2; . . . ; lt are the p ÿ 1; q-c.m.i. of the second kind of (19).
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 Qÿ1 C1;1 C1;3 C1;2 C1;4 Q Iqt 20
has the form B1  B2  B3, where B1 2 F pÿuÿqÿ1pÿ1; B2  Iu 0 2 F uq and
B3 2 F qt; B3 2 fIq 0; 0 Iq 0g; q  rankC1;2 C1;4. The blocks C01;j and C1;j
have the same size, j 2 f1; 2; 3; 4g.
Note that, for every X 2 F q1, the matrices






1;2  C01;3X C01;4
h i
22
are p ÿ 1; q-feedback equivalent.
a8 The proof is by induction on m  maxfm1; . . . ; mqg. If m  0, then
C1;3  0 and the result is trivial. Suppose that m > 0.
Case 1. Suppose that l1 > 1. In this case (20) has the form
D1;1 D1;3 D1;2 D1;4 0 0 0
0 0 0 0 D2;5 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 D4;7
26664
37775; 23
where D1;1 2 F pÿuÿvÿ1pÿuÿvÿ1; D1;3 2 F pÿuÿvÿ1u; D1;2 2 F pÿuÿvÿ11, D1;4 2
F pÿuÿvÿ1vÿ1; D2;5  Iu 0 2 F uq; D4;7  Ivÿ1 0 2 F vÿ1tÿ1; f1; . . . ; fw are
the nonconstant invariant factors, m1 ÿ 1; . . . ; mu ÿ 1 are the p ÿ uÿ vÿ 1; u-
c.m.i. of the first kind and l1 ÿ 2; l2 ÿ 1; . . . ; lv ÿ 1 are the p ÿ uÿ vÿ 1; u-
c.m.i. of the second kind of
xIpÿuÿvÿ1 ÿ D1;1 ÿ D1;3 ÿ D1;2 ÿ D1;4
 
: 24
Then (22) has the form
D1;1 D1;3 D1;2 D1;4 0 0 0
0 0 0 0 D2;5 X0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 D4;7
26664
37775; 25
where X  X t0 X t1t, X0 2 F u1, and (25) is p ÿ 1; q-feedback equivalent to
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D1;1 D1;3 D1;2  D1;3X0 D1;4 0 0 0
0 0 0 0 D2;5 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 D4;7
26664
37775:
By applying the induction hypothesis to
D1;1 D1;3 D1;2  D1;3X0 D1;4 ; 26
it is not hard to deduce that one, at least, of the conditions i8, ii8 is satisfied.
Case 2. Suppose that l1  1. In this case, (20) has the form
D1;1 D1;3 D1;2 0 0 0
0 0 0 D2;3 0 0
0 0 0 0 0 D3;5
264
375; 27
where D1;1 2 F pÿuÿvpÿuÿv; D1;3 2 F pÿuÿvu; D1;2 2 F pÿuÿvvÿ1; D2;3 
Iu 0 2 F uq; D3;5  Ivÿ1 0 2 F vÿ1tÿ1; f1; . . . ; fw are the nonconstant in-
variant factors, m1 ÿ 1; . . . ; mu ÿ 1 are the p ÿ uÿ v; u-c.m.i. of the first kind,
and l2 ÿ 1; . . . ; lv ÿ 1 are the p ÿ uÿ v; u-c.m.i. of the second kind of
xIpÿuÿv ÿ D1;1 ÿ D1;3 ÿ D1;2
 
:
Then (22) has the form
D1;1 D1;3 D1;2 0 0 0
0 0 0 D2;3 X0 0
0 0 0 0 0 D3;5
264
375; 28
where X  X t0 X t1t, X0 2 F u1. If X0  0, then i8 is satisfied. If X0 6 0, then
ii8 is satisfied.
b8 The proof is by induction on m  maxfm1; . . . ; mqg.
Case 1. Suppose that l1 > 1. In this case, (20) has the form (23). Suppose
that there exists k 2 f1; . . . ; ug such that mk P l1. According to the induction
hypothesis, there exists X0 2 F u1 such that f1; . . . ; fw are the nonconstant
invariant factors, m1 ÿ 1; . . . ; mkÿ1 ÿ 1; mk1 ÿ 1; . . . ; mu ÿ 1; l1 ÿ 2 are the
p ÿ uÿ vÿ 1; u-c.m.i. of the first kind and mk ÿ 1; l2 ÿ 1; . . . ; lv ÿ 1 are the
p ÿ uÿ vÿ 1; u-c.m.i. of the second kind of (26). Let
P 
P1;1 0 0 0
0 P2;2 0 0
0 P3;2 1 0
0 0 0 Ivÿ1
2666664
3777775;
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 Pÿ11;1 D1;1 D1;3 D1;2  D1;3X0 D1;4 P
has the form
E1;1 0 0 E1;4 0 0
0 E2;2 0 0 E2;5 0
0 0 E3;3 0 0 E3;6
264
375;
where E1;1 2 F d1d1 ; E2;2 2 F d2d2 ; E3;3 2 F d3d3 ; E1;4 2 F d1u; E2;5 2 F d21; E3;6 2
F d3vÿ1; d1  d2  d3  p ÿ uÿ vÿ 1;
xI ÿ E1;1 ÿ E1;4 
has nonconstant invariant factors f1; . . . ; fw and has c.m.i. m1 ÿ 1; . . . ; mkÿ1 ÿ 1;
mk1 ÿ 1; . . . ; mu ÿ 1; l1 ÿ 2;
xI ÿ E2;2 ÿ E2;5 
has c.m.i. mk ÿ 1 and
xI ÿ E3;3 ÿ E3;6 








1;4 0 0 0
0 0 0 0 D2;5 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 D4;7
266664
377775;
has p ÿ 1; q-c.m.i. of the first kind m1; . . . ; mkÿ1; mk1; . . . ; mq; l1 ÿ 1 and
p ÿ 1; q-c.m.i. of the second kind mk; l2; . . . ; lt. The matrix C is p ÿ 1; q-
feedback equivalent to PCPÿ1  Pÿ12;2  Iqÿut which has the form
D1;1 D1;3 D1;2  D1;3X0 D1;4 0 0 0
0 0 0 0 D2;5 0 0
0 0 0 0  1 0
0 0 0 0 0 0 D4;7
266664
377775:
This last matrix is p ÿ 1; q-feedback equivalent to
62 S. Furtado, F.C. Silva / Linear Algebra and its Applications 293 (1999) 51–72
D1;1 D1;3 D1;2 D1;4 0 0 0
0 0 0 0 D2;5 X0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 D4;7
266664
377775
which has the form (22), where X  X t0 0t 2 F q1.
Case 2. Suppose that l1  1. Suppose that there exists k 2 f1; . . . ; ug such
that mk > l1 ÿ 1  0. Note that, if m  1, then l1  1. In this case (20) has the
form (27). Let X  eqk . Then f1; . . . ; fw are the nonconstant invariant factors,
m1; . . . ; mkÿ1; mk1; . . . ; mq; l1 ÿ 1 are the p ÿ 1; u-c.m.i. of the first kind and
mk; l2; . . . ; lt are the p ÿ 1; u-c.m.i. of the second kind of (22). 
Proof of Theorem 5 (Necessity). Suppose that there exist A2;1 2 F qp,
A2;2 2 F qq, A2;3 2 F qt such that (15) has the characteristic polynomial f. The
condition a5 follows easily from the interlacing inequalities for the invariant
factors [11,12].
We shall prove b5 by induction on n. Let




If q  0, then l1      lt  0 and df   n. Therefore i5 is satisfied.
Now suppose that q > 0.
Case 1. Suppose that A1;3 6 0. Bearing in mind Lemma 2, suppose, without
loss of generality, that (15) has the form
where the blocks C1;1;C1;2;C1;3;C1;4 have the forms indicated in Lemma 8, and
f1; . . . ; fw are the nonconstant invariant factors of (14). This matrix is feedback
equivalent to
If p  1, then f is the characteristic polynomial ofA2;2 C3;2  A2;2X C3;4 and
df 6 q  nÿ 1. In this case, m1      mq  0, l1  1 and l2      lt  0.
Clearly, i5 is satisfied.
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Now suppose that p P 2. It follows easily that
has the characteristic polynomial f. According to Lemma 8, one, at least, of the
conditions i8, ii8 is satisfied.
Subcase 1.1. Suppose that i8 is satisfied. Let l01  maxfl1 ÿ 1; l2g 6 l1,
l02  minfl1 ÿ 1; l2g. According to the induction assumption, one, at least, of
the following conditions is satisfied:





ii05 There exists k 2 f1; . . . ; qg such that mk > l01 and df   nÿ 1ÿ





It is not hard to see that, in any case, one, at least, of the conditions i5, ii5 is
satisfied.
Subcase 1.2. Suppose that ii8 is satisfied. Without loss of generality, sup-
pose that either k  1 or mkÿ1 > mk. According to the induction assumption,
one, at least, of the following conditions is satisfied:





ii005 There exists l 2 f1; . . . ; k ÿ 1g such that df   nÿ 1ÿ ml  1ÿ
l2  l3      lt ÿ j; where




It is not hard to see that, in any case, one of the conditions i5, ii5 is satisfied.
Case 2. Suppose that A1;3  0 and A2;3 6 0. Note that l1      lt  0.
Then (15) is block similar to a matrix of the form
where C2;2 2 F qÿ1qÿ1, C2;3 2 F qÿ11.
If q  1, then f is the characteristic polynomial of A1;1 C1;2 C1;3, that is,
f  b1    bp. Therefore df   p ÿ m1. Clearly one of the conditions i5, ii5 is
satisfied.
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Now suppose that q P 2. It follows easily that
A1;1 C1;2 C1;3 0
C2;1 C2;2 C2;3 C2;4
 
has the characteristic polynomial f. It is not hard to see that there exists
k 2 f1; . . . ; qg such that m1; . . . ; mkÿ1; mk1; . . . ; mq are the p; qÿ 1-c.m.i. of the
first kind and mk; 0; . . . ; 0 are the p; qÿ 1-c.m.i. of the second kind of
xIp ÿ A1;1 j ÿC1;2 j ÿC1;3 0  2 F ppqtÿ1:
Without loss of generality, suppose that either k  1 or mkÿ1 > mk.
According to the induction assumption, one, at least, of the following
conditions is satisfied:





ii0005  There exists l 2 f1; . . . ; k ÿ 1g such that df   nÿ 1ÿ ml  1 ÿ j;
where




It is not hard to see that, in any case, one of the conditions i5, ii5 is satis-
fied. 
Lemma 9. Let
C1;1  Cxm1  Cxm2  Cxl 2 F mm;
where m  m1  m2  l, l P m1. Let k 2 f0; . . . ; m1  1g.
There exist C2;1 2 F 1m, c2;2; c2;3; c2;4 2 F such that m2  k is m 1; 1-c.m.i. of






C2;1 c2;2 c2;3 c2;4
" #
:
Proof. If k  m1  1, take
C2;1 c2;2 c2;3 c2;4   em3m11 
t
:
If k  0, take
C2;1 c2;2 c2;3 c2;4   em3m1m21
t
:
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If k  m1  l, take
C2;1 c2;2 c2;3 c2;4   ÿem3m11 
t  em3m3 t:
If either k 2 f1; . . . ; m1 ÿ 1g or k  m1 < l, take




C1;1  Cxm  Cxl 2 F mlml;
where lP m. Let h 2 F x be a monic polynomial of degree d 2 f0; . . . ; m 1g.
There exist C2;1 2 F 1ml; c2;2; c2;3 2 F such that h is the product of the in-
variant factors and l mÿ d  1 is the unique c.m.i. of
xIml ÿ C1;1 ÿemlm ÿemlml
ÿC2;1 xÿ c2;2 ÿc2;3
" #
:
Proof. If d  0, take
C2;1 c2;2 c2;3   eml2m1 t:
Now suppose that
hx  xd  c0xdÿ1      cdÿ1;
with d > 0. If d  m 1, take
C2;1 c2;2 c2;3   ÿcdÿ1    ÿc1 0    0 ÿc0 0 :
If d  m  l, take
C2;1 c2;2 c2;3   0 ÿcdÿ1    ÿc1 cdÿ1    c1 c0 ÿc0 1 :
If either d 2 f1; . . . ; mÿ 1g or d  m < l, take
C2;1 c2;2 c2;3  
01;mÿd1 ÿcdÿ1    ÿc1 cdÿ1    c0 1 01;lÿdÿ1 ÿc0 0 ;
where 01;j is the zero matrix of size 1 j. 
Lemma 11. Let A1;1 2 F pp, A1;2 2 F pq, A1;3 2 F pt, n  p  q, t > 0. If
(18) has the characteristic polynomial 1, then there exist A2;1 2 F qp,
A2;2 2 F qq, A2;3 2 F qt such that (15) has the characteristic polynomial 1.
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Proof. Bearing in mind Lemma 2, assume, without loss of generality, that (18)
has the normal form for p; q-feedback equivalence. Let m1 P    P mu >
mu1      mq 0 and l1 P    P lv > lv1      lt 0 be the p; q-
c.m.i. of the first and of the second kind, respectively, of (14).
Firstly, suppose that q  1. If l1 > 0, take A2;1  epm11
t
, A2;2  0, A2;3  0.
If l1  0, take A2;1  0, A2;2  0, A2;3  et1 t.
The general case follows easily by induction on q. 
Lemma 12. Let A1;1 2 F pp, A1;2 2 F pq, A1;3 2 F pt, t > 0, n  p  q. Let
f 2 F x be a monic polynomial. Let b1 j    j bp be the invariant factors of (14).
Let m1 P    P mq be the p; q-c.m.i. of the first kind of (14). Let l1 P    P lt
be the p; q-c.m.i. of the second kind of (14).
Suppose that a5 and i5 are satisfied. Then there exist A2;1 2 F qp,
A2;2 2 F qq, A2;3 2 F qt such that (15) has the characteristic polynomial f.
Proof. By induction on q. If j > 0, let w be the maximum integer in f0; . . . ;









mi  1 ÿ j:
If j  0, let w  q and k  0.
Case 1. Suppose that j  0 and l1  0. Then A1;3  0 and df   n. Ac-
cording to Wimmer’s theorem there exist A2;1 2 F qp and A2;2 2 F qq such that
(16) has the characteristic polynomial f. With A2;3  0, (15) has the charac-
teristic polynomial f.
Case 2. Suppose that Case 1 is not satisfied and that k  0. Without loss of
generality, suppose that
where C1;1 2 F p1p1 , C2;2 2 F p2p2 , p1  p2  p, C1;3 2 F p1w, C2;4 2 F p2qÿw,
C2;5 2 F p2t, xIp1 ÿ C1;1 ÿ C1;3 has the same nonconstant invariant factors as
(14) and has c.m.i. m1; . . . ; mw, xIp2 ÿ C2;2 ÿ C2;4 ÿ C2;5 has all its invariant
factors equal to 1, has p2; qÿ w-c.m.i. of the first kind mw1; . . . ; mq and has
p2; qÿ w-c.m.i. of the second kind l1; . . . ; lt. Note that A1;1 A1;2 A1;3 can be
obtained from its normal form for p; q-feedback equivalence by performing
adequate permutations of its rows and columns that correspond to p; q-
feedback equivalence transformations.
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has the characteristic polynomial f.
According to Lemma 11, there exist C4;2 2 F qÿwp2 , C4;4 2 F qÿwqÿw,




has the characteristic polynomial equal to 1.
Then
C1;1 0 C1;3 0 0
0 C2;2 0 C2;4 C2;5
C3;1 0 C3;3 0 0
0 C4;2 0 C4;4 C4;5
266664
377775
has the characteristic polynomial f.
Case 3. Suppose that k > 0 and w  0. Let h  f =b1    bp, d  dh. We
have k6 m16 l1.
Without loss of generality, suppose that
where C1;1 2 F pÿm1ÿl1pÿm1ÿl1, C1;5 2 F pÿm1ÿl1qÿ1, C1;7 2 F pÿm1ÿl1tÿ1 and
xIpÿm1ÿl1 ÿ C1;1 j ÿC1;5 j ÿC1;7
 
has invariant factors bm1l11; . . . ; bp, has p ÿ m1 ÿ l1; qÿ 1-c.m.i. of the first
kind m2; . . . ; mq, and has p ÿ m1 ÿ l1; qÿ 1-c.m.i. of the second kind l2; . . . ; lt.
According to Lemma 10, there exist C4;2 2 F 1m1 , C4;3 2 F 1l1 , c4;4; c4;6 2 F
such that h is the product of the invariant factors and m1  l1 ÿ d  1 is the
unique c.m.i. of
xIm1 ÿ Cxm1 0 ÿem1m1 0
0 xIl1 ÿ Cxl1 0 ÿel1l1
ÿC4;2 ÿC4;3 xÿ c4;4 ÿc4;6
2664
3775:
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Then the matrix
where B1;1 2 F p1p1, B1;2 2 F p1qÿ1, B1;3 2 F p1t, has the characteristic
polynomial f. If q  1, the proof is complete.
Now suppose that q > 1. Then
xIp1 ÿ B1;1 j ÿB1;2 j ÿB1;3
  29
has p  1; qÿ 1-c.m.i. of the first kind m2; . . . ; mq and has p  1; qÿ 1-
c.m.i. of the second kind l2; . . . ; lt; m1  l1 ÿ d  1. According to the induction






has the characteristic polynomial f.
Case 4. Suppose that k > 0 and w > 0. We have k6 mw16 l1.
Without loss of generality, suppose that
where C1;1 2 F pÿmwÿmw1ÿl1pÿmwÿmw1ÿl1, C1;7 2 F pÿmwÿmw1ÿl1qÿ2, C1;9 2
F pÿmwÿmw1ÿl1tÿ1, and
xIpÿmwÿmw1ÿl1 ÿ C1;1 ÿ C1;7 ÿC1;9
 
has invariant factors bmwmw1l11; . . . ; bp, has p ÿ mw ÿ mw1 ÿ l1; qÿ 2-c.m.i.
of the first kind m1; . . . ; mwÿ1; mw2; . . . ; mq, and has p ÿ mw ÿ mw1 ÿ l1; qÿ 2-
c.m.i. of the second kind l2; . . . ; lt.
According to Lemma 9, there exist C5;2 2 F 1mw1 , C5;3 2 F 1mw , C5;4 2 F 1l1 ,
c5;5; c5;6; c5;8 2 F such that
xImw1 ÿ Cxmw1 0 0 ÿemw1mw1 0 0
0 xImw ÿ Cxmw 0 0 ÿemwmw 0
0 0 xIl1 ÿ Cxl1 0 0 ÿel1l1
ÿC5;2 ÿC5;3 ÿC5;4 xÿ c5;5 ÿc5;6 ÿc5;8
266664
377775
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has one mw  mw1  l1  1; 1-c.m.i. of the first kind, mw  k, and has one
mw  mw1  l1  1; 1-c.m.i. of the second kind, l1  mw1 ÿ k  1.
Then the matrix
where B1;1 2 F p1p1, B1;2 2 F p1qÿ1, B1;3 2 F p1t, has invariant poly-
nomials 1; b1; . . . ;bp, and (29) has p  1; qÿ 1-c.m.i. of the first kind
m1; . . . ; mwÿ1; mw  k; mw2; . . . ; mq (not necessarily on nondecreasing order) and
has p  1; qÿ 1-c.m.i. of the second kind l2; . . . ; lt; l1  mw1 ÿ k  1.
According to the induction assumption, there exist B2;1 2 F qÿ1p1, B2;2 2
F qÿ1qÿ1 and B2;3 2 F qÿ1t such that (30) has the characteristic poly-
nomial f. 
Proof of Theorem 5 (Sufficiency). Suppose that a5 and b5 are satisfied. If
i5 is satisfied, the proof has already been done in Lemma 12. Now suppose
that ii5 is satisfied.
Case 1. Suppose that l1 > 0. Bearing in mind Lemma 2, suppose that
where C1;1;C1;2;C1;3;C1;4 have the forms indicated in Lemma 8, and f1; . . . ; fw
are the nonconstant invariant factors of (14).
According to Lemma 8, b8, there exists X 2 F q1 such that b2; . . . ; bp are
the invariant factors, l1 ÿ 1; m1; . . . ; mkÿ1; mk1; . . . ; mq are the p ÿ 1; q-c.m.i. of
the first kind and mk; l2; . . . ; lt are the p ÿ 1; q-c.m.i. of the second kind of
(19). According to Lemma 12, there exist matrices
C3;1 2 F qpÿ1; C3;2 2 F q1; C3;3 2 F qq; C3;4 2 F qtÿ1
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such that
C1;1 C1;3 C1;2  C1;3X C1;4
C3;1 C3;3 C3;2 C3;4
 
has the characteristic polynomial f. Then
C1;1 C1;2  C1;3X C1;3 C1;4 0
0 0 0 0 1
C3;1 C3;2 C3;3 C3;4 0
264
375
has the characteristic polynomial f and is block similar to
C1;1 C1;2 C1;3 C1;4 0
0 0 0 0 1
C3;1 C3;2 ÿ C3;3X C3;3 C3;4 X
264
375:
Case 2. Suppose that l1  0. Then A1;3  0. Bearing in mind Lemma 2,
suppose that
where C2;2 2 F pÿmkpÿmk;C2;4 2 F pÿmkqÿ1. Let
D1;1 
















Then 1; b1; . . . ; bp are the invariant factors, m1; . . . ; mkÿ1; mk1; . . . ; mq are the
p  1; qÿ 1-c.m.i. of the first kind, and mk  1; 0; . . . ; 0 are the p  1; qÿ 1-
c.m.i. of the second kind of
xIp1 ÿ D1;1 ÿ D1;2 ÿ D1;3
 
:
According to Lemma 12, there exist D2;1 2 F qÿ1p1, D2;2 2 F qÿ1qÿ1,
D2;3 2 F qÿ1t such that




has the characteristic polynomial f. 
References
[1] I. Baraga~na, I. Zaballa, Column completion of a pair of matrices, Linear Multilinear Algebra
27 (1990) 243–273.
[2] I. Cabral, Matrices with prescribed submatrices and number of invariant polynomials, Linear
Algebra Appl. 219 (1995) 207–224.
[3] I. Cabral, F.C. Silva, Unified theorems on completions of matrix pencils, Linear Algebra Appl.
159 (1991) 43–54.
[4] I. Cabral, F.C. Silva, Similarity invariants of completions of submatrices, Linear Algebra
Appl. 169 (1992) 151–161.
[5] F.R. Gantmacher, The Theory of Matrices, vol. 2, Chelsea, New York, 1960.
[6] I. Gohberg, P. Lancaster, L. Rodman, Invariant Subspaces of Matrices with Applications,
Wiley, New York, 1986.
[7] I. Gohberg, M.A. Kaashoek, F. van Schagen, Partially Specified Matrices and Eigenvalue
Completion Problems, Birkhauser, Basel, 1995.
[8] T. Kailath, Linear Systems, Prentice-Hall, Englewood Clis, NJ, 1980.
[9] R.E. Kalman, Mathematical description of linear dynamical systems, SIAM J. Control 1
(1963) 152–192.
[10] R.E. Kalman, P.L. Falb, M.A. Arbib, Topics in Mathematical System Theory, McGraw-Hill,
New York, 1969.
[11] E.M. Sa, Imbedding conditions for k-matrices, Linear Algebra Appl. 24 (1979) 33–50.
[12] R.C. Thompson, Interlacing inequalities for invariant factors, Linear Algebra Appl. 24 (1979)
1–31.
[13] H.K. Wimmer, Existenzsatze in der Theorie der Matrizen und lineare Kontrolltheorie,
Monasth. Math. 78 (1974) 256–263.
[14] W.M. Wonham, Linear Multivariable Control, 3rd ed., Springer, New York, 1985.
[15] I. Zaballa, Matrices with prescribed rows and invariant factors, Linear Algebra Appl. 87
(1987) 113–146.
[16] I. Zaballa, Interlacing inequalities and control theory, Linear Algebra Appl. 101 (1988) 9–31.
[17] I. Zaballa, Interlacing and majorization in invariant factors assignment problems, Linear
Algebra Appl. 121 (1989) 409–421.
72 S. Furtado, F.C. Silva / Linear Algebra and its Applications 293 (1999) 51–72
