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Abstract—We consider a multi-pair massive multiple-input
multiple-output (MIMO) relay network, where the relay is
equipped with a large number, N , of antennas, but driven by
a far smaller number, L, of radio frequency (RF) chains. We
assume that K pairs of users are scheduled for simultaneous
transmission, where K satisfies 2K = L. A hybrid signal
processing scheme is presented for both uplink and downlink
transmissions of the network. Analytical expressions of both
spectral and energy efficiency are derived with respect to the RF
chain number under imperfect channel estimation. It is revealed
that, under the condition N >
⌊
4L2/pi
⌋
, the transmit power of
each user and the relay can be respectively scaled down by 1/
√
N
and 2K/
√
N if pilot power scales with signal power, or they can
be respectively scaled down by 1/N and 2K/N if the pilot power
is kept fixed, while maintaining an asymptotically unchanged
spectral efficiency (SE). While regarding energy efficiency (EE)
of the network, the optimal EE is shown to be achieved when
Pr = 2KPs, where Pr and Ps respectively refer to the transmit
power of the relay and each source terminal. We show that
the network EE is a quasi-concave function with respect to the
number of RF-chains which, therefore, admits a unique globally
optimal choice of the RF-chain number. Numerical simulations
are conducted to verify our observations.
Index Terms—Massive MIMO relay, hybrid processing, spec-
tral efficiency (SE), energy efficiency (EE), limited RF chain.
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) has re-
cently attracted much attention from both academia and indus-
try [1]–[3]. When tens and hundreds of antennas are deployed
at base station (BS), massive MIMO can provide significant
performance enhancement [4]–[6] in terms of both spectral
efficiency (SE) and energy efficiency (EE). With the massive
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MIMO setup, random channel vectors between users and BS
become asymptotically orthogonal to each other [2]. More-
over, both uncorrelated noise and the intra-cell interference
disappear in the limit of an infinite number of antennas,
even with simple matched filter at BS [4]. Therefore, simple
linear beamforming techniques, such as matched filtering,
are capable of approaching the multiuser MIMO capacity
expected by complicated non-linear precoding, namely dirty
paper coding (DPC) [7].
Enhancing network performance with relays, e.g. in LTE
Release 10 and beyond [8], has emerged as an effective
technique to expand cell coverage [9]–[11]. Precoding designs
and performance analysis of MIMO relay networks have
been extensively investigated [12]–[14]. Encouraged by the
impressive merits of massive MIMO, relays equipped with
massive antennas are naturally becoming attractive [15]–[18].
Multi-pair one-way relaying with a large antenna array was
studied in [16], taking both ZF (zero-forcing) and MRC/MRT
(maximum-ratio combining/maximum-ratio transmission) pre-
coding into consideration. In [17], [18], two-way relaying with
massive antennas was analyzed with respect to the achievable
rate, and power efficiency was also accordingly characterized
under some typical scenarios.
Generally, these existing works focused on massive MIMO
array with full radio frequency (RF) chains, where each an-
tenna element is supported by a dedicated RF chain. Under the
common MIMO implementation setup, precoding is entirely
realized in the digital domain to suppress interference between
data streams. However, the number of RF chains being exactly
equal to the number of antennas becomes “unacceptable” in
the massive MIMO setup. The tremendous RF chains bring
prohibitively high energy consumption and hardware complex-
ity [19], [20]. In order to address the problem, practical RF
chain constraints has recently been considered. With only a
limited number of RF chains, however, it would be hard to
implement full dimensional digital precoding for massive an-
tenna elements. Therefore, hybrid digital and analog precoding
design is necessary for massive MIMO with limited RF chains
[21]–[24].
Specifically for hybrid precoding, transmit signals are firstly
precoded by a low dimensional digital precoding, and then
analog (phase-only) precoding with a high dimension is en-
abled by using cost-effective analog phase shifters (APSs)
[22]. Under the practical RF-chain constraint, [21] consid-
ered multi-stream transmission in point-to-point (P2P) massive
MIMO and proposed a near-optimal matrix decomposition
2based hybrid precoding (MD-HP). Downlink transmission for
multiuser massive MIMO with limited RF chains was studied
in [22] and [23]. The former assumed single-antenna users
while the latter further considered the scenario with multi-
antenna users. [24] investigated the hybrid precoding design
for multiuser MIMO downlink under frequency selective chan-
nels. Note that the hybrid digital and analog processing is
found particularly suitable for mmWave MIMO communica-
tions as it effectively reduces cost and power consumption
of high-bandwidth mixed-signal devices [25], [26]. In [27],
a beam steering scheme was proposed by aligning the beam
for each user towards its strongest path at the analog domain.
Asymptotic analysis showed that the proposed scheme was
able to achieve the performance imposed by full-dimensional
baseband ZF precoding.
The aforementioned literature concerning massive MIMO
with hybrid beamforming mostly assumed fixed L with L≪
N , while the restrictive condition between RF-chain number,
L, and number of antennas, N , is unclear under the RF-
chain constraint. Note that the relationship between the number
of data streams, Ns, and the number of RF chains, L, has
been well established in [28]. It was revealed that, if L is
equal or larger than 2Ns, the hybrid beamforming scheme
could achieve exactly the same performance as any full digital
beamformer. In this paper, we explicitly give the relationship
between the number of RF chains and the number of antennas,
which is not a fundamental limit of the system but is originated
from a technical condition later in the derivations and yields
useful insights for multiuser interference cancelation. More-
over, energy efficiency (EE) of the system is rarely investigated
in these studies. In this paper, we analyze both SE and EE of
a multi-pair two-way relay network with a large antenna array
at the relay while only limited RF chains are available for
transmission and reception. We propose a hybrid precoding
scheme for both uplink and downlink relaying. The main
contributions of this paper are summarized as follows:
• An analytical expression is derived for characterizing
the network SE in the presence of imperfect channel
estimation. According to the derived result, power scaling
laws are revealed for the RF-chain constrained system.
Moreover, we explicitly derive the constraint between L
and N as N >
⌊
4L2/π
⌋
. Even though this condition
originates from a technical requirement in derivations, it
yet could be interpreted as a sufficient condition to ensure
some asymptotic system performance target. More specif-
ically, the condition reveals that if the number of antennas
N is larger than 4L2/π, the multiuser interference can be
effectively mitigated with the proposed hybrid processing
scheme.
• By considering the power consumption including trans-
mit power, RF-chain power consumption as well as the
power of massive APSs used for analog beamforming, we
investigated the EE of the network. The optimal power
allocation strategy for EE maximization is discovered as
Pr = 2KPs, where Ps and Pr respectively represent the
transmit power of a single source terminal and the relay.
• Given the number of available RF-chains, there exists a
unique globally optimal choice of transmit power, P ∗s , for
maximizing the network EE. The relationship between
the maximal EE and the corresponding SE is discovered.
Especially under the case of perfect channel estimation,
the maximal EE, η∗EE , and its corresponding SE, η
∗
SE ,
follows log(η∗EE) = − log 2K η∗SE + c where c is a constant
depending on system parameters.
The rest of the paper is organized as follows. Section II
describes the system model of the RF-chain constrained mas-
sive MIMO relay network. Section III investigates the SE
performance as well as power scaling law of the network.
Section IV characterizes the EE performance and presents
insightful observations on tradeoffs between SE and EE.
Simulation results are shown in Section V before concluding
remarks drawn in Section VI.
Notations: Throughout the paper, ‖ · ‖F , (·)T , (·)∗ and
(·)H represent the Frobenius norm, transpose, conjugation
and Hermitian of a matrix, respectively. ‖ · ‖ denotes the
Euclidean norm of a vector. (·)−1 returns the inverse of an
invertible matrix. E {} and V {} take expectation and variance,
respectively, while Pr() is the probability of an event. Operator
arg(·) takes the angle of a complex number and diag(· · · )
returns a (block) diagonal matrix with diagonal elements listed
in the parentheses. Additionally, ⌊·⌋ means rounding down to
the nearest integer.
II. SYSTEM MODEL
We consider a multi-pair two-way relay network, where
multiple pairs of single-antenna users exchange data within
each pair via the help of an N -antenna relay. The relay is
equipped with a massive antenna array. For massive MIMO,
a large number of RF chains puts a heavy burden on the
hardware cost and energy consumption. Besides, though the
size of massive antenna array could be reduced by utilizing
higher frequencies, the space occupied by the massive RF
circuits may still prevent the device size to be made small
enough. Therefore, an alternative way is to let the massive
antenna array driven by a far smaller number of RF chains,
say L ≪ N , for the sake of efficient implementation. In
this way, both hardware cost and power consumption can be
significantly reduced. For the multiuser network, the number
of overall users can be large and varying which makes user
scheduling necessary before transmission. We assume that
K user pairs are selected to be served simultaneously from
the active user pool. Let the number of scheduled users be
2K = L. We use (k, k′) to denote the user pair k and
k′ who exchange information with each other. For instance,
the j-th communication pair is indexed as (2j − 1, 2j),
j = 1, 2, · · · ,K . Direct link between each pair (k, k′) is
ignorable due to severe path loss and heavy shadowing.
Assume that the relay and all users operate in time di-
vision duplex (TDD) mode and hence channel reciprocity
can be ensured for the massive MIMO setup. All channels
between the relay and users follow independent and identically
distributed (i.i.d.) Rayleigh fading. The uplink channel from
the j-th user to the relay is denoted as gj ∈ CN×1 whose
entries are i.i.d. CN (0, βj) where βj represents large scale
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Fig. 1. RF-chain constrained multi-pair two-way relay network using hybrid
precoding and detection.
fading. Then the uplink channel from all users to the relay
is represented as G = [g1 g2 · · ·g2K−1 g2K ]. Equivalently,
the uplink channel matrix can be expressed as G = HΛ
1
2
where H ∈ CN×2K corresponds to small scale fading with
all entries i.i.d. CN (0, 1) and Λ ∈ C2K×2K is a diagonal
matrix representing large scale fading with Λ(j, j) = βj .
As illustrated in Fig. 1, data transmission of the multi-pair
two-way relay network is realized in two phases.
1) Multiple access (MAC) phase: At time instant t, all users
simultaneously transmit their independent signals to the relay.
The received signal at the relay is given as
yR[t] =
√
PsGx[t] + nR[t], (1)
where x = [x1 x2 · · ·x2K−1 x2K ]T and xj is the transmit
signal of the j-th user. It is assumed that all signals are
normalized as E{|xj [t]|2} = 1 and each user takes transmit
power Ps. nR[t] ∼ CN (0, IN ) is the additive white Gaussian
noise (AWGN) at the relay.
2) Broadcast (BC) phase: At time instant t+1, the relay broad-
casts s[t+1] ∈ CN×1 to all users. Assume E{‖s[t+ 1]‖2} =
1 and denote Pr as the average transmit power of relay.
Applying channel reciprocity with calibration, the downlink
channel from the relay to the k′-th user equals gTk′ . Thus the
received signal at the k′-th user is given as
yk′ [t+ 1] =
√
Prg
T
k′s[t+ 1] + nk′ [t+ 1], (2)
where nk′ [t+ 1] ∼ CN (0, 1) is the AWGN at user k′.
A. Channel Estimation
In a conventional MIMO relay system with full RF chains,
channel estimation is conducted at the relay through orthog-
onal uplink pilots [7]. However, in a hybrid structure, each
RF chain is connected to multiple antennas. The traditional
orthogonal estimation method could not be used any more
since each RF chain receives the sum of signals from its
coupled antennas, which is inseparable. So far as we know,
efficient channel estimation is an interesting but still open
problem for the hybrid system with limited RF chains. Most
existing works on hybrid precoding design, like [20]–[24],
explicitly assumed perfect channel estimation. Though few
have claimed that channel estimation with high accuracy can
be obtained by exploiting the sparse property of mmWave
channels [26], [29], it should be pointed out that this kind
of channel estimation has not been shown effective in general
cases.
In this paper, we consider a simple round-robin estimation
method. During each round, 2K = L relay antennas are
chosen from the N antennas and trained via the L RF chains.
To assist the heuristic channel estimation with limited RF
chains, we may use a single fully-connected architecture by
letting each phase shifter be controlled by an on-off switcher.
Since we only have L RF chains while N channel coefficients
are needed to be estimated from each user, we can estimate L
channel coefficients from the N ones during each estimation
phase and repeat for ⌈N/L⌉ times in order to get all channel
coefficients estimated. For data transmission, we simply let
all the switches be “on”. Since the corresponding channel
coefficient is estimated when the corresponding switcher is
“on” (the switchers connecting to other components that are
not under estimation during this phase are “off”), the obtained
channel estimate is the same as the channel state of the same
link when data transmission with the switchers definitely being
“on”. Though the method could be resource consuming and
cost N/L times more overhead, it is easy for implementation
and provides a tractable approach for full-dimensional channel
estimation with only a small number of RF chains. Even
though some analytical results in our study could somewhat
rely on the adopted channel estimation strategy, the perfor-
mance characterization of the hybrid system could be further
improved once a more efficient estimation method with low
overhead emerges.
Denote Gˆ as the estimate of G and EG = G − Gˆ as the
estimation error. Use gˆj and Ej to represent the j-th column of
Gˆ and EG, respectively. According to the property of MMSE
estimation, we know that Gˆ and EG are mutually independent
[30] and
gˆj ∼ CN (0, σ2j IN ), Ej ∼ CN (0, ε2jIN ),
where
σ2j =
τPpβ
2
j
τPpβj + 1
, ε2j = βj − σ2j , (3)
where Pp is the average power of pilot symbols and τ is the
length of pilot sequences.
B. Hybrid Processing at Relay
In conventional massive MIMO systems, each antenna ele-
ment is supported by a dedicate RF chain for digital signal
processing. It has been shown in literature, like [1], [4],
[7], that simple linear but full digital precoding schemes
as ZF precoding is able to achieve asymptotically optimal
performance in multiuser massive MIMO. While for a limited
number of available RF chains, i.e., L ≤ N as considered
in this study, we have to exploit hybrid digital and analog
processing techniques.
1) Hybrid ZF Detection: As shown in Fig. 1, the receiving
matrix of the relay is made up of successive analog and digital
processing components, denoted by Fr andWr, respectively.
To specify, only phase rotations can be made through Fr while
4both amplitude and phase modifications are feasible by Wr.
Note that we exploit the hybrid processing approach presented
in the previous [22] which has shown to be asymptotically
optimal with respect to SE in the one-hop massive MIMO.
Accordingly, Fr is designed by extracting the phases of Gˆ:
[Fr]i,j =
1√
N
ejφi,j , (4)
where φi,j is the phase of the (i, j)-th element of Gˆ
H . It
should be pointed out that for the case 2K < L, the heuristic
design in (4) could not be directly applicable, since dimensions
of Fr and Gˆ do not match. Therefore, for 2K < L, we
cannot design the analog precoding by direct channel phase
extraction. A simple solution is to select L′ = 2K out of the
L RF chains, which reduces to the trivial case. Otherwise,
we could design the remaining L − 2K columns of Fr
resorting to random phases as in [31], or through sophisticated
optimization methods like in [32], which in general are less
likely to yield tractable expressions for performance analysis.
Hence, in this paper, we focus on the case 2K = L and will
show its asymptotic optimality under the considered scenario.
Since only channel estimate is available, the relay treats
Gˆ as the true channel. It considers FrGˆ ∈ C2K×2K as the
equivalent uplink channel seen from baseband and it generates
the digital precoder as Wr = [FrGˆ]
−1 based on the popular
ZF design. By applying hybrid ZF detection, the received
signal yR[t] is separated into 2K streams as follows:
r[t] =
√
PsWrFrGx[t] +WrFrnR[t]. (5)
The k-th stream (k-th element) of r[t] is extracted for detecting
xk[t] from the k-th user:
rk[t] =
√
Psw
T
kFrgkxk[t] +
√
Ps
2K∑
j 6=k
wTkFrgjxj [t]
+wTkFrnR[t], (6)
where wTk represents the k-th row of Wr.
2) Hybrid ZF Transmission: After detecting signals from
users, the relay multiplies them with a digital precoding matrix
Wt ∈ C2K×2K and an analog precoder Ft ∈ CN×2K before
broadcasting them to all users. Applying channel reciprocity
and following the ZF precoding design, the downlink analog
and digital precoders are respectively given as
Ft = F
T
r , Wt =
[
GˆTFt
]−1
P, (7)
where P is a permutation matrix introduced to ensure that
signal from the k-th user arrives at its corresponding pair k′.
To be exact, P is a block diagonal matrix, defined as P =
diag(P1, · · · ,PK), where Pi =
[
0 1
1 0
]
. It is directly verified
that Wt =W
T
r P.
Assume that there exists a processing delay of d symbols
at the relay. The transmit signal of the relay is
s[t+ 1] = µFtWtx[t− d], (8)
where µ is a normalization factor to satisfy average transmit
power constraint, i.e., E{‖s[t+1]‖2} = 1. Then, according to
(2), the received signal at the k′-th user equals
yk′ [t+ 1] = µ
√
Prg
T
k′Ftvkxk[t− d] + nk′ [t+ 1]
+
2K∑
j 6=k
µ
√
Prg
T
k′Ftvjxj [t− d], (9)
where vk is the k-th column ofWt and nk′ [t+1] ∼ CN (0, 1)
is the AWGN at the k′-th user.
C. Quantized Phase Shifters
In (4), it is assumed that ideal phase shifters are available
which perfectly yield continuous phases without quantization.
However, the implementation of such shifters is less feasible,
or at least, too expensive due to hardware limitations. More
realistic phase shifters are also discussed in a later part of this
study. To be specific, quantized phase of each entry of Fr is
chosen from the codebook Φ based on the closest Euclidean
distance.
Φ =
{
0,
2π
2B
,
2 · 2π
2B
,
3 · 2π
2B
, · · · , (2
B − 1) · 2π
2B
}
, (10)
where B denotes the number of quantization bits.
III. SPECTRAL EFFICIENCY WITH LIMITED RF-CHAINS
In this section, we analyze SE of the two-way massive
MIMO relay network in terms of the achievable sum rate
with limited RF chains for large N . Analytical expressions
on power scaling laws are also presented.
A. Analysis of Achievable Sum Rate
Denote Rk→k′ as the ergodic achievable rate for the trans-
mission link k → R (Relay) → k′. The sum rate of the
network is expressed as
Rsum =
∑
k→k′
Rk→k′ , (11)
where the k-th user and the k′-th user constitute a communica-
tion (user) pair. Recall that there are overall 2K transmission
links. Without loss of generality, we focus on the transmission
link k → R→ k′. Define Rk→k′ as:
Rk→k′ =
1
2
min {Rk→R, RR→k′} , (12)
where 12 exists because the transmission occupies two time
slots and min {·, ·} returns the minimum of two values. Let
Rk→R and RR→k′ stand for the ergodic achievable rates of
the two transmission links k → R and R → k′, respectively.
It follows:
Rk→R = E {log2(1 + γk→R)} ,
RR→k′ = E {log2(1 + γR→k′ )} ,
where, from (6) and (9), we have
γk→R =
Ps|wTk Frgk|2
Ps
(∑2K
j 6=k |wTk Frgj |2
)
+ ‖wTkFr‖2
,
γR→k′ =
Pr|gTk′Ftvk|2
Pr
(∑2K
j 6=k |gTk′Ftvj |2
)
+ 1µ2
.
5It is difficult to give precise closed-form expressions of
Rk→R and RR→k′ . However, as the relay is equipped with
a massive antenna array, the received signals almost surely
converge to their expectation according to the law of large
numbers. Hence, we follow a popular methodology like in
[33], and rewrite the received signal as the mean plus an
additive uncorrelated “effective” noise term. It yields
rk[t] =
√
PsE
{
wTk Frgk
}
xk[t] + n˜k[t], (13)
where
n˜k[t] =
√
Ps(w
T
k Frgk − E
{
wTk Frgk
}
)xk[t]
+
√
Ps
2K∑
j 6=k
wTk Frgjxj [t] +w
T
k FrnR[t] (14)
is considered as the effective noise. This methodology has
been widely applied in massive MIMO due to the following
considerations: 1) it yields a tractable rate expression, which is
a lower bound of the rate; 2) it does not require instantaneous
CSI at the receiver. Only statistical CSI is required. It is well-
known from [34] that the worst-case uncorrelated additive
noise is independent Gaussian with the same variance. By
treating n˜k[t] as the worst-case noise, we obtain
R˜k→R = log2
(
1 +
Ps|E
{
wTk Frgk
} |2
PsV{wTk Frgk}+MPk + ANk
)
,
(15)
where MPk and ANk refer to the multi-pair interference and
additive noise effects, respectively, given by
MPk = Ps
2K∑
j 6=k
E
{|wTk Frgj|2} , ANk = E{‖wTkFr‖2}.
(16)
Following the similar procedures and using (9), we can also
obtain
R˜R→′k = log2
(
1+
Pr|E
{
gTk′Ftvk
} |2
Pr
[
V{gTk′Ftvk}+
∑2K
j 6=k E
{|gTk′Ftvj |2}]+ 1µ2
)
.
(17)
Thus for the massive MIMO relay network with large N , the
analytical expression for Rk→k′ can be characterized as
Rk→k′ =
1
2
min
{
R˜k→R, R˜R→k′
}
. (18)
Now we are ready to evaluate the sum rate with 2K = L≪ N
in the following theorem.
Theorem 1. With N >
⌊
4L2/π
⌋
satisfied, the ergodic achiev-
able rate for the two-way relay network with L RF chains can
be characterized as Rsum =
∑
k→k′
Rk→k′ , where
lim
N→∞
Rk→k′
1
2 log2(1 +
piN
4 x)
= 1, (19)
in which we denote
x = min
{
Psσ
2
k
1 + Ps
∑2K
j=1 ε
2
j
,
Pr
(1 + Prε2k′)
∑2K
j=1
1
σ2j
}
(20)
for notational simplicity.
Proof: This theorem directly follows by characterizing the
rates in (11) and (18) by applying Lemma 1 and Lemma 2,
respectively, in Appendices A and B.
Remark 1. Theorem 1 characterizes the sum rate of the
considered RF-chain constrained relay network in the limit
of an infinite number of antennas. Yet it could also serve as
a good approximation for finite but large N . In particular,
there are two conditions for N so that (19) could be a good
approximation. Firstly, since the proof for Lemma 1 involves
the central limit theorem (CLT), N should be large enough
to make the CLT sufficiently accurate. Secondly, N should
also satisfy the condition N >
⌊
4L2/π
⌋
, in order to make
matrix expansion (68) converge in probability. For fixed L,
the condition N >
⌊
4L2/π
⌋
always asymptotically holds as
N → ∞. However, if L and N are both large values, not
only should N be large enough to satisfy the CLT, but also N
should be larger than
⌊
4L2/π
⌋
in order to ensure multiuser
interference (MUI) to be effectively mitigated. We should note
that the condition originates from a technical perspective.
We do not necessarily need to design the system rigorously
obeying this rule, but it can be viewed as a sufficient condition
to guarantee that MUI can be effectively mitigated.
It should be pointed out that the analog precoder in (4), orig-
inated for one-hop case [22], was shown to be asymptotically
optimal. The following proposition justifies its asymptotic
optimality in the considered relay scenario by examining the
asymptotic behavior of Rk→k′ .
Proposition 1. For the considered two-way relay network with
massive antennas and limited RF chains, the ergodic per-user
rate Rk→k′ satisfies
lim
N→∞
Rk→k′
Rfullk→k′
= 1, (21)
where Rk→k′ is given by (19), while
Rfullk→k′ =
1
2
log2 (1 + (N − 2K)x) (22)
is the performance of the full digital ZF precoding in [16, Eq.
(45)].
Proof: It is checked that
lim
a→∞
log2(1 + a)
log2 a
= lim
a→∞
log2 a+ log2(1 + 1/a)
log2 a
= 1.
6Therefore, we have
lim
N→∞
Rk→k′
Rfullk→k′
= lim
N→∞
log2(1 + πNx/4)
log2 (1 + (N − 2K)x)
= lim
N→∞
log2(1 + πNx/4)
log2 (1 +Nx)
× lim
N→∞
log2 (1 +Nx)
log2 (1 + (N − 2K)x)
= lim
N→∞
log2(πNx/4)
log2 (Nx)
× lim
N→∞
log2 (Nx)
log2 ((N − 2K)x)
= lim
N→∞
log2(Nx) + log2(π/4)
log2(Nx) + log2(1− 2K/N)
=1. (23)
B. Power Scaling Law
We look into the potential of power saving of the system
when the relay is equipped with a massive antenna array. In
order to make expressions concise, the following assumes all
channels between users and the relay experience equal path
loss, i.e., βj = β0 for j = 1, 2, · · · , 2K . Then (19) reduces to
Rsum = K log2
(
1 + min
{
PspiNσ
2
0
4(1 + 2KPsε20)
,
PrpiNσ
2
0
8K(1 + Prε20)
})
,
(24)
where σj = σ0 and εj = ε0 (j = 1, 2, · · · , 2K).
1) Case 1: Assume that Pp is a constant, which corresponds
to the case where channel estimation accuracy remains un-
changed. We try to find the potential for power saving in
the transmission phase. Without loss of generality, we let
Ps and Pr be scaled down proportionally by the factor of
1/Nα (α > 0), i.e., Ps = Es/N
α and Pr = 2KEr/N
α,
where Es and Er are fixed power budgets regardless of
N . Now we elaborate in the following that any choice of
0 < α ≤ 1 is able to maintain a nonvanishing sum rate when
N →∞.
Accordingly, by scaling down both source and relay power
as stated above, it directly yields
PsπNσ
2
0
4(1 + 2KPsε20)
=
Esπσ
2
0
4(Nα−1 + 2KEsε20/N)
, (25)
and
PrπNσ
2
0
8K(1 + Prε20)
=
Erπσ
2
0
4(Nα−1 + 2Kε20Er/N)
. (26)
Substituting (25) and (26) into (24), we have
Rsum = K log2
(
1+min
{
Esπσ
2
0
4(Nα−1 + 2Kε20Es/N)
,
Erπσ
2
0
4(Nα−1 + 2Kε20Er/N)
})
. (27)
Now from (27), in order to maintain a nonvanishing sum rate
performance when N →∞, the above expression implies that
it is necessary to guarantee α−1 ≤ 0, which, recalling α > 0,
yields 0 < α ≤ 1. Furthermore, it can be inferred from (27)
that the sum rate tends to infinity for 0 < α < 1 whenN →∞
even though the transmit power is scaled down by a factor of
1/Nα. In particular, for the special case with α = 1, the sum
rate converges to a constant as
Rsum → K log2
(
1 + min
{
Esπσ
2
0
4
,
Erπσ
2
0
4
})
, (28)
when N grows unboundedly. It implies that the transmit power
of each user can be scaled down by 1/N and the relay transmit
power can be cut down by a factor of 2K/N while maintaining
the same performance for increasing N .
2) Case 2: Apart from scaling down Ps and Pr , we also
consider the potential for saving pilot power Pp. Assume
Pp = Ps = Es/N
α and Pr = 2KEr/N
α. To keep a
nonvanishing sum rate in this scenario, we cannot just scale
down the transmit power as aggressively as in Case 1, e.g., by
1/N .
Let us substitute Pp = Es/N
α into (3) and consider σj =
σ0 and εj = ε0 (j = 1, 2, · · · , 2K). It is checked for N →∞
that
Nασ20 =
τβ20Es
τβ0Es/Nα + 1
→ τβ20Es,
ε20 =
β0
τβ0Es/Nα + 1
→ β0. (29)
Further substituting the above results into (24), we have the
following equalities
PsπNσ
2
0
4(1 + 2KPsε20)
=
πτE2sβ
2
0
4(N2α−1 + 2Kβ0EsNα−1)
, (30)
and
PrπNσ
2
0
8K(1 + Prε20)
=
πτEsErβ
2
0
4(N2α−1 + 2Kβ0ErNα−1)
. (31)
Consequently, the sum rate with the scaled power becomes
Rsum = K log2
(
1+min
{
πτE2sβ
2
0
4(N2α−1 + 2Kβ0EsNα−1)
,
πτEsErβ
2
0
4(N2α−1 + 2Kβ0ErNα−1)
})
. (32)
When N tends to infinity, it is critical to have 2α − 1 ≤ 0
and α− 1 ≤ 0 in order to guarantee a nonvanishing sum rate,
which yields 0 < α ≤ 12 .
Therefore, if Pp is kept equal to Ps, each user and the
relay can respectively be scaled down by factors of 1/
√
N and
1/(
√
N/2K) while guaranteeing an asymptotically unchanged
rate. This can be explained as, cutting the transmit power
of pilots decreases the channel estimation accuracy, hence
degrading the system performance further.
IV. NETWORK ENERGY EFFICIENCY ANALYSIS
In this section, we investigate the energy efficiency of
the relay network. As addressed in Section II-A, effective
channel estimation under a hybrid structure remains an open
problem. Considering channel estimation is not the focus of
our paper, in this section, we assume that channel estimate has
been obtained using the simple scheme proposed in Section
II-A, and then we focus on the EE of the data transmission
period. EE is defined as the ratio of SE over the total power
consumption. Let ηSE and ηEE denote the SE and network
7EE, respectively. It follows
ηEE =
ηSE
Psum
=
Rsum
Psum
, (33)
where Rsum is from (19) and Psum refers to the total power
consumption. Before characterizing ηEE , it is necessary to
introduce a proper power consumption model for this RF chain
constrained relay network. Here we adopt a general but simple
power consumption model [35] which is helpful in revealing
useful observations. Accordingly, the total power consumption
is written as:
Psum =
1
2
(2KPs/κU+Pr/κr)+2KP0+Pconst+2KNPAPS,
(34)
where κU < 1 and κr < 1 represent the efficiency of
power amplifiers (PAs) deployed at terminals and the relay,
respectively, the terms in parentheses refer to the total transmit
power consumption of the network, and the factor 12 exists
due to the fact of half duplexing. Term 2KP0 is the power
consumption that scales with the RF chains, Pconst represents
the part of constant circuit power regardless of the RF chain
number, and 2KNPAPS is the power consumption of all APSs
used for analog beamforming. Note that a switching network
is needed in the training period between the RF chains and
antennas, so that each time L antennas are chosen to be
trained. Since the switching network mainly works for the
channel estimation period as discussed above in our system
setup, we here focus on EE for data transmission period
and do not specifically taken the power consumption of the
switching network into account. For notational simplicity, let
κr = κU = κ and assume βj = β0 for j = 1, 2, · · · , 2K .
Then, from (24), (33) and (34), it gives
ηEE =
K log2
(
1 +
piNσ2
0
8K ∆
)
1
2κ (2KPs + Pr) + 2KP0 + Pconst + 2KNPAPS
,
(35)
where we define ∆ = min
{
2KPs
1+2KPsε20
, Pr
1+Prε20
}
.
A. Optimal Transmit Power for EE Maximization
From (35), the expression of EE looks involved depending
on a number of system parameters as well as circuit design.
While given a fixed number of RF chains, it is interesting
to conclude in the following Theorem that the network EE
can always be optimized via a proper power splitting strategy
irrespective of the circuit depending parameters like P0, Pconst
and PAPS individually.
Theorem 2. For fixed RF-chain number and relay antenna
number, there exists a globally optimal choice with respect to
(P ∗s , P
∗
r ) satisfying 2KP
∗
s = P
∗
r which yields the maximal
EE, η∗EE . The relationship between η
∗
EE and P
∗
s is given as
η∗EE =
2a0κ
[(a0 + a1)P ∗s + 4](a1P ∗s + 4) ln 2
, (36)
where a0 = πNσ
2
0 and a1 = 8Kε
2
0 respectively relate to the
strength of received signal and interference.
Proof: The optimal relationship of P ∗s and P
∗
r has been
revealed by Lemma 3 in Appendix D. Accordingly, the max-
imal EE is always achieved when Pr = 2KPs. Substituting
this condition into (35), the EE optimization problem is then
formulated as
maximize
Ps
ηEE(Ps) =
K log2
(
1 + a0Psa1Ps+4
)
2KPs
κ + Pc
(37)
subject to: Ps > 0,
where Pc = 2KP0 + Pconst + 2KNPAPS stands for power
consumption excluding the transmit power. From Proposi-
tion 5 in Appendix E, we show that ηEE in (37) is quasi-
concave with respect to Ps. Therefore, from [38], there exists
a globally optimal P ∗s for EE maximization. By applying the
KKT conditions of the optimization problem in (37) and after
some basic calculations, we have
2a0κ
(
2KP∗s
κ + Pc
)
[(a0 + a1)P ∗s + 4](a1P ∗s + 4)
−K ln
(
1 +
a0P
∗
s
a1P ∗s + 4
)
= 0.
(38)
By plugging (38) into the objective of (37), it gives the optimal
EE as
η∗EE =
2a0κ
[(a0 + a1)P ∗s + 4](a1P ∗s + 4) ln 2
, (39)
which completes the proof.
The specific value of P ∗s for (37) depends on the indi-
vidual circuit parameters (P0, Pconst, PAPS). However, it is
worth noting that the corresponding η∗EE becomes irrespec-
tive of individual circuit parameters, once the value of P ∗s
has been determined through the set of circuit parameters
(P0, Pconst, PAPS), as expressed by (39). More specifically,
once P ∗s is calculated from (37) based on specific circuit
parameters, the corresponding η∗EE is determined by (39) as
a function of P ∗s only. From (36), it implies that a higher
P ∗s always leads to a lower η
∗
EE . Further since the SE
performance increases monotonically with Ps, a higher η
∗
SE
always corresponds to a lower η∗EE .
Corollary 1. For the case of perfect CSI, we have η∗EE =
c04
−η
∗
SE
2K where c0 =
a0κ
8 ln 2 .
Proof: For perfect CSI, we have ε20 = 0 which yields
a1 = 0. Then (36) reduces to
η∗EE =
2κa0
4 ln 2(a0P ∗s + 4)
. (40)
Further by substituting η∗SE = K log2(1 +
a0P
∗
s
4 ) into (40), it
directly gives the corollary.
Recalling the relationship 2K = L, Corollary 1 reveals that
the maximal EE η∗EE scales as exponentially decaying with
respect to 12K η
∗
SE , which can be regarded as the corresponding
SE w.r.t. P ∗s of a single RF-chain. Due to the nature of
exponentially decaying, there exists a sensitive region with
small η∗SE , where a slight increase in η
∗
SE would greatly
decrease η∗EE ; While in the other region with high η
∗
SE , η
∗
EE
decreases slowly with an increasing η∗SE . Therefore, whether
the green point η∗EE falls into the sensitive region is of great
8importance when considering EE-SE tradeoff. Equivalently, if
we take the logarithm on both sides of η∗EE = c04
− η
∗
SE
2K , it
directly gives
log(η∗EE) = −
log 2
K
η∗SE + c, (41)
where
c = log c0 = log
( a0κ
8 ln 2
)
. (42)
The above relationship indicates that the green points
(log(η∗EE), η
∗
SE) actually lie in a straight line with a slope
of − log 2K . It implies that a smaller RF chain number admits
more EE improvement under a given SE reduction with the
optimal EE design. Note that this observation will later be
verified by numerical results.
B. Effect of RF-chain Number on EE
In this part, we look into the effects of limited RF chains
on the EE performance. For notational simplicity, we rewrite
ηEE in (37) as
ηEE =
K log2
(
1 + bK+a
)
d(K +m)
, (43)
where a = 1
2Psε20
, b =
piNσ2
0
8ε2
0
, d = 2Ps/κ + 2P0 + 2NPAPS
and m = Pconstd .
Proposition 2. Given a large but fixed number of relay
antennas, there exists a globally optimal choice of the RF
chain number, L∗, for EE maximization.
Proof: Since 2K = L is set in the system, the problem is
equivalent to find the optimal K for EE maximization. Denote
ηEE =
f(K)
g(K) from (43), where f(K) = K log2
(
1 + bK+a
)
and g(K) = d(K +m). After some mathematical manipula-
tions, the second-order derivative of f(K) is given as
f ′′(K) = −b[a(2K + 2a+ b) + b(K + a)]
(K + a+ b)2(K + a)2 ln 2
< 0, (44)
which indicates that f(K) is concave with respect to K .
Meanwhile, it is direct to see that g(K) is linear, thus convex,
with regard to K . Both f(K) and g(K) are differentiable.
Hence, ηEE(K) is a quasi-concave function with regard to K ,
which from [38] implies that there exists a globally optimal
K∗ for EE maximization.
Note that the numerator of ηEE in (33) is the SE expression
which is accurate when N >
⌊
4L2/π
⌋
is guaranteed. Because
the denominator of ηEE scales linearly with L, we infer
that the maximal EE cannot be achieved at large L. Under
this circumstance, there exists an optimal L which falls into
N >
⌊
4L2/π
⌋
and makes our EE analysis accurate. This
statement is also verified via simulations. As a growing N
up to 1000 antennas yielding L <
√
piN
4 ≈ 28 RF chains,
we will later justify that the EE achieves its maximum with
L < 28 agreeing with numerical verifications.
V. NUMERICAL RESULTS
A. Spectral Efficiency
1) Large Rayleigh Fading Channels
In this section, the obtained observations are verified
through Monte-Carlo simulations. In the simulations, we de-
fine SNR = Ps and set Pr = 2KPs without otherwise being
specifically stated. We set K = 5 and training period is
τ = 2K . The path loss effect is normalized to βj = 1 for
j = 1, 2, · · · , 2K .
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Fig. 2. Sum rate versus SNR with Pp = 10dB.
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Fig. 3. Sum rate versus number of antennas for power scaling Cases 1 and
2.
Fig. 2 shows the sum rate of the relay network versus system
SNR under Pp = 10 dB. For comparison, the sum rate of
the full RF-chain case is also provided as a benchmark. It
is validated that our derived analytical result matches well
with the exact sum rate and it becomes more accurate as N
grows larger. It reveals that the hybrid ZF scheme performs
measurably close to the full RF-chain case. Notice that the sum
rate performance is shown to saturate in the large SNR regime
due to the effect of imperfect channel estimate. Moreover, in
Fig. 3, the effects of power scaling for Cases 1 and 2 are
exemplified, respectively. As plotted in the figure, the sum
9rate converges for both cases when N → ∞, as predicted in
Section III-B. However, the sum rate for Case 1 converges
much faster than Case 2 as
√
N grows at a much slower
speed compared to N . Scaling down the pilot power in Case
2 introduces a further degradation of the system performance
due to increased channel estimation error. Therefore, the data
transmission power cannot be cut down with the same scaling
law as in Case 1 in order to maintain the asymptotically same
performance.
In Fig. 4, the impact of quantized phase shifters on the
proposed hybrid scheme is presented under various values of
B. It is observed that there exists a significant gap between
B = 1 and ideal phase shifters, while B = 2 performs quite
close to the ideal case. For a further increased number of
quantization bits B = 4, the performance almost perfectly
agrees with the ideal phase shifters. Therefore, it can be
concluded that the proposed hybrid precoding scheme could
give satisfying performance even with heavily quantized phase
shifters, like B = 2 and B = 4.
SNR (dB)
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Fig. 4. Sum rate versus SNR under different phase shifter quantization bits,
with 2K = 10, N = 256 and Pp = 10dB.
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Fig. 5. System throughput versus SNR, with N = 64, τ = 2K = 8,
T = 600 and Pp = 10dB.
2) Possible Impacts of Channel Estimation Overhead
By incorporating the training overhead caused by the pro-
posed channel estimation, Fig. 5 presents the system through-
put versus SNR. Specifically, the sum rate is multiplied by a
factor ηlimited =
T−L·N/L
T =
T−N
T . For comparison, the sum
rate for the full digital processing is multiplied by ηfull
T−τ
T =
T−2K
T . It is calculated that
ηfull
ηlimited
= T−2KT−N ≈ 1.1 under a
typical massive MIMO setup 2K = 4, N = 64 and T = 600,
which makes no significant change to the throughput, as shown
in Fig. 5.
Moreover, the impact of channel coherence time T is
depicted in Fig. 6. The observations show that the performance
gap between full RF chain and limited RF chain decreases as
T becomes larger, which does indicate the importance of an
effective channel estimation strategy for the limited RF chain
system especially for high mobility scenarios with small T .
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Fig. 6. System throughput versus channel coherence time T , with τ =
2K = 8, N = 64, Ps = Pp = 5dB and Pr = 2KPs.
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Fig. 7. Sum rate versus SNR under mmWave channel scenarios, withK = 5,
d = 1
2
and Np = 10.
3) Large mmWave Channels
Apart from i.i.d. Rayleigh fading channels, we also in-
vestigate the performance of our proposed hybrid scheme
10
under the geometric model, which is currently leveraging as
a more realistic channel model for mmWave massive MIMO.
Specifically, the downlink channel from user k to the relay,
denoted as gTk , can be characterized as [5], [26], [29]
gTk =
√
N
Np
Np∑
l=1
αkl α
H(θk,l), (45)
where each user is assumed to observe the same number of
propogation paths, denoted by Np, α
k
l is the gain of the l-th
path of user k distributed as CN (0, 1), and θk,l is the random
azimuth angle of departure drawn independently from uniform
distributions over [0, 2π]. αH(θk,l) is the array response vector
depending on array structures. If we assume a uniform linear
array (ULA) here, it can be given as
α
H(θk,l) =
1√
N
[
1, ej2pid sin(θk,l), · · · , ej(N−1)2pid sin(θk,l)
]
,
(46)
where d refers to the normalized antenna spacing. It is
observed from Fig. 7 that under the more practical channel
setup, the proposed hybrid processing scheme still performs
remarkably close to the full digital precoding, which indicates
that the advantages of the proposed scheme persist for more
realistic large mmWave channels.
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Fig. 8. Three-dimensional plot of EE versus Ps and Pr , with N = 256,
κ = 0.375, Pp = 10dB, Pconst = 20W, P0 = 1W and PAPS = 0.02W.
B. Energy Efficiency
Fig. 8 presents a 3D plot of EE with respect to Ps and
Pr. By searching the maximal EE, it is found out that the
optimal EE in this test is achieved at Ps = −4 dB and Pr =
6 dB satisfying Pr = 2KPs with K = 5. This coincides
with our observation in Theorem 2 that the maximal EE is
always achieved at Pr = 2KPs. Alternatively, Fig. 9 depicts
the EE performance under the total transmit power constraint
2KPs + Pr = PT for different values of PT . The horizontal
axis represents the ratio between Pr and the total transmit
power. It can be inferred from the figure that the maximal
EE is always achieved at Pr =
1
2PT , i.e. Pr = 2KPs, for
any transmit power constraint 2KPs + Pr = PT , which also
verifies the first part of Theorem 2.
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Fig. 9. EE under total power constraint 2KPs+Pr = PT , with N = 256,
κ = 0.375, Pp = 10dB, Pconst = 20W, P0 = 1W and PAPS = 0.02W.
To further illustrate the condition of Pr = 2KPs for EE
maximization, the contour plot of EE is presented in Fig. 10.
For comparison, the contour of total power constraint 2KPs+
Pr = PT is plotted in black dotted lines while the contour for
EE performance is plotted in red solid lines. It is found that
the contours for EE are tangent to the contours for PT and the
tangent points lie exactly in the line labeled as Pr = 2KPs in
the figure. This convinces us that the power allocation in terms
of EE maximization is to set 2KPs = Pr under an arbitrary
total power constraint.
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Fig. 10. Contour plot of energy efficiency versus Ps and Pr , with N = 256,
κ = 0.375, Pconst = 20W, Pp = 10dB, P0 = 1W and PAPS = 0.02W.
Fig. 11 presents the EE-SE relationship under per-
fect CSI for different combinations of system parameters
(P0, Pconst, PAPS). As revealed in Corollary 1, there always
exists a single green point and the green point (log(η∗EE), η
∗
SE)
does lie in a decreasing straight line, which implies a larger
η∗SE always leads to a lower η
∗
EE in the optimal EE design.
Fig. 12 depicts the relationship of system EE versus the
RF chain number L = 2K under N = 128, 256 and 512,
respectively. It is clearly shown that the optimal L falls into
11
 	
 	
0 10 20 30 40 50 60 70 80 90






	



	



	


-9
-8
-7
-6
-5
-4
-3
-2
-1
0
   		

   	
     		

     	
! ! ! 		

! ! ! 	
" "  		

" "  	
 #     $ 
 %
% 	
 & 
Fig. 11. EE vs. SE under perfect CSI and different combinations of
(P0, Pconst, PAPS), with N = 128 and κ = 0.375.
the regime N >
⌊
4L2/π
⌋
for different numbers of antennas
N , which validates our statements in Section IV. The optimal
RF-chain number is not sensitive to N , as the three curves
give almost the same optimal choice around L∗ = 2K∗ =
14, while the EE is dramatically decreased when the relay is
equipped with more antennas for a fixed number of RF chains.
This is because the SE scales as logN while the total power
consumption scales linearly with N .
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Fig. 12. EE vs. the number of RF chains with Ps = Pp = 5 dB, κ = 0.375,
Pconst = 20W, P0 = 1W, and PAPS = 20mW.
VI. CONCLUSION
In this paper, we analyzed both the spectral and energy
efficiency of a massive MIMO relay network with practical
RF-chain constraint. When N >
⌊
4L2/π
⌋
is satisfied, for
a fixed pilot power, each user and the relay can achieve
power saving by scaling down the source and relay transmit
power by 1/N and 2K/N , respectively. While if we scale
down the transmit power of the pilot and data transmission
simultaneously, each user and the relay can only scale down
their transmit power by 1/
√
N and 2K/
√
N , respectively.
In terms of EE, we prove that the maximal EE is always
achieved at Pr = 2KPs. This condition happens to be also the
optimal power splitting strategy for EE maximization under an
arbitrary total power constraint. Further given a fixed number
of RF-chains, there exists a globally optimal transmit power
which yields the best EE performance.
APPENDIX A
LEMMA 1
Lemma 1. For the uplink phase of the two-way massive relay
network, the achievable rate R˜k→R behaves as
lim
N→∞
R˜k→R
log2
(
1 +
PspiNσ2k
4(1+Ps
∑
2K
j=1 ε
2
j )
) = 1. (47)
Proof: In order to derive the asymptotic rate, we first
calculate the expectation terms in (15) one by one in the
following.
· Compute E{wTkFrgk}: Because Wr = [FrGˆ]−1 and
EG = G− Gˆ, we have
WrFrG =WrFr(Gˆ+ EG) = I2K +WrFrEG. (48)
It directly follows
wTk Frgk = 1 +w
T
k FrEk, (49)
where Ek and wTk Fr are independent, and Ek is a zero-mean
random vector. By taking expectations over Ek in (49), we
have
E
{
wTkFrgk
}
= 1. (50)
· Compute V{wTkFrgk}: From (49) and (50), it gives
V{wTkFrgk} =E
{|wTk FrEk|2} = ε2kE{wTk FrFHr w∗k} .
(51)
From (4), entries of Fr are i.i.d. variables with zero mean
and variance 1N . Applying the law of large numbers, we have
FrF
H
r
a.s.−−→ I2K . Then
V{wTkFrgk} = ε2kE
{‖wTk ‖2} . (52)
· Compute MPk: According to (48), for k 6= j, we have
wTkFrgj = w
T
kFrEj . (53)
Following the similar method for computing V{wTkFrgk}, we
get
MPk = PsE
{‖wTk ‖2} 2K∑
j 6=k
ε2j , ANk = E
{‖wTk ‖2} . (54)
By using the results in (50), (52) and (54), we have rewritten
(15) as:
R˜k→R = log2
(
1 +
Ps
[1 + Ps
∑2K
j=1 ε
2
j ]E
{‖wTk ‖2}
)
. (55)
Now, the remaining task is to investigate the expression for
E
{‖wTk ‖2} where wTk comes from the digital ZF precoder
Wr = [FrGˆ]
−1. Denote fk as the k-th column of Fr.
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Consider the equivalent uplink channel seen from baseband:
Heq = FrGˆ = [f1 f2 · · · f2K−1 f2K ]T [gˆ1 gˆ2 · · · gˆ2K−1 gˆ2K ].
(56)
The diagonal terms are hk,k = f
T
k gˆk (k = 1, · · · , 2K) where
hi,j is the (i, j)-th element of Heq. Denote the i-th element
of gˆk and fk with gˆi,k and fi,k, respectively. Because fk is
designed as
fi,k =
1√
N
e−j arg(gˆi,k),
we have
hk,k = f
T
k gˆk =
1√
N
N∑
i=1
|gˆi,k|. (57)
Recalling that gˆk ∼ CN (0, σ2kIN ), {gˆi,k}’s are i.i.d. as
CN (0, σ2k). Then |gˆi,k| follows the Rayleigh distribution with
mean
σk
√
pi
2 and variance (1 − pi4 )σ2k. Applying the Central
Limit Theorem, it indicates that:
hk,k ∼ N
(
σk
√
πN
2
,
(
1− π
4
)
σ2k
)
, N →∞. (58)
On the other hand, the law of large numbers indicates that
hk,k√
N
=
fTk gˆk√
N
=
1
N
N∑
i=1
|gˆi,k| a.s.−−→ E{|gˆi,k|} = σk
√
π
2
.
(59)
The off-diagonal terms are hj,k = f
T
j gˆk (j 6= k), analyzing
its real and imaginary parts respectively using the Central
Limit Theorem followed by proving their independence reveals
that [22]
hj,k ∼ CN
(
0, σ2k
)
. (60)
Now we rewrite Heq by its diagonal and off-diagonal compo-
nents as
Heq = D+A, (61)
where D = diag(h1,1, h2,2, · · · , h2K−1,2K−1, h2K,2K), and
the (k, j)-th element of A is hk,j (k 6= j) while the diagonal
elements are all zeros. Notice that the off-diagonal terms hk,j
could be treated negligible compared to the diagonal terms
hk,k when N goes infinitely large. Intuitively the uplink ZF
precoderWr = H
−1
eq can be well approximated as D
−1 when
N → ∞. In fact, this is proved by applying Propositions 3
and 4 in Appendix C. By applying Proposition 3, we have
lim
N→∞
D(D+A)−1 = lim
N→∞
DWr = I2K ,
which yields lim
N→∞
hk,kw
T
k = e
T
k , where e
T
k is the k-th row
of I2K . Therefore, it is calculated that lim
N→∞
‖wk‖2h2k,k=1, or
equivalently lim
N→∞
‖wk‖2 = 1h2
k,k
which further gives
lim
N→∞
E{‖wk‖2}
E
{
1
h2
k,k
} = 1 = lim
N→∞
E{‖wk‖2}
E
{
1/(y + σk
√
piN
2 )
2
} .
Meanwhile, according to Proposition 3 in Appendix C, we
have lim
N→∞
E
{
1/(y+
σk
√
piN
2
)2
}
4/σ2
k
piN
= 1, where y ∼ N (0, σ2) with
σ2 = (1− pi4 )σ2k . Hence,
lim
N→∞
E{‖wk‖2}
4/σ2kπN
= 1. (62)
Now we complete the proof by substituting (62) into (55).
APPENDIX B
LEMMA 2
Lemma 2. For the downlink transmission of the two-way
massive relay network, the achievable rate R˜R→k′ behaves
as
lim
N→∞
R˜R→k′
log2
(
1 + PrpiN
4(1+Prε2k′ )
∑
2K
j=1
1
σ2
j
) = 1. (63)
Proof: Following a similar method for deriving (55), after
some mathematical manipulations, (17) reduces to
R˜R→k′ = log2
(
1 +
Pr
1
µ2 + Prε
2
k′
∑2K
j=1 E
{‖vTj ‖2}
)
. (64)
Because Wt = W
T
r P and considering the function of
permutation matrix P, it gives vk = wk′ , where (k, k
′) is
a communication pair. Thus
lim
N→∞
E
{‖vTj ‖2}
4/σ2j′πN
= lim
N→∞
E
{‖wTj′‖2}
4/σ2j′πN
= 1, (65)
where the last equality follows from (62). Next, we derive
the expression for µ. According to (8) and the transmit power
constraint, it follows
1
µ2
= E{Tr[FtWtx[t− d]x[t − d]HWtHFtH ]}
= E{Tr[WtHFtHFtWt]}. (66)
Similar to Fr, due to the law of large numbers, we have
Ft
HFt
a.s.−−→ I2K as N →∞. Therefore
lim
N→∞
1/µ2
E{Tr[WtHWt]}
= 1 = lim
N→∞
1/µ2
E{‖Wr‖2F}
= lim
N→∞
1/µ2∑2K
j=1 ‖wj‖2
.
On the other hand, lim
N→∞
∑
2K
j=1 ‖wj‖2∑
2K
j=1 4/σ
2
jpiN
= 1. Therefore,
lim
N→∞
1/µ2∑2K
j=1 4/σ
2
jπN
= 1. (67)
Substituting (65) and (67) into (64), we finally arrive at
Lemma 2.
APPENDIX C
PROPOSITIONS 3 AND 4
Proposition 3. If the number of relay antennas N and the
RF chain number L satisfy N >
⌊
4L2/π
⌋
, D(D + A)−1
converges to I2K in probability as N →∞, where D and A
are defined in (61).
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Proof: Since D is a diagonal matrix with its diagonal
elements as hk,k ∼ N
(
σk
√
piN
2 , (1 − pi4 )σ2k
)
when N → ∞,
it is common and reasonable to assume that D is invertible
and the probability of non-invertible D is in principle zero.
Thus we can decompose the matrix (D+A)−1 as follows
(D+A)−1 = D−1(I+AD−1)−1
= D−1 +
∞∑
k=1
(−1)kD−1(AD−1)k, (68)
where the last equality uses the well-known matrix decom-
position (I − B)−1 = I +∑∞k=1Bk, in which the condition
for convergence is ‖B‖2F < 1. Accordingly, it is necessary
to check the condition of X , ‖AD−1‖2F < 1 in order to
guarantee the convergence of series summation in (68). In the
following, we will prove that lim
N→∞
Pr(X < 1) = 1 and hence
the convergence of (68) holds for large N in probability.
Recalling that Heq = D+A where D and A are respec-
tively the diagonal and off-diagonal components of Heq . We
have
X = ‖AD−1‖2F =
2K∑
k=1
2K∑
j 6=k
|hj,k|2
h2k,k
, (69)
where hi,j is the (i, j)-th element of Heq defined in (56).
From (69) and incorporating (59), it yields
NX =
2K∑
k=1
2K∑
j 6=k
|hj,k|2
(hk,k/
√
N)2
a.s.−−→ 4
π
2K∑
k=1
2K∑
j 6=k
|hj,k|2
σ2k
. (70)
Subsequently, we use (70) to evaluate NX in the limit of an
infinite N . Consequently,
lim
N→∞
NE{X} = 4
π
2K∑
k=1
2K∑
j 6=k
E{|hj,k|2}
σ2k
=
8K(2K − 1)
π
.
(71)
From [36, Theorem 11.4.3], the variance of a linear combina-
tion follows
V
{ M∑
m=1
amXm
}
=
M∑
m=1
a2mV{Xm}+
M∑
n6=m
anamCov{Xn, Xm},
(72)
where Cov{Xn, Xm} = E{XnXm} − E{Xn}E{Xm} is the
covariance of Xn and Xm. According to (72), we evaluate the
variance of (70)
lim
N→∞
N2V{X} = 16
π2
2K∑
k=1
2K∑
j 6=k
V{|hj,k|2}
σ4k
+
16
π2
2K∑
j1 6=j2 6=k1 6=k2
Cov{|hj1,k1 |2, |hj2,k2 |2}
σ2k1σ
2
k2
+
16
π2
2K∑
j1 6=j2 6=k
Cov{|hj1,k|2, |hj2,k|2}
σ4k
+
16
π2
2K∑
j 6=k1 6=k2
Cov{|hj,k1|2, |hj,k2|2}
σ2k1σ
2
k2
, (73)
where a sequence of “ 6=” under the summation operation
means that any two of the indexes are not equal. Since
hj,k ∼ CN
(
0, σ2k
)
, we have
V{|hj,k|2} = E{|hj,k|4} − E2{|hj,k|2} = σ4k.
Next, the covariance terms are derived separately for three
cases.
1) For j1 6= j2 6= k1 6= k2, it is direct to know that hj1,k1 and
hj2,k2 are independent, thus Cov{|hj1,k1 |2, |hj2,k2 |2} = 0.
2) For j1 6= j2 6= k, given gˆk fixed, hj1,k and hj1,k are
independent, thus
E{|hj1,k|2|hj2,k|2|gˆk} = E{|hj1,k|2|gˆk}E{|hj2,k|2|gˆk}.
(74)
Meanwhile,
E{|hj1,k|2|gˆk} = E{fTj1 gˆkgˆHk f∗j1 |gˆk} = Tr(gˆkgˆHk E{f∗j1 fTj1}|gˆk)
= ‖gˆk‖2/N. (75)
Similarly, E{|hj2,k|2|gˆk} = ‖gˆk‖2/N , which yields
E{|hj1,k|2|hj2,k|2|gˆk} = ‖gˆk‖4/N2. Further taking expecta-
tions over gˆk yields
E{|hj1,k|2|hj2,k|2} = E{‖gˆk‖4}/N2 = (1 +
1
N
)σ4k, (76)
where the last equality is due to the fact that ‖gˆk‖2 follows a
Gamma distribution Γ(N, σ2k), and E{‖gˆk‖4} = N(N+1)σ4k.
Consequently,
lim
N→∞
Cov{|hj1,k|2, |hj2,k|2}
= lim
N→∞
E{|hj1,k|2|hj2,k|2} − E{|hj1,k|2}E{|hj2,k|2}
= lim
N→∞
σ4k
N
= 0. (77)
3) For j 6= k1 6= k2, by first deriving the conditional
covariance with given fj and then taking expectations over
fj , we can obtain
lim
N→∞
Cov{|hj,k1|2, |hj,k2|} = 0. (78)
Based on the above results, (73) reduces to
lim
N→∞
N2V{X} = 32K(2K − 1)
π2
(79)
Applying the Chebyshev inequality, we obtain for any 0 <
ǫ < 1,
lim
N→∞
Pr(|X − E{X}| ≤ ǫ) ≥ lim
N→∞
1− V{X}
ǫ2
= 1,
which implies that X = ‖AD−1‖2F converges to E{X} =
8K(2K−1)
piN in probability for large N .
Now that by incorporating the convergence condition of
‖AD−1‖2F < 1 for (68), we can conclude that the condition
‖AD−1‖2F < 1 equivalently becomes E{X} < 1 for large N ,
which yields
N >
⌊
8K(2K − 1)
π
⌋
. (80)
Define δ , ‖D(D + A)−1 − I2K‖F , with the convergence
proved, we can apply the expansion in (68) and then δ =
‖∑∞k=1(−1)k(AD−1)k‖F . Further, by successively using
the triangle inequality of Frobenius norm and the fact that
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‖XY‖F ≤ ‖X‖F‖Y‖F [37], it follows
lim
N→∞
δ ≤ lim
N→∞
∞∑
k=1
‖(AD−1)k‖F
≤ lim
N→∞
∞∑
k=1
‖AD−1‖kF
= lim
N→∞
‖AD−1‖F
1− ‖AD−1‖F . (81)
When N →∞, ‖AD−1‖2F converges to 8K(2K−1)piN in proba-
bility and hence δ converges to zero. Therefore, we conclude
that D(D+A)−1 → I2K in probability.
Proposition 4. For a random variable y ∼ N (0, σ2), the
following equality holds:
lim
a→∞
E
{
a2
(y + a)2
}
= 1. (82)
Proof: For y ∼ N (0, σ2), the Chebyshev inequal-
ity gives Pr
(∣∣ y
a
∣∣ < 1) ≥ 1 − σ2a2 , which further yields
lim
a→∞
Pr
(∣∣ y
a
∣∣ < 1) = 1. Therefore, we can have the following
expansion
lim
a→∞
a2
(y + a)2
= lim
a→∞
1
(1 + y
a
)2
= lim
a→∞
∞∑
k=0
(−1)k(k + 1)
(y
a
)k
,
(83)
which uses the Taylor expansion
1
(1 + x)2
=
∞∑
k=0
(−1)k(k + 1)xk, |x| < 1.
By exploiting the results on central moments of Gaussian
random variables, i.e.,
E{y2k−1} = 0, E{y2k} = σ2k(2k − 1)!!, k = 1, 2, · · · ,
(84)
the expectation of (83) is calculated as
lim
a→∞
E
{
a2
(y + a)2
}
= 1 + lim
a→∞
∞∑
k=1
σ2k(2k + 1)!!
a2k
= 1,
which gives the desired result.
APPENDIX D
LEMMA 3
Lemma 3. Given K and N fixed, the optimal EE is always
achieved at 2KPs = Pr for Ps > 0 and Pr > 0.
Proof: Consider ηEE as a function of variables Ps and
Pr, denoted as ηEE(Ps, Pr). The feasible region of (Ps, Pr)
can be divided into three subregions: S0 = {(Ps, Pr)|2KPs =
Pr > 0}, S1 = {(Ps, Pr)|0 < 2KPs < Pr} and S2 =
{(Ps, Pr)|2KPs > Pr > 0}.
1) For any (Ps, Pr) ∈ S1, i.e., 2KPs < Pr which gives
∆ = 2KPs
1+2KPsε20
in (35), we have
ηEE(Ps, Pr) =
K log
2
(
1 +
piNσ2
0
8K
∆
)
1
2κ
(2KPs + Pr) + 2KP0 + Pconst + 2KNPAPS
.
(85)
Compare (85) with the special case of Pr = 2KPs, i.e.,
ηEE(Ps, 2KPs)
=
K log2
(
1 +
piNσ2
0
8K ∆
)
1
2κ (2KPs + 2KPs) + 2KP0 + Pconst + 2KNPAPS
.
(86)
Due to 2KPs < Pr, it directly follows ηEE(Ps, 2KPs) >
ηEE(Ps, Pr). Therefore, for any (Ps, Pr) ∈ S1, there exists
(Ps, 2KPs) ∈ S0 such that ηEE(Ps, 2KPs) > ηEE(Ps, Pr).
2) For any (Ps, Pr) ∈ S2, i.e., 2KPs > Pr, following similar
procedures as in 1), it is easily checked that for any 2KPs >
Pr, it holds
ηEE(Pr/2K,Pr) > ηEE(Ps, Pr).
Thus, for any point (Ps, Pr) ∈ S2, there exists (Pr/2K,Pr) ∈
S0 yielding ηEE(Pr/2K,Pr) > ηEE(Ps, Pr). Consequently,
based on 1) and 2), we conclude that the maximal ηEE must
be achieved in S0, which implies that the optimal (Ps, Pr)
which gives the maximal EE always satisfies Pr = 2KPs.
In fact, the condition of 2KPs = Pr is also the optimal
power allocation strategy in terms of EE under an arbitrary
total power constraint as 2KPs+Pr = PT . This can be easily
verified by checking the following two facts.
i) If 2KPs ≥ Pr, i.e., 0 < Pr ≤ PT2 ,
ηSE = K log 2
(
1 +
PrπNσ
2
0
8K(1 + Prǫ20)
)
is an increasing function of Pr. While when Pr+2KPs = PT ,
the total power consumption is constant, thus the maximal SE
directly yields the maximal EE. Hence, the maximal EE is
achieved when Pr =
PT
2 , equivalently Pr = 2KPs.
ii) If 2KPs ≤ Pr, i.e., 0 < 2KPs ≤ PT2 , it is checked that
ηSE also increases with Ps. Therefore, the maximum EE is
achieved when 2KPs = Pr =
PT
2 .
APPENDIX E
PROPOSITION 5
Proposition 5. For fixed K and N , ηEE in (37) is quasi-
concave with respect to Ps.
Proof: Define f1(Ps) = K log2
(
1 + a0Psa1PS+4
)
, and let
g1(Ps) =
2KPs
κ + Pc. Then (37) can be rewritten as
ηEE =
f1(Ps)
g1(Ps)
. (87)
The second order derivative of f1(Ps) is checked as
f ′′1 (Ps) = −
4a0K
ln 2
(a0 + a1)(a1Ps + 4) + a1[(a0 + a1)Ps + 4]
[(a0 + a1)Ps + 4]2(a1Ps + 4)2
< 0, (88)
which means f1(Ps) is concave with regard to Ps. On the other
hand, g1(Ps) is linear, and hence it is convex with respect to
Ps. Further since both f1(Ps) and g1(Ps) are differentiable
and from [38], ηEE is quasi-concave w.r.t. to Ps.
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