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Abstract
Let A be a normal matrix and consider the polygon NR[A] = {x∗Ax: ‖x‖ = 1}. If υ∗Aυ ∈
int NR[A], a projector matrix Pυ is defined such that NR[P ∗υAPυ ] is supported by all or some
edges of a polygon. © 2002 Elsevier Science Inc. All rights reserved.
1. Introduction
In this paper we continue the investigation of compressions and dilations of the
numerical ranges of matrices [4], paying special attention to normal matrices.
Let Mn be the algebra of n× n complex matrices. For a matrix A ∈Mn, the set
NR[A] = {x∗Ax: x ∈ C n, ‖x‖ = 1}
is called numerical range or field of values of A. Extensive background and gener-
alizations of NR[A] are presented in [3] and several ideas in this area are exposed in
the survey [1]. We note below some of them:
1. NR[A] is compact and convex set in C.
2. The spectrum σ(A) ⊆ NR[A].
3. NR[P ∗AP ] = NR[A], where P is any n× n unitary matrix.
4. NR[HA] = Re NR[A], where HA = (A+ A∗)/2.
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5. If A is normal, NR[A] = Co{σ(A)}, where Co{ } denotes the convex hull of the
set.
Clearly, from NR[A] one can obtain information about the matrix that the spectrum
of A alone cannot give. Combining properties 3 and 4, we obtain
Re NR[A] = NR[HP ∗AP ], Im NR[A] = −NR[HiP ∗AP ]. (1)
Moreover, for an n×m (m < n) matrix P , such that P ∗P = Im, we have
NR
[
P ∗AP
] ⊂ NR[A]. (2)
The matrix P is called isometry and P ∗AP is called an isometric projection of A.
Recently, in [4] it has been proved that
NR[A] =
⋃
P
NR
[
P ∗AP
]
,
where the matrix P is an n×m isometry.
The inclusion relation of NR[A] in (2) leads to the investigation of P such that
NR[P ∗AP ] and NR[A] are “close enough”. In [3], a procedure is discussed for de-
termining and plotting the numerical range of a matrix. The general strategy is to
calculate many points on the boundary of the numerical range and determine sup-
porting lines at these points. The intersection of the supporting lines is a convex
polygonal approximation of the numerical range that contains it. At this point it
is remarkable that no relationship is known between matrices for which only their
numerical ranges are known. In this direction, in Section 2 we give a description of P
such that, for a normal matrix A, the boundary NR[P ∗AP ] is tangential to NR[A],
and we expose a condition for a “satisfactory” approximation. In the same section,
we comment on the case when A is Hermitian. Further, in Section 3, we generalize
these results by illustrating how NR[P ∗AP ] is supported by some edges of NR[A].
2. Compression of NR of normal matrices
Let λ1, λ2, . . . , λk (k  n) be eigenvalues of a normal matrix A ∈Mn such that
NR[A] = Co{λ1, . . . , λk}; i.e., the remaining eigenvalues λk+1, . . . , λn belong to the
closed polygon 〈λ1, λ2, . . . , λk〉. In what follows, we denote by x1, x2, . . . , xk a set
of orthonormal eigenvectors of A corresponding to λ1, . . . , λk, and consider the unit
vector
υ =
k∑
j=1
cj xj ;
k∑
j=1
|cj |2 = 1, |cj | /= 0.
Obviously, the point µ = υ∗Aυ belongs to int NR[A]. Regarding E = span{υ} as a
subspace of W = span{x1, x2, . . . , xk} we consider the n× (k − 1) matrix
P = [w1 w2 · · · wk−1], (3)
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where w1, w2, . . . , wk−1 is an orthonormal basis of E⊥W . Clearly, P ∗P = Ik−1 and
PP ∗ is an orthogonal projector onto E⊥W .
Proposition 1. Let the polygon 〈λ1, λ2, . . . , λk〉 be the numerical range of a normal
matrix A. If we consider the points
ρτ = aτµτ−1 + (1 − aτ )λτ+1, µτ = (1 − aτ )µτ−1 + aτλτ+1;
τ = 1, . . . , k − 1,
where aτ ∈ [0, 1], µ0 = λ1, then the matrix A is unitarily similar to a matrix with
diagonal elements
ρ1, . . . , ρk−1, µk−1, λk+1, . . . , λn.
Proof. Denoting by xi (i = 1, . . . , k) a set of orthonormal eigenvectors of A corre-
sponding to the vertices λi and by
y1=√a1x1 +
√
1 − a1x2,
y2=√a2
(√
1 − a1x1 −√a1x2
)+√1 − a2x3 = √a2ε1 +√1 − a2x3,
y3=√a3
(√
1 − a2ε1 −√a2x3
)+√1 − a3x4 = √a3ε2 +√1 − a3x4,
y4=√a4
(√
1 − a3ε2 −√a3x4
)+√1 − a4x5 = √a4ε3 +√1 − a4x5,
...
yk−1=√ak−1(· · ·)+
√
1 − ak−1xk = √ak−1εk−2 +
√
1 − ak−1xk,
yk=
√
1 − ak−1εk−2 −√ak−1xk,
then it is implied directly that
(ετ , xτ+2) = 0, ‖ετ‖ = 1,
and by induction
(ετ , εs)τ<s =
√
1 − aτ+1
√
1 − aτ+2 · · ·
√
1 − as, ε∗τAετ = µτ .
Therefore,
‖yτ‖ = 1, (ετ , yτ ) = 0 (τ = 1, . . . , k − 2), (yτ , ys)τ<s = 0,
and
y∗τ Ayτ = ρτ (τ = 1, . . . , k − 1), y∗kAyk = µk−1.
Hence, for
R = [y1 · · · yk xk+1 · · · xn]
we obtain R∗R = I and R∗AR = . 
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Theorem 1. Let the matrix A be normal and the polygon 〈λ1, λ2, . . . , λk〉 = NR[A].
If υ =∑kj=1 cj xj is a unit vector such that υ∗Aυ = µ ∈ int NR[A], then
NR
[
P ∗AP
] ⊂ 〈λ1, λ2, . . . , λk〉,
where the matrix P is defined as in (3) and the boundary NR[P ∗AP ] is tangential
to the edges of the polygon at the points
στ = |cτ+1|
2λτ + |cτ |2λτ+1
|cτ+1|2 + |cτ |2 (τ = 1, . . . , k − 1);
(4)
σk = |c1|
2λk + |ck|2λ1
|c1|2 + |ck|2 .
Proof. It is enough to verify the relationship (4) for τ = 1. We consider the points
µτ (τ = 1, 2, . . . , k − 3) of the polygon such that µτ lies in the line segment 〈µτ−1,
λτ+1〉. Here µ0 = λ1 and the point µk−2 is defined as the intersection of segments
〈µk−3, λk−1〉 and 〈µk−1, λk〉, where µk−1 = µ. If ντ is the reflection of µτ about
the midpoint of 〈µτ−1, λτ+1〉, we have
ντ + µτ = µτ−1 + λτ+1; µ0 = λ1.
Thus, by Proposition 1, there exist orthonormal vectors y1, . . . , yk−1, y such that
y∗τ Ayτ = ντ (τ = 1, 2, . . . , k − 1), y∗Ay = µ.
Since µ and ντ ∈ NR[A] are unique convex combinations of λ1, . . . , λk, the vectors
y, yτ can be written in the form
y =
k∑
j=1
cj exp(−i θj )xj , yτ =
τ+1∑
j=1
cτj xj .
Due to orthonormality of y and yτ we have
k∑
j=1
|cj |2 = 1,
τ+1∑
j=1
|cτj |2 = 1,
τ+1∑
j=1
c¯τj cj exp(−i θj ) = 0. (5)
Thus, the unit vectors
uτ =
τ+1∑
j=1
cτj exp(i θj )xj (τ = 1, . . . , k − 1)
belong to E⊥W and
u∗τAuτ =
τ+1∑
j=1
|cτj |2x∗j Axj =
τ+1∑
j=1
|cτj |2λj = ντ .
Denoting by P the orthogonal projection onto E⊥W, the unit vector #τ , which is de-
fined by P#τ = uτ , corresponds to the point ντ ∈ NR[P ∗AP ] ⊂ NR[A]. For the
point σ1 ≡ ν1 ∈ 〈λ1, λ2〉, by Eq. (5), we have
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σ1 = |c11|2λ1 + |c12|2λ2;
|c11|2 + |c12|2 = 1, c¯11c1 exp(−i θ1)+ c¯12c2 exp(−i θ2) = 0.
Combining these equations we obtain
σ1 = |c12|
2 |c2|2
|c1|2 λ1 + |c12|
2λ2 = |c12|
2(|c2|2λ1 + |c1|2λ2)
|c1|2 .
Since
|c12|2
(|c1|2 + |c2|2) = |c12|2 |c1|2 + |c11|2 |c1|2 = |c1|2,
we obviously have
σ1 = |c2|
2λ1 + |c1|2λ2
|c1|2 + |c2|2 .
Hence, beginning with the point µ1 ∈ 〈λ1, λ2〉, the point σ1 ∈ NR[P ∗AP ] ∩ 〈λ1,
λ2〉 has been defined. Continuing with the point µ′1 ∈ 〈λ2, λ3〉 by the same process,
we identify the tangent point
σ2 = |c3|
2λ2 + |c2|2λ3
|c3|2 + |c2|2 ∈ 〈λ2, λ3〉 ∩ NR
[
P ∗AP
]
.
The process ends when we find the rest of the points σ3, . . . , σk on the edges
〈λ3, λ4〉, . . . , 〈λk, λ1〉, respectively. 
Evidently, in Theorem 1, the matrix P ∗AP is presented so that the boundary
NR[P ∗AP ] is tangential to all edges of the polygon 〈λ1, λ2, . . . , λk〉 ≡ NR[A] and
not only one edge as done by Mirman [5]. Moreover, for k = 3, the numerical range
NR[P ∗AP ] is an ellipse tangential to the triangle 〈λ1, λ2, λ3〉. This has also been
remarked by Williams [6, Th. 1], referring to NR[PP ∗APP ∗].
It is also worth noting in Theorem 1 that the vector υ is a linear combination one
of the eigenvectors xj of A which correspond to λj , for any j = 1, 2, . . . , k. If one
considers the vector
υ = c11x11 + c12x12 + c2x2 + · · · + ckxx,
where the eigenvectors x11, x12 correspond to the same eigenvalue, say λ1, then
σ1 ≡ λ1 and λ1 is an angular point (sharp point) of NR[P ∗AP ].
In case the vector υ is dependent on fewer than k eigenvectors, then the compres-
sion of NR[A], i.e., NR[P ∗AP ] does not touch all the edges of the polygon. Then
NR[A] and NR[P ∗AP ] are not so closely related as we see in the following.
Proposition 2. Let A be a normal matrix and NR[A] = 〈λ1, . . . , λk〉. If the unit
vector υ =∑si=1 cj xj , with 2  s  k − 1, corresponds to µ = υ∗Aυ ∈ int〈λ1,
. . . , λs〉, then
NR
[
P ∗AP
] = Co{NR[B], λs+1, . . . , λk},
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where the matrixB ∈Ms−1 is a direct component of P ∗AP and NR[B] is inscribed
to the polygon 〈λ1, . . . , λs〉 at the points στ (τ = 1, 2, . . . , s − 1) in (4).
Proof. Since υ = c1x1 + · · · + csxs + 0xs+1 + · · · + 0xk, the unit eigenvectors
xs+1, . . . , xk are orthogonal to υ. If w1, . . . , ws−1 form an orthonormal basis of
E⊥W1 , where W1 = span{x1, . . . , xs}, the vectors w1, . . . , ws−1, xs+1, . . . , xk form
an orthonormal basis of E⊥W . Denoting by
Q =
[
x1 · · · xs
... xs+1 · · · xk
]
= [Q1 Q2],
(6)
P1 = [w1 · · · ws−1],
we have
Q∗AQ = diag(λ1, . . . , λs, λs+1, . . . , λk) = diag(D1,D2)
and
P ∗AP = B ⊕ diag(λs+1, . . . , λk),
where
P = [P1 Q2], B = P ∗1 Q1D1Q∗1P1.
Hence,
NR
[
P ∗AP
] = Co{NR[B], λs+1, . . . , λk}. (7)
Moreover, the singular matrix A1 = Q1D1Q∗1 ∈Mn is normal, σ(A1) ={λ1, . . . , λs, 0} and due to NR[B] ≡ NR[P ∗1 A1P1], by Theorem 1, NR[B] is tan-
gential to the polygon 〈λ1, . . . , λs〉 at the points στ of the edges 〈λτ , λτ+1〉, τ =
1, 2, . . . , s − 1 (as has been presented in (4)). 
Remark 1. In Proposition 2, if υ = c1x1 + 0x2 + c3x3 + · · · + csxs, with ci /= 0,
then NR[B] is supported by the edges of the polygon 〈λ1, λ3, . . . , λs〉. We have that
|c1|2λ3 + |c3|2λ1
|c1|2 + |c3|2 ∈ 〈λ1, λ3〉 ∩ NR[B].
Remark 2. If you consider {wi} as a basis of E⊥ instead of E⊥W1 , then
NR
[
P ∗AP
] = Co{NR[B], λs+1, . . . , λn},
recalling that λk+1, . . . , λn ∈ 〈λ1, . . . , λk〉.
Remark 3. Let the eigenvalues λk+1, . . . , λn of the normal matrix A be interior
points of the polygon 〈λ1, . . . , λk〉 and let the unit vector υ ∈ span{xk+1, . . . , xn},
for µ = υ∗Aυ, where xi are the eigenvectors of A corresponding to λi. If the
columns of
P =
[
x1 x2 · · · xk
... y1 · · · yn−k−1
]
= [X Y ]
form an orthonormal basis of span{υ}⊥, then
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P ∗AP =
[
X∗
Y ∗
]
A[X Y ] =
[
diag(λ1, . . . , λk) O
O Y ∗AY
]
.
Moreover, due to
NR[Y ∗AY ] ⊂ 〈λk+1, . . . , λn〉,
we have
NR
[
P ∗AP
] = 〈λ1, . . . , λk〉.
A procedure for the compression of NR[A] is presented in Appendix A.
Example 1. Consider the normal matrix
A = diag



1 2 00 1 2
2 0 1

,

 1 −1 11 1 −1
−1 1 1




with
σ(A) = {√3i,−√3i, 3, 1 +√3i, 1 −√3i, 1}.
The set Co{σ(A)} is the polygon
〈λ1, . . . , λ5〉 =
〈√
3i,−√3i, 1 −√3i, 3, 1 +√3i〉.
For the unit vectors
υ =
√
3i
4
x1 + 12x2 −
√
2i
4
x3 −
√
3i
4
x4 +
√
3 + i
4
x5,
υˆ = 1 +
√
3i
3
x1 − 13x3 +
√
3 + i
3
x4,
the points υ∗Aυ and υˆ∗Aυˆ belong to NR[A]. Then the isometric matrix in (3) is
P =


−0.6224 −0.2446 − 0.0470i −0.5346 + 0.4434i −0.1022 + 0.0812i
0.7640 − 0.0663i −0.1315 + 0.0122i −0.4588 + 0.3511i −0.0076 + 0.1229i
−0.1416 + 0.0663i 0.3762 + 0.0349i −0.3410 − 0.1095i 0.4040 + 0.1136i
0 0.3201 + 0.3960i −0.1211 + 0.0621i −0.5676 + 0.0244i
0 −0.5030 + 0.0793i 0.0067 − 0.1359i 0.4547 + 0.3407i
0 0.1828 − 0.4752i 0.1143 + 0.0738i 0.1129 − 0.3651i


.
The boundary NR[P ∗AP ] is the closed curve in Fig. 1(a), which is tangential to the
edges of the polygon 〈λ1, . . . , λ5〉 at the points defined by (4),
σ1 =
√
3i
7
, σ2 = 2 − 3
√
3i
3
, σ3 = 9 − 3
√
3i
5
, σ4 = 15 + 3
√
3i
7
,
σ5 = 3 + 7
√
3i
7
.
On the other hand, by (6) we have
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(a) (b)
Fig. 1.
P1 =


−0.2582 0.0081 − 0.4208i
0.1291 − 0.2236i −0.3647 + 0.0446i
0.1291 + 0.2236i −0.5814 − 0.5109i
0.4245 + 0.2941i 0.1674 + 0.0399i
−0.4669 + 0.2206i −0.1183 + 0.1251i
0.0424 − 0.5147i −0.0492 − 0.1650i


, P = [P1 x2 x5]
and
B =
[
0.8000 − 1.0392i −0.0873 − 0.9575i
0.5841 − 0.7637i 1.7556 + 0.4619i
]
.
In Fig. 1(b), the boundary NR[B] is tangential to the segments 〈λ1, λ3〉, 〈λ3, λ4〉
and 〈λ4, λ1〉 at the points
σˆ1 = 4 − 3
√
3i
5
, σˆ2 = 7 − 4
√
3i
5
, σˆ3 = 3 +
√
3i
2
.
Hence by (7), NR[P ∗AP ] = Co{NR[B], λ2, λ5}.
Remark 4. If λ1 = a1 + iβ1 and λ2 = a2 + iβ2, then (β2 − β1)x + (a2 − a1)y −
(a1β2 − β1a2) = 0 is the real equation of the segment 〈λ1, λ2〉. Denoting by u =
c1x1 + c2x2 the unit vector which corresponds to the point σ1 = 〈λ1, λ2〉
∩ NR[P ∗AP ] in Theorem 1 and letting A = A1 + iA2, where A1, A2 are Hermitian
matrices, we have that a1β2 − β1a2 is not simple eigenvalue of the Hermitian matrix
M = (β2 − β1)H1 + (a1 − a2)H2, where H1 = P ∗A1P and H2 = P ∗A2P .
In fact, using the statement for normal matrices Axj = λjxj ⇒ A1xj = ajxj ,
A2xj = βjxj (j = 1, 2), the solution of equation P# = u defines an eigenvector of
M:
M#=(β2 − β1)P ∗A1u+ (a1 − a2)P ∗A2u
=P ∗[(β2 − β1)A1(c1x1 + c2x2)+ (a1 − a2)A2(c1x1 + c2x2)]
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=P ∗[(β2 − β1)(c1a1x1 + c2a2x2)+ (a1 − a2)(c1β1x1 + c2β2x2)]
=(a1β2 − a2β1)P ∗(c1x1 + c2x2)
=(a1β2 − a2β1)#.
Moreover, the solutions of equations Pξj = xj (j = 1, 2) define another eigenvector
of M corresponding to the same eigenvalue a1β2 − a2β1, i.e.,
M(c1ξ1 − c2ξ2)
= (β2 − β1)P ∗A1(c1x1 − c2x2)+ (a1 − a2)P ∗A2(c1x1 − c2x2)
= (a1β2 − a2β1)P ∗(c1x1 − c2x2)
= (a1β2 − a2β1)(c1ξ1 − c2ξ2).
Hence, by this remark we conclude that the formula [2, Th. 1.1] for the radius of
curvature of NR[P ∗AP ] at its boundary points σi = #∗P ∗AP# in Theorem 1, cannot
be used.
Remark 5. The role of matrix P in Theorem 1 provides the tinder for a simplified
formulation of a non-orthogonal basis {y1, . . . , yk−1} of E⊥W . If e1, . . . , en is the
standard basis of Cn, setting
yt = ftet + gtet+1 ∈ Cn,
by the equations (υ, yt ) = 0, t = 1, 2, . . . , k − 1 (k  n), we find the relationships
υt = (−1)t−1cf¯1f¯2 · · · f¯t−1g¯t · · · g¯k−1; t = 1, . . . , k, f0 = 1,
for the first k coordinates of υ. Therefore,
gt
ft
= − υ¯t
υ¯t+1
and due to ‖yt‖ = 1 we have
|ft |2 = |υt+1|
2
|υt |2 + |υt+1|2 , |gt |
2 = |υt |
2
|υt |2 + |υt+1|2 , (8)
Arg gt − Arg ft = π − Arg υt + Arg υt+1.
Applying Gram–Schmidt orthonormalization to the basis {y1, . . . , yk−1}, we find an
n× (k − 1) matrix R, such that R∗R = Ik−1. For Pˆ = RR∗,
NR[Pˆ diag(λ1, . . . , λn)Pˆ ] ⊂ 〈λ1, . . . , λk〉 = NR[A].
Moreover, after some algebraic manipulations we obtain
pˆt=y∗t Pˆ diag(λ1, . . . , λn)Pˆ yt
=y∗t diag(λ1, . . . , λn)yt
=|ft |2λt + |gt |2λt+1
and the vector
yk =
[
f1f2 · · · fk−1, 0, . . . , 0, (−1)kg1g2 · · · gk−1, 0, . . . , 0
]T
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corresponds to the point
pˆk=y∗k Pˆ diag(λ1, . . . , λn)Pˆ yk
= 1‖yk‖2
(|f1 · · · fk−1|2λ1 + |g1 · · · gk−1|2λk).
Obviously, pˆ1, . . . , pˆk are tangent points of NR[A] and NR[Pˆ diag(λ1, . . . ,
λn)Pˆ ].
For n = k = 3,Mirman [5] also mentions the special form of y1, y2, y3, and using
these vectors he computes each tangent point.
Example 2. Consider the matrix A in Example 1 and the unit vector
υ =
√
3
3
x1 +
√
2
3
x2 − 13x3 +
1
3
x4 +
√
2
3
x5 =


0.1427 − 0.0610i
0.7399 + 0.0261i
−0.3053 + 0.0348i
−0.0797
0.0399 + 0.4024i
0.0399 − 0.4024i


.
Using Eqs. (8) we define the vectors:
y1 = [0.9787,−0.1857 − 0.0872i, 0, 0, 0, 0]T,
y2 = [0, 0.3833, 0.9134 − 0.1368i, 0, 0, 0]T,
y3 = [0, 0, 0.2511,−0.9617 − 0.1096i, 0, 0]T,
y4 = [0, 0, 0, 0.9811, 0.0187 + 0.1924i, 0]T,
and consequently
y5 = [0.0924, 0, 0, 0, 0.0107 − 0.0338i, 0]T.
Therefore, the isometric projector matrix is
Pˆ =


0.9712 −0.1243 + 0.0584i 0.0546 − 0.0163i 0.0136 − 0.0058i 0.0227 + 0.0715i 0
−0.1243 − 0.0584i 0.3449 0.2689 + 0.0403i 0.0705 + 0.0025i −0.0471 + 0.3549i 0
0.0546 + 0.0163i 0.2689 − 0.0403i 0.8872 −0.0291 + 0.0033i −0.0025 − 0.1486i 0
0.00136 + 0.0058i 0.0705 − 0.0025i −0.0291 − 0.0033i 0.9924 0.0037 − 0.0384i 0
0.0227 − 0.0715i −0.0472 − 0.3549i −0.0025 + 0.1486i 0.0037 + 0.0384i 0.8043 0
0 0 0 0 0 0


and the points pˆ1 = 1.5862i, pˆ2 = 0.8531 −
√
3i, pˆ3 = 2.8737 − 0.1092i,
pˆ4 = 2.9250 + 0.0647i and pˆ5 = 0.1283 +
√
3i belong to
NR
[
Pˆ diag
(√
3i,−√3i, 1 −√3i, 3, 1 +√3i, 1)Pˆ ] ∩ NR[A].
Remark 6 (the Hermitian case). Let the matrix A be Hermitian with k  3 dis-
tinct eigenvalues λmin < λ1  · · ·  λk−2 < λmax and xmin, x1, . . . , xmax the cor-
responding orthonormal eigenvectors. Then by Theorem 1, we have the following
cases:
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1. Consider the unit vector υ = c1xmin + c2xmax. For
P =
[
w1
‖w1‖ x1 x2 · · · xk−2
]
; w1 = xmin − c¯1
c¯2
xmax
the numerical range of the Hermitian matrix P ∗AP is the line segment 〈σ1, σ2〉,
where σ1 = min{ε, λ1}, σ2 = max{ε, λk−2}, and
ε = w
∗
1Aw1
‖w1‖2 = |c2|
2λmin + |c1|2λmax.
2. Consider υ = c1xmin + c2xj ; j ∈ {1, 2, . . . , k − 2}. For
P =
[
wˆ1
‖wˆ1‖ x1 · · · xj−1 xj+1 · · · xk−2 xmax
]
; wˆ1 = xmin − c¯1
c¯2
xj ,
then NR[P ∗AP ] = 〈εˆ, λmax〉, where εˆ = min{|c1|2λj + |c2|2λmin, λ1}.
3. Let υ = c1xmin + c2xj + c3xmax. For
P =
[
w1
‖w1‖
w2
‖w2‖ x1 · · · xj−1 xj+1 · · · xk−2
]
with
w1 = xmin − c¯1
c¯2
xj , w2 = xmax − c¯3
c¯2
xj ,
we obtain NR[P ∗AP ] = 〈σ1, σ2〉, where now σ1 and σ2 are the minimum and
maximum of the set {ε1, ε2, λ1, λk−2}, with
ε1 = w
∗
1Aw1
‖w1‖2 =
|c1|2λj + |c2|2λmin
|c1|2 + |c2|2 ,
ε2 = w
∗
2Aw2
‖w2‖2 =
|c2|2λj + |c3|2λmax
|c2|2 + |c3|2 .
3. Generalizations
In what follows, we consider the linearly independent unit vectors
υj =
k∑
i=1
cij xi ∈ W, j = 1, . . . , k − 1,
which correspond to the points µ1, . . . , µk−1 of 〈λ1, . . . , λk〉 = NR[A], i.e., µj =
υ∗j Aυj . For E = span{υ1, . . . , υk−1}, the subspace E⊥W is spanned by a vector w.
Noting that
w =
k∑
j=1
θj xj ,
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the parameters θj are defined by the equations (w, υj ) = 0 (j = 1, . . . , k − 1).
Proposition 3. If P = [w xk+1 · · · xn], the compressed matrix P ∗AP ∈
Mn−k+1 is normal with eigenvalues
λ0 =
k∑
j=1
|θj |2λj , λk+1, . . . , λn.
Proof. Clearly, P ∗w = e1. Since PP ∗w = w, e1 is an eigenvector of P ∗AP as it
is implied by
e∗1P ∗APe1 = w∗PP ∗APP ∗w = w∗Aw =
k∑
j=1
|θj |2λj = λ0.
Moreover, due to P ∗xσ = eσ (σ = k + 1, . . . , n), we have
e∗σP ∗APeσ = x∗σPP ∗APP ∗xσ = x∗σAxσ = λσ .
Hence, P ∗AP is normal with the indicated spectrum. 
Obviously, for υ1 = x1, . . . , υk−1 = xk−1, we have that E⊥W = span{xk} and λk,
λk+1, . . . , λn are eigenvalues of the normal matrix P ∗AP.
Theorem 2. Let 〈λ1, . . . , λk〉 be the numerical range of the normal matrix A and
suppose that the unit vectors
υ1 =
k∑
j=1
cj xj , υ2 =
s∑
j=1
djxj (s < k)
correspond to the pointsµ1 andµ2 of NR[A]. If the columns of P = [w1 . . . wk−2]
are an orthonormal basis of span{υ1, υ2}⊥W, then:
(I) cidi+1 − ci+1di = 0
⇒ σi,i+1 = |ci |
2λi+1 + |ci+1|2λi
|ci |2 + |ci+1|2 ∈ NR[A] ∩ NR
[
P ∗AP
]
,
1  i  s − 1.
(II) rank
[
c1 c2 · · · cs
d1 d2 · · · ds
]
= 1 ⇒ NR[P ∗AP ] ⊆ Co{NR[B], λs+1, . . . , λk}.
Proof. (I) Let di+1 /= 0. By assumption,
w = xi − d¯i
d¯i+1
xi+1 = xi − c¯i
c¯i+1
xi+1 ∈ span{υ1, υ2}⊥W .
Hence, according to Proposition 2, the point
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σi,i+1 = 1‖w‖2w
∗Aw = |ci |
2λi+1 + |ci+1|2λi
|ci |2 + |ci+1|2
is a tangent point of the boundaries NR[P ∗AP ] and NR[A].
(II) As in case (I), the vectors
x1 − c¯1
c¯i+1
xi+1, . . . , xs − c¯s
c¯i+1
xi+1, xs+1 − c¯s+1
c¯m
xm, . . . , xk − c¯k
c¯m
xm,
for cm /= 0 (m > s), are orthogonal to υ1, υ2. Orthonormalizing these vectors, the
matrix
P =
[
w1 · · · ws−1
... ws · · · wk−2
]
= [P1 P2]
is defined and due to the orthogonality of the vectors{
x1 − c¯1
c¯i+1
xi+1, . . . , xs − c¯s
c¯i+1
xi+1
}
and {
xs+1 − c¯s+1
c¯m
xm, . . . , xk − c¯k
c¯m
xm
}
we have
P1 = [x1 x2 · · · xs]Q1, P2 = [xs+1 xs+2 · · · xk]Q2.
Therefore,
P ∗AP =
[
P ∗1
P ∗2
]
[x1 · · · xn] diag(λ1, . . . , λn)[x1 · · · xn]∗[P1 P2]
=
[
P ∗1 [x1 · · · xs] P ∗1 [xs+1 · · · xn]
P ∗2 [x1 · · · xs] P ∗2 [xs+1 · · · xn]
]
×
[
diag(λ1, . . . , λs) O
O diag(λs+1, . . . , λn)
]
×




x∗1
...
x∗s

P1


x∗1
...
x∗s

P2


x∗s+1
...
x∗n

P1


x∗s+1
...
x∗n

P2


=
[
Q∗1 O
O [Q∗2 O]
] [
diag(λ1, . . . , λs) O
O diag(λs+1, . . . , λn)
]
×

Q1 O
O
[
Q2
O
]
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=
[
Q∗1 diag(λ1, . . . , λs)Q1 O
O Q∗2 diag(λs+1, . . . , λk)Q2
]
= B ⊕ .
Consequently,
NR
[
P ∗AP
] = Co{NR[B] ∪ NR[]}.
Clearly, the vectors υ1, υ2 are related by υ1 = cυ2 + υˆ2, where υˆ2 =∑kj=s+1 cj xj .
By Proposition 2, for υ = υ2 the boundary NR[B] is tangential to the polygon
〈λ1, . . . , λs〉 and for υ = υˆ20 = υˆ2/‖υˆ2‖, the boundary NR[] is tangential to the
polygon 〈λs+1, . . . , λk〉. Evidently,
NR
[
P ∗AP
] ⊂ Co{NR[B], λs+1, . . . , λk}. 
If we consider R = [P xk+1 · · · xn], then NR[R∗AR] = Co{NR[B] ∪
NR[], λk+1, . . . , λn}.
Example 3. Consider the matrix
A = diag(4 + 5i, 2 + 4i,−1, 1 − 2i, 5 − i, 6 + i, 6 + 3i,−0.5i)
and the unit vectors
υ1 =
√
3
4
e1 +
√
2
4
e2 + 12e3 +
1
4
e4 +
√
3
4
e5 +
√
2
4
e6 − 14e7,
υ2 =
√
3
3
e1 +
√
2
3
e2 + 23e3.
Clearly, NR[A] = 〈4 + 5i, 2 + 4i,−1, 1 − 2i, 5 − i, 6 + i, 6 + 3i〉, i.e., −0.5i ∈
int NR[A]. According to (II) – Theorem 2, orthonormalizing the vectors
e1 −
√
3√
2
e2, e3 −
√
2e2, e4 −
√
3
3
e5, e6 −
√
2√
3
e5, e7 +
√
3
3
e5
we have
P =


−0.6325 −0.5164 ... 0 0 0
0.7746 −0.4216 ... 0 0 0
0 0.7454
... 0 0 0
0 0
... −0.8660 −0.2887 −0.1543
0 0
... 0.5000 −0.5000 −0.2673
0 0
... 0 0.8165 −0.2182
0 0
... 0 0 −0.9258
0 0
... 0 0 0


= [P1 P2].
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Fig. 2.
Hence, for
Q1 = [e1 e2 e3]∗P1, Q2 = [e4 e5 e6 e7]∗P2
we find
B = Q∗1 diag(4 + 5i, 2 + 4i,−1)Q1
=
[
2.8000 + 4.4000i 0.6532 + 0.3266i
0.6532 + 0.3266i 0.8667 + 2.0444i
]
,
 = Q∗2 diag(1 − 2i, 5 − i, 6 + i, 6 + 3i)Q2
=

 2.0000 − 1.7500i −1.0000 − 0.2500i −0.5345 − 0.1336i−1.0000 − 0.2500i 5.3333 + 0.2500i −0.3563 − 0.4009i
−0.5345 − 0.1336i −0.3563 − 0.4009i 5.8095 + 2.5000i

.
In Fig. 2, the boundary NR[B] is tangential to the edges 〈λ1, λ2〉 and 〈λ2, λ3〉 at the
points
σ1 = 14 + 22i5 , σ2 =
3 + 8i
3
,
and the boundary NR[] is tangential to the edges 〈λ4, λ5〉, 〈λ5, λ6〉 and 〈λ6, λ7〉 at
the points
σ4 = 8 − 7i4 , σ5 =
28 + i
5
, σ6 = 18 + 7i3 .
Hence,
NR
[
P ∗AP
] = Co{NR[B] ∪ NR[]}
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and
NR
[
P ∗AP
] ∩ NR[A] = NR[A] ∩ {NR[B] ∪ NR[]}.
Appendix A
The following algorithm refers to the construction of an isometry matrix P such
that NR[P ∗AP ] is inscribed to a polygon.
Step 1. Introduce the normal matrix A ∈Mn.
Step 2. Illustrate the numerical range NR[A].
Step 3. Calculate the eigenvectors xi , i = 1, . . . , n, of A and choose those corre-
sponding to the k vertices of the polygon.
Step 4. Introduce the vector u = [c1 c2 · · · ck]T, k  n, where ci are the coef-
ficients of the linear expression of υ with respect to the eigenvectors xi.
Step 5. For cj /= 0, 1  j  k, determine the vector ξt = xt − (c¯t /c¯j )xj , t /= j ,
1  t  k.
Step 6. Orthonormalize the vectors ξ1, ξ2, . . . , ξk−1.
Step 7. The orthonormalized vectors define the matrix P = [w1 w2 · · · wk−1].
Step 8. Calculate the matrix P ∗AP and illustrate NR[P ∗AP ].
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