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Abstract
The collective behavior in a population of globally coupled oscillators with randomly distributed
frequencies is studied when the natural frequency distribution does not possess an even symmetry with
respect to the average natural frequency of oscillators. We study the special case of absence of symmetry
induced by a group of scaling transformations of the continuous distribution of frequencies. When
coupling between oscillators is increased beyond a critical threshold favoring spontaneous synchronization,
we found that the variation in the velocity of the traveling wave depends on the extent of asymmetry in
the natural frequency distribution. In particular for large coupling this velocity is the average natural
frequency whereas at the onset of synchronization it corresponds to the frequency where the Hilbert
Transform of the frequency distribution vanishes.
Introduction
Populations of coupled oscillators arise in many branches of science and technology. For ex-
ample phase-locked arrays of lasers [37], Josephson junctions [18] and relativistic magnetrons
[2]; biological rhythms in the heart [38, 39, 16, 17, 25, 20], nervous system [38, 39, 16, 17,
27, 4, 15, 21, 35], intestine [39, 15] and pancreas [31]; synchronous flashing of fireflies [3],
the chirping of crickets in unison [36], and the mutual synchronization of menstrual cycles
in groups of women [24, 29]; and recent applications of microelectronic mechanical systems
[19].
The time dependent behavior of a large number of oscillators which are coupled together
through a suitable mechanism lies at the intersection of statistical mechanics and nonlinear
dynamics. During last four decades much work has been to solve many puzzles involving col-
lective behavior of interacting oscillators. These results display the colorful nature of natural
phenomena that arise due to interactions between self sustaining systems possessing stable
limit cycles. Starting with mathematical modeling and emphasis on universal application of
collective synchronization due to Winfree [38], there were major advances in analysis made
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by Kuramoto [22, 23] and later by Crawford [12, 6, 5, 10, 7, 13, 9, 8, 11]. A recent review
by Strogatz [32] narrates this interesting story.
Although the assumptions in mathematical models for these natural systems are often too
restrictive, they lead to very illuminating conclusions. One such assumption has been the
symmetry of the frequency distribution of the coupled oscillators. We drop this assumption
of an even symmetry in this paper. Besides other reasons, the presence of an even symmetry
allows rigorous work [6, 10, 11, 26, 33] in the analysis. The critical values derived in the
third section of this paper have been given in a slightly different but more general form in
[11].
By conventional wisdom the collective behavior of oscillators corresponds to propagation
of traveling waves with velocity equal to the average natural frequency but we find that
this conclusion is limited to systems with strong coupling when the natural frequencies are
not distributed symmetrically about the average frequency. When coupling is close to the
value that corresponds to the onset of synchronization the velocity of traveling wave may
differ considerably if the distribution of natural frequencies is far from possessing the even
symmetry.
A study of the general case, such as [11], of asymmetric distribution may involve more
sophisticated analysis than that employed in this paper. We introduce asymmetry in a
very special manner. Motivated by scaling transformations in mechanics, we deform the
distribution of natural frequencies of the oscillators by a non uniform stretching of the
natural frequencies. This scheme involves a group of transformations parameterised by one
variable that also provides a ‘measure’ of the extent of asymmetry.
In the first section we present the basic formulation that was introduced by Kuramoto
[22] and later adopted in the continuum framework [33]. In the second section we derive the
values of critical parameters at the transition when the synchronized state becomes stable for
stronger coupling between the oscillators. In the third section we present a special group of
transformations that leads to loss of the even property of the natural frequency distribution.
In the last section we discuss some future possibilities.
1 Kuramoto model
Let {θi : R→R}Ni=1 describe the set of phase angles of N oscillators with a prescribed initial
phase such that
d
dt
θi(t) = ωi +
1
N
N∑
j=1
Γij(θj(t)− θi(t)), i = 1, ..., N, (1)
with all Γij(.) periodic with period 2pi and the number of oscillators having natural frequency
ωi is equal to N times g(ωi). Clearly
∑N
j=1 g(ωi) = 1. In the Kuramoto model Γij(x) =
K sin(x), K ≥ 0 is the coupling strength and describes the global coupling between the
oscillators [22].
Let ρ : R× R+×R→R describe the probability density ρ(θ, t, ω), with respect to phase
θ of the continuum [33] of oscillators with natural frequency ω at time t and ρ(θ, t, ω) =
2
ρ(θ + 2pi, t, ω) so that ∫ 2pi
0
dθρ(θ, t, ω) = 1 (2)
for all t and ω. Let v : R× R+×R→R be the mapping describing the angular velocity of an
oscillator with natural frequency ω at time t and at location θ
v(θ, t, ω) = ω +
∫ pi
−pi
dθ′
∫ ∞
−∞
dω′Γ(θ′ − θ)ρ(θ′, t, ω′)g(ω′),
with Γ periodic with period 2pi. g(ω) is the probability density of the continuum of oscillators
with natural frequency ω. In the Kuramoto model
∂
∂t
ρ(θ, t, ω) = − ∂
∂θ
(ρ(θ, t, ω)[ω +Kr(t) sin(ψ(t)− θ)]), (3)
with the order parameter r(t)eiψ(t) defined as
r(t)eiψ(t) =
∫ pi
−pi
dθ′
∫ ∞
−∞
dω′eiθ
′
ρ(θ′, t, ω′)g(ω′). (4)
The equation (4) is also called the consistency condition. Henceforth we study the Kuramoto
model within continuum framework.
We are interested in traveling waves in a population of globally coupled oscillators. In
a continuum of oscillators we look for traveling waves with a velocity, yet unknown, Ω0 in
accordance with equations (3) and (4). Let ρ(θ, t, ω) = ρ(θ − Ω0t, ω). For convenience we
consider the moving frame ψ(t) = Ω0t and r is a constant in (4). Thus ρ(θ, ω) satisfies the
following equation
∂
∂θ
(ρ(θ, ω)(ω − Ω0 +Kr sin(−θ)) = 0 (5)
with the new consistency condition
r =
∫ pi
−pi
dθ′
∫ ∞
−∞
dω′eiθ
′
ρ(θ′, ω′)g(ω′). (6)
The solution of (5) is given by ρ(θ, ω)(ω−Ω0−Kr sin θ) = C(ω). One solution that satisfies
(6) is ρ(θ, ω) = 1/2pi corresponding to the incoherent oscillators when each oscillators moves
at its natural frequency, independent of other oscillators. However, we also have another
solution
ρ(θ, ω) =
{
δ(ω − Ω0 −Kr sin θ), |ω − Ω0| ≤ Kr,
C(ω)/ |ω − Ω0 −Kr sin θ| , |ω − Ω0| > Kr, (7)
and by definition (2) of ρ(θ, ω) it can easily be found that C(ω) = 1
2pi
((ω −Ω0)2 −K2r2)1/2.
For given value of K and a distribution function g the solution exists only if it satisfies the
3
consistency condition (6) which can be further simplified as
Kr2 =
∫ Kr
−Kr
dωg(ω + Ω0)
√
K2r2 − ω2 (8)
0 =
∫ ∞
−∞
dωg(ω + Ω0)ω
−
∫
|ω|>Kr
dω
|ω|
ω
g(ω + Ω0)
√
ω2 −K2r2 (9)
The proof is straightforward calculation. Assuming r 6= 0 and using new variables we get
2pi
K
=
pi
2
∫ pi
−pi
dθg(Kr sin
θ
2
+ Ω0) (10)
+
∫ pi
−pi
dθ cos θ[
pi
2
g(Kr sin
θ
2
+ Ω0)
0 =
1
4
Kr
∫ pi
−pi
dθ sin θg(Kr sin
θ
2
+ Ω0) (11)
+
∫
|ω|>Kr
dωg(Krω + Ω0)(ω − |ω|
ω
√
ω2 −K2r2).
2 Critical Values at Phase Transition
As a reminiscent of phase transition in matter, there is a sharp transition from ‘stable’
[26] incoherent behavior to a stable coherent motion when coupling between the oscillators
becomes larger than a certain threshold coupling. This critical value of K, called Kc, gives
a lower bound of K for the existence of solutions of type (7). By assuming r = 0 in (10),
we get Kc = 2/pig(Ω0). But it is impossible to find Ω0 by this method and therefore it is
unknown at this point. A method as described below, based on asymptotic expansion at the
critical point, determines the form of Ω0 for a given frequency distribution g.
Let K ≈ Kc so that r ≈ 0. To solve for r we consider the real part (8 or 10) of the
consistency condition (6) to obtain
1
K
=
1
2
g(Ω0)pi +
1
16
K2r2g′′(Ω0)pi + o(r2) (12)
as r → 0. Here it is important to note that g′′(Ω0) may not necessarily have a constant sign.
Let µ = K−Kc
Kc
and we can simplify (12) further and obtain
r ≈ 4√
pi
1
K
3/2
c
√
µ
−g′′(Ω0) . (13)
To solve for Ω0, we need to solve the equation (10 or 11) corresponding the imaginary
part of the consistency condition (6) for r ≈ 0. If we assume that g is smooth at Ω0, then
4
we get
0 =
∫
|ω|>0
dω
g(ω + Ω0)
ω
+
4
3
Krg′(Ω0)
+
1
4
K2r2
∫
|ω|>Kr
dω
g(ω + Ω0)
ω3
+ o(r2).
and therefore we require ∫ ∞
−∞
dω
g(ω + Ω0)
ω
= 0.
We henceforth denote the solution of above equation for Ω0 by ωc. If g(ω) is an even function
of ω then ωc = 0 is a solution. By a change of variable, we have∫ ∞
−∞
dω
g(ω)
ω − ωc = 0. (14)
Let us use the definition of Hilbert Transform
H(g)(Ω) = 1
pi
∫ ∞
−∞
g(ω)
Ω− ω ,
then the solution for the critical velocity ωc of the traveling wave at K = Kc coincides with
the root of the Hilbert Transform of g or
H(g)(ωc) = 0 (15)
and as stated earlier the critical value for K is
Kc =
2
pig(ωc)
(16)
For large coupling constant K one obtains from equation (8)
r = lim
Kr→∞
∫ Kr
−Kr
dωg(ω + Ω0)
√
1− ω
2
K2r2
= 1 (17)
and using equation (9) and
lim
Kr→∞
∫
|ω|>Kr
dωg(ω + Ω0)
√
K2r2 − ω2 = 0 (18)
for sufficiently rapidly decaying function g it can be found that∫ ∞
−∞
dωg(ω + Ω0)ω = 0 (19)
so that Ω0 is the average frequency ωavg.
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3 Special Asymmetry in the distribution of Natural Frequencies
due to Scaling Transformation
Let the frequency distribution be defined by
g(ω) =
2ab
a+ b
{
g˜(bω), ω ≥ 0,
g˜(aω), ω < 0,
(20)
with g˜ a typical (smooth) frequency distribution symmetric about ω = 0. It is sufficient to
consider the case b = 1 and a > 1. For a > 1, Ω0 > 0, and for a → 1 it is expected that
ωc → 0.
We analyze the case when a = 1 + ε with ε 1. ωc is determined by∫ −ωc
−∞
dω
g˜(a(ω + ωc))
ω
+
∫ ∞
−ωc
dω
g˜(ω + ωc)
ω
= 0.
Let
ωc = α1ε+ α2ε
2 + o(ε2), (21)
as ε→ 0 with a = 1 + ε. Then
0 + ε[g˜(0) + α1
∫ ∞
−∞
dω
g˜′(ω)
ω
]
+ε2[α1
∫ 0
−∞
dω
g˜′(ω)
ω
+
1
2
α1
∫ 0
−∞
dωωg˜′′(ω)
+α1g˜
′(0) +
1
2
α21
∫ ∞
−∞
dω
g˜′′(ω)
ω
+ α2
∫ ∞
−∞
dω
g˜′(ω)
ω
]
= 0,
so
α1 =
g˜(0)
− ∫∞−∞ dω g˜′(ω)ω , (22)
α2 = −α1
2
+
α21
2g˜(0)
∫ 0
−∞
dωωg˜′′(ω). (23)
We can also find asymptotic expansion of Kc = (1/a+ 1)/pig˜(ωc) in terms of ε so that
Kc ≈ 1
pig˜(0)
(2− ε+ (1− α21
g˜′′(0)
g˜(0)
)ε2) + o(ε2) (24)
as ε→ 0.
To study the effect of large a, let a = 1
ε
with ε→ 0+, then ωc is determined by
ε
∫ 0
−∞
dω
g˜(ω)
εω − ωc +
∫ ∞
0
dω
g˜(ω)
ω − ωc = 0,
6
the first integral is a non-singular integral and it is bounded for nice g˜, therefore as ε→ 0+,
we get the desired result ∫ ∞
0
dω
g˜(ω)
ω − ωc = 0, (25)
which is independent of a (or ε).
For large coupling, K  1, we have Ω0 = ωavg with
ωavg = 2(1− 1
a
)
∫ ∞
0
dωωg˜(ω) (26)
so that
ωavg ≈ 2(ε− ε2)
∫ ∞
0
dωωg˜(ω) + o(ε2). (27)
4 Three Examples
We consider three special cases of the symmetric distribution function g˜.
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Figure 1: Natural frequency distribution based on Example 1, Example 2, Example 3 and b = 1, a = 2. Refer
(28), (29), (30), and (20).
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Figure 2: Critical values for Example 1, Example 2, Example 3 as a function of a > 1.
Example 1 The Lorentz distribution with a pathology that the average value of frequency
is finite only in the symmetric case a = 1
g˜(ω) =
1
pi
1
1 + ω2
. (28)
Example 2 The Gaussian distribution that permits oscillators with arbitrarily large fre-
quency
g˜(ω) =
1√
pi
e−ω
2
. (29)
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Example 3 A smooth distribution with compact support, so that for large enough (finite)
coupling all oscillators are synchronized,
g˜(ω) =
{
Ce
2
ω2−1 , |ω| < 1
0, |ω| > 1 (30)
with C such that
∫∞
−∞ dωg(ω) = 1.
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Figure 3: An illustration of the relations between the order parameter r, coupling K, and velocity Ω0 for
Example 1, Example 2, and Example 3, for different values of a ∈ {1, 1.001, 1.01, 1.5, 2, 2.5, 3, 3.5}. Note that
all plots have the same legend with dash length proportional to a increasing in the direction of arrow.
For Example 1 the plot of the frequency distribution function g after the scaling transfor-
mation (20) of g˜ is shown in Fig. 1 for a = 2, b = 1. By solving equations (10,11) numerically
and taking the limit r → 0 one can find ωc and Kc. And by solving the equation (15) and
using this ωc in (16) we can find these two quantities exactly. Further by using (21, 22, 23,
24), for Example 1 we get ωc ≈ 1pi (ε− ε2 + 56ε3) +o(ε3) and Kc ≈ 2− ε+ (1 + 2/pi2)ε2) +o(ε2)
as ε→ 0. In Fig. 2 we compare these three ways of finding ωc and Kc and they agree very
well.
When the coupling K increases beyond the onset of synchronized state, we find that the
velocity Ω0 approaches the average frequency ωavg. The specific trend is shown in Fig. 3(ii)
for different values of the ‘measure’ a of the asymmetry of the distribution g as listed in
the part (i) of the same figure. Note that ωavg for Example 1 is infinite whenever a 6= 1. In
part (i) of this figure we can observe that r vs K dependence doesn’t change much with the
9
Figure 4: Average frequency ωavg for Example 2 and Example 3 as a function of a > 1.
values of a. Also (i) and (ii) have been combined into (iii) to see the relation between r and
Ω0.
For Example 2 the plot of g is shown in Fig. 1 for a = 2, b = 1. We compare numerical
results from (10,11) and exact relations (15, 16) and asymptotic forms of (21, 22, 23, 24) in
Fig. 2 and the agreement is again very good. In Fig. 4 is shown the dependence of ωavg on
the asymmetry parameter a. As remarked for ωc in the last part of the earlier section, as
a→∞ we also obtain ωavg → constant different from the value given by (25) for ωc.
For increase in coupling K beyond Kc the velocity Ω0 is shown in Fig. 3(ii) for different
values of a in the part (i) of the same figure. Here ωavg is finite and as K becomes large
enough Ω0 ≈ ωavg. Again, in part (i) of this figure we that r vs K dependence doesn’t change
much with the values of a. We also combine (i) and (ii) to observe the relation between r
and Ω0 in (iii).
Example 3 is very similar to Example 2 and the plot of g is shown in Fig. 1 for a = 2, b = 1.
We compare numerical results from (10,11) and exact relations (15, 16) and asymptotic forms
of (21, 22, 23, 24) in Fig. 3. In Fig. 4 we can see the dependence of ωavg on a. As K increases
beyond Kc the velocity Ω0 is shown in Fig. 3(ii). As K becomes large enough Ω0 ≈ ωavg. In
Fig. 3(i) we can again see that r vs K dependence doesn’t change much with the values of
a. We also combine (i) and (ii) to observe the relation between r and Ω0 in (iii).
5 Discussion and Open Problems
The plots shown in Fig. 3 for Example 2 and Example 3 look very similar to each other.
Also plots in Figs. 2, and 3 as well as Fig. 4 suggest a ubiquitous scaling law perhaps
associated with the specific transformation (20). The parabolic profile in part (iii) of Fig. 3
for all three examples also warrants a asymptotic form for Ω0 near r = 0 with a dependence
on possibly local properties of g at ωc and specific to the asymmetry induced by the scaling
transformation presented in this paper. The expressions similar to this for the general case
may be more complicated and may dependent on more and finer properties of the natural
frequency distribution g.
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The asymptotic expansion of Ω0 near ωc in powers of µ similar to the expression (13) for
r may an interesting exercise. It is also an open question whether the results of analysis
presented here can be extended to other models as well, i.e. with a non-sinusoidal coupling
between the oscillators. The analysis of the stability of synchronized state with K > Kc
may involve slight modification of the work reported in [33]. Also the connection between
the approach presented here and described in [11] may be established in a future paper.
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