In this study work we introduce a technically simple way of the detection of an abrupt change in parameters of fast fluctuating Gaussian processes in the conditions of parametric prior uncertainty. For this purpose, we suggest new approximations of solving statistics under various hypotheses. As an example of the mathematical expectation jumping of a random process, the appropriate detection algorithm is synthesized and the method of finding of the analytical expressions for the characteristics of its operating effectiveness is illustrated. Applying statistical computer modeling, we have found that the proposed method of the detection of the abrupt changes in parameters of fastfluctuating random processes is operable, and the theoretical formulas for the detection characteristics well conform with the corresponding experimental data in a wide range of parameter values of the analyzed process.
INTRODUCTION
The problem of detection of the abrupt change at some time point in the characteristics of the analyzed random process has a wide application in communications, radio-and hydrolocations, remote signaling and control systems etc. [1-3, etc. ]. In the known literature the statement of this problem is accompanied by the assumption that the observable data realization has a normal distribution, and also, as a rule, the additional restrictions are imposed referring to the processed samples being uncorrelated [1] , to the mathematical model classes of the information signal [2, 3] , and etc.
In the present work we suggest a new approach for the detection of the abrupt change of the fast fluctuating random processes in the conditions of parametric prior uncertainty and taking as an example a definition of the mathematical expecta-tion jumping of the Gaussian random process with unknown intensity. Analytically such process can be presented as follows 
also, and as the process   t  is fast fluctuating (on a problem statement), we will consider that the following condition is satisfied:
We believe that process (1) is observed against additive Gaussian white noise   t n with one-sided spectral density 0 N . As a result the mix
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II. SYNTHESIS OF THE DETECTION ALGORITHM OF THE ABRUPT CHANGE IN MATHEMATICAL EXPECTATION
For the solution of the detection problem of abrupt change in mathematical expectation of the process   t  , we separate two possible cases: 1) 02 01 a a  , i.e. abrupt change is absent ( 0 H hypothesis); 2) 02 01 a a  ( 1 H hypothesis). We will solve the problem of the specified hypothesis testing by the use of the maximum likelihood method. For this purpose we will apply the approach connected with introduction of auxiliary hypothe-
as logarithms of the functionals of likelihood ratio for hypotheses 0 H , 1 H against alternative H accordingly. Further, following [4, 5] , and neglecting sizes of order of process   t  time correlation (under satisfying Eq. (3)), the next essentially simplified (in comparison with the known) approximations for 
are current values of parameters 0 
Then, from Eqs. (6), (7) follows that maximum likelihood detection algorithm of abrupt change in mathematical expectation of Gaussian process with unknown intensity has the appearance
and also, is invariant to spectral density of white noise. In Eq. (8) it is designate:

We will characterize detection quality with using type I (false alarm) α and II (missing) β error probabilities [4, 6] . For a finding α and β we put into consideration the normalized functionals
, and present them as the sums of signal and noise functions [6] : 
Taking into account Eqs. (10)-(12) we present the function-
Further, in Eq. (15) let us execute the change of variables:
Then, the probability (14) can be overwritten as
is Gaussian random process with zero mathematical expectation and correlation function
. Consequently, on the basis of results [7] for probability (14) we find
Accordingly, the expression for false-alarm probability (13) goes over
As follows from Figs. 1, 2 , theoretical dependences for probabilities α (17) and β (22) well approximate experimental data in a wide range of values of analyzed process   t  (1) parameters. During background studies it was established that the algorithm (8) can be used for abrupt change detection of mathematical expectation of many widespread non-Gaussian random processes without appreciable sacrifice of accuracy.
IV. CONCLUSION
In order to detect the change-point time of abruptly changing fast fluctuating Gaussian processes in the conditions of parametric prior uncertainty, the maximum likelihood method can be effectively used. Application of this method allows us, while neglecting the sizes of order of the analyzed random process correlation time, to receive detection algorithms of abrupt changing random processes, technically more simple essentially in comparison with the known analogues. With the help of a local Markov approximation method, the closed analytical expressions for the performance indices of the given algorithms can be found. By means of the statistical computer modeling, we established that the obtained theoretical results well coincide with corresponding experimental data in a wide range of parameter values of the observable process. Additional researches show that detectors synthesized on the basis of the proposed approach can be also used for the analysis of non-Gaussian abrupt changing random processes without appreciable loss in functioning.
