Purpose -The purpose of this research is to describe an efficient search methodology to help improve the search results in the top portion of a lengthy search list. When facing a lengthy search list, people often limit themselves to the top ten items on the list, even though there may be more useful information after the top ten items. Design/methodology/approach -This study proposes an ontology-based adaptive semantic search to significantly improve the search experience. To capture the semantic difference of search terms, naïve ontology is used to store the relationship among terms. Before a search term is processed by the search engine Lucene, the related words of the search term are selected from ontology structures to form new query phrases in the process of query expansion. The weighting of the expanded query phrases is dynamically learned by observing the users' clicking behaviors. Findings -Research results show that with the aid of ontology the average precision rate of all cases is dramatically higher than the precision rate for the default search result. Even in the worst cases, in some situations, this ontology is still close to the precision rate for the default search result. Originality/value -This paper shows how it is possible to improve the precision rate of items retrieved after a search and thus avoid information overload.
Introduction
The more resources there are available in the form of electronic documents, records, and reports on the Internet, the more people feel overwhelmed by the amount of information they have at hand. Information overloading has become a chronic headache for every knowledge worker, resulting in a demand for advanced information retrieval techniques to process data in such a way that can separate the valuable information from millions of less relevant documents. Thus, document searching, clustering, and summarization have been active research fields for decades that mitigate the threat of information overloading.
The role of search is at least as essential as the role that content was in the last century. In the past, people believed that content was king, which implied the challenge of how to get the information they needed. As the scarceness of time is more often a concern than the scarceness of information, it now turns out that search, not content, is king. Most of the time people know that useful information is out there, but find it difficult to access the right information in a quick, easy, and painless fashion.
The quality of search results has indeed become more important than the quantity of search results. More specifically, the top ten listings of search results are what the vast majority of people actually look at during a search according to an eye tracking study conducted by search marketing firms Enquiro and Did-it and eye tracking firm Eyetools (Enquiro Search Solutions Inc., 2005) . Figure 1 shows that most eye tracking activity during a search take places in a triangle at the left of the top of the search results, representing areas with maximum interest -called a golden triangle -for Improving the search process marketing experts. In the study, 50 percent of participants looked at only the top seven listings of the search results, and only 20 percent of participants looked at all top ten of the search results.
Another study of search engine usage in North America in 2004 (Enquiro Search Solutions Inc., 2005) suggested that less than 25 percent of respondents frequently use advance search features on a search engine, and that over 70 percent of respondents input general words in the search box. Pu and Yang (2003) explored the possibility of adding user-oriented class associations to hierarchical library classification schemes. The results showed that classification schemes can be made more adaptable to changes of users and the uses of different library collections by analyzing the circulation patterns of similar users. Yang et al. (2006) developed an IT specification extraction system and examined the specifications of IT products with various brands and patterns. This system combined the natural language process with ontology concept. The results showed that the system can be effective for IT purchasing applications. The fact that most search queries are 1.2 words in 1998, 2.5 words in 2004, and 3.3 words in 2006 as shown in Figure 2 (Bogatin, 2006 ). Bogatin's findings are also confirmed by a list of popular queries for 2005 on Google (www.google.com/intl/en/ press/ zeitgeist2005.html) and on Yahoo! (http://tools.search.yahoo.com/top2005/) as shown in Figure 3 and Figure 4 , respectively.
The way people search implies that the precision rate is more important than the recall rate. Therefore, the recall rate is not measured in the experiments. Furthermore, only the precision rate of the top twenty search results is used to evaluate the performance of our system. Considering the fact that if we measure the precision rate of the top ten listings of the search results, the change of one matched document would result in a 10 percent point change in the precision rate. As such, we choose to measure The fact that most searches are conducted based on 2.5 words (Bogatin, 2006 ) calls for a structural way of organizing the relationship among words. We propose a naïve ontology structure which is used to capture the semantic differences of words and expand the search terms before the search is processed. To dynamically learn a user's preference for ontology structures, a relevance feedback loop is employed to observe the user's clicking behavior and adjust the weight of each ontology structure accordingly. Brin and Page (1998) , the founders of the gigantic search engine Google at Stanford University, devised a creative way of ranking the importance of each web page by taking into account both the importance of the web pages linked to the web page and the number of links the web page receives. This underlying technique called PageRank is a uniquely democratic system of leveraging the hyperlink structure of the web pages. This hyperlink structure, however, does not always exist in word files, acrobat documents, and presentation slides, making Google less effective for files without hyperlinks than for web pages. Another limitation of using Google is that people around the world who input the same keywords at the same time will get exactly the same search result regardless of their past search history on Google. Improving the search process
Information retrieval
When Google searches the contents of web pages, it also reckons how frequently a site is linked to and what words are used to describe the hyperlinks to a site. Therefore, a small number of people can influence the results of Google searches by adding links to a site with specific words. For example, web users searching "miserable failure" on Google are led to the biography of USA President George W. Bush on the White House website. This technique is called Google bombing, showing that the PageRank algorithm is still subject to artificial manipulation.
Query expansion
Query expansion has been studied extensively since the early years of information retrieval, because search accuracy largely depends on the quality of search keywords and users seldom use the right search keywords on their first search. In fact, the results of an original query are often unsatisfactory to the users. By adding more related keywords, query expansion transforms the original search based on the existing knowledge structures such as a dictionary and thesaurus. However, this approach does not prove to be universally useful. Jing and Croft (1994) found that an automatically-generated association thesaurus improves retrieval performance. Voorhees (1994) and Jones et al. (1995) analyzed an intellectually-created thesaurus for query expansion and discovered no significant improvement in retrieval performance. The effectiveness of query expansion with domain specific thesaurus was studied by Kristensen (1993) and Jarvelin et al. (1996) . They found that a thesaurus-based query expansion improves retrieval performance in best match and Boolean cases. However, these studies ignore the interaction among search keywords, query structure, and query expansion. Thus, the usefulness of different kinds of thesauruses cannot be determined without considering the structural characteristics of queries. Lu and Keefer (1995) analyzed how query size affects retrieval effectiveness by altering TREC queries. They found that reducing the query terms has a negative impact on retrieval performance, and that query expansion with an automaticallygenerated association thesaurus improves retrieval performance. They provided some evidence that the effectiveness of different retrieval models depend on the number of search keywords in the query. It is believed that the shorter the queries are, the more gain there is from the query expansion (Jing and Croft,1994) .
Relevance feedback
Relevance feedback processes can be classified based on two criteria. The first criterion is based on how to obtain relevance information, which can be assigned by the user (Rocchio, 1971) or solely rely on the order of the listings in the preliminary output (Harman, 1988) . When it comes to evaluating the systems, this distinction is very important. The second criterion is how to change the original query, which is often closely related to the retrieval model being used.
To avoid imposing a computation burden, systems generally put a limit on the number of documents used to extract feedback terms and the number of extracted terms. Salton and Buckley (1990) pointed out that methods based on the Rocchio algorithm are more effective than probabilistic modes as well as they are more efficient. The generally accepted conclusions of relevance feedback processes are as follows:
.
Collections that produce relatively bad output in an initial retrieval can be improved more dramatically than collections that perform well in the initial search.
. The average length of the initial queries largely determines the performance of relevance feedback. Short queries are more applicable to optimization than longer ones.
. An analysis of all the terms in the documents selected for the relevance feedback process performs better than a partial expansion by the highest weighted terms.
Our proposed approach is DirectHit (www.directhit.com/), which is a site ranking system. DirectHit, which had been used by search engines such as Ask, Lycos, and Hotbot, is based on the concepts of click popularity and stickiness of a site (Search Engine Inc., 2003) .
The click popularity of a site is measured by the number of clicks it received in search results pages. The stickiness of a site is measured by the amount of the time a user spends at it. It is calculated as the time between each of the user's clicks on the search results pages. Given DirectHit's implicit feedback loop and people's inherent reluctance to actively express their opinions, we prefer DirectHit to other explicit feedback loop mechanisms. Figure 5 reveal that half of the reports -50.56 percent -have a size of less than 1,000 bytes (500 Chinese words), whereas there 10.2 percent of the reports have a size larger than 1800 bytes (900 Chinese words). The reports whose size is between 600 bytes (300 Chinese words) and 1600 bytes (800 Chinese words) make up 70.10 percent. All news reports have html tags and irrelevant parts like navigation menus and advertisements removed before being indexed by the search engine Lucene (http://lucene.apache.org/). Ontology A naïve format is chosen to represent the relationship among elements in an ontology structure. There are three items in a row separated by a comma: X element, Y element, and the relationship between X and Y. There are three types of relationships: the first type is a super-class relationship, indicating that Y is a super-class of X; the second type is an equivalent relationship, indicating that Y is equivalent to X; the last type is a sub-class relationship, indicating that Y is a sub-class of X.
System overview
After going through the business news reports in corpus, we manually edit the Business ontology structures shown in Table II . There are three categories in business ontology structures. Category 1 focuses on news reports regarding stock price; category 2 focuses on news reports that are related with orders and products; category 3 focuses on news reports that are pertinent to doing business in China. Length Lucene supports all kinds of powerful search expressions including Boolean operators, field selection, wildcard, range, proximity, and boost. Among all those expressions, Boolean OR operator, proximity, and boost are used in the following experiments. Proximity expression restricts Lucene to find words that are within a specified distance.
To do a proximity search, a " , " symbol is appended at the end of a search phrase along with a distance value. Boost expression assigns the relevance level of terms with a boost factor. To boost a term, a "^" symbol with a boost factor is appended at the end of a term. The higher the boost factor is, the more relevant the term will be.
System architecture
The system architecture as shown in Figure 6 can be divided into two parts, which are a query expansion process and a feedback loop. The Naïve ontology structure described above is used to store the semantic differences of words and to expand the input search terms. All of the super-classes, sub-classes, and equivalent classes of the search term are selected from ontology structures. The sub-classes of the sub-classes of the search term also are selected if those classes exist in the structures. Expanded search terms are added with the weight of ontology structures from which they are expanded. For each query term, the system keeps track of a hit counter for each ontology structure. The weight of an ontology structure is calculated as 100 multiplied by the ratio between the hit count of the search term and the highest hit counter of the search terms. The expanded query is next processed by the search engine Lucene. After Lucene returns the search result, a feedback loop monitors the user's click-through behavior. Once a click is made by the user, all expanded terms are looked up for the selected news item. The ontology with the largest number of occurrences of expanded terms in the news content increases its hit counter for the search term by one.
Experiments with business ontology
The experiment consists of the following steps.
Step 1. Choose one category as the category of interest from unselected categories from the business ontology structures, and repeat step 1 to step 4 three times. Step 2. Vary the weights of the ontology structures of each categories from 0 to 100 by a unit of 10.
Step 3. Combine each of the elements in categories with the given company name to form a Lucene proximity search phrase with a distance value of 25 along with a boost value that is the weight of the category of the element.
Step 4. Feed the expanded query terms in step 3 into the search engine Lucene and calculate the precision rate of the top twenty listings of the search result with respect to the category of interest.
In order to test the experiment, we choose some well-known corporations in Taiwan The following tables show the number of news reports that cover the search term in the category on the row and the highest achievable precision rate of the search term in the category on the row when the category on the row is the category of interest during a search.
If the count of the search term in the category on the row is larger than 20, then the highest achievable precision rate of the category on the row is 100 percent. If not, then it is calculated as the count of the search term in the category on the row divided by 20, because we measure the precision rate of only the top twenty search results (see Table IV ). 
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The following correlation tables show the correlation among each category. In the correlation tables each item is the percentage of overlap as computed by the document set of category in the row versus the document set of category on the column (see Table V ).
The summary tables show the experiment results for each category. In the summary tables each row represents the experiment results of a chosen category that is the category of interest when the precision rates were calculated. The first column is the precision rate of the experiment without the ontology-based query expansion. This would be the baseline. The second column is the average precision rate for all test cases of the experiment with the ontology-based query expansion. The number of all test cases is 1,331, resulting from 11 multiplied by 11 multiplied by 11, since the weight of each chosen ontology structure increased by 10 from 0 to 100, and there are three categories chosen in the experiment. The third column is the average precision rate of the best cases of the experiment with the ontology-based query expansion. The best cases are cases in which the weight of the category of interest is higher than the weights of the other two categories. Among 1,331 test cases, there are a total of 385 best cases in the experiment. The values of the third column are considered to be the upper bound of the performance of the system since they represent the highest precision rates in the system. The fourth column is the average precision rate of the worst cases of the experiment with the ontology-based query expansion. The worst cases are cases in which the weight of the category of interest is lower than the weights of the other two categories. Among 1,331 test cases, there are a total of 385 worst cases in the experiment. The values of the fourth column are regarded as the lower bound of the performance of the system since they represent the lowest precision rates in the system (see Table VI ).
Conclusion
The experiment results show that with the aid of ontology the average precision rate of all cases, in general, is dramatically higher than the precision rate for the default search result. If a user's preference for ontology structures is accurately learned through the feedback loop, then the average precision rate is at least twice or even three times higher the precision rate for the default search result as demonstrated in the best cases, in which the weight of the county or category of interest is higher than the weights of the others. The improvement of the precision rate can be attributed to three factors: the first factor is the intrinsically semantic relationship among the search keywords and the expanded keywords stored in the ontology structures. The second factor is the Lucene's proximity search expression, which restricts Lucene to finding words that are within a specified distance, resulting in highly relevant search results. The last factor shows the weights of the ontology structures. The striking difference between the best cases and the worst cases shows that weights of the ontology structures play an essential role in improving the precision rate.
Aside from the weighting of ontology structures for the search terms, the weight can be further extended to take personal preference into account, which means for each user, there is a hit counter for each ontology structure. In doing so, the weight of expanded terms can be decided based on both the pooled preference -the per search term hit count -and the personal preference -the per person hit count -of ontology structures. People who search for the same words, with different preferences for ontology structures, will see a different search result, which may be regarded as a result of personalization.
As the average query length has been steadily increased in the recent years from 1 word to 3.3 words, the keyword expansion technique becomes less effective in general though still helpful for the majority of web users. Contrary to automatic feedback learning methods like the one we propose in this paper, there are alternative approaches to improve the accuracy of query expansion. Google, for example, has conducted experiments to utilize the clustering technology (Hicks, 2004; Search Engine Lowdown, 2004) , trying to make Google better at understanding the multiple meanings of a word, and its relationship to other words. Other companies such as Endeca and Exalead have recently provided innovative interfaces to allow users actively refine their initial search queries, which may result in better search results for experienced users. This continuing momentum of innovation in the field of information retrieval clearly demonstrates its importance and influence on our daily life.
