Segmentation of foreground and background has been an important research problem arising out of many applications including video surveillance. A method commonly used for segmentation is "background subtraction" or thresholding the difference between the estimated background image and current image. Adaptive Gaussian mixture based background modelling has been proposed by many researchers for increasing the robustness against environmental changes. However, all these methods, being computationally intensive, need to be optimized for efficient and real-time performance especially at a higher image resolution. In this paper, we propose an improved foreground/background segmentation method which uses Experiential Sampling technique to restrict the computational efforts in the region of interest. We exploit the fact that the region of interest in general is present only in a small part of the image, therefore, the attention should only be focused in those regions. The proposed method shows a significant gain in processing speed at the expense of minor loss in accuracy. We provide experimental results and detailed analysis to show the utility of our method.
INTRODUCTION
Real-time processing of video has always been a problem in many applications including automatic video surveillance. In automatic video surveillance, one of the major steps in video based human-activity recognition is the foreground/background segmentation which takes substantial amount of computation time. In this paper, we focus on improving the computational efficiency of an existing foreground/background segmentation algorithm to meet the real-time requirements.
The core idea of our method is to use Experiential Sampling (ES) technique [1] to find the region of attention in each video frame and to restrict the processing to it. The ES technique utilizes the past experience to model the goal based contextual attention using which it finds the region where the computations need to be done. The goal, in our case, is to segment the foreground from background. The ES technique provides an efficient way to derive the attention samples from the media (sensor) samples. Once we have the attention samples, the processing is done only on the attention samples instead of the entire data. The ES technique has been shown useful in many applications including face detection and monologue detection in video [1] . We also exploit the temporal redundancy of the video to reduce the number of computations.
We have used adaptive Gaussian method to model the background as described by Stauffer et al. [2] and further improved by KaewTraKulPong et al. [3] . These methods do the computations on the whole image without taking into consideration of the regions of interest. It consumes a significant amount of time in doing unnecessary computations especially in non-busy environments where most of the frames captured by the camera has a clear background and should not be given much attention. The proposed method that integrates ES technique with the already proposed methods of background segmentation shows a significant improvement in the computational speed. This improvement in speed is achieved at the cost of minor loss in accuracy. This loss however is acceptable in light of the fact that any event lasts for sufficiently large number of video frames and the number of video frames in which the foreground is missed (in our method) is very less. And, of course, no surveillance task ends up at the segmentation of foreground only, rather it undergoes further analysis viz events detection, monitoring and tracking etc which relies on a series of video frames before concluding about an event. Hence even if the foreground in a few frames are missed by the detector, it does not affect the final objective appreciably. We have shown through experiments that the loss in accuracy is very small compared to the gain in computational speed.
Our contributions in this paper are summarized as follows. We have proposed an Experiential Sampling technique based foreground/background segmentation method which provides improved computational efficiency at the cost of negligible loss in accuracy.
RELATED WORK
Since we use both foreground/background segmentation as well as experiential sampling, we describe the related works in both of them. Background subtraction involves modelling a reference frame, subtracting the current frame, and then thresholding the result. This modelling though is simple but is not robust enough to account for lightning changes in the scene. Koller et al. [4] used a Kalman filter to track the changes in background illumination for every pixel. In their method, only the most probable values of the background were included in the estimated background. Stauffer et al. [2] first came up with an adaptive modelling of background using Gaussian mixture which was robust enough for lightning changes and also to the new objects being removed or introduced into the scene which Koller's method lacked. But even this was not able to distinguish between foreground object and its shadow. Moreover, the method also suffered from slow learning. A solution to this was then proposed by KaewTraKulPong et al. [3] where they removed the likelihood term responsible for slow learning and used online Expectation Maximization algorithm for initialization, and then switching to the L-recent window update equations in order to give priority to the recent data and making the tracker adapt to the changes in the environment. But all these methods do the computations on the whole frame without taking into consideration the actual region of interest.
The concept of experiential sampling is inspired by the biological phenomenon of attention. In [1] , a sampling based method has been used to represent the visual attention. The sampling based method provides a flexibility of representation, and can also be incorporated within a dynamical system which models the temporal continuity of visual attention. We have used similar method for modelling attention.
PROPOSED METHOD
The proposed method integrates experiential sampling technique [1] with the existing Adaptive Gaussian mixture method for foreground/background segmentation [2] . Experiential sampling is a process of selecting the most relevant information (i.e. Attention Samples) from the available data stream. The key idea is to concentrate in a direction which is most relevant and rewarding based on the context and past experiences. For example, if a person is walking in a corridor we need to focus our attention only in his vicinity instead of the whole image. But there is always a possibility of sudden change in context (for e.g. another person entering the scene) while the attention is already focused in a particular region. In order to account for such a change in the context, we must keep on refreshing the existing attention regularly. We do this rebuilding of attention profile at regular interval. We call this interval as "Attention Rebuild Window (ARW)". In our method, ARW is a significant parameter that bears a direct relation with the gain in processing speed and the incurred loss in accuracy. Hence, it needs to be properly tuned to achieve the optimization between the desired level of accuracy and processing time depending upon the scenario.
At any time t, the environment e t is modelled by - Fig. 1 . Dynamic attention evolution model where S(t) denotes the sensor samples and A(t) denotes the attention samples. The experiential sampling based approach that we have used, first considers the whole of image as sensor samples, and then builds the attention profile based on the region in which the foreground is detected. The attention samples dynamically evolve over the interval ARW and keeps on modelling the environment, and hence the attention samples in the incoming frames as shown in figure 1 . To account for sudden change in context as discussed above, we rebuild the attention at regular intervals by throwing sensor samples in the whole of image.
We represent the sensor sample set as -
where s(t) is the set of N s number of pixel coordinates as,
is the associated weight or the importance of each sample given by,
, where each of π S i (t) is obtained by fusing the spatial cues C(t) available from the video data. In our case, we used the RGB color model and each of the values of RGB of a pixel served as cues. So, the cue set C(t) is given by -
where, 
where α j is the importance of j th cue. The dynamically varying N a number of attention samples A(t) are expressed by-
where, a(t) = {(x 1 , y 1 ), (x 2 , y 2 ) . . . (x Na , y Na )} is the set of pixels within the bounding rectangle around the foreground 
A Na (t) and calculated as for sensor samples. The evolution model for the environment and attention is shown in figure 1 . Initially, the environment e 0 consists of sensor samples s 0 (as the whole image) with no attention. Once a foreground is detected (say at time t) in the environment e t , the bounding rectangle across foreground pixels becomes the attention samples a t . The attention samples a t at time t are used to compute the sensor samples s t+1 at next time instant and hence construct the environment e t+1 . The function that maps previous attention to the new sensor samples is given by -
The f is a linear function of the form, f (x) = ξ.x + ρ, where ξ and ρ are constants. ξ denotes a scaling factor and ρ denotes a displacement in the region of attention. Performance evaluation is done by recording the computing time as well as the accuracy of the processing. The computing time and accuracy are compared with the existing foreground/background segmentation algorithm [2] . More specifically, for computing time, we measured the time (say T normal ) taken to process the total number of video frames using [2] (without ES), and also measured the time (say T ES ) taken by our method. The gain G in processing time is computed as -
Similarly, for accuracy, let us say N normal and N ES are the number of video frames in which the foreground is detected using [2] and using our method, respectively; the loss L in accuracy is given by -
EXPERIMENTAL RESULTS
The scenario in our experiment is a corridor with the camera at one end covering whole of the corridor. The objective is to perform foreground/background segmentation in real-time.
The authors and other graduate students from our lab volunteered for performing walking, standing and running activities in the corridor. The 3000 video frames (in BMP format) of varying resolutions (768 × 576, 384 × 288 and 160 × 120) were processed on an Intel P-IV 4 GHz processor. Various parameters used in the experiment are as shown in Table 1 . We compared our method with the existing methods (without ES) by analyzing the processing time and accuracy. The Figure 2 shows the frames (190 to 250) of an event "A person walking in the corridor". Figure 3 illustrates a comparison between the two methods in terms of time consumed for processing these frames. We notice that, in the ES based method, the maximum time is taken in the processing of the frame where re-initialization of sensor samples is done, and subsequently the processing time is proportional to the number of attention samples in the frame. However, the processing time taken in the method without using ES is approximately constant and is much higher compared to our method.
2. As described earlier, the sensor samples are used to build the region of attention, figure 4 shows that the number of attention samples (N a ) closely follow the number of sensor samples (N s ) in the region between the peaks. The peaks correspond to the re-initialization of sensor samples at regular intervals (of ARW) to account for any contextual change. After the sensor samples are thrown on the whole of image, the evolved attention samples restrict the computations to the region of interest in the subsequent frames, thereby saving a lot of time and computation effort.
3. The experimental results show that there is a significant gain in overall speed for processing all the 3000 frames. In figure 5 , we report the overall processing time of ES based method against the method without ES by varying the ARW and the image resolutions. It can be clearly seen from the figure 5 that our ES based method is far superior in terms of average number of frames processed per second. For example, in case of 768 × 576 image resolution with ARW = 10, the average number of frames processed per second for ES based method are ≈ 3000/1200 = 2.5, whereas it is ≈ 3000/4500 = 0.66 for the method without ES. smaller values of ARW. However, the gain curve tends to saturate for higher ARW while the error shows an increasing trend. This curve serves as the optimization curve for selecting an appropriate ARW given the maximum allowed inaccuracy (depending on the environment) and the speed requirements. For instance, a smaller ARW would yield better accuracy in crowed environments at the expense of gain in the speed.
CONCLUSIONS
The use of experiential sampling technique in the segmentation of foreground/background segmentation provides a substantial gain in processing speed (compared to the already proposed methods) to meet the real-time performance objectives at the cost of a minor loss in accuracy. Future work would be to test the method to handle multiple blobs in more crowded environment. It would also be interesting to study how Attention Rebuild Window (ARW) can adapt to the various environmental changes.
