Abstract-Graph partitioning is one of the most studied NPcomplete problems. Given a graph G = (V, E), the task is to partition the vertex set V into k disjoint subsets of about the same size, such that the number of edges with endpoints in different subsets is minimized. In this paper, we present a highly effective multilevel memetic algorithm, which integrates a new multiparent crossover operator and a powerful perturbationbased tabu search algorithm. The proposed crossover operator tends to preserve the backbone with respect to a certain number of parent individuals, i.e., the grouping of vertices which is common to all parent individuals. Extensive experimental studies on numerous benchmark instances from the graph partitioning archive show that the proposed approach, within a time limit ranging from several minutes to several hours, performs far better than any of the existing graph partitioning algorithms in terms of solution quality.
A Multilevel Memetic Approach for Improving Graph k-Partitions
In [43] , von Laszewski employed a "structural genetic operator" which copies subsets of vertices to the offspring. The current most effective population-based approach is the one reported by Soper et al. [38] , which employs a multilevel heuristic algorithm to provide an effective crossover. Although this approach requires considerable computing time (up to one week), it achieves partitions significantly better than those generated by the state-of-art graph partitioning packages. Moreover, a great number of well-known graph partitioning approaches are based on other popular metaheuristics including Tabu Search [4] , [12] , [36] , simulated annealing [21] , neural networks [2] , swarm intelligence [41] , and so on.
To handle very large graphs, the so-called multilevel paradigm has shown to be very effective for partitioning graphs [3] , [19] , [25] , [31] , [44] . The basic idea of multilevel approaches is to first coarsen the original graph G down to a certain number of vertices, generate a partition of this much smaller graph, and then project this partition back toward G by successively refining the partition.
In this paper, we introduce a new multilevel memetic algorithm which combines a dedicated multiparent crossover operator based on the notion of backbone and a perturbationbased tabu search algorithm. This paper extends thus a preliminary memetic algorithm presented in [5] , where a different crossover operator and a hill-climbing based local search algorithm are used. Compared to this previous work, the new algorithm presented in this paper ensures better exploration with the new multiparent crossover operator, and better exploitation provided by an effective tabu search algorithm. Furthermore, this paper additionally includes: 1) more extensive experimental evaluations on a set of benchmark instances from the graph partitioning archive; 2) a detailed analysis on several key issues such as the distribution of local optima and the backbone size; 3) a comparison of the proposed crossover operator with the traditional uniform crossover, and analysis on the impact of perturbation within the proposed crossover operator; and 4) an analysis on the impact of the employed local search mechanism on the overall performance of our memetic algorithm. This paper is organized as follows. In the next section, we recall the definition of the graph partitioning problem and some basic notations used. In Section III, we describe the multilevel paradigm, as well as the general scheme of the proposed multilevel approach. In Section IV, we present the memetic algorithm, which is the partition refinement mechanism of the multilevel approach. In Section V, we provide computational results of extensive experiments on benchmark instances from the graph partitioning archive. In Section VI, we show a landscape and backbone analysis, and based on the observations made, provide a motivation for our proposed multiparent crossover operator. In Section VII, we compare the proposed crossover with a conventional uniform crossover operator, and study the impact of perturbation strength within our multiparent crossover operator. In Section VIII, we analyze the impact of local search on the overall algorithm performance before concluding in Section IX.
II. Problem Description and Notations
Given an undirected graph G = (V, E), V and E being the set of vertices and edges, respectively, and a fixed number k, a k-partition of G can be defined as a mapping (partition function) π : V → {1, 2, ..., k} that distributes the vertices of V among k disjoint subsets S 1 ∪ S 2 ∪ ... ∪ S k = V .
Let {S 1 , S 2 , ..., S k } be a partition of V obtained by π, E c the set of all the cutting edges of G induced by π, i.e., E c = {{x, y} ∈ E | x ∈ S i and y ∈ S j and i = j }, and let ϕ be the set of all the partition functions of G. The graph k-partitioning problem consists in determining π * ∈ ϕ such that the partition {S 1 , S 2 , ..., S k } given by π * minimizes the number of cutting edges in E c while ensuring that each S i , i ∈ {1, 2, ..., k} is of roughly equal size.
Throughout this paper, the initial input graph G is supposed to have a unit cost weight for both vertices and edges. However, as explained in Section III-B, the multilevel approach generates intermediate (coarsened) graphs with weighted edges and vertices. It is then useful to define the notion of edge and vertex weight.
Let |v| denote the weight of a vertex v in a coarsened graph, which corresponds to the number of aggregated vertices of the initial graph. Then, the weight W(S i ) of a vertex subset S i is equal to the sum of weights of the vertices in S i , W(S i ) = v∈S i |v|. The weight of a set of edges in the coarsened graph can similarly be defined.
In this paper, we are essentially interested in finding almost evenly balanced partitions. The notion of balance is defined as follows. Let W opt = |V |/k be the optimal subset weight, where x represents the first integer ≥ x, then the quantity ε = max i∈{1..k} W(S i )/W opt defines the degree of imbalance among the k subsets of a partition {S 1 , S 2 , ..., S k }. ε = 1 means that the partition is perfectly balanced while ε > 1 indicates an imbalanced partition with larger ε corresponding to larger imbalance.
The optimization objective f of our graph partitioning algorithm is to find a k-partition with the smallest number of edge cuts in E c , such that each partition subset is of almost equal size ( = 1.00).
III. Multilevel Memetic Algorithm for Graph Partitioning

A. General Procedure
Our multilevel memetic approach follows the general multilevel paradigm [3] , [9] , [19] , [45] . Graph G is first coarsened G i+1 = Coarsen(G i ) /*Section III-B*/ 4: i := i + 1 5: end while 6 : POP i = Initial Partition(G i ) /*Section III-C*/ 7: POP i = Short Tabu Search(POP i ) /*Section IV-C*/ 8: POP i = Memetic Refinement(POP i ) /*Section IV*/ 9: while i > 0 do 10: i := i − 1 11: POP i = Project(POP i+1 , G i ) /*Section III-D*/ 12: POP i = Short Tabu Search(POP i ) 13: POP i = Memetic Refinement(POP i ) 14: end while down to a certain number of vertices (coarsening phase), an initial partition of this much smaller graph is generated (initial partitioning phase), and then this partition is projected back toward the original graph (uncoarsening phase) followed by partition refinement.
The proposed multilevel approach, which employs memetic partition refinement at each uncoarsening step, is presented in Algorithm 1.
B. Coarsening Phase
Let G 0 = (V 0 , E 0 ) be the initial graph. Creating a coarser graph G i+1 = (V i+1 , E i+1 ) from G i = (V i , E i ) consists in finding an independent subset of edges (matching) ⊂ E i , and then collapsing the two vertices of each edge in to form a new vertex in V i+1 . Any vertex that is not part of is simply copied over to G i+1 (see Fig. 1 for an illustrative example).
When two vertices v 1 , v 2 ∈ V i are collapsed to form a new vertex v a ∈ V i+1 , the weight of the resulting vertex v a is set equal to the sum of weights of vertices v 1 and v 2 . Therefore, the weight of a vertex of a coarsened graph equals the number of aggregated vertices of the initial graph G 0 .
Similarly, let v a , v b ∈ V i+1 be two vertices formed by collapsing {v 1 , v 2 } ∈ and {v 3 , v 4 } ∈ . All the edges incident to {v 1 , v 2 } and {v 3 , v 4 } are merged to form a new edge {v a , v b } ∈ E i+1 with a weight that is set equal to the sum of weights of edges incident to {v 1 , v 2 } and {v 3 , v 4 }.
One key issue here is the selection of the independent subset of graph edges to be collapsed at each step of the coarsening phase. This can be achieved by finding a maximal matching of the graph [32] . There exist polynomial time algorithms for tackling this problem, with running time of at least O(|V | 2.5 ). Unfortunately, this is too slow to be applicable to the partitioning problem. That is why we compute an approximate maximal matching using a fast heuristic called heavy-edge matching (HEM), which has O(|E|) time complexity [24] . This method considers vertices in random order, matching each unmatched vertex v with its unmatched neighbor u, if any, such that the weight of edge {u, v} is maximal among all the edges incident to v. An example of vertex and edge aggregation with HEM of an initial graph with seven vertices is provided in Fig. 1 .
C. Initial Partition and Its Refinement
To create each individual of the initial population in the second phase (line 6 of Algorithm 1), we first assign randomly the vertices of the coarsest graph G m = (V m , E m ) to subsets S i ∈ {S 1 , S 2 , ..S k }, such that each subset is as evenly balanced as possible, i.e., each S i , i ∈ {1, ..., k} has a similar weight W(S i ). Afterwards, we apply a short run of the perturbationbased tabu search, previously presented in [6] , to improve all individuals of this initial population (see Section IV-C), followed by the memetic refinement which is described in Section IV (lines 7-8 of Algorithm 1). This refinement step is essential for our approach to improve progressively the quality of partitions. It should be noted that for certain graphs, it may be impossible to obtain a perfectly balanced initial partition, since weights of vertices in the coarsest graph are often greatly inhomogeneous. This imbalance is gradually reduced throughout each uncoarsening step, and (usually) completely eliminated by the end of the algorithm execution.
D. Uncoarsening Phase
The uncoarsening phase carries out the inverse of the coarsening phase. The idea is to go from level to level, uncoarsening the clustered vertices in the same way they were grouped during the coarsening phase. The partition projection from a graph G i = (V i , E i ) onto a partition of the parent graph
is a trivial process. If a vertex v ∈ V i is in subset S m , then the matched pair of vertices v 1 , v 2 ∈ V i−1 which represents vertex v ∈ V i will also be in subset S m .
Before projecting a partition on to the next level, we first apply a short run of the perturbation-based tabu search to improve all the individuals of the population, which is immediately followed by the memetic refinement (lines 12-13 of Algorithm 1). Experiments show that the local optimization applied on the initial population before memetic refinement (lines 7 and 12 of Algorithm 1) influences favorably the final result, though this influence is not very important.
As the uncoarsening-refining process proceeds, the partition quality of a graph G i−1 is usually better than that of G i because there is a greater degree of freedom for refinement. This is one of the most attractive characteristics of a multilevel algorithm.
IV. The Memetic Refinement
The general idea behind memetic approaches is to combine advantages of both crossover that discovers unexplored promising regions of the search space, and local search that finds good solutions by concentrating the search around these regions. Given an initial population which consists of locally optimal solutions, a memetic approach generates a new set of improved local optima by applying a crossover operator and/or mutation to the population, followed by local refinement. The success of this method depends critically on the crossover operator that discovers new promising regions of the search space by performing "jumps" from one local optimum to another. These jumps need to be far enough to escape from the basin of attraction of the current local optimum, but still not too far to degenerate into a simple random search algorithm. Furthermore, in order to perform a directed "jump," a crossover operator should be able to recognize what elements must be preserved through the recombination and what elements can be perturbed.
Motivated by the observation that high quality partitions share many groupings of vertices (backbone; see below), we propose in this paper an original backbone-based multiparent crossover (BBC) which preserves the backbone with respect to a certain number of parent individuals. After the offspring has been generated by the proposed crossover, it is refined with a perturbation-based tabu search algorithm. Finally, we apply a replacement strategy, which takes into consideration both the partition quality and the distance between individuals in the population.
The general architecture of our memetic approach is described in Algorithm IV. The main components are detailed in the following subsections. POP i ← Pool Updating(I 0 , POP i ) /* Section IV-D2 */ 10: end for
A. Encoding and Fitness Function
Given a graph G i = (V i , E i ) at level i and an integer k, an individual I corresponds to a partition of V i into k disjoint groups or subsets I = {S 1 , ..., S k }, such that each S j , j ∈ {1, ..., k} is composed of vertices that are assigned to the jth subset.
The optimization objective of our k-partitioning problem is to minimize the cutting edges in E c (see Section II), while maintaining the best possible balance between partition subsets.
The fitness function f (I) of our memetic algorithm is directly related to the optimization objective and sums up the cutting edge weights of a k-partition (individual) I = {S 1 , ..., S k }. More formally
where w u,v represents the weight of edge {u, v} ∈ E i , i.e., the number of unit cost edges of the original graph G 0 = (V 0 , E 0 ) that are aggregated within {u, v} ∈ E i during the coarsening phase. Then, individual I A is considered better than individual I B only if f (I A ) < f (I B ) (lines 6-8 of Algorithm 2). Since our goal is to find perfectly balanced partitions (ε = 1.00), the partition balance is imposed as a constraint rather than an objective. However, as mentioned earlier, it is sometimes impossible to establish perfect balance in coarsened graphs since vertex weights can be extremely inhomogeneous. It is during the partition refinement of levels which are closer to the original graph that the balance condition is (usually) completely satisfied. More precisely, the tabu search procedure of our memetic algorithm employs two move operators that take care of partition imbalance by transferring vertices to subsets of smaller weight (see Section IV-C). In addition, the proposed backbone-based crossover operator insures that the balance is not degraded during the crossover process (see Section IV-B).
B. Backbone and Crossover
1) Notion of Backbone:
Our backbone-based multiparent crossover described in this section tries to preserve the backbone with respect to a number of parent individuals while redistributing with a certain probability vertices that do not belong to the backbone.
For optimization problems, the term backbone is usually used to define a set of variables B having the same value assignment throughout all the global optima, while the backbone size corresponds to the number of elements in B. The similar idea has been used in several contexts [13] , [26] , [46] , [48] .
For our graph partition problem, the notion of backbone can be defined as follows.
Definition 1 (Backbone): Let G be a graph, the set of all optimal k-partitions of G. The backbone B of G is a set of k subsets of vertices {B 1 , ..., B k } such that each B i , i ∈ {1, ..., k} is the subset of vertices that are grouped together throughout all the optima of .
Definition 2 (Backbone Size):
Such a definition cannot be applied in practice given that the optimal solutions are unknown (our goal is to find such a solution). Therefore, in this paper, we use a relaxed definition of backbone by considering a set of locally optimal (high quality) solutions. Therefore, if a set of vertices are shared through the set of selected k-partitions, these vertices are considered to have a high chance to be part of the backbone.
2 After the previous four steps, the last step handles the unassigned vertices. Any vertex v missing from I 0 is placed at Fig. 2 . Illustration of the BBC crossover with three parents. A circled subset of a parent corresponds to the subset chosen in the μth pass, i.e., the subset of maximal weight across all the parent individuals with the constraint that at most k/p subsets can be chosen from each individual.
random to a subset S r of I 0 such that W(S r ∪{v}) ≤ W opt (lines 21-26 of Algorithm 3), where W opt is defined in Section II. This step introduces a degree of diversification in the crossover process.
Notice that the proposed BBC operator never degrades the balance with respect to the set of parent individuals P, since given a subset S The complexity of the proposed crossover is
To determine the subset P ⊂ POP of p parent individuals, we employ the tournament selection strategy. Let λ be the size of the tournament pool. We select each individual I i ∈ P in the following way: randomly choose λ individuals from POP; among the λ chosen individuals, place the best one into P if it is not already present in P.
An example of this crossover with three parent individuals (p = 3) for k = 3 is provided in Fig. 2 .
C. Perturbation-Based Iterated Tabu Search Improvement
To improve the newly generated offspring, we apply an iterated tabu search Algorithm [6] whose basic components are briefly described in this section.
Basically, the TS algorithm uses two neighborhood relations (call them N 1 and N 2 ) which are explored in a token-ring way. That is, we repeatedly apply one neighborhood search to the best local optimum produced by the other neighborhood. The algorithm incorporates as well a perturbation mechanism in order to bring diversification into the search. 1) Neighborhood Relations: Given a subset S i of a kpartition I = {S 1 , S 2 , ..., S k }, the basic idea of the neighborhood relations is to move a vertex v from another subset to S i . Such a move is constrained such that v must be a border vertex relative to S i , i.e., v / ∈ S i has at least one adjacent vertex in S i . Note that in this way, the size of the neighborhoods is limited, since the set of border vertices relative to S i is generally of small size. In addition, such a neighborhood allows the search to concentrate around these critical vertices.
The key concept related to the two neighborhoods is the move gain, which represents the change in the optimization objective. It expresses an estimate on how much a partition could be improved if a vertex v is moved to another subset S n . Given a vertex v from subset S c , the gain g(v, n) can be computed for every other subset S n , n = c. The selection of the vertex with the highest gain, as well as the updates needed after each move, are achieved efficiently by using an adaptation of bucket sorting [6] that was originally proposed in [14] for graph bisection.
Let I = {S 1 , S 2 , ..., S k } be a k-partition, V (S i ) the set of border vertices relative to subset S i , and S max = {S i |max i∈{1..k} {W(S i )}} the subset with the maximum vertex weight. The neighborhood relations N 1 and N 2 can be explained by the two move operators given below. 
end for 9 : for all vertices v ∈ S i j do 12 :
end if 15: end for 16 :
Remove all vertices v ∈ S 
Move v m to S m , and v n to S n .
It is important to note that these move operators progressively lead the search toward a balanced partition since they basically constraint (partially with Move 2) vertex migration from heavy weight subsets to light weight subsets. Indeed, with Move 1 and the first choice of Move 2, a vertex can never be moved to a subset of the highest weight. The second choice of Move 2 is allowed to bring some diversification into the search.
Let V cand ⊂ V (S m ) be the set of the highest gain vertices which are considered for migration to subset S m . The selection of vertex v, which is moved to S m , is based on several pieces of history information.
This selection strategy is first conditioned by the tabu status (see Section IV-C2). It also employs two additional criteria which are based on vertex move frequency and vertex weight. The move frequency is a long term memory that records, for each vertex v, the number of times v has been moved to a different subset. Our usage of this frequency information penalizes moves with vertices having high frequency count, by giving priority to those that have been moved less often. If there is more than one vertex with the same move frequency in the set V cand , we use the second criterion to distinguish them and prefer a vertex v which, when moved to subset S m , minimizes the weight difference between the target subset S m and the original subset S c .
2) Tabu 3) Perturbation Mechanism: Since our local search procedure focuses its search only around border (critical) vertices, it can get trapped in a local optimum. Therefore, we periodically apply a simple perturbation which consists in moving a fixed number of vertices γ, including nonborder ones, in the following way.
Let S max be the set of vertices with the maximum vertex weight, S max = max i∈{1..k} {W(S i )}. Randomly select a subset S m ∈ {S 1 , S 2 , ..., S k }−{S max }. Then, randomly choose a vertex v m whose current subset is S c , such that S c ∈ {S ∈ I|W(S) > W(S m )}. Move the selected vertex v m to subset S m . This operation is repeated γ times (perturbation strength γ is set in this paper to 2% of the total number of vertices).
Making such moves introduces naturally more diversification into the search.
D. Population Updating Based on Distance
After offspring I 0 has been obtained with the proposed multiparent crossover operator, we improve it with the perturbation-based tabu search algorithm from Section IV-C, and then decide whether I 0 should be inserted into the population. To base this decision, our algorithm combines the ideas presented in [34] and [28] and considers both the solution quality and the distance between individuals in population. Therefore, we first formally define the notion of distance between two individuals before presenting the used replacement strategy. 
Offspring I 0 is then inserted into POP if it is of the best quality relative to the population, or if D 0,POP > min i∈{1..m} {(D i,POP )}, i.e., the minimum distance between I 0 and any other individual in the population is greater than the minimum distance between any two individuals in the population. This idea was originally proposed in [34] , and has shown to be very effective in ensuring the population diversity.
To determine the individual that is to be replaced by I 0 , we adopt the strategy proposed in [28] . This strategy uses a quality-and-distance scoring function H to rank the individuals of the population
where f is the objective function defined in Section IV-A and β a parameter set to β = 0.08 * |V |. and updating the pool (lines 8-10 of Algorithm 4). This pool updating strategy contributes to maintaining a healthy diversity of the population.
V. Experimental Results
A. Benchmark Instances
To evaluate the efficiency of our proposed memetic approach, we carry out extensive experiments on a set of graphs that are frequently used to assess graph partitioning algorithms. These benchmark graphs are samples of small to medium scale real-life problems arising in different applications. They can be downloaded from Walshaw's graph partitioning archive at http://staffweb.cms.gre.ac.uk/ ∼ c.walshaw/partition/ in the same format as used by JOSTLE [44] , METIS [25] , and CHACO [18] . These graphs have unit vertex and edge weights. Table V-A shows the main characteristics of the graphs.
B. Experimental Protocol
There is generally a tradeoff between execution time and partition quality. The preference of time versus quality is problem dependent. For instance, in the context of network layout or VLSI design, even a slight improvement of partition quality can be of significant importance. For these applications, it is worthwhile employing a partition algorithm able to obtain excellent quality solutions even if the algorithm is computationally intensive. On the other hand, in other cases like sparse matrix-vector multiplication, a very fast algorithm is indispensable since the computing time required for the partitioning task has to be less than the time needed by a fast vector multiplication algorithm.
Our MMA algorithm is designed to produce excellent quality partitions with the possibility to be used to generate solutions of various qualities depending on the amount of computing time allowed. We thus report computational results of two experiments with short and long runs of MMA. For the first experiment, we parameterize our MMA such that each run lasts from one second to 15 min depending on the size of the graph (see Table II , Section V-C). The second experiment aims to assess our MMA approach with respect to the best partitions reported at the graph partitioning archive. For this experiment, we use a set of parameter values that lengthens each run of the MMA algorithm (see Section V-D). The second experiment allows us to test the limit of MMA and to obtain the best results possible with more computing budgets. Given the stochastic nature of MMA, computational statistics are based on 20 or 30 independent runs of MMA on each graph.
The proposed multilevel memetic algorithm is programmed in C++, and compiled with GNU gcc on a Xeon E5440 with 2.83 GHz and 8 GB. The parameter settings applied in both experiments are reported in Table II . We fix experimentally the number of parents p for BBC relative to k: p = 3 for k = 16, p = 4 for k = 2, 32, 64, p = 5 for k = 4, 8.
C. Computational Results with Short Running Time
In this section, we show computational results of the first experiment and compare our results with those of the latest Table III . Columns two and three report, respectively, the partition quality obtained by pMetis and CHACO, while columns MMA B and MMA Av provide, respectively, the result of the best and average partition obtained with MMA (based on 30 independent runs per graph). We indicate the MMA's average partition in bold if it is better than the partitions obtained by both pMetis and CHACO. The last column shows the average time (in seconds) needed by our approach to generate the reported partition.
From Table III , we observe that the best partitions obtained with our MMA approach within a time limit ranging from less than one second up to 15 min are of far better quality in almost every case. In addition, the average quality of partitions obtained with MMA are also generally better than those of pMetis and CHACO.
However as k increases, MMA (but also pMetis) fails to generate partitions of perfect balance in some cases. For imbalanced partitions, we indicate in parentheses the degree of imbalance or "-" if the resulting partition has an imbalance degree greater than 1.07. For these cases, partition balance can not be completely established since the tabu search procedure does not move vertices strictly from the highest to the lightest weight subsets (see Section IV-C1). Although Move 1 of the tabu search procedure generally reduces the partition imbalance after each iteration, the imbalance may not be decreased after an iteration of Move 2 since the balance constraint is only partially imposed. As it can be seen from the experimental results, the balance is always established for k ≤ 16. For larger k, there is generally a large number of feasible moves implying more freedom for vertex migrations. As a result, it is more difficult to establish a perfect partition balance via the two move operators.
D. Comparisons with the Best Known Results
To better assess the performance of our MMA approach, we show in this section experimental results under relaxed time constraint. We prolong the running time from several minutes up to 5 h for the largest graph (notice that the current most effective evolutionary approach by Soper et al. [38] requires computing time of up to 1 week to produce state-of-the-art results). The main purpose of this experiment is to know whether our MMA algorithm can improve further the current best solutions.
For comparison, we use the current best partitions reported at the Walshaw's graph partitioning archive. The majority of these best partitions are generated with the hybrid evolutionary algorithm presented by Soper et al. [38] , which uses JOSTLE multilevel procedure as a black box. Since each run of Soper et al.'s algorithm consists of 50 000 calls to JOSTLE, this approach requires significant running time of up to 1 week for large graphs. Another great portion of these current best partitions are produced with NetWorks, which is a commercialized version of JOSTLE. The remaining best results are obtained with several other approaches [11] , [20] , [31] . Since the experimental conditions to obtain the current best results are not available, we focus on comparing solution quality based on the best objective value.
Table IV summarizes the current best results from the graph partitioning archive (column "Best"), 1 the best results obtained by MMA (column "MMA"), 2 as well as the average and standard deviation of partitions obtained by MMA [column "Avg(Std)"]. The last row with heading "Total" shows the number of times MMA succeeds to improve the current best partition. All the comparisons are carried out between partitions of the same balance. In most cases, the partitions of MMA are perfectly balanced (i.e., ε = 1.00, this is the default balance). For the cases where MMA produces imbalanced partitions (k ∈ {32, 64}), we indicate the imbalance in parentheses next to the objective value and compare the partitions with the same imbalance.
The results show that, in the case of bisection, our MMA approach succeeds to reach the same solution quality of more than two thirds of the best balanced bisections reported at the archive. It also improves the best bisection in three cases, and produces, only in four cases, bisections that are less good than the current best ones. More importantly, as k increases (4 ≤ k ≤ 64), MMA improves even 63%, 90%, 93%, 83%, and 77% of the current best k-partitions from the archive when k is equal to 4, 8, 16, 32 , and 64, respectively.
VI. Landscape and Structural Analysis
In this section, we wish to obtain some insight on the search space and provide motivations for the proposed multiparent crossover operator. For this purpose, we employ the fitness distance analysis (FDA) [22] , which investigates the correlation between quality (fitness) of local optima and their distances to the optimum. Additionally, we analyze structural similarity between local optima in terms of backbone size.
A. Analysis Protocol
We perform the analysis on seven graph partitioning instances of different types, with the cardinal number k set to 4, 8, 16 , and 32. The results reported for each graph and k are based on 1500 independent runs of the multilevel perturbationbased tabu search algorithm from Section IV-C, and using the distance measure introduced in Section IV-D1. Since the optimal solutions for the selected instances are not known, we use instead the best local optima found to compute fitnessdistance correlation. Table V contains the data to which we will be referring in the following sections.
B. FDA for Selected Graph Partitioning Instances
The fitness distance correlation (FDC) coefficient ρ fdc [22] is a well-known tool for landscape analysis and can provide useful indications about the problem hardness, even if such an analysis has some known shortcomings and limits. FDC estimates how closely related are the fitness and distance to the nearest optimum. For a minimization problem, if the fitness of a solution decreases with the decrease of distance from the optimum, then it would be easy to reach the target optimum for an algorithm that concentrates around the best candidate solutions found so far, since there is a "path" to the optimum via solutions with decreasing (better) fitness. A value of ρ fdc = 1 indicates perfect correlation between fitness and distance to the optimum. For correlation of ρ fdc = −1, the fitness function is completely misleading. FDC can also be visualized with the FD plot, where the same data used for estimating ρ fdc is displayed graphically. Such plots have been used to estimate the distribution of local optima for a number of problems including for instance the TSP problem [7] , graph bipartitioning problem [30] , and flow-shop scheduling problem [35] .
In column "ρ fdc " of Table V , we report FDC coefficients ρ fdc for the seven selected graphs. For illustrative purpose, FD plots of only two graphs (3elt and vibrobox) are given in Fig. 3 for k ∈ {4, 8, 16, 32} . To make the difference in fitness distribution more obvious, we "normalize" the actual fitness values in the FD plots by subtracting from them the best objective value.
As it can be seen from Table V , there is a signification fitness distance correlation in many cases. However, the FDA analysis also reveals the existence of several cases among the selected instances for which there is virtually no correlation Column "Avg(Std)" provides the average and standard deviation of partitions obtained with MMA. If the partition is imbalanced, we report the degree of imbalance between parentheses. between fitness and distance, i.e., cases where ρ fdc < 0.15. Indeed, from plots in Fig. 3 , it is clear that there is practically no correlation for "vibrobox" when k ∈ {4, 8}. In addition, the correlation is weak for "vibrobox" when k = 32. On the other hand, the strongest correlation is observed for graph "3elt" when k ∈ {4, 16} and "vibrobox" when k = 16. The presence of significant FD correlation in many cases explains to some extent why the local optimization engine (tabu search) used in MMA is extremely powerful. The strong correlation between solution quality (fitness) and its distance to the reference solution also indicates the presence of a big valley structure in the search landscape around the selected local optimum [8] . Intuitively, in this structure the global optimum (in our case, the best local optimum) is surrounded by many local optima whose fitness values deteriorate with the increase of distance from the optimum. To investigate the existence of the big valley structure, we provide in Fig. 4 plots with respect to solution fitness and average distance between any two solutions of a given set of local optima. As it can be expected, the plots give further evidence for the big valley structure in cases of graph "3elt" and "vibrobox" when k = 16, i.e., high correlation between fitness and average distance between any two local optima. On the other hand, such correlation is not visible in case of "vibrobox" when k ∈ {4, 8, 32}.
The big valley structure implies that high-quality local optima tend to be positioned centrally within the region of sampled local optima. Although we did not include fitnessdistance plots for all the analyzed graph partitioning instances, except for some very rare cases, these plots confirm our observation on the distribution of local optima in the search space.
For informative purpose, columns "avg d lo " and "avg d go " from Table V report, respectively, the average distance between local optima and the average distance of local optima from the best local optimum, expressed as a percentage of |V |. Given that the maximum distance between any two solutions is |V |, these results also confirm that local optima are not uniformly distributed, but are rather concentrated within a limited number of regions in the search space.
C. Backbone Analysis and Motivation for the BBC Operator
To evaluate the degree of similarity between local optima (including global optima which are technically speaking also local optima), we provide an analysis of the backbone size. Columns "d lo " and "d go " report, respectively, the average distance between local optima and the average distance of local optima from the best local optimum, expressed as a percentage of |V |. Column "ρ fdc " shows the correlation coefficients with respect to fitness and distance, while columns "avgB lo " and "B hq " indicate, respectively (in percentage of |V |) the average backbone size with respect to 10 randomly chosen local optima, and the backbone size with respect to best local optima found during the search.
While the column "avg B lo " from Table V reports the average backbone size with respect to ten randomly chosen local optima, column "B hq " presents the backbone size with respect to best local optima found during the search. The backbone size is expressed as the percentage of |V |. From these results, we observe that except for very few cases, the backbone is generally of significant size. We also note that the values reported in "B hq " are generally higher than the ones in "avg B lo ," which indicates that the structure of a set of high quality solutions is very similar to the structure of the supposed global optimum. This suggests that if a significant number of vertices is grouped together throughout each of the high quality partitions, there is a strong chance that they are also grouped together in the global optimum. This observation constitutes the first motivation for the BBC crossover which tries to preserve the backbones through the search process.
On the other hand, the FD analysis above shows the presence of a big valley structure and high fitness-distance correlation in many cases. This provides justifications about why the tabu search based local optimization is important within our memetic approach. This additionally gives an argument for preferring a constructive crossover operator like BBC over highly destructive ones like uniform crossover. To enforce this comment, we show in Section VII a computational comparison between the BBC crossover and a uniform crossover, and study the influence of the perturbation strength within BBC.
VII. A Comparative Analysis of the BBC Operator
A. Comparison with a Traditional Crossover Operator
We compare the performance of the BBC operator with an adapted uniform crossover on the set of 30 instances of the graph partitioning archive for k ∈ {4, 8, 16, 32}. For the uniform crossover, each vertex in the offspring partition keeps with equal probability the subset of either parent partition, with the constraint that the subset weight in the offspring partition does not exceed W opt (see Section II). In addition, we reinforce the randomness of the crossover by performing some vertex swaps after the uniform crossover.
In order to highlight the role of the crossover operators, we set the number of generations to 1000 and reduce the number of tabu search iterations to 0.5 * |V m |, where |V m | is the number of vertices in the mth graph level. We execute 20 times the two versions of our multilevel memetic algorithm, i.e., with BBC and uniform operators, and report the results in Table VI . For each value of k, columns "b. BBC" and "b. UNI" report, respectively, the best partition obtained with our approach integrating the BBC and uniform crossover, while columns "BBC Avg(Std)" and "UNI Avg(Std)" report, respectively, the average and standard deviation of the generated partitions when BBC and uniform crossovers are employed. A lower average value is indicated in bold. In addition, we perform a statistical analysis using the Welch's t-test, and report in column "pvalue" the two tailed p-value over the two partition sets.
From Table VI , we observe that there is no significant statistical difference between the solution sets for lower values of k, i.e., k ∈ {4, 8}. However, as k increases, we note that our BBC operator visibly outperforms the uniform crossover in almost each case for k ∈ {16, 32}. One explanation is that intuitively, given the semantics of the BBC crossover, larger k would favor the preservation of backbone information by BBC whereas the number of parts has a weak influence for the uniform crossover operator as to backbone preservation. Additionally, we compare in Table VII the average percentage of perturbed vertices over 20 generations with the two crossovers as well as with a variant of the BBC (see Section VII-B) for k ∈ {4, 8, 16, 32}. The perturbation strength is expressed as the minimum (set-theoretic partition) distance between a resulting individual and the parents participating in the crossover. As it can be expected, the perturbation introduced by the proposed crossover is always significantly weaker than the one introduced with the uniform crossover. Moreover, the For BBC and SBBC the number of parents p = 6, while for UNIp = 2.
degree of perturbation introduced with the uniform crossover increases with k. This may constitute another explanation why the BBC performs better than the uniform crossover for larger values of k ∈ {16, 32}, since according to the observations from the analysis in Section VI, a weaker form of perturbation should be used because of the generally high FDC and the marked big valley structure in the landscape. To see the convergence behavior of the proposed algorithm, we provide in Fig. 5 evolution curves of the multilevel memetic algorithm, respectively, with the BBC and uniform crossovers. The curves are plotted over 300 generations performed on each graph level (G m , G m−1 , .., G 0 ) for graph "data" with k = 4 and "fe-4elt2" when k = 32. The xaxis corresponds to the current number of generations, where the first 300 generations are performed on G m , the 300-600 generations on G m−1 , and so on. The y-axis shows the "normalized" average fitness value obtained by subtracting the best fitness value over ten independent executions. Both crossover operators start the refinement on a population of the same quality at the coarsest graph G m . One observes that for graph "data" with k = 4, the BBC is outperformed by the uniform crossover, while the situation is opposite for "fe4elt2" with k = 32. From the two curves, we also note that the algorithm converges in both cases toward its best partition after approximately the same number of generations. This is partially due to the quality-and-distance based population updating strategy of our MMA which ensures a healthily diversified population.
B. Perturbation Strength of BBC Operator
In this section, we provide an analysis on the impact of perturbation strength introduced by our new multiparent crossover operator (BBC) by comparing the performance of BBC from Section IV-B2 with its slight variation (call it SBBC) which mainly differs from BBC in the degree of perturbation introduced in offspring. As explained in Section IV-B2, BBC preserves all the vertices from the backbone B = {B 1 , ..., B k } with respect to p parent individuals, and perturbs with a certain probability a vertex v if it is not present in any subset of B (see Algorithm 3, . On the other hand, SBBC consists in preserving only the vertices v ∈ {B 1 ∪ ... ∪ B k } and assigning the rest of vertices to random subsets S r of I 0 , such that W(S r ∪{v}) ≤ W opt . Consequently, SBBC implies much stronger perturbation in I 0 than BBC.
For this analysis, we use the same set of seven benchmark instances as in Section VI. To perform the statistical analysis, we use the Welch's t-test on sets of solutions obtained after 50 runs of our multilevel memetic algorithm. Table VII shows the average perturbation degree expressed as a percentage of |V |, which is introduced by both BBC and SBBC when p = 6 for k ∈ {4, 8, 16, 32}. As expected, we observe that the number of perturbed vertices is always significantly larger with SBBC than with BBC.
To analyze the difference in performance, we provide in Table VIII the t-value, the degree of freedom df , and the two tailed p-value over the two solution sets generated with BBC and SBBC, respectively. We observe that the p-value is extremely significant (p-value < 0.001) except in one case, which suggests a statistically significant difference between the two solution sets. The negative t-value indicates that the mean value of partitions obtained by BBC is, except in two cases, significantly lower that the one produced by SBBC. These results imply that BBC outperforms in a more pronounced way SBBC, which suggests that a too strong perturbation introduced in offspring is not desirable. This result remains consistent with that observed when the uniform crossover is used.
VIII. Influence of Local Optimization
In this section, we briefly analyze the contribution of local optimization to the overall performance of the memetic algorithm by comparing the proposed perturbation-based tabu search procedure [6] with its hill-climbing version. The hillclimbing procedure is basically the same as the tabu search procedure with the tabu list disabled.
We perform a statistical analysis on seven graphs with k ∈ {4, 8, 16, 32} using the Welch's t-test on solution sets obtained after 20 independent runs. For this analysis, we set the number of generations to 500, and the number of local optimization iterations before and after crossover to 0.5 * |V i | and 5 * |V i |, respectively, where |V i | is the number of vertices at the ith graph level. Table IX shows the statistical result between solution sets generated with two versions of our algorithms, which integrate, respectively, the tabu search procedure (TS) and the hill climbing procedure (HC). For each k ∈ {4, 8, 16, 32}, columns "t-value," "df," and "p-value" report, respectively, the t-value, degree of freedom and p-value over the two solution sets. In each case, the t-values are negative which indicates that the We proposed landscape analysis using FDC to put forward the existence of the big valley structure for some problem instances, and studied the backbone phenomenon within a set of high quality solutions which provided motivation for the design of our BBC crossover. We also investigated the role of perturbation within the crossover operators and the influence of local optimization on the performance of the memetic algorithm.
We assessed extensively the performance of the proposed memetic algorithm with both short and long run times, on a collection of benchmark graphs from the graph partitioning archive, with the cardinal number k set to 2, 4, 8, 16, 32, and 64. We have shown that the results generated in short computing time (from less than 1 s to some 15 min) are very competitive with those produced by the two well-known graph partitioning packages METIS and CHACO. When the running time is prolonged (from several minutes to 5 h), our approach succeeds even to improve more than two thirds of the best partitions of the given balance reported at the graph partitioning archive.
This paper focused on obtaining perfectly balanced or slightly imbalanced partitions. It is known that allowing more imbalance may lead to partitions of better quality. Indeed, when we relaxed the balance constraint up to a certain degree, with a slight modification of our MMA algorithm described in this paper, we obtained imbalanced partitions (not reported here) which are highly competitive with the best-known partitions reported in the literature. However, we believe that further research needs to be realized in order to design a dedicated algorithm which could improve even more the quality of imbalanced partitions.
