Introduction
We examine the following fully nonlinear partial differential equation on a smooth compact n-dimensional Riemannian manifold (N, g)
where σ k is the kth elementary symmetric function of the eigenvalues, S is a symmetric tensor, ∇ denotes the gradient, ∇ 2 denotes the Hessian, and du is the differential of u. For a symmetric linear transformation A : V → V , where V is an n-dimensional inner product space, the notation A ∈ Γ ± k will mean that the eigenvalues of A lie in the corresponding set. We note that this notation also makes sense for a symmetric tensor on a Riemannian manifold.
We assume the following conditions
and there exist two constants δ < 0 < δ with ψ(x, δ) < σ 1/k k (S) < ψ(x, δ) for all x ∈ N.
(1.3)
For example, we may take S = g, and ψ(x, u) = f (x)e u , with f (x) > 0 any smooth positive function. We shall see that (1.2) is the condition for ellipticity, and (1.3) is the C 0 estimate. For equation (1.1) with 1 ≤ k ≤ n, we will prove Theorem 1. If S ∈ C ∞ , ψ ∈ C ∞ , and both (1.2) and (1.3) are satisfied, then there exists at least one solution u ∈ C ∞ (N) to (1.1) satisfying δ < u < δ.
In the beautiful paper, [Li90] , Yanyan Li proves the existence of a solution to the following equation on a compact Riemannian manifold σ 1/k k (∇ 2 u + I) = ψ(x, u) > 0, provided that N has non-negative sectional curvature. We would like to emphasize that because of the quadratic gradient terms in equation (1.1), we do not require any curvature assumption in our existence theorem. The main part of our proof is the derivation of an a priori C 2 estimate on solutions. The C 2,α estimate follows from the work of Evans [Eva82] , and Krylov [Kry83] for concave, uniformly elliptic equations. See also [GT83] for an excellent exposition of these results. From these estimates, we obtain the existence theorem by applying the degree theory for fully nonlinear second order elliptic equations developed by Yanyan Li in [Li89] .
We will also discuss the equations (1.1), when S ∈ Γ − k , the negative cone. By sending u to −u, we see that the negative case is equivalent to the positive cone case of the following equation In Section 7, we will show for ψ(x, u) = f (x)e u , the C 1 estimate still holds for this equation, but our method for obtaining the C 2 estimate does not work. We do not know if there exists a solution in this case.
Conformal Geometry
We would also like to point out that (1.1) has geometric origin in conformal geometry; see [Via00a] . Let (N, g) be a Riemannian manifold of dimension n ≥ 3, and we define
where Ric and R are the Ricci tensor and scalar curvature of the metric g, respectively.
We consider the curvature equation for metricsg in the conformal class of g. Notice that for k = 1, the trace, this is just the Yamabe equation.
If we letg = e −2u g, then the curvature equation (1.5) may be written as the partial differential equation (see [Via00c] )
where we have normalized the constant to be 1. This equation is conformally invariant; see [Via00b] .
k , the equation (1.6) does not satisfy (1.3), but our results here reduce the compactness question to obtaining a C 0 estimate on solutions. To this end, for the determinant case, we have the following. Let Ω = {g ∈ [g] : Ag ∈ Γ + n }, where [g] denotes the conformal class of g, and define the conformal invariant
where λ max (Ag) denotes the maximum eigenvalue of the curvature Ag on N, and D is the diameter of (N,g). If Ω is empty, then define σ([g]) = ∞.
Furthermore, the space of solutions of (1.8) is compact.
In Section 8 will show that, in this case, convexity yields a Harnack inequality for solutions which, together with a maximum principle argument, produces the necessary C 0 estimate. To show existence, we use a fixed point theorem of Berger ([Ber77] ), following an argument from the paper of Delanoë [Del81] . We will also give some examples of manifolds satisfying the condition σ([g]) < , and demonstrate that
, where (S n , g 0 ) is the n-sphere with the standard metric. Therefore Theorem 2 is analogous to the first step in the solution of the Yamabe problem: if the σ-invariant is strictly less than that of the sphere, one has existence of solutions and compactness of the space of solutions.
The case k = 1, the Yamabe Problem, has been solved by Aubin and Schoen (see [LP87] , [Sch89] ), and the proof of the C 0 estimate for the Yamabe equation in the locally conformally flat case, along with an brief outline of the proof in the general case, may be found in [Sch91] . Because of the conformal invariance of equation (1.6), it is reasonable to expect that we also have compactness for all k, 1 ≤ k ≤ n, if (N, g) is not conformally equivalent to (S n , g 0 ):
) is not conformally equivalent to S n with the standard metric, then the space of solutions is compact.
Again, the results in this paper reduce this compactness statement of this conjecture to obtaining C 0 estimates on solutions. The existence should then follow from a suitable topological argument. We mention that recently Chang, Gursky and Yang, have proved the conjecture for σ 2 in dimension 4 (see [CGY01] ).
Finally, if A g ∈ Γ − k , then writingg = e 2u g, and normalizing the constant, the equation (1.5) becomes
This is precisely equation (1.4) and, as mentioned above, from the results in Section 7, we have an a priori bound on the C 1 norm of any solution. We do not know if there exists an a priori C 2 bound for solutions of this equation.
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Ellipticity
In this section we will show that the equations (1.1) are elliptic at any solution.
Definition 2. Let A : V → V be a symmetric linear transformation where V is an n-dimensional inner product space. For 0 ≤ q ≤ n, the qth Newton transformation associated with A is
It is proved in [Rei73] that if A i j are the components of A with respect to some basis of V then 
The proof of this proposition is standard, and may be found in [CNS85] and [Gȧr59] . Note that by replacing A with −A, analogous statements hold for Γ − k . Note that the inequality (2.4) states that σ
Since N is compact, at a minimum of the solution u we have
with ∇ 2 u positive semidefinite. From Proposition 1, we then have, at the minimum point,∇ 2 u is in Γ + k . Therefore since the cones are connected, by continuity we have u is positive k-admissible. A similar argument holds in the negative k-admissible case.
Claim 1. If we make the conformal change of metricg = e −2u g, then for any function h,
where ∇ Proof. We have for the Christoffel symbols (see [Bes87] )
We let
From (2.3) and (2.6), we see that the linearization at the solution u in the direction h is given by
Since∇ 2 u is in Γ + k , from Proposition 1, we are done.
In this section, we present the necessary C 0 estimate which will be required in the existence proof. We will give the general argument, and then also an easier argument in the case that ψ(x, u) = f (x)e u . In order to apply the maximum principle, we need to rewrite the equation as follows. We let w = e u , and the equations (1.1) become
From Proposition 1, the first two terms together are in Γ + k . The last term is a nonnegative multiple of the identity, so again using Proposition 1, we are done.
Proposition 4. Suppose S ∈ C 0 , ψ ∈ C 1 , and both (1.2) and (1.3) are satisfied. Then any C 2 solution u of (1.1) with δ ≤ u ≤ δ satifies δ < u < δ.
Proof. Assume we have a solution u of (1.1), with δ ≤ u. We let
Then letting w = e u , the function w − e δ ≥ 0 satisfies
where L is a linear elliptic operator (this follows from Proposition 3, see [GT83] , Chapter 17), so by the maximum principle, we have e δ < w, that is, δ < u. The proof of the strict upper inequality is similar.
Remark. Why did we change to w = e u in the above argument? A computation similar to that of the proof of Proposition 3 shows that the original equation (1.1) is elliptic along the straight line path only if k ≤ n/2. We are just using a different straight line path in order to apply the maximum principle.
In the case that ψ(x, u) = f (x)e u , we present an alternative, more elementary derivation of the C 0 estimate.
If A is negative semi-definite, then
Note that from convexity of the cone Γ
is positive definite from Proposition 1. Therefore F (t) is nondecreasing, and F (0) = 0, so we have
The negative case is similar.
0 function, then there exist constants δ < 0 < δ depending only upon f , S and k, such that for any solution u(x) of (1.1), we have δ < u(x) < δ.
Proof. Since N is compact, at a minimum of the function u(x) we have
with ∇ 2 u(p) positive semidefinite. From the lemma we have
and certainly we can choose δ such that
Similarly, if the maximum of u(x) is at q ∈ N, we can choose δ such that
is satisfied, and u is a C 3 solution of (1.1) satisfying δ ≤ u(x) ≤ δ. Then there exists a constant C 1 depending only upon S, ψ, δ, δ, and k such that
We consider the following function
where φ : R → R is a function of the form
The constants c 1 , c 2 , and p will be chosen later. We will estimate the maximum value of the function h, and this will give us the gradient estimate. Since N is compact, and h is continuous, we suppose the maximum of h occurs and a point p ∈ N. We take a normal coordinate system (x 1 , . . . , x n ) at p. Then we have g ij (p) = δ ij , and Γ i jk (p) = 0, where g = g ij dx i dx j , and Γ i jk is the Christoffel symbol (see [Bes87] ).
Locally, we may write h as
In a neighborhood of p, differentiating h in the x i direction we have
Since in a normal coordinate system, the first derivatives of the metric vanish at p, and since p is a maximum for h, evaluating (4.1) at p, we have
Next we differentiate (4.1) in the x j direction. Since p is a maximum, ∂ j ∂ i h = h ij is negative semidefinite, and we get (at p)
Next we note that v j = u lj u l , and using (4.2), we have
Next we divide by ve φ(u) , sum with T k−1 (∇ 2 u) ij (which is positive definite and symmetric), and we have the inequality
since u li u lj is positive semidefinite, and we abbreviate
We will use equation (1.1) to replace the u ij term with lower order terms, and then differentiate equation (1.1) in order to replace the u lij term with lower order terms. Writing equation (1.1) with respect to our local coordinate system, we have
Note that the g lj term is present since we need to raise an index on the tensor before we apply σ 1/k k . For a symmetric matrix A , we have the formula (see [Rei73] )
Using this, and equation (4.4), we have at p,
Next we take m with 1 ≤ m ≤ n, and apply ∂ m to (4.4)
(4.6)
We evaluate the above expression at p, and we obtain
We then sum with u m , and using (4.2) we have the following formula
Substituting (4.5) and (4.8) into (4.3), we arrive at the inequality
Lemma 2. At p, in normal coordinates, we have
where R iljm are the components of the Riemann curvature tensor of g (see [Bes87] ).
Proof. The metric is parallel, so we have
Therefore we have, at p,
Using this, we have
Using the lemma, and collecting terms in (4.9), we arrive at
Now we will choose φ(s).
Lemma 3. Assume that δ < s < δ. Then we may choose constants c 1 , c 2 , and p depending only upon δ, and δ. so that φ(s) = c 1 (c 2 − s) p satisfies
Proof. We have
To satisfy (4.11) we need c 1 > 0, p > 0, and c 2 > s. So choose c 2 > δ. Next we have
Now choose
and p so large that
Then we have
With φ(s) chosen as above, we let
and
From the inequality (4.10), we have
where in this equation, and in what follows, C is a constant depending on δ, δ, and ψ.
Without loss of generality, assume that∇ 2 u is diagonal at p. Now if for some i, a diagonal entry of the matrix in parenthesis above satisfies
then we have the gradient bound. So we may assume that
for all i. From the inequality (4.13), we conclude that
Noting that
(see [Rei73] ) we deduce that Proof. The proof may be found in [Li90] .
Using this result, if k ≥ 2, we see that |λ| ≤ C, and since T k−1 is positive definite, this implies
Equation (4.14) then implies that
Note that in the case k = 1, we do not require the proposition since T ij 0 = δ ij , and therefore (4.14) gives the gradient bound.
C
2) is satisfied, u is a C 4 solution of (1.1) satisfying δ ≤ u(x) ≤ δ, and |∇u| < C 1 . Then there exists a constant C 2 depending only upon S, ψ, δ, δ, C 1 , and k such that
Let S(T N) denote the unit tangent bundle of N, and we consider the following function w : S(T N) → R, w(e p ) = (∇ 2 u + du ⊗ du + S)(e p , e p ).
Since S(T N) is compact, let w have a maximum at the vectorẽ p . We use normal coordinates at p, and by rotating, assume that the tensor is diagonal at p, and without loss of generality, we may assume thatẽ p = ∂/∂x 1 . We letw denote the function defined in a neighborhood of p
Differentiating in the ith coordinate direction, we obtaiñ
(5.1)
The functionw(x) has a maximum at p, so evaluating (5.1) at p, we obtain
Next we differentiate (5.1) in the x j direction. Since p is a maximum, ∂ j ∂ iw =w ij is negative semidefinite, and we get (at p)
We sum with T k−1 (∇ 2 u) ij (which is positive definite and symmetric), and we have the inequality
We will use (4.7) to replace the fifth term, and we will differentiate equation (1.1) twice to replace the first term.
We recall that the equation is
To simplify notation, write f = σ 1/k k . Differentiating once in the x 1 direction, we had (equation (4.6))
Differentiating twice, we obtain
Since σ 1/k k is concave in Γ + k , we have the inequality
From formula (4.6), we can expand the left hand side, and evaluate at p to get
From (5.2) we can replace terms of the form u 11i and we have
(5.5) Substituting (5.5) in (5.4), we have
(5.6) Next we will substitute inequality (5.6) into (5.3). Note that the fourth term on the right hand side of (5.6) will cancel the fourth term in (5.3). We also use equation (4.7) to replace the fifth term in (5.3). We have
Note that the boxed terms cancel. Using the bounds on lower order quantities, the above simplifies to
(5.7)
In this equation, and in what follows, C is a constant depending only on S, ψ, δ, δ, C 1 , and k. The next step is to rewrite the second derivative terms in terms of∇ 2 u. To further simplify notation, we letū ij = (∇ 2 u) ij . We have
Substituting this into (5.7), we obtain
Next we use the fact thatū ij is diagonal, and absorbing lower order terms we obtain
We estimate the first two terms on the right hand side
Since we are in the cone Γ + k , the trace is positive by Proposition 1, and sinceū 11 is the largest eigenvalue, we have
Therefore we obtain
Dividing byū 2 11 and using (4.15), we obtain
then we have the necessary eigenvalue bound. So we may assume that
and substitution into inequality (5.9) yields
Without loss of generality we may assume thatū 11 ≥ 1, and from the above inequality we obtain
which by Proposition 7 yields the eigenvalue bound in the case k ≥ 2. In the case k = 1, (5.9) already gives the eigenvalue estimate.
Existence
We now prove Theorem 1. The main tool will be the degree theory for fully nonlinear second order elliptic equations as developed in [Li89] . We consider for t ∈ [0, 1] the family of equations
where we abbreviate σ
. Note that at t = 0, the equation is
From the maximum principle, u = 0 is the unique solution.
Proposition 9. For any t ∈ [0, 1], any C 2 solution u t of (6.1) with δ ≤ u ≤ δ satifies δ < u < δ.
Proof. From assumption (1.3), we have
therefore the proof of Proposition 4 applies.
Proposition 10. Let t ∈ [0, 1], and uProof. We let f t = tσ
Then all of the estimates in the previous sections hold with σ 1/k k replaced by f t , and Γ + k replaced by Γ + k,t , and it is then not difficult to see that we can choose C independent of t, since the C 0 estimate holds uniformly.
The above estimate yields uniform ellipticity, and since our equation is convex with respect to the second derivative variables, by the work of Evans [Eva82] , and Krylov [Kry83] mentioned in the introduction, and standard elliptic theory, there exists a constant M independent of t such that
There are no solutions of the equation F t (u) = 0 on ∂O t , so the degree of F t is well-defined and independent of t. As mentioned above, there is a unique solution at t = 0. Furthermore, the linearization at u = 0 is invertible. Therefore
and since the degree is independent of t, we have
and we conclude that (1.1) has a solution in O 1 . Note that in the case ψ(x, u) = f (x)e u , we can avoid using degree theory since the linearization is invertible, and the existence follows by using the continuity method.
The negative cone equation
As mentioned in the introduction, the negative cone case of (1.1) is equivalent to the positive cone case of equation (1.4). We no longer necessarily have ellipticity along the straight line path for this equation (the proof of Proposition 3 does not work for this equation), so we just consider the equation
In this section we will show that we still have the C 0 and C 1 estimate for solutions of this equation. The proof Proposition 5 still works for this equation, so we have Proposition 11. Suppose S ∈ C 0 satisfies (1.2). Then there exist constants δ < 0 < δ depending only upon f and S, such that for any solution u(x) of (7.1), we have δ < u(x) < δ.
The C 1 estimate also holds, with appropriate modifications to the proof of Proposition 6.
Proposition 12. Suppose S ∈ C 1 , (1.2) is satisfied, and u is a C 3 solution of (7.1) satisfying δ ≤ u(x) ≤ δ. Then there exists a constant C 1 depending only upon S, ψ, δ, δ, and k such that
Proof. We consider the following function
The proof procedes exactly as before, but we end up with the following analogue of equation (4.10)
Lemma 4. Assume that δ < s < δ. Then we may choose constants c 1 , c 2 , and p depending only upon δ, and δ. so that φ(s) = c 1 (c 2 + s) p satisfies
Proof. This follows easily from Proposition 3.
From the inequality (7.2), we have
The proof then procedes exactly as before.
We note that our method above for obtaining the C 2 estimate fails for equation (7.1), since the dominating term in the inequality (5.8) now has the wrong sign.
Monge-Ampère equation in conformal geometry
In this section we restrict our attention to k = n, the determinant, and we consider more generally:
where S ∈ Γ + n is a positive definite symmetric tensor.
Proof of Theorem 2
We begin by proving a Harnack inequality for solutions of (8.1).
, then
where λ max (S) denotes the maximum eigenvalue of S on N and D is the diameter.
Proof. In order to prove this, it is convenient to write the equation (8.1) in slighty different form. Writing e u = v 2 , with v > 0, we see that v solves the equation
As seen in Section 2, we must have
and therefore since v > 0,
→ N be a unit speed minimal geodesic such that γ(0) = p and γ(d(p, q)) = q. Letting v denote the restriction of v to γ, we have
If we let h(t) = (v/w)(t), then it is easy to verify that h satisfies the inequality
for √ α · t < π/2. Integrating this, and using the boundary condition h ′ (0) = 0, we find that h ′ (t) > 0 for t > 0. Since h(0) = 1, we conclude that v(t) > w(t) as long as 0 < √ α · t < π/2. Evaluating this at the endpoint q, we have
which implies the stated inequality for u.
Proposition 14. Let u be a solution of (8.1), then there exist constants δ ≤ δ depending only upon g, S so that sup u > δ, and inf u < δ.
Proof. This follows from the proof of Proposition 5, but since we have e −2u instead of e u , the inequalities are reversed.
Combining Propositions 13 and 14, we obtain the C 0 estimate:
Theorem 3. Let u be a solution of (8.1). If
then there exist a constant C depending only upon g, S so that |u| ≤ C.
Next, using this a priori estimate, we give a fixed point argument to prove the existence of a solution to 8.1.
Lemma 5. If S ∈ Γ + n satisfies (8.6), and 0 < f (x) ∈ C ∞ (N) then the equation
admits a unique solution u ∈ C ∞ (N) where u = N u dvol g .
Proof.
We use the continuity method. For t ∈ [0, 1] we consider the equation
n }, we know from Section 2 that a solution necessarily lies in A 2,α t (N), and we claim that the map F t : A 2,α t (N) → C α (N) is locally invertible at a solution. From (2.7) above we see that the linearized operator is
whereg t = e −2ut g. The coefficient matrix T n−1 (∇ 2 u t ) is positive definite, but there is a slight difficulty due to the fact that the linearized operator is not formally self-adjoint. Nevertheless, it is still invertible. This was proved for Monge-Ampère equations in [Del81] , and the proof given there is applicable in this case. Local invertibility of F t follows from the implicit function theorem (see [GT83] ).
Let u t ∈ C 2,α (N) be a solution of (8.8). The matrix S t ≡ (1 − t)λ max (S)g + tS satifies the condition (8.6) for all t ∈ [0, 1], therefore we have that u t satisfies the Harnack inequality (8.2). Let q ∈ N be a point where u t attains a global minimum. We have
which implies u t < C. By also considering a maximum of u t , we obtain the estimate | u t | ≤ C. Combining this with the Harnack inequality, we obtain an a priori L ∞ estimate on u t , independent of t. From the work in Sections 4 and 5, and EvansKrylov, we obtain an a priori bound on the C 2,α norm of u t , independent of t for some α ∈ (0, 1). Standard elliptic theory gives a uniform bound on the C k,α norm for each k ≥ 3.
We consider the equation F 0 (u 0 ) = 0:
Let u 0 be any solution to (8.12). As before, by going to a maximum and minimum of u 0 , we find that e − u 0 = λ max (S). Then from the arithmetic-geometric inequality, we have λ max (S) = e − u 0 ≤ 1 n ∆u 0 + 2 − n 2n |∇u 0 | 2 + λ max (S).
We conclude that ∆u 0 ≥ 0, which implies u 0 = constant. The existence of a solution at t = 1 now follows from the continuity method. It remains to prove the uniqueness at t = 1. To see this, if we have 2 distinct solutions u 1 and v 1 at t = 1, we may run the continuity method in reverse. From uniqueness at t = 0, the paths we obtain must hit at some time t 0 ∈ [0, 1). But since the linearization is invertible at t 0 , this contradicts local invertibility. Proof. We will employ a fixed point argument using the existence and uniqueness of solutions to (8.7) in Lemma 5. For t ∈ [0, 1], α ∈ (0, 1), and u ∈ C 2,α (N), let u t = H(u, t) denote the unique solution in C 2,α (N) of the equation: det 1/n ∇ 2 u t + du t ⊗ du t − |∇u t | 2 2 g + tA g + (1 − t)λ max (A g )g = e −2tu e − ut (8.14)
It is easy to show that for each u ∈ C 2,α (N), the mapping H(u, t) : [0, 1] → C 2,α (N) is uniformly continuous in t, and we also claim that for each t ∈ [0, 1], H(u, t) : C 2,α (N) → C 2,α (N) is a compact operator. For a bounded subset of C 2,α (N), the right hand side is bounded in C 2,α (N). From the proof of Lemma 5, solutions are bounded in C 3,α (N). Since C 3,α ⊂ C 2,α is a compact embedding, the claim follows. We next show that for all t ∈ [0, 1], solutions of the equation u = H(u, t) satisfy an a priori bound u C 2,α (N ) < C. As in the proof of Lemma 5, we need only obtain an L ∞ estimate.
To this end, let u t ∈ C 2,α (N) be a fixed point H(u t , t) = u t , and q ∈ N be a point where u t attains a global minimum. Then we have at q, det 1/n (A g (q)) ≤ e − ut e −2tut(q) , which implies
for some constant C 1 , and we obtain the estimate (V ol(N) + 2t)inf u t ≤ C 1 .
Similary by considering a maximum of u t we obtain (V ol(N) + 2t)sup u t ≥ C 2 , for some constant C 2 . These estimates, coupled with the Harnack inequality in Proposition 8.2, imply the desired uniform L ∞ estimate. As already seen in the proof of Lemma 5, we have that H(u, 0) ≡ C for all u ∈ C 2,α , where C is some constant. We may then apply a fixed point theorem of Berger [Ber77, Theorem 5.4.14, page 270]:
Proposition 15. Let H(x, t) be a one-parameter family of compact operators defined on a Banach space X for t ∈ [0, 1], with H(x, t) uniformly continuous in t for fixed x ∈ X. Furthermore, suppose that every solution of x = H(x, t) for some t ∈ [0, 1], is contained in the fixed open ball σ = {x| x < M}. Then, assuming H(x, 0) ≡ 0, the compact operator H(x, 1) has a fixed point x ∈ Σ.
Letting X = C 2,α (N), we find a fixed point u ∈ C 2,α (N) at t = 1. Standard regularity theory then implies that u ∈ C ∞ (N). Adding a constant if necessary, we obtain a solution to (8.13).
To finish the proof of Theorem 2, if σ([g]) < . The existence of a conformal metricg with det(Ag) = 1 follows from Theorem 4, and the compactness of the space of such solutions was also demonstrated in the proof of Theorem 4. 
