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Abstract: The study presents a multi-layer genetic algorithm (GA) approach using correlation-based methods to facilitate 
damage determination for through-truss bridge structures. To begin, the structure’s damage-suspicious elements are 
divided into several groups. In the first GA layer, the damage is initially optimised for all groups using correlation objective 
function. In the second layer, the groups are combined to larger groups and the optimisation starts over at the normalised 
point of the first layer result. Then the identification process repeats until reaching the final layer where one group includes 
all structural elements and only minor optimisations are required to fine tune the final result. Several damage scenarios on 
a complicated through-truss bridge example are nominated to address the proposed approach’s effectiveness. Structural 
modal strain energy has been employed as the variable vector in the correlation function for damage determination. 
Simulations and comparison with the traditional single-layer optimisation shows that the proposed approach is efficient 
and feasible for complicated truss bridge structures when the measurement noise is taken into account. 
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1. INTRODUCTION 
Civil structures always serve a significant role in human society. Their malfunction or collapse due to 
inevitable causes, such as environmental corrosion, operating fatigue and natural disaster may likely 
lead to catastrophes in our lives or economy. From a structural engineering point of view, unrepaired 
damage can result in stress concentrations or yielding in structural components. The subsequent 
changes in load path may alter the structural behaviour from the original design. The necessity of 
detecting and repairing structural damage at its early stage has, therefore, drawn increasing academic 
literature addressing elaborate non-destructive testing and evaluation (NDT&E) techniques in 
engineering communities (Wang et al., 2001). Many scholars have proposed effective methods 
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capable of alarming the potential existence of structural damage given any abnormal phenomenon in 
routine dynamic measurement. It is, however, more difficult to further locate and quantify the damage 
directly through the use of modal data (Alampalli et al., 1997). 
Generally speaking, there are two types of damage determination techniques by means of modal 
testing: direct and inverse (or optimisation) methods. The direct methods utilise the change in modal 
measurement with certain algorithms to instantly detect structural damage with no iterative 
computation needed.  
Natural frequency is a direct and convenient property in modal testing activities which has attracted 
plentiful research. Biswas et al. (1990) concluded that changes in natural frequency were indicative of 
damage for a highway bridge. Juneja et al. (1997) proposed an optimal excitation force database along 
with frequency signature which successfully located damage for a truss structure. Kanazawa et al. 
(2006) tracked damage occurrence in multi-story buildings during light earthquake by comparing 
natural frequency change. An intrinsic restriction of looking at natural frequency is, however, poor 
sensitivity to multiple damage positions. This is because the same natural frequency disturbance can 
very likely happen as a result of assorted damage scenarios, unless the damage is severe and the 
natural frequency measurement is very accurate (Doebling et al., 1996).  
Mode shapes and their derivatives containing positional information of structural elements are also 
widely studied. West (1986) made one of the earliest attempts by applying modal assurance criterion 
(MAC) to monitor significant condition changes of a space shuttle component. The MAC index works 
on the assumption that the changes in modal vectors at the degrees-of-freedom (DOFs) near damage 
are comparatively larger than those far away from it. Later, Lieven and Ewins (1988) expanded this 
method to coordinate modal assurance criterion (COMAC) which was found to be more favourable in 
locating damage. Ndambi et al. (2002) evaluated the MAC and COMAC index on a concrete beam and 
confirmed that the former performed poorly whereas the latter showed good agreement with damage 
scenarios. Ratcliffe (1997) demonstrated an application of mode shape derivatives in a simple beam 
damage detection problem. There are two downsides of directly using mode shapes. Firstly, the mode 
shapes are more likely to be contaminated by noise than natural frequencies. Secondly, for practical 
large structures, the sensor limitation makes it hard to obtain complete and reliable higher mode data 
which are considered sensitive to reveal damage (Cempel et al., 1992). 
The second type of damage determination techniques regards the process as inverse problems, in 
which structural damage is identified via optimising the correlation between the modal parametric 
change in the experiment and theory, respectively. Such methods are implemented through evaluating 
the correlation of the measured parametric change with its counterpart in theory. If the two vectors 
have a correlation close to zero, they are deemed not correlated and the trial of another known 
damage case proceeds. The features of modal correlation have increasingly attracted academic 
interest during the past decades due to the fact that only moderate measurement (Messina et al., 1996) 
is required in practice. Cawley and Adams (1979), as pioneers, employed natural frequency 
correlation in damage identification for aluminium and carbon-fibre-reinforced plastic plates. Lew 
(1995) exploited a coherence-based method by means of the change in transfer functions to seek 
damage type and location. Messina et al. (1996) proposed damage localisation assurance criterion 
(DLAC) and found that if natural frequency change by damage could be normalised in percentage 
with regard to the baseline natural frequency, the DLAC method may have more accurate results. 
Later, Messina et al. (1998) included the sensitivity matrix of frequency to damage to obtain the 
analytical natural frequency change for multiple-damage cases called multiple damage location 
assurance criterion (MDLAC). Since the sensitivity matrix is featured with elemental information, it is 
able to accommodate multiple-damage cases. Similarly, other scholars use the change in mode shapes 
in correlation evaluation function to report structural damage. Shi et al. (2000) attempted the 
incomplete mode shape data in MDLAC method and demonstrated that the method is capable of 
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medium to a probing signal (Ramm, 2005) 
capturing damage locations with noise contamination. Koh and Dyke (2007) introduced a stacked 
mode shape correlation (SMSC) method with no sensitivity matrix needed and verified its use on a 
large flexible bridge structure. Guo and Li (2009) defined a two-stage approach with information 
fusion technique and micro-search genetic algorithm using both the natural frequency and mode 
shapes. Details of vibration-based approaches were presented by Sohn et al. (2004) and Wang et al. 
(2009). 
Genetic algorithm (GA) is a search heuristic inspired from the mechanism of biological evolution. It 
has been well-studied in the area of parametric optimisations for inverse problems. The strategy of the 
algorithm stands on the principle “survival of the fittest”. In structural identification problems, the 
performance of GA is primarily affected by complexity of the finite element (FE) model. For a real 
civil structure, obviously, the FE model must have an adequate number of elements and DOFs in 
order to fully describe the configuration and behaviour of the structure. For damage detection issues 
in such structures, it is not surprising that GA may take a long time to converge. Moreover, if more 
elements are included in the damage search pool it is also likely to see local optima occurring as the 
optimisation progresses. Consequently, there is a realistic demand for effective and efficient strategies 
aiming to facilitate the practical applications of the optimisation-based methods. 
The present study proposes a multi-layer genetic algorithm (ML-GA) assisting the inverse damage 
detection method. The idea of ML-GA is simple and straightforward. The structure’s 
damage-suspicious elements are initially divided into a few groups. In the first GA layer, the typical 
GA runs among each group and ends up with a preliminary identification result (best individual) with 
the last population preserved in each group. In the second layer, these groups are united to form larger 
groups and the optimisation starts over at the point of the last populations in the first layer. This 
identification process repeats towards the final layer where all structural elements are included in a 
single group. Only minor optimisations are then required for correction of the detection result.  
The ML-GA strategy has distinct advantages over the traditional algorithms. First, small size of the 
groups in the beginning layer(s) allows quick optimisations for each layer. Second, after these layer(s), 
a superior initial population will have been formed so the final convergence can be achieved much 
sooner with little effort. Third, it reduces the possibility of local optima from occurring comparing 
with the traditional single-layer GA. Lastly, conveying the parallel computing idea, ML-GA sees the 
optimisations of the groups in the same layer independent and this convenience allows multiple 
computing terminals to perform the detection task. To evaluate the proposed method, a complicated 
through-truss bridge model was designed and employed with nominated damage scenarios. The 
correlation coefficients of modal strain energy (MSE) are used in simulation analysis. In practical 
testing, the environment and equipment errors often contaminate the measurement data. These effects 
have been simulated in the current study with white Gaussian noise. Compared to traditional 
optimisation tools, the ML-GA strategy demonstrates pronounced effectiveness and efficiency in 
damage detection for a complicated truss bridge with significantly lesser computational resources. 
2. CONTEXT OF CORRELATION‐BASED METHODS 
2.1 General form of Correlation‐based Methods 
Correlation-based (or coherence-based) methods originated from the modal assurance criterion 
(MAC) developed by West (1986). Their rationale relies on correlation evaluation in the form of 
cosine similarity of two vectors: the first, called MPar , is the measured parametric change before and 
after actual damage occurrence of which the information is normally unknown a priori; the second, 
called TPar , is the opposite vector in theory for a trial known damage incident. If the theoretical 
change closely matches the measured change, i.e., TPar has a close correlation with MPar , the 
damage identification task completes; if it doesn’t, it is deemed no correlation between the two 
vectors and the optimisation continues to proceed. The general expression for this concept can be 
written as: 
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The damage detection, therefore, is executed by searching appropriate damage variables eventually 
leading to maximum correlation index. Initially, such correlation can only be applied for single 
damage scenarios since a particular parameter change only refers to a unique damage spot. To make 
the method suitable for multiple-damage location, some literature (Messina et al., 1998; Shi et al., 
2000; Wang et al., 2010a) has derived the sensitivity matrices of the modal parameters to damage and 
uses Eqn 2 to estimateδ TPar , which is given by: 
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where δα is the designed damage variable whose size depends on how many structural elements are 
going to be labelled as damage suspicious, N is the number of the interested structural elements, md is 
the number of modes being considered, S stores the sensitivity information of the considered modal 
parameter Par to damage.  
In the inverse methods, Corr. is set as the objective function and δα is the design variable to be 
optimised. Because the sensitivity matrix contains local information, it is able to accommodate 
multiple-damage conditions. Messina et al. (1998) and Shi et al. (2000) used natural frequencies and 
mode shapes, respectively, as the modal parameters in Eqn 1 for damage identification. Figure 1 
presents the schemetic flowchart of a typical correlation-based method. 
2.2 Correlation Coefficient using MSE 
MSE is acknowledged as sensitive variable to element location and has been widely used in 
investigating modal participation of structural elements (Lim and Kashangaki, 1994). Wang et al. 
(2010a) studied MSE as a correlation indicator, called modal strain energy correlation (MSEC) to 
identify damage for truss bridge structures where the MSE-to-damage sensitivity is derived. The 
damage analysis on a 2D truss bridge model verified the capacity and efficiency of the MSEC 
method. However, the occurrence of false alarms degraded the performance of the method when 
measurement noise was considered. Later, they improved the MSEC method by rendering the 
sensitivity matrix obsolete for the same truss model (Wang et al., 2010b). The direct MSE 
correlation equations are explained as below: 
    
2
MSE
( ) ( )
MDLAC
( ) ( ) ( ) ( )
T
T T
vec MSE vec MSE
vec MSE vec MSE vec MSE vec MSE

 
        (3) 
where  vec MSE and  δvec MSE are column-condensed vectors of the measured and theoretical 
MSE change, respectively and can be calculated by: 
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whereωi is the effectiveness factor for mode i which can be retrieved from the relevant reference. In 
Eqns 4 and 5, the condensed MSE change vectors have a length of N which enables the correlation 
production as well as maintains element location information. The MSEMDLAC is employed as the 
correlation index in the present study. 
3. MULTI‐LAYER GENETIC ALGORITHM (ML‐GA) 
In damage detection issues for large structures, correlation-based methods need to be powered by 
advanced optimisation algorithms suitable for solving nonlinear and multivariable problems. GA is a 
global stochastic search algorithm inspired by Darwin’s survival-of-the-fittest theory. It imitates the 
mechanism of repetitive biological evolution process, such as encoding, selection, crossover and 
mutation to solve complex problems without knowing the relationship between independent 
variable(s) and the objective function. 
3.1 Encoding 
In order to optimise modal correlation for damage detection, first, the solution (damage location) to 
the design problem (correlation index) needs to be encoded as a genetic string of genes known as an 
individual. Each individual has an assigned fitness value which can be determined by the objective 
function to be optimised. The classic GA employs binary encoding method that transforms the 
variables to a binary string of specific length. In this way, if we consider the damage information in 
percentage values, for instance, the binary gene 0100111 stands for the damage extent as 39% at a 
particular element. Although the binary encoding is efficient for finding the solutions in search space 
and has been applied for some real problems (Maity and Tripathy, 2005; Kim et al., 2007), it suffers 
from poor local performance near the optimal point (Yi et al., 2009). Therefore, real-coded GA 
(RCGA) is used in the current analysis. RCGA directly describes genes as real values in the 
optimisation process, thus the chromosome can keep the same size as the solution vector does. This 
means each gene may directly point to a particular item (damage position) in the solution vector. 
Based on this feature, RCGA is capable of searching a larger solution domain whereas it is difficult 
for binary-coded GA to perform, because the increase in solution domain results in a sacrifice in 
optimisation precision. 
3.2 Initial Population 
Then, GA generates an initial population of individuals from the interested search space and a 
point-by-point calculation is carried out. By comparing the objective function values, GA logs the 
fitness score for each individual included in the population and the fitness is an important criterion 
for ongoing evolution. For real structures, it is accepted that structural damage due to fatigue or bolt 
loosening is a gradual process and can reasonably be assumed to occur from a mild extent. In the 
present study, we consider the initial population range is 0,ε where ε denotes a very small positive 
number to accelerate the optimisation convergence and prevents local optima. 
3.3 Selection and Elitism 
When the fitness index is calculated for the initial population, fit individuals (best damage solutions) 
are selected as parents producing the offspring generation. Commonly, there are a few selection 
strategies available for GA, for example, stochastic uniform, remainder, roulette and tournament. 
Herein we use remainder to perform crossover. Since most selection strategies are stochastic, the unfit 
solutions still have a small probability of being chosen in order to keep population diversity and 
prevent local optima. To avoid extinction of superior genes the Elitism rule (Srinivas and Patnaik, 
1994) applies, accompanying the selection process to allow a few elite parents (high fitness value 
individuals) to survive with their children in the next generation. 
3.4 Crossover, Mutation and Migration 
The selected parent individuals then produce their children by implementing the crossover operator. 
The general form of crossover is one-point exchange. In damage detection application, this means 
two parents swap a part of their element positions (with extent) at a cutting point with a probability 
of the given crossover ratio. The cutting point is randomly chosen between the first and last gene of 
the parent individuals. There are also a small number of new individuals from the operators like 
mutation and migration. Mutation functions make small random changes in the individuals among 
the population to enable genetic diversity and a broader search space. If the population is divided 
into subpopulations, every so often, migration determines how and when the best individuals from 
one subpopulation can replace the worst in another subpopulation.  
To apply GA in a damage detection activity, the above process repeats over a number of 
generations until it converges to a desirable fitness value. Figure 2 shows the main procedures a typical 
GA operates. 
3.5 Working Principle of ML‐GA 
The effectiveness of typical correlation-based damage detection methods has been successfully 
verified through the simple truss or beam examples in references. The practical civil structure, 
however, has more complexity and the correlation-based methods may take prolonged time to 
converge. Even so, in a larger solution domain, these methods may fail due to local optima. To 
compensate this limit, we have proposed a multi-layer scheme for genetic algorithm in damage 
detection. ML-GA is manipulated by dividing the detection process into multiple layers. 
In the first layer, the interested solution domain is decomposed into small groups according to 
different structural components. For instance, the truss bridge structure may be grouped by upper 
cords, lower cords, struts, beams, vertical webs, diagonal webs and horizontal webs. The 
optimisation using designated correlation method is then simultaneously carried out in each of the 
groups with the assumption that there is no damage influence in the other groups. Comparing against 
the whole solution domain, each group maintains a significantly reduced population size in the 
optimising process and this feature enables efficient convergence to preliminary detection results. 
Although the groups do not necessarily have to employ the same optimisation settings, they must 
maintain identical population size in order to combine in the next layer. In the second layer, these 
groups combine to larger groups with the optimisation starting point inherited from the first layer’s 
convergence population. Since the fitness value of the best individual in the first layer groups vary, 
the following equation is developed to exclude such difference prior to implementing optimisation in 
this layer: 
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average fitness value in the same layer and d denotes the decaying constant. This procedure repeats 
until it ends up with the final layer where one group includes the whole suspected damaged elements 
and we only need minor optimisation effort to fine tune the ultimate detection outcome. Figure 3 
demonstrates the scheme of a three-layer ML-GA example. Owing to GA’s statistical feature, some 
positive or negative errors may happen and disturb the optimisation results. To avoid this 
unreliability, different group combinations may be used for the lower layer(s), i.e., group one may be 
combined with three instead of two to make a new group for next layer. Also, the whole ML-GA 
procedure, including the optimisations in each layer, is required to be independently repeated for a 
few times. 
Since ML-GA substantially reduces the optimisation space by introducing the grouping idea, it 
enables fast convergence and the possibility of parallel computation. More importantly, thanks to the 
smaller search space, ML-GA expects much less possibility of local optima than the traditional GA. 
Although manual operation of each layer needs more care and knowledge to monitor the 
optimisation process, the optimised starting point in each layer significantly catalyses the evolving 
process towards a final solution. In the next section, a scaled complex through-truss bridge was 
designed with nominated damage scenarios to evaluate the proposed method. 
4. SIMULATION VALIDATION: COMPLEX STEEL THROUGH TRUSS BRIDGE 
4.1 Description of Finite Element Modelling 
A physical through-truss bridge model has been designed and fabricated at Queensland University of 
Technology. In the present study, we have established a FE model of this truss bridge to verify the 
performance of the ML-GA strategy. The dimension of the bridge model, between node points, is 
8.55m long, 1.8m high and 0.9m wide as Figure 4 shows.  
Longitudinally (x-direction), the bridge model is jointed every 0.45m except at the end supports 
where 0.225m spacing applies. Vertically (z-direction), the joint intervals are 0.45m. The truss 
members are mild steel rolled/square hollow sections while the cross bracing members are mild steel 
flat bars. The suspended middle span connects to the cantilever arms via hangers pinned at the span’s 
upper and lower extremities where longitudinal translation is released. Table 1 details the modelling 
parameters. The FE model was established in ANSYS® Mechanical APDL (Release 12.0, ANSYS, 
Inc., Canonsburg, PA) and consists of 100 nodes, 70 bar elements (link-8) and 248 beam members 
(beam-188). Except where the main vertical frames are allowed to transfer moments, other 
superstructure elements are treated as truss members, transferring only axial forces. The following 
DOFs at the supports are restrained: uy, uz, rotx, rotz @ supports 1 and 4; ux, uy, uz, rotx, rotz @ 
supports 2 and 3. The matrices of mass, global stiffness and elemental stiffness were then extracted 
for damage optimisation.  
Figure 5 illustrates the representative mode shapes of the first six modes. From a dynamic 
perspective, the three-dimensional truss bridge model with a large number of DOFs behaves more 
complicated than the simple examples shown in other correlation-based damage detection studies 
(Messina et al., 1996; Messina et al., 1998; Shi et al., 2000 and Wang et al., 2010a), and makes 
structural damage difficult to identify. The main reason is that, for a massive-DOF system, small 
damage only generates minor change in dynamic characteristics and more computation efforts are 
consequently required to identify this slightly damaged element. In this truss bridge model, for 
instance, Figure 6 shows very minor change in the first mode shape if element 5 loses a quarter of 
stiffness. 
4.2 Damage Scenarios 
Figure 7 illustrates the element positions considered as damage in the study. In the single damage 
condition, two scenarios by different damage grade are simulated: (1) stiffness reduction of element 
5 by 25% (CASE_01a) and (2) 50% (CASE_01b), respectively. In the multiple-damage scenario 
(CASE_02) we consider that element 5 and 61 loses stiffness by 25% and 50%, respectively. For the 
sake of simplicity, the bracing truss members of the bridge model were excluded from suspicious 
elements. Thus there were 248 structural elements included in the solution space in the damage 
detection analysis. 
4.3 Noise Influence in Correlation‐based Methods 
Measurement noise most often fogs up the real change of dynamic characteristics during damage 
detection. It is more likely to happen when damage happens at a very early stage on a single (or few) 
element(s). To investigate how increasing measurement noise can affect the signal-to-noise ratio 
(SNR) of the correlation parameter, we compared the theoretical MSE change with noised MSE 
change, for the same damage cases with increasing noise levels. First, the noised mode shape as 
measurement output is simulated by: 
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i and i are the noised and theoretical mode shape vector for mode i, respectively. The 
noise part is made by dot (·) product of i , noise level ε (scalar) and a random number vector iR
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Here, MSE is calculated by the noised mode shape data for the same damage scenario as its 
theoretical counterpart,δMSE . Different extents of the damage on element 5 (the only damage 
position) and the first mode shape were considered. Figure 8(a) clearly shows that, if the damage is 
mild (25% extent or below), MSE change vector is sensitive to measurement noise and only 5% 
measurement noise would make the energy of noise and the energy of MSE change signal nearly 
equal (SNR=0dB). As damage magnitude augments, as expected, the influence of noise from 
measurement is gradually reduced which improves the possibility of damage capture. These 
observations agree with the results of damage simulations discussed in the next section. When an 
additional damage position (element 61) was added, the SNR curves in Figure 8(b) indicate that the 
MSE change is less susceptible to noise than the single damage case. As the magnitude of mode 
shape measurement noise rises, the damage extent also becomes less affected by SNR of MSE 
change. In other words, bearing the same SNR value of MSE change, the multiple-damage case may 
tolerate more environmental noise from measurement data than the single-damage case. In the 
present study, a uniform 5% white Gaussian noise was added to the theoretical mode shape data for all 
the scenarios. 
4.4 Simulation and Result Discussion 
According to the configuration of the structure, the truss elements of the truss bridge model are 
initially divided into seven groups in a three-layer GA structure, as Table 2 shows. GA optimisations 
were carried out by MATLAB® (R2009a, The MathWorks, Natick, MA) for all simulations. To 
allow adequate solution diversity in the search pool for every generation and maintain the least 
convergence time, the population size is set as 300. The probability fraction for crossover is 0.85 in 
that the simulations proved that the smaller crossover probability would significantly decelerate 
optimisation process. ‘Adaptive feasible’ is chosen as the mutation method which randomly 
generates adaptive directions towards the last successful or unsuccessful generation so that all 
damage extent (from 0 to 100%) can be presumably achieved by the mutated genes. The trial 
optimisations also suggested that it was optimal to have 13 generations as migration interval and four 
elites counted among each generation. The convergence tolerance is optimally set as1 8e in terms of 
the convergence time. The lower and upper bounds of the initial population and the descendant 
populations are set as 0;1 8e and 0;1.0 , respectively. Since genetic algorithms are of heuristic 
methods, the detection result for a particular damage scenario was averaged from five independent 
sessions in order to minimise the variance errors and fairly evaluate the proposed method. 
Figure 9(a) shows the final result of CASE_01a. Although 5% noise lowers the SNR, the ML-GA 
has successfully captured the damage in peak value. Because of the mild damage extent, some 
judgement errors existed in the final layer but whose extent is all less than half of the damage 
indicated in element 5. When the damage’s severity at the same position upgrades to 50%, Figure 9(b) 
gives a more convincing outcome with substantially reduced detection errors. This shows that, when 
damage becomes more severe, the correlation-based method can perform better.  
When it comes to the multiple-damage scenario, with additional damage occurring at element 61 
with 50% extent, the proposed method outperformed its detection for the single damage scenarios. In 
detail, Figure 10 shows the convergence results for each layer, accompanying the calculated penalty 
factors (d = 1.0). It is clear to see that the group containing the worst damage position (element 61) 
always dominates the optimisation in each layer. Such anticipation gives engineers prior knowledge 
of where the damage might be before the optimisation finally converges. Also, taking advantages of 
the results in the previous GA layers, the optimisation in the final layer only underwent 24 
generations to achieve convergence at a value of 0.9327 as Figure 11 demonstrates. In all the 
analyses, the relative damage extent has been successfully identified. Table 3 compares the 
performance of damage detection methods using ML-GA against the traditional GA in convergence 
efficiency. It is noted that if parallel computation had been adopted, ML-GA for each group in the 
lower layers would be simultaneously implemented and the total time elapsed in damage detection 
would reduce. 
5. CONCLUSIONS 
In this study, a multi-layer genetic algorithm is proposed to ease the application of a 
correlation-based damage detection method in complicated structures. Incorporated with a 
conventional finite-element through-truss bridge model, the proposed method assists the modal strain 
energy correlation to identify stiffness loss at the element level. Since the multi-layer idea 
substantially simplifies the search space in preliminary optimisations, the final convergence can be 
efficiently achieved after a few layers. The main advantages of ML-GA are that, (1) small size of the 
groups allows quicker optimisations for each layer; (2) in the final layer a superior initial population 
will have been formed so that only little effort is required to fine tune the detection outcome; (3) the 
multi-layer scheme reduces the possibility of local optima from occurring, comparing with the 
traditional single-layer GA and (4) conveying the parallel computing idea, ML-GA sees the 
optimisations of the groups in the same layer independent and this feature allows multiple computing 
terminals to perform the detection task. 
  The proposed method has been verified by the numerical analysis of a through-truss bridge model 
designed for damage detection purpose. The issue of the insensitivity of the global modal parameter 
to a minor damage has been addressed. Moreover, the influence of measurement noise to MSE 
change is compared in different damage scenarios. It is concluded that the correlation variable is 
more likely to be contaminated by measurement noise if damage is at a sole position and mild. 
Including white Gaussian noise, the single- and multiple-damage conditions are simulated by 
reducing the stiffness of two specific truss elements and the detail of how ML-GA progresses in the 
multiple-damage scenario is shown. Results indicate that the ML-GA strategy is able to detect the 
exact location and relative severity of the damaged elements in this complicated model. Compared 
against the traditional single-layer GA as an optimisation tool, ML-GA outperforms in efficiency and 
accuracy. There is no doubt that, due to the features of statistical algorithms, there might be a need to 
change the sequence of grouping in the lower layer(s) in order to minimise the impact of randomness 
and enhance the robustness of the method.  Future publications are expected to further demonstrate 
the merits of this method on experimental data of the physical model. 
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APPENDIX: FIGURES AND TABLES 
A.1 FIGURES 
 
Figure 1. Flowchart of correlation-based damage detection 
 
Figure 2. Flowchart of a typical genetic algorithm 
 
Figure 3. Evolutional scheme of a three-layer ML-GA 
 
 
Figure 4. Illustration of the steel through-truss bridge model 
 
 Figure 5. Modal analysis of the through-truss steel bridge structure (first 6 modes) 
 
 
Figure 6. Comparison of the mode shape amplitude (1st Mode) before/after a mild damage at 5th 
element 
 
 
Figure 7. Illustration of two simulated damage scenarios on the 3D truss bridge model 
 
 
Figure 8. Damage extent influence on curves of signal-to-noise ratio of MSE change vs. noise levels 
in mode shape measurement: (a) damage@ element 5; (b) damage@ elements 5 and 61 
 
 
(a) 
 
(b) 
Figure 9. Final layer results of correlation-based damage detection for single damage scenario with 5% 
noise: (a) CASE_01a; (b) CASE_01b 
 
 
Figure 10. Layer results of correlation-based damage detection for multiple-damage scenario with 5% 
noise: CASE_02 
 
 
Figure 11. Single-layer GA results of correlation-based damage detection for multiple-damage 
scenario with 5% noise: CASE_02 
 
 
 
 
A.2 TABLES 
Table 1. Structural parameters of through-truss bridge model 
Structural members Material Yield Stress
2 
(MPa) 
Section 
type 
Dimensions 
(mm) 
Mass density 
(kg/cm3) 
Young’s Modulus 
(GPa) 
Beam, 
Mild Steel 
350 rolled hollow 50×25×2.0 
7.85E3 200 
Upper Chord, 
Lower Chord, 
Verticals (exc. at supports), 
Diagonals, 
Horizontal web, 
Strut, 
350 square hollow 20×1.6 
Vertical (at supports), 350 square hollow 30×3.0 
Bracing elements 250 flat bar 20×3.0 
 
Table 2. Element grouping of the through-truss bridge in ML-GA 
 Structural components 
  Groups in   
Layer 1 Size  Layer 2 Size  Layer 3 Size 
1 Beam G1(1) 21 
G1(2) 79 
G1(3) 248 
2 Verticals G2(1) 58 
3 Lower cords G3(1) 40 
G2(2) 80 
4 Upper cords G4(1) 40 
5 Horizontal web G5(1) 8 
G3(2) 89 6 Struts G6
(1) 29 
7 Diagonals G7(1) 52 
 
Table 3. Computational performance comparison of ML-GA and traditional GA on CASE_02 
 No. of GA generation 
Total Time 
elapsed (sec) 
Final converged 
fitness 
Detection 
result 
Traditional GA 127 41,065 0.937 
61st identified 
with many 
false alarms 
ML-GA 
layer 1 layer 2 layer 3 
108,176 0.933 
5th and 61st 
identified 25* 26* 24* 
* The average number of GA generations among groups in each layer for ML-GA was used for comparison. 
                                                          
2 For more details, refer to ONESTEEL MARKET MILLS (2004) 
