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ABSTRACT

AUGMENTING BENTHIC HABITAT MAPPING WITH LOW-COST IMAGERY: AN
APPLICATION OF THE COASTAL AND MARINE ECOLOGICAL CLASSIFICATION
STANDARD (CMECS)

August 2021

Sean V. Terrill, B.S., University of Massachusetts Amherst
M.S., University of Massachusetts Boston

Directed by Research Faculty Mark Borrelli

One of the first steps of ecosystem-based management should be to classify and map
habitats. The Coastal and Marine Ecological Classification Standard (CMECS) was adopted
by the federal government to standardize habitat classification in coastal U.S. waters.
CMECS provides a hierarchal framework to define and interpret benthic habitats and
biotopes but does not prescribe specific sampling methods to adopt. Imagery techniques have
been utilized for many decades in benthic ecology but have rarely been employed in habitat
classification using CMECS. Furthermore, no study to date has quantitatively examined the
benefit of incorporating benthic imagery into the classification of biotopes using CMECS.
The objective of this study is to describe the study site, a roughly 1 km2 near-shore, subtidal
area at Herring Cove in Provincetown, MA, with CMECS, and to quantify the benefit of
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augmenting benthic habitat classification with low-cost imagery. A benthic habitat survey of
the study area in October 2017 included grab sampling for grain-size analysis and
invertebrate taxonomy, benthic imagery, and water quality sampling at 24 sampling stations,
as well as acoustic mapping of the study area. Multivariate statistical analyses were
conducted to classify biotic communities and link environmental and biological data to
classify biotopes. Results showed that benthic imagery improved the accuracy of the
Substrate Component classification by providing information on coarse gravel substrates that
is lost using traditional grain-size analysis. Benthic imagery improved the resolution of the
Biotic Component classification by providing information on benthic macroalgal
communities and ecological context for the classification of epifaunal communities. Percent
cover of submerged aquatic vegetation (collected using benthic imagery) explained the most
variation in benthic invertebrate community structure and improved the accuracy and
ecological relevance of the classification of biotopes. Furthermore, benthic imagery provided
insights to environmental gradients, associated with biotope structure, that would have not
been evident otherwise. These findings imply that the incorporation of low-cost benthic
imagery is warranted in coastal benthic biotope classification and mapping studies and
should be regularly adopted. This study has implications for coastal benthic ecologists
classifying benthic habitats within the CMECS framework.
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CHAPTER 1
INTRODUCTION

1.1 Marine Habitat Classification
Marine habitat classification is an area of research concerned with describing discrete
habitat types over a defined spatial scale based on geological and biological aspects of the
environment (McDougall et al. 2007). The purpose of habitat classification is to establish a
common language through which information regarding specific habitats can be
communicated and managed cohesively (McDougall et al. 2007). Indeed, accurate
descriptions of marine habitats are an integral part of marine management (Baker and Harris
2012), and the need for marine habitat classification is growing (FDGC 2012). For example,
one of the first steps in ecosystem-based management should be to characterize and classify
the habitat features of the ecosystem (Cogan et al. 2009). However, adequately classifying
habitats is challenging since they are composed of gradients of individual components (e.g.,
sand, gravel, submerged aquatic vegetation) and are temporally dynamic (Sebens 1991;
Legare and Mace 2017). Consequently, habitat descriptions may vary based on temporal and
spatial resolution as well as the methodology of data collection (Diaz et al. 2004; Sköld et al.
2018; Legare et al. 2020).
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1.2 Benthic Habitat
In the simplest terms, habitat is a place where a plant or animal is repeatedly found
(Diaz et al. 2004). More specifically, a benthic habitat is a physically distinct area of the
seafloor distinguished by its abiotic (e.g., substrate composition, topography, light,
temperature, salinity, wave energy, etc.) and biotic (e.g., structure forming biota, organic
matter, etc.) characteristics, operating at particular, but dynamic, spatial and temporal scales
(ICES 2006; Harris and Baker 2012; Legare et al. 2020; Mittermayr et al. 2020a).
Traditionally, benthic habitat has been considered synonymous with the bottom sediment or
substrate type, but Diaz et al. (2004) point out that substrate becomes habitat only when the
biological tolerances and life strategies of specified organisms are introduced. Thus, any
physical characteristic or process influencing the seafloor that has an impact on species’
tolerances and preferences (e.g., water quality, salinity, current regimes, etc.) is important,
and emphasizes the biological-physical coupling of habitat (Diaz et al. 2004).
Habitat refers to the physical area occupied by a species or group of species, but
habitat can also be created or modified by species or groups of species called ecosystem
engineers (e.g., corals, oysters, eelgrass, tube-forming worms, etc.), which can alter the
physical structure of an area and its ecological function (ICES 2006; Legare et al. 2020).
Habitats that are created by benthic organisms tend to have high ecological value (Diaz et al.
2004). For example, seagrass or coral located on a sand flat would function as seagrass or
coral reef habitat, respectively, even though the substrate is predominantly sandy (Diaz et al.
2004). It is known that the physical components of a habitat are associated with the species
present (e.g., Smith et al. 2015; Kaskela et al. 2017; Mittermayr et al. 2020a; Mittermayr et
2

al. 2020b; Zajac et al. 2020), thus, the term biotope is used to refer to both the physical
habitat and its distinctive assemblage of conspicuous species that are consistently associated
with it (Olenin and Ducrotoy 2006). In this way, the term connects the physical habitat with
its repeatedly associated species together as one unit.
It is important to classify, map, and protect benthic habitats because they are
inextricably linked to the greater ecosystems in which they reside through the dynamic
exchanges of energy, mass, and nutrients between benthic and pelagic habitats (Griffiths et
al. 2017). These physical exchanges (collectively termed “benthic-pelagic coupling”) are
manifested in ecological processes such as pelagic predation on benthic fauna, ontogenetic
use of benthic habitats by pelagic organisms, diel and seasonal migrations to and from the
benthos, nutrient-cycling effects of bioturbation and bio-irrigation, and filter feeding by
benthic organisms (Griffiths et al. 2017). Thus, the temporal and spatial arrangement of
benthic habitats, and the resulting benthic-pelagic coupling, shapes coastal and estuarine
ecosystems and the ecosystem services they provide (Griffiths et al. 2017).

1.3 Tools and Technologies Used in Benthic Habitat Classification and Mapping
While habitat classification is useful in defining distinct habitat types, habitat
mapping can be used to spatially illustrate habitat distributions (McDougall et al. 2007).
Management of benthic resources has become a global scientific focus (Anderson et al.
2007), and mapping benthic habitats provides a reference from which future changes can be
measured (Gaglioti et al. 2020; Legare et al. 2020). Furthermore, benthic habitat maps are
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critical for supporting marine spatial planning, generating knowledge of benthic ecosystems,
and conducting natural resource assessments (Harris and Baker 2012).
Benthic habitats are classified and mapped using a plethora of tools and technologies.
Diaz et al. (2004) point out that there is no universal definition of benthic habitat mapping,
primarily due to the remarkably wide variety of equipment and survey techniques that have
been developed for characterizing the seafloor. Thus, determining the optimal combination of
technologies to utilize in a survey is a continued challenge (Harris and Baker 2012), and
depends on the objectives, scale, and desired resolution of a project (Diaz et al. 2004). There
are four broad groups of tools and technologies commonly used in habitat mapping: acoustic
imagery (i.e., sonar), water quality sampling, visual imagery, and physical in situ sampling
(Harris and Baker 2012). The following descriptions are not meant to be comprehensive or
exhaustive and will briefly outline only tools and technologies relevant to this study and
those that are similar in their objectives (e.g., Legare et al. 2020; Mittermayr et al. 2020b).
Sonar detection technologies consist primarily of multibeam echosounders (MBES)
for collecting swath bathymetry and reflectivity backscatter as well as sidescan sonar for
measuring intensity backscatter. Multibeam echosounders use a transmitter to emit pulses of
sound in the direction of the seafloor and measure the length of time it takes to return to a
receiver. Using the localized speed of sound through seawater, the depth and topography of
the seafloor can be mapped. By utilizing an array of transmitters and receivers, a large swath
of the seafloor can be surveyed at once, hence swath bathymetry (NOAA 2015). Swath
bathymetry can provide information on water depth, seafloor topography, and the
geomorphic features of the seafloor (Harris and Baker 2012). Sidescan sonar sensors operate
4

by emitting a fan-shaped beam of high-frequency sound at the seafloor and measuring the
intensity of the returning signal, or backscatter, to form an acoustic image of the seafloor
(Dondurur 2018). The intensity of the backscatter is a function of the density of the substrate.
Strong backscatter signals typically represent hard substrates such as bedrock, boulder, and
cobble, while weak signals typically represent softer substrates such as sand or mud (Lurton
and Lamarche 2015). By distinguishing between different intensities of return signals,
sidescan sonar allows objects on the seafloor to be identified (e.g., mud, sand, seagrass,
derelict fishing gear, etc.) and mapped (Lurton and Lamarche 2015).
Water quality sampling consists of surveying the physical and chemical properties of
seawater, which can be measured with a multiparameter water quality probe. Multimeters are
capable of collecting important water quality information such as conductivity (used to
estimate salinity), potential hydrogen (pH), dissolved oxygen (DO), and temperature. Water
quality parameters provide information on ecosystem health and habitat characteristics and
are important to collect for benthic habitat mapping because they can influence the
composition and structure of benthic communities (U.S. EPA 2001).
Visual imagery refers to underwater videography and photography. Benthic imagery
(i.e., visual imagery of the seafloor) allows for the collection of in situ, non-destructive,
representative, and replicable samples (Smith and Rumohr 2013). Imaging equipment may be
carried directly by divers (e.g., Kingon 2018) or attached to carrying platforms on dropframes (e.g., SMAST drop camera [Bethoney and Stokesbury 2018]), human occupied
vehicles (HOVs; e.g., WHOI HOV Alvin), remotely operated vehicles (ROVs; e.g., NOAA
ROV Deep Discover), towed sleds (e.g., Guarinello and Carey 2020), or sampling gear (e.g.,
5

the USGS Seabed Observation and Sampling System [SEABOSS]; Zajac et al. 2020). By
directly observing the seafloor geology, flora, and fauna, benthic imagery allows for rapid
characterization and provides a visual reference from which to monitor future changes
(Harris and Baker 2012). For the different uses of benthic imagery, and the metrics they can
provide, see Section 1.5.
To build a more complete understanding of benthic habitat, all aforementioned data
can be correlated with physical samples obtained from the seafloor (Harris and Baker 2012).
Sediment characteristics such as grain-size statistics as well as infaunal taxonomy can be
accurately determined from direct samples (Harris and Baker 2012). There are hundreds of
different seafloor sampling devices (e.g., trawls, corers, box corers, dredges, etc.; Eleftheriou
and Moore 2013), but the type most relevant to this thesis is the grab sampler. Benthic grab
samplers are used to collect surficial substrate, typically from the top 10 cm of the seafloor
(Eleftheriou and Moore 2013). There are many different types of grab samplers (e.g.,
Peterson, Van Veen, Ponar, Smith-McIntyre, Day, and Hamon grab samplers), which differ
in the mechanical means by which they collect substrate and the volume of substrate
collected (Eleftheriou and Moore 2013). The Peterson grab is the original grab sampler from
which modifications and improvements have been made (Eleftheriou and Moore 2013). It
consists of two metal buckets, connected by a hinge, that are lowered to the seafloor by a
rope or wire, that close to collect substrate (Eleftheriou and Moore 2013). Improvements
such as a metal framework to keep the grab level and longer hinge-arms to increase leverage
for closing the buckets have advanced benthic grab sampling. The surface area of substrate
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collected ranges from 0.04 m2 (e.g., Young-modified Van Veen grab) up to 0.55 m2
(Campbell grab).

1.4 Coastal and Marine Ecological Classification Standard (CMECS)
Due to the importance of coastal marine benthic habitats, the clear need for
classifying benthic habitats, and the sheer breadth of technologies available for mapping
benthic habitats, it is apparent that a standardized system of classification and mapping is
necessary. A standardized system is beneficial to the comparison of habitat information that
varies temporally and spatially. For example, tracking habitats and resources over time is
more efficient when managers and researchers are identifying habitats in the same way each
year. Likewise, large-scale changes to habitat type, habitat quality, or resource-use become
easier to identify and manage when local sites can combine their data for regional analyses
(McDougall et al. 2007). Furthermore, a standardized system of classification and mapping
allows for the efficient and effective communication of findings among agencies,
jurisdictions, regions, and studies (McDougall et al. 2007).
There have been numerous coastal marine habitat classification schemes used
throughout the world (see Ball et al. 2006; McDougall et al. 2007). Recently, many countries
and regions have synthesized disparate classification schemes from their country or region
into a standardized system, including the United Kingdom (Connor et al. 2004), Europe
(Davies et al. 2004), and Australia (Commonwealth of Australia 2005). In the U.S., a variety
of classification schemes have been used but are typically focused on a specific region or
research question (McDougall et al. 2007; Kingon 2018). Consequently, in August of 2012
7

the Coastal Marine and Estuarine Classification Standard (CMECS) was approved by the
Federal Geographic Data Committee (FGDC) as a federal standard (FDGC 2012). The
function of CMECS is to provide a framework for the synthesis of physical, biological, and
chemical data to define and interpret costal marine habitats and ecosystems in a standardized
way, throughout U.S. waters (FDGC 2012).

Figure 1. CMECS Framework

A diagram depicting the hierarchical structure of the CMECS framework and how the
components interact to result in the description of biotopes (FDGC 2012).
8

At its core, CMECS is a catalog of terms that provide a means of classifying
ecological units using a standardized format (FDGC 2012). CMECS is structured
hierarchically, in which classification begins with the broadest systems (e.g., marine,
estuarine, and lacustrine) and narrows in focus to the most detailed physical and biological
features of a specific habitat type (e.g., biotope; see Figure 1). It is made up of six elements
to represent different aspects of a seascape: two settings and four components. The aquatic
and biogeographic settings provide broad-based context, through which the coastal and
marine world can be partitioned (FDGC 2012). Biogeographic setting takes into
consideration the fact that biological communities vary with latitude and longitude, and is
described by three hierarchical levels: realms, provinces, and ecoregions (FDGC 2012).
Realms, the broadest unit, are divided into provinces, which are divided into ecoregions
based on climate, location, and evolutionary history (FDGC 2012). Aquatic setting provides
the context for all finer CMECS components and is also described by three hierarchical
levels: system, subsystem, and tidal zone (FDGC 2012). Its main purpose is to distinguish
between oceans, estuaries, and lakes; deep and shallow waters; and submerged and intertidal
environments, within which more refined classification can be organized (FDGC 2012).
The four components of CMECS that provide specific tools for describing sampling
sites are the Water Column Component, Geoform Component, Substrate Component, and
Biotic Component. The Water Column Component describes the water column environment
of estuaries and oceans. It is designed to accommodate a high degree of spatio-temporal
variability, typical of water characteristics (FDGC 2012). The geomorphology of an area is
described by the Geoform Component. This component captures the geological context and
9

the associated features of the seascape. The Substrate Component is defined as the non-living
materials that form the seafloor, and can be composed of geologic, biological, or
anthropogenic substances. It is a characterization of the composition and particle-size of the
surficial layer of sediment (FDGC 2012). Finally, the Biotic Component describes the living
organisms inhabiting the seafloor (and/or water column). The lowest classification within the
Biotic Component is the biotic community, which is a repeatable group of species that is
relatively uniform in structure and species composition (Olenin and Ducrotoy 2006; FDGC
2012). The association of biotic communities with repeating characteristics of the water
column, geoform, and substrate, represented in their respectful CMECS components, results
in the description of biotopes (FDGC 2012).
The scale and resolution of ecological classifications are a direct result of the
methodologies employed in data collection and interpretation (Brown et al. 2011).
Importantly, CMECS does not prescribe a particular methodology to be employed but instead
leaves investigators to determine the types of data to be collected and how best to do so with
the resources they have available (FDGC 2012). Therefore, CEMCS can be applicable on
spatial scales of less than one square meter to thousands of square kilometers (FDGC 2012).
The resolution of benthic habitat classification is dictated by both the scale of the project and
the tools and resources available (Brown et al. 2011). In theory, with endless resources even
large areas can be mapped to a high resolution, but in practice the resolution of habitat
classification is constrained by budget, time, and technology. Classifying a large spatial
extent will typically yield low resolution classifications, while mapping a small spatial extent
will typically yield high resolution classifications (Smith et al. 2015; Mittermayr et al.
10

2020a). Optimizing the resolution of habitat classifications with limited available resources is
important because, as FDGC (2012) make clear, it is essential that new and existing data be
used to their fullest extent.

1.5 Benthic Imagery
Benthic imagery has been utilized in marine science for many decades as an
alternative to the traditional “kill ‘em and count ‘em” method associated with benthic
ecology (Solan et al. 2003). The first remotely operated deep-sea camera was developed by
researchers at Woods Hole Oceanographic Institute in the 1930s (Ewing et al. 1946).
Scientists began linking physical samples with video imagery by the 1960s (Solan et al.
2003). For example, Menzies et al. (1963) combined benthic grab samples with video footage
and Rowe (1968) combined benthic trawl surveys with video transects. By the 1970s
researchers began to use benthic imagery as a means of surveying large areas in sensitive
environments (Solan et al. 2003). For example, Dayton et al. (1974) used video and photo
transects to study the ecology of sponge communities in coastal Antarctica. Around the same
time scientists began to ask questions about the ecology of benthic infauna with imagery,
which was considered unrealistic before (Solan et al. 2003). Rhoads and Young (1970)
developed a camera system that allowed them to take sub-surface sediment profile images
(SPIs), a technique that is still used today to collect information on bio-irrigation and other
sediment properties (e.g., Mestdagh et al. 2020).
Decreasing costs of high-resolution cameras and data storage have made benthic
imagery more practical today than it has been in the past (Bethoney and Stokesbury 2018).
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The use of benthic imagery presents many opportunities as a sampling technique, and
consequently, is used in a wide variety of applications in benthic ecology (Durden et al.
2016). First, benthic imagery can be employed as a sampling method in areas where
traditional sampling methods are not feasible or justifiable. Hard-bottom environments such
as cobble reefs (Beisiegel et al. 2017; Guarinello and Carey 2020), artificial reefs (Jimenez et
al. 2017), or Crepidula reefs (Hubbard et al. 2018) make the use of traditional benthic
sampling techniques difficult to infeasible. However, as Beisiegel et al. (2017) point out,
these hard-bottom environments are often more structurally complex and heterogeneous with
smaller spatial scale variability than surrounding soft-bottom areas. Guarinello and Carey
(2020) utilize MBES bathymetry along with ground-truthing video transects and still
photography to map hard-bottom moraine deposits within the Block Island Wind Farm preand post-construction. These hard-bottom moraine deposits are impractical to sample with
traditional grab sampling and are habitats of concern to the National Oceanic and
Atmospheric Administration (NOAA) due to their critical role in the life history cycle of the
American lobster (Homarus americanus), Atlantic cod (Gadus morhua), and longfin inshore
squid (Doryteuthis pealeii; Guarinello and Carey 2020). The authors found that the video
imagery data served as an effective ground truth to the MBES data, while the plan-view still
photography data was instrumental in evaluating physical and biological relationships, such
as the association of macrobiotic cover with coarse sediments (Guarinello and Carey 2020).
The combination of acoustic and benthic imagery techniques is now highlighted as the
recommended method for assessing seafloor habitats for offshore wind development
(Guarinello and Carey 2020).
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Second, due to its non-destructive and minimally invasive nature, benthic imagery
can be used to collect data on sensitive benthic habitats such as coral reefs (Neal et al. 2015;
Hatcher et al. 2020; Mohamed et al. 2020) or habitats with slow development and recovery
times such as the coastal benthos in high latitudes (Smith et al. 2015). For example, Smith et
al. (2015) combined the use of MBES and sidescan sonar with video transects to map the
benthic habitats in a nearly 50 km2 study area in coastal Antarctica. The researchers opted for
the use of non-destructive sampling techniques because the benthic assemblages in the study
area develop at rates many times slower than those in lower latitudes (Bowden 2005; Smith
et al. 2015). The researchers were able to characterize different benthic habitats and
associated epifaunal assemblages throughout a large study area without compromising any
benthic habitat (Smith et al. 2015).
Third, benthic imagery can be used to collect data on the benthic environment over
large areas (e.g., Stokesbury and Bethoney 2020; Zajac et al. 2020). For example, Stokesbury
and Bethoney (2020) used a drop camera system to estimate the number and size of scallops,
as well as the distribution of their reproductive potential, over approximately 70,000 km2 of
the northeastern U.S. continental shelf between 2016 to 2018. A population survey of this
extent, within the same timeframe, would not be possible using traditional benthic trawl or
net sampling methods and would result in an added disturbance to the survey area
(Stokesbury 2002). Furthermore, the image-based sampling technique provides a direct
measure of absolute abundance of scallops (since they reside on the surface of the seafloor)
rather than a semi-quantitative measure such as those provided by dredge samples. Sampling
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stations can be revisited and compared over time as minimal disturbance is caused by
sampling with benthic imagery (Stokesbury 2002; Bethoney and Stokesbury 2018).
Fourth, incorporating benthic imagery into traditional sampling can reveal patterns
that would not otherwise be noticeable. For example, using towed video transects
surrounding physical samples, Hubbard et al. (2018) found that there were statistically more
black seabass recruits within Crepidula reef habitats than in nearby sandy habitats in
Buzzards Bay. Because grab samplers are incapable of reliably sampling black seabass
recruits this would not have been observed without the use of imagery (Hubbard et al. 2018).
Like all ecological sampling techniques, benthic imagery has its shortcomings. When
used independently of physical sampling, imagery techniques are associated with a loss of
taxonomic resolution as compared to traditional grab sampling (Beisiegel et al. 2017).
However, when physical sampling is infeasible or unethical, benthic imagery can, at a
minimum, provide useful information on important geologic or biogenic habitat (Beisiegel et
al. 2017). Furthermore, if infaunal analysis is the goal of a study, coupling physical samples
with benthic imagery is an effective way to maximize the output of information from a
survey (Beisiegel et al. 2017). For example, by using the United States Geological Survey
(USGS) SEABOSS system, which is equipped with both a grab sampler and imagery
equipment, Zajac et al. (2020) were able to combine physical samples, still photography, and
video transects to map the benthic habitats in a nearly 500 km2 study area in Long Island
Sound. By using this type of sampling system, both infaunal and epifaunal communities were
sampled and acoustic data were ground truthed to a greater extent increasing the resolution of
both the biotic and abiotic descriptions of the seafloor environment.
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Although it is not highly pertinent to this thesis, it is worth noting that the use of
imagery in benthic ecology will likely increase over time as new imagery technologies are
developed. For example, a recent technology that is being incorporated into coral reef
ecology and has potential to be widely applicable in benthic ecology as a whole, is the
production of high resolution (millimeter to centimeter scale) 3-dimensional habitat maps
using Structure-from-Motion (SfM) photogrammetry (Hatcher et al. 2020; Mohamed et al.
2020). One of the main benefits of underwater SfM is the incorporation of color into the final
map products, which allow for the identification of benthic substrates and a diversity of
marine species (Hatcher et al. 2020).
Although benthic imagery has been used for many decades (Solan et al. 2003), it has
only been incorporated into benthic habitat classification in a handful of published studies
that used CMECS (Stolt et al. 2011; Ackerman et al. 2015; Bassett et al. 2017; Etnoyer et al.
2018; Kingon 2018; Mittermayr et al. 2020a; Mittermayr et al. 2020b). Bassett et al. (2017)
and Etnoyer et al. (2018) used video footage from ROVs to characterize and map benthic
habitats in the deep sea with CMECS; Kingon (2018) used diver-operated video transects to
describe shallow coastal habitat with CMECS; and Stolt et al. (2011), Ackerman et al.
(2015), Mittermayr et al. (2020a), and Mittermayr et al. (2020b) incorporated video and still
imagery into traditional sampling methods to characterize coastal habitats with CMECS. At
this time, no study has attempted to quantify the benefit of using imagery to describe benthic
habitats within the CMECS framework.

15

1.6 Study Objectives
The objectives of this study are two-fold: (1) to quantify the benefit of augmenting
traditional benthic habitat classification and mapping with low-cost benthic imagery within
the CMECS framework and (2) to classify and map benthic habitats within the study area
using CMECS. The results of this study could have implications for researchers mapping
coastal benthic habitats with CMECS on limited budgets or without access to expensive
camera systems.
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CHAPTER 2
METHODS

2.1 Study Area
Cape Cod is a peninsula extending approximately 100 km from southeastern
Massachusetts into the Atlantic Ocean (Figure 2). Provincetown is located at the
northernmost tip of Cape Cod. Herring Cove is located between Race Point and Wood End in
Provincetown and is a partially sheltered environment due its fetch-limited, southwest
orientation towards Cape Cod Bay. Herring Cove is dominated by subtidal sand flats and
banks, comprised of coarse sand (D50 ranging between 1.2 – 2.1 mm within the study area),
with interspersed gravel reefs. The offshore extent of the flats is a steep slope, in which
depths quickly drop off from 10 to 45 m (Borrelli et al. 2019). Herring Cove experiences
similar tides to Provincetown Harbor. The mean tidal range is 2.8 m with a spring tidal range
of 3.1 m (http://tidesandcurrents.noaa.gov/). The study area is located within the flats of
Herring Cove, which is managed by the Cape Cod National Seashore.
The present study is part of a larger before-after-control-impact (BACI) study being
conducted by the Center for Coastal Studies, investigating the effects of hydraulic clam
dredging on benthic invertebrate communities and sediment transport in Herring Cove. The
sampling stations and field data collected from the pre-disturbance “baseline” surveys were
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used for this Thesis. Because the larger disturbance study utilized a BACI design, a stratified
random sampling scheme was designed using ArcMap v.10.7 prior to sampling. Six strata,
consisting of 3 “inshore” and 3 “offshore” rectangles, were arranged parallel to shore to
allow the random sampling locations to be dispersed throughout the study area. All sampling
strata and sampling stations were designed for the purpose of the disturbance study but were
used as is for this thesis. Each stratum is 0.1 km2 and contains 4 randomly placed sampling
stations, constituting a total of 24 sampling stations within an area of 1 km2. The “inshore”
sampling stations are a mean distance of approximately 0.3 km from shore, while the
“offshore” sampling stations are a mean distance of approximately 0.6 km from shore. The
stations are positioned along approximately 2.5 km of shoreline. Although the sampling
strata comprise an area of 0.6 km2, for the purpose of the present study, the term “study area”
refers to the 1 km2 rectangular long-shore area that encompasses all sampling strata and all
sampling stations (Figure 3).
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The study area (outlined in gray) is a 1 km2 subtidal section of Herring Cove, located in Provincetown, MA,
within the Cape Cod National Seashore.

Figure 2. Study Area Map
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Figure 3. Sampling Design

The sampling design of the Herring Cove study area. The sampling stations are arranged in a
stratified random design for the purpose of the larger BACI disturbance study being
conducted by CCS, that this Thesis is a subset of.
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2.2 Data Collection and Processing
All field surveys for this study were conducted by researchers at the Center for
Coastal Studies (CCS) between October 21-23, 2017. The R/V Marindin, a customized 8.3 m
Eastern monohull research vessel owned and operated by CCS, was used for all vessel-based
data collection.

2.2.1 Benthic Grab Samples
Field surveys for benthic invertebrate and sediment characterization were conducted
on October 21st and 22nd, 2017. Sampling stations were located in the field using a Garmin®
78x. Once on station, the R/V Marindin was anchored before samples were collected. GPS
data points were taken during sample collection to denote the precise sampling locations. All
GPS data points taken in the field were downloaded to a .csv file, which was uploaded into
ArcMap for subsequent mapping.
A stainless-steel Young-modified Van Veen grab sampler was used to collect samples
from the seafloor. The Young-modified Van Veen grab sampler (hereafter referred to as the
“Van Veen”) had a sampling depth of 0.1 m, sampling surface area of 0.04 m2, and a sample
volume of 0.004 m3. At each sampling station 3 replicate samples were collected from the
seafloor. Approximately 1 m of anchor line was let out between grab sample replicates so
that replicate samples were taken in close proximity to each other. Two biological replicates
were collected for benthic invertebrate analysis at each station (a total of 48 samples) and 1
sediment sample was collected for grain-size analysis at each station (a total of 24 samples),
constituting a total of 72 samples taken from 24 sampling stations.
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A benthic grab sample was considered successful if it contained level, intact sediment
over the entire area of the grab, and a sediment depth at the center of at least 7 centimeters
(U.S. EPA 2001). Benthic grabs containing no sediments, partially filled grabs, or grabs with
grossly slumped surfaces were considered unsuccessful and were discarded. Van Veen style
grab samplers are designed to collect seafloor samples in areas with fine sediments. Coarse
unconsolidated sediments such as coarse gravels can prevent the jaws of the grab from fully
closing, leading to a loss and rejection of the sample. In these instances, approximately 1 m
of anchor line was let out and sample collection was resumed until a successful grab was
attained. If multiple consecutive unsuccessful grab attempts occurred in a particular location,
an alternate sampling location was chosen as close as possible to the original. In some
instances, this happened multiple times before a location yielded the 3 successful grabs
required for analysis.
Successful grab samples intended for benthic invertebrate analysis were washed with
salt water into 3.8-L plastic buckets, double-labeled and brought to the lab for processing. In
the lab, samples were rinsed on a 1-mm mesh sieve (Fox et al. 2009; Souza and Barros 2015;
Hemery et al. 2017), and the remaining material was preserved in 90% ethanol with Rose
Bengal added to stain organisms red. Samples were stored in cool, flame-retardant storage
cabinets until further processing. Benthic invertebrate samples were subsequently picked and
sorted by trained personnel (staff and volunteers) in small batches at the Center for Coastal
Studies in Provincetown, MA. All picking and sorting was quality-checked by a trained
technician according to the Center for Coastal Studies invertebrate sampling quality
assurance project plan (QAPP), submitted to the Massachusetts Department of
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Environmental Protection on September 15th, 2020 (Mittermayr and Hudak 2020). After
batches were considered successfully picked and sorted, they were re-sieved using a 4 mm
mesh sieve and the remaining substrate was massed (see below for justification and details).
The organisms contained in the sorted vials were identified to family level (Clarke et al.
2014; Clarke and Gorley 2015; Souza and Barros 2015) using the best available
identification keys and literature (e.g., Smith 1964; Fauchald 1977; Pollack 1998;
Bartholomew 2001; Hayward and Ryland 2017), enumerated, and archived.
Benthic invertebrate data were presented as a taxon-abundance by station matrix.
Two taxa drop rules, according to Gallagher and Grassle (1997), were applied to these data.
First, all generic taxonomic designations at taxonomic levels higher than family were
dropped if there were more than two valid lower-level designations for that group. Gallagher
and Grassle (1997) point out that failure to implement this rule has the adverse effect of
considerably enhancing faunal similarity of samples along environmental gradients. Second,
all known meiofaunal taxa were dropped from analysis. Biological replicate samples were
sieved through 1 mm mesh, and meiofauna are defined as benthic taxa that are not retained
on a 1 mm mesh sieve (Giere 2009; FDGC 2012). Residual meiofauna retained on the sieve
are not representative samples of the population because the sample collecting and
processing gear was not intended to sample these taxa (Gallagher, pers. comm.). Taxa that
were categorized as meiofauna and dropped from analysis were based on Giere (2009).
Finally, because CMECS biotic communities and biotopes are characterized by dominant
taxa, only the 95% most abundant taxa were included in analyses.
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Benthic grab samples intended for sediment analysis were taken between the first and
second biological replicates to ensure that they were representative of the substrate sampled
for biological replicates. A 100-mL sediment sample was taken from successful grabs
onboard the R/V Marindin. The sediment sample was taken from the top 5 cm of the grab
with a stainless-steel spoon and transferred to a 100 mL Whirl-Pak®.
The sediment samples were processed for grain-size analysis and organic matter
content. To determine the dry weight of sediment, 20-30 g subsamples were weighed and
placed in a drying oven at 105 °C for 24 hours (Heiri et al. 2001). To determine the
proportion of organic matter present, the subsamples were placed in in a muffle furnace at
550 °C for 4 hours (Heiri et al. 2001). After ignition, subsamples were reweighed and percent
organic matter content by weight was calculated using:
𝐿𝐿𝐿𝐿𝐿𝐿 (%) =

(𝑀𝑀𝑑𝑑𝑑𝑑𝑑𝑑 − 𝑀𝑀𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 )
𝑀𝑀𝑑𝑑𝑑𝑑𝑑𝑑 × 100

where LOI is loss on ignition, Mdry is the mass of the dried sample at 105 °C, and Mignite is
the mass of the ignited sample at 550 °C (Heiri et al. 2001). Grain-size analysis of sediments
< 4 mm in diameter was performed using a Beckman-Coulter LS 13 320 Laser Diffraction
Particle-size Analyzer and a Retsch Tech Camsizer P4 in Dr. Jon Woodruff’s Sediment and
Coastal Dynamics Laboratory at the University of Massachusetts Amherst. Particle-size
analyzers are not mechanically capable of processing sediment > 4 mm, which is why
substrate > 4 mm was sieved and massed from biological replicates and benthic imagery was
included in data collection and analysis. All particle-size analyzer outputs were subsequently
processed with the software GRADISTAT (Blott and Pye 2001) and reported using the
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Wentworth grain-size scale (Wentworth 1922). GRADISTAT computed summary statistics
such as mean, median, mode(s), standard deviation, skewness, and kurtosis based on the lognormal distribution according to Folk & Ward (1957). Furthermore, percentages of silt, mud,
sand, and gravel were calculated for each sample, which were used for the CMECS Substrate
Component classification (Blott and Pye 2001; FDGC 2012).

2.2.2 Benthic Imagery
A GoPro Hero 5™ was mounted to the Van Veen grab sampler and recorded video
each time the grab sampler was lowered into the water. The camera was mounted facing
downward to collect data on seafloor habitat characteristics. The station and replicate number
were written on a laminated piece of paper with a dry-erase marker and held in front of the
camera for approximately 5 seconds before the grab sampler was lowered into the water to
denote which video corresponded to which sample. Video files were subsequently processed
in the lab using Adobe Premier CC™. Still images were captured from videos each time the
Van Veen contacted the seafloor, which was potentially multiple times during the collection
of a sample due to unsuccessful grab attempts. The still images were captured at a point
during the sampling video that yielded the best image clarity. This was typically achieved by
taking the still image the moment the Van Veen contacted the seafloor, before the sediment
was disturbed, or just before the Van Veen was hauled back to the surface, after the sediment
settled.
A total of 93 videos were captured, constituting 4.1 hours of video footage. From
these videos, a total of 138 still images were captured. Still images from sampling locations
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in which all the grab samples were unsuccessful and discarded (and the R/V Marindin had to
be moved to an alternate sampling location) were excluded from analysis. Still images of
unsuccessful grab attempts were included in analysis only if the grab attempt happened at the
sampling location in which the successful sample was collected. This ensured that still
images used in analysis were representative of the habitat directly surrounding the successful
grab samples that were used for sediment and biological analyses. A total of 68 videos (2.77
hours of footage) from successful sampling locations yielded 92 still images that were used
in analyses. A total of 25 videos (1.33 hours of footage) from unsuccessful sampling
locations yielded 46 still images, which were excluded from analyses.
Percent cover of sand, gravel, shell material, and submerged aquatic vegetation
(SAV) were visually quantified using a random point overlay on still images with the
program Coral Point Count with Excel Extensions (CPCe; Kohler and Gill 2006). Sand was
defined as fine unconsolidated mineral sediments < 2 mm in size (Wentworth 1922; FDGC
2012). Gravel was defined as coarse unconsolidated mineral sediment > 2 mm in size
(Wentworth 1922; FDGC 2012). Shell material was defined as shell hash and rubble, living
or non-living, > 2 mm in size (FDGC 2012). Visual cues such as size, shape, texture, and
color of substrates, as well as cues such as the presence or absence of bedforms were used to
differentiate between substrate categories. Furthermore, a measuring tool in CPCe, calibrated
by a known length of the Van Veen’s metal frame, was used if an object needed to be
measured. Accurate taxonomic identification of SAV was not feasible from still images.
FDGC (2012) point out that because macroalgal assemblages often include a variety of coexisting taxa, making delineations of individual taxa is difficult. While many researchers
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organize benthic macroalgae by pigmentation, the loss of long, low-energy wavelengths (red,
orange, yellow) with depth make the use of pigmentation unfeasible. Wisely, instead of using
pigmentation, CMECS organizes benthic macroalgae by growth morphology (FDGC 2012).
The SAV category included filamentous, sheet, and leathery/ leafy benthic macroalgae.
Percent cover was calculated for SAV as a whole, but presence and absence was recorded for
individual growth morphologies of benthic macroalgae. Although seagrass is known to be
present at Herring Cove (Legare et al. 2020), none was present within the study area, thus the
SAV substrate category was a direct measure of benthic macroalgae.
Percent of benthic cover was calculated for the four substrate categories using a
simple random point overlay on every still image. Each randomly placed point in the image
was assigned to a substrate category. Points that fell on the Van Veen were excluded from
percent cover calculations. In other words, if there were x number of points overlayed on an
image, and y points fell on the Van Veen, then percent cover was calculated from the
remaining (x - y) points. A mean percent cover was calculated for each substrate category, for
each station.
To explore the optimal number of random points, or optimal point count (OPC), to
use in benthic image analysis, an initial reconnaissance was conducted on roughly 10% of
images (10 out of 92 images). These 10 images were strategically selected for being
representative of different levels of benthic cover categories (i.e., images with high, low, and
intermediate levels of sand, gravel, SAV, and shell material). Percent cover analyses were
replicated 3 times using sample sizes of 5, 25, 50, 75, and 100 random points for each of the
10 reconnaissance images. Mean percent cover and standard deviation were calculated from
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the 3 replicate analyses for each reconnaissance image. Mean range in percent cover
estimations between replicates were calculated for the different random point sample sizes.
Because the Van Veen is visible in each image of the seafloor, and random points that land
on the Van Veen were discarded from analyses, the mean number of points that were used in
analyses were calculated for the different random point sample sizes. One reconnaissance
image was randomly chosen to record the time required to calculate percent cover in CPCe
(effort) for each sample size.

2.2.3 Water Column Sampling
A YSI-EXO2™ multiparameter water quality sonde was used to characterize the water
column in close proximity to sampling stations. The water quality multimeter was lowered
approximately 1 m below the surface while benthic grab sample replicates were being
collected. Temperature, salinity, acidity, and dissolved oxygen content were measured near
each sampling station. Values for each water quality parameter were recorded on field data
sheets when they stopped fluctuating and centered upon a specific value.

2.2.4 Vessel-based Acoustic Surveys
Acoustic surveys were conducted in the study area on October 23rd, 2017 (CCS,
unpublished data). The R/V Marindin was fitted with a bow-mounted Edgetech™ 6205
phase-measuring sidescan sonar which collects both dual-frequency sidescan backscatter
imagery and swath bathymetry. However, only swath bathymetry was included in this
Thesis. The operating frequency was 550 kHz. The bathymetric range and vertical resolution
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were each 1 cm (Edgetech 2019). Motion data were collected with a Teledyne™ TSS DMS05 motion reference unit mounted onto the sonar housing, which measured heave to 5 cm and
roll and pitch to 0.05° (Teledyne 2006). Position was collected using a Trimble® R8 GNSS
system using real-time kinematic GPS (RTK-GPS). Acoustic data were analyzed by
technicians at the Center for Coastal Studies. A bathymetric raster was interpolated with 0.5
m resolution (CCS, unpublished data). Depth of each sampling station was extracted from the
bathymetry raster in ArcGIS. A mean depth per station was calculated from replicate
samples.

2.3 Data Analyses
All statistical analyses were performed using PRIMER-e (Plymouth Routines in
Multivariate Ecological Research) version 7, RStudio version 1.3, Matlab version R2020a,
Microsoft Excel, or ArcMap version 10.7. Non-parametric multivariate statistical techniques
were based off Legendre and Legendre (1998), Legendre and Anderson (1999), Anderson et
al. (2008), Clarke et al. (2014), and Clarke and Gorley (2015). PRIMER-e adopts a nonmetric philosophy to multivariate analysis and is commonly used in benthic community
analysis and benthic habitat classification within (and without) the CMECS framework (e.g.,
Shumchenia and King 2010; Smith et al. 2015; Beisiegel et al. 2017; Kaskela et al. 2017;
Novaczek et al. 2017; Legare et al. 2020; Mittermayr et al. 2020a; Mittermayr et al. 2020b).
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2.3.1 Optimal Point Count Reconnaissance
One-way analysis of variance (ANOVA) tests were performed in R-Studio for each
substrate category (sand, gravel, SAV, and shell material) for each of the 10 OPC
reconnaissance images to examine whether any differences (α = 0.05) existed between
percent cover estimations using different random point sample sizes (5, 25, 50, 75, or 100
random points) that were due to more than chance alone. If a difference occurred that was
due to more than chance alone, then a post-hoc Tukey’s Honestly Significant Difference
(HSD) test was conducted to reveal which random point sample sizes were responsible for
the differences in percent cover estimations.
Additionally, random point sample sizes and the precision of percent cover estimates
using different sample sizes were estimated using the binomial probability distribution based
on Larsen and Marx (2006). Matlab v. R2020a was used for this analysis. Matlab code for
the Larsen and Marx (2006) theorem was provided by Dr. Gene Gallagher of the University
of Massachusetts Boston. First, a binomial probability (p) of 0.5, and an alpha value (α) of
0.05 were used to estimate the sample sizes necessary to achieve a precision, or margin of
error (d), of 0.01, 0.05, 0.1, and 0.15 in percent cover estimations. Next, the percent cover
estimate precision achieved by using the different random point sample sizes was
approximated. Using a binomial probability of 0.5 provides the most conservative estimate of
sample sizes and precision because the confidence intervals are greatest when p = 0.5
(Gallagher, pers. comm.), and margin of error (d) is ½ the 95% confidence interval in the
binomial probability distribution (Larsen and Marx 2006). Finally, after an optimal point
count had been selected and all the benthic images were processed for percent of benthic
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cover, mean benthic cover values were used to inform the binomial probability value, to get a
better estimate of precision (i.e., margin of error) based on the binomial distribution, post
hoc. The reason being that the probability of a point landing on a particular substrate
category was not actually 50% because there were differing amounts of sand, gravel, SAV,
and shell present within the study area. Thus, the mean percent cover values for each
substrate category from the study area were used as the binomial probability (p) to estimate
precision (d) of percent cover estimates for sand, gravel, SAV, and shell when using the
sample size of random points resulting from the optimal point count reconnaissance.

2.3.2 CMECS Geoform Component
The CMECS Geoform Component was classified by applying NOAA’s Benthic
Terrain Modeler (BTM) toolbox in ArcMap v.10.7 (see Walbridge et al. 2018) to the
bathymetric raster data collected during the acoustic survey. First, a slope raster was created
from the interpolated bathymetric raster. The ‘Calculate Slope’ function calculates the rate of
maximum change in z-value (depth) from each cell of the bathymetric raster surface. Next,
Bathymetric Position Index (BPI) rasters were created at both a fine and broad scale. BPI is
used to classify landscape structure (e.g., bars, banks, troughs, etc.) by quantifying where a
bathymetric raster cell is in x, y, z space compared to the raster cells around it (Walbridge et
al. 2018). The BTM toolbox accomplishes this by calculating the difference between the
depth of a raster cell and the mean depth of all cells in a defined annulus (donut shape)
surrounding the cell (Walbridge et al. 2018). The broad-scale BPI was calculated using an
annulus with an inner radius of 25 m and an outer radius of 250 m. The fine-scale BPI was
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calculated using an annulus with an inner radius of 5 m and an outer radius of 25 m. The radii
were selected based on previous work conducted in the area (Borrelli et al. 2019; Mittermayr
et al. 2020a). However, some experimentation was performed with other size annuli. The
BTM toolbox then takes the values from the slope, fine-scale BPI, and broad-scale BPI and,
applying a user-defined classification dictionary, classifies each raster cell to a geoform. The
classification dictionary (Table 1) used in this study was developed by Borrelli et al. (2019)
for previous habitat mapping projects using CMECS within the same region as this study
(Cape Cod, MA).

Table 1. Benthic Terrain Modeler (BTM) Classification Dictionary
Geoform
Basins and Channels
Intertidal Flats
Subtidal Flats
Bedforms < 5°
Margins > 5°
Platforms
Banks and Bars

Broad BPI
<-100
-100–100
-100–100
-100–100
-100–100
-100–100
>100

Fine BPI

Slope (°)

Depth (m)

<100
<100
<100
<100
>100

0–5
0–5
>5
>5

<1.66
>1.66
<3.5
>3.5

Classification dictionary developed by (Borrelli et al. 2019) using the Benthic Terrain
Modeler (BTM) toolbox for Cape Cod National Seashore. BPI values were standardized and
multiplied by 100 and are unitless and dimensionless (Mittermayr et al. 2020b). Tidal data
sourced from http://tidesandcurrents.noaa.gov/.

2.3.3 CMECS Substrate Component
The CMECS Substrate Component was first classified using only data from grainsize analysis. CMECS uses both median grain-size as well as percentage thresholds to
classify benthic substrate (FDGC 2012). For example, the substrate group “Gravelly Sand” is
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defined as geologic substrate containing 5 to < 30% gravel (median grain-size > 2 mm), in
which the remaining sand-mud mix is > 90% sand (median grain-size 0.06-2 mm; FDGC
2012). Grain-size analysis using particle-size analyzers and GRADISTAT software produces
the statistics needed for substrate classification using CMECS: median grain-size and
percentage of mud, sand, and gravel. Although particle-size analyzers can compute grain-size
distributions with high precision, they are mechanically limited to analyzing substrates < 4
mm in diameter. Each station was assigned to a substrate group based on the thresholds
provided by CMECS (FDGC 2012).
Next, data from benthic imagery analysis were used to augment the CMECS
Substrate Component to provide information on coarse substrates > 4 mm in diameter. The
benthic imagery data were expressed as percent cover values for sand, gravel, shell material,
and SAV and equaled 100%. In most instances, it was impossible to determine what
underlying substrate benthic macroalgae (SAV) was attached to. For this reason, the random
points landing on SAV were removed from percent cover calculations. Furthermore, points
landing on shell were removed from percent cover calculations to make benthic imagery data
directly comparable to the grain-size data. Sampling stations that had > 30% relative cover of
gravel were classified as “Sandy Gravel” and samplings stations that had > 80% relative
cover of gravel were classified as “Gravel”, in accordance with CMECS. Results were
graphically displayed using ArcMap v. 10.7. The point data were interpolated into a raster
layer using the function ‘Spline with Barriers’.
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2.3.4 CMECS Water Column Component
The CMECS Water Column Component was classified using the values for
temperature (°C) and salinity (PSU) measured in the field with the YSI-EXO2™
multiparameter water quality sonde. Values for acidity (pH) and dissolved oxygen content
(mg/L) were collected to act as modifiers to the Water Column Component if necessary. The
classifications were derived by simply fitting the values of each parameter into thresholds
provided by CMECS for each sampling station. For example, if a salinity value of 35 PSU
were to be measured at a sampling station, that station would be classified as euhaline,
because CMECS considers euhaline water to be between 30 to < 40 PSU. These value ranges
exist for all four water column parameters measured in the field.

2.3.5 CMECS Biotic Component
The CMECS Biotic Component was classified using abundance data of benthic
invertebrate infauna and epifauna collected from the biological replicate grab samples, as
well as percent cover data collected from benthic imagery analysis of the associated
biological replicate samples. Biotic communities were defined using hierarchical
agglomerative clustering in PRIMER-e v.7 (Clarke and Gorley 2015).
Because biotic classification units within the CMECS Biotic Component are defined
by dominance of taxa, an un-transformed taxon by station data matrix was used for this
analysis, as it more accurately represents the numerical dominance of taxa at each station
than log- or root-transformed matrices. First, a lower triangular similarity matrix was created
from the taxon-station matrix using the Bray-Curtis coefficient of similarity. A lower
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triangular similarity matrix compares the similarity between all possible pairs of stations
using the invertebrate abundance data. The Bray-Curtis coefficient of similarity takes the
value 0 if two stations have no taxa in common (i.e., completely dissimilar) and takes the
value of 1 if two stations have exactly the same counts of exactly the same taxa (i.e.,
completely similar; Clarke et al. 2014). Although the Bray-Curtis coefficient is non-metric
(i.e., it does not satisfy the triangle inequality and does not represent distance in Euclidean
space), it is desirable for ecological analyses because joint absences have no effect on the
value it takes (Clarke et al. 2014). Euclidean distance, on the other hand, when used as a
measure of similarity between sampling stations, can result in the paradox of two stations
without any taxa in common having a shorter distance than two stations sharing taxa
(Legendre and Legendre 1998).
To group together stations with similar community structure, hierarchical
agglomerative clustering using group-average similarities was performed with the CLUSTER
routine in PRIMER-e (Clarke et al. 2014; Clarke and Gorley 2015). The clustering method
employed in the CLUSTER routine was the unweighted pair group method using an
arithmetic mean (UPGMA). The CLUSTER routine groups together stations starting with the
highest mutual Bray-Curtis similarities, then successively lowers the similarity at which
groups are formed until all the sampling stations comprise a single cluster (Clarke et al.
2014). This routine resulted in a tree diagram, or dendrogram, in which stations were
connected by branches on the tree.
To test whether the clustering of stations that resulted from the CLUSTER routine
were due to more than chance alone, a similarity profile (SIMPROF) routine was performed
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using 10,000 random permutations (Clarke et al. 2014). SIMPROF compares the groupaverage Bray-Curtis similarities between clusters derived from the real invertebrate data to
randomized data, for a specified number of permutations. If, for example, 1000 permutations
are run and the similarity values between clusters derived from real data are greater than
those of randomized data, the null hypothesis of no structure between stations would be
rejected at least at the p < 0.001 significance level (Clarke et al. 2014). The SIMPROF
routine is successively run from the top of the dendrogram to the bottom, so that the finest
level of clustering (due to more than chance alone) can be identified (Clarke et al. 2014).
Next, a non-metric multi-dimensional scaling (nMDS) ordination routine was
performed to visualize the clustering of stations (Clarke et al. 2014; Clarke and Gorley 2015).
The nMDS ordination constructs a “map” of the stations, in a specified number of
dimensions, by using the relative ranks of Bray-Curtis similarity coefficients between pairs
of stations (Clarke et al. 2014). For example, if station 1 has higher similarity to station 2
than it does to station 3, it will be placed closer to station 2 than to station 3 on the map
(Clarke et al. 2014). The goal of nMDS is to represent the stations as points in space such
that the rank order of distances between points match the rank order of (dis)similarities
between stations as closely as possible (Clarke and Gorley 2015).
Finally, a similarity percentage (SIMPER) routine was performed to quantify the
contribution of each taxon to the within-cluster similarity and identify typifying species
within each cluster (Clarke and Gorley 2015). SIMPER achieves this by computing the
average Bray-Curtis similarity of each taxon between all pairs of stations within a cluster
(Clarke and Gorley 2015). Then SIMPER re-scales the average similarity for each taxon
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within a cluster to a percentage of the total similarity within the cluster, to quantify the
percent contribution of each taxon to the within cluster similarity (Clarke et al. 2014). The
more consistently abundant a taxon is within a cluster, the more it will contribute to the intracluster similarity (Clarke et al. 2014). A taxon typifies a cluster if it has a high average and
low standard deviation Bray-Curtis similarity value between stations within a cluster (Clarke
et al. 2014). The top 3 taxa that met this criterion were considered the “dominant” or
“typifying” taxa for that cluster and were used to classify the CMECS biotic community
units.
To incorporate benthic macroalgae into the classification of biotic communities,
communities with ≥ 33.3% cover of SAV were classified as having a benthic macroalgal bed
as a co-occurring element (no vascular plants were observed during this study, so SAV is a
direct measure of benthic macroalgae). Normally, when defining biotic communities from
benthic imagery within the CMECS framework, the classification is based on dominance
(FDGC 2012), but because benthic macroalgae was the only biotic category being measured
with imagery, 33.3% cover was chosen as a threshold as it represents a large proportion of
the seafloor in view of the camera. Stations within clusters that had ≥ 33.3% cover of SAV
were reviewed to distinguish which biotic group (e.g., filamentous, leathery/leafy, sheet algae
etc.) was representative of the algal bed.

2.3.6 Biotopes
A biotope is defined as the combination of a habitat and its associated community of
species (Connor et al. 2004). Biotopes differ from biotic communities in that they explicitly
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take into consideration repeating habitat features present (FDGC 2012). Some biotic
communities may reflect repeating habitat characteristics, but their identification as biotic
communities do not depend on the co-occurrence of a common set of physical features
(FDGC 2012). It is possible to qualitatively describe biotopes by descriptively combining the
four CMECS components described above, but to quantitatively describe biotopes,
multivariate statistical approaches must be employed (Shumchenia and King 2010; FDGC
2012; Mittermayr et al. 2020b). The purpose of this analysis is to not only describe biotopes
present at the Herring Cove study area, but to examine the benefit of incorporating benthic
imagery into the description of biotopes. This was achieved by performing nonparametric
tests to examine how correlated benthic imagery data was to benthic invertebrate community
structure and by quantitatively describing biotopes at Herring Cove with and without benthic
imagery data.
Multivariate statistical analyses employed to quantitatively describe biotopes at the
Herring Cove study area were conducted in PRIMER-e v.7 and with the vegan package in R
(Oksanen et al. 2020). The two primary routines utilized were distance-based redundancy
analysis (dbRDA; McArdle and Anderson 2001) and constrained binary divisive clustering
(Clarke and Gorley 2015). In PRIMER-e, dbRDA is performed by the routine DISTLM, and
is used to partition variation in biotic data, described by a Bray-Curtis resemblance matrix,
according to a multiple regression model (Anderson et al. 2008). DISTLM quantifies the
amount of variation in the benthic invertebrate data matrix that is described by each
environmental predictor variable and builds sets of predictor variables that maximize the
variation explained (Anderson et al. 2008). DISTLM tests the multivariate null hypothesis of
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no relationship between the environmental and biotic data matrices using permutations to
obtain p-values (Anderson et al. 2008). This is achieved by iteratively re-ordering the biotic
data matrix at random, while holding the environmental predictor variables constant
(Anderson et al. 2008). The constrained binary divisive clustering (LINKTREE) routine
works by successively dividing the full set of biotic samples into two new subgroups
constrained by a specific threshold value of a particular predictor variable or set of predictor
variables (Clarke and Gorley 2015). In other words, the constraints in this divisive clustering
routine are threshold inequalities of environmental predictor variables and the complete set of
inequalities form the resulting clusters, which present a possible explanation for biotic
community structure (Clarke and Gorley 2015). While dbRDA is used to ask the question:
‘which sets of environmental variables best explain the variation in the biotic data?’,
constrained binary divisive clustering is used to ask the question: ‘how are environmental
variables distinguishing clusters?’ (Clarke et al. 2014).
The first step in the process of classifying biotopes was to apply treatments to the
biotic data. Although biotic communities are classified in CMECS by the dominant taxa
present, this is not explicitly defined for CMECS biotopes. Therefore, to get a better
understanding of how the benthic community (not just the most numerically abundant
species) are associated with environmental habitat features, the biotic data matrix was fourthroot transformed to reduce the influence of highly abundant taxa (Clarke and Gorley 2015;
Mittermayr et al. 2020b). A Bray-Curtis similarity matrix was created for the fourth-root
transformed biotic data matrix.
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Because environmental variables are measured using different scales (e.g., length (m),
mass (g), percent, etc.) the environmental data were normalized to make these data
comparable. This was achieved by subtracting the mean and dividing by the standard
deviation for each variable and was carried out for each variable separately (Clarke and
Gorley 2015). Due to the location of water quality sampling (1 m below the surface),
temporal variation of water column characteristics, and the homogeneity of water column
data in the study area at the time of sampling, these data were not included in dbRDA or the
classification of biotopes. Because it was impossible to identify benthic macroalgae to any
useful taxonomic level, and because it provides biogenic habitat to the benthic environment,
percent cover of SAV was included as an environmental predictor variable instead of a biotic
response variable. The benthic invertebrate data were fitted using depth, grain-size statistics,
and benthic imagery data.
To examine the salient biological-environmental patterns present within the study
area, dbRDA was performed on the benthic invertebrate data cloud constrained by all
environmental variables (depth, grain-size statistics, and benthic imagery data). This was
achieved using the ‘dbrda’ function in the vegan package in R. Negative eigenvalues were
corrected for using the Lingoes correction. Type II scaling was used to produce a correlation
triplot to analyze the relationship among species and among environmental predictor
variables. Environmental predictor variables were tested for linear combination scores that
were due to more than chance alone (α = 0.05) using 100,000 permutations with the function
‘envfit’ in the vegan package. Environmental predictor variables were plotted as vectors (red)
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in the ordination. Taxa correlation vectors were also plotted in the dbRDA ordination using
the function ‘envfit’.
However, including all environmental predictor variables in dbRDA for the purpose
of classifying biotopes may not be desirable. Because of the way the F statistic is calculated
in dbRDA and because the R2 statistic is additive (it will always increase with an increase in
predictor variables), a data set can be “perfectly” fit (R2 = 1.0) when the number of predictor
variables = n – 1, where n is the number of sampling stations, even if the predictor variables
are just random numbers (McArdle and Anderson 2001; Anderson et al. 2008). For this
reason, if the number of predictor variables is large relative to the number of sampling
stations, a more parsimonious model should be chosen (Anderson et al. 2008). Because there
are only 24 sampling stations within the small study area at Herring Cove, a more
parsimonious model was deemed necessary.
To build a more parsimonious model, environmental data were checked for multicollinearity, so that highly redundant predictor variables could be removed. This was
achieved by calculating the Pearson’s correlation coefficient (r) between all pairs of
environmental predictor variables. A lower triangle correlation matrix was created in
PRIMER-e, which tests the pairwise linear correlations between all possible sets of predictor
variables within the environmental data matrix (Figure A2 in the appendix). If two variables
were highly collinear (0.95 ≤ r ≤ -0.95), then they effectively contained the same
information, and one of the two was dropped from analysis (Anderson et al. 2008). This was
done iteratively until there were no longer any highly collinear variables left in the
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environmental data matrix. Finally, a Euclidean distance matrix was created using the
normalized environmental data.
To test how related the environmental and biotic data were, a nonparametric
similarity matrix relatedness routine (RELATE) was performed. The RELATE routine ranks
the similarity coefficients between stations in both the biotic and environmental lower
triangular similarity matrices and examines how well the ranks match up (Clarke and Gorley
2015). The test statistic used in this routine is the Spearman’s rank correlation coefficient (ρ),
which takes the value of 0 if the station-station similarity ranks are completely dissimilar and
a value of 1 if they are exactly the same (Clarke et al. 2014). To test the statistical
significance of the Spearman’s rank correlation coefficient generated, the RELATE routine
randomizes the biotic similarity matrix over a specified number of permutations (in this case
1 million) and compares the real test statistic to test statistics computed using the randomly
permutated matrices to generate a p-value (Clarke and Gorley 2015). The RELATE routine
was performed with and without the inclusion of benthic imagery data to examine the
quantitative impact these data have on the relatedness of the biotic and environmental data
matrices.
Although the RELATE routine provides a quantitative description of how related
biotic and environmental data are, it provides no information on which environmental
variables are responsible for the relatedness. To examine which environmental predictor
variable(s) maximize the relatedness between these data, or best explain the patterns in the
biotic data (described by the rank order of the similarity matrix), the BEST routine was
performed on the biotic and environmental data matrices. This routine works similarly to
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RELATE but goes a step further by finding the environmental variable(s) that result in the
highest Spearman’s rank correlation coefficient between environmental and biotic data
(Anderson et al. 2008). BEST identifies the highest possible matrix correlation by iteratively
searching through all possible combinations of environmental predictor variables (Clarke and
Gorley 2015).
Although, the BEST routine quantitatively describes which environmental predictor
variables maximize the correlation between environmental and biotic data, it is
nonparametric in that it is solely based on the rank order of station-station similarities and not
on the values of the similarities themselves (Anderson et al. 2008). For this reason, it does
not provide any information on the amount of variation explained by each predictor variable,
or the overlap in variation explained by sets of predictor variables (Anderson et al. 2008).
Consequently, dbRDA was performed using the DISTLM routine in PRIMER-e to achieve a
quantitative partitioning of the multivariate variability that is explained by each predictor
variable and to use the amount of overlap in variation explained by sets of predictor variables
to build a parsimonious model (Anderson et al. 2008). To build parsimonious models,
DISTLM offers model selection criteria, or information criteria (IC), that penalize the
inclusion of extraneous predictor variables (Anderson et al. 2008). Burnham and Anderson
(2002) suggest using the small-sample-size-corrected Akaike Information Criterion (AICc)
when the ratio of samples (n) to variables (v) is < 40. After water column variables and
collinear variables were removed from the data matrix, the ratio of n/v ≈ 2, so AICc was used
as the information criteria. To build a linear model using the best possible combination of
predictor variables, DISTLM searches through all possible combinations of predictor
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variables to minimize the value of AICc (Anderson et al. 2008). However, because
information criteria do not allow for significance tests based on the probability of observing
more extreme results due to chance alone, one cannot say that there is a statistical difference
between models (Bolker 2006). Instead, there are commonly used rules of thumb: models
with IC values < 2 apart are considered equivalent; models with IC values 4-7 apart are
clearly distinguishable, and models with IC values > 10 apart are definitely different.
DISTLM was run so that the 10 best possible combinations that minimize the AICc value
were generated. In this study, if multiple models had AICc values < 2 apart, the most
parsimonious model was chosen (Gallagher, pers. comm.). This was performed for data
matrices including and excluding benthic imagery to quantify the benefit of incorporating
benthic imagery into distance-based redundancy analysis. All distance-based redundancy
analysis ordinations were produced using the ‘dbrda’ function in the vegan package in R.
Two models were selected from the DISTLM routine: one derived from the data
matrix including benthic imagery and one derived from the data matrix excluding benthic
imagery. Both models were used as the constraining variables in the subsequent LINKTREE
routines. The LINKTREE routines were set to have a minimum group size of 3 stations per
cluster, so that the subsequent SIMPER routines would be able to calculate standard
deviation of average similarity, which is important in understanding the role specific taxa
play in defining a biotope.
A full-coverage biotope map was created using ArcMap v. 10.7 for both models. The
function ‘Spline with Barriers’ was used to interpolate biotope classifications for each
sampling station over the entire study area. It is worth noting that maps produced using
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interpolation techniques such as ‘Spline with Barriers’ portray a possible spatial arrangement
of biotopes based on point data collected from sampling stations, and do not necessarily
depict the true spatial arrangement of biotopes due to the possibility of introducing false
curves related to the splining methods employed (Finkbeiner, pers. comm.).
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CHAPTER 3
RESULTS AND DISCUSSION

3.1 Optimal Point Count Reconnaissance
3.1.1 Required Effort and Van Veen Obstruction
The amount of time required to process an image for percent cover was recorded for 1
of the 10 reconnaissance images (the same image for each random point sample size). For the
reconnaissance image used, it took 0.38 minutes to analyze percent cover using 5 random
points, 1.02 minutes using 25 random points, 1.47 minutes using 50 random points, 2.15
minutes using 75 random points, and 3.45 minutes using 100 random points (Figure 4).
Unsurprisingly, the time required for benthic cover analysis increased as the number of
random points used in analysis increased (Figure 4).
Because random points often overlayed the Van Veen and points that fell on the Van
Veen were discarded from analysis, in each image analyzed fewer points than the specified
number of random points were used to estimate benthic cover. Based on the OPC
reconnaissance analyses, a mean of 4.4 points were used when 5 points were specified, a
mean of 22.2 points were used when 25 points were specified, a mean of 42.9 points were
used when 50 points were specified, a mean of 64.5 points were used when 75 points were
specified, and a mean of 85.9 points were used when 100 points were specified.
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Figure 4. OPC Reconnaissance: Time per Image

The length of time required to analyze a particular image for each set of random points used
in OPC reconnaissance.

3.1.2 Testing for Differences in Mean Percent Cover Estimations
Mean percent cover and standard deviation were calculated from 3 replicate percent
cover analyses for each reconnaissance image for the different random point sample sizes
(Figure 5). For most images, the standard deviation in percent cover estimations for each
substrate type decreased as the number of points used in analysis increased (Figure 6). In
practice, image analysis is typically conducted for each image only once (i.e., no replicate
analyses). Therefore, using a random point sample size that limits the standard deviation of
percent cover estimates to a manageable level is important.
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One-way ANOVA tests revealed differences in mean percent cover estimations that
were due to more than chance alone (p < 0.05) for 5 of the 10 reconnaissance images.
ANOVA tests performed on the reconnaissance image from sampling station 9
(corresponding to panel [b] in Figure 5) resulted in a difference in mean percent cover of
gravel that was due to more than chance alone. A Tukey’s HSD test revealed that the
difference was due to the mean percent cover estimations of gravel between using sample
sizes of 5 and 25 points (p = 0.026). ANOVA tests performed on the reconnaissance image
from sampling station 14 (corresponding to panel [i] in Figure 5) resulted in differences in
mean percent cover of SAV and shell that were due to more than chance alone. A Tukey’s
HSD test revealed that the differences were due to the mean percent cover estimations of
SAV between using sample sizes of 5 and 50 points (p = 0.03) and 5 and 100 points (p =
0.029), and the mean percent cover estimations of shell between using sample sizes of 5 and
25 points (p = 0.004) and 5 and 50 points (p = 0.004). ANOVA tests performed on the
reconnaissance image from sampling station 15 (corresponding to panel [h] in Figure 5)
resulted in a difference in mean percent cover of shell that was due to more than chance
alone. A Tukey’s HSD test revealed that the difference was due to the mean percent cover
estimations of shell between using sample sizes of 5 and 50 points (p = 0.035). ANOVA tests
performed on the reconnaissance image from sampling station 22 (corresponding to panel [c]
in Figure 5) resulted in a difference in mean percent cover of shell that was due to more than
chance alone. A Tukey’s HSD test revealed that the difference was due to the mean percent
cover estimations of shell between using sample sizes of 5 and 100 points (p = 0.027), 25 and
100 points (p = 0.027), and 75 and 100 points (p = 0.027). ANOVA tests performed on the
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reconnaissance image from sampling station 24 (corresponding to panel [e] in Figure 5)
resulted in a difference in mean percent cover of gravel that was due to more than chance
alone. A Tukey’s HSD test revealed that the difference was due to the mean percent cover
estimations of gravel between using sample sizes of 5 and 25 points (p = 0.004).
The differences in mean percent cover estimations of gravel and SAV were all
between either 5 and 25 points, 5 and 50 points, or 5 and 100 points, and simply reveal
(unsurprisingly) that using as few as 5 points to estimate percent cover may lead to erroneous
estimations, when compared to using a greater number of points. There were no differences
in mean percent cover estimations due to more than chance alone between using sample sizes
of 50 and 100 random points for any substrate type. For all substrate types except shell
material, mean percent cover estimates were not significantly different between 25, 50, 75,
and 100 random points. However, the standard deviation was typically highest using a
sample size of 5 random points and lowest using a sample size of 100 random points (Figure
6). These findings reinforce the concept that using a small random point sample size with
high standard deviation in percent cover estimations can increase the chance of deviations
from the true percent cover value based on random chance alone.
Accordingly, the mean range between replicate percent cover estimations also
decreased with an increase in random point sample sizes. The mean range in replicate percent
cover estimations was 24% when using a sample size of 5 random points, 11% when using a
sample size of 25 random points, 7% when using a sample size of 50 random points, 6%
when using a sample size of 75 random points, and 6% when using a sample size of 100
random points.
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Figure 5. OPC Reconnaissance: Mean Percent Cover Plots

Panels (a) through (j) are bar plots depicting mean percent cover and standard deviation of
sand, gravel, SAV, and shell from the 3 replicate analyses conducted for each still image
used in the OPC reconnaissance. One-way ANOVA tests and Tukey’s HSD tests revealed a
difference due to more than chance alone in percent cover of gravel estimations in panel (b),
percent cover of shell estimations in panel (c), and percent cover of gravel estimations in
panel (e), percent cover of shell estimations in panel (h), percent cover of SAV and shell
estimations in panel (i).
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Figure 6. OPC Reconnaissance: Standard Deviation Plots

Standard deviation was calculated from replicate percent cover analyses performed on
identical images. Thus, the standard deviation described here is a measure of how much
percent cover estimations can vary between identical images given the random point sample
size. Standard deviation generally decreased with an increase in the random point sample
size. In most cases, the difference in standard deviation between sample sizes of 5 and 50
random points was much greater than the difference between 50 and 100 points.
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3.1.3 Using the Binomial Distribution to Estimate Sampling Sizes and Margins of Error
To supplement these findings, the binomial distribution was also used to estimate
sample sizes and margin of error based on Larsen and Marx (2006). First, sample sizes were
estimated given different margins or error (d). To detect changes in benthic cover as small as
1% (d = 0.01) with an alpha value (α) of 0.05 and a binomial probability (p) of 0.5, the
sample size would need to consist of 9,604 random points. To detect changes in benthic
cover as small as 5% (d = 0.05), when α = 0.05 and p = 0.5, the sample size would need to
consist of 384 random points. To detect changes in benthic cover as small as 10% (d = 0.1),
when α = 0.05 and p = 0.5, the sample size would need to consist of 96 random points. To
detect changes in benthic cover as small as 15% (d = 0.15), when α = 0.05 and p = 0.5, the
sample size would need to consist of 43 random points.
Congruently, the binomial distribution was also used to estimate margin of error (d)
given different sampling sizes (n). Using a sample size of 5 random points to estimate
benthic cover, when α = 0.05 and p = 0.5, results in an approximate margin of error of 43.8%
(d = 0.438). Using a sample size of 25 random points to estimate benthic cover, when α =
0.05 and p = 0.5, results in an approximate margin of error of 19.6% (d = 0.196). Using a
sample size of 50 random points to estimate benthic cover, when α = 0.05 and p = 0.5, results
in an approximate margin of error of 13.9% (d = 0.139). Using a sample size of 75 random
points to estimate benthic cover, when α = 0.05 and p = 0.5, results in an approximate margin
of error of 11.3% (d = 0.113). Finally, using a sample size of 100 random points to estimate
benthic cover, when α = 0.05 and p = 0.5, results in an approximate margin of error of 9.8%
(d = 0.098).
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3.1.4 Optimal Point Count Selection and Post Hoc Margins of Error Tests
Since the amount of gravel and SAV present at sampling stations, and the distinction
between the substrate features at different sampling stations is of particular importance to the
classification and mapping of habitats and biotopes within the Herring Cove study area,
choosing a sample size of random points that can reliably identify those substrate types at
each station was essential. Ideally, 100+ points would be used for each image but the
increase in precision (decrease in error between replicate analyses) was not worth the
increase in image processing time (required effort) for more than 50 points (Figure 6). There
were no differences in percent cover estimations due to more than chance alone for any
substrate type between 50 and 100 points. Furthermore, according to the binomial probability
distribution, increasing the sample size from 50 to 100 points only increased the precision of
benthic cover estimations by approximately 4%, while more than doubling the effort required
to process the images (Figure 4). For these reasons, 50 points was chosen as the optimal point
count to reduce error in benthic cover estimation without compromising too much time in
analysis.
Processing benthic imagery for percent cover using 50 random points in Coral Point
Count, resulted in a mean of 70.9% cover of sand, 11.5% cover of gravel, 14.7% cover of
SAV, and 2.9% cover of shell material within the study area. According to the binomial
probability distribution, confidence intervals are highest when p = 0.5 (Gallagher, pers.
comm.), thus the sample size and margin of error estimations performed during the
reconnaissance phase were the most conservative estimates possible. When the probability
(p) of a random point landing on sand was updated to 0.709, the margin of error (d) using 50
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random points was 12.6% (d=0.126). When the probability (p) of a random point landing on
gravel was updated to 0.115, the margin of error was 8.8% (d = 0.088). When the probability
(p) of a random point landing on SAV was updated to 0.147, the margin of error was 9.8% (d
= 0.098). Finally, when the probability (p) of a random point landing on shell material was
updated to 0.029, the margin of error was 4.7% (d = 0.047).

3.2 Data Analyses and CMECS Classifications
3.2.1 CMECS Settings
The Herring Cove study area was first classified within the CMECS Biogeographic
Setting based off Spalding et al. (2007). Herring Cove is situated within the Realm
“Temperate Northern Atlantic”, the Province “Cold Temperate Northwest Atlantic”, and the
Ecoregion “Gulf of Maine/ Bay of Fundy”. The CMECS Aquatic Setting classification was
based off salinity data collected from the study area as well as tidal data for Provincetown,
MA. The Herring Cove study area was classified within the “Marine” System, “Nearshore”
Subsystem, and “Subtidal” Tidal Zone.

3.2.2 Acoustic Surveys and CMECS Geoform Component
Acoustic surveys conducted on October 23rd, 2017 covered an area of 1.04 km2
(Figure 17). The mean depth within the Herring Cove study area was 6.0 ± 0.9 m. The mean
depth at sampling stations within the study area was 6.0 ± 1.0 m. Only Level 1 Geoforms
were defined within the study area. A depth modifier was used in the classification dictionary
to distinguish between intertidal and subtidal flats, as well as shallow and deep slopes
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(Borrelli et al. 2019). The Tectonic Setting was classified as a “Passive Continental Margin”,
the Physiographic Setting as an “Embayment”, and Geoform Origin as “Geologic”. The
Level 1 Geoform “Subtidal flats” was dominant, comprising 90% of the study area,
equivalent to 0.94 km2. The only other Level 1 Geoform present was “Banks”, which
comprised 10% of the study area, equivalent to 0.1 km2. The only sampling station located on
a bank was station 10 (Figure 8).
Experimentation with annulus radii to calculate BPI revealed that using a small
annulus (e.g., inner radius = 5 m; outer radius = 25m), resulted in fewer geomorphic features
being identified in the study area, since there is little change from a cell to the cells contained
within the annulus. On the other hand, using a large annulus (e.g., inner radius = 125m; outer
radius = 1250m), resulted in geomorphic features being over-characterized based on general
knowledge of the study area. For example, using this large-sized annulus for the broad BPI
calculation resulted in the classification of “Basins and Channels” within the study area,
which was deemed to be an inaccurate description of this small, shallow (< 8 m), and
nearshore sand-flat environment. Therefore, the annuli used in (Borrelli et al. 2019) were
used for this thesis, as they most accurately described the geomorphic features present within
the study area.
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Figure 7. Interpolated Bathymetric Raster

Swath bathymetry collected on October 23rd, 2017 at 0.5 m resolution covering an area of
approximately 1 km2 (CCS, unpublished data). The mean depth in the Herring Cove study
area was 6 ± 0.9 m. Cooler colors (blues and purples) denote deeper stations, while warmer
colors (greens and yellows) denote shoaler stations.
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Figure 8. CMECS Geoform Component

A map of CMECS Geoforms within the study area as defined by the classification dictionary
developed by Borrelli et al. (2019). These classifications were derived from the interpolated
bathymetric raster. “Subtidal flats” comprised approximately 90% of the study area, while
"Banks” comprised only 10%. Out of the 24 sampling stations, only 1 (station 10) was
located on a “Bank”.
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3.2.3 Water Column Sampling and the CMECS Water Column Component
Water column sampling revealed little variation in water column parameters between
stations within the Herring Cove study area. The acidity of seawater at the sampling stations
ranged from 7.8-8.3 pH, with a mean of 8.2 ± 0.1 pH. The dissolved oxygen content ranged
from 8.1-8.9 mg/L, with a mean of 8.5 ± 0.2 mg/L. Temperature ranged from 14.1-14.8 °C,
with a mean of 14.5 ± 0.2 °C. Salinity ranged from 31.1-31.4 PSU, with a mean of 31.3 ± 0.1
PSU. Every sampling station within the study area was classified the same according to
CMECS. Thus, the water column within the Herring Cove study area was classified
according to the CMECS Water Column Component as being part of the “Marine Nearshore
Surface” Layer, characterized by Salinity classified as “Euhaline”, and Temperature
classified as “Cool”. Because the study area was classified as a whole, and because the
values of dissolved oxygen content and acidity were similar to surrounding areas
(http://www.capecodbay-monitor.org/), those two parameters were not used as modifiers in
this classification.

3.2.4 Sediment Characterization and the CMECS Substrate Component
The CMECS Substrate Component was first described using only data from grainsize analysis (GSA). The mean grain-size per station ranged from 1.2-2.0 mm, median (D50)
grain-size from 1.2-2.1 mm, and mode grain-size from 1.2-2.4 mm. Percent mud ranged from
0-0.0002%, with a mean of 0.0001 ± 0.0001%. According to Wentworth (1922) this sediment
is classified as very coarse sand. Percent sand ranged from 46-90%, with a mean of 78 ± 9%.
Percent gravel ranged from 10-54%, with a mean of 22 ± 9%.
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Two CMECS Substrate Subgroups were present in the study area: “Gravelly Sand”
and “Sandy Gravel”. “Gravelly Sand” is defined in CMECS as containing < 30% gravel (> 2
mm), with sand (0.625-2 mm) comprising > 90% of the remaining sand-mud mix. “Gravelly
Sand” constituted 22 of 24 sampling stations. “Sandy Gravel” is defined in CMECS as
containing 30-80% gravel, with sand comprising > 90% of the remaining sand-mud mix.
“Sandy Gravel” constituted 2 of 24 sampling stations. Both CMECS Substrate Subgroups
“Sandy Gravel” and “Gravelly Sand” are organized within the Substrate Group “Gravel
Mixes”, Substrate Subclass “Coarse Unconsolidated Substrate”, Substrate Class
“Unconsolidated Mineral Substrate”, from the Substrate Origin “Geologic”.
Next benthic imagery data were used to augment CMECS substrate classifications.
Sampling stations 14, 15, 18, and 23 had > 30% mean cover of gravel and were classified as
“Sandy Gravel” instead of “Gravelly Sand”. Sampling station 16 had > 80% cover of gravel
and was classified as “Gravel” instead of “Gravelly Sand”. The biggest difference between
GSA and BIA was observed at station 16. Percent gravel according to GSA was 14.1%,
while mean percent cover of gravel according to BIA was 98%. This difference is a result of
the fact that particle-size analyzers are unable to process substrate > 4 mm, which was
abundant at sampling station 16.
A tradeoff is evident between GSA and BIA in terms of classifying substrate using
the CMECS framework. GSA using a particle-size analyzer is certainly more precise than
estimating percent cover via random point overlay, but a relatively small subsample (100
mL) is taken from the Van Veen for GSA and all information on substrates > 4 mm is lost. In
contrast, percent cover values derived from BIA are averaged over multiple images from a
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single sampling station, which provides a more complete description of the surficial substrate
features present at each sampling station. However, measuring grain-size statistics (e.g.,
mean, median, mode, sorting, skewness, etc.) from images is currently impractical. The
traditional GSA method analyzes a smaller, incomplete sample of the substrate, but at a much
higher precision, while the BIA method analyzes a more complete sample of the benthic
substrate but at lower precision. In these ways, the two methodologies complement each
other when used together. For example, BIA would have significantly less resolution if it
were employed alone to classify substrate, since measuring median grain-size is currently
unfeasible from images. However, because particle-size analyzers cannot process substrates
> 4 mm, the known mechanical limitations of Van Veen style grab samplers in coarse
substrate, and the relatively small sample size used in GSA, it is possible for the coarseness
of the substrate to be underestimated using traditional GSA, as is the case with sampling
stations 14, 15, 16, 18, and 23 (see Figures 9 and 10).
Augmenting GSA with BIA resulted in an increase of substrate classifications
reported from 2 to 3: Substrate Subgroup “Gravelly Sand”, Substrate Subgroup “Sandy
Gravel”, and Substrate Group “Gravel”. “Gravelly Sand” remained the dominant substrate
classification, comprising 17 of 24 sampling stations. “Sandy Gravel” was present at 6 of 24
sampling stations, and “Gravel” was present at 1 of 24 sampling stations. Combining the two
methodologies resulted in a decrease of the finest substrate classifications, described as
“Gravelly Sand”, from 22 to 17 sampling stations, and an increase of the coarser substrate
classifications, described as “Sandy Gravel” from 2 to 6 sampling stations. Furthermore, 1
sampling station (station 16) was described as “Gravel”, which is defined in CMECS as
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containing > 80% gravel. The use of benthic imagery improved the accuracy of CMECS
substrate classifications within the study area.

Figure 9. CMECS Substrate Classification Excluding Benthic Imagery

A map of the CMECS Substrate Component within the Herring Cove study area when only
grain-size statistics were used for classification. However, because Van Veen grab samplers
and particle-size analyzers are mechanically biased towards fine-grain sediment, some
classifications appeared to be inaccurate. For example, an image of the benthic substrate at
sampling station 16 clearly contradicts the classification resulting from grain-size analysis.
The station values were interpolated using “Spline with Barriers” in ArcMap 10.7.1.
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Figure 10. CMECS Substrate Classification Including Benthic Imagery

A map of the CMECS Substrate Component within the Herring Cove study area when
benthic imagery data was used to augment classifications. Augmenting grain-size statistics
with benthic imagery data provided a more robust description of the substrate features
present at each sampling station. The sampling station point data were interpolated with the
‘Spline with Barriers’ tool in ArcMap 10.7.
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3.2.5 Benthic Invertebrate Sampling and the CMECS Biotic Component
In total, 82 taxa were identified from 48 biological replicate samples. After the drop
rules were applied, 72 taxa remained. The 95% most abundant taxa represented 17 different
families and 30,671 individuals. The hierarchal agglomerative clustering (CLUSTER)
routine resulted in a hierarchal structuring of sampling stations, from which the SIMPROF
routine identified 4 clusters that were due to more than chance alone (p < 0.05), through
100,000 random permutations. The cophenetic correlation, which is a Pearson matrix
correlation between the entries of the original dissimilarity matrix and the distances through a
dendrogram between the corresponding pairs of points (Clarke and Gorley 2015), was equal
to 0.85. This means that the dendrogram was a good representation of the community
structure present within the study area.
The SIMPER routine resulted in an average group Bray-Curtis similarity of 52.6% for
cluster ‘a’, 60.6% for cluster ‘c’, and 46% for cluster ‘d’. Cluster ‘b’ appears to be 100%
similar, according to Figure 11, but that is simply because there is only 1 station within the
cluster. Cluster ‘c’ is the most homogenous biotic community (highest average Bray-Curtis
similarity) and is dominated by very high average abundances of two polychaete worm
families: Syllidae and Dorvilleidae, which were the two most abundant families within the
study area. Cluster ‘d’ is also dominated by Syllids and Dorvilleids, but at much lower
abundances, and is also characterized by a relatively high average abundance of the
Polychaete worm family Cirratulidae, which are colloquially known as fringe worms.
Cluster ‘d’ also contains the lowest average within-cluster Bray-Curtis similarity. Cluster ‘a’
is characterized by high abundances of Cirratulid fringe worms and the Gastropod family
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Calyptraeidae, which are colloquially referred to as slipper snails. Calyptraeid snails such as
species within the genus Crepidula are known to make large aggregations which can form
structural biogenic habitat for other organisms (Hubbard et al. 2018). Cluster ‘b’ consists of
only 1 station and is characterized by a very high abundance of the epifaunal amphipod
family Caprellidae, colloquially known as skeleton shrimp. Cluster ‘b’ also has a relatively
high abundance of Calyptraeid snails and Syllid worms.
Cluster ‘a’ is the first to split from the rest of the sampling stations on the hierarchical
agglomerative clustering dendrogram, followed by cluster ‘b’, and the remainder of the
stations are split into clusters ‘c’ and ‘d’ (Figure 11). It is clear from the dendrogram that
cluster ‘a’ possesses the least similar community structure to the rest of the clusters, while
clusters ‘c’ and ‘d’ are most similar. Accordingly, results from the SIMPER routine reveal
that cluster ‘a’ and ‘c’ are the most dissimilar (nearly 93% dissimilar), while clusters ‘c’ and
‘d’ are only 66% dissimilar. Figure 12 provides a visualization of the effects of how the
dominant taxa drive the clustering of sampling stations. The distances between clusters in the
non-metric multi-dimensional scaling (nMDS) ordination (Figure 12) are proportional to the
(dis)similarities between clusters, as evident in the y-axis of the agglomerative clustering
dendrogram (Figure 11). It is apparent that cluster ‘c’ is characterized by high abundances of
Syllidae, Dorvilleidae¸ and Myidae spp. (a family of bivalves known colloquially as softshell
clams) and low abundances of Cirratulidae and Calyptraeidae spp., while cluster ‘a’ is the
opposite. Cluster ‘d’ appears to be more spread out, implying more variation in community
structure found at the sampling stations within the cluster, and appears to possess more
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This dendrogram is the result of the hierarchal agglomerative clustering (CLUSTER) routine performed
on the benthic invertebrate taxon-station data matrix. Group-average (i.e., UPGMA) Bray-Curtis
similarities were used for the clustering routine. Only black lines on the tree are due to more than chance
alone (p < 0.05) , according to the SIMPROF routine. It is clear from this dendrogram that cluster ‘ a’
is the most dissimilar from the other clusters. Clusters ‘ c’ and ‘ d’ are the most similar. Cluster
‘ b’ is comprised of only station 24 and is characterized by a high abundance of Caprellidae
amphipods. The clustering of sampling stations resulting from this routine represent biotic communities
present within the study area, that are due to more than chance alone.

moderate abundances of these characteristic taxa. Cluster ‘b’ is separated, spatially, in the

ordination due to very high abundances of Caprellidae and Calyptraeidae spp.

Figure 11. Biotic Communities Dendrogram
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The results from the hierarchal agglomerative clustering (CLUSTER) and similarity
percentages (SIMPER) routines were used to classify the clusters in terms of CMECS biotic
communities. Cluster ‘a’ was dominated by Biotic Community “Calyptraeid community”,
within the Biotic Group “Mobile Molluscs on Hard or Mixed Substrates” and comprised 6 of
24 sampling stations. It was also characterized by two co-occurring elements: Biotic
Community “Cirratulid bed” within the Biotic Group “Small Surface-Burrowing Fauna” and
the Biotic Group “filamentous algal bed” within the Biotic Subclass “Benthic Macroalgae”.
Cluster ‘b’ was dominated by Biotic Community “Caprellid bed” within the Biotic Group
“Mobile Crustaceans on Soft Sediments” and consisted of only 1 of the 24 sampling stations.
It was characterized by two co-occurring elements: Biotic Community “Calyptraeid bed”
within the Biotic Group “Mobile Molluscs on Soft Sediments” and Biotic Community “Syllid
bed” within the Biotic Group “Small Surface-Burrowing Fauna”. Cluster ‘c’ was dominated
by Biotic Community “Dorvilleid bed” with co-occurring element “Syllid bed” both within
the Biotic Group “Small Surface-Burrowing Fauna” and consisted of 9 of the 24 sampling
stations. Cluster ‘d’ was dominated by Biotic Community “Syllid bed” with co-occurring
elements “Dorvilleid bed” and “Cirratulid bed” all within the Biotic Group “Small SurfaceBurrowing Fauna” and consisted of 8 sampling stations. For the full CMECS biotic
community descriptions, refer to Table 2 below or Figure A1 in the appendix.
Benthic imagery aided in the classification of CMECS Biotic Communities by
providing information on benthic macroalgae, which on average, comprised 39% of benthic
cover at sampling stations within cluster ‘a’. Furthermore, imagery provided context for the
classification of certain epifaunal taxa. For example, the Calyptraeid snails present at
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sampling stations in cluster ‘a’ were classified as “Mobile Molluscs on Hard or Mixed
Substrates”, while the Calyptraeid snails present at sampling stations in cluster ‘b’ were
classified as “Mobile Molluscs on Soft Sediments” due to the substrate features present at
stations within each cluster.

Figure 12. Biotic Communities nMDS

This figure is a non-metric multidimensional scaling (nMDS) ordination of the sampling
station clusters that resulted from the hierarchal agglomerative clustering routine. Sampling
stations within cluster ‘a’ are characterized by high abundances of Cirratulidae spp. and low
abundances of Syllidae and Dorvilleidae spp. Cluster ‘b’ consists of only 1 sampling station
and is characterized by a high abundance of Caprellidae and Calyptraeidae spp. Cluster ‘a’
and ‘c’ are the most dissimilar. Stress was reduced to a more acceptable value of 0.07 when
the 3rd dimension was ordinated, but for ease of viewing, the ordination was left in 2-d.
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The full CMECS biotic component classifications resulting from the hierarchal agglomerative clustering (CLUSTER)
and similarity percentages (SIMPER) routines. The average similarity values for cluster ‘ b’ , are not true averages
because there is only 1 sampling station within the cluster. Consequently, average abundances for cluster ‘ b’ are
simply the abundances from sampling station 24.

Table 2. Complete CMECS Biotic Component Classification
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3.3 Biotopes
When distance-based redundancy analysis was constrained using all environmental
predictor variables (depth, grain-size statistics, and benthic imagery data), and negative
eigenvalues had been corrected for, the resulting R2 statistic was equal to 0.752 (Figure 13).
In other words, when all environmental predictor variables were included, the model was
able to explain 75.2% of the variation observed in the benthic invertebrate data cloud. The
two dbRDA axes in the plot, however, depicted only 56.2% of the variation constrained by
environmental predictor variables and 42.2% of the total variation observed in the
invertebrate data cloud, which is simply a consequence of plotting a multi-dimensional
model using a 2-dimensional display. The environmental predictor variables that had linear
combination scores due to more than chance alone included % organic matter, % cover of
SAV, substrates > 4 mm sieved from biological replicates, % cover of gravel, depth, and %
cover of sand. Sediment sorting and skewness did not possess linear combination scores that
were due to more than chance alone but were plotted to illustrate some of the variation being
constrained in the dbRDA2 axis. The taxa correlation vectors (blue) illustrate which
sampling stations are influenced by high abundances of which taxa, while the environmental
variable vectors (red) illustrate which stations are influenced by high values of which
environmental variables. Some interesting relationships were evident from the ordination.
Families such as Synaptidae, Tellinidae, Mactridae, Syllidae, Dorvilleidae, Myidae,
Chaetiliidae, and Terebellidae were clearly associated with sandy substrates, while families
such as Columbellidae, Maeridae, Calyptraeidae, Certhiidae, Corophiidae, Cirratulidae, and
the order Cumacea were associated with course substrate, benthic macroalgae (% cover of
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SAV), and organic matter. Cirratulidae spp. appear to be positively associated with depth
and Corophiidae spp. highly positively associated with benthic macroalgae. Certhiidae spp.
appear to be highly positively associated with % organic matter. Surprisingly, % organic
matter appears to be positively associated with course substrates, when it is usually
associated with fine substates (Gallagher, pers. comm.). It is possible that benthic macroalgae
is contributing to a large portion of the sedimentary organic matter within the study area.
Although constraining distance-based redundancy analysis with all environmental predictor
variables provided useful information on how environmental and biotic data were related, the
ratio of sampling stations to predictor variables was only 1.5, thus a more parsimonious
model was sought for subsequent analyses.
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Figure 13. Distance-based Redundancy Analysis Ordination Constrained by all
Environmental Predictor Variables

This dbRDA ordination was produced using the ‘dbrda’ tool in the vegan package in R.
Some constraining environmental predictor variables were not portrayed as vectors in the
ordination as their linear combination scores were not due to more than chance alone (mean
grain-size, median grain-size, modal grain-size, kurtosis, % gravel, % sand, and % cover of
shell), but were used to constrain the invertebrate data cloud (depicted by the sampling
stations in black). Sediment sorting and skewness did not have linear combination scores due
to more than chance alone but were included as vectors to portray some of the variation being
explained in the dbRDA2 axis. Linear combination scores were tested using 100,000
permutations. The red vectors represent constraining environmental predictor variables,
while blue vectors represent taxa correlations. Environmental predictor variable vectors and
taxa correlation vectors were fitted using the ‘envfit’ tool in the vegan package. When all the
environmental predictor variables were included in the dbRDA model, 75.2% of the variation
in the benthic invertebrate data cloud was explained. The dbRDA1 axis portrays 46.9% and
the dbRDA2 axis explains 7% of the total variation explained by the model.
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The identification of highly collinear predictor variables resulted in the removal of 4
variables (see Figure A2 in the appendix). Percent sand and % gravel were both dropped as
they were perfectly negatively correlated (r = -1.0) and because they were both also highly
correlated with mean and median grain-size (see figure A2). Mean and median grain-size
were highly correlated (r = 0.99). Mean grain-size was dropped as median was deemed the
preferred statistic for analyses. Percent cover of sand and % cover of SAV were highly
negatively collinear (r = -0.97). Percent cover of SAV was retained from the pair because it
was the only statistic in the data set containing information about benthic macroalgae. The
remaining environmental variables included depth, % organic matter (by weight), median
grain-size (D50), mode grain-size, sediment sorting, sediment skewness, sediment kurtosis,
mass of coarse gravels retained from biological replicates (hereafter abbreviated ‘> 4 mm’),
% cover of gravel, % cover of SAV, and % cover of shell material. See Figure A3 in the
appendix for the full data matrix used in analyses.
The next multivariate analysis conducted was a similarity matrix relatedness routine
(RELATE) in PRIMER-e. When benthic imagery was included (% cover of gravel, SAV,
and shell), the invertebrate similarity matrix and environmental distance matrix produced a
Spearman’s rank correlation coefficient (a measure of matrix correlation) of ρ = 0.46 (p <
0.001). When benthic imagery variables were removed from the environmental data matrix
the Spearman’s rank correlation coefficient dropped to ρ = 0.34 (p < 0.001). In other words,
the station-station Euclidean distances were more correlated to the station-station Bray-Curtis
(dis)similarities when benthic imagery was included in the environmental data matrix. Next,
the BEST routine was performed on the benthic invertebrate similarity and environmental
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distance matrices to find the variable(s) that maximize the correlation between matrices.
Percent cover of SAV maximized the Spearman’s rank correlation coefficient at a value of ρ
= 0.67 (p = 0.001). In other words, the station-station (dis)similarities of % cover of SAV,
were more correlated to the station-station (dis)similarities of invertebrate community
structure than any other environmental predictor variable or set of predictor variables. The set
of depth and % cover of SAV resulted in the 2nd highest Spearman’s rank correlation
coefficient (ρ = 0.63), while the set of depth, % organic matter, and % cover of SAV resulted
in the 3rd highest Spearman’s rank correlation coefficient (ρ = 0.62). When benthic imagery
variables were removed from the environmental data matrix, the set of depth and % organic
matter resulted in the highest Spearman’s rank correlation coefficient (ρ = 0.45, p = 0.002),
the set of depth, % organic matter, and ‘>4 mm’ resulted in the 2nd highest (ρ = 0.43), and the
set of depth, % organic matter, ‘>4 mm’, and median grain-size resulted in the 3rd highest (ρ
= 0.43).
It is clear from the RELATE and BEST routines that benthic imagery predictor
variables (% cover of SAV, specifically) helped explain invertebrate community structure
within the Herring Cove study area. However, to quantify the amount of variation explained
by each environmental predictor variable, distance-based redundancy analysis (dbRDA) was
conducted using the DISTLM routine in PRIMER-e. First, marginal tests were performed, in
which environmental predictor variables are used to fit the invertebrate data cloud one at a
time (Table 3). A total of 6 of the 11 predictor variables explained more variation in the
invertebrate data cloud than would be expected from chance alone (using 1,000,000
permutations). Percent cover of SAV explained 45% of variation in the invertebrate data
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alone (pseudo-F = 18.2; p < 0.001). Percent organic matter explained 32% (pseudo-F = 10.1;
p < 0.001), depth explained 31% (pseudo-F = 9.7; p < 0.001), % cover of gravel explained 30
% (pseudo-F = 9.6; p < 0.001), ‘> 4 mm’ explained 20% (pseudo-F = 5.6; p = 0.004), and %
cover of shell explained 12% of the variation in invertebrate data (pseudo-F = 3; p < 0.05).
Median, mode, kurtosis, sorting, and skewness all had pseudo-F statistic values < 2 and
provided very weak to no evidence that the variation explained was due to more than chance
alone (Table 3). Next, sequential, or conditional, tests were performed to find sets of
environmental predictor variables that maximized the amount of variation explained in the
benthic invertebrate data while minimizing the amount of overlap in variation explained.
This is accomplished in DISTLM by finding models that minimize AICc. The set of
environmental variables (i.e., the model) that resulted in the smallest AICc value (i.e., best
overall solution) was depth, % organic matter, and % cover of SAV (AICc = 142.4; R2 =
0.59). However, because the top 10 models had AICc values that were < 2 apart, the most
parsimonious model was selected, which included only 1 variable: % cover of SAV (AICc =
144.1; R2 = 0.45). When benthic imagery variables were removed from the environmental
data matrix, the best overall model included depth and % organic matter (AICc = 147.7; R2 =
0.43). However, because the top 6 models had AICc values that were < 2 apart, the most
parsimonious model was selected, which included only 1 predictor variable: % organic
matter (AICc = 149.5; R2 = 0.32). According to the rules of thumb laid out by Bolker (2006),
% cover of SAV is clearly distinguishable as a better model than % organic matter since their
AICc values are 5.3 apart. Furthermore, % cover SAV explains 13% more variation in the
invertebrate data and has a smaller residual sum of squares (see Tables 4 and 5). However,
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for the purpose of comparison, both % cover of SAV and % organic matter were used to
constrain subsequent binary divisive clustering (LINKTREE) routines.

Table 3. DISTLM Marginal Tests

This table lists the results from marginal tests conducted using DISTLM in PRIMER-e. The
predictor variables are ordered by the proportion of variation that each variable explains in
the benthic invertebrate data. Marginal tests perform distance-based redundancy analysis by
fitting each environmental variable one at a time. p-values are calculated through
permutational techniques (1,000,000 permutations used). Percent cover of SAV explains over
45% of variation in benthic invertebrate data, which is more than any other environmental
variable in the data set. Percent cover SAV, % OM, depth, % cover of gravel, substrate >4
mm, and % cover of shell all explain proportions of variation due to more than chance alone,
while mode grain-size, median grain-size, kurtosis, sorting, and skewness do not.
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Table 4. Best DISTLM Models Including Benthic Imagery

The top 10 best overall models from distance-based redundancy analysis when benthic
imagery variables were included. Because the top 10 best models are all within 2 AICc scores
of each other, the most parsimonious model (% cover of SAV) was selected to constrain the
subsequent binary divisive clustering routine and define biotopes within the study area.

Table 5. Best DISTLM Models Excluding Benthic Imagery

The top 10 best overall models from distance-based redundancy analysis when benthic
imagery variables were excluded. Because the top 6 best models are all within 2 AICc scores
of each other, the most parsimonious model (% organic matter) was selected to constrain the
subsequent binary divisive clustering routine and define biotopes within the study area
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The binary divisive clustering routine was first constrained using % cover of SAV,
which resulted in 5 clusters of sampling stations that were due to more than chance alone (p
< 0.05; panel [a] in Figure 14). A subsequent SIMPER routine revealed the contributions of
individual taxa to within-cluster similarities and between-cluster dissimilarities, and allowed
the clusters derived from the LINKTREE routine to be described as biotopes. Biotope ‘SAVa’ was comprised of sampling stations 4, 11, and 21, which all exhibited 0% cover of SAV
and high abundances of Dorvilleidae, Syllidae, Myidae, Cirratulidae, Mactridae, and
Tellinidae spp. Biotope ‘SAV-b’ was comprised of sampling stations 2, 3, 5, 6, 7, 17, and 22,
which all exhibited 1-2% cover of SAV and high abundances of Dorvilleidae, Syllidae,
Myidae, Mactridae, Chaetiliidae, and Tellinidae spp. Biotope ‘SAV-c’ was comprised of
sampling stations 8, 19, 20, and 24, which all exhibited 3-6% cover of SAV and high
abundances of Syllidae, Dorvilleidae, Synaptidae, Myidae, Paraonidae, Mactridae, and
Tellinidae spp. Biotope ‘SAV-d’ was comprised of sampling stations 1, 9, 12, 15, and 18,
which all exhibited 12-26% cover of SAV and high abundances of Syllidae, Cirratulidae,
Dorvilleidae, Calyptraeidae, Myidae, Tellinidae Chaetiliidae, and Synaptidae spp. Biotope
‘SAV-e’ was comprised of sampling stations 10, 13, 14, 16, and 23, which all exhibited >
36% cover of SAV and high abundances of Calyptraeidae, Cirratulidae, Corophiidae,
Maeridae, Columbellidae, Dorvilleidae, and Synaptidae spp. Biotopes ‘a’ and ‘b’ were the
most similar with an average dissimilarity of 22.2%, while biotopes ‘a’ and ‘e’ were the least
similar, with an average dissimilarity of 50.1%.
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Figure 14. Constrained Binary Divisive Clustering Dendrograms

Panel (a): a binary divisive clustering dendrogram constrained by % cover SAV. Panel (b): a
binary divisive clustering dendrogram constrained by % organic matter. The percent values
located the head of each cluster represents the specific threshold value of either % cover
SAV (panel [a]) or % organic matter (panel [b]). The splits in the dendrogram (labeled A-D
in both dendrograms) represent splits in the sampling stations based on threshold values of
either % cover of SAV (panel [a]) or % organic matter (panel [b]) that were due to more than
chance alone.
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Biotope ‘SAV-a’ can be described in CMECS terminology as “Small SurfaceBurrowing Fauna” with co-occurring element “Clam Bed” found in predominantly sandy
substrate with 0% cover of SAV. Biotope ‘SAV-b’ is similar to ‘SAV-a’ in that it can also be
described as “Small Surface-Burrowing Fauna” with co-occurring element “Clam Bed”
found in predominantly sandy substrate, but with 1-2% cover of SAV. Biotope ‘SAV-c’ can
be described as “Small Surface-Burrowing Fauna” with co-occurring element “Holothurian
Bed” in predominantly sandy substrate with 3-6% cover of SAV. Biotope ‘SAV-d’ can be
described as “Small Surface-Burrowing Fauna” with co-occurring element “Larger DeepBurrowing Fauna” found in mixed substrate with 12-26% cover of SAV. Finally, biotope
‘SAV-e’ can be described as “Mobile Molluscs on Hard or Mixed Substrates” with cooccurring elements “Larger Deep-Burrowing Fauna” and “Mobile Crustaceans on Hard or
Mixed Substrates” found in coarse substrates with little sand and > 36% cover of SAV.
Next, the binary divisive clustering routine was constrained using % organic matter,
which was the most parsimonious model derived from distance-based redundancy analysis
when benthic imagery variables were excluded. The clustering technique resulted in 4
clusters of sampling stations that were due to more than chance alone (p < 0.05), and the
subsequent SIMPER routine revealed the typifying taxa that allowed the clusters to be
described as biotopes. Biotope ‘OM-a’ was comprised of sampling stations 3, 4, 5, 11, 17,
and 20, which all exhibited < 0.43% organic matter by weight and high abundances of
Syllidae, Dorvilleidae, Myidae, Mactridae, Paraonidae, and Synaptidae spp. Biotope ‘OM-b’
was comprised of sampling stations 1, 2, 7, and 18, which all exhibited 0.44-0.47% organic
matter by weight and high abundances of Syllidae, Dorvilleidae, Myidae, Tellinidae,
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Mactridae, and Cirratulidae spp. Biotope ‘OM-c’ was comprised of sampling stations 6, 8,
and 21, which all exhibited 0.51-0.52% organic matter by weight and high abundances of
Dorvilleidae, Syllidae, Paraonidae, Mactridae, Myidae, Synaptidae, and Tellinidae spp.
Finally, biotope ‘OM-d’ was comprised of sampling stations 9, 10, 12, 13, 14, 15, 16, 19, 22,
23, and 24, which all exhibited > 0.56% organic matter by weight and high abundances of
Cirratulidae, Calyptraeidae, Dorvilleidae, Syllidae, Maeridae, Synaptidae, Columbellidae,
and Myidae spp.
Biotope ‘OM-a’ can be described in CMECS terminology as “Small SurfaceBurrowing Fauna” with co-occurring element “Clam Bed” found in substrate with < 0.43%
organic matter. Biotope ‘OM-b’ can also be described as “Small Surface-Burrowing Fauna”
with co-occurring element “Clam Bed” but found in substrate with 0.44-0.47% organic
matter. Biotope ‘OM-c’ can be described as “Small Surface-Burrowing Fauna” found in
substrate with 0.51-0.52% organic matter. Biotope ‘OM-d’ can be described as “Larger
Deep-Burrowing Fauna” with co-occurring elements “Mobile Molluscs on Hard or Mixed
Substrates” and “Small Surface-Burrowing Fauna” in substrate with > 0.56% organic matter.
Distance-based redundancy analysis ordinations were produced for both the model
including benthic imagery (constrained by % cover of SAV) and the model excluding benthic
imagery (constrained by % of organic matter; Figure 15). In both ordinations (panels [a] and
[b], respectively), the variable constraining the invertebrate data cloud is fitted along the
dbRDA1 axis and depicts 100% of the constrained variation because each model is
constrained by only one predictor variable and, therefore, only one dbRDA axis. Because
both models are constrained by only one predictor variable, the total variation explained by
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each model, and depicted in the ordinations, is equal to the amount of variation explained by
each predictor variable by the initial marginal tests (see Table 3). It is evident from the
MDS1 axes that both the model constrained by % cover of SAV and the model constrained
by % organic matter leave variation in the invertebrate data unexplained. However, the
MDS1 axis depicts only 17.9% of the total variation in the invertebrate data in the model
constrained by % cover of SAV (panel [a] of Figure 15), while the MDS1 axis depicts 32.2%
of the total variation in the model constrained by % organic matter (panel [b] of Figure 15).
The sampling stations in both dbRDA ordinations in Figure 15 are labeled according
to the biotope clusters that resulted from the constrained binary divisive clustering routine
(Figure 14) to provide a visualization of how the clustering of sampling stations into biotopes
relates to the variation in invertebrate community structure. The binary divisive clustering
dendrograms (Figure 14) and dbRDA ordinations (Figure 15) are related in that the
(dis)similarity between biotopes (as evident in the y axes in both panels of Figure 14)
correspond to the distance between biotopes along the dbRDA1 axes (both panels; Figure
15). For both models, biotopes that are distinguished by small differences in the values of the
constraining predictor variables are not as easily distinguishable in the dbRDA ordinations
compared to biotopes distinguished by larger differences (see Figure 15). For example, in
panel (a) in Figure 15, biotopes ‘SAV-d’ and ‘SAV-e’ are easily distinguishable from the rest
of the sampling stations, while biotopes ‘SAV-a’, ‘SAV-b’, and ‘SAV-c’ are less spatially
distinct.
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Figure 15. Distance-based Redundancy Analysis Ordinations

Panel (a): a dbRDA ordination constrained by % cover of SAV. Panel (b): a dbRDA
ordination constrained by % organic matter. In both panels, the symbols corresponding to the
different clusters were derived from the LINKTREE routine. Percent cover of SAV explains
more variation in the invertebrate data, but in both ordinations, there is clearly variation in
the invertebrate data unconstrained (or not explained) by the model. This is a consequence of
using the most parsimonious model to fit the invertebrate data cloud.
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CHAPTER 4
GENERAL DISCUSSION

The classification and mapping of benthic habitats and biotopes is an important first
step in ecosystem-based management (Cogan et al. 2009), and an integral part of marine
spatial planning (Harris and Baker 2012). As both the number of marine benthic habitats that
are classified and the technologies used to classify them grows, so will the importance of
using a standardized system of classification, such as the Coastal and Marine Ecological
Classification Standard (CMECS). Likewise, it is imperative that benthic habitats are
classified and mapped accurately and that researchers take advantage of any widely available
and inexpensive tools that can help them do so. This study attempted to quantitatively
describe the benefit of utilizing low-cost benthic imagery (a GoPro Hero 5™ attached to a
Young-modified Van Veen grab sampler) to augment the classification and mapping of
benthic habitats and biotopes with CMECS. Within the Herring Cove study area, benthic
imagery helped improve the accuracy of the CMECS Substrate Component classification by
providing information on substrate > 4 mm in diameter; information that is lost using
traditional grain-size analysis with a particle-size analyzer. The use of benthic imagery
improved the classification of the CMECS Biotic Component by providing information on
benthic macroalgae, which is not captured in traditional benthic grab sampling, as well as
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providing context for the classification of benthic taxa based on their observable role in a
particular habitat. Furthermore, benthic imagery variables (namely % cover of SAV)
quantitatively improved the classification and mapping of biotopes, as well as the ecological
relevance of the biotopes.

4.1 Lessons Learned: Benthic Imagery Methodology
The methodologies employed in this study to collect, process, and analyze benthic
imagery data can be replicated by any researcher working in coastal marine ecosystems with
enough funding to purchase an inexpensive underwater camera, such as a GoPro™.
Furthermore, the lessons learned by the choice of methodology have implications for
researchers interested in using benthic imagery.
In the early, exploratory stages of this study, an attempt was made to analyze benthic
cover by simply visually assigning a percent cover bin to each image for each substrate
category (e.g., 5-25%, 25-50%, etc.), similar to the methods originally described by BraunBlanquet (1932). Although processing images this way was typically quicker, this method
had a few apparent flaws which resulted in a switch to using random point overlay in Coral
Point Count. First, the visual estimation method introduced a greater operator bias. For
example, one person might have a different perception of what constitutes 25% of an image
than another, which can skew the resulting benthic cover estimations. Second, the data that
resulted from estimating percent cover bins visually were discrete instead of continuous.
Every image that contained, for example, benthic cover of a particular substrate that was >
50% but < 75% of the image was simply estimated as 50-75% cover, regardless of whether
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the actual value of benthic cover was closer to 51% or 74%. Because the Herring Cove study
area was largely dominated by sand, most images contained either 50-75% or 75-100%
benthic cover of sand, which caused those data to be greatly right skewed. Because those
data were right-skewed and discrete, they proved difficult to transform with log- or roottransformations. This issue possibly could have been alleviated by using a larger number of
narrower percent cover bins (e.g., 10-20%, 20-30%, etc.). However, increasing the number of
percent cover bins would make it more difficult to visually estimate percent cover reliably
and consistently. By switching to a random point count method, the operator bias was greatly
reduced as the operator only had to assign a substrate category to each random point, instead
of estimating the entire benthic cover of a particular substrate. Furthermore, benthic cover
estimation using a random point overlay resulted in continuous data of a higher resolution.
The continuous data were less skewed and easily transformable (although it was not
necessary to do so in the present study).
The choice of how many random points to use in image analysis, resulted in a
cost-benefit exploration. It was not surprising to find that when analyzing the same image
multiple times, the error between benthic cover estimates decreased as a greater number of
random points were used. This finding was corroborated by the fact that the margin of error
(d) decreased, as the sample size (n) increased when estimating these parameters using the
binomial probability distribution. However, it was surprising to find that there were no
differences in mean percent cover estimations of sand, gravel, and SAV between 25, 50, 75,
and 100 random points that were due to more than chance alone, only between 5 and 25, 5
and 50, and 5 and 100 points. However, unless researchers plan (and have the time) to
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perform replicate analyses of entire imagery data sets to calculate mean values, limiting the
error in benthic cover estimation (by using as many points as feasible) is important.
There were no differences in mean percent cover estimates between using 50 and 100
random points that were due to more than chance alone for any of the substrate types being
measured. Furthermore, according to the binomial probability distribution, increasing the
sample size of random points only increased the precision of percent cover estimations by
approximately 4%, while more than doubling the amount of time required to process benthic
imagery. Congruently, the mean range between replicate percent cover estimations among
the four substrate types only decreased by 1% when the sample size was increased from 50 to
100 random points. These findings ultimately lead to 50 random points being selected as the
optimal point count for the Herring Cove study area. Less error in percent cover estimations
was observed (and predicted by the binomial probability distribution) when using 75 or 100
random points, but a compromise was made based on costs (time spent analyzing each
image) and benefits (decreasing error by using a larger sample size). In general, the optimal
point count to use in random point overlay is a function of the size of the imagery data set,
the number of images taken at each sampling station, the amount of time a researcher is
willing to dedicate to analysis, the types of habitats and spatial heterogeneity of habitats in an
area, and the habitat features of interest. For this reason, the number of random points used
will (and should) vary between studies.
It is important to note that gravel reefs in the study area provide the substrate to which
benthic macroalgae attach. Therefore, images of gravel reefs with attached benthic
macroalgae likely have >100% benthic cover because there are layers of benthic features.
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Thus, a caveat of using random point overlay is that the benthic cover will always equal
exactly 100%, when, the benthic cover on a gravel reef with attached benthic macroalgae
could be comprised of 100% gravel cover with macroalgae attached to (say) 60% of that
gravel substrate. The resulting benthic cover estimates using random point overlay would
describe the habitat as being 40% gravel, and 60% macroalgae, simply because macroalgae
overlays the gravel when looking at the seafloor from above. The fact that % cover of benthic
macroalgae can be reliably estimated simply because it constitutes the uppermost layer of
benthic habitat is likely the reason why % cover of SAV was a better environmental predictor
variable than % cover of gravel at explaining variation in the invertebrate data cloud.
However, it is difficult to determine what substrate underlies benthic macroalgae from an
image with any amount of certainty. Therefore, this caveat will likely permeate any approach
to estimating benthic cover from plan-view or even oblique images.
One issue with the benthic imagery methodology employed in this study was the lack
of any type of flash or constant-beam light to illuminate the images captured of the seafloor.
For most images, this was not an issue, as the study area is relatively shallow and fully in the
photic zone. Furthermore, because the camera was positioned approximately 1 m from the
seafloor, the water clarity in the study area was never poor enough to fully obscure the view
of the seafloor. However, the clarity and color balance of the images varied based on the
natural light available (e.g., if there was momentary cloud cover), the depth of the station,
and the water clarity at a given time or at a given station. Including some type of lighting
apparatus, such as a dive light, to help illuminate each photo, would make the quality of each
image more consistent throughout the data set. Furthermore, if researchers are interested in
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using benthic imagery to augment habitat classification and mapping at depths greater than
were present in this study, the inclusion of a lighting apparatus is recommended.

4.2 CMECS Substrate Classification
The use of benthic imagery improved the classification of the CMECS Substrate
Component by providing information on the presence or absence of substrates > 4 mm in
diameter surrounding each sampling station. Substrates > 4 mm in diameter were either
coarse gravels (i.e., cobbles and boulders) or shells and large shell fragments, all of which
provide structure and complexity to the benthic habitat as well as a potential surface for
attachment for benthic macroalgae and sessile or slow-moving benthic invertebrates. Because
the Herring Cove study area is primarily composed of subtidal sand flats, the presence of
habitat features such as coarse gravel patches or reefs provides a source of spatial
heterogeneity and complexity to the seafloor and are of particular importance to the mapping
of habitats and biotopes within the study area. However, both Van Veen style grab samplers
and particle-size analyzers are biased towards fine-grain sediments (i.e., mud, sand, and
granules). Van Veen grab samplers are mechanically biased towards fine sediments because
coarse substrates can prevent the jaws of the sampler from closing, leading to a loss of the
sample. Particle-size analyzers are biased towards fine sediments because they are incapable
of processing coarse gravels (cobbles and boulders). Without benthic imagery, information
on the presence or absence of coarse substrates within the study area would have been
incomplete. Substrates > 4 mm were sieved from biological replicate samples and massed but
these data proved to be less useful than benthic imagery (see Tables 3, 4, and 5). The mass of
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coarse material that was sieved from biological replicates was a measure of coarse substrate
from the entire 3.8-L sample and not just the surface of the seafloor. Benthic imagery
provided information on surficial coarse substrates, which provide a surface for attachment
for benthic biota. Because the amount of benthic macroalgae (i.e., % cover of SAV) was the
best environmental predictor variable at explaining benthic invertebrate community structure,
it was clear that coarse gravels resting on the surface of the seafloor had a greater ecological
impact on habitats and biotopes within the study area than coarse gravels buried in the
sediment.
When the CMECS Substrate Component was described using only grain-size
analysis, 22 of the 24 sampling stations were classified as “Gravelly Sand”, while 2 of the 24
stations were classified as “Sandy Gravel”. Augmenting the substrate classification with
benthic imagery allowed stations with high % cover of coarse gravels > 2 mm (such as
stations 14, 15, 16, 18, and 23) to be more accurately classified. The biggest discrepancy
between the substrate classification derived by grain-size analysis and the classification
derived by benthic imagery was observed at sampling station 16. The subsample from station
16 that that was processed in the particle-size analyzer consisted of 86% sand and 14%
gravel, while the mean percent cover of sand and gravel (described by benthic imagery) from
station 16 were 2% and 98%, respectively. According to grain-size analysis, station 16
should be classified as “Gravelly Sand”, when in reality it was situated on a coarse gravel
reef and was, more accurately, classified as “Gravel” when the classification was augmented
with benthic imagery data. This is simply because all coarse substrates > 2 mm in diameter
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were not processed using the particle-size analyzer but were accounted for using benthic
imagery.
Benthic imagery helped improve the classification of substrate within the study area
by augmenting, but not replacing grain-size statistics. Studies such as Harris et al. (2012),
which employed a larger, more complex, and more expensive drop-frame camera system,
have classified surficial substrate without taking physical samples, but had to estimate
median grain-size by using typical values for different types of substrates. However,
classifying substrate using low-cost benthic imagery techniques alone will likely result in
lower resolution classifications. The complimentary approach of using both benthic imagery
and traditional grain-size analysis provides both precise sediment statistics as well as more
broad scale information on the surrounding habitat and coarse substrate features.

4.3 CMECS Biotic Classification
Benthic imagery improved the classification of the CMECS Biotic Component by
providing information on benthic macroalgae as well as visual context for classification of
some biotic communities. Benthic imagery was the only method employed in this study to
collect information on benthic macroalgae, an important biogenic habitat feature. Benthic
macroalgal communities provide shelter, shade, and detrital material to benthic habitat,
which is important to, and can shape the structure of, associated fauna (FDGC 2012). Using
33.3% cover of benthic macroalgae as the cutoff value for inclusion as a co-occurring
element in CMECS biotic community classifications was somewhat arbitrary but was
selected within the context of the study area. The average benthic cover of SAV at sampling
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stations within the study area was 14.7%, and the maximum cover was 59.5% (sampling
station 16). One-third benthic cover was > 2x the average % cover of SAV and accounted for
a large portion of benthic cover in an area. Without clear guidance from CMECS on what
percent of benthic cover of benthic macroalgae constitutes a co-occurring macroalgal bed,
selecting a threshold value based on the mean value of macroalgae (i.e., some value greater
than the mean) within the study area was deemed most appropriate, and is likely a good rule
of thumb for other researchers who run into this issue.
Benthic imagery also provided context for the classification of certain biotic
communities, namely Calyptraeid snail communities. There are several different ways to
classify Calyptraeidae spp. within CMECS, all of which depend on having some knowledge
of the physical environment that the community is found in. Identifying and enumerating
benthic invertebrates in the lab does not necessarily provide any context for their respective
habitats. Multiple different sampling stations might have high abundances of Calyptraeid
snails, enumerated from the Van Veen sample replicates, but how should they be classified
within CMECS? Should they be classified as a “Gastropod Reef”, a “Sessile Gastropod”
community, as “Mobile Molluscs on Hard or Mixed Substrates”, or as “Mobile Molluscs on
Soft-Sediments”? While classifying the CMECS Biotic Component in this study, both
clusters ‘a’ and ‘b’ possessed high abundances of Calyptraeidae spp. By examining images
of sampling stations within each cluster and the associated benthic cover estimates for sand
and gravel, it was evident that the Calyptraeid snails in cluster ‘a’ fit best into the
classification “Mobile Molluscs on Hard or Mixed Substrates” while the Calyptraeid snails in
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cluster ‘b’ fit best into the classification “Mobile Molluscs on Soft Substrates”. In this way,
benthic imagery increased the resolution of the classification of these biotic communities.

4.4 Biotopes
In this study, biotopes were described with and without benthic imagery. Distancebased redundancy analysis was performed using the DISTLM routine in PRIMER-e to
identify the environmental variable(s) that explain the most variation in the invertebrate data
cloud with the least amount of overlap (or redundancy). When benthic imagery was included
in the environmental data matrix, the best overall solution (lowest AICc value) included
depth, % organic matter, and % cover of SAV, and explained almost 60% of the variation in
the invertebrate data. When benthic imagery was excluded from the environmental data
matrix, the best overall solution included depth and % organic matter and explained only
43% of the variation in the invertebrate data. However, when performing distance-based
redundancy analysis, it is important to maintain a small predictor variable to sample size ratio
(Anderson et al. 2008). Because there were only 24 sampling stations in this study, and
because several of the overall best solutions were within 2 AICc scores of each other (both
including and excluding benthic imagery), the most parsimonious models were selected to
classify biotopes. When benthic imagery was included in the environmental data matrix the
most parsimonious model included % cover of SAV, which explained 45% of the variation in
the invertebrate data. When benthic imagery was excluded, the most parsimonious model
was % organic matter, which explained only 32% of the variation in the invertebrate data.
However, the model including % organic matter was only a slightly better model than depth,
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which explained 31% of the variation in the invertebrate data. Not only did the model
including % cover of SAV explain more variation in the invertebrate data than either models
that resulted from the exclusion of benthic imagery, but it also had an AICc score between 47 less than either depth or % organic matter, which, according to Bolker (2006), means that it
is clearly distinguishable as a better model. It is clear from these analyses that the statistically
better models were produced when benthic imagery was included in the environmental data.
Furthermore, an argument can be made that % cover of SAV is also more ecologically
meaningful for describing biotopes than either % organic matter or depth in the context of the
Herring Cove study area.
It is known that the amount of organic matter in sediment can have ecological
implications for the structure of benthic invertebrate communities (Cloern 2001).
Sedimentary organic matter provides food and energy for benthic deposit feeders and can
influence community structure (Cloern 2001). Excessive levels of organic matter can cause
eutrophication, which can lead to reductions in dissolved oxygen content and benthic
invertebrate biomass (Cloern 2001; Hubbard 2016). However, sedimentary organic matter
can come from many sources (e.g., phytoplankton, floating and attached macroalgae, animal
waste and detritus, or anthropogenic inputs), and depending on the C:N:P ratio, can vary in
its nutritional value to benthic deposit feeders (Levinton et al. 1984). Measuring organic
matter using the loss on ignition technique (Heiri et al. 2001) does not provide information
on the chemical composition of the organic matter, and consequently the extent to which it
can be readily consumed by benthic organisms. Furthermore, within the Herring Cove study
area, organic matter made up a small proportion of sediment sample weights and varied little
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from station to station. There was, however, some ecological relevance to the biotopes
derived by % organic matter. For example, biotope ‘OM-d’, which contained the sampling
stations with the highest levels of organic matter also contained sampling stations with the
highest abundances of the deposit feeding fringe worm family Cirratulidae. However, it is
difficult to interpret the ecological significance between biotopes ‘OM-a’ and ‘OM-b’, for
example, which were dominated by the same taxa and were distinguished by a difference in
% organic matter potentially as small as 0.01% (i.e., 1/100th of 1%) of sample weights.
Because the sediment characteristics (as described by grain-size analysis) were so
homogeneous within the study area, it is not surprising that % organic matter and depth
explained some variation in benthic invertebrate community structure. Selecting the model
that included depth instead of % organic matter may have had more ecological relevance
even if it was a slightly worse model. However, because the study area was so small, the
difference in depth between the shoalest and deepest stations was only 3.1 meters. It is
unclear whether this difference in depth may be great enough to cause substantial differences
in wave and current energy transferred to the seafloor (and thus sediment mobility) and
represent a real distinction in benthic habitat.
It was clear from benthic imagery analysis, however, that grain-size statistics (due to
known mechanical limitations of particle-size analyzers) were not elucidating an important
environmental feature within the study area: coarse gravel substrates with attached benthic
macroalgae. Indeed, when benthic imagery was included in statistical analyses, % cover of
SAV (which is a direct measure of benthic macroalgae as no vascular vegetation was
observed) best explained benthic invertebrate community structure. Benthic macroalgae is
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ecologically important as it provides shelter and shade for benthic invertebrates (FDGC
2012) and can serve as important nursery habitat for many benthic species (Lefcheck et al.
2019). It is known that benthic macroalgae is a source of organic matter to the seafloor
(FDGC 2012), however, % cover of SAV and % organic matter were only moderately
correlated (r = 0.49). However, Figure 13 clearly showed that % cover of SAV and %
organic matter were explaining similar variation in benthic invertebrate community structure.
Because organic matter and benthic macroalgae were both correlated with coarse substrates,
when organic matter is usually associated with fine substrates (Gallagher, pers. comm.), it is
likely that benthic macroalgae is a large source of sedimentary organic matter within the
Herring Cove study area. Furthermore, percent cover of SAV was positively correlated with
% cover of gravel (r = 0.7), and highly negatively correlated with % cover of sand (r = 0.97). Because benthic macroalgae requires coarse substrate for attachment, % cover of SAV
acted as a proxy for the presence of coarse substrates and absence of fine substrates (and vice
versa). Cobble and boulder reefs provide 3-dimensional structural complexity to the seafloor
and are known to host diverse associated fauna (Ringvold et al. 2015; Liversage and Kotta
2018; Lefcheck et al. 2019; Gallucci et al. 2020; von Rönn et al. 2021). Cobble and boulder
habitats are also known nursery grounds for many benthic species (Lefcheck et al. 2019),
such as the economically important American lobster (Homarus americanus; Wahle and
Steneck 1991).
When biotopes were defined by % cover of SAV, there was a clear difference in
community composition between the biotopes containing little or no macroalgae and high
amounts of macroalgae. Although 5 distinct biotopes arose from binary divisive clustering
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constrained by % cover of SAV, the biotopes appear to have revealed a gradient from bare
sand to coarse substrate reefs with attached benthic macroalgae and the taxa associated with
those two distinct habitat types. The difference between biotope ‘SAV-a’ (0% cover of SAV)
and biotope ‘SAV-e’ (> 36% cover of SAV) is an ecologically meaningful difference and is
reflected in the starkly divergent taxa associated within each biotope. For example, sampling
stations with high % cover of SAV were characterized by multiple families of mobile
gastropods (Calyptraeidae and Columbellidae) and multiple families of amphipods
(Corophiidae and Maeridae). In contrast, sampling stations with 0% cover of SAV were
characterized by families of small burrowing polychaetes (Dorvilleidae and Syllidae) and
multiple species of burrowing bivalves (Myidae, Mactricidae, and Tellinidae). However, the
ecological significance of the distinction between biotopes ‘SAV-a’, ‘SAV-b’ and SAV-c’ is
less clear. For example, biotope ‘SAV-a’ (characterized by 0% SAV) and ‘SAV-b’
(characterized by 1-2% SAV) were both dominated by Dorvilleidae, Syllidae, and Myidae
spp. Biotope ‘SAV-c’ was also dominated by Dorvilleidae and Syllidae spp. but contained
high abundances of Synaptidae (a family of burrowing, deposit-feeding sea cucumbers;
Hayward and Ryland 2017) as well as Myidae spp., and is characterized by 3-6% SAV.
Although the environmental and biological differences between these biotopes are due to
greater than chance alone (1000 random permutations), the ecological significance is
questionable. How different is benthic habitat (and corresponding biotopes) between areas
with 0% cover of macroalgae versus 1-2% cover of macroalgae, when the associated taxa are
similar?
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On the other hand, biotopes ‘SAV-d’ and ‘SAV-e’ are clearly distinguishable from
‘SAV-a’, ‘SAV-b’, and ‘SAV-c’ in an ecologically relevant way. Biotope ‘SAV-d’ contains
lesser abundances of Dorvilleidae and Syllidae spp., high abundances of Cirratulidae spp.
(larger deposit feeding fringe-worms; Pollack 1998) and Calyptraeid snails, and is
characterized by habitats with 12-26% cover of SAV. Biotope ‘SAV-e’ contains high
abundances of Calyptraeid snails, Cirratulid fringe worms, Corophiidae and Maeridae spp.
amphipods, and Columbellidae spp. dove snails and is characterized by sampling stations
with the greatest benthic cover of SAV within the study area (> 36%). These latter two
biotopes are clearly different than biotopes ‘SAV-a’, ‘SAV-b’, and ‘SAV-c’, which are
characterized by little to no SAV, with small surface-burrowing polychaetes, clams, and sea
cucumbers (biotope ‘c’) in mostly sandy substrate.
Whether or not the differences between biotopes ‘SAV-a’, ‘SAV-b’, and ‘SAV-c’
represent ecologically meaningful distinctions, it is clear from Table 6 (which lists withincluster mean values for environmental predictor variables for each biotope) and Figure A4
that biotopes derived from % cover of SAV change along a gradient from bare sand habitat to
coarse gravel reef with attached benthic macroalgae. It is evident from Table 6 that withincluster means of % cover of SAV, % cover of gravel, and % cover of shell all increases from
biotope ‘SAV-a’ to ‘SAV-e’.
Conversely, when benthic imagery was excluded from distance-based redundancy
analysis and the divisive clustering routine was constrained with % organic matter, the only
real gradient evident from Table 7 is a small increase in % organic matter from biotope ‘OMa’ to ‘OM-d’. Otherwise, each biotope contains sampling stations with a mix of fine and
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coarse substrates. Although, the biotic community represented in biotope ‘OM-d’ (top 3 taxa
are: Cirratulidae spp., Calyptraeidae spp., and Dorvilleidae spp.) is different from the biotic
community represented in biotope ‘OM-a’ (top 3 taxa are: Syllidae spp., Dorvilleidae spp.,
and Myidae spp.), the habitats that these communities occupy are only distinguished by
0.13% organic matter by sample weight (see Figure A5 in the appendix). Biotopes are
defined as the combination of a habitat and its associated biotic community (Connor et al.
2004), but % organic matter does not appear to reveal much information on the physical
habitat present. Furthermore, for a researcher or manager to interpolate or predict biotopes in
the area surrounding the study site, physical samples would have to be collected and
processed using loss on ignition, to calculate % organic matter. In contrast, researchers or
managers could conduct broad scale video or visual diver transects to demarcate coarse
gravel reefs with attached benthic macroalgae and map the corresponding biotopes.
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This table lists the within-cluster means for environmental predictor variables from biotopes defined by % cover of
SAV. Unsurprisingly, % cover of SAV increases from biotope ‘ a’ to ‘ e’ . However, because % cover of SAV
was highly negatively correlated with % cover of sand, % cover of sand also generally decreases from biotope ‘ a’
to ‘ e’ . Furthermore, % cover of gravel and % cover of shell also generally increased from biotope ‘ a’ to ‘ e’ .
No discernible patters arise from grain-size statistics, depth, or % organic matter. This table highlights the habitat
gradient being elucidated by biotopes defined by % cover of SAV: bare sand to coarse gravel with attached benthic
macroalgae habitat and the corresponding taxa associated with those different habitat types.

Table 6. Within-cluster Means for Biotopes Defined by % Cover of SAV
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The within-cluster means for environmental predictor variables from biotopes defined by % organic
matter. Unsurprisingly, % organic matter increases from biotope ‘ a’ to ‘ d’ . However, no other
patterns or gradients in physical habitat features are discernible from this table.

Table 7. Within-cluster Means for Biotopes Defined by % Organic Matter
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Even though % cover of SAV proved to be a better model for classifying biotopes
than % organic matter (both statistically and ecologically), biotope maps were created for
both models for spatial comparison (Figures 16 and 17). Figure 16 includes images captured
from a representative sampling station within each cluster to illustrate the bare sand to coarse
gravel with attached macroalgae gradient present in the study area. Although the two maps
look quite different, there are some similarities between them. The biotope containing the
highest % cover of SAV (‘SAV-e’) shares many sampling stations in common with the
biotope containing the highest % organic matter (‘OM-d’). Likewise, the biotope containing
the least % cover of SAV (‘SAV-a’) share sampling stations in common with the biotope
containing the least % of organic matter (‘OM-a’). Otherwise, the two maps portray different
spatial arrangements of biotopes and would have conflicting implications for managers.
To improve the resolution of the biotope map derived from % cover of SAV, video or
image transects could be performed throughout the study area to map it in entirety.
Furthermore, it may be possible to delineate coarse gravel reefs with attached macroalgae
using backscatter from sidescan sonar, but this was out of the scope of this study. In contrast,
the only way to improve the resolution of the biotope map derived from % organic matter is
to take more physical samples and interpolate point data into continuous raster data, which
introduces error.
It is clear from this study that including benthic imagery in benthic habitat and
biotope mapping produces more interpretable and meaningful classifications and map
products that researchers or managers may use for monitoring or protecting seafloor
biotopes. Furthermore, benthic imagery improved habitat and biotope classification and
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mapping within the CMECS framework. The methodologies presented in this study should
be adapted and improved by researchers working in different environments and in different
geographic locations.

Figure 16. Full Coverage Biotope Map Including Benthic Imagery

A full coverage map of the biotopes derived from distance-based redundancy analysis and
constrained binary divisive clustering when benthic imagery was included. The biotopes are
based on threshold values of % cover of SAV, the environmental variable that best explained
the variation in benthic invertebrate data. Images along the edges of the figure were selected
as being representative of their respective biotopes, to provide a visual representation of what
each biotope looks like. The biotope descriptions in the legend are based on CMECS. The
map was produced using the raster interpolation tool “Spline with barriers” in ArcMap v.7.
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Figure 17. Full Coverage Biotope Map Excluding Benthic Imagery

A full coverage map of the biotopes derived from distance-based redundancy analysis and
constrained binary divisive clustering when benthic imagery was excluded. The biotopes are
based on threshold values of % organic matter, the environmental variable that best explained
the variation in the invertebrate data once benthic imagery variables had been excluded. The
biotope descriptions in the legend are based on CMECS. The map was produced using the
raster interpolation tool “Spline with barriers” in ArcMap v.7.
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Chapter 5
CONCLUSION

The goal of this study was to quantify the benefit of using low-cost imagery to
augment benthic habitat mapping with the Coastal and Marine Ecological Classification
Standard (CMECS), as well as to classify and map biotopes within the study area using
CMECS. Benthic grab sampling, water column sampling, and acoustic surveys were
conducted in October of 2017 within an approximately 1 km2 study area in Herring Cove,
Provincetown, MA. A GoPro Hero 5™ was mounted to the Van Veen grab sampler to collect
video, which was subsequently processed into still images from corresponding sampling
stations. Benthic images were analyzed for percent cover of sand, gravel, submerged aquatic
vegetation (SAV), and shell material using a random point overlay method using the program
Coral Point Count. An optimal point count (OPC) reconnaissance was conducted to
investigate the optimal sample size of random points to use in benthic cover analysis. The
CMECS Water Column, Substrate, Geoform, and Biotic Components were described using
the data collected from the field (Figure A1 in the appendix). Environmental and biotic data
collected were synthesized using permutational multivariate statistical techniques to describe
biotopes with and without the use of benthic imagery.
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Swath bathymetry collected during the acoustic surveys resulted in a bathymetric
raster (CCS, unpublished data), from which the depths of sampling stations were extracted
and the CMECS Geoform Component was described (see Figure A1 in the appendix). The
average depth of sampling stations within the study area was 6 ± 1 m. The Benthic Terrain
Modeler toolbox in ArcMap (Walbridge et al. 2018) was used to classify CMECS Geoforms
from the bathymetric raster layer. The Geoform “Subtidal Flats” comprised 90% of the study
area while “Banks” comprised the other 10%.
The water column sampling data were used to describe the CMECS Water Column
Component within the study area (see Figure A1 in the appendix). The water column was
sampled approximately 1 m below the surface in close proximity to the sampling station. The
mean temperature within the study area was 14.5 ± 0.2 °C; the mean salinity was 31.3 ± 0.1
PSU; the mean acidity was 8.2 ± 0.1 pH; and the mean dissolved oxygen content was 8.5 ±
0.2 mg/L. The CMECS Water Column Component was classified within the study area as
cool, euhaline nearshore surface water. Because water column samples were taken so close to
the surface and because every sampling station was classified the same with CMECS, water
column variables were left out of benthic biotope classification.
The CMECS Substrate Component classification was augmented with benthic
imagery. Benthic imagery improved the classification of the CMECS Substrate Component
by providing information on coarse substrates > 4 mm in diameter. Both Van Veen style grab
samplers and particle-size analyzers are mechanically biased towards fine sediment, but
benthic imagery was able to supplement traditional grain-size analysis with information on
the benthic cover of coarse gravel substrate present at sampling stations, which improved the
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accuracy of substrate classifications. Classifying the CMECS Substrate Component with
grain-size data alone resulted in the description of a homogeneous study area in which 22 of
the 24 sampling stations were classified as “Gravelly Sand”, while the remaining 2 were
classified as “Sandy Gravel”. Including data on percent cover of sand and gravel derived
from benthic imagery resulted in a more accurate and spatially heterogeneous classification
of the study area. Sampling stations described as “Gravelly Sand” decreased from 22 to 17,
sampling stations described as “Sandy Gravel” increased from 2 to 6, and 1 sampling station
was described as “Gravel”.
In total 48 replicate benthic invertebrate samples were collected from 24 sampling
stations and were picked, sorted, identified, and enumerated to the family level. The 95%
most abundant taxa comprised 30,671 individuals and 17 different families. To quantitatively
describe biotic communities within the study area, hierarchal agglomerative clustering was
performed, and 4 distinct biotic communities resulted (see Figure A1 in the appendix).
Cluster ‘a’ was characterized by high abundances of Cirratulid fringe worms, Calyptraeid
snails, and filamentous benthic macroalgae and comprised 6 of 24 sampling stations. It was
classified in CMECS as “Mobile Molluscs on Hard or Mixed Substrates” with co-occurring
elements “Small Surface-Burrowing Fauna” and “Filamentous Algal Bed”. Cluster ‘b’ was
characterized high abundances of Caprellid skeleton shrimp, Calyptraeid snails, and Syllid
polychaetes and comprised only 1 of 24 sampling stations. It was classified in CMECS as
“Mobile Crustaceans on Soft Sediments” with co-occurring elements “Mobile Molluscs on
Soft Sediments” and “Small Surface-Burrowing Fauna”. Cluster ‘c’ was characterized by
high abundances of Syllid and Dorvilleid polychaetes. It was classified in CMECS as “Small
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Surface-Burrowing Fauna” and comprised 9 sampling stations. Finally, cluster ‘d’ was
characterized by lower abundances of Syllid and Dorvilleid polychaetes than cluster ‘c’ with
the addition of high abundances of Cirratulid fringe worms. It was classified in CMECS as
“Small Surface-Burrowing Fauna” and comprised 8 sampling stations. Benthic imagery
improved the classification of biotic communities by providing information on benthic
macroalgae and context for taxa such as Calyptraeid snails which can be classified in several
different ways within CMECS.
Biotopes are defined as the combination of a physical habitat and its associated biotic
community (Connor et al. 2004). To relate environmental data to biological data, multivariate
techniques were used in PRIMER-e and the vegan package in R. First, dbRDA was
performed using all environmental variables (except water column variables), to examine the
salient biological and environmental patterns present within the study area. To quantitatively
test the correlation between benthic imagery data and benthic invertebrate community
structure, nonparametric multivariate routines were performed. Station-station
(dis)similarities in the environmental data matrix were more correlated to station-station
(dis)similarities in community structure when benthic imagery data were included. The
Spearman’s rank correlation coefficient (ρ) was equal to 0.34 when benthic imagery data
were excluded and 0.46 when they were included. A subsequent multivariate routine was
performed to maximize the matrix correlation, with one or more environmental predictor
variables. Station-station (dis)similarities in % cover of SAV were more correlated to stationstation (dis)similarities in benthic invertebrate community structure than any other
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environmental predictor variable or sets of predictor variables in the environmental data
matrix (ρ = 0.67).
Distance-based redundancy analysis (dbRDA) was performed using the DISTLM
routine in PRIMER-e to identify a more parsimonious set of one or more environmental
predictor variables that maximized the variation explained in benthic invertebrate data while
simultaneously minimizing the redundancy (or overlap) in variation explained. This was
achieved by identifying the variable(s) that minimized the small-sample-size-corrected
Akaike Information Criterion (AICc). Because there were only 24 sampling stations in this
study and because many of the top models were within 2 AICc scores of each other, the most
parsimonious models were selected. When benthic imagery data were included in dbRDA,
the most parsimonious model included just one environmental predictor variable: % cover of
SAV and explained 45% of the variation in the invertebrate data alone. When benthic
imagery was excluded from dbRDA, the most parsimonious model also included just one
environmental predictor variable: % organic matter but explained only 32% of the variation
in the invertebrate data. The model including % cover of SAV had an AICc score 5.4 less
than the model including % organic matter, which according to Bolker (2006), constitutes a
better model. Although it was clear that the model including % cover of SAV was superior,
for the purpose of comparison, both models were used to constrain a binary divisive
clustering (LINKTREE) routine, in which clusters of sampling stations (or biotopes) with
similar biotic communities were identified using threshold values of the constraining
environmental variables.
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The binary divisive clustering routine resulted in 5 biotopes when constrained by %
cover of SAV. Biotope ‘SAV-a’ was characterized by high abundances of Dorvilleidae,
Syllidae, Myidae spp. in sandy substrate with 0% cover of SAV. Biotope ‘SAV-b’ was also
characterized by high abundances of the same taxa but in sandy substrate with 1-2% cover of
SAV. Biotope ‘SAV-c’ was characterized by high abundances of Syllidae, Dorvilleidae, and
Synaptidae spp. in sandy substrate with 3-6% cover of SAV. Biotope ‘SAV-d’ was
characterized by high abundances of Syllidae, Cirratulidae, and Dorvilleidae spp. in mixed
substrates with 12-26% cover of SAV. Biotope ‘SAV-e’ was characterized by high
abundances of Calyptraeidae, Cirratulidae, and Corophiidae spp. in coarse substrates with >
36% cover of SAV.
The binary divisive clustering routine resulted in 4 biotopes when constrained by %
organic matter. Biotope ‘OM-a’ was characterized by high abundances of Syllidae,
Dorvilleidae, and Myidae spp. in substrate with < 0.43% organic matter by weight. Biotope
‘OM-b’ was characterized by high abundances of the same taxa but in substrate with 0.440.47% organic matter by weight. Biotope ‘OM-c’ was characterized by high abundances of
Dorvilleidae, Syllidae, and Paraonidae spp. in substrates with 0.51-0.52% organic matter by
weight. Finally, biotope ‘OM-d’ was characterized by high abundances of Cirratulidae,
Calyptraeidae, and Dorvilleidae spp. in substrates with > 0.56% organic matter by weight.
Not only did % cover of SAV explain more variation in the benthic invertebrate data
with a substantially lower AICc score, the biotopes constrained by % cover SAV were also
more ecologically meaningful. Describing biotopes within the study area using benthic
imagery revealed an environmental gradient shaping benthic invertebrate communities. The
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subtidal sand flats (as described by CMECS Substrate and Geoform Components) were
found to be interspersed with coarse gravel reefs, which provided a surface for attachment for
sessile invertebrates as well as benthic macroalgae. The invertebrate communities associated
with bare sand and coarse gravel reefs with attached macroalgae were starkly different and
represented ecologically distinct biotopes. Without benthic imagery this gradient would not
have been elucidated, and biotopes would have been described with % organic matter, which
comprised < 1.2% of the mass of sediment samples at all sampling stations and described
less ecologically distinct biotopes.
This study makes a case for the inclusion of benthic imagery into benthic habitat and
biotope classification and mapping studies using the Coastal and Marine Ecological
Classification Standard. As stressors posing threats to coastal ecosystems increase in
intensity, the need for ecosystem-based management practices will increase, and the first step
of ecosystem-based management should be habitat classification and mapping (Cogan et al.
2009). Benthic habitats provide many important ecosystem services and are linked to the rest
of the coastal ecosystem through the processes of benthic-pelagic coupling (Griffiths et al.
2017). It is imperative, then, that benthic habitats be mapped accurately so that future
changes can be monitored. Low-cost benthic imagery can provide a means for researchers on
nearly any budget to improve the accuracy and resolution of coastal benthic habitat and
biotope classification and mapping with CMECS.
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APPENDIX

Figure A1. Complete CMECS Classifications
Biogeographic Setting
• Realm: Temperate Northern Atlantic
o Province: Cold Temperate Northwest Atlantic
 Ecoregion: Gulf of Maine/ Bay of Fundy
Aquatic Setting
• System: Marine
o Subsystem: Nearshore
 Tidal Zone: Subtidal
Geoform Component
• Tectonic Setting: Passive Continental Margin
o Physiographic Setting: Embayment
 Geoform Origin: Geologic
• Level 1 Geoform: Bank
• Level 1 Geoform: Flats
o Modifier: Subtidal
Substrate Component
• Substrate Origin: Geologic
o Substrate Class: Unconsolidated Mineral Substrate
 Substrate Subclass: Coarse Unconsolidated Substrate
• Substrate Group: Gravel
• Substrate Group: Gravel Mixes
o Substrate Subgroup: Sandy Gravel
o Substrate Subgroup: Gravelly Sand
Water Column Component
• Layer: Marine Nearshore Surface Layer
o Salinity: Euhaline Water
 Temperature: Cool Water
Biotic Component
• Biotic Setting: Benthic/ Attached Biota
o Biotic Class: Faunal Bed
 Biotic Subclass: Soft Sediment Fauna
• Biotic Group: Small Surface-Burrowing Fauna
o Biotic Community: Dorvilleidae Bed
o Biotic Community: Syllidae Bed
o Biotic Community: Cirratulidae Bed
• Biotic Group: Mobile Crustaceans on Soft Sediments
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o Biotic Community: Caprellidae Bed
• Biotic Group: Mobile Molluscs on Soft Sediments
o Biotic Community: Calyptraeidae Bed
o Biotic Class: Reef Biota
 Biotic Subclass: Mollusc Reef Biota
• Biotic Group: Gastropod Reef
o Biotic Community: Calyptraeidae Reef
o Biotic Class: Aquatic Vegetation Bed
 Biotic Subclass: Benthic Macroalgae
• Biotic Group: Filamentous Algal Bed
A complete list of all CMECS classifications made within the Herring Cove study area.
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A multi-collinearity matrix that compares linear correlations of all pair-wise combinations of environmental predictor
variables. Any correlations ≥ 0.95 or ≤ -0.95 are highlighted in yellow. Percent sand and % gravel were both dropped as
they were perfectly negatively correlated with each other and because they were also both highly correlated with mean
and median grain-size. Mean grain-size was dropped as median was deemed the preferred statistic for analysis. Percent
cover of sand and % cover of SAV were highly negatively correlated. Percent cover of SAV was retained because it
was the only statistic in the data matrix with information about benthic macroalgae.

Figure A2. Multi-collinearity Matrix of Environmental Data

113

The environmental data matrix used in environmental-biotic analyses conducted to quantitatively classify biotopes
within the study area.

Figure A3: Environmental Data Table
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Figure A4. Similarity Percentages (SIMPER) Results for Biotopes Defined by % Cover
of SAV
SIMPER
Similarity Percentages - species contributions
One-Way Analysis
Data worksheet
Name: HC-Bio-4rt
Data type: Abundance
Sample selection: All
Variable selection: All
Parameters
Resemblance: S17 Bray-Curtis similarity
Cut off for low contributions: 70.00%
Factor Groups
Sample Biotope-SAV
4
a
11
a
21
a
2
b
3
b
5
b
6
b
7
b
17
b
22
b
8
c
19
c
20
c
24
c
1
d
9
d
12
d
15
d
18
d
10
e
13
e
14
e
16
e
23
e
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Cluster a
Average similarity: 82.05
Species
Dorvilleidae spp.
Syllidae spp.
Myidae spp.
Cirratulidae spp.
Mactridae spp.
Tellinidae spp.

Av.Abund
3.61
3.58
2.47
2.55
2.19
1.79

Av.Sim
15.12
11.18
9.81
9.49
8.73
6.72

Sim/SD
7.26
6.59
26.95
8.02
45.70
4.39

Contrib%
18.43
13.62
11.96
11.57
10.65
8.19

Cum.%
18.43
32.05
44.01
55.58
66.23
74.42

Av.Abund
4.39
4.17
2.97
2.58
1.75
1.91

Av.Sim
13.67
13.06
9.32
8.28
5.65
5.47

Sim/SD
5.83
8.09
8.25
12.64
8.54
3.86

Contrib%
17.30
16.52
11.79
10.48
7.15
6.92

Cum.%
17.30
33.82
45.61
56.09
63.24
70.16

Av.Abund
3.72
3.40
1.83
2.46
1.93
2.12
1.86

Av.Sim
11.86
9.62
6.11
6.07
5.99
5.62
5.16

Sim/SD
6.13
5.64
5.98
1.98
5.23
10.96
4.00

Contrib%
17.29
14.03
8.91
8.85
8.73
8.20
7.52

Cum.%
17.29
31.33
40.24
49.09
57.82
66.02
73.54

Cluster b
Average similarity: 79.02
Species
Dorvilleidae spp.
Syllidae spp.
Myidae spp.
Mactridae spp.
Chaetiliidae spp.
Tellinidae spp.
Cluster c
Average similarity: 68.57
Species
Syllidae spp.
Dorvilleidae spp.
Synaptidae spp.
Myidae spp.
Paraonidae spp.
Mactridae spp.
Tellinidae spp.
Cluster d
Average similarity: 71.26
Species
Syllidae spp.
Cirratulidae spp.
Dorvilleidae spp.
Calyptraeidae spp.
Myidae spp.
Tellinidae spp.
Chaetiliidae spp.
Synaptidae spp.

Av.Abund
2.57
2.24
2.24
1.71
1.59
1.66
1.26
1.35

Av.Sim
9.27
8.34
7.06
6.57
5.78
5.45
5.03
4.95

Sim/SD
5.62
2.59
2.64
3.93
8.61
3.02
10.38
6.84
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Contrib%
13.01
11.71
9.90
9.22
8.11
7.65
7.06
6.94

Cum.%
13.01
24.72
34.63
43.85
51.96
59.61
66.67
73.61

Cluster e
Average similarity: 72.39
Species
Calyptraeidae spp.
Cirratulidae spp.
Corophiidae spp.
Maeridae spp.
Columbellidae spp.
Dorvilleidae spp.
Synaptidae spp.

Av.Abund
2.80
2.38
1.75
1.75
1.80
1.73
1.08

Av.Sim
11.81
10.12
7.15
6.76
6.73
6.37
4.53

Sim/SD
3.98
4.93
3.10
4.33
6.36
4.24
8.27

Contrib%
16.32
13.98
9.87
9.34
9.29
8.80
6.26

Cum.%
16.32
30.30
40.17
49.51
58.80
67.60
73.86

Clusters d & b
Average dissimilarity = 33.95
Species
Dorvilleidae spp.
Terebellidae spp.
Syllidae spp.
Myidae spp.
Mactridae spp.
Paraonidae spp.
Caprellidae spp.
Maeridae spp.
Columbellidae spp.

Cluster d
Av.Abund
2.24
0.58
2.57
1.59
1.26
1.08
0.66
1.38
1.09

Cluster b
Av.Abund
4.39
1.80
4.17
2.97
2.58
1.59
0.94
0.59
0.55

Av.Diss
4.37
3.45
3.27
2.78
2.62
2.22
2.09
1.92
1.66

Diss/SD
1.79
1.28
1.64
2.00
2.72
2.96
1.02
1.53
1.34

Contrib%
12.88
10.16
9.63
8.20
7.72
6.54
6.15
5.64
4.89

Cum.%
12.88
23.04
32.67
40.87
48.59
55.14
61.29
66.94
71.82

Cluster a
Av.Abund
3.61
3.58
0.00
0.91
0.00
2.47
2.19
0.88
2.55

Av.Diss
3.29
3.18
3.04
2.46
2.33
2.16
2.11
1.94
1.70

Diss/SD
1.28
1.22
3.01
1.20
1.71
1.77
2.03
1.31
1.73

Contrib%
10.40
10.05
9.62
7.78
7.38
6.83
6.67
6.13
5.39

Cum.%
10.40
20.45
30.07
37.85
45.23
52.06
58.73
64.86
70.25

Clusters d & a
Average dissimilarity = 31.63
Species
Dorvilleidae spp.
Syllidae spp.
Maeridae spp.
Terebellidae spp.
Columbellidae spp.
Myidae spp.
Mactridae spp.
Calyptraeidae spp.
Cirratulidae spp.

Cluster d
Av.Abund
2.24
2.57
1.38
0.58
1.09
1.59
1.26
1.71
2.24
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Clusters b & a
Average dissimilarity = 22.20
Species
Terebellidae spp.
Syllidae spp.
Dorvilleidae spp.
Calyptraeidae spp.
Paraonidae spp.
Cirratulidae spp.
Caprellidae spp.
Myidae spp.

Cluster b
Av.Abund
1.80
4.17
4.39
1.79
1.59
1.79
0.94
2.97

Cluster a
Av.Abund
0.91
3.58
3.61
0.88
1.58
2.55
0.00
2.47

Av.Diss
2.86
2.78
1.94
1.93
1.82
1.78
1.74
1.22

Diss/SD
1.22
1.74
2.17
1.18
1.66
1.62
0.75
1.23

Contrib%
12.89
12.53
8.74
8.70
8.20
8.03
7.83
5.51

Cum.%
12.89
25.41
34.16
42.86
51.06
59.09
66.92
72.42

Cluster c
Av.Abund
2.11
3.40
3.72
2.46
0.85
0.76
1.46
1.56
2.12
1.93

Av.Diss
3.57
2.94
2.56
2.31
2.17
1.90
1.86
1.85
1.82
1.77

Diss/SD
1.18
1.02
1.41
1.20
1.02
1.48
1.42
1.33
1.04
1.60

Contrib%
11.21
9.25
8.05
7.25
6.84
5.97
5.84
5.83
5.71
5.56

Cum.%
11.21
20.47
28.52
35.77
42.60
48.57
54.42
60.24
65.95
71.52

Cluster c
Av.Abund
2.11
0.85
3.40
2.46
1.46
1.17
2.12
1.93
0.76

Av.Diss
3.23
2.65
2.40
1.94
1.89
1.68
1.58
1.58
1.39

Diss/SD
1.21
1.24
1.79
1.64
1.35
1.29
2.24
1.08
1.10

Contrib%
12.41
10.17
9.23
7.45
7.28
6.47
6.09
6.07
5.34

Cum.%
12.41
22.58
31.81
39.26
46.54
53.01
59.10
65.17
70.51

Clusters d & c
Average dissimilarity = 31.81
Species
Caprellidae spp.
Dorvilleidae spp.
Syllidae spp.
Myidae spp.
Terebellidae spp.
Maeridae spp.
Calyptraeidae spp.
Cirratulidae spp.
Mactridae spp.
Paraonidae spp.

Cluster d
Av.Abund
0.66
2.24
2.57
1.59
0.58
1.38
1.71
2.24
1.26
1.08

Clusters b & c
Average dissimilarity = 26.02
Species
Caprellidae spp.
Terebellidae spp.
Dorvilleidae spp.
Myidae spp.
Calyptraeidae spp.
Columbellidae spp.
Mactridae spp.
Paraonidae spp.
Maeridae spp.

Cluster b
Av.Abund
0.94
1.80
4.39
2.97
1.79
0.55
2.58
1.59
0.59

118

Clusters a & c
Average dissimilarity = 28.17
Species
Caprellidae spp.
Syllidae spp.
Cirratulidae spp.
Columbellidae spp.
Myidae spp.
Calyptraeidae spp.
Dorvilleidae spp.
Terebellidae spp.
Maeridae spp.

Cluster a
Av.Abund
0.00
3.58
2.55
0.00
2.47
0.88
3.61
0.91
0.00

Cluster c
Av.Abund
2.11
3.72
1.56
1.17
2.46
1.46
3.40
0.85
0.76

Av.Diss
3.94
2.51
2.32
2.21
2.09
2.00
1.98
1.93
1.44

Diss/SD
1.19
1.69
1.73
1.38
2.36
1.25
1.73
1.24
0.90

Contrib%
13.99
8.92
8.25
7.86
7.43
7.10
7.04
6.84
5.10

Cum.%
13.99
22.91
31.16
39.02
46.45
53.55
60.59
67.43
72.53

Cluster e
Av.Abund
1.41
1.75
1.42
2.80
0.69
1.73
0.37
1.03
1.80
0.61

Av.Diss
3.33
3.03
2.73
2.63
2.49
2.22
2.09
2.04
2.00
1.97

Diss/SD
1.43
1.94
1.37
1.87
1.35
1.53
1.72
1.26
1.17
0.95

Contrib%
10.05
9.14
8.23
7.93
7.53
6.69
6.31
6.15
6.03
5.95

Cum.%
10.05
19.18
27.41
35.35
42.87
49.57
55.88
62.03
68.06
74.01

Cluster e
Av.Abund
1.41
1.73
0.91
0.00
1.75
0.97
0.37
1.42
1.80
2.80

Av.Diss
5.61
5.32
4.18
3.68
3.52
3.16
2.83
2.61
2.59
2.57

Diss/SD
2.06
2.81
2.46
1.28
3.87
3.09
2.42
1.49
1.70
1.87

Contrib%
11.42
10.84
8.53
7.49
7.16
6.44
5.77
5.32
5.27
5.24

Cum.%
11.42
22.26
30.79
38.28
45.44
51.88
57.64
62.97
68.23
73.47

Clusters d & e
Average dissimilarity = 33.11
Species
Syllidae spp.
Corophiidae spp.
Caprellidae spp.
Calyptraeidae spp.
Tellinidae spp.
Dorvilleidae spp.
Chaetiliidae spp.
Certhiidae spp.
Columbellidae spp.
Cumacea spp.

Cluster d
Av.Abund
2.57
0.47
0.66
1.71
1.66
2.24
1.26
0.73
1.09
0.66

Clusters b & e
Average dissimilarity = 49.08
Species
Syllidae spp.
Dorvilleidae spp.
Myidae spp.
Terebellidae spp.
Corophiidae spp.
Mactridae spp.
Chaetiliidae spp.
Caprellidae spp.
Columbellidae spp.
Calyptraeidae spp.

Cluster b
Av.Abund
4.17
4.39
2.97
1.80
0.00
2.58
1.75
0.94
0.55
1.79
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Clusters a & e
Average dissimilarity = 50.08
Species
Syllidae spp.
Calyptraeidae spp.
Dorvilleidae spp.
Columbellidae spp.
Corophiidae spp.
Maeridae spp.
Myidae spp.
Caprellidae spp.
Mactridae spp.

Cluster a
Av.Abund
3.58
0.88
3.61
0.00
0.00
0.00
2.47
0.00
2.19

Cluster e
Av.Abund
1.41
2.80
1.73
1.80
1.75
1.75
0.91
1.42
0.97

Av.Diss
5.21
4.40
4.39
4.05
4.03
4.00
3.66
3.19
2.70

Diss/SD
1.43
2.34
2.48
4.18
3.74
3.96
2.08
1.65
2.34

Contrib%
10.40
8.79
8.76
8.08
8.06
7.98
7.31
6.37
5.39

Cum.%
10.40
19.19
27.94
36.03
44.08
52.06
59.37
65.74
71.14

Cluster e
Av.Abund
1.41
1.73
0.91
1.42
2.80
1.75
0.69
0.81
1.75
0.97
0.37

Av.Diss
4.81
3.57
3.27
3.16
3.09
2.64
2.49
2.33
2.30
2.28
2.14

Diss/SD
1.74
1.26
1.28
1.22
1.41
1.79
1.48
1.79
1.37
1.19
1.90

Contrib%
11.23
8.33
7.64
7.36
7.21
6.16
5.81
5.44
5.37
5.32
4.99

Cum.%
11.23
19.56
27.20
34.56
41.77
47.93
53.74
59.18
64.55
69.86
74.86

Clusters c & e
Average dissimilarity = 42.84
Species
Syllidae spp.
Dorvilleidae spp.
Myidae spp.
Caprellidae spp.
Calyptraeidae spp.
Corophiidae spp.
Tellinidae spp.
Paraonidae spp.
Maeridae spp.
Mactridae spp.
Chaetiliidae spp.

Cluster c
Av.Abund
3.72
3.40
2.46
2.11
1.46
0.51
1.86
1.93
0.76
2.12
1.40

The complete SIMPER output for biotopes defined by % cover of SAV produced in
PRIMER-e. Contributions of each taxon to within-cluster similarities and between-cluster
dissimilarities were quantified.
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Figure A5. Similarity Percentages (SIMPER) Results for Biotopes Defined by %
Organic Matter
SIMPER
Similarity Percentages - species contributions
One-Way Analysis
Data worksheet
Name: HC-Bio-4rt
Data type: Abundance
Sample selection: All
Variable selection: All
Parameters
Resemblance: S17 Bray-Curtis similarity
Cut off for low contributions: 70.00%
Factor Groups
Sample Biotope-OM
3
a
4
a
5
a
11
a
17
a
20
a
1
b
2
b
7
b
18
b
6
c
8
c
21
c
9
d
10
d
12
d
13
d
14
d
15
d
16
d
19
d
22
d
23
d
24
d
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Cluster a
Average similarity: 83.10
Species
Syllidae spp.
Dorvilleidae spp.
Myidae spp.
Mactridae spp.
Paraonidae spp.
Synaptidae spp.

Av.Abund
4.55
4.00
3.10
2.72
1.88
1.66

Av.Sim
14.99
13.07
10.32
8.79
6.43
5.89

Sim/SD
6.64
9.41
7.16
8.85
9.98
16.80

Contrib%
18.03
15.73
12.42
10.58
7.74
7.09

Cum.%
18.03
33.76
46.18
56.76
64.50
71.59

Av.Abund
3.73
3.71
2.36
2.24
2.09
1.83

Av.Sim
13.30
11.80
7.22
7.02
6.74
5.53

Sim/SD
15.36
4.91
3.12
3.58
4.62
12.20

Contrib%
18.06
16.03
9.81
9.53
9.15
7.51

Cum.%
18.06
34.10
43.91
53.44
62.59
70.10

Av.Abund
4.71
3.13
2.11
1.96
2.12
1.62
1.79

Av.Sim
16.47
10.01
6.64
6.23
6.03
5.63
5.26

Sim/SD
7.76
5.60
4.57
5.67
3.31
8.04
3.42

Contrib%
22.33
13.57
9.00
8.45
8.17
7.64
7.14

Cum.%
22.33
35.90
44.91
53.36
61.53
69.17
76.30

Cluster b
Average similarity: 73.61
Species
Syllidae spp.
Dorvilleidae spp.
Myidae spp.
Tellinidae spp.
Mactridae spp.
Cirratulidae spp.
Cluster c
Average similarity: 73.75
Species
Dorvilleidae spp.
Syllidae spp.
Paraonidae spp.
Mactridae spp.
Myidae spp.
Synaptidae spp.
Tellinidae spp.
Cluster d
Average similarity: 69.09
Species
Cirratulidae spp.
Calyptraeidae spp.
Dorvilleidae spp.
Syllidae spp.
Maeridae spp.
Synaptidae spp.
Columbellidae spp.
Myidae spp.

Av.Abund
2.32
2.36
2.01
2.10
1.50
1.31
1.48
1.47

Av.Sim
8.96
8.53
6.62
5.95
5.57
4.68
4.56
4.11

Sim/SD
2.81
3.29
3.57
1.61
4.38
6.20
1.89
1.88
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Contrib%
12.96
12.35
9.58
8.61
8.07
6.78
6.60
5.94

Cum.%
12.96
25.31
34.89
43.51
51.57
58.35
64.95
70.89

Clusters b & a
Average dissimilarity = 23.14
Species
Terebellidae spp.
Caprellidae spp.
Paraonidae spp.
Syllidae spp.
Dorvilleidae spp.
Myidae spp.
Maeridae spp.
Mactridae spp.
Columbellidae spp.

Cluster b
Av.Abund
1.74
1.25
1.16
3.73
3.71
2.36
0.81
2.09
0.75

Cluster a
Av.Abund
1.92
0.23
1.88
4.55
4.00
3.10
0.24
2.72
0.17

Av.Diss
3.25
2.18
2.04
1.91
1.67
1.62
1.58
1.42
1.39

Diss/SD
2.31
1.43
2.08
1.84
1.44
1.20
0.93
1.48
0.95

Contrib%
14.06
9.40
8.81
8.25
7.20
7.02
6.81
6.15
6.00

Cum.%
14.06
23.47
32.27
40.53
47.73
54.74
61.56
67.71
73.71

Cluster c
Av.Abund
0.00
1.69
4.71
2.11
0.53
0.88
2.07
2.12

Av.Diss
3.44
2.63
2.31
2.29
1.76
1.62
1.60
1.52

Diss/SD
0.92
1.48
1.63
1.53
1.01
1.23
1.01
1.33

Contrib%
14.14
10.80
9.48
9.43
7.22
6.66
6.58
6.27

Cum.%
14.14
24.93
34.41
43.84
51.06
57.71
64.30
70.56

Cluster c
Av.Abund
0.00
3.13
1.69
2.07
2.12
4.71
1.96
0.88

Av.Diss
3.67
3.01
2.80
2.35
2.10
1.85
1.66
1.47

Diss/SD
3.05
1.56
1.20
1.29
1.34
1.48
1.46
1.28

Contrib%
14.48
11.89
11.04
9.27
8.27
7.30
6.53
5.82

Cum.%
14.48
26.37
37.41
46.68
54.94
62.24
68.77
74.59

Clusters b & c
Average dissimilarity = 24.33
Species
Terebellidae spp.
Caprellidae spp.
Dorvilleidae spp.
Paraonidae spp.
Maeridae spp.
Columbellidae spp.
Calyptraeidae spp.
Myidae spp.

Cluster b
Av.Abund
1.74
1.25
3.71
1.16
0.81
0.75
1.34
2.36

Clusters a & c
Average dissimilarity = 25.35
Species
Terebellidae spp.
Syllidae spp.
Caprellidae spp.
Calyptraeidae spp.
Myidae spp.
Dorvilleidae spp.
Mactridae spp.
Columbellidae spp.

Cluster a
Av.Abund
1.92
4.55
0.23
1.02
3.10
4.00
2.72
0.17
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Clusters b & d
Average dissimilarity = 38.35
Species
Dorvilleidae spp.
Terebellidae spp.
Syllidae spp.
Caprellidae spp.
Myidae spp.
Corophiidae spp.
Tellinidae spp.
Maeridae spp.
Columbellidae spp.
Calyptraeidae spp.

Cluster b
Av.Abund
3.71
1.74
3.73
1.25
2.36
0.00
2.24
0.81
0.75
1.34

Cluster d
Av.Abund
2.01
0.28
2.10
1.28
1.47
1.19
1.17
1.50
1.48
2.36

Av.Diss
3.66
3.60
3.54
2.55
2.49
2.44
2.39
2.32
2.19
2.14

Diss/SD
1.50
1.03
1.41
1.28
1.55
1.59
1.35
2.02
1.59
1.52

Contrib%
9.53
9.39
9.23
6.66
6.49
6.37
6.24
6.05
5.70
5.59

Cum.%
9.53
18.92
28.15
34.82
41.30
47.68
53.92
59.97
65.67
71.26

Cluster d
Av.Abund
2.10
2.01
1.47
0.28
1.25
2.36
1.50
1.48
1.19
1.28

Av.Diss
5.08
4.07
3.57
3.42
2.98
2.91
2.67
2.65
2.41
2.35

Diss/SD
1.76
1.90
1.91
2.18
2.01
1.50
2.15
1.88
1.58
0.95

Contrib%
11.85
9.48
8.33
7.97
6.93
6.77
6.23
6.17
5.62
5.48

Cum.%
11.85
21.33
29.66
37.62
44.56
51.33
57.56
63.73
69.35
74.83

Clusters a & d
Average dissimilarity = 42.92
Species
Syllidae spp.
Dorvilleidae spp.
Myidae spp.
Terebellidae spp.
Mactridae spp.
Calyptraeidae spp.
Maeridae spp.
Columbellidae spp.
Corophiidae spp.
Caprellidae spp.

Cluster a
Av.Abund
4.55
4.00
3.10
1.92
2.72
1.02
0.24
0.17
0.00
0.23
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Clusters c & d
Average dissimilarity = 36.91
Species
Dorvilleidae spp.
Caprellidae spp.
Syllidae spp.
Corophiidae spp.
Maeridae spp.
Paraonidae spp.
Calyptraeidae spp.
Myidae spp.
Columbellidae spp.
Cirratulidae spp.

Cluster c
Av.Abund
4.71
1.69
3.13
0.00
0.53
2.11
2.07
2.12
0.88
1.58

Cluster d
Av.Abund
2.01
1.28
2.10
1.19
1.50
0.98
2.36
1.47
1.48
2.32

Av.Diss
5.66
3.27
2.76
2.51
2.50
2.39
2.31
2.16
1.95
1.82

Diss/SD
2.45
1.34
1.29
1.53
1.61
1.69
1.55
1.40
1.25
1.70

Contrib%
15.34
8.85
7.49
6.79
6.78
6.47
6.26
5.86
5.29
4.92

Cum.%
15.34
24.19
31.68
38.47
45.25
51.72
57.98
63.84
69.12
74.05

The complete SIMPER output for biotopes defined by % organic matter produced in
PRIMER-e. Contributions of each taxon to within-cluster similarities and between-cluster
dissimilarities are quantified.
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