We study the generalized supersymmetric t−J model with boundaries. Starting from the trigonometric R-matrix, and in the framework of the graded quantum inverse scattering method (QISM), we obtain the eigenvalues and Bethe ansatz equations of the supersymmetric t−J model with boundaries in three different backgrounds.
Introduction
One-dimensional strongly correlated electron models, such as the t − J model, have been attracting a great deal of interests in the context of high-T c superconductivity. The Hamiltonian of the t − J model includes the near-neighbour hopping (t) and antiferromagnetic exchange (J) [1, 2] 
It is known that this model is supersymmetric and integrable for J = ±2t [3, 4] . The supersymmetric t−J model was also studied in Refs. [5, 6, 7, 8] , for a review, see Ref. [9] and the references therein. Essler and Korepin et al showed that the one-dimensional Hamiltonian can be obtained from the transfer matrix of the two-dimensional supersymmetric exactly solvable lattice model [7, 8] . They used the graded QISM [8, 10] and obtained the eigenvalues and eigenvectors for the supersymmetric t − J model with periodic boundary conditions in three different backgrounds, for related works, see for example [12] . In this paper, we shall start from the trigonometric R-matrix which is a generalization of the R-matrix used in [8] . The Hamiltonian is also a generalization of the supersymmetric t − J model. We shall consider the reflecting boundary condition cases. By using the graded QISM, we obtain the eigenvalues of the transfer matrix with boundaries in three different backgrounds. The exactly solvable models are generally solved by imposing periodic boundary conditions. Recently, solvable models with reflecting (open) boundary conditions have been extensively studied . Besides the original Yang-Baxter equation [38, 39] , the reflection equations also play a key role in proving the commutativity of the transfer matrices under reflecting boundary conditions [13, 14] . The Hamiltonian includes non-trivial boundary terms which are determined by the boundary K matrices.
In our previous paper [40] , we used the algebraic Bethe ansatz method to solve the eigenvalue and eigenvector problems of the supersymmetric t − J model with reflecting boundary conditions in the framework of the graded QISM (FFB grading). Here we shall extend the results in Ref. [40] . We start from the trigonometric R-matrix proposed by Perk and Schultz [41] and change the formulae to the graded case. Solving the graded reflection equation, we give general diagonal solutions. There are altogether four kinds of different boundary conditions for each choice of grading. Using the graded algebraic Bethe ansatz method in three possible grading FFB, BFF and FBF, we obtain the eigenvalues of the transfer matrix with general diagonal boundary matrices.
The graded method was proposed in [42] , and it was applied for the reflection equation in [18] , and later was applied to fermionic models [19, 20] . In this paper, we shall use the graded reflection equation to study the supersymmetric t − J model. For the supersymmetric t − J model, the spin of the electrons and the charge "hole" degrees of freedom play a very similar role forming a graded superalgebra with two fermions and one boson. The holes obey boson commutation relations, while the spinons are fermions,see Ref. [9] and the references therein. The graded approach has the advantage of making a clear distinction between bosonic and fermionic degrees of freedom. So, it is interesting to study the supersymmetric t − J model with reflecting boundary conditions by the graded algebraic Bethe ansatz method. We should mention that the trigonometric R-matrix related to the supersymmetric t − J model with reflecting boundary conditions was studied in [21, 22] by using the usual reflection equation, the results have also been extended to more general cases [23, 24] . And the thermodynamic limit of the Bethe ansatz was calculated in Ref. [25] .
As mentioned in Ref. [8] , the formulae and the results for three different gradings are significantly different, so we shall write out in detail the graded algebraic Bethe ansatz for the generalized supersymmetric t − J model with four kinds of boundaries.
The paper is organized as follows: In section 2, we review the supersymmetric t − J model and its generalization. We start from the Perk-Shultz [41] model and change it to the graded case. In section 3, the general solutions of the reflection equation are presented. In section 4, in the FFB grading, we use the algebraic Bethe ansatz method to obtain the eigenvalues and eigenvectors of the transfer matrix with boundaries. In sections 5 and 6, we study the case of BFF grading and FBF grading. Section 7 includes a brief summary and some discussions.
Supersymmetric t − J model and its generalization
We first review the supersymmetric t − J model. For convenience, we adopt the notations in Ref. [8] . The Hamiltonian of the supersymmetric t − J model is given as:
This form is an equivalent expression of the Hamiltonian (1). The operators c j,σ and c † j,σ mean the annihilation and creation operators of electron with spin σ on a lattice site j, and we assume the total number of lattice sites is N , σ = ± represent spin down and up, respectively. These operators are canonical Fermi operators satisfying anticommutation relations
We denote by n j,σ = c † j,σ c j,σ the number operator for the electron on a site j with spin σ, and by n j = σ=± n j,σ the number operator for the electron on a site j. The Fock vacuum state |0 > satisfies c j,σ |0 >= 0. There are altogether three possible electronic states at a given lattice site j due to excluding double occupancy:
S z j , S j , S † j are spin operators satisfying su(2) algebra and can be expressed as:
It has been proved that for a special value J = 2t = 2, the Hamiltonian of the supersymmetric t − J model can be written as the a graded permutation operator [6, 7, 8] 
Here we have omitted a constant term. The total number operatorN = N j=1 n j commutes with the Hamiltonian and is dedicated to the chemical potential. We shall also omit the second term in the following. The graded permutation operator can be represented as
Here, different from the non-graded case, we have the Grassmann parities ǫ a = 1, 0 representing fermion and boson, respectively. The Hamiltonian can also be represented by the generators of u(1|2) which is a subalgebra of su(1|2)
The generators of the algebra u(1|2) are given by relation (5) and the following:
The fundamental representations of these operators take the following form
where e k ij is a 3 × 3 matrix acting on the k-th space with elements (e k ij ) αβ = δ iα δ jβ . The above Hamiltonian can be obtained from the logarithmic derivative at zero spectral parameter of the transfer matrix constructed by the rational R-matrix. In this paper, we shall study the trigonometric R-matrix. Let's start from the R-matrix of the Perk-Schultz model [41] , the non-zero entries of the R-matrix are given byR
where
As mentioned above, ǫ a is the Grassman parity, ǫ a = 0 for boson and ǫ a = 1 for fermion. We demand q ab q ba = 1, in the following, and let q ab = (−) ǫaǫ b . This R-matrix of the Perk-Schultz model satisfies the usual Yang-Baxter equation:
Introducing a diagonal matrix I bd ac = (−) ǫaǫc δ ab δ cd , we change the original R-matrix to the following form
Considering the non-zero elements of the R-matrix R cd ab , we have ǫ a + ǫ b + ǫ c + ǫ d = 0. One can show that the R-matrix satisfies the graded Yang-Baxter equation
In the framework of the QISM, we can construct the L operator from the R-matrix as:
where a represents the auxiliary space and q represents the quantum space. Thus we have the (graded) Yang-Baxter relation
Here the tensor product is in the sense of super tensor product defined as
In the rest of this paper, all tensor products are in the super sense. However, there are two kinds of super tensor product, we shall point it out later.
The row-to-row monodromy matrix T N (λ) is defined as the matrix product over the N operators on all sites of the lattice,
where a still represents the auxiliary space, and the tensor product is in the graded sense. Explicitely we write
By repeatedly using the Yang-Baxter relation (17), one can prove easily that the monodromy matrix also satisfies the Yang-Baxter relation
For periodic boundary condition, the transfer matrix τ peri (λ) of this model is defined as the supertrace of the monodromy matrix in the auxiliary space. In general case, the supertrace is defined as
As a consequence of the Yang-Baxter relation (21) and the unitarity property of the R-matrix, we can prove that the transfer matrix commutes with each other for different spectral parameters.
[τ peri (λ), τ peri (µ)] = 0 (23) Generally in this sense we mean the model is integrable. Expanding the transfer matrix in the powers of λ, we can find conserved quantites, the first non-trivial conserved equantity is the Hamiltonian. For the rational R-matrix, it has been proved that the Hamiltonian obtained by taking the first logarithmic derivative at the zero spectral parameter,
, is equivalent to the Hamiltonian of the supersymmtric t − J model [8] .
Here we shall study the trigonometric case. Noting R ij (0) = −sin(η)P ij , the Hamiltonian can be defined as:
with H j,j+1 ≡ P j,j+1 L ′ j,j+1 (0). As an example, we choose Fermionic, Fermionic and Bosonic (FFB) grading that means ǫ 1 = ǫ 2 = 1, ǫ 3 = 0. Explicitly, we can write the R-matrix as:
where a(λ) = sin(λ − η), w(λ) = sin(λ + η), b(λ) = sin(λ), c ± (λ) = e ±iλ sin(η).
The rational limit of this R-matrix is completely the same as the one used by Essler and Korepin in Ref. [8] . In the framework of the QISM, we define the L operator as 
Here e n ab acts on the n-th quantum space. We denote explicitly the row-to-row monodromy matrix as
If we choose the FFB grading, the transfer matrix is then given as
Thus we can write L ′ (0) =   1 − (1 − cos(η))e 11 isin(η)e 21 −isin(η)e 31 −isin(η)e 12 1 − (1 − cos(η))e 22 −isin(η)e 32 isin(η)e 13 isin(η)e 23 1 − (1 − cos(η))e 33   .
With the help of the fundamental representation of algebra u(1|2), we have
So, we can write the Hamiltonian of the generalized supersymmetric t − J model:
Here periodic boundary condition is assumed.
In this paper, we shall study the reflecting boundary conditions, which may cause non-trivial boundary terms in the Hamiltonian.
Integrable reflecting boundary conditions and the solutions of reflection equation
In this paper, we consider the reflecting boundary condition case. In the end of 80's, Sklyanin proposed a systematic approach to handle the exactly solvable models with reflecting (open) boundary conditions [13] , which includes a so-called reflection equation proposed by Cherednik [14] .
For the graded case, the above form of the reflection equation remains the same. We only need to change the usual tensor product to the graded tensor product [18] . We write it explicitly as
We concentrate the discussion to the diagonal solutions of the reflection equation. Suppose K(λ) b a = δ ab k a (λ). Inserting this relation into the reflection equation, we find there are only one non-trivial relation to be solved:
Suppose a 2 > a 1 , and substitute the exact form of the elements of R-matrix into the above relation. We find a general diagonal solution:
where ξ is an arbitrary parameter. In a special limit we can see the identity is also a solution of the reflection equation. For the cases (FFB, BFF and FBF grading) we study in this paper, there are two types of solutions to the reflection equation
Instead of the monodromy matrix T (λ) for periodic boundary conditions, we consider the double-row monodromy matrix
for the reflecting boundary conditions. Using the Yang-Baxter relation, and considering the boundary K-matrix which satisfies the reflection equation, one can prove that the double-row monodromy matrix T (λ) also satisfies the reflection equation
Next, we shall study the properties of the R-matrix. We define the super-transposition st as
As an example, we take the FFB grading, that means ǫ 1 = ǫ 2 = 1, ǫ 3 = 0. We can rewrite the above relation explicitly as
We also define the inverse of the super-transpositionst as {A st }s t = A.
For the R-matrix with all three different grading, FFB, BFF and FBF, we can prove directly that the R-matrix satisfy the following unitarity and cross-unitarity relations:
Here the matrix M is diagonal and is determined by the R-matrix. For three different gradings, the forms of M are different. We have: M = diag.(e 2iη , 1, 1) for FFB grading, M = diag.(1, 1, e −2iη ) for BFF grading and M = 1 for FBF grading. In order to construct the commuting transfer matrix with boundaries, besides the reflection equation, we need the dual reflection equation. Generally, the dual reflection equation which depends on the unitarity and cross-unitrarity relations of the R-matrix takes different forms for different models. For the models considered in this paper, the cross-unitarity relation remains the same for three different back backgrounds. We can write the dual reflection equation in the following form:
One finds that there is an isomorphism between the reflection equation (33) and the dual reflection equation (44)
Here we mean: given a solution of the reflection equation (33), we can find a solution of the dual reflection equation (44) . Note, however, that in the sense of the commuting transfer matrix, the reflection equation and the dual reflection equation are independent of each other. The transfer matrix with boundaries is defined as:
The commutativity of t(λ) can be proved by using unitarity and cross-unitarity relations, reflection equation and the dual reflection equation. The detailed proof of the commuting transfer matrix with boundaries for super (graded) case can be found, for instance, in Ref. [26, 27, 40, 43] etc.. We also define the Hamiltonian by a relation
We still take the FFB grading as an example, and thus M = diag.(e 2iη , 1, 1). We have two types of the solutions to the dual reflection equation
where ξ + is also an arbitrary boundary parameter. Since the reflection equation and the dual reflection equation are independent of each other, there are altogether four different types of boundaries determined by boundary K and K + matrices:
The Hamiltonian of the generalized supersymmetric t − J model with boundaries is written as
where H 1 and H N are determined by the reflecting matrices. Explicitly, they are
We remark that there are four types of boundary terms in the Hamiltonian.
Algebraic Bethe ansatz method for FFB grading
In this section, the FFB grading is assumed. We shall use the nested algebraic Bethe ansatz method to obtain the eigenvalues of the transfer matrix with boundaries defined above.
Commutation relations necessary for the algebraic Bethe ansatz method
We write solution of the dual reflection equation K + and the double-row monodromy matrix T respectively in the following form:
Instead of A ab , we shall useÃ ab in the algebraic Bethe ansatz method so that there will exist only one type wanted terms in the commutation relation. The transformation takes the form
So, the transfer matrix with boundaries can be rewrite as
For type I, II solutions of the dual reflection equation K + , we have
As mentioned above, the double-row monodromy matrix also satisfies the graded reflection equation (39) . Setting the indices in that relation to be special values, we can find the commutation relations which are necessary for the algebraic Bethe ansatz method. The detailed calculation is tedious and complicated, so we do not present it here. The result is
Here the indices take values 1,2, and the r-matrix is defined as
In fact, the elements of the r-matrix are equal to those of the original R-matrix when its indices just take values 1,2.
Vacuum State
According to the definition of the double-row monodromy matrix, we write it explicitly as
For convenience, we can write the inverse of the row-to-row monodromy matrix as
where we have used the unitarity relation of the R-matrix and a whole factor is omitted. Define reference state in the n-th quantum space and the vacuum |0 > as:
By use of the definition of the row-to-row monodromy matrix (19) and its inverse(63), we have
So, with the help of T 's definition relation (62), we can show that
To obtain the actions of operatorÃ aa on the vacuum state, we use the following relation obtained from the Yang-Baxter relation
Actually, we have already used it to obtain the resultsÃ ab (λ)|0 >= 0, a = b. Then, we havẽ
For case I, II reflecting K-matrix, we have a same W 1 which takes the form:
For K I and K II :
Similarly, we havẽ
For case I, II reflecting K-matrix, W 2 take the following forms respectively:
For K II : W 2 (λ) = e iη sin(2λ)sin(ξ − λ) sin(2λ + η) .
Bethe ansatz
We construct a set of the eigenvectors of the transfer matrix with reflecting boundary conditions as
Here F d1···dn is a function of the spectral parameters µ j . Acting the transfer matrix on this eigenvectors, we find the eigenvalues Λ(λ) of the transfer matrix t(λ) and a set of Bethe ansatz equations. This technique is standard for the algebraic Bethe ansatz method. Act first D on the eigenvector defined above, use next the commutation relation (59), consider the value of D acting on the vacuum state (67). Then we have
where u.t. means the unwanted terms. We actÃ aa (λ) on the assumed eigenvector (74). Using repeatedly the commutation relations (60), we haveÃ
Summarizing relations (67,69,71), we obtain
We can rewrite the transfer matrix as
Thus the eigenvalue of the transfer matrix with reflecting boundary condition is written as
where t (1) (λ) is the so-called nested transfer matrix, and with the help of the relation (76), it can be defined as
We find that this nested transfer matrix can be defined as a transfer matrix with reflecting boundary conditions corresponding to the anisotropic case
with the grading ǫ 1 = ǫ 2 = 1. Here, we denoteλ = λ + η 2 ,ξ = ξ + η 2 ,ξ + = ξ + − η 2 , and the same notation will be used, for instance,μ = µ + η 2 . Explicitly we have
and
corresponding to K + I and K + II respectively. We also have K (1)
corresponding to K I and K II . The row-to-row monodromy matrix T (1) (λ, {μ i }) (corresponding to the periodic boundary condition) is defined as
The L-operator takes the form
And we also have
where we have used the unitarity relation of the r-matrix r 12 (λ)r 21 (−λ) = sin(η − λ)sin(η + λ) · id.. In this section, we show that a problem to find the eigenvalue of the original transfer matrix t(λ) reduces to a problem to find the eigenvalue of the nested transfer matrix t (1) (λ). In relation (79), one can see that besides the wanted term which gives the eigenvalue, we also have the unwanted terms which must be cancelled so that the assumed eigenvector is indeed the eigenvector of the transfer matrix. With the help of the symmetry property (58) of the assumed eigenvector (74), we find that, if µ 1 , · · · , µ n satisfy the following Bethe ansatz equations, the unwanted terms will vanish.
Here we have used the notation Λ (1) (λ) to denote the eigenvalue of the nested transfer matrix t (1) 
Thus what we should do next is to find the eigenvalue of the nested transfer matrix t (1) .
The nested algebraic Bethe ansatz method
We expect that the eigenvalue of the nested transfer matrix can be solved similarly as that of the original transfer matrix. So, we should first prove that the above defined nested transfer matrix indeed constitutes a commuting family. Note that the grading is ǫ 1 = ǫ 2 = 1. Actually, because all grading is Fermionic, the graded method is simply the same as the usual one. We note that the r-matrix satisfies the unitarity and and cross-unitarity relations:
The matrix M (1) is a diagonal matrix, M (1) = diag.(e 2iη , 1). In order to prove the commutativity of the nested transfer matrices, we need the reflection equation and the dual reflection equation, which take the following forms
By a direct calculation, we can prove that the above defined reflecting matrices K (1) I and K
II satisfy the reflection equation, and also K We know that the following graded Yang-Baxter relation is satisfied:
Therefore, we also have the Yang-Baxter relation for the row-to-row monodromy matrix
Since we alreay know K (1) satisfy the reflection equation (92), we can show that the nested double-row monodromy matrix
also satisfy the the reflection equation
Parallel to the procedures presented above, with the help of unitarity, cross-unitarity relations, and reflection equation, dual reflection equation, one can prove the defined nested transfer matrix indeed constitutes a commuting family. Now, let us use again the algebraic Bethe ansatz method to obtain the eigenvalue Λ (1) (λ) of the nested transfer matrix t (1) (λ). We write the nested double-row monodromy matrix as
For convenience, we introduce again a transformation
Because the nested double-row monodromy matrix satisfies the reflection equation (97), we can find the following commutation relations:
As the reference states for the nesting, we choose |0 >
With the help of the definition (86, 88), we know the actions of the nested monodromy matrix and the inverse of the monodromy matrix on the reference state
|0 > (1) .
(105)
Repeating almost the same calculation in the former sections, we obtain the results of the nested double-row monodromy matrix acting on the nested vacuum state |0 > (1) ,
Here we use the notation U 2 = k (1) 2 ,
for K I case.
for K II case. Using the Yang-Baxter relation, we also have
With the help of the transformation (99), we find
where we denote
Here U 1 takes the following form explicitly: For K I (λ), U 1 (λ) = e −2iλ sin(λ +ξ); For K II (λ):
The nested transfer matrix takes the form
where we denote U + 1 = k
that means: For K + I case:
For K + II case:
Following the standard algebraic Bethe ansatz method, we assume that the eigenvector of the nested transfer matrix is constructed as C(μ (1) . Acting the nested transfer matrix on this eigenvector, using repeatedly the commutation relations (100,101), we have the eigenvalue
whereμ
m should satisfy the following Bethe ansatz equations
We already know the exact form of Λ (1) , so we can change the former Bethe ansatz equation presented in relation (89) as follows:
, j = 1, · · · , n.
(120)
The eigenvalue of the transfer matrix t(λ) with reflecting boundary condition (46) is obtained as
Here for convenience, we give a summary of the values U and U + . Case I:
Case II:
Case I:
Case II: For the case of BFF grading, the calculations proceed parallel to the case of FFB. However, for the nested algebraic Bethe ansatz method, the low-level r-matrix is BF grading which is significantly different from the FF grading r-matrix. Actually, as we observed in the last section, the graded method is the same as the usual method for FF grading r-matrix. We shall study the supersymmetric t − J model in the BFF grading.
The R-matrix is now
The diagonal solutions of the dual reflection equation are
where ξ + is an arbitrary boundary parameter. We still denote solution of the dual reflection equation K + and the double-row monodromy matrix T respectively in the following forms:
In order to obtain the commutation relations, we need the following transformation:
Because the double-row monodromy matrix satisfies the reflection equation, we obtain the following commutation relations after some tedious calculations:
Here the indices take values 1,2, and the Grassmann parities are BF, ǫ 1 = 0, ǫ 2 = 1. The r-matrix is defined as
The elements of the r-matrix are equal to those of the original R-matrix when its indices just take values 1,2, and the Grassmann parities also remain the same as before if we just take values 1,2. This r-matrix has the su(1|1) symmetry. Let the elements of the double-row monodromy matrix act on the vacuum state |0 >:
Here we have defined
Substituting the exact forms of the reflecting type I and type II K-matrices into the above relation, we have
The transfer matrix with boundaries for BFF grading is written as
where U + 3 is defined by
For type I, II solutions of the dual reflection equations K + , we have
Using the standard algebraic Bethe ansatz method, acting the above defined transfer matrix on the ansatz
where the nested transfer matrix t (1) (λ) is defined as
Here we have used ǫ a ǫ b = ǫ c ǫ d for a non-zero elements of the r-matrix r cd ab . We also know that for non-zero r cd ab , we have ǫ a + ǫ c = ǫ b + ǫ d . Considering ǫ a + ǫ a = 0, we can write ǫ ai + ǫ bi = ǫ ai + 2ǫ ai+1 + · · · + 2ǫ an−1 + 2ǫ bn−1 + · · · + 2ǫ bi+1 + ǫ bi
Thus this nested transfer matrix can still be interpreted as a transfer matrix with reflecting boundary conditions corresponding to the anisotropic case
with the grading BF ǫ 1 = 0, ǫ 2 = 1, where we denotex = x − η 2 , x = λ, µ, ξ, ξ + . According to the definition, we have nested reflecting matrices:
The row-to-row monodromy matrix T (1) (λ, {μ i }) and T (1) −1 (−λ, {μ i }) are defined respectively as
where we have used the unitarity relation of the r-matrix r 12 (λ)r 21 (−λ) = sin(η − λ)sin(η + λ) · id.. The L-operator is obtained from the r-matrix and takes the form
We find that the super tensor product in the above defined monodromy matrix is different from the original definition. Nevertheless, as in the periodic boundary condition case, we can define another graded tensor product as follows [8] :
Effectively the graded tensor product switches even and odd Grassmann parities. The graded tensor product in the above monodromy matrices follows the new defined rule. The L-operator satisfies the following Yang-Baxter relation
Multiplying both sides of this Yang-Baxter relation by (−1) (ǫa 1 +ǫc 1 ) , we obtain
This is just the graded Yang-Baxter relation in the newly defined graded tensor product. And we have another r-matrixr
For the row-to-row monodromy matrix, we also havê
In order to prove that the nested monodromy matrix is indeed the transfer matrix with reflecting boundary conditions, we need to prove that it constitutes a commuting family. As discussed in the last sections, we should prove that K (1) and K (1) + satisfy something like reflection equations. One can prove that K (1) and K (1) + satisfy the following graded reflection equations in the newly defined graded sense.
We see that the second relation is consistent with the cross-unitarity relationr st1 12 (−λ)r st1 21 (λ) = −sin 2 (λ)· id.. Thus the nested transfer matrix is proved to constitute a commuting family. We can still use the graded algebraic Bethe ansatz method to find its eigenvalue and eigenvector.
Algebraic Bethe ansatz method for BF six vertex model with boundaries and the final results for BFF case
Denote the double-row monodromy matrix as
For convenience, we need the following transformation
Because the nested double-row monodromy matrix satisfy the reflection equation
we have the following commutation relations:
For the local vacuum state |0 > (1) =⊗ n k=1 |0 >
k , we have
Acting the transfer matrix t (1) (λ) = U + 1 (λ)Ã (1) (λ) − U + 2 (λ)D (1) (λ) on the ansatz of the eigenvector C(μ
2 ) · · · C(μ (1) m )|0 > (1) , we find the eigenvalue of the nested transfer matrix as follows:
The eigenvalue of the transfer matrix t(λ) with reflecting boundary condition is finally obtained as
and µ 1 , · · · , µ m should satisfy the Bethe ansatz equations:
whereμ = µ − 1 2 η. Finally, we give a summary of U and U + for BFF grading. Case I: 6 Results for FBF grading
The last possible grading is FBF, ǫ 1 = ǫ 3 = 1, ǫ 2 = 0. We can analyze it in the same way as the BFF grading. Here we just present the eigenvalue, the corresponding Bethe ansatz equation and the boundary factors. The eigenvalue of the transfer matrix with refecting boundary condition is
whereμ (1) 1 , · · · ,μ 
Summary and discussions
We have studied the generalized supersymmetric t − J model with boundaries in the framework of the graded quantum inverse scattering method. The trigonometric R-matrix of the Perk-Shultz model is changed it to the graded one. Solving the reflection equation and the dual reflection equation, we obtain two types of solutions each for three different backgrounds FFB, BFF and FBF. The transfer matrix is constructed from the R-matrix and the reflecting K-matrix. The Hamiltonian is the the supersymmetric t − J model with boundary terms. Using the graded algebraic Bethe ansatz method, we obtain the eigenvalues of the transfer matrix for three possible gradings. The corresponding Bethe ansatz equations are obtained. It is important to investigate the thermodynamic limit of the results obtained in this paper. There, we may calculate find some physical quantites such as free energy, surface free energy and interfacial tension etc.. It is also important to extend the supersymmetric t − J model to a more general supersymmetric case.
Recently, the boundary impurity problems have attracted considerable interests [44, 45, 46, 47, 48, 49] . Studying the boundary impurities by using three different grading is interesting and will be left for a future study.
