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Abstract
New exact solutions of the evolution-type equations are constructed by means of a non-point
(contact) symmetries. Also we analyzed the discrete symmetries of Maxwell equations in vacuum
and decoupled ones to the four independent equations that can be solved independently.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
The construction of explicit solutions to partial differential equation (PDE) by symme-
try method was started with the original work of Sophus Lie [1]. The property of reduction
of initial differential equation is used in this case. In order to reduce given DE, one should
describe all non-equivalent subgroup of invariance group of the equation. Solutions be-
ing obtained in this way are invariant with respect to a subgroup of the invariance group
of given equation.This method is known as a classical symmetry method. There exists a
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to equations with fewer independent variables. There is so-called non-classical symmetry
reduction approach of Bluman and Cole [2], “direct method” of Clarkson and Kruskal [3],
generalized conditional symmetry method of Fokas and Liu [4]. In [5] Galaktionov intro-
duced the method of nonlinear separation that reduces PDEs to a system of ordinary DEs.
As was shown in [6], this method is connected with higher order (or generalized) symmetry
of linear ordinary differential equations (ODEs).
Generalization of Lie classical approach to non-Lie approach that take into consider-
ation conditional symmetries, non-point symmetries, supersymmetries, parasupersymme-
tries, discrete symmetries opens us additional ways of investigation of PDE. For instance,
it is possible to seek invariance algebra of DE in a class of high-order differential operators
or even of integro-differential operators. When searching for non-Lie conditional symme-
tries of nonlinear PDEs, we take into consideration operators that do not belong to Lie
algebra of invariance group of given equation in Lie sense. There are number of papers
where conditional symmetries have been developed and applied to reduce nonlinear PDEs
[7–13]. We would like to stress that non-Lie symmetry method can lead to a class of so-
lutions including ones which cannot be obtained in the framework of classical approach.
As was shown in [14], superintegrable systems in two-dimensional quantum mechanics are
invariant under generalized symmetries and allow recursion operators. In [16] hidden (non-
Lie) symmetries and new constants of motion of the basic equations of quantum mechanics
have been found.
In this paper we consider two possibilities for expansion of applications of symmetries
to PDEs by using non-point symmetries and discrete symmetries. First, we consider a
problem of construction of ansätze not for dependent variable u(t, x) (as it usually used
by non-classical method [2], by method of nonlinear separation [5] and by method of
generalized symmetry [24]) but for its derivatives:
∂u
∂t
= R1
(
t, x, u,ϕ1(ω),ϕ2(ω)
)
,
∂u
∂x
= R2
(
t, x, u,ϕ1(ω),ϕ2(ω)
)
, ω = ω(t, x),
that reduce our evolution equation (F is a smooth function)
ut = F(uxx) (1)
or others PDEs to a system of two DE for function ϕ1(ω) and ϕ2(ω). Basing on this ansätze
when ϕ1, ϕ2 are functions of two variables t , x, one can construct Bäcklund or Moutard
transformations which play an important role in the theory of integrable nonlinear systems
of PDEs of mathematical physics. The main idea we exploit here is to find symmetries of
the system of equations{
v21 = v12
v22 = Φ(v1)
, Φ = F−1, v1 ≡ ∂u
∂t
, v2 ≡ ∂u
∂x
, (2)
(low indexes mark the respect derivatives, i.e., v12 = ∂v
1
∂x2
, v21 = ∂v
2
∂x1
and x1 ≡ t , x2 ≡ x)corresponding to Eq. (1) instead of symmetries of initial equation (1). Taking into account
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Eq. (1) and first one is a compatibility condition. More detailed explanation that Eq. (1)
yields system (2) see in [15].
We note that by investigating the symmetry properties of system (2), we can find sym-
metry operators that would not be corresponding to any infinitesimal operators of group of
point transformations of Eq. (1) and thus we can extend the class of symmetry operators of
Eq. (1).
Another goal of our paper is to show the effective way of simplifying a given problem
using discrete symmetries of DE. It is not a new idea to use discrete symmetries for investi-
gation of PDE. In [17–19] the discrete symmetries are used for finding the supersymmetries
of the Dirac equation. Construction of the exact Foldy–Wouthuyzen transformation by dis-
crete symmetries for some quantum-mechanical problem describing motion of a particle
in an external field are presented in [20,21]. In paper [22] the invariance algebra including
discrete symmetries of the Schrödinger–Pauli equation was used to reduce this equation
to uncoupled subsystems and to construct the class of problems which generate extended
supersymmetries. We remark that discrete symmetries are essentially non-Lie symmetries
as far as group transformation do not contain a continuous parameter.
We investigate the Maxwell equations for vacuum in Dirac form and search for discrete
symmetries such as time and space reflections and charge conjugation. We use these sym-
metries in order to construct unitary transformations and decouple the Maxwell equation
to a system of four uncoupled one-component equations that can be solved independently.
A novelty of this paper is that we obtain a new classes of reduced systems of equations
in question by discrete, conditional and non-point symmetries.
2. Symmetry reduction of evolutions equation
Here we investigate the system of Eq. (2) and find the maximal invariance algebra of
the system. We prove that
Theorem 1. System (2) is invariant with respect to a local Lie algebra generated by oper-
ator (ξ1v1 , ξ1v2 , ξ2v1 , ξ2v2 are not equal to zero simultaneously)
X = ξ1(x1, x2, v1, v2) ∂
∂x1
+ ξ2(x1, x2, v1, v2) ∂
∂x2
+ η1(x1, x2, v1, v2) ∂
∂v1
+ η2(x1, x2, v1, v2) ∂
∂v2
,
if function Φ(v1) is a solution of equation
a(Φv1v
1)v1 = bΦΦv1 + cΦv1v1 + dΦv1, (3)
where a, b, c, d are arbitrary real constants and Φv1 ≡ dΦdv1 , Φv1v1 ≡ d
2Φ
dv21
.
Fixing values of a, b, c, d in (3), we find various explicit forms of Φ(v1). We consider
only such forms of Φ(v1) that cannot be transformed to each other by point transformations
of equivalence of Eq. (1).
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elements
P1 = ∂x1 , P2 = ∂x2 , P3 = ∂v2 , D1 = 2x1∂x1 + x2∂x2 + v2∂v2 , (4)
for arbitrary Φ(v1) and additional operators are
1. Q1 = −x1∂x1 + v2∂x2 + v1∂v1 if Φ =
1
α lnv1
, (5)
2. Q2 = (x2 + 2cv2)∂x2 + 2∂v1 − v2∂v2 if Φ =
1
ev
1 − c , (6)
3. Q3 = −(r + 1)x1∂x1 − rv2∂x2 + v1∂v1 − rv2∂v2 if Φ =
1
1 − (v1)r , (7)
4. Q4 = −2v2∂x2 + 2∂v1 + 2x2∂v2 if Φ = tanv1, (8)
5. Q5 = −x1∂x1 − α1v2∂x2 + v1∂v1 + α1x2∂v2 if Φ = tan(α1 lnv1), (9)
6. Q6 = −Bv2∂x2 +Bx1∂v1 if Φ =
1
v1
, (10)
where α,α1, c = const, r ∈ R, r = 0,±1,−3, and B(x1, v2) is an arbitrary solution of
equation
∂B
∂x1
+ ∂
2B
∂v2∂v2
= 0. (11)
The theorem is proved by means of the Lie algorithm [23,24].
It is worthy to note that operators Qa (a = 1,6) correspond to non-point symmetry op-
erators of Eq. (1). The cases 4 and 5 have been obtained under classical tangent symmetry
investigation in [25] and under studying of potential symmetries in [26]. At the same time
we cannot obtain the cases 1–3 from the origins by point equivalence transformations of
Eq. (1). We do not take into consideration the tangent equivalence transformations as much
as it do not guarantee that finite tangent transformations transform each solution of given
DE to solution of the equation. Indeed, equation
ut = ln
(
1 + 1
uxx
)
(12)
admits operator:
K1 = −(x + 2ux)∂x −
(
2t + u2x
)
∂u − 2∂ut + ux∂ux . (13)
Integrating Lie equations, we find finite group transformation:
t ′ = t, x′ = xe−a + ux(e−a − ea), u′t = ut − 2a,
u′ = u+ u
2
x
2
(1 − e2a)− 2ta, u′x = eaux,
′ uxxe2auxx = 1 + uxx(1 − e2a) . (14)
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new solutions of Eq. (12). Let u = ϕ(t, x) be the solution of Eq. (12). Then the arbitrary
solution of DE
u+ u
2
x
2
(1 − e2a)− 2ta = ϕ(t, xe−a + ux(e−a − ea)) (15)
is a solution of Eq. (12) if it does not satisfy the equation
1 + (1 − e2a)uxx = 0. (16)
Starting from the solution of Eq. (12),
u = Ax2 +Bt, B = ln
(
1 + 1
2A
)
, (17)
we obtain partial solution of (15) in the form
u = − Ae
−2a
4A(e−2a − 1)− 1x
2 + (B + 2a)t +C1x, (18)
where C1 is an arbitrary constant and A = 1−e2a2(e−a−ea)2 . We can see that solution (18) does not
satisfy (12) but satisfies (16). Thus, (14) transform solution (17) of Eq. (12) into solution
of Eq. (16). We conclude that finite tangent equivalence transformations do not guarantee
us transformation of each solution of the equation into solution. Nevertheless, we can suc-
cessfully use the infinitezimal operators for reduction and construction of exact solutions
of nonlinear differential equations.
Let us show how to use non-point symmetries Qa , a = 1,6, for reducing of Eq. (2) to a
system of two ordinary differential equations. It is obviously that we can use also the first
prolongation operators of point symmetry of Eq. (1). In order to construct ansatz reducing
given equation to system of two ordinary DEs, we should use two-dimensional subalgebra
of invariance algebra of equation. At the same time according to [15], obtained solution
will be invariant solution in the Lie sense and can be obtained by classical Lie method. It
follows that we should use operators of non-point symmetries to obtain new results.
We note that Eq. (1) is connected with nonlinear heat equation:
χt +
(
C(χ)χx
)
x
= 0. (19)
Indeed, by double differentiation of (1) with respect to x, we obtain Eq. (19), where χ =
uxx , C(χ) = F ′(χ). Thus, it is possible to find exact solutions for function χ instead of
function u.
The ansatz
v1 = ϕ1(v
2)
x1
, v2 = x2
ϕ2(v2)− lnx1 , (20)
constructed by the operator Q1, reduces system (2) for the case 1 to the following ordinary
differential equations (α = 1):{
dϕ1
dv2
= v2,
lnϕ1 − ϕ2 = v2 dϕ2dv2 .
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Integrating last system, we find exact solution of (19) (when C(χ) = − 1
χ2
exp( 1
χ
)) in
the form:
exp
(
1
χ
)
= θ
2 + c
2t
, θ = x
ln θ2+c2te2 +
2
√
c
θ
arctan θ√
c
+ c1
θ
, if c > 0,
exp
(
1
χ
)
= θ
2 + c
2t
, θ = x
ln θ2+c2te2 +
√−c
θ
ln | θ−
√−c
θ+√−c | + c1θ
, if c < 0,
where c, c1 are constants, θ ≡ v2. It is evident, that finite group transformations can be
used for generation of new solutions of nonlinear DE from given solutions. But detailed
analysis is needed in each particular case.
It is naturally to consider the combination of non-point and conditional symmetries. We
are able to obtain new results and give theoretical foundation of the well-known results.
Let us consider the equation:
ut − uxx = R(u), (21)
where R(u) is a smooth function.
Take into account that Eq. (21) is invariant under transformation x′ = x + a confronting
it with system
v1t + v13v2 = v23v1,
v2 − v13v1 = R(x3), (22)
where u ≡ x3, ∂u∂x ≡ v1, ∂u∂t ≡ v2.
Theorem 2. System (22) is a conditional invariant with respect to the operator
Q = ∂x3 + 2F exp (−F 2)v1∂v1
+
(
2F exp (−F 2)v2 + exp (−F
2)v2 − 1
F
)
∂v2 , (23)
if
R(x3) = exp
(
F 2(x3)
)
, (24)
where F(x3) = Φ−1(x3), Φ(x3) =
∫
exp ((x3)2) dx3.
We have established that the following equalities hold:
Q
1
(
v2 − v13v1 − exp
(
F 2(x3)
))= Q
1
(
v1t + v13v2 − v23v1
)≡ 0,
where Q
1
is a first prolongation of operator Q, on the manifold given by Eq. (22) and
v13 = 2F exp (−F 2)v1, ( )
v23 = 2F exp (−F 2)v2 + exp (−F 2)v2 − 1 /F,
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ux = exp
(
F 2(u)
)
/ϕ1(t),
ut = exp (F 2)
(
2Fϕ2(t)+ 1
)
, (25)
where ϕ1, ϕ2 are unknown functions. The reduced system has the following form in this
case:
dϕ1/dt = 2ϕ1ϕ2, ϕ2 = ϕ21 . (26)
Integrating (26) and then overdetermined compatible system (25), we obtain the exact so-
lution
u = Φ
(±6x − (√C − 4t)3 +C1
6
√
C − 4t
)
, (27)
where Φ(z) = ∫ exp z2 dz, and C, C1 are arbitrary real constants, of nonlinear heat equa-
tion
ut − uxx = exp
(
F 2(u)
)
. (28)
In spite of the growth of Φ(z), one can easy obtain the bounded solution for 0  t  T ,
|x|A, where T and A are arbitrary positive constants, by choosing C > 4T in (27).
As far as the maximal invariance algebra of Eq. (28) is a two-dimensional Lie algebra
with basic elements ∂x , ∂t , it is obvious that solution (27) is not an invariant solution of
Eq. (28).
Let us show now that operator of conditional symmetry of the form
Q = ξ(t, x,u, v1, v2)∂u + η1(t, x,u, v1, v2)∂v1 + η2(t, x,u, v1, v2)∂v2 (29)
can be used for construction of Bäcklund transformations of the equation. Really, if (29)
is an operator of conditional symmetry of the system, then we can construct ansatz for ut
and ux that transforms solutions of reduced system to solution of original equation and
generally speaking it can be used for construction of Bäcklund transformations.
Let us consider the equation
uxt =
[
1 − k2u2x
]1/2
sinu. (30)
The corresponding system of equations is:
v1x + v1uv2 = v2t + v2uv1,
v2t + v2uv1 =
√
1 − k2(v2)2 sinu, (31)
where t = x1, x = x2, u = x3, v1 = ut , v2 = ux , v1, v2 are functions of three independent
variables t, x, u. Let us investigate the conditional symmetry of system (31). We consider
the operator (29), where ξ = 0, then without loss of generality we can choose ξ = 1. Using
the infinitezimal criterion of conditional invariance, we obtain equalities
Q
1
(
v12 + v13v2
)= Q
1
(
v21 + v23v1
)
, (32)
( 2 2 1) (√ 2 2 2 )Q
1
v1 + v3v = Q
1
1 − k (v ) sinx3 , (33)
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1
= Q + ε12∂v12 + ε
1
3∂v13
+ ε21∂v21 + ε
2
3∂v23
is the first prolongation of operator Q,
which should be valid on manifold defined by (31) and by the expression v13 = η1, v23 = η2.
Assuming that η1 does not depend on v1, we obtain from (32)
η13
sinx3
= η
2
v2
√
1 − k2(v2)2
v2
= C = const. (34)
Integrating the ordinary differential equations, we find
η1 = −C cosx3 +C1,
η2 = − C
k2
√
1 − k2(v2)2 +C2, C1,C2 = const.
In a similar way we obtain from (33) that C1 = C2 = 0, C2 = k2. Choosing C = −k, we
construct operator Q in the following form:
Q = ∂u + k cosu∂v1 + k−1
√
1 − k2(v2)2∂v2 . (35)
The operator (35) generates ansatz
ux = k−1 sin(u− ϕ1), ut = ϕ2 + k sinu, (36)
where ϕ1, ϕ2 are unknown functions depending on invariant variables t, x. By ansatz (36),
Eq. (30) is reduced to the system:
ϕ2x = sinϕ1, ϕ2 = ϕ1t . (37)
It follows from (37) that ϕ1 satisfies the sine-Gordon equation, namely ϕ1tx = sinϕ1.
Denoting by ϕ1 = w and using (37), we can rewrite (36) in the form:
ux = k−1 sin(u−w), ut = wt + k sinu. (38)
Thus, (38) defines Bäcklund transformations that have been obtained in [27] by another
technique. These transformations transform solutions of sine-Gordon equation wxt = sinw
to solution of Eq. (30). Kruskal used the Bäcklund transformations for finding the infinite
sequences of polynomial densities that are conserved for sine-Gordon equation. Example
considered above has shown that for construction of Bäcklund transformations we can
successfully used operators of conditional symmetries.
3. Discrete symmetries of Maxwell equations
In this section we illustrate the use of the discrete symmetries in decoupling the equation
to the systems of uncoupled equations that can be solved independently.
First, let us define the following operators of discrete transformations:
• operators of space reflections
Raψ(t,
−→x ) = r1ψ(t ′,−→x ′), r1 = ±1, Ra : xa → x′a = −xa,
t → t ′ = t;
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T ψ(t,−→x ) = r2ψ(t ′,−→x ′), r2 = ±1, T : t → −t ′ = −t,
xa → x′a = xa;
• operator of complex conjugation
Cψ(t,−→x ) = r3ψ∗(t ′,−→x ′), r3 = ±1, C : x → x′ = x,
t → −t ′ = t;
and
Ra : xa → −xa, Rab : xa → −xa, xb → −xb, a = b
(i.e., R1x = (−x1, x2, x3), R13x = (−x1, x2,−x3), . . .).
Definition 1. We will say that equation
LΨ = 0, (39)
where L is a linear differential operator defined in the vector space of complex functions
admits discrete symmetries (Q) if they satisfy the invariance condition
[L,Q]Ψ = 0, (40)
where Ψ is an arbitrary solution of Eq. (39).
We will seek the operators of discrete symmetry (ODS) in the form
Q = MD,
where M is a numeric matrix, D is one of the following operators:
R, T , C, RT , RC, T C, RT C
(
R = 〈Ra,Rab,Rabc〉
)
.
In order to reduce Eq. (39) to uncoupled subsystems, we construct unitary operators that
diagonalize the ODS of the equation.
Let us consider the Maxwell equations for vacuum in Dirac form [16]:
LΨ = (p0 − −→α−→p)Ψ = 0, (41)
where Ψ is a 4-component function:
Ψ =


0
E1 − iH1
E2 − iH2
E3 − iH3

 , αaαb + αbαa = 2δab.
Equation (41) admits the following ODS:
Q1 = α1R23, Q2 = α2R13, Q3 = α3R12, Q4 = CTas much as the invariance condition (40) holds.
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1,2,3):
[Q1,Q2] = 2iQ3, [Q1,Q3] = 2iQ2, [Q2,Q3] = 2iQ1,
[Qa,Q4] = 0
and form AO(3)
⊕
Q4 algebra.
Finding the diagonalizing operators for Q1 and Q2, we reduce Eq. (41) to four inde-
pendent one-component equations. Diagonalizing operator of Q1 has the form:
U = U1U2U3, U1 =


0 0 1 0
0 1 0 0
−1 0 0 0
0 0 0 1

 , U−11 =


0 0 −1 0
0 1 0 0
1 0 0 0
0 0 0 1

 ,
U2 = (1 + iσ1)√
2
⊗ I2, U−12 =
(1 − iσ1)√
2
⊗ I2,
U3 =
(
R23+ + iα2R23−
)
, U−13 =
(
R23+ − iα2R23−
)
,
R23± =
1 ±R23
2
, Ψ ′ = UΨ.
Thus the corresponding reducing equation has the form:
L′Ψ ′ = U1U2U3LU−13 U−12 U−11 Ψ ′ = {p0 − ip2R23 ∓ p1R23 ± p3}Ψ ′ = 0.
In a similar way we find that the diagonalizing operator of Q2,
U = U1U2, U1 = 12


i i 1 1
−1 1 i −i
−1 −1 −i −i
i −i −1 1

 ,
U−11 =
1
2


−i −1 −1 −i
−i 1 −1 i
1 −i i −1
1 i i 1

 ,
U2 = (R+ + iα1R−), U−12 = (R+ − iα1R−)
reduces the corresponding Eq. (41) to the following uncoupled equations:
L′Ψ ′ = U1U2LU−12 U−11 Ψ ′ = {p0 − ip1R13 ∓ p2R13 ∓ p3}Ψ ′ = 0.
4. Conclusion
We have shown how we can use non-Lie symmetries (discrete, conditional and non-
point ones) for reducing a given problem to a simpler one and to construct its exact
solutions. It is possible for us to find new classes of nonlinear heat equations for those re-
duction method can be successfully applied. Using our symmetries, one can reduce Eq. (1)
to system of ODEs. We are then able to derive the solutions of Eq. (19) with
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{
− 2
χ5
exp
(
1
χ
)
,
1
χ(cχ + 1) ,
1
r
{
(χ − 1)(1−r)/r
χ
2+r
r
}
,
1
1 + χ2 ,
arctanχ exp(arctanχ)
1 + χ2
}
,
where c = const.
As far as we know, A.S. Fokas and Q.M. Liu were the first to introduce the generalized
conditional symmetry method for finding physically important solutions of nonintegrable
equations [4]. In our approach we use the conditional symmetry for constructing the ansatz
for derivatives ut , ux of dependent variable. It appears that the combination of non-point
and conditional symmetry enables us to construct algorithmically the Bäcklund transfor-
mation (38). It should be noted that symmetry group of corresponding system presented
in general form (see, for instance, system of (31)) contains the symmetry group of initial
equation as a subgroup. With the help of prolongated operators of point symmetry admitted
by the initial equation, we can construct ansätze of this type (for derivatives) but they lead
to the solutions which can be obtained by the operators of its classical point symmetry.
Thus to obtain new results it is necessary to use operators of non-point symmetry as well
as generators of the conditional symmetry of the system. Existence of infinite symmetry of
the corresponding system is connected with possibility of linearization or integrability of
the initial equation (see (10), (11)). We note that operators of conditional symmetry of cor-
responding system can be used for construction of group fibering of initial equation also.
It is shown that there exists a relation between conditional symmetry of the corresponding
system and Bäcklund transformation of initial equation.
In our opinion the using of generalized conditional symmetry in the proposed approach
is very promising. It would be interesting to develop this technique for construction of
Moutard transformations and for searching for exact solutions of DEs by supersymmetries
and extended supersymmetries. Also a further interesting application of the idea of decou-
pling the Maxwell equations is to extend the class of involutive symmetries by taking into
consideration rotations on the special angles.
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