I. INTRODUCTION
The aim of this paper is to obtain the equation of state (EOS) of a plasma in the low coupling regime with a high precision. In this regime standard Monte Carlo (MC) and Molecular Dynamics simulations techniques must be handled with care due to huge finite size effects and, in the other hand, the ideal gas approximation or more elaborated analytical expressions commonly used are valid only but asymptotically, for very small values of the coupling parameters. Such thermodynamic conditions are relevant for many astrophysical or laboratory plasmas hydrodynamics applications.
However we shall restrict ourselves to the well known one-component plasma (OCP) model, which consists of identical point ions with number density n, charges Ze, moving in a neutralizing background, electrons for instance, where n = N/Ω, N number of particles, Ω volume of the system [1] . In the very low coupling regime, the virial expansion supplemented by well documented resummation methods, as the well-known Debye-Hückel (DH) theory [2] and its extensions (see e.g. Cohen [3] and, more recently, Ortner [4] expansions for instance)
give reliable results. In the low to intermediate coupling regimes the HyperNetted Chain (HNC) integral equation [5] must be solved numerically. Finally, in the strong correlation regime, the OCP has also been extensively studied by Monte Carlo and Molecular Dynamics simulations for three decades, see e.g. [1, 6, 7, 8, 9, 10, 11] and references cited herein.
In the more recent of these references one of us has determined the thermodynamic limit of the excess internal energy per particle u N =∞ of the OCP with a high precision by means of MC simulations in the canonical ensemble within hyperspherical boundary conditions [10, 11] for 1 ≤ Γ ≤ 190. We recall that in the thermodynamic limit, i.e. for an infinite system of particles, the thermodynamics properties of the model depend solely on the coupling parameter Γ = β(Ze)
2 /a i (β = 1/kT , k Boltzmann constant, T temperature, and a i the ionic radius defined by 4πna 3 i /3 = 1), whereas, for a finite sample, an additional dependance on the number of particles N remains. In paper [11] , henceforth to be referred to as "I", special attention has been brought to describe and take advantage of such finite size effects on the energy u N (Γ) to get its thermodynamic limit u N =∞ , using all facilities of work stations available at that time.
Recently we have also performed extensive MC simulations of the related Yukawa OneComponent Plasma (YOCP), i.e. a system made of N identical point charges Ze interacting via an effective Yukawa pair-potential v α (r) = (Ze) 2 exp(−αr)/r, where α is the so-called screening parameter [12] , not to be discussed however in this work. For the OCP and the YOCP as well, in the low Γ regime, the Debye length (i.e. the correlation length associated with charge fluctuations) becomes of the order or much larger than the size of the simulation box, yielding huge finite size effects on u N (Γ). Therefore, despite these numerous studies and amount of work it appears that hydrocode applications using the combination of data bases and fits coming from various techniques can be affected by numerical instabilities in the transition regime, around Γ = 1. With nowadays computers it is now possible to explore this range of small Γ values with the help of performant simulation techniques and to obtain such precise results so that they can be considered as the reference ones to be used in many applications dealing with degenerate astrophysical or laboratory plasmas. We also examine carefully in this paper the connection between MC and first principle analytical or HNC results for Γ ≤ 1. We have thus explored and precised the domain of validity of each of these methods. It turns out to be necessary to combine all of these approaches to obtain a continuous representation of u N =∞ (Γ) in the range 0 ≤ Γ ≤ 1. Finally we extract from these combined approaches the best possible analytical representation for u ∞ (Γ).
Our paper is organized as follows. Next section is devoted to a brief presentation of the main features of low Γ expansions (Section II A), the HNC integral equation (Section II B) and the rather unusual but efficient MC technique used in this paper (Section II C).
Note that we have redone, by passing, extremely accurate HNC calculations and obtained new fits of HNC data, presented in Section II B. In Section III we present and discuss our MC simulations. Fits of the data are described in details and widely illustrated. Finally conclusions are drawn in Section IV.
II. LOW Γ CALCULATION METHODS
The interval 0 ≤ Γ ≤ 1 covers various correlation regimes from no correlation (Γ = 0, i.e. the ideal gas) to an intermediate correlated regime (Γ = 1, no oscillation or structure in the pair correlation functions). In any case, the long-range nature of the interaction potential between two ionic charges causes Mayer graphs to diverge [1] . A field theoretical diagrammatic representation of cluster integrals has been proposed recently in [4] to avoid complicated chain resummations in an attempt to treat the Γ expansion of the classical Coulomb system in a more controlled and systematic way. In this interesting paper the final expansion obtained by the author improves earlier and seminal analytical results of Cohen et al. [2, 3] obtained by traditional diagrammatic expansions and resummations. From these theoretical analysis it turns out that the physics in this small interval 0 ≤ Γ ≤ 1 is extremely complicated and exhibits many different correlation regimes, even more than in the widely studied region 1 ≤ Γ ≤ 190 [1, 6, 7, 8, 9, 10, 11] . The low Γ expansions obtained by Cohen et al. and Ortner for u ∞ (Γ) converge to the HNC results only for 0 ≤ Γ ≤ 0.2 as apparent in figure 1. For higher values of Γ these asymptotic expressions do not seem to converge at all and, moreover, the high order terms of the expansions do not improve the results of the lower orders. Anticipating the results of sections II B and II C and, as can be observed in figure 2 , the HNC data deviate from our MC results as soon as Γ ≥ 0.5. It results from this sketchy discussion that we must distinguish three different regimes of correlations in the interval 0 ≤ Γ ≤ 1, and we confess that this complexity motivated the present study. 2 , obtained by a method of resummation of diverging diagrams. The author gives an analytical representation of the excess internal energy βu of the OCP, valid at low Γ, without however any estimation of the error. It reads as,
with the constants, Γ-expansion 2.1. A close examination of the figures reveals that the DH approximation is nearly exact up to Γ = 0.05, in the sense that higher order contributions do not change the result. A comparison with HNC results, which are supposed to be nearly exact at least up to Γ = 0.5 (this point will be fully discussed in next section), shows the convergence of the expansions Th1 and Th2 to HNC at Γ ≤ 0.3 and Γ ≤ 0.2 respectively. However we do not observe any trend of convergence of these expansions for Γ ≥ 0.4. We also notice that the additional terms given by Ortner (cf equation 2.1b) lead to an oscillatory behavior rather than to an improved convergence radius. We suspect some misprints in the reported p n for n = 5, 6, 7 since the Γ functional Γ dependence of 2.1 is undoubtedly correct.
B. HNC method and fits
Method
We have redone high precision HNC calculations for a hundred of values of Γ in the range (0, 1) (see figures 1 and 3 ) ; additional calculations were also done for some higher values of the coupling parameter, in the range 1 ≤ Γ ≤ 10, see figure 4 . We used the Ng method [5] with the following control parameters: the pair correlation functions (direct and non-direct 
With the control parameters given above the SL rules were satisfied with a relative precision of about 10 −13 . Table I for the last 3 parameters p 5 , p 6 , p 7 of the fit of HNC data. 
Fits
We used the functional form of Ortner asymptotic expression 2.1 to fit the HNC data for βu/Γ in the interval 0 ≤ Γ ≤ 1. We are left with a eight parameters fit (i.e. the p i for i = 0, . . . 7) or a seven parameters fit, if p 0 is fixed to its Debye value
The values found for the p i are given in the Tables I and II . For the eight parameters fit the maximum deviation of the fit from the HNC data is 7.3 10 −7 with a mean deviation of 1.9 10 −7 , while for the seven parameters fit these deviations are 1.3 10 −6 and 3.3 10
respectively. Some comments are in order.
• Firstly, for Γ ≤ 0.1 the estimations of βu/Γ in the framework of HNC, Cohen et al.
and Ortner theories all coincide with an absolute precision of the order of 1.10 −4 , as apparent in table III. These conclusions are also true for DH approximation.
• The agreement between HNC energies and that predicted by Cohen et al. expression
(cf "Th1" in figure 3 and table III) differ by less than 2.10 −3 in the range 0 ≤ Γ ≤ 0.3.
Note that the apparent discrepancies between the p i of the fit of HNC and the "exact" coefficients of Cohen expansion do not spoil the excellent agreement between the two approaches.
• The agreement between HNC energies and that predicted by Ortner et al. expression
(cf "Th2" in figure 3 and table III) differ by less than 2.10 −3 in the range 0 ≤ Γ ≤ 0.2.
From these remarks we conclude that HNC is, as expected, exact in the low coupling regime at least up to Γ = 0.3. Moreover DH theory cannot be trusted for Γ ≥ 0.1, Cohen et al.
expression can be used confidently as it stands for Γ ≤ 0.3 and, unexpectedly, the additional orders in the asymptotic expression obtained by Ortner do not improve, unfortunately, on
Cohen results. We suggest to reexamine the details of the calculations of reference [4] . The functional Dependance in Γ of equation (2.1) is probably correct but misprints in one of the p i for either i = 5, 6 or i = 7 are likely.
C. MC theoretical background
MC simulations are not well adapted to the low coupling regime for two reasons. First, since the configurational energies are small, the convergence of the MC process is slow.
Secondly, in the case of the OCP considered here, the Debye length λ D = 1/ √ 3Γ diverges as Γ → 0 and thus becomes larger than the (finite) size of the simulation box, with entails severe finite size effects. To use the MC method for obtaining very precise results for the OCP in the range of 0 ≤ Γ ≤ 1 is therefore a real challenge. Some comments on our methodology seem to us worthwhile.
Our simulations were performed in the canonical ensemble within hyperspherical boundary conditions. The particles are thus confined on the surface of a 4D sphere S 3 of radius R and the plasma pair potential between ions is simply the Coulombic interaction in this geometry. The latter has a simple analytical expression which allows high precision computations in contrast with the usual technique of Ewald summations where the potential is poorly determined at short distances. The theoretical background of this method has been already described in details in previous works [10, 11] and will not be rediscussed here. We only extract from these previous theoretical considerations the following point. It turns out that DH equation (i.e. Helmoltz equation) can be solved analytically in S 3 which yields the exact finite size dependence of the excess internal energy in this approximation and therefore in the low coupling limit. One finds that at the leading order Some additional simulations in the transition region to high correlation regime 1 ≤ Γ ≤ 10
were also performed to make contact with our previous results.
III. MC DATA ANALYSIS AND FITS

A. Data analysis
We adopted the same procedure as the one described in reference I. The MC simulations were performed using the standard Metropolis algorithm to build Markov chains in the canonical ensemble. In the small Γ regime, 0 ≤ Γ ≤ 1, where finite size effects are tremendously important, we considered much larger systems than before. In order to get the thermodynamic limit (TL) of the excess internal energy for each value of Γ, we performed simulations for samples of N = 100, 200, 400, 800, 1600, 3200, 6400, 12800, 25600, and 51200
particles. The cumulated reduced excess energy (CREE) βU(Γ, N)/Γ at coupling Γ and number of particles N, was computed as the cumulated mean over M successive configurations "i" of the Markov chains as
We generated MC chains of n nconf = 4.10 9 configurations after thermal equilibration, for all systems up to N = 25600 particles. The reason was to to reach a stable plateau for the CREE and to reduce statistical errors. These two points will be illustrated further.
For N = 25600 such long chains result in the mixing of 5 independent chains, each one corresponding to half a month of CPU time. Thus the N = 25600 value of the excess energy represent a 2 months and a half calculation. For N = 12800 the total duration was 2 monthes, with two independent chains. For comparison a N = 800 simulation is performed in 2 days in a unique chain. One day is enough for a N = 400 simulation. These calculations have been performed simultaneously on the CEA Opteron clusters, local PC and the CRI cluster of Orsay, using one processor by job.
In order to compute MC statistical errors on βu N (Γ)/Γ each total run was divided into n B blocks and the error bar was obtained by a standard block analysis [17] . Each block involved a large number n conf B of successive MC configurations and was supposed to be . Results are so stable that we shall no more discuss this point in this paper. The need of large simulations with N = 51200 particles appeared with the difficulty to reach the thermodynamic limit and to obtain the wanted precision for the Γ values that we considered. But, due to huge demand in CPU time of these simulations (one month for 10000 configurations) only short chains were considered, however long enough to reach the stable plateau of the CREE and to improve the TL research (see below). Our data for βu N (Γ)/Γ are reported in table IV where the number in bracket correspond to one standard deviation σ and represent the accuracy of the last digits and only the results for N ≥ 1600 are given. in function of the number of particles N for Γ = 5 and Γ = 10. The first row, case "a", corresponds to present study and second row, case "b", to table 1 of [11] . The only difference between the two calculations is the number of configurations, typically n conf = 800 10 6 MC configurations after equilibration in case "a", and n conf = 5. 
C. Thermodynamic limit extrapolation scheme
The aim of our simulations was to compute the TL of the energy βu N =∞ (Γ) with a high degree of accuracy by taking into account finite size effects which are of overwhelming importance for Γ ≤ 1. The need of simulations up to N = 51200 and involving no less than N = 800, or even N = 1600 particles for the smallest values of Γ, appeared crucial to reach the scaling law 2.4. It appears that, for this range of N, MC data can be fitted with the quadratic fits
For most values of Γ it proved possible to explicitely check the asymptotic form linear in N −2/3 (i.e. a 2 = 0 in equation 3.3) by keeping only the 3 largest systems, i.e. N = 12800, 25600 and N = 51200. Recall that in paper I the largest considered systems were made of N = 3200 particles. An exhaustive discussion follows in next section.
TABLE VI: Thermodynamic limit of the energy of the OCP versus Γ for Γ ≥ 1 of , case "a", compared to previous calculations, case "b". The difference between two calculations is the maximum number of partparticles (no more than 3200 in case a) and the total number of configurations. The type of extrapolation scheme is specified in the column "fit". For instance quad(3200 − 51200)
means that a quadratic regression involving the data from N = 3200, 6400, 12800, 51200 has been used. The variable entering the fit is specified in the column Variable. p is the precision of the fit.
The number in bracket which corresponds to one standard deviation σ is the accuracy of the last digits. All generated configurations, n conf = 6.10 9 , are displayed in figure 7 (Γ = 0.1) while a zoom of only the first 2. 10 9 configurations is displayed in figure 8 (Γ = 0.2), which exemplifies the plateau reached by the CREE for N = 51200. On the last two figures 9 and 10, respectively for Γ = 0.4 and Γ = 0.7 and n conf = 4. 10 9 , we see the good convergence with We discuss now the results from high to low Γ's. Figure 11 illustrates the high quality of the fits obtained in the case Γ = 1.0. Indeed the extrapolated TL of βu N (Γ)/Γ coincide for both the linear and the quadratic fits (the latter involving more states with low number of particles and the former only the 3 largest systems) with a nice overlap of the error bars.
Results are similar down to Γ = 0.7, as illustrated in Figure 12 for Γ = 0.7.
In the range 0.5 ≤ Γ ≤ 0.7 the precision of the fits is good but the linear and the quadratic fit extrapolations do not give exactly the same TL values, however the error bars do overlap. figure 4 were MC data were also included for comparison.
It is the place to resume our analysis. We found that, for a wanted precision of p = 10 −5 on the energy :
• 0 ≤ Γ ≤ 0.05 is the range of validity of Debye-Hückel theory.
• 0 ≤ Γ ≤ 0.3 is the range of validity of Cohen low Γ expansion 2.1.
• Ortner's additional terms do not improve the results.
• 0 ≤ Γ ≤ 0.5 is the range of validity of HNC. The data are perfectly represented by the eight parameters fit of tables I and II.
• We were able to extract the thermodynamic limit of the OCP energy from our MC simulations with a precision not smaller than p = 10 −5 in the range 0.4 ≤ Γ ≤ 1. Our data are well fitted by the five parameters fit of table I. 
