In this paper we investigate the existence of model-equivalence reduction between NP-logic systems which are logic systems with model existence in NP. It is shown that among all NP-systems with model checking problem in NP, the existentially quantified propositional logic (∃PF ) is maximal with respect to poly-time model-equivalent reduction. However, ∃PF seems not a maximal NP-system in general because there exits an NP-system with model checking problem D P -complete.
Introduction
For a complexity class C, there are many logic systems for which the model existence problem (i.e., the satisfiability problem) lies in C. We call such systems C-systems. Take NP as an example, the following logic systems are all NP-systems:
• PF, the class of propositional formulas;
• CNF, the class of propositional formulas in conjunctive normal form;
• kCNF, the class of CNF -formulas in which each clauses contains at most k literals, where k 3;
• LP, the class of normal logic programs with answer set semantics [1] [2] ; • ∃PF , the class of quantified Boolean formulas with only existential quantifiers.
Among the above systems we have the following observations:
• All systems in {PF, CNF, LP, ∃PF } have the same expressive power w.r.t. equivalence. More precisely, for any two systems S 1 , S 2 ∈ {PF, CNF, LP, ∃PF }, there is a transformation which translates every formula in S 1 to a formula in S 2 such that the two formulas are equivalent (i.e., they have the same models).
• From (k + 1)CNF to kCNF there is no transformation which preserves the equivalence. Further, CNF has strictly stronger expressive power than kCNF (see e.g., [3] ).
• From PF to CNF there is no poly-space transformation which preserves the equivalence (see e.g., [3] ).
• Under the conjecture P ⊆ NC 1 /poly (see [4] ), there is no poly-space transformation from LP to PF which preserves the equivalence [5] .
From the above we can see that the expressive power of logic systems in the same complexity class are quite different. Since poly-space transformations preserving equivalence do not exist between some NP-systems, it is quite natural to investigate the existence of (poly-time or poly-space) reductions which only preserve some relaxed equivalence. One of such reductions called modelequivalent reduction was introduced by Xi-Shun Zhao and Kleine Büning in [6] . Informally speaking, a system S can be model-equivalently reduced to S if every formula F in S can be transformed into a formula F in S such that there is a poly-time computable oneto-one correspondence between the models of F and F . With respect to poly-time model-equivalent reduction, systems PF, CNF, 3CNF, LP have the same expressive power (see [6] [7] ). However, ∃PF still has strictly stronger expressive power than PF under the conjecture that NP ⊆ P/poly which is widely believed true. That is, there seems no even poly-space modelequivalent reduction from ∃PF to PF. So, the authors of [6] asked whether ∃PF is a maximal NP-system w.r.t. poly-time model-equivalent reduction. This paper is concerned with this question. The remainder is organized as follows. In Section 2, for the convenience of proof of our main result, we give a general but formal definition of logic systems. After listing some examples of logic systems, we reformulate the definition of model-equivalent reduction. In Section 3, the main results are proved. More precisely, we prove the following: any NP-system with model checking problem in NP can be poly-time model-equivalently to ∃PF . Here model checking problem is to decide whether for a formula is satisfied by a given interpretation. However, there exists an NP-system for which the model checking problem is co-NP-complete or even harder. Then we show that there is an NP-system which is incomparable with ∃PF , and that there is an NP-system with strictly stronger expressive power than ∃PF under a conjecture in complexity theory.
Logic System and Model-Equivalent Reduction
Roughly speaking, a logic system consists of three parts, the language which is usually identified with the class of formulas constructed from the symbols in the language, the semantics which consists of all possible interpretations of symbols in the language, and the deductive relation (see e.g., [8] ). However, for our purpose we generalize the above concepts and adopt the following formal definition.
Definition 1.
A logic system is a 5-tuple (Γ , Δ, T, S, R) satisfying the following conditions:
• Γ , Δ are non-empty finite sets of symbols, and Intuitively, one may regard strings in T as (encodings of) finite theories (e.g., a propositional formula, or a logic program), whereas strings in S are intended to encode interpretations of atoms. Then the predicate R(t, w) says the interpretation encoded by w satisfies the theory encoded by t. That is, R is a satisfaction relation. Please note that from the satisfaction relation R we can define the following deductive relation: Further, {0, 1}-sequences w with length n are intended to code truth assignments v on variables x 1 , x 2 , . . . , x n , more precisely, v(x i ) = 1 if and only if the i-th symbol in w is 1. Please note that a truth assignment is uniquely determined by a subset of atoms and vice versa. Thus we can also consider a {0, 1}-sequence as an encoding of a subset of atoms.
1) Let PF be the class of encodings of propositional formulas, TA := {0, 1} * , and Sat (t, w) be the relation which says that w is an encoding of a satisfying truth assignment of the formula coded by t. Then (L, {0, 1}, PF, TA, Sat ) is in fact the propositional logic system.
2) Let LP be the class of encodings of (propositional) logic programs, ANS (t, w) be the relation which says that w is an encoding of an answer set (see [1] ) of the normal logic program coded by t. Then (Γ , {0, 1}, LP, TA, ANS ) is the answer set logic programming system.
3) Let ∃PF be the class of encodings of formulas Φ of the form ∃x 1 · · · ∃x m ϕ with ϕ ∈ PF (here free variables are allowed). Let FSat (Φ, w) be the relation which says that w is an encoding of a truth assignment v on free variables of Φ, and after applying v to Φ the resulting
For simplicity, from now on we write a logic system (Γ , Δ, T, S, R) just as (T, S, R). For example we will write (PF , TA, Sat ) instead of (L, {0, 1}, PF , TA, Sat). Definition 2 [6] .
where n is the size of input theory t,
• g is computable in time q(n), where n is the size of input (t, w), and
• for any fixed t ∈ T 1 , the mapping g t , defined [6] .
If in the above definition of ptime we replace "f is computable in time
p(n)" by "f is computable in space p(n)",
NP-Logic System
For a logic system (T, S, R), a theory t ∈ T may have R-models with super-polynomial size in the size of t. However, in this paper we concentrate on systems such that any R-model of every theory has polynomial size.
Definition 3. Suppose (Γ , Δ, T, S, R) is a logic system. If there is a polynomial p such that R(t, w) implies |w| = p(|t|) for any t ∈ T and any w ∈ S, then we call (Γ , Δ, T, S, R) a poly-size system.
Obviously, all systems in Example 1 are poly-size systems. From now on, whenever speaking of a logic system we mean it is a poly-size system.
Definition 4. A logic system (T, S, R) is said to be an NP-logic system if the model-existence problem is in NP, i.e., the problem whether a given formula in T has a R-model can be decided non-determinstically in polynomial time.
Obviously, for a logic system (T, S, R), if the modelchecking problem is in NP (i.e., R is in NP) then the system is an NP-system. Therefore, all logic systems in Example 1 are NP-systems. Theorem 1.
1) For any logic system (Γ , Δ, T, S, R), if the relation R is decidable in polynomial time on a nondeterministic Turing machine, then (T, S, R) ptime (∃PF , TA, FSat).
2
) For any logic system (Γ , Δ, T, S, R), if the relation R is decidable in polynomial time on a deterministic Turing machine, then (T, S, R) ptime (PF, TA, Sat).
Proof. 1) At first we have to construct a transformation from T to PF. We shall adopt the construction in the proof of Cook-Levin theorem (see e.g., [10] ) which states that the satisfiability problem for propositional formulas is NP-complete. Let R ⊆ Γ * × Δ * be the relation defined by R (t, w) if and only if t ∈ T , w ∈ S and R(t, w). Since T, S are both decidable in polynomial time, R is still decidable non-deterministically in polynomial time. Let N = (Γ ∪ Δ ∪ { }, Q, σ, q 0 , q accept , q reject ) be a nondeterministic Turing machine that decides R (t, w) in time (|t| + |w|) k0 for some constant k 0 . Please note that we have assumed that (T, S, R) is poly-size system (see Definition 3). Then there is a polynomial p(n) such that R(t, w) implies |w| = p(|t|). Then on input t, w with |w| = p(|t|), the configurations of a branch of the computation can be represented within an ((|t| + p(|t|)) k0 + 1) × ((|t| + p(|t|)) k0 + 1) table. Consider Fig.1 , the first row of the table is the starting configuration of N on input w, t, and each row follows the previous one according to the transition function σ. In the proof of Cook-Levin theorem, for input t, w, four propositional formulas ϕ cell , ϕ start , ϕ move , and ϕ accept are designed so that the Turing machine accepts w, t if and only if ϕ cell ∧ ϕ start ∧ ϕ move ∧ ϕ accept is satisfiable.
ϕ start states that the first row of the table is the starting configuration of N on input t = t 1 t 2 · · · t n , w = w 1 w 2 · · · w p(n) . More precisely,
Here n is (n + p(n)) k0 + 1. We need not to write explicitly the other three formulas. Instead we just explain their intuitive meaning. ϕ cell states that each cell contains exactly one symbol. The formula ϕ move guarantees that each row of the table corresponds to a configuration that can be obtained from the preceding row's configuration by applying a rule of N . Finally, ϕ accept states that an accepting configuration occurs during the computation.
Please note that the above construction of ϕ start depends on the input information t, w. However, our task is to construct a mapping which transforms each t ∈ T to an existentially quantified formulas. That is, our construction should not depend on w. For that reason, we have to modify the formula ϕ start . Please note that w could be any string in Γ * with length p(|t|). Hence, each cell x 1,i in the first row with n+2 i n+p(n)+1 could contain any symbol of Γ ∪ Δ. This can be described as the following formula:
Now we define ϕ start as
We write G(t) to denote the formula ϕ cell ∧ ϕ start ∧ ϕ move ∧ ϕ accept . Clearly, t has an R-model if and only if G(t) is satisfiable. Please note that for a string w, the truth values of x 1,j,s (with 1 j n ) can be uniquely determined by t, w and formulas ϕ cell and ϕ start . However, the truth value of each other variable is not uniquely determined due to the non-determinism of N . Thus, the models of t do not necessarily one-to-one correspond to the truth assignments of G(t). Therefore, we add existential quantifiers ∃x i,j,s in front of G(t) for all i = 2, . . . , n , j = 1, . . . , n and s ∈ Γ ∪ Q, the resulting formula is denoted as F (t). Now, it is easy to see that there is a polynomial-time computable one-to-one correspondence between R-models of t and models of F (t).
2) Suppose R is decidable deterministically in polynomial time. Then, in the above construction, we can assume that N is a deterministic Turing machine deciding R . Since the computation of N is uniquely determined whenever the input is fixed, we can see that G is in fact a model-equivalence reduction from (Γ , Δ, T, S, R) to (L, {0, 1}, PF, TA, Sat ).
Theorem 1 says that ∃PF is the maximal system amongst NP-systems for which the model checking problem is in NP. However, it is unlikely a maximal NP-system in general because there are NP-systems for which the model checking problem is co-NP-complete or even harder (under the assumption that the polynomial hierarchy does not collapse).
Example 2. 1) Let MinSat (t, w) be the relation which says that w is an encoding of a minimal model of the propositional formula with code t. Here by a minimal model of a propositional formula ϕ, we mean a model M of ϕ such that any proper subset of M is not a model of ϕ. Since a propositional formula ϕ has a model if and only if ϕ has a minimal model, it follows that (L, {0, 1}, PF, TA, MinSat ) is an NP-system.
2) (L, {0, 1}, ∃PF , FMinSat ) is an NP-system. Here FMinsat (t, w) says w is an encoding of a minimal model of the existentially quantified formula coded by t. Proposition 1. [11] . 2) The model checking problem for (∃PF , TA, FMinSat) is D P -complete, where D P is the class of decision problems which can be described as the intersection of one NP problem and one co-NP problem [12] . Proof. 1) Please see pp.48-49 in [11] .
1) The model checking problem for (PF, TA, MinSat) is co-NP-complete
2) At first we show the membership. Consider an arbitrary ∃PF formula Φ. Suppose the set of free (i.e., not quantified) variables in Φ is Z =: {z 1 , . . . , z n }, and the set of bounded variables in Φ is X := {x 1 , . . . , x m }. For simplicity we write Φ as ∃Xϕ(X, Z). It is not hard to see that a subset M ⊆ Z is a minimal model of Φ if and only if M is a model of the following formula:
where Z = {z | z ∈ Z} is a set of new variables; Z → Z is abbreviated for the formula z∈Z (z → z); Z = Z denotes the formula (Z → Z) ∧ (Z → Z ); and ϕ(Z , X) is the formula obtained from ϕ(Z, X) by replacing each occurrence of each z by z . It follows obviously that minimal model checking problem for ∃PF is in D P . Next we show the hardness. The canonical D Pcomplete problem is the SAT-UNSAT problem (see [12] ) of determining for a pair (ϕ, ψ) of propositional formulas, whether ϕ is satisfiable and ψ is unsatisfiable. Let X, Y be the sets of variables in ϕ and ψ, respectively. We assume w.o.l.g. that X ∩ Y = ∅. Let z be a new variable. Consider the following formula
It is not hard to see that (ϕ, ψ) ∈ SAT-UNSAT if and only if {z} is a minimal model of F . The proof completes. Proof. The theorem follows from the following fact.
The minimal model checking problem for propositional formulas is co-NP-complete (see Proposition 1), whereas the model checking problem for existentially quantified propositional formulas is NP-complete [6] . Suppose for example (PF , TA, MinSat ) ptime (∃PF , TA, FSat ). Then for a truth assignment M and a propositional formula ϕ, to check that M is a minimal model of ϕ, we first transform ϕ in poly-time into a ∃PF -formula Φ, and compute M from M by using the poly-time computable one-to-one correspondence, then check that M is a model of Φ, which is an NP problem. It follows that NP = co-NP contradicts the assumption of the theorem.
NP ⊆ P/poly is an important conjecture in computational complexity theory (see e.g., [4] ). In fact we even do not know whether NP ⊆ co-NP/poly is true or false. However, the following theorem shows that if (PF, TA, MinSat) and (∃PF , TA, FSat ) are comparable with respect to poly-space model-equivalent reduction then NP ⊆ co-NP/poly. Proof. 1) We first show (∃PF , TA, FSat) pspace (PF , TA, MinSat ). Let Γ n be the set of all 3CNF formulas ϕ such that variables |ϕ| = n and var (ϕ) ⊆ {x 1 , . . . , x n }, where var (ϕ) is the set of all variables occurring in ϕ. Define Γ := n>0 Γ n . Clearly, the satisfiability problem for Γ is NP-complete.
Let π(n) be the set of 3-clauses over
Let ϕ be a 3CNF formula with |ϕ| = n. • the size of each ψ n is bounded by a polynomial, and
• for each n, there is a polynomial-time computable one-to-one correspondence between the models of Ψ n and ψ n .
Then we define an advice-taking Turing machine in the following way. The advice oracle is ψ n . Given an instance ϕ of Γ with |ϕ| = n, the machine loads ψ n , then computes M ϕ in polynomial time in n, then computes M ϕ according to the one-to-one correspondence, finally checks whether M ϕ is a minimal model of ψ n . Please note that the minimal model checking problem for propositional formulas is in co-NP. Since the satisfiability problem for Γ is NP-complete, it follows that NP ⊆ co-NP/poly.
Next we show (PF , TA, MinSat ) pspace (∃PF , TA, FSat ). Suppose Γ n , Γ , π(n), z c are defined as before. Now for each c ∈ π(n) we introduce another new variable z c for each c ∈ π(n), and a new variable y in addition. Define
Let ϕ be a 3CNF formula with |ϕ| = n.
It is not hard to see that • the size of each Ψ n is bounded by a polynomial, and
• for each n, there is a polynomial-time computable one-to-one correspondence between the models of ψ n and Ψ n . Then we define an advice-taking Turing machine in the following way. The advice oracle is Ψ n . Given an instance ϕ of Γ with |ϕ| = n, the machine loads Ψ n , then computes M ϕ in polynomial time in n, then computes M ϕ from M ϕ according to the one-to-one correspondence, finally checks whether M ϕ is a model of Ψ n . Please note that the model checking problem for ∃PF formulas is in NP. Since the unsatisfiability problem for Γ is co-NP-complete, it follows that NP ⊆ co-NP/poly.
Proof. 1) Directly follows from the fact that (PF , TA, MinSat ) is a sub-system of (∃PF , TA, FMinSat ).
2) Consider any formula Φ = ∃y 1 · · · ∃y m ϕ with free variables x 1 , . . . , x n . Now we introduce for each x i (i = 1, . . . , n) a new variable x i which is intended to stand for ¬x i . For a precise definition of advise-taking Turing machine please see [4] . 
Conclusion
We have proved that w.r.t.
poly-time modelequivalent reduction (∃PF , TA, FSat) has the strongest expressive power among NP systems with model checking problem in NP, whereas (PF , TA, Sat) is strongest among NP systems with model checking problem in P. However, (∃PF , TA, FSat ) is unlikely the strongest NP system, because it have been shown that (∃PF , TA, FSat) ptime (∃PF , TA, FMinSat ) but the converse in not true under the assumption NP = co-NP. We conjecture that there is no strongest NP-system under some conjecture in computational complexity.
