of the first summand. Taking (1) into account, we can distinguish two cases.
1) If H is a RKHS with reproducing kernel R, i.e., H = H(R), then H H is also a RKHS with reproducing kernel R R and thus, (1) implies K(s; t) = 1 i=1 i i (s) i (t);8s; t 2 I. Moreover, the convergence of the preceding series is absolute in s; t 2 I.
Hence, (11) holds.
2) If H is a L 2 -space, then (1) does not necessarily imply the pointwise convergence of the series 1 i=1 i i (s) i (t) to K(s;t). For this assertion to hold it is necessary to impose additional conditions on the process X(t). For example, if fX(t); t 2 Ig is a smooth process 5 then, there exists a finite, non-negative measure on (I; BI) (BI is the -algebra of Lebesgue measurable subsets of I) which is equivalent to the Lebesgue measure and satisfies I K(t;t)d(t) < 1 [12] . In this case, we set H = L2(I;BI;). Moreover, it follows that K(s;t) = 1 i=1 i i (s) i (t);s; t 2 I, where the series converges absolutely in s; t 2 I. Therefore, (11) follows.
[19] R. J. Barton Clearly, the mean-square estimation error (MSE) of any estimator is no less than that of the GAE (see [3] ), since the GAE does not need to estimate the locations of the nonzero elements of x true (log 2 M L : = M H (1=) bits, where H (1) is the binary entropy function).
Recently, Haupt and Nowak [6] and Candès and Tao [3] have proposed estimators which achieve the estimation error of the GAE up to a factor of log M . In [6] , a measurement matrix based on Rademacher projections is constructed and an iterative bound-optimization recovery procedure is proposed. Each step of the procedure requires O(M N ) operations and the iterations are repeated until convergence is achieved. It has been shown that the estimator achieves the estimation error of the GAE up to a factor of log M .
Candès and Tao [3] have proposed an estimator based on linear programming, namely the Dantzig Selector, which achieves the estimation error of the GAE up to a factor of log M , for Gaussian measurement matrices. The Dantzig Selector can be recast as a linear program and can be efficiently solved by the well-known primal-dual interior point methods, as suggested in [3] . Each iteration requires solving an M 2M system of linear equations and the iterations are repeated until convergence is attained.
In this correspondence, we construct an estimator based on Shannon theory and the notion of typicality [4] that asymptotically achieves the Cramér-Rao bound on the estimation error of the GAE without the knowledge of the locations of the nonzero elements of xtrue, for Gaussian measurement matrices. Although the estimator presented in this correspondence has higher complexity (exponential) compared to the estimators in [3] and [6] , to the best of our knowledge it is the first result establishing the achievability of the Cramér-Rao bound for noisy compressive sampling. The problem of finding efficient and low-complexity estimators that achieve the Cramér-Rao bound for noisy compressive sampling still remains open.
The outline of this correspondence follows next. In Section II, we state the main result of this correspondence and present its proof in Section III. We then discuss the implications of our results in Section IV.
II. MAIN RESULT
The main result of this correspondence is the following:
Main Theorem: In the compressive sampling model of y = Ax true + n, let A be a measurement matrix whose elements are i.i. 
III. PROOF OF THE MAIN THEOREM
In order to establish the Main Result, we need to define the Joint Typicality Estimator. We first state the following Lemma for random matrices: ik A jk ! N ij (2) as N ! 1. Thus, the columns of AJ are mutually orthogonal with probability 1, which proves the statement of the Lemma.
We can now define the notion of Joint Typicality. We adopt the definition from [ Note that we can make the assumption of rank(AJ ) = L without loss of generality, based on Lemma 3.1. 
If the estimator does not find any set -typical to y, it will output the zero vector as the estimate. We denote this event by E 0 . We show that the Joint Typicality Estimator has the property stated in the Main Theorem. In order to prove this claim, we first establish the following Lemmas: 
Therefore, for any unbiased estimatorx by the Cramér-Rao bound [7] , 
We note that Lemma 3.4 is also presented in [3] . 
We note that 1=NB is non-singular with probability 1, since it converges to I L element-wise with probability 1. Thus, the limit limN!1(1=NB) 01 exists with probability 1. Hence
as N ! 1. (17) where (1) denotes the event probability defined over the noise density, dP(A) denotes the Gaussian probability measure and the inequality follows from the union bound. Taking the term corresponding to I out of the summation, we can rewrite (17) (18) The first term on the right-hand side of (18) . Also, k2InJ jx k j 2 (L 0 K) 2 (x true ). Therefore, we can rewrite the right-hand side of (21) as
We use the inequality 
where C0 
Since C 0 > 2 + log( 0 1) due to the assumption of < 1=(9 + 4 log( 0 1)), both f(1) and f(1=L) will grow to 01 linearly as N ! 1. Hence, the exponent in (26) will grow to 01 as N ! 
By Lemma 3.5, we know that this is the asymptotic Cramér-Rao bound on the mean squared estimation error of the GAE, which proves the statement of the main theorem.
IV. DISCUSSION OF THE MAIN RESULT
We consider the problem of estimating a sparse vector, x true 2 M , using noisy observations. Let kx true k 0 = L < M. The estimator must both estimate the locations and the values of the non-zero elements of x true . Clearly, the mean squared estimation error of any estimator is no less than that of the genie-aided estimator, for which the locations of the nonzero elements of xtrue are known. We have constructed a Joint Typicality Estimator that asymptotically achieves the Cramér-Rao bound on the mean squared estimation error of the GAE without any knowledge of the locations of nonzero elements of xtrue, as N ! 1 for = L=N a fixed number.
