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ABSTRACT
Tracking involves estimating not only the global motion but also local perturbations or deformations correspond-
ing to a specified object of interest. From this, motion can be decoupled into a finite dimensional state space
(the global motion) and the more interesting infinite dimensional state space (deformations). Recently, the in-
corporation of the particle filter with geometric active contours which use first and second moments has shown
robust tracking results. By generalizing the statistical inference to entire probability distributions, we introduce
a new distribution metric for tracking that is naturally able to better model the target. Also, due to the multiple
hypothesis nature of particle filtering, it can be readily seen that if the background resembles the foreground,
then one might lose track. Even though this can be described as a finite dimensional problem where global
motion can be modeled and learned online through a filtering process, we approach this task by incorporating
a separate energy term in the deformable model that penalizes large centroid displacements. Robust results are
obtained and demonstrated on several surveillance sequences.
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1. INTRODUCTION
A well-studied problem in computer vision is the fundamental task of tracking moving and deformable objects.1, 2
In this paper, we adopt the idea of motion described by Yezzi and Soatto.3 We decouple motion into two distinct
parts: a “global” rigid motion, and a “deformation” which is given by any departure from rigidity. However,
before detailing the approach taken, we briefly revisit similar approaches and schemes of previous related work.
Also, it should be noted that the main contribution in this paper is the introduction of a new distribution metric
for visual tracking. We refer the interested reader to a rigorous development of the metric4, 5
The first class of tracking schemes propose the use of a finite dimensional representation of continuous
curves. Specifically, the B-Spline representation is often used for the “snake” model.2 Isard and Blake apply
this representation for the contour of the objects and proposed the Condensation algorithm.1, 6 By assuming a
unimodal distribution of the state vector, the unscented Kalman Filter is similarly introduced in combination
with B-Splines for rigid object tracking.7, 8 Although these approaches track the finite dimensional group (e.g.,
Euclidean, affine) parameters, they do not explicitly handle the local deformation of an object.
The use of an implicit representation of the contour via level set methods9, 10 comprise a second class of algo-
rithms. Given an initial estimate, a curve is evolved until it minimizes an image based energy functional. Several
energy functionals, which utilize different features of an image, can be found in literature.11–14 Moreover, level
set methods used primarily for tracking exploit both the finite dimensional group and local deformations.3, 15–18
Specifically, Freedman et. al.19 propose to track with distributions. Given a prior knowledge of the object, the
algorithm seeks to match distributions via the Bhattacharyya measure or Kullback-Leibler divergence. How-
ever, whereas these distance functionals originate from Information Geometry, our similarity metric is based on
prediction theory.
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Recently, Rathi et. al.17, 20 use particle filtering in conjunction with active contours that utilize first and
second moments for tracking deformable objects. The algorithm is further extended to incorporate shape infor-
mation.21 To reduce the computational complexity involved with the particle filtering scheme, Dambreville et.
al.22 propose an unscented Kalman Filtering approach. However, the authors note that the algorithm suffers the
limitation of assuming a unimodal probability distribution of the state vector, and thus, may fail for multimodal
distributions.
In this paper, we introduce a new distribution metric for tracking that is naturally able to better model the
target or object of interest. This intrinsic metric quantifies “distance” for two density functions as the standard
deviation of the difference between logarithms of those density functions. Also, because of the temporal nature of
surveillance data, filtering theory becomes increasingly relevant. Using the particle filtering framework proposed
by Rathi et. al.,17 we incorporate this density metric as apart of the deformable model through the use of
Geometric Active Contours (GAC). Moreover, a separate energy term that penalizes large centroid displacements
is added to this deformable model. In doing so, we are able to handle the multiple hypothesis nature of particle
filtering by biasing particles in region near the predicted state. That is, large displacements for the centroid are
weighted against the probability of how well it matches our known target. Finally, it should be noted that the
dynamical model for the finite dimensional group is simplified in order to highlight the influence of tracking with
the newly proposed metric.
This paper is organized as follows: In the next section, we derive a variational framework for matching two
densities using the proposed distribution functional as well as a centroid penalization scheme. This is followed
with a brief review of particle filtering theory. In Section 3, we describe the tracking algorithm along with the
specifics of the state space, prediction model, measurement model, and resampling scheme. Experimental results
are given in Section 4. We conclude with a brief summary in Section 5.
2. PRELIMINARIES
In this section, we derive a variational framework for our proposed metric and for centroid penalization as well
as review some basic notions from the theory of particle filtering, which we will need in the sequel.
2.1 A Similarity Metric for Region Based Segmentation
We begin by casting the proposed distribution functional in the GAC framework. However, before doing so, we
briefly motivate our reason for such a distribution metric as well as provide an overview of theory behind its
resulting similarity measure.
2.1.1 Motivation and Theoretical Overview
As stated previously, we seek to match a distribution of a certain photometric variable (e.g., gray-scale intensity,
color, tensor) with a known distribution. In other words, we look to “predict” the optimal density that best
correlates with a given distribution. Originally motivated by measuring the similarity between spectral distri-
butions, the metric is derived based on principals in prediction theory. That is, let f1(θ) and f2(θ) denote the
power spectral distribution defined on the interval θ ∈ [0, π]. These distributions correspond to their respec-
tive zero-mean random stationary processes ufik with i ∈ {1, 2} and k ∈ Z. Then the variance of the linear or
one-step-ahead prediction error for a given process of spectral distribution fi(θ) is
E{|ufi0 − uˆfi0|past|2} = E{|ufi0 −
∑
αfik u
fi
−k|2} (1)
with k > 0 and where αfik are the coefficients that minimize the linear prediction error variance for the specific
fi(θ). Now suppose that we are given a known power distribution f1(θ), and we would want to measure the
“distance” or similarity with another spectral density f2(θ). This can be achieved by first assuming the density
f2(θ) originates from the distribution f1(θ). From this, we use f2(θ) to design a predictor and compare how well
it performs against the optimal prediction that is based on f1(θ). Hence, we arrive at the following measure,
which is denoted as the degradation of predictive error variance and is given below
ρ(f1, f2) =
E{|uf10 −
∑k=∞
k=1 α
f2
k u
f1
−k|2}
E{|uf10 −
∑k=∞
k=1 α
fi
k u
f1
−k|2}
(2)
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Equation (2) gives us a basis for measuring (dis)similarity and can be viewed as analogous to “divergences”
such as the Kullback-Leibler entropy seen in Information Theory. Moreover, in the particular context of visual
tracking, our basis for seeking a matching distribution given a known distribution arises naturally from the
principal motivation of prediction as discussed above. As a result of the above formulation, Equation (3) is the
derived metric given in the level set framework. While the derivation and proof of the metric is beyond the
scope of this paper, we do refer the interested reader for an enlightened discussion on its properties, derivation,
and the parallels to Information Geometry, including both the Bhattacharyya measure and Kullback-Leibler
divergence.4, 5
2.1.2 Level Set Formulation
We consider the problem of segmenting an image I. That is, we first assume the image is composed of two
homogeneous regions referred to as “Object” and “Background”. From this, the goal of segmentation is to
capture these two regions. To do so, we enclose a curve C, represented as the zero-level set of a signed distance
function φ : 2 → , such that φ < 0 represents the inside of C and φ > 0 represents the outside of C. Our
goal is to evolve the curve C, or equivalently φ, so that the interior matches the Object given by the distribution
qknown. The curve C would then match the boundary ∂Ω separating the Object and Background.
We now propose an energy functional based on the metric discussed previously,5 and derive the corresponding
partial differential equation (PDE) that describes its curve evolution in the level set framework. It should be
noted that segmentation results are dependent on the distribution metric used. Given prior (or learnt) knowledge
of the distribution of the object qknown, we seek to measure the similarity between distributions through the
following energy functional
T (z, φ) =
√∫
z
[
zlog
pobject(z, φ)
qknown(z)
]2
dz −
[ ∫
z
zlog
pobject(z, φ)
qknown(z)
dz
]2
(3)
where z ∈ Z is the photometric variable, and qknown and pobject are the probability density function’s (pdf)
defined on the random variable z. In the present work, we restrict the variable z to set of gray level values
{1, 2, ..., 256}. Moreover, let I : 2 → Z be a mapping of the image defined over the domain Ω, to the photometric
variable z, and x ∈ 2 be the image coordinates. Then the pdf inside the curve C can be formulated as such
pobject(z, φ) =
∫
Ω
K(z − I(x))H(−φ)
H(−φ) dx (4)
where K(z − I(x)) is a specified kernel. For numerical experiments, we have used K(z − I(x)) = δ(z − I(x)).
Also H : R → {0, 1} denotes the Heaviside step function with the corresponding derivative δ. These are both
given as follows
Hε(φ) =
⎧
⎨
⎩
1 φ < 
0 φ > 
1
2 (1 +
φ
 +
1
π sin(
πφ
 )) otherwise
δ(φ) =
{
0 φ < , φ > 
1
2(1 + cos(
πφ
 )) otherwise
(5)
The gradient ∇φT can be computed using the calculus of variations. Taking the first variation with respect
to φ yields the following PDE
∇φT = −δ(φ)
T
· [E{B ·G} − E{B} · E{G}] (6)
with B and G given as
B = log
pobject(z, φ)
qknown(z)
G =
δ(φ)
Ain
(
1− 1
pobject(z, φ)
)
Noting that Ain is given by
∫
Ω H(φ)dx, Equation (6) is a PDE that describes the evolution of the curve C that
optimally minimizes the “distance” between an a-priori distribution with that of the pdf inside the curve. Next,
we formulate a centroid penalization variationally in the similar manner as above.
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2.2 A Variational Penalization Scheme
Due to the multiple hypothesis nature of particle filtering, if the background resembles the modeled distribution
qknown, one might lose track (i.e. track another object apart of the background). This is caused by the definition
of the importance weights and the selection of the measurement, which is defined by the image energy. In this
section, we introduce an energy functional that penalizes the centroid with respect to a known position. The
motivation for such an energy is to bias the evolution of the curve in Equation (6), resulting in an overall flow
that is not purely dependent on the photometric variable z. Moreover, in a particle filtering scheme, this penalty
and the number of R iterations performed (see Section 3.4) will be a parameter that can represent how much
one trusts the system model versus the obtained measurement.
Again, let x ∈ 2 be the coordinates of image I defined over the domain Ω. Also let cˆobject denote the
centroid of the object for which we would like to penalize large deviations. Defining the centroid of the curve as
ccurve(x, φ) =
∫
Ω
xI(x)H(−φ)
H(−φ) dx, we formulate an energy functional as follows
B(x, φ) =
√
cˆobject(x) − ccurve(x, φ) (7)
Taking the first variation of Equation (7), yields the following minimization
∇φB = −δ
B
[
(cˆobject − ccurve)
(
ccurve − xI(x)
Ain
)]
(8)
Combining Equation (6) and Equation (8) with a regularizing term commonly used, we arrive at the following
PDE
∇φEimage = −δ(φ)
[
∇φT + λcentroid · ∇φB − λsmooth · div
(
φ
|φ|
)]
(9)
The weighting parameters λcentroid and λsmooth are chosen dependent on method of segmentation as well as the
type of imagery. In this paper, they are chosen subjectively in the range [0,1]. Next, we briefly review basic
theory from particle filtering.
2.3 Particle Filtering
Letting x ∈ Rn, Monte Carlo methods allow for the evaluation of a multidimensional integral I = ∫ g(x)dx via
a factorization of the form I =
∫
f(x)π(x)dx, whereby π(x) can be interpreted as a probability distribution.
Taking samples from such a distribution in the limit yields the estimate of I that would otherwise be difficult
or impossible to compute. However, generating samples from the posterior distribution is usually not possible.
Thus, if one can only generate samples from a similar density q(x), the problem becomes one of “importance
sampling.” That is, the Monte Carlo estimate of I can be computed by generating N >> 1 independent samples
{xi; i = 1, ..., N} distributed according to q(x) by forming the weighted sum: IN = 1N
∑N
i=1 f(x
i)w(xi), where
w(xi) = π(x
i)
q(xi) , represents the normalized importance weight. Thus, by employing Monte Carlo methods in
conjunction with Bayesian filtering, authors23 first introduced the Particle Filter. We refer the reader for an
in-depth discussion and popular texts on Monte Carlo methods and particle filtering schemes.24, 25
Now considering xt ∈ Rn to be a state vector, particle filtering is a technique for implementing a recursive
Bayesian filter through Monte Carlo simulations. At each time t, a cloud of N particles is produced, {xit}Ni=1,
whose empirical measure closely “follows” p(xt|z0:t) = πt(xt|z0:t), the posterior distribution of the state given
the past observations.
The algorithm starts with sampling N times from the initial state distribution π0(x0) in order to approximate
it by πN0 (x0) =
1
N
∑N
i=1 δ(x0 − xi0), and then implements Bayesian recursion at each step. With the above
formulation, the distribution of the state at t − 1 is given by πt−1(xt−1|z0:t−1) ≈ 1N
∑N
i=1 δ(xt−1 − xit−1). The
algorithm then proceeds with a prediction step that draws N particles from the proposal density q(xt|z0:t−1).
With appropriate importance weights assigned to each particle, the prediction distribution can now be formed in
a similar fashion as above, i.e. πˆt(xt|z0:t−1) = 1N
∑N
i=1 w
i
tδ(xˆt− xˆit). Then, in the update step, new information
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arriving online at time t from the observation zt is incorporated through the importance weights in the following
manner:
wit ∝ wit−1
p(zt|xit)p(xit|xit−1)
q(xit|xit−1, zt)
. (10)
From the above weight update scheme, the filtering distribution is given by π˜t(xt|z0:t) = 1N
∑N
i=1 w
i
tδ(xt−xit).
Resampling N times with replacement from π˜t allows us to generate an empirical estimate of the posterior
distribution πt. Even though π˜t and πt both approximate the posterior, resampling helps increase the sampling
efficiency as particles with low weights are generally eliminated.
3. TRACKING ALGORITHM
In this section, we incorporate the derived flow in Equation (9) into a similar particle filtering framework proposed
by Rathi et. al. Specifics are given on the state space model, prediction model, measurement model and the
resampling scheme used.
3.1 State Space Model
As stated in the prequel, we are interested in tracking two types of motion: a “global” rigid motion, and
“deformation” which is any departure from rigidity. Moreover, Yezzi and Soatto show that the overall motion
can be described by a set of non-unique rigid motion parameters along with a “deformation” function. From
this, we assume that the “global” motion of an object is given by the translation of its centroid, and any other
“deformation” is captured by the curve evolution in Equation (9) described in the previous section. Justification
for doing curve evolution can be found in literature, specifically particle filtering.17, 20 The state vector can now
be defined in the following manner
x(t) =
(
xc
yc
C
)
(t) =
(
γ
C
)
(t) (11)
where γ = [xc, yc]T is the object’s centroid, and C denotes the contour of deformation represented by the zero
level set of φ. After forming an estimate through the prediction model from the distribution p(xt|xt−1, zt−1), we
obtain an observation z(t) = I(t) which is the image received online at time t. Thus, the observation space is
given as follows:
z(t) =
( xmc
ymc
Cm
)
(t) =
(
γm
Cm
)
(t) (12)
where γm and Cm are the measured centroid and deformation, respectively.
3.2 Prediction Model
For a given set of particles {xi; i = 1, ..., N}, we seek a model for the prediction distribution, which predicts both
the “global” rigid motion and the “deformation” of an object. In this paper, two departures taken from the
general particle filtering framework (in addition to the contributions mentioned in this paper) are to simplify the
dynamical model for predicting rigid motion as well as assume a translational prior for the proposal distribution.
Note, this is only done to highlight the influence of the new distribution metric for visual tracking. From this,
the proposal distribution is given as follows:
q(xt|xit−1, zk) = p(xt|xit−1)
= p(γt|γit−1)p(Ct|Cit−1)
(13)
In particular, γˆit = γit−1 + v
γ
t−1, where v
γ
t−1 is zero-mean gaussian random noise that is added to the spatial
location of the centroid and the predicted contour of deformation is the prior contour given at time t − 1,
Cˆit = Cit−1 + vCt−1. In this paper, we take vCt−1 = 0, causing the prediction of the contour to be deterministic.
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Although adding noise to an infinite dimensional representation of a contour is generally not easy, one can
perform Principal Component Analysis (PCA) and add noise in the principal variation directions. One can also
incorporate a shape prior in the prediction step. The simplification of the weight update scheme is now made
by substituting Equation (13) into Equation (10) as
wit ∝ wit−1p(zt|xˆt). (14)
Given the estimate xˆt, we now proceed in describing the measurement model, which includes the curve evolution
of Equation (9).
3.3 Measurement Model
The measurement function, zt = h
(
xˆt, I(t)
)
, where xˆt is a seed point (corresponding to a curve centered at a
certain position), and I(t) is the image that becomes available at time t, can be described as follows:
1. Run minimization of the functional (9) for R iterations for each of the xˆit: the choice of R depends on the
type of metric used or energy being minimized. This results in a local exploration of both the position and
deformation. Also note, cˆobject in functional (9) is the measured centroid at time t.
2. Compute an update of the importance weight by Equation (14) by defining p(zt|xˆt) ≡ e−Eimage(Ct,zt).
3. Build a cumulative distribution function from these importance weights. Using the generic method, resam-
ple N times with replacement to generate N new samples.24
4. Select the curve with the minimum energy (best fitting curve) as the measurement. That is, the centroid
of the selected curve as well as the deformation of that curve are taken as the measurement for the system.
As can be noticed from above, the posterior distribution can be multi-modal and the measurement function
is highly non-linear because of curve evolutions and selection of the best fitting curve. Thereby, this justifies
the use of a particle filter to track as compared to unscented Kalman Filtering or the more classical Kalman
Filtering. Next, we discuss the resampling scheme, and the importance of doing gradient descent for R iterations.
3.4 Resampling
The resampling step is introduced into particle filtering schemes as a solution to “sampling degeneracy,” which
is unavoidable in sequential importance sampling. That is, it can be shown show that the variance of importance
weights are only allowed to increase over time.26 This results in particles that are not concentrated in a region of
high likelihood of the posterior distribution. Aside from the computational cost, the phenomenon of degeneracy
creates poor filtering results. Thus, in this paper, we adopt the general resampling scheme.24
Although resampling attempts to solve “sampling degeneracy,” it induces another problem known as “sample
impoverishment,” whereby all of the particles are only concentrated in a single region. Because this leads to a
loss of diversity for a given set of particles, an approximation to the posterior distribution is not accurate, and
the registration may fail.
To address both of the above problems, careful consideration of the number of curve evolutions R must be
made. By choosing R too large, we would be converging towards the local minima. This is not desirable since
the state at t and t−1 would lose dependency. Indeed, “sample degeneracy” will occur if all of the particles tend
toward one region. Likewise, if R is chosen to be too small, then most of the particles may never be associated
with the high likelihood region of the posterior resulting in “sample impoverishment.” In other words, the choice
of R depends on how much one trusts the system model versus the obtained measurement. For our experiments,
we have found that a range of R = [2, 5] has given robust results, as will be seen in Section 4.
4. EXPERIMENTS
In this section, we present experimental results of the proposed algorithm on varying surveillance sequences. In
particular, we demonstrate the importance of generalizing the statistical inference by tracking a person with a
multimodal distribution through a crowded sequence. Moreover, we provide an example in which the multiple
hypothesis nature of particle filtering becomes ill-suited in a clutter environment. This is corrected via the
centroid penalization scheme.
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4.1 Cluttered Environments
In this example, we demonstrate the effectiveness of using the proposed centroid penalization scheme within the
deformable model of the particle filtering framework. The goal here is to continuously track a car from an aerial
sequence through a clutter environment, which share similar statistical information to that of the object being
tracked. Assuming simplistic dynamics for predicting the global motion, Figure 1 shows that if the background
resembles the foreground, we lose track. This is caused by the selection of the measurement via the image
energy and importance weights. By defining weights that are dependent on only statistical information, tracking
through clutter becomes difficult if no special consideration is made.
Introducing the centroid penalization variationally within the deformable model not only allows the prediction
step to be driven by a geometric constraint, but affects the update of the importance weights. With the same
conditions as applied in Figure 1, we successfully track the car through clutter as seen in Figure 2. However,
we note that an important advantage of using particle filtering with GAC is to capture erratic motion and the
parameter λcentroid must be adjusted appropriately depending on the type of imagery. We chose R = 2 with 40
particles.
4.2 Multimodal Crowd Sequence
While a Gaussian assumption can generally be made on an object of interest, it may not hold for a multimodal
target. That is, Figure 3 shows a person walking through a crowded sequence. In particular, as the object cross
over the darker gray portion, the contour may leak and not accurately capture the person. By learning the
distribution online and prior to a given time t, we are able to accurately quantify the foreground to that of the
background. In doing so, we use 100 particles with R = 3. We show several screen shots from the surveillance
sequence as the person walks through a courtyard.
4.3 Camera Induced Deformation
In this example, we show the robustness of the algorithm by tracking (with a simplified dynamical model) when
there exists camera motion. Here, we treat this motion as a “deformation” occurring to the object itself. As
stated previously, an advantage of particle filtering with GAC is the ability to capture erratic motions. The
parameter λcentroid is reduced and v
γ
t , the zero-mean gaussian noise applied to the centroid, is increased. Hence,
we must rely on the discriminating power of the distribution metric. Figure 4 shows several screen shots taken
that tracking successfully through camera motion.
5. CONCLUSION
In this work, our contributions are twofold. First we extend the deformable model of the filtering framework
by introducing our distribution metric, which makes its first appearance in computer vision for visual tracking.
The metric quantifies “distance” for two density functions as the standard deviation of the difference between
logarithms of those density functions. Assuming that the target’s probability distribution is known a priori, we
proposed to minimize the distance of this known distribution with a region enclosed by our contour via gradient
descent. Secondly, we added a variational penalization scheme on the centroid. Thus, large displacements for the
centroid are weighted against the probability of how well it matches our known target. This tradeoff is important
and is adjusted appropriately in achieving robust results on varying surveillance sequences.
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2Figure 1. Loss of tracking in a clutter environment due to the multiple hypothesis nature of particle filtering caused by
objects sharing similar statistical information.
Figure 2. Successful result of the proposed algorithm in a clutter environment when a penalization scheme is introduced.
Figure 3. Several captures demonstrating the algorithm by tracking a person with a multimodal distribution in a crowded
sequence.
Figure 4. Several captures demonstrating the proposed algorithm tracking under camera deformation as the object moves
through the scene.
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