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ABSTRACT 
 
Electronic structure methods were used to investigate bonding, metal-atom site 
preference, magnetic ordering, and crystal structure in ternary and quaternary 
intermetallic compounds that include arsenic or boron. Computational methods based on 
density functional theory were used to investigate the electronic structure and properties 
of hypothetical compounds closely related to the compounds of interest, in order to 
investigate the origins of properties that have been observed experimentally. 
The Ti-M-Ir-B (M = transition metal) system was investigated through density 
functional theory (DFT) calculations in collaboration with experimental researchers. 
Compounds with approximate compositions (TixM1–x)3Ir3B3 were identified in two 
structures: a hexagonal structure for M = V, Cr, Mn, with Ti:M ratios near 1:1, and an 
orthorhombic structure for M = Mn and heavier transition metals, with Ti-M ratios near 
2:1. Calculated lattice parameters for hypothetical “(Ti1/2M1/2)3Ir3B3” and 
“(Ti2/3M1/3)3Ir3B3” also showed a shift in stability of the hexagonal compounds for M 
heavier than Mn. Second-moment scaling with the Huckel method showed that the 
zigzag B4 subunit found in the orthorhombic structure would be, in isolation, more 
energetically favorable than the trigonal-planar B4 subunit of in the hexagonal structure. 
Crystal orbital Hamilton population (COHP) analysis suggested that the hexagonal 
TiCrIr2B2 structure was instead stabilized by Cr–Cr bonding, while the Ti:M ratio of the 
orthorhombic structures serves to maximize heteroatomic Ti:M bonds. 
DFT with a Hubbard U term (DFT+U) was used to investigate the importance of 
electron-electron correlation in CrMnAs and TmAlB4. In CrMnAs, DFT+U results give 
ix 
 
a better match for experimental magnetic ordering and metal-atom site preference than 
results from DFT alone. In TmAlB4, the electronic structure depends significantly on the 
choice of U, suggesting that previous results using DFT without U might not be 
accurate. COHP analysis was used to examine a possible Stone-Wales-like 
transformation mechanism between two related phases in TmAlB4. The strongest B–B 
bonds in β-TmAlB4 were found to be isolated by weaker B–B bonds, but the strongest 
B–B bonds in α-TmAlB4 formed chains oriented along the structure’s a axis. 
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CHAPTER 1. INTRODUCTION 
 
Intermetallic Compounds and Emergent Properties 
Intermetallic compounds — here taken to mean any compound of two or more 
metallic elements, with or without nonmetallic elements — frequently exhibit 
structural, magnetic, and thermodynamic properties that are not simple combinations 
of the properties of the constituent elements. These properties can be highly 
composition dependent. Mn2Sb, for example, is ferrimagnetic (TC = 550K [1]), but 
Mn2–xCrxSb has an antiferromagnetic ground state, for x as low as 0.05, with 
ferrimagnetic transition temperatures ranging from approximately 200 K (x = 0.05) to 
400 K (x = 0.16) [2,3]. Many guidelines are known for predicting structure or 
properties in particular types of intermetallic systems, but without fully calculating 
the electronic structure there is no way to systematically predict all such “emergent 
“properties. 
The concept of emergent properties has its roots in nineteenth-century 
philosophy [4]. In the course of his writings about the nature of inductive logic, John 
Stuart Mill distinguished systems in which the “Composition of Causes” held true — 
that is, where the effect of a system was equal to the sum of the effects of its 
components — from living systems, in which “it is certain that no mere summing up 
of the separate actions of those elements will ever amount to the action of the living 
body itself” [5]. In the early part of the twentieth century, this idea developed into the 
philosophical school of “emergentism,” which was primarily concerned with the 
origins of consciousness. Mill had specifically excluded mechanical and chemical 
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systems from the concept of emergence, but the vocabulary of “emergent properties” 
was picked up by later writers when discussing the nature of complex engineered 
systems, especially in software engineering [4]. The modern usage of “emergent 
properties” in materials science refers to properties that arise out of the complexity of 
a system and could not be predicted from a separate consideration of its components. 
Johnson summarizes this sense of “emergent properties” as referring to “the surprise 
implicit in predictive approaches” [4]. 
Early in the study of intermetallic compounds, full-scale modeling of 
chemical systems was not possible, so it was necessary to develop heuristic 
approaches to describe particular categories of compounds. One highly successful 
early attempt at systemization was published by William Hume-Rothery in 1926 [6]. 
He identified a class of Cu, Ag, and Au-based compounds that would form only at 
particular ratios of the number of valence electrons to the number of atoms (e/a 
values). Compounds that fit this framework are now called Hume-Rothery electron 
compounds. Valence electron count has continued to be an important chemical 
feature in the search for other systematic rules for predicting the existence and 
properties of intermetallic compounds [7]. The rigid band approximation, which 
assumes that band structure does not vary with small changes in valence electron 
count as a result of chemical substitution, has proven useful in studying many 
intermetallic systems [7-10]. This approximation allows small compositional changes 
to be modeled as a shift in the Fermi energy relative to a known density of states. 
Each of the projects below considers whether and how the rigid band approximation 
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can provide insight into the relevant electronic structures, in light of other 
experimental and computational evidence. 
Why Computational Approaches are Useful for Intermetallic Compounds 
Ternary, quaternary, and higher-order intermetallic systems provide such a 
wide range of possible compounds and structures that fully investigating the phase 
diagram and properties of even a single system via synthetic experiments can be 
prohibitively expensive and time-consuming. For example, a 2015 review of the 
Pearson’s Crystal Data database considered only ternary compounds in which all 
three constituents are metals1. They found that at least one ternary compound had 
been found in only 5,109 of the 85,320 systems that are combinatorially possible [11]. 
Including ternary intermetallics in which one component is a nonmetal, such as the 
boride and arsenide compounds discussed here, would increase the number of 
possible systems to 628,560. Even for those systems in which compounds have been 
observed, it can be challenging to synthesize compounds in sufficient quantity or 
purity to accurately measure properties. 
Due to this experimental complexity, computational methods are particularly 
important in the study of ternary or higher-order intermetallic compounds. 
Computation can be used to validate and clarify experimental results, investigate the 
origins of measured properties, and predict properties or phase stability as a guide to 
future synthesis. The computational methods used in this work involve electronic 
structure theory, which assesses a material and its atomic structure by describing the 
                                                
1 The definition of a metal used by that paper’s authors included Al, Ge, Sb, 
and Po and excluded B, Si, As, Te, and At, to give 81 total metallic elements. 
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distribution and energies of its valence electrons; more details on the computational 
methods are given in Chapter 2. The properties that are the primary target of the 
computational work are magnetic ordering and metal-atom site preference in atomic 
structures, as discussed below. 
Magnetic ordering 
Magnetic ordering describes the long-range patterns formed by the coupling 
of atomic magnetic moments in a solid [12]. In the most familiar case, 
ferromagnetism results when magnetic moment vectors on each atom are aligned, 
giving the bulk material a net magnetization. If the atomic magnetic moment vectors 
are not strictly parallel but still sum to a non-zero bulk magnetization, the magnetic 
ordering is ferrimagnetic. If the atomic magnetic moments are exactly antiparallel and 
sum to a bulk magnetization of zero, the magnetic ordering is antiferromagnetic. For 
any cooperative magnetic ordering, there is a critical temperature above which the 
material will be paramagnetic. This work is primarily focused on ground state 
magnetic orderings, so unless otherwise noted, all calculations reported here refer to 
the magnetic ordering of materials as temperature approaches 0 K. 
In addition to describing the overall bulk magnetic order of a substance, the 
terms “ferromagnetic” and “antiferromagnetic” are also used to describe the pairwise 
coupling between individual atoms. Two atoms are said to be ferromagnetically 
coupled if the vectors of their magnetic moments are parallel; if they are antiparallel, 
the atoms are said to be antiferromagnetically coupled. Using that terminology, a 
material is ferromagnetic if and only if all of its magnetically active atoms are 
ferromagnetically coupled. In ferrimagnetic and antiferromagnetic materials, 
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however, some atoms will be ferromagnetically coupled and some atoms will be 
antiferromagnetically coupled. 
Bulk magnetic measurements can be used to determine the total magnetic 
moment of a material, but that does not provide enough information to distinguish 
between ferromagnetic and ferrimagnetic materials, or between different 
antiferromagnetic configurations. Distinguishing between those configurations 
requires identifying the local magnetic moment associated with each atom or ion in a 
solid. One method that allows such determinations is neutron diffraction. In neutron 
diffraction, neutrons are scattered by both the nuclear sites and by interactions with 
unpaired electrons. This scattering can lead to destructive interference, and the 
magnetic ordering can be determined from the resultant diffraction pattern. Neutron 
diffraction is usually performed above and below a magnetic ordering temperature, so 
that the magnetic contribution to the diffraction pattern can be determined [13]. 
Computation can be useful both as a complement to neutron diffraction and when it is 
not available, by comparing the total energies of various magnetic orderings to 
confirm or assess the ground-state magnetic ordering. 
Electronic structure methods can also be used to look at the bonding between 
particular atoms, to predict whether they will be ferromagnetically or 
antiferromagnetically coupled. An interesting special case occurs when three atoms 
would be expected to be antiferromagnetically coupled to each other. In that case, the 
three atoms are geometrically prevented from all being antiferromagnetically coupled, 
which can give rise to non-collinear magnetic orderings. 
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Metal-atom site preference: the “coloring problem” 
In intermetallic compounds, it is common for there to be some degree of 
mixed occupancy of metal atoms at sites in the asymmetric unit cell. When there are 
inequivalent metal-atom sites in a structure, the question of which atoms occupy 
which crystallographic sites is called the “coloring problem” [14]. Computational 
approaches to the coloring problem can be necessary when experimental studies have 
not yielded sufficiently high-quality crystals to accurately determine site occupancy. 
In cases where site occupancy is known, computational methods can be used to 
explain the reasons for the observed coloring. 
In order to use computational methods with a crystal that contains mixed site 
occupancy, it is necessary to decide how to model that mixed occupancy. Any given 
fractional occupancy could be reproduced with a supercell containing a sufficient 
number of crystallographic unit cells, but any choice of coloring of that supercell 
would still necessarily be arbitrary. Furthermore, the time needed to run atomistic 
calculations scales nearly exponentially with the number of atoms involved, so using 
arbitrarily large supercells is not practical. Some computational approaches use the 
virtual crystal approximation (VCA), which treats mixed-occupancy sites with 
potential functions that are a weighted average of the metals occupying that site [15]. 
Another approach is the coherent potential function (CPA), which can provide more 
precise results for partial-occupancy systems but is much computationally expensive 
[16]. 
The projects in this research take a simpler approach, comparing full-
occupancy or 50%-occupancy colorings that can be computed with just one or two 
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crystallographic unit cells, respectively. In addition to being computationally 
inexpensive, this approach allows insight into the particular types of pairwise atomic 
interactions present in a material, rather than the average of such interactions. 
Organization of the Thesis 
This work consists of eight chapters. 
Chapter 2 describes the computational methods and software codes used in 
this research. 
Chapter 3 expands on previous computational work on the electronic 
structure, metal-atom site preference, and antiferromagnetic ordering of CrMnAs by 
examining the effects of including a Hubbard U correction with the DFT+U method. 
Chapter 4 uses electronic-structure calculations to describe the transition-
metal site preference and magnetic ordering in a recently discovered compound, 
TiCrIr2B2. 
Chapter 5 gives an overview of electronic structure calculations on a series of 
transition metal borides with approximate formulas (Ti2/3M1/3)Ir3B3, M = Mn, Fe, Co, 
Ni, Mo, Ru, W, and Re. 
Chapter 6 compares two types of structures found within the Ti–M–Ir–B 
system (M = transition metal). For M = V, Cr, and Mn, the compounds have 
approximate formulas (Ti1/2M1/2)3Ir3B3 and adopt the hexagonal structure described in 
chapter 4; the compounds described in chapter 5 have a related orthorhombic 
structure. Chapter 6 examines the electronic structure and bonding of both structures, 
including the B4 subunits in each structure. 
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Chapter 7 investigates the effects of a Hubbard U correction on electronic 
structure calculations in TmAlB4 and describes boron-boron bonding in two related 
phases of that compound. 
Chapter 8 summarizes some general conclusions that can be drawn from these 
projects.  
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CHAPTER 2. COMPUTATIONAL METHODS 
 
The computational methods used in this thesis can be broadly characterized as 
derived from electronic structure theory, which provide ways of describing the 
distribution of electrons within a material [17]. These methods begin with the 
Schrödinger equation. An exact solution of the Schrödinger equation would provide a 
complete electronic description of a material, but it is not possible to solve the 
Schrödinger equation exactly. The categorization of different electronic structure 
methods depends on the approximations and assumptions that are applied during the 
process of finding numerical solutions to the Schrödinger equation. 
Density Functional Theory 
Most of the computational methods used in this work are based on density 
functional theory (DFT). DFT approaches the Schrödinger equation by describing the 
total energy of a system as a functional of the electron density. The variational 
principle allows the ground state energy of a system to be written as:  !GS = Ψ ! + !!! + !!"# Ψ!min , 
in which T is the kinetic energy, Vee is the electron-electron potential, and Vext is the 
external potential. The earliest DFT-like approach was published separately by 
Llewellyn Thomas and Enrico Fermi in 1927. They formulated each of those terms as 
functionals of the electron density; the kinetic energy density is approximated as that 
of a non-interacting electron gas [17]. 
The Kohn-Sham approach approximates the energy of an interacting system 
as the energy of a non-interacting system with the same electron density, which can 
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be known exactly [17-19]: ! ! = ! ! + !!! ! + !!"# ! = !KS ! + !ext ! + !XC ! . 
The difference between the Kohn-Sham energy and the true energy is called the 
exchange-correlation functional (EXC), because it captures the electron-exchange and 
electron-correlation effects that are not included the non-interacting Kohn-Sham 
equations. In order to apply density functional theory to a real system, a choice of 
exchange-correlation functional is necessary. 
Exchange-correlation functionals 
The simplest choice of an exchange-correlation functional is a local-density 
approximation (LDA), in which the energy depends only on the local values of the 
electron-density functional. The LDA was included in the original 1965 paper 
describing the Kohn-Sham equations [18], but it was not widely used for calculations 
until the early 1970s. Prior to that, most Kohn-Sham calculations approximated the 
exchange-correlation functional as zero [20]. A further refinement is the local spin-
density functional (LSDA), which was developed independently by Langreth and 
Perdew in 1975 [21] and Gunnarsson and Lundqvist in 1976 [22]. The LSDA writes 
the exchange-correlation functional in terms of both local electron densities and local 
electron spin densities. This was followed by another class of exchange-correlation 
functionals called generalized-gradient approximations (GGA), in which the energy 
depends on not only the local values but also the second-order gradients of the 
electron density and electron spin density. One of the most common GGA functionals 
is the Perdew-Burke-Ernzerhof (PBE) functional [23]. 
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Treatment of plane waves 
Another choice that must be made in order to perform a DFT calculation is the 
basis set for the electronic wavefunctions. The methods primarily used here 
incorporate a plane-wave basis set, in contrast to local-basis set methods such as 
GAUSSIAN [24]. Because the plane waves include an oscillating component, explicit 
calculation of core electrons is prohibitively computationally expensive for 
intermetallic systems [7,24]. The primary difference between the approaches of the 
two software used here, the Vienna Ab-Initio Simulation Package (VASP) and the 
Stuttgart tight-binding linear muffin-tin orbital code with atomic spheres 
approximation (TB-LMTO-ASA) is their approach to treating the plane waves. 
Huckel Method and Second-Moment Scaling 
An alternative to DFT is a linear combination of atomic orbitals (LCAO) 
approach. In this approach, the wave function Ψ is given by a linear combination of 
individual atomic orbitals φi: Ψ = !!!! . 
The Hückel method adds the simplifying assumption that all elements of the 
Hamiltonian that refer to atoms are zero if they are not nearest neighbors. This 
method is used in conjunction with second moment scaling in Chapter 6. In second-
moment scaling, two structures are scaled such that the second moments of the 
densities of states: 
!! = !!n ! !"!!!  
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for each structure are equal. This method corrects for the fact that the Hückel method 
doesn’t include electron-electron repulsion, in order to allow direct comparison of the 
energetic favorability of the structures [14]. 
Software Packages 
VASP 
The Vienna Ab-Initio Simulation Package (VASP) uses the projector-
augmented wave (PAW) method [25,26] with pseudopotentials, functions that 
describe the core electrons and valence electrons, that are developed by fitting to full-
electron calculations [24]. Pseudopotentials for the PAW method are included with 
the VASP package. Unless otherwise noted, all VASP calculations treated exchange 
and correlation with the PBE functional. 
For each calculation performed with VASP, there are four input files: 
POSCAR, which contains crystal lattice parameters and atom locations; POTCAR, 
which contains the pseudopotentials for each type of atom; KPOINTS, which 
specifies the k-point mesh to be used; and INCAR, which contains computational 
parameters for the calculation. The output of the calculation is stored in several files, 
depending on the options selected. Some of the most important are OSZICAR, which 
contains a summary of the optimization steps performed; CONTCAR, which contains 
updated crystal structure information, following the same format as POSCAR, when a 
geometry optimization has been performed; CHG, which contains information on the 
charge density; and DOSCAR, which contains density of state data. In this work, 
VASP is used to calculate total energies, optimized lattice parameters and atom 
locations, magnetic moments, and densities of states. 
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Stuttgart TB-LMTO-ASA code 
The linear muffin-tin orbital approach used by the Stuttgart TB-LMTO-ASA 
code treats core and valence electrons separately. Each atom’s core electrons are 
treated by a spherical function, and the valence electrons are explicitly modeled with 
spherical harmonic functions. Empty spheres with zero nuclear charge may also be 
included in order to fill space. The atomic spheres and empty spheres are expanded to 
fill all space in the lattice with minimal (usually, no more than 18%) overlap, and the 
energy functional is then a composite of these spherical functions. 
Input to LMTO consists of two files: INIT, containing the crystallographic 
space group, lattice parameters, and atom locations in a material; and CTRL, which 
contains computational parameters. LMTO is used here primarily to perform crystal 
orbital Hamilton population (COHP) and integrated crystal orbital Hamilton 
population (ICOHP) calculations. The COHP method assigns the band-structure 
energy to pairwise orbital interactions [27]. It can be thought of as a refinement to an 
intuitively simpler method, the crystal orbital overlap population (COOP). COOP 
weights the density of states according to the orbital overlap population. COHP 
instead weights the density of states by the corresponding element of the 
Hamiltonian, which has the advantage of not depending on the choice of basis set. 
The resulting COHP curves, which are usually graphed as –COHP to preserve the 
intuitive parallel with the COOP method, give insight into the bonding character of 
the particular interactions. Integrating the COHP curves over energy gives the ICOHP 
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values, which can be used to characterize the relative strength of pairwise 
interactions. 
 
Applying These Methods 
For each system included in this thesis, these computational methods are used 
to analyze energies, electronic structure, and bonding of different “scenarios” for the 
compounds of interest. These scenarios can vary in atomic structure, magnetic 
ordering, and coloring, as described in Chapter 1, while keeping composition and 
volume per formula unit fixed. In order for the energy differences between scenarios 
to be meaningful, care must be taken to keep appropriate computational parameters 
fixed. In particular, the choice of precision level, energy cutoff, and real-space 
projection must be kept the same for VASP calculations, and the space filling and 
maximum overlap volume of the atomic spheres must be the same for LMTO 
calculations. In the following chapters, a wide variety of hypothetical scenarios are 
assessed using each of these methods, and fixing those computational parameters 
allows the results for each scenario to be compared, to provide insight into the forces 
stabilizing the actual compounds. 
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CHAPTER 3. EFFECT OF HUBBARD U CORRECTION ON PREDICTED 
ELECTRONIC STRUCTURE AND METAL-ATOM SITE PREFERENCES IN 
CRMNAS 
 
Introduction 
Considerable attention has been devoted to Cu2Sb-type intermetallics, 
including arsenides of the form MM'As with M, M' 3d metals, because their relatively 
simple structure — just three inequivalent atomic sites in a six-atom, tetragonal unit 
cell — belies a variety of magnetic structures. Cr2As, CrMnAs, Mn2As, FeMnAs, and 
Fe2As have all been observed to be antiferromagnetic, with four different 
antiferromagnetic orderings [28-38]. The related Mn2Sb, also Cu2Sb-type, is 
ferrimagnetic, whereas CrxMn2–xSb has an antiferromagnetic ground state, for x as 
small as 0.05, with ferrimagnetic transitions at temperatures ranging from 
approximately 200 K (x = 0.05) to 400 K (x = 0.16) [3,28]. Furthermore, 
superconductivity has been observed in hole-doped Li1–xFeAs (TC=18 K), which 
adopts a defect-Cu2Sb-type structure [39-41]. This combination of a small 
crystallographic unit cell with a wide variety of magnetic ordering makes the 3d-
transition metal pnictides an ideal test bed for studying the electronic origins of 
cooperative magnetic phenomena using computational methods. 
The Cu2Sb-type structure adopts the space group P4/nmm and consists of one 
metal site M1 that is tetrahedrally coordinated by As and another metal site M2 that is 
square pyramidally coordinated by As [29], as shown in Figure 1. In CrMnAs, sites 
M1 and M2 are primarily occupied by Cr and Mn, respectively, but with a significant 
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degree of mixing. Reported M1 site occupancy of Cr ranges from 0.79 to 0.88 
[31,42], with the remainder occupied by Mn; the occupancy of site M2 is the 
converse. This structure is thus a simple case of the “coloring problem,” which 
addresses the questions: (1) what factors influence the site preferences for different 
elements among available sites in a structure; and (2) how do these site occupancies 
affect physical properties such as electrical transport or magnetic ordering [14]. 
 
Figure 1. Crystallographic unit cell of Cu2Sb-type CrMnAs. Red: metal site M1, 
blue: metal site M2, gray: As. 
In Cr2As, CrMnAs, Mn2As, and FeMnAs, the magnetic unit cell is twice the 
size of the chemical unit cell, doubled along the c-axis. Using powder neutron 
diffraction from 15 K, Yamaguchi et al. found the antiferromagnetic ordering of 
CrMnAs to be as shown in Figure 2a with moments of ±0.88 µB at site M1 (mostly 
Cr) and ±3.14 µB at site M2 (mostly Mn) [31,32]. In a separate neutron diffraction 
study, Fruchart found moments of ±0.83 µB at site M1 and ±2.97 µB at site M2 at 77 
K [42]. The interatomic exchange interactions at site M2 in CrMnAs are entirely 
antiferromagnetic for nearest-neighbor (direct) M2–M2 interactions, as in Mn2As, but 
 17 
the indirect M2–M2 interactions across the M1 planes are antiferromagnetic, as in 
Cr2As [9]. 
(a)  (b)  (c)  
Figure 2. Previously reported magnetic orderings of (a) CrMnAs [32], (b) Cr2As 
[43], and (c) Mn2As [34]. Large and small circles represent site M1 and M2 
atoms, respectively. Black and white represent opposing orientations of atomic 
magnetic moments at transition metal sites. Small dots represent As atoms. 
Yamaguchi et al. observed different ordering temperatures for the two metal 
sites in CrMnAs, with site M2 ordering antiferromagnetically at 430 K, and site M1 
ordering antiferromagnetically at 290 K [32]. It is the latter transition that disrupts the 
symmetry of the chemical unit cell. The antiferromagnetic ordering of site M1 is 
identical to the ordering of site M1 in Cr2As, which similarly shows two ordering 
temperatures, 393 K at site M2 and 175 K at site M1 [33,35]. 
In previous computational work on CrMnAs, we considered fifteen possible 
magnetic ordering scenarios and two full-site-occupancy colorings [44]. The 
magnetic ordering scenarios were: Pauli paramagnetic, ferromagnetic, three 
ferrimagnetic orderings with nonzero net magnetic moment, and 10 antiferromagnetic 
orderings with zero net magnetic moment. The three ferrimagnetic orderings 
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considered are all those possible that preserve the symmetry of the chemical unit cell. 
The 10 antiferromagnetic cases are all those possible that preserve the symmetry of 
the previously reported magnetic unit cell, as shown in Figure 3 [31,32]. Three 
possible “colorings,” or site-occupancy scenarios; were used: 
Coloring I. Site M1 is entirely occupied by Cr, and site M2 is entirely occupied by 
Mn. 
Coloring II. Site M2 is entirely occupied by Mn, and site M1 is entirely occupied by 
Cr. 
Coloring III. Site M1 and M2 are each occupied 50% by Cr and 50% by Mn. 
 
Each of the possible magnetic orderings was considered in both coloring I and 
coloring II, and coloring III was also considered for the Pauli paramagnetic case. The 
previously reported site occupancies, with 78-88% of Cr at site M1, most closely 
resemble coloring I [31,42]. Structural parameters were taken from the neutron 
diffraction study by Fruchart, as shown in Table 2 [42]. 
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Figure 3. Possible antiferromagnetic orderings of CrMnAs that preserve the 
symmetry of the reported magnetic unit cell. Large and small circles represent 
site M1 and M2 atoms, respectively. Black and white represent opposing 
orientations of atomic magnetic moments at 3d metal sites. Small gray dots 
represent As atoms. 
Without spin polarization, the calculated total energy was lower for coloring 
II than coloring I by 31.3 meV/f.u. Even with spin polarization, the lowest-energy 
scenario had neither the site preference nor the magnetic ordering previously 
observed in CrMnAs; instead, it had the antiferromagnetic ordering of Mn2Sb (AF3) 
with coloring II. If coloring I was assumed, there were four low-energy 
antiferromagnetic orderings that were energetically competitive, AF4, AF5, AF7, and 
AF8 [14]. The experimentally observed magnetic ordering, AF8, had the highest total 
energy of these four, but just 13 meV/f.u. above the lowest-energy case with coloring 
I, AF4. Earlier work by Zhang et al. found the same four magnetic orderings to be 
energetically competitive in Cr2As [9]. 
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COHP curves for CrMnAs were calculated with LDA and are shown in Figure 
4. Both colorings present a similar overall picture of bonding. With both colorings, 
the metal-metal bonding appears to be nearly optimized, with mostly bonding states 
mostly below the Fermi energy and mostly antibonding states above. The metal-metal 
–COHP values are mostly in the nonbonding range (near zero) at the Fermi energy. A 
more clear difference arises in the metal-As COHP curves. For coloring I, the Mn–As 
interaction is antibonding at the Fermi energy, but it is nonbonding in coloring II. An 
antibonding interaction at the Fermi energy is a possible indication of electronic 
instability, which might be resolved in this case by spin polarization, which is not 
included in the LDA calculations.  
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Coloring I M–M bonds Coloring I M–As bonds 
  
Coloring II M–M bonds Coloring II M–As bonds 
  
Coloring I Coloring II 
Figure 4. –COHP curves for coloring I and coloring II of CrMnAs. Red: Cr-Cr, 
green: Cr-As, blue: Cr-Mn, yellow: Mn-As, and purple: Mn-Mn. 
Cr-Cr	
Cr-Mn	
Mn-Mn	
Cr-As	
Mn-As	
Cr-Cr	 Cr-Mn	
Mn-Mn	 Cr-As	
Mn-As	
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Integrating –COHP over energy produces an integrated COHP (ICOHP) 
value, which indicates the order of covalent bond strength [45]. Multiplying the 
ICOHP for each bond type by the number of such bonds gives the ICOHP per 
formula unit, listed in Table 1. The metal-As interactions have the highest –ICOHP, 
indicating strong orbital interactions. Adding the ICOHPs for the significant bond 
types gives an energy-weighted covalency index. Although the LDA total energy was 
lower with coloring II than coloring I, the more negative ICOHP with coloring I 
indicates that the bond energies may favor that coloring. 
Table 1. –ICOHP values for two colorings of CrMnAs without spin polarization. 
  Coloring I Coloring II 
Bond type 
Length 
(Å) 
–ICOHP 
(eV/f.u.) 
Contribution 
(%) 
–ICOHP 
(eV/f.u.) 
Contribution 
(%) 
M1-M1 2.657 2.61 10.8 2.25 9.5 3.758 0.13 0.6 0.10 0.4 
M1-M2 2.729 4.75 19.6 4.69 19.8 
M2-M2 3.516 0.51 2.1 0.58 2.4 3.758 0.09 0.4 0.13 0.6 
M1-As 2.569 6.73 27.9 6.43 27.1 
M2-As 2.529 2.58 10.7 2.63 11.1 2.667 6.77 28.0 6.94 29.2 
 
Density functional theory (DFT) using the local density approximation (LDA) 
or local spin-density approximation (LSDA) does not take proper account of electron 
correlation effects, which include an on-site Coulomb interaction energy. The DFT+U 
method adds a Hubbard-type U term to account for this contribution to correlation 
between localized electrons [46,47]. This U parameter can be empirically chosen to 
fit experimentally observed properties [48].  Therefore, the DFT + U method with 
empirically fitted values of U is often useful for examining the electronic structures of 
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highly correlated electron systems such as those containing rare-earth metals. In a 
previous computational study on 3d dimetal arsenides by Zhang et al., including a 
Hubbard U term resulted in better agreement between calculated and experimental 
magnetic moments for Mn2As than were obtained by DFT alone [9]. In manganese 
oxides, the DFT+U method has proven superior to DFT alone in calculating oxidation 
energies of MnO2, Mn2O3, and Mn3O4 [49]; energies of formation for MnO, Mn3O4, 
and α-Mn2O3 [50]; magnetic ordering and local spin magnetic moments in MnO [50]; 
band gap and unit cell volume in β-MnO2 [51]; magnetic ordering and crystal 
structure in α-Mn2O3 [52]; and magnetic ordering and Jahn-Teller distortion in 
LaMnO3 [53]. The values of Ueff used in those studies ranged from 1.6 eV [51,52] to 
4 eV [49,50]. 
Computational Details 
The Vienna Ab Initio Simulation Program (VASP) was used to calculate total 
energies for the seven lowest-energy magnetic ordering/coloring scenarios identified 
in the previous work [44]. Those cases were: 
• Coloring I with magnetic ordering AF3 (Mn2As-like) 
• Coloring I with magnetic ordering AF4 
• Coloring I with magnetic ordering AF5 
• Coloring I with magnetic ordering AF7 (Cr2As-like) 
• Coloring I with magnetic ordering AF8 (most similar to reported CrMnAs) 
• Coloring II with magnetic ordering AF3 (Mn2As-like) 
• Coloring II with magnetic ordering AF8 
VASP calculations used the projector-augmented wave (PAW) method 
[25,26] with the generalized-gradient approximation (GGA) and exchange and 
correlation treated by the Perdew-Burke-Enzerhoff (PBE) functional . The VASP 
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calculations used a plane wave energy cutoff of 500 eV and a 9  × 9 × 9 k-point mesh 
for the irreducible Brillouin zone. As noted, some VASP calculations used 
empirically chosen on-site repulsion terms added to the 3d electrons of one or both 
metal atoms (GGA+U method) [46]. The Hubbard U parameter is set in VASP by 
specifying an effective on-site Coulomb parameter, “LDAUU”, and an effective on-
site exchange parameter, “LDAUJ”. The Hubbard U value equals “LDAUU” – 
“LDAUJ”. For all GGA+U calculations included here, “LDAUJ” was set at 0.99 eV 
and “LDAUU” was set at LDAUU = U + 0.99 eV. Crystal structure data were taken 
from the neutron diffraction study by Fruchart [42], as shown in Table 2. 
Table 2. Structural parameters of CrMnAs used in calculations (from [42]). 
Lattice parameters: a = 3.7582 Å, c = 6.2592 Å 
Volume: 88.41 Å3     
Atom locations: 
Atom type Wyckoff site x y z 
M1 2a 0 0 0 
M1 2a 1/2 1/2 0 
M2 2c 0 1/2 0.6839 
M2 2c 1/2 0 0.3161 
As 2c 0 1/2 0.2798 
As 2c 1/2 0 0.7202 
 
Results and Discussion 
Without both spin polarization and including a Hubbard U term, LDA 
calculations had found coloring II to be 31.3 meV/f.u. lower in energy than coloring 
I, contrary to experimental observations [54]. When an on-site repulsion term was 
added to the Mn atoms, coloring II continued to have a lower calculated energy than 
coloring I for values of U up to 3.5 eV. For 4 eV  ≤  U  ≤ 5.5 eV, coloring I became 
lower in energy, but coloring II reemerges as the lower energy arrangement for U = 6 
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eV (Figure 5). It is unclear what causes the steep change in calculated total energy 
between U = 5.5 eV and U = 6.0 eV. Coloring III, with mixed site occupancies on 
both M1 and M2, was intermediate in energy to colorings I and II for all values of U 
except at U = 6 eV. 
 
Figure 5. Total energies of CrMnAs in Colorings II and III relative to I as a 
function of the Hubbard U parameter at the Mn sites. 
When magnetic ordering scenarios were considered using the GGA+U 
method, adding an on-site Hubbard U term to the Mn atoms did change which 
coloring was lower in energy (Figure 6). Among the antiferromagnetic cases 
considered, antiferromagnetic scenarios with coloring I became preferred for U 
values at Mn atoms of at least 1 eV, up to the maximum tested U value of 6 eV. For U 
= 0.75 eV on the Mn atoms, the preferred case remains Mn2As-like ordering with 
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coloring II, but it is preferred over the lowest-energy coloring I case by only 6.23 
meV/f.u. From U = 1 eV to 2 eV, the lowest energy case is magnetic ordering AF4 
with coloring I. From U = 2.5 eV to U = 6 eV, magnetic ordering AF5 with coloring I 
is preferred. For all tested values of U on the Mn atoms, the AF4, AF5, AF7, and AF8 
antiferromagnetic orderings with coloring I remain energetically competitive, within 
20 meV/f.u. of each other for U up to 4 eV and reaching a maximum energy 
difference of 31.3 meV/f.u. at 6 eV. If a U term (maximum value of 4 eV) is added to 
only the Cr atoms or equally to both Cr and Mn sites, then the lowest-energy cases 
remain unchanged from the results determined with U = 0 eV at both Cr and Mn site. 
 
Figure 6: Total energies of selected atomic coloring–magnetic ordering scenarios 
of CrMnAs as a function of U(Mn), relative to the energy of the experimentally 
observed scenario, coloring I with AF8. 
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The magnetic ordering that is lowest in energy for U ≥ 2.5 eV, AF5, is quite 
similar to the previously reported magnetic ordering, AF8.  Both scenarios have 
(direct) antiferromagnetic exchange for nearest-neighbor M1–M1, M2–M2, and M1–
M2 contacts. They also share indirect antiferromagnetic exchange between M2-atom 
pairs across the M1 planes. The difference between the AF5 and AF8 orderings is the 
indirect exchange between adjacent planes of M1 atoms along the c-axis; adjacent M1 
planes are antiferromagnetically coupled in AF8 but ferromagnetically coupled in 
AF5. 
 
Figure 7: DFT+U projected density of states for non-spin-polaraized CrMnAs 
with Coloring I, for values of U on the Mn atom from 0 eV to 4 eV. 
Site-projected densities of states provide some insight into how varying U 
changes the electronic structure. With both colorings, there is a peak in the GGA 
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density of states without U near the Fermi energy. It lies just above the Fermi level 
with coloring I and slightly below with coloring II. In each case, the Increasing U on 
the Mn atoms for coloring I without spin polarization does not dramatically change 
the density of states (Figure 7). Without a U term, there is a deep pseudogap in the 
density of states at -0.09 eV (labeled A in Figure 7). That energy equates to a valence 
electron count (VEC) of 17.71 e–/f.u., which would be equivalent to a composition of 
Cr1.29Mn0.71As. A deeper pseudogap in the coloring I density of states occurs at an 
energy level near -1.35 eV, which equates to a VEC near 12 e–/f.u., which might 
correspond to filling the two lowest-lying Cr d orbitals. There is a less distinct 
pseudogap in the coloring II densities of states at the same energy level (Figure 8). 
This pseudogap remains at approximately the same location relative to the 
Fermi energy up to U = 3 eV. At U = 4 eV, it is at -0.17 eV, which is equivalent to a 
VEC of 17.30 e–/f.u. or a composition of Cr1.70Mn0.30As. The pseudogap in both DOS 
curves near -2.5 eV corresponds to a VEC of about 8 e–/f.u., from filling of the s and 
p orbitals. For Coloring II, however, increasing U on the Mn atoms shifts the Mn 
states near the Fermi energy lower in energy, moving the Fermi energy into a 
pseudogap (Figure 8). 
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Figure 8: DFT+U projected density of states for non-spin-polarized CrMnAs 
with Coloring II, for values of U on the Mn atom from 0 eV to 4 eV. 
Conclusions 
Neither GGA nor GGA+U calculations give the lowest energy for the coloring 
or magnetic ordering that are most similar to the previously reported experimental 
results CrMnAs. Without including a Hubbard U parameter, GGA calculations found 
the lowest energy for the antiferromagnetic ordering of Mn2As, AF3, and coloring II, 
with Mn on the M1 site. This is contrary to previous reports, which found the AF8 
antiferromagnetic ordering and a higher occupancy of Cr on the M1 site, more similar 
to coloring I. For all other tested choices of antiferromagnetic ordering, coloring I 
was preferred over coloring II. GGA+U calculations identified coloring I as lower in 
energy for values of U above 1 eV on the Mn atoms. Even with GGA, however, 
 30 
different antiferromagnetic orderings remained lower in energy than the reported 
ordering. 
For coloring I, four antiferromagnetic were found to be very similar in energy 
in both GGA and GGA+U calculations. Those four energetically competitive 
orderings are AF7, which is the ordering seen in Cr2As; AF8, which is the ordering 
reported for CrMnAs; AF4, which shares M1–M1 and M1–M2 direct exchange 
patterns with AF7 and AF8; and AF5, which is similar to AF8 except with respect to 
stacking of M1 planes along the c direction. The similarity of these orderings, as well 
as the robustness with respect to U of their energetic closeness, suggest that these 
antiferromagnetic orderings are likely to coexist within the CrMnAs crystal structure 
at finite temperatures. It is suggestive that the same four magnetic orderings were 
previously found to be energetically competitive in Cr2As [9]. 
The coloring I non-spin-polarized density of states shows a pseudogap at the 
Fermi energy for U from 1 eV to 3 eV, which is consistent with the values of U that 
have proven to be useful in manganese oxides. U is an empirical parameter, and 
similar values of U should not necessarily be optimal for different systems. DFT+U 
studies on manganese oxides have been consistent, however, in reporting the best 
results for U values in the range of 1.6 eV to 4 eV on manganese atoms, with most 
studies falling toward the latter end of the range. These results on CrMnAs offer 
further support for the usefulness of values of U in that range for GGA+U 
calculations on manganese compounds. 
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CHAPTER 4. SPIN FRUSTRATION FROM ONE-DIMENSIONAL 
STACKING OF CR3-TRIANGLES IN TICRIR2B2 
 
Modified from a paper published in Inorganic Chemistry. 
L. Lutz-Kappelman and Y. Zhang performed the electronic structure calculations 
under the supervision of G. J. Miller. M. Kuepers and B. P. T. Fokwa performed the 
synthesis and experimental measurements. 
 
M. Kuepers1, L. Lutz-Kappelman2, Yuemei Zhang3 4, G. J. Miller3, B. P. T. Fokwa1 4 
Abstract 
Spin frustrated chains of Cr3-triangles are found in the new metal boride 
TiCrIr2B2 by synergistic experimental and theoretical investigations. Although 
magnetic ordering is found at 275 K, competing ferro- and antiferromagnetic 
interactions coupled with spin frustration induce a rather small total magnetic 
moment (0.05 µB at 5 T), and DFT calculations propose a canted, nonlinear magnetic 
ground state ordering in the new phase. TiCrIr2B2 crystallizes in the hexagonal 
Ti1+xOs2−xRuB2 structure type (space group P62m, no. 189, Pearson symbol hP18). 
The new structure contains trigonal planar B4 boron fragments with B−B distances of 
1.80(3) Å alternating along the c-direction with Cr3-triangles with intra- and inter-
triangle Cr−Cr distances of 2.637(8) Å and 3.182(2) Å, respectively. Magnetization 
measurements of TiCrIr2B2 reveal ferrimagnetic behavior and a large, negative Weiss 
constant of −750 K. DFT calculations demonstrate a strong site preference of Cr for 
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the triangle sites, as well as magnetic frustration due to indirect antiferromagnetic 
interactions within the Cr3 triangles. 
Introduction 
Magnetic frustrated systems have attracted considerable attention recently 
because of their interesting physical phenomena, such as multiferroicity, giant 
barocaloric effect and superconductivity.1-3 Frustrated magnetic systems with 
competing interactions between spins lead to "unconventional" magnetic phenomena, 
such as spiral-spin orders,1 spin chirality,2 and spin liquid3. Spiral-spin orders could 
break the inversion symmetry of the frustrated systems and induce ferroelectricity.1 
The presence of spin chirality plays an important role in high temperature 
superconductivity.2 Recently, we have successfully synthesized a metal-rich boride, 
TiCrIr2B2, the structure of which contains magnetically active chains of Cr3-triangles, 
a good substructure candidate for magnetic frustration. 
Metal borides show exceptional physical behaviors, such as high mechanical 
hardness, superconductivity and excellent magnetic and magnetocaloric properties.4 
In particular, metal borides containing rare earth elements show interesting magnetic 
behavior, for example, Nd2Fe14B,5 which is the best permanent magnet at room 
temperature. During the last decade, investigations into rare-earth-free borides have 
been gaining interest and some phases show promising hard magnetic properties.6 
The main focus of these studies, however, has been to understand how to deliberately 
tune the magnetic properties of these compounds. Transition metal-rich borides 
containing low-dimensional magnetic substructures, e.g., chains, ladders, or scaffolds, 
have especially produced extraordinary results in recent years through synergistic use 
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of experiment and theoretical calculations. For example, the presence of well-
separated linear chains of magnetically active M atoms, as in A2MT5−xTʹxB2 (A = Sc, 
Ti, Zr; T/Tʹ = Ru, Rh, Ir) compounds6a,6c,7 and the recently discovered 
Nb6Fe1−xIr6+xB8,8 make them particularly attractive for studying anisotropic magnetic 
interactions. The presence of chains of Fe2-dumbbells, i.e. Fe ladders, in 
Ti9Fe2Ru18B8 led to the first Ru-rich ferromagnetic boride.9 Furthermore, the above-
mentioned chains and ladders were successfully combined in the compounds 
Ti9−xM2+xRu18B8 (M = Fe, Mn) series en route to the first semi-hard ferrimagnetic 
transition metal borides in existence.10 The chain and ladder are 180° apart, so that 
reducing this angle may further vary the magnetic response. An extreme case of 
distorting this angle will result in an “isolated” triangular chain motif of a 
magnetically active element, chains which are yet to be discovered and studied 
magnetically in intermetallic compounds. The magnetic behavior of isolated triangles 
containing a magnetically active element has been the focus of some earlier 
theoretical studies: A stable ferromagnetic ground state was predicted for the free Fe3-
cluster, whereas a ferrimagnetic ground state was predicted for the free Cr3-cluster.11 
From this computational prediction of magnetic ordering in the free M3 clusters (M = 
Cr, Fe), there is a strong hint for possible long-range magnetic ordering induced by 
one-dimensional M3 triangles in intermetallic compounds. An earlier report on a 
system containing Fe3 triangles is CrFeAs (hexagonal Fe2P-type), in which non-
collinear antiferromagnetic ordering (TN ≈ 125 K) was discovered.12 However, the 
Fe3 triangles in CrFeAs are reported to carry nearly zero magnetic moment and do not 
participate in the magnetic ordering of the phase, which is controlled by the Cr-
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Kagomé net. In general, magnetic ordering is dominated by the Kagomé net in Fe2P-
type compounds.12  
The desire to establish and characterize an “isolated” one-dimensional stacking 
of triangles built by a magnetically active element in an intermetallic structure was 
the primary concept behind this work. The phase Ti1.6Os1.4RuB2,13 discovered a few 
years ago, contains such units but constructed of Ru atoms. The “isolated” one-
dimensional triangular stacking of Ru atoms in this structure hinted at the possibility 
to achieve the desired magnetic substructure if Ru substitution by a magnetically 
active element could be realized. We have now succeeded in synthesizing such a 
phase, TiCrIr2B2, and this article will detail its preparation, structural and magnetic 
characterization, along with quantum chemical calculations.  
Experimental Methods 
Synthesis and characterizations 
The samples were synthesized by arc-melting the elements in a water-cooled 
copper crucible under an argon atmosphere using a tungsten tip as the second 
electrode. The high purity elements (at least 99.9 %, starting ratio Ti:Cr:Ir:B of 
1:1:2:2, total mass of 0.2 g)6c were pressed into a pellet and melted several times 
under an argon atmosphere until homogeneous melting was achieved. The argon was 
purified over silica gel, molecular sieves, and Ti sponge at 950 K. The weight loss 
during the melting process was less than 1%. A sphere with metallic luster and stable, 
which was in air, was obtained containing several needle-shaped single crystals 
suitable for X-ray structure analysis.  
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The purity of the sample was checked by X-ray powder diffraction (XRPD) 
using the data collected on a STOE STADI P diffractometer (Cu-Kα1 radiation).  
The presence and ratio of the metals were characterized by energy-dispersive 
X-ray analysis (EDX) on a LEO/Zeiss 1450 VP system. The average molar ratio of 
the metals determined by EDX was in good agreement with the starting ratio as well 
as the ratio refined from structure determination by single crystal X-ray diffraction. 
Structure Determination 
A Rietveld refinement (full-matrix, least-squares method) of the XRPD 
pattern collected at room temperature was used for phase analysis. The Rietveld 
refinement was conducted using the FULLPROF software,33 by applying the structure 
obtained from the single-crystal structure determination as the starting model. Results 
of this refinement can be found in Supporting Information (Figure 9 and Table 3). 
For single-crystal structure determination, suitable single crystals were fixed 
on a glass capillary and measured using a CCD single-crystal diffractometer (Bruker 
SMART APEX) with graphite-monochromatized Mo-Kα radiation (λ = 0.71073 Å). 
Semi-empirical absorption correction was carried out by SADABS.34 The data were 
refined using the full-matrix, least squares refinement method based on F² as 
implemented in the SHELX programs.35 The anisotropic displacement parameters of 
all metal atoms (Ti, Cr, Ir) were refined, whereas only isotropic displacement 
parameters for the boron atoms were refined. The crystallographic data are presented 
in Table 3. Table 4 lists atomic coordinates and the equivalent displacement 
parameters, and Table 5 summarizes selected interatomic distances.  
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Table 3. Crystallographic and structure refinement data for TiCrIr2B2. 
Formula TiCrIr2B2 
formula weight (g/mol) 
crystal dimension (mm3) 
505.92 
0.09 x 0.02 x 0.02 
space group P-62m 
lattice parameters (Å) 
 
a = 8.538(4) 
c = 3.182(2) 
unit-cell volume (Å3) 200.9(2) 
calculated density (g/cm3) 12.544 
absorption coefficient (mm-1) 105.498 
Tmin; Tmax 0.0612; 0.2268 
Diffractometer Bruker APEX CCD 
Θ range (deg) 2.75 - 30.66 
hkl ranges −12 ≤ h ≤ 12; −11 ≤ k ≤ 11; −4 ≤ l ≤ 4 
no. of reflections 2283 
no. of independent reflections 261 
no. of parameters 19 
R1; wR2 0.0352; 0.0526 
goodness of fit 0.939 
diffraction peak and hole (e.Å–3) 2.435/ −2.221 
ICSD-number1 430797 
 
                                                
1 Further details of the crystal structure investigations may be obtained from 
the Fachinformationszentrum Karlsruhe, 76344 Eggenstein-Leopoldshafen, Germany 
(Fax: +49-7247-808-666; E-Mail: crysdata@fiz-karlsruhe.de) 
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Table 4. Atomic coordinates and isotropic displacement parameters for 
TiCrIr2B2 
Atom Wyckoff pos. x Y z Ueq 
Ir 6k 0.46264(9) 0.2766(1) 0.5 0.0134(2) 
Cr 3f 0.1783(5) 0.1783(5) 0 0.0074(8) 
Ti 3f 0.4139(6) 0 0 0.0069(9) 
B1 1b 0 0 0.5 0.007(4) 
B2 3g 0.211(3) 0 0.5 0.007(4) 
B3 2c 0.6667 0.3333 0 0.007(4) 
Table 5. Selected bond lengths (Å) in TiCrIr2B2 
B1 B2 1.80(3) 
Cr 
B1 2.202(3) 
B2 2.31(2) 
Cr 2.637(8) 
Ir  
Ir 
B3 2.227(1) 
B2 2.26(2) 
Ir 2.698(2) 
Ir 2.751(2) 
Ti 
B2 2.35(2) 
B3 2.572(2) 
Ti  
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Magnetic Measurements  
Magnetization measurements were performed on polycrystalline samples 
using a SQUID magnetometer (MPMS.5s, Quantum Design, San Diego, CA) for the 
temperature range of 2-400 K and a Physical Properties Measurement System (PPMS, 
Quantum Design, San Diego, USA) for 300-600 K under an external field of up to 5 
T. Hysteresis loops were measured between −5 and 5 T at a temperature of 5 K. 
Details concerning sample arrangement and measurement techniques are described 
elsewhere.36 The data were corrected for the Teflon sample holder. 
Electronic Structure Calculations 
Density functional theory (DFT) was used to investigate the magnetic 
structures and the site preferences of the 3d transition metals in TiCrIr2B2. Total 
energy calculations were performed using the projector augmented wave (PAW) 
method of Blöchl37a, 37b coded in the Vienna ab initio simulation package (VASP).37c 
All VASP calculations employed the generalized gradient approximation (GGA) with 
exchange and correlation treated by the Perdew-Burke-Enzerhoff (PBE) functional.37d 
The cutoff energy for the plane wave calculations was set to 500 eV and the Brillouin 
zone integration was carried out using a 4 × 4 × 11 k-point mesh. 
For chemical bonding assessment via crystal orbital Hamiltonian population 
(COHP) analysis, electronic structure calculations were carried out by the Stuttgart 
version of the tight-binding, linear muffin-tin orbital (TB-LMTO) method with the 
atomic spheres approximation.38a Within TB-LMTO, exchange and correlation were 
treated using the von Barth-Hedin local density (LDA) and local spin density 
approximation (LSDA).38b All relativistic effects except spin-orbit coupling were 
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taken into account using a scalar relativistic approximation.38c The basis sets were 
4s/4p/3d for Ti and Cr, 6s/6p/5d/(4f) for Ir, and 2s/2p/(3d) for B, with orbitals in 
parentheses down-folded.38d The hexagonal Brillouin zone was sampled by 133 k-
points. 
Results and Discussion 
Phase Analysis and Structure Refinement 
A Rietveld refinement of the X-ray powder pattern (see Figure S1, supporting 
information) of the TiCrIr2B2 sample showed that the expected compound is the main 
phase (78(5) %). However, two crystalline side products were also found: TiIr3 (19(2) 
%, Cu3Au-type) and the Ir-based solid solution CrxIr1−x [3(1) %; x ≈ 0.35; Mg-type]. 
For TiIr3, enlarged lattice parameters in comparison to the literature14 were found, 
which can be explained by the incorporation of a small amount of boron in the 
structure, presumably occupying the empty Ir6 octahedra to give TiIr3Bx. A suitable 
single crystal of TiCrIr2B2 (see Figure S2, Supporting Information) could be isolated 
from the sample and analyzed by single-crystal X-ray diffraction. The refined lattice 
parameters are a = 8.538(4) Å and c = 3.182(2) Å and composition TiCrIr2B2, both of 
which indicate isotypism with the Ti(1+x)Os(2−x)RuB2 structure type. Several mixed 
occupancy refinements (Ti/Cr and Ti/Ir) were examined because of the small 
difference in X-ray scattering power between Ti and Cr, making these elements 
difficult to distinguish by X-ray diffraction, and also due to the presence of 3d/5d 
(Ti/Os) mixed occupancy in the parent structure Ti(1+x)Os(2−x)RuB2. However, all 
mixed occupancy refinements failed because either an unstable refinement occurred 
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or the refined occupancy factor of the minor component on the mixed site was 
meaningless. Consequently, the TiCrIr2B2 phase is stoichiometric, in accordance with 
the EDX analysis of the molar ratio of metals.  
 
Figure 9. Perspective view of the crystal structure of TiCrIr2B2 along the c 
direction with trigonal planar B4-units (green) and the trigonal prisms of 
Chromium atoms (red) along the c axis. 
Crystal chemistry 
Layer-like structural description 
TiCrIr2B2 crystallizes in the hexagonal Ti(1+x)Os(2−x)RuB2 structure type (space 
group P62m, No. 189), which is depicted in Figure 9. The unit cell is built up of two 
different layers along the c axis. The z = ½ layer contains trigonal planar B4-
fragments (B1, B2) as well as Ir atoms, which show strong anisotropic thermal 
displacement parameters along the c-direction. Neither satellite reflections nor split 
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positions could be found, as these may be the origin for the unusual behavior of these 
parameters. Although absorption may be another reason, such issues were not found 
for the parent compound, Ti(1+x)Os(2−x)RuB2, which contains Os rather than Ir and the 
same type of absorption correction was applied. In many Ir-based borides unusual 
displacement parameters15 have been reported for the Ir-site and these were often 
solved by mixed occupancy refinements.15b But, in the present case, no mixed 
occupation could be refined at the Ir-site. A similar behavior was observed for 
Ti1.68(2)Rh2.36(6)Ir1.94(4)B3.15a The other layer at z = 0 contains isolated boron atoms 
(B3) as well as Cr3 triangles and Ti atoms. In the parent compound Ti(1+x)Os(2−x)RuB2 
mixed occupancies were found at the corresponding Ir and Ti sites (M1 = 69% Os + 
31% Ti; M2 = 96% Ti + 4% Os). So, in contrast to the aristotypic structure, the 5d 
metal in TiCrIr2B2 is found only on the z = 0 layer, whereas the 3d metals are solely 
located on the z = ½ layer. A similar outcome was already reported for 
Ti1−xFexOs2RhB2, another phase crystallizing with this structure type, which has the 
5d metal Os in the z = 0 layer and the 4d and 3d elements Rh and Ti/Fe in the z = ½ 
layer. The only isotypic ternary phase found until now, Ti1.64Os2.36B2, indicates a 
slightly different scenario in which the 5d metal Os mixes with the 3d metal Ti in the 
z = ½ layer, although Os is the only transition metal in the z = 0 layer. Nevertheless, it 
can be concluded that in all these phases the heavier transition metal prefers the z = 0 
layer containing the B4 units. Similar distributions of transition metals have also been 
observed in other structure types, e.g., in the structurally related 
Ti1.68(2)Rh2.36(6)Ir1.94(4)B3 (or TaRuB and NbOsB) containing planar zigzag B4 units,15a, 
16a in the recently reported NbRuB containing B2 dumbbells,16b as well as in 
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Ti7Rh4IrB817 and related T7M6B8 (T = Nb, Ta, M = Ru, Rh, Ir)18 and Nb6Fe1−xIr6+xB88 
phases, all containing planar B6 rings. These phases are structurally very different 
from MAB phases (M = transition metal; A = Al, Zn; recently proposed by Hillebrecht 
et al.),19 the crystal structures of which are based on 44 nets of A and M with the boron 
subunits building zigzag chains, e.g., the Al2MnB2-type20. Although boron fragments 
also exist in many other borides, they usually occur alone or together with isolated 
boron atoms in the same layer, as in Ni12AlB8,21 which contains B5-pentamers and 
isolated boron atoms or Ni3ZnB2,22 with B4-tetramers only. 
Unexpected Cr/Ti site preference 
Although Ti and Cr are electronically quite similar because they differ from 
each other by just two electrons, a clear site preference is observed for the two atoms. 
In this new structural arrangement, the two atoms are coordinated by pentagonal 
prisms of Ir and B atoms. However, the Ti-polyhedra have the larger volume, 
consisting of two B and eight Ir atoms, whereas the Cr-polyhedra have a smaller 
volume built up of six B and four Ir atoms (see Figure 10). Consequently, the larger 
Ti atom prefers the larger polyhedra, and Cr is found in the smaller polyhedra, 
indicating a clear size-dependent site preference. Another important factor for 
observing site preference is the occurrence of homo-atomic distances similar to those 
found in the elemental crystal structures: the Cr−Cr distance found here, 2.637(8) Å, 
is not far from that found in one of the reported Cr modifications, 2.56 Å.23 Related 
observations occur in MxRh7−xB324 and Ti9−xM2+xRu18B89,10 phases, in which the M (Cr-
Ni) atoms also exhibit similar bond lengths, 2.59-2.63 Å in the former and 2.48-2.50 
Å in the latter.  However, an electronic contribution should not be neglected, as 
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shown by DFT calculations (see Electronic Structure and Bonding section below), 
which have also confirmed the site preferences found in this new structure.  
 
Figure 10. Coordination polyhedra around titanium, chromium and iridium 
atoms in TiCrIr2B2. 
[CrB2]-motif viewed as fragment of the CrB2 structure (AlB2-type) 
The B1 and B2 atoms form trigonal planar B4 units with a B−B distance of 
1.80(3) Å, which is shorter than that found in the parent Ti(1+x)Os(2−x)RuB2 structure 
(1.89 Å), but larger than that found in CrB2 (1.71 Å). The Cr atoms form B-filled 
Cr6B trigonal prisms, which are capped on their quadrangular faces by B atoms from 
the B4 units. Furthermore, the Cr6B prisms are face-connected and stacked on top of 
each other along the c-axis to form one-dimensional chains of prisms. The Cr–B1 
distance within the prism is 2.20 Å, a distance significantly shorter than that (2.31 Å) 
found between Cr and the capping B2 atom (see Figure 11). The latter distance is 
exactly equal to the Cr−B distance in the structure of CrB2. The intra-triangle Cr−Cr 
distance is 2.637(8) Å, whereas the distance between two triangles is 3.182(4) Å. In 
CrB2, Cr atoms build layers with an intra-layer distance of 2.97 Å and an inter-layer 
distance of 3.07 Å, indicating that the Cr3-chains in TiCrIr2B2 have a much stronger 
anisotropy than the Cr-substructure of stacked layers in CrB2. In addition, the Cr3-
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chains are separated from each other by a distance of 8.538(4) Å, making them 
geometrically highly isolated from one another. The strong anisotropy of this new 
structural Cr-fragment indicates the possibility of achieving a totally different 
magnetic response within the chain fragment than in the Cr-substructure found in 
CrB2 (see Magnetic Properties section below). 
 
Figure 11. Hexagonal prism of Iridium atoms (blue), trigonal planar B4-units 
(green) and trigonal prisms of Chromium atoms (red) with Cr-Cr distances, 
stacked on each other to form one dimensional chains of triangles along the c 
axis. 
The structures of a series of compounds adopting the ZrNiAl-structure type, 
NbCrX; X = Si, Ge,25 have been described to contain similar structural motifs of 
triangular chains built up by Cr atoms and embedded in the Kagomé net formed by 
the non-magnetic Nb atoms. The main difference between these two Cr-motifs may 
be attributed to the Cr−Cr distances: in the NbCrX phases, the intra-triangle distances 
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are 2.82-2.87 Å and the inter-triangle distances are 3.36-3.53 Å. These distances are 
ca. 0.2 Å larger than those (2.637(8) Å and 3.182(4) Å) found in TiCrIr2B2. 
Nevertheless, both fragments still remain more anisotropic than the Cr-substructure 
found in CrB2.  
Low-dimensional substructures of magnetically active elements in borides 
As mentioned in the introduction, different quasi one-dimensional magnetic 
substructures in metal-rich borides have been reported; these are illustrated in Figure 
12. Chains of magnetic elements can be found in A2MT5−xTʹxB2 (A = Sc, Ti, Zr; M = 
magnetic element; T/Tʹ = Ru, Rh, Ir) with the Ti3Co5B2-type structure (tetragonal 
lattice, Figure 12a). These compounds show a huge variety of different magnetic 
phenomena depending on the choice of magnetic atom, as well as valence electron 
count.6a, 6c, 7 The M−M distances vary in these compounds between 3.0 Å and 3.1 Å. 
Figure 12b shows a similar Fe-chain surrounded by planar B6 rings found for the first 
time recently in the ferromagnetic Nb6Fe1−xIr6+xB8,8 the structure of which contains an 
Fe−Fe distance of 3.3 Å within the chain. In the Ru-rich ferromagnetic boride, 
Ti9Fe2Ru18B8, however, Fe-ladders were found (see Figure 12c) with Fe−Fe distances 
of 2.5 Å and of 3.0 Å, respectively, within and between each dumbbell of the ladder. 
Increasing the amount of the magnetic metal in the structure leads to scaffolds, as 
pictured in Figure 12d for the Ti9-xM2+xRu18B8 (M = Fe, Mn) compounds. These 
scaffolds are built up by a ladder and two chains with similar distances. 
The Cr−Cr distances in our structure fall in a similar range as found for the 
other quasi one-dimensional substructures. The intra-triangle distance is 2.6 Å, which 
is similar to the intra-dumbbell distance in the Ti9−xM2+xRu18B8 compounds. The Cr3–
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Cr3-distance, 3.2 Å, is in the same range as those found in the chains (3.0-3.3 Å). The 
structural resemblances between all these magnetic substructures indicate the 
possibility of having magnetic ordering in the new phase, TiCrIr2B2, just like in all 
others mentioned above, with the striking difference that magnetic frustration in the 
Cr3-triangle may be expected for the first time in this type of metal-rich boride. 
 
Figure 12. Different low dimensional substructures of magnetic atoms (red) with 
selected distances in metal rich borides. Grey: 4d/5d metals. Dark grey: boron 
fragments.  a) chains of M atoms in A2MT5–xTxB2 (A = Sc, Ti, Zr; M = magnetic 
element; T/T = Ru, Rh, Ir). b) chains of Fe atoms in Nb6Fe1-xIr6+xB8. c) ladders of 
Fe atoms in Ti9Fe2Ru18B8. d) Scaffolds of M atoms in Ti9-xM2+xRu18B8 (M = Fe, 
Mn). e) trimer chains chromium atoms in TiCrIr2B2. 
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Magnetic Properties 
As mentioned already above, the presence of a chain of Cr3-triangles in the 
new structure of TiCrIr2B2 indicates the possibility of magnetic frustration. Magnetic 
susceptibility measurements were performed in the temperature range 2-600 K on a 
powder sample of the product. Because the product contains two side phases, their 
magnetic behaviors have to be well understood and taken into account when 
discussing the magnetic properties of the main phase TiCrIr2B2. The magnetic 
properties of the Cr-Ir system have been reported and magnetic ordering was 
observed for the chemically ordered phases Cr3Ir and Ir3Cr, but no ordering was 
reported for the solid solution CrxIr1−x (Mg-type; hcp) and CrxIr1−x (Cu-type; fcc).26 
We have also successfully synthesized the minor product CrxIr1−x (Mg-type, x = 0.35) 
and our magnetic measurements have confirmed the paramagnetic nature of this solid 
solution. Also, no magnetic ordering is expected for the TiIr3Bx intermetallic phase, 
which is also present in the product, because it does not contain any magnetically 
active element. Consequently, any magnetic ordering found in this product will be 
attributed solely to the main phase, TiCrIr2B2.  
Figure 13 shows the magnetic dipole moment vs. temperature and the 
reciprocal molar susceptibility vs. temperature at 0.1 T for the TiCrIr2B2 sample. The 
temperature dependence of the inverse susceptibility indicates typical ferrimagnetic-
like behavior with a sharp drop near the ordering temperature (TC) of 275 K. Curie-
Weiss paramagnetic behavior is observed between 380 K and 600 K, and the resulting 
Curie-Weiss fit led to a negative Weiss constant θ = −755 K, indicating strong 
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antiferromagnetic interactions. This value is in the same range (even slightly larger) 
as that reported for antiferromagnetic CrB2 (−700 K).27 
The Curie temperature coupled with the large and negative Weiss constant in 
TiCrIr2B2 are further evidence of its ferrimagnetic behavior, which may result from 
competing antiferromagnetic and ferromagnetic interactions within the Cr sublattice. 
The magnetically active Cr atoms should carry most of the magnetic moments in this 
compound. Therefore, a model for the ferrimagnetic ordering must be discussed 
within the trigonal Cr-substructure. The most obvious ferrimagnetic model of spins in 
a triangle is that two local moments are arranged parallel to each other, while the third 
moment aligns antiparallel to the former. Furthermore, at least two Cr atoms should 
carry different magnetic moments, which is only possible if the magnetic structure 
differs from the crystal structure. Quantum chemical calculations show that the Cr 
atoms carry most of the magnetic moments and that their relative orientations maybe 
aligned in a canted and nonlinear model (see Electronic Structure and Bonding 
section below).  
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Figure 13. Magnetization and reciprocal susceptibility as function of temperature at 
an applied field of 0.1 T under field cooled conditions for TiCrIr2B2. Insert: 
Reciprocal susceptibility versus temperature showing the Curie-Weiss behavior above 
350 K. The dashed gray line indicates the Curie-Weiss straight line with a Weiss 
constant of ϴ = -755 K. 
 
Magnetism of Cr3-chains vs. Cr-Kagomé nets vs. stacked Cr-layers 
Triangular arrangements of magnetic atoms are very common in other 
intermetallic structures, in particular in the ZrNiAl or ordered Fe2P structure type. 
This structure consists of two transition metal sites, one of which is arranged in a 
Kagomé net and the other forms chains of triangles, similar to the Cr-substructure 
found in TiCrIr2B2. Upon looking for Cr-containing compounds, one inevitably 
comes across CrFeAs, the structure of which contains a Kagomé lattice of Cr atoms 
while the Fe atoms are arranged in chains of Fe3-triangles.12 The Fe−Fe distances 
within and between the triangles are, respectively, 2.64 Å and 3.65 Å. Thus, the 
distance within a triangle has the same length as in our compound, while the inter-
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triangle distance is much larger. Neutron diffraction experiments on CrFeAs show 
that magnetic exchange is dominated by Cr−Cr interactions within the Kagomé net 
but that Fe−Fe interactions within the Fe3-triangles do not contribute to the overall 
magnetic moment.12 In fact, to the best of our knowledge, in most of the ZrNiAl-type 
phases studied thus far, only those elements found occupying the Kagomé lattice 
provided the magnetic moment, except for MnFeAs which was synthesized under 
high pressure. MnFeAs is ferromagnetic with Tc near 190 K.28 Fe atoms in MnFeAs 
form magnetic chain of Fe3-triangles with moment of 1.54 mB determined by neutron 
diffraction. The Mn atom occupying the Kagomé lattice has a moment of 3.14 mB, 
much larger than that on the Fe atom. Unlike MnFeAs, the magnetic chain of Cr3-
triangles is the main source of the overall magnetic moment in TiCrIr2B2. The fact 
that antiferromagnetic ordering has been observed in CrB2, the structure of which 
contains stacked layers of Cr-atoms, suggests that the interlayer distance (or inter-
triangle distance in the case of the Cr3-units) is playing a crucial role on the magnetic 
interactions in the respective systems. In fact, this distance is 3.182(4) Å in TiCrIr2B2 
and 3.07 Å in CrB2, whereas it is much larger (3.65 Å) in FeCrAs. Furthermore, in all 
borides containing low-dimensional magnetic substructures, i.e., chains, ladders, or 
scaffolds, and showing magnetic ordering, a similar distance range of 3.0−3.3 Å is 
found within the magnetically active substructures (see discussion above and FFigure 
12). 
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Figure 14. Hysteresis loop (a) and enlarged central part (b) at 5 K for TiCrIr2B2. 
The hysteresis of TiCrIr2B2 is shown in Figure 14, and an enlarged part of the 
curve is included showing the coercivity, which is Hc = 12 kA/m, indicating semi-
hard magnetic behavior for TiCrIr2B2. Saturation of the magnetization is not achieved 
up to a magnetic field of 5 T, reaching a magnetic moment of only 0.05 µB. This 
value is much smaller than that calculated using DFT, but it may be explained by a 
possible frustration component, even though the frustration parameter is only 2.7 (f = 
θ/TC), a value significantly lower than those (5–10) usually observed as a result of 
frustration.3a The possibility of magnetic canting cannot be excluded either, because 
this may also lead to reduction of the total magnetic moment. Neutron diffraction 
experiments will be needed for a thorough study of this complex magnetic behavior, 
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provided a large amount of polycrystalline sample or large single crystals can be 
prepared, which we have not achieved yet.  
Electronic Structure and Chemical Bonding 
Site preference of 3d metals 
There are two inequivalent sites in TiCrIr2B2 occupied by the 3d metals Ti and 
Cr, shown in Figure 9. This “site preference” for similar elements in a chemical 
structure is an aspect of the so-called “coloring problem,” and the observed result is 
influenced by optimizing the sum of the site energy and bond energy terms of the 
total electronic energy.29 Therefore, two different scenarios were examined by 
quantum chemical calculation for TiCrIr2B2: (I) the red site in Figure 9 is occupied by 
Cr and the yellow site by Ti, and (II) the red site is occupied by Ti and the yellow site 
by Cr. Results from VASP total energy calculations indicate that I is energetically 
preferred to II by 1.17 eV/f.u. for TiCrIr2B2, a result consistent with the observed 
experimental site occupancies. To examine the site energy term of the total electronic 
energy in TiCrIr2B2, a Bader charge analysis30 was completed for the hypothetical 
cases, “Ti2Ir2B2” and “Cr2Ir2B2”, in which identical atomic potentials were placed at 
the two sites occupied by 3d metals, and their hypothetical structures were optimized 
without spin polarization from the experimental structure of TiCrIr2B2. 
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Table 6. Valence electron populations at different sites of M2Ir2B2 (M = Cr, Ti) 
M2Ir2B2 
Red 
(x 0 0) 
Yellow 
(x 0 0) 
Ir 
(x y ½) 
B1 
(0 0 ½) 
B2 
(x 0 ½) 
B3 
(⅓ ⅔ 0) 
Electron 
population 
M = Ti 2.73 2.63 9.82 3.77 3.71 3.04 
M = Cr 5.21 5.14 9.44 3.66 3.54 3.01 
 
According to the results summarized in Table 6, the valence electron 
population at the “red” site is always larger by approximately 0.1 e− than that at the 
“yellow” site, suggesting that the more d-electron-rich (and electronegative) metal 
atom, i.e., Cr over Ti, prefers the “red” site, a result that is consistent with 
experimental observations. The bond energy term was examined by evaluating the 
total integrated COHP (ICOHP) values over all interatomic contacts less than 4.00 Å 
using both coloring options (see Table S2, Supporting Information). Coloring I yields 
a total ICOHP for those bonds of –68.31 eV/f.u., which is lower than the total of –
67.12 eV/f.u. for coloring II. The largest contribution to stabilize coloring I is from 
inter-layer Cr–B2, Ir–B3, Ti–Ir, as well as intra-layer Cr–Cr interactions (see Table 
S2, Supporting Information). To better understand those bonds, COHP curves related 
to them for both coloring I and II are provided in Figure S3, Supporting Information. 
For the bonds that related to the “red” site, Cr–B interaction is optimized at the Fermi 
level (EF) for coloring I. Although EF falls in the antibonding region of Cr–Cr COHP 
curve in coloring I, the optimized energy level is rather close to EF. In contrast, a 
remarkable portion of the bonding region of both Ti–B and Ti–Ti COHP curves in 
coloring II is unoccupied since Ti has two less electrons than Cr. Therefore, Cr–B 
and Cr–Cr bonds in coloring I are stronger than the related Ti–B and Ti–Ti bonds in 
coloring II, so Cr at the “red” site is favored in energy. 
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Figure 15. Non-spin-polarized density of states for TiCrIr2B2 with coloring I 
(top) and coloring II (bottom). The partial DOS are indicated by blue: Ir, red: 
Cr, yellow: Ti, green: B. 
For the bonds that relate to the “yellow” site, a gap is present between 
bonding and antibonding for each Ti–Ir (or Cr–Ir) COHP curve. Gaps in Ti–Ir curves 
for coloring I are much larger than the gaps in Cr–Ir curves for coloring II, an 
indication of stronger Ti–Ir interactions. In addition, because of smaller energy gap, a 
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large portion of the antibonding area of Cr–Ir COHP curves is occupied, leading to 
weaker Cr–Ir bonds. Hence Ti at the “yellow” site is preferred in energy. As a result, 
total ICOHP for coloring I is lower in energy than that of coloring II, and coloring I 
is favorable in terms of the bond energy. 
In the nonmagnetic (LDA) density of state (DOS) curve for TiCrIr2B2 with 
coloring I, shown in Figure 15, the Fermi level (reference energy of 0 eV) for 34e− 
falls on a peak. The biggest contributor to this peak is the Cr 3d orbitals, with 
additional significant contributions from Ti 3d and Ir 5d orbitals. There is a narrow 
pseudogap at approximately +0.11 eV, which corresponds to a valence electron count 
of 34.6e− per formula unit, which would be achieved by a composition Ti0.7Cr1.3Ir2B2. 
A deeper pseudogap appears at approximately −0.21 eV, corresponding to the valence 
electron count of 33.0e− per f.u., which would be achieved by the composition 
Ti1.5Cr0.5Ir2B2. For coloring II, the Fermi level of TiCrIr2B2 also falls near a peak in 
the nonmagnetic DOS curve (see also Figure 15). In this case, however, this peak 
arises mostly from Cr 3d and Ir 5d orbitals, with a much smaller contribution from Ti 
3d orbitals than in the case of coloring I. For coloring II, the nearest pseudogaps are 
farther from the Fermi level calculated for TiCrIr2B2, with a narrow pseudogap at 
approximately +0.32 eV and a deeper wide pseudogap beginning around −0.79 eV, 
corresponding to a sharp drop in the contributions from Cr 3d and Ir 5d orbitals. The 
energy level of that deep pseudogap is equivalent to a valence electron count of 
30.6e−, which lies outside the possible range of TixCr2–xIr2B2 for any x. The presence 
of peaks at the Fermi levels in the nonmagnetic DOS curves for either coloring 
suggests an electronic instability that could be stabilized by either structural or 
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electronic distortions. Because coloring I is both energetically preferred and 
experimentally observed, spin-polarization via LSDA was applied to TiCrIr2B2 using 
coloring I only. 
Magnetic ordering 
The spin-polarized (LSDA) DOS curve for ferromagnetic TiCrIr2B2 with 
coloring I is shown in Figure 16. The Fermi level falls within a pseudogap in both the 
majority and minority spin DOS curves, suggesting that spin-polarization could 
stabilize the electronic structure. Non-spin-polarized COHP curves for the in-plane 
Cr–Cr interactions fall in the antibonding region at the Fermi level, suggesting that 
the Cr atoms would order ferromagnetically.31 
Spin-polarized total-energy calculations show only a slight preference for 
ferromagnetic ordering of the Cr3 triangles. VASP calculations were used to optimize 
the magnetic moments of TiCrIr2B2 starting from ferromagnetic and ferrimagnetic 
scenarios. Ferromagnetic (FM) and two ferrimagnetic orderings (Fi1 and Fi2) 
converged successfully and the results are summarized in Table 5. In the FM case, the 
local moments at the Cr sites are 1.00 µB and there is essentially no additional 
magnetic polarization at the other metal sites. For the Fi1 case, moments on the Cr 
atoms are +1.22 µB (2×) and –1.57 µB, with a slight magnetic polarization at one of  
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Figure 16. Non-spin-polarized density of states (bottom), spin-polarized 
(ferromagnetic) density of states (middle), and non-spin-polarized COHP curves 
(top) for TiCrIr2B2 with coloring I. For DOS, blue: Ir, red: Cr, yellow: Ti, green. 
the Ti sites (–0.14 µB). While for the Fi2 case, Cr sites have moments of +1.37 µB 
(2×) and –0.62 µB, with no significant magnetic polarization on Ti and Ir. Based on 
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the results listed in Table 7, FM is preferred in energy over Fi1 and Fi2 only by 5.0 
meV/f.u. (about 60 K) and 13.4 meV/f.u. (about 155 K), respectively.  
Table 7. Calculated magnetic moments for metal atoms in TiCrIr2B2. See Figure 
9 for labels of Ti and Cr sites. Energy differences are relative to the FM state. 
Magnetic ordering 
(ΔE (meV/f.u.)) 
Cr (µB) Ti (µB) Ir (µB) 
FM (0.00) +1.00 +0.01 +0.02 
Fi1 (+5.00) Cr1: –1.57 
Cr2, Cr3: +1.22 
Ti1, Ti2: +0.03 
Ti3: –0.14 
+0.01 
Fi2 (+13.42) Cr1: –0.62 
Cr2, Cr3: +1.37 
Ti1, Ti2: +0.06 
Ti3: –0.02 
+0.02 
 
The small energy differences suggest that each of the three models (FM, Fi1 
and Fi2) contains some features of the magnetic ground state but none of them could 
represent the magnetic ground state very well. In addition, the measured magnetic 
moment is only 0.05 µB under a 5 T magnetic field for TiCrIr2B2, much smaller than 
the moment on Cr for all three models. It is therefore possible that the ordering of the 
magnetic ground state TiCrIr2B2 is canted and nonlinear and gives a very small 
overall magnetic moment. As mentioned above, Cr–Cr COHP curves suggest 
ferromagnetic interactions within the Cr3 triangles, which cannot result in magnetic 
frustration and canted magnetic ordering in TiCrIr2B2. However, indirect interactions 
could be antiferromagnetic and unneglectable inside the Cr3 triangles, similar to the 
findings of Fe3 triangles in hexagonal MnFeAs.32 
To examine the indirect magnetic interactions, the total energies of FM and 
Fi1 were evaluated for two scalings of the experimental lattice parameters: γ = 0.98 
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and 1.02 (a = γ×a, c = γ×c; see Table S4, Supporting Information). For γ = 0.98, FM 
is favored in energy over Fi1 by 21.2 meV/f.u. As γ increases from 0.98 to 1.02, Cr–
Cr distance increases from 2.58 Å to 2.69 Å, which does not have a large effect on the 
direct magnetic interactions. Nevertheless, Fi1 state becomes more stable than FM 
state by 19.4 meV/f.u., indicating indirect magnetic interaction within the Cr3 
triangles is antiferromagnetic and becomes dominant at larger γ. At γ = 1.00 
(experimental lattice parameters), ferromagnetic and antiferromagnetic interactions 
compete inside the Cr3 triangles, leading to a very small energy difference between 
FM and Fi1. Due to the co-existence of ferromagnetic and antiferromagnetic 
interactions within the Cr3 triangles, the magnetic frustration is not very strong, 
consistent with the relatively small frustration parameter (f = 2.7). 
Conclusion 
The new compound TiCrIr2B2 was successfully synthesized and characterized 
using powder and single-crystal XRD as well as EDX analysis. It adopts a new 
structural variant of the Ti(1+x)Os(2−x)RuB2 structure type in which Os is substituted by 
Ir and Ru by Cr. The structure contains trigonal planar B4 units strongly interacting 
with triangles of magnetically active Cr atoms, which are stacked on each other to 
form isolated one dimensional Cr3-chains along the c-axis. We found that the 
distances within the Cr3-chains are mainly responsible for the observed ferrimagnetic 
ordering below ca. 275 K, making TiCrIr2B2 the first intermetallic compound in 
which magnetic ordering is observed in Cr3-chains, which are expected to be 
frustrated magnetically. DFT calculations demonstrate a strong site preference for Cr 
on the triangle site. In addition, magnetic frustration due to indirect antiferromagnetic 
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interactions within the Cr3 triangles proposes a canted and nonlinear magnetic ground 
state ordering in TiCrIr2B2, consistent with the small overall magnetic moment (0.05 
µB) under a 5 T magnetic field. 
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CHAPTER 5. METAL-ATOM SITE PREFERENCE AND MAGNETIC 
ORDERING IN ORTHORHOMBIC “(TI2/3M1/3)3IR3B3” (M = TRANSITION 
METAL) COMPOUNDS 
This work is the result of a collaboration with Yuemei Zhang and the research group 
of Boniface Fokwa at RWTH Aachen (now at University of California, Riverside). 
Financial support for that collaboration was provided by the DFG/NSF Materials 
World Network program (NSF DMR 12-09135). 
 
Introduction 
In addition to the hexagonal structure of TiCrIr2B2 discussed in Chapter 4, 
Goerens et al. identified several new compounds in the Ti-M-Ir-B (M = transition 
metal) series that had a related orthorhombic structure [54]. The compounds 
synthesized in this structure type have formulas approximately (Ti2/3M1/3)3Ir3B3, as 
refined from x-ray diffraction; when M is a 3d metal, the Ir content is slightly higher 
than a 1:1 Ir:M ratio. This structure was identified in compounds with M = Mn, Fe, 
Co, Ni, Mo, Ru, Rh, W, and Re. The lattice parameters of those reported compounds, 
as refined from single-crystal x-ray diffraction (XRD) are given in Table 8. 
The “(Ti2/3M1/3)3Ir3B3” structure is shown in Figure 17. This structure consists 
of Ti-M-B and Ir-B layers, alternately stacked along the c-axis. Ir atoms are found 
primarily in triangles in the z = 1/2 layer of the unit cell. The B atoms in the z = 1/2 
layer form B4 zigzag oligomers in the ab-plane. In the Ti-M-B layer, at z=0 in the unit 
cell, there are two inequivalent Ti sites. One, labeled the Ti2 site, forms triangles with 
the M atoms. The other Ti site, labeled the Ti1 site, sits between the M-Ti triangles. 
There is also an isolated B site in the z=0 layer. 
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Figure 17. Structure of Ti2MIr3B3 with M atom ladders and zig-zag B4 units 
marked. Red: M site, dark green: Ti1 site, light green: Ti2 site blue: Ir, gray: B. 
Distances between atomic sites for reported compounds, calculated from the 
single-crystal XRD refinements reported by Goerens, are given in Table 9. Within the 
B4 oligomers, B-B distances range from 1.76 Å to 1.92 Å. Ir–Ir distances range from 
2.66 Å to 2.74 Å. M–M distances range from 2.61 Å and 2.80 Å, and M–Ti2 
separations range from 2.70 Å to 3.10 Å. 
In each of the refined compounds with M = 3d metal, there is an excess of Ir 
relative to B. In those cases, there is mixing of Ir at the M site. In the case of 
Ti1.92(1)Fe0.85(1)Ir3.23(2)B3, the excess Ir mixes with the 3d metal at the M site. For M = 
Mo and Ru, there is mixed occupancy of M and Ti at the M and Ti2 sites. For M = W 
and Re, there is mixed M/Ti occupancy at the M, Ti1, and Ti2 sites.  
Ti2 
Ti1 
Ir 
B 
M 
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Table 9. Select nearest-neighbor intersite distances in observed compounds with 
“(Ti2/3M1/3)3Ir3B3” structure, calculated from single-crystal XRD data reported 
in [54]. For B-B, inner and outer distances are the center and outer segments of 
the B4 oligomers, respectively. Ir-Ir distances are within Ir-site triangles. M-Ti 
distances are between M and Ti2-site 
 B-B (Å) Ir-Ir (Å) M-M (Å) M-Ti2 (Å) 
Inner Outer Min. Max.  Min. Max. 
Ti2Mn0.831Ir3.171B3 1.774 1.905 2.687 2.725 2.609 2.746 3.081 
Ti2Fe0.911Ir3.091B3 1.854 1.865 2.675 2.714 2.661 2.750 3.077 
Ti1.921Fe0.851Ir3.232B3 1.854 1.775 2.692 2.735 2.632 2.643 3.070 
Ti2Co0.881Ir3.121B3 1.764 1.825 2.669 2.708 2.670 2.747 3.080 
Ti2Ni0.892Ir3.112B3 1.764 1.825 2.681 2.718 2.610 2.726 3.071 
Ti2.272Mo0.732Ir3B3 1.844 1.835 2.660 2.707 2.761 2.806 3.053 
Ti1.914Ru1.094Ir3B3 1.914 1.875 2.679 2.726 2.652 2.709 3.101 
Ti2.283W0.723Ir3B3 1.824 1.855 2.664 2.708 2.799 2.810 3.060 
Ti2.253Re0.753Ir3B3 1.924 1.825 2.678 2.729 2.653 2.693 3.035 
 
The M-site atoms, shown in red in Figure 17, form dumbbells in the ab-plane, 
which stack to form ladders along the c-axis. When M is a magnetically active 
element, this raises the possibility that there could be long-range magnetic ordering 
along the M-atom ladders, although these compounds have not been reported in a 
sufficiently pure state for bulk magnetic measurements. Goerens previously used 
VASP to compare the total energies of five possible magnetic orderings of the ladders 
for stoichiometric “(Ti2/3M1/3)3Ir3B3” with M = Mn, Fe, Co, and Ni [54]. He 
considered five possible magnetic orderings: 
a) Pauli paramagnetic (NM) 
b) Ferromagnetism (FM) 
c) Antiferromagnetism with M atoms antiferromagnetically coupled 
across the dumbbells and ferromagnetically coupled along the c-axis 
(AFM1) 
d) Antiferromagnetism with M atoms antiferromagnetically coupled 
across the dumbbells and antiferromagnetically coupled along the c-
axis (AFM2) 
e) Antiferromagnetism with M atoms ferromagnetically coupled across 
the dumbbells and antiferromagnetically coupled along the c-axis 
(AFM3) 
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Goerens found that, for the case of “(Ti2/3Mn1/3)3Ir3B3,” ferromagnetism was 
favored, by 1.12 eV/f.u. over the nonmagnetic case and by 0.51 eV/f.u. over the 
lowest-energy antiferromagnetic case. For “(Ti2/3Fe1/3)3Ir3B3,” “(Ti2/3Co1/3)3Ir3B3,” 
and “(Ti2/3Ni1/3)3Ir3B3,” the energy differences among antiferromagnetic orderings 
were smaller. The lowest-energy ordering was antiferromagnetic in each of these 
cases, but none of the energy differences between the magnetic orderings were larger 
than 31 meV/f.u. For “(Ti2/3Co1/3)3Ir3B3” and “(Ti2/3Ni1/3)3Ir3B3,” in fact, the energy 
differences between the two lowest-energy antiferromagnetic cases were less than 1 
meV/f.u. Because of this ambiguity in the total-energy calculations, closer 
examination of the bonding character associated with the M-atom interactions is 
warranted. 
Table 10. Energies of possible magnetic orderings of “(Ti2/3M1/3)3Ir3B3” reported 
by Goerens [54]. For convenience, energies have been converted from original 
units (kJ/mol) to meV/f.u. 
 Energy (meV/f.u.) 
 Mn Fe Co Ni 
NM 745 21 16 17 
FM 0 13 1 15 
AFM1 371 7 2 1 
AFM2 722 4 0 0 
AFM3 338 0 0 0 
 
Results and Discussion 
VASP was used to optimize the lattice parameters of stoichiometric 
“(Ti2/3M1/3)3Ir3B3” compounds. In each case, the input lattice parameters and atomic 
locations were those of the similar, nonstoichiometric compound reported by Goerens 
et al. [54]. The results are tabulated in Table 8. Unless otherwise noted, the optimized 
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lattice parameters were used for all subsequent calculations on the stoichiometric 
“(Ti2/3M1/3)3Ir3B3” compounds. 
The non-spin-polarized density of states and –COHP curves for 
“(Ti2/3Mn1/3)3Ir3B3” are shown in Figure 18. The Fermi energy of “(Ti2/3Mn1/3)3Ir3B3” 
falls at a peak in the density of states. The valence electron count of the observed 
orthorhombic compound Ti2Mn0.83Ir3.17B3 falls just above the Fermi level of 
“(Ti2/3Mn1/3)3Ir3B3.” Neither the “(Ti2/3Mn1/3)3Ir3B3” nor Ti2Mn0.83Ir3.17B3 valence 
electron counts fall near pseudogaps in the density of states. This is a possible 
indication of electronic or structural instability, which could be resolved by spin 
polarization. The in-plane Mn-Mn interaction is strongly antibonding at the Fermi 
energy. When coupled with the peak in the non-spin-polarized DOS, that is an 
indication of likely ferromagnetic coupling. The Ir-Mn interaction is nearer to the 
nonbonding range, which may provide an explanation for the mixed occupancy at the 
M site in the observed compound, Ti2Mn0.831Ir3.171B3. Partial Ir occupancy of the M 
site reduces the number of Mn-Mn contacts in favor of Ir-Mn contacts, which may be 
more favorable. 
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Figure 18. Non-spin-polarized density of states and –COHP curves for 
“(Ti2/3Mn1/3)3Ir3B3”. 
 
The non-spin-polarized density of states and –COHP curves for 
“(Ti2/3Fe1/3)3Ir3B3” are shown in  In the case of “(Ti2/3Fe1/3)3Ir3B3”, there are deep 
pseudogaps at –1.01 eV/f.u., –0.66, eV/f.u., and 0.15 eV/f.u. above the Fermi energy, 
corresponding to valence electron counts of 46.65 e–/f.u., 47.68 e–/f.u., and 52.58 e–
/f.u., respectively. The rigid band hypothesis suggests that such deep pseudogaps in 
the neighborhood of the Fermi energy could correspond to valence electron counts of 
stable compounds, and, in fact, the pseudogap corresponding to 52.58 is a close 
match for the valence electron count of one of the reported Ti-Fe-Ir-B compounds, 
Ti1.92(1)Fe0.85(1)Ir3.23(2)B3, which has a valence electron count of 52.58 e–/f.u. The other 
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B-B	
Ti-Ti	
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reported Ti-Fe-Ir-B compound, Ti2Fe0.91(1)Ir3.09(1)B3, has a valence electron count of 
51.79 e–/f.u., which corresponds with the small dip just below the Fermi energy. The 
M–M COHP curve is in the antibonding range just below the Fermi energy, but it is 
nonbonding at the Fermi energy and just above, where the equivalent VEC of 
Ti1.92(1)Fe0.85(1)Ir3.23(2)B3 would lie. 
Conclusions 
Orthorhombic compounds in the Ti–M–Ir–B system have been reported for M 
= Mn, Fe, Co, Ni, Ru, W, and Re. VASP was used to optimize the atomic structure of 
stoichiometric “(Ti2/3M1/3)3Ir3B3” compounds; the trends in those optimized 
geometries will be discussed in the following chapter. Previous calculations by 
Goerens indicated that “(Ti2/3Mn1/3)3Ir3B3” would be ferromagnetic, but the energy 
differences between possible magnetic orderings for “(Ti2/3Fe1/3)3Ir3B3”, 
“(Ti2/3Co1/3)3Ir3B3”, and “(Ti2/3Ni1/3)3Ir3B3” were too small to be conclusive. 
“(Ti2/3Mn1/3)3Ir3B3” density of states has a peak in its density of states at the Fermi 
energy, and the Mn-Mn COHP is in the antibonding range; taken together, those two 
indicators support the conclusion that the Mn atoms would arrange ferromagnetically. 
In “(Ti2/3Fe1/3)3Ir3B3”, there are gaps in the non-spin-polarized density of states at the 
energy levels corresponding to the VEC of the observed Ti-Fe-Ir-B compounds, 
suggesting that there is no electronic instability that would drive spin polarization. 
One of the most intriguing features of the orthorhombic (Ti2/3M1/3)3Ir3B3 is its 
similarity to the hexagonal (Ti1/2M1/2)3Ir3B3 structure. The next chapter will examine 
that similarity and which features drive the stability of one structure or the other. 
 
 72 
 
Figure 19. Non-spin-polarized density of states and –COHP curves for 
“(Ti2/3Fe1/3)3Ir3B3”. 
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CHAPTER 6. EFFECT OF B4 FRAGMENTS IN SHIFT FROM HEXAGONAL 
TO ORTHORHOMBIC STRUCTURE IN TI–M–IR–B SERIES 
This work is the result of a collaboration with Yuemei Zhang and the research group 
of Boniface Fokwa at RWTH Aachen (now at University of California, Riverside). 
Financial support for that collaboration was provided by the DFG/NSF Materials 
World Network program (NSF DMR 12-09135). 
 
Introduction 
Two structure types have recently been observed in the Ti–M–Ir–B (M = 
transition metal) quaternary system: a Ti(1+x)Os(2−x)RuB2-type hexagonal structure for 
compounds with approximate composition (Ti1/2M1/2)3Ir3B3 for M = V, Cr, Mn 
(Figure 20a) and an orthorhombic structure for compounds with approximate 
composition (Ti2/3M1/3)3Ir3B3 for M = Mn, Fe, Co, Ni, Mo, Ru, Rh, W, and Re 
(Figure 20b). 
Both structures consist of Ti–M–B layers and Ir–B layers, alternately stacked 
along the c axis. The Ti–M–B layers have isolated boron atoms between triangular Ti 
and M fragments. The Ir–B layers consist of Ir triangles and B4 fragments; the B4 
fragments consist of zigzag chains in the orthorhombic structure and trigonal planar 
units in the hexagonal structure. Zigzag B4 fragments have been identified in several 
other structures, including Mo2IrB2 , α-Cr2Ir2B2, and Ni3ZnB2 [56,57]. Trigonal 
planar B4 fragments were found in the Ti(1+x)Os(2−x)RuB2 structure [57], which is the 
parent structure for (Ti1/2M1/2)3Ir3B3 [58]. This research explores the interaction 
between the B4 fragments and their surrounding structures, in order to identify the 
factors that stabilize each structure depending on composition. 
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Figure 20. (a) Hexagonal structure of “(Ti1/2M1/2)3Ir3B3”. (b) Orthorhombic 
structure of “(Ti2/3M1/3)3Ir3B3”. Green: Ti, red: M, blue: Ir, grey: B. 
Results 
Second-moment scaling with the Hückel method [14] was used to compare 
the energies of trigonal-planar and zigzag B4 fragments in isolation. For a solid with 
density of states ! ! , the second moment is given by !! = !!! ! !"!–! . In 
second-moment scaling, various model structures are chosen (e.g., by scaling bond 
lengths and bond angles) so that their second moments are equal. 
Model oligomers were created with B–B distances chosen so that the total 
second moment of each model oligomer was equal to the total second moment of a 
trigonal planar B4 fragment with the geometry found in “(Ti2/3Cr1/3)3Ir3B3”. One 
model oligomer used B–B–B angles of 120°, equal to the B–B–B angles in the 
hexagonal structure. Another used B–B–B angles of 112°, as found in the B4 
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oligomer in Ti2Fe0.91(1)Ir3.09(1)B3. The structures of the models used are summarized in 
Figure 21. 
 
Figure 21. Structures of model B4 fragments used in second-moment scaling 
calculations. (a) Trigonal planar B4 fragment with B–B distances found in 
(Ti0.67Cr0.33)3Ir3B3. (b) B4 oligomer with 120° angles. (c) B4 oligomer with 112.5° 
angles. 
The relative energies of the model B4 fragments as a function of valence 
electron count are shown in Figure 22. The fully occupied valence electron count of 
12 is marked with a vertical line. Both zigzag  fragments are energetically preferred 
over the trigonal planar fragment over a wide range of valence electron counts, from 
approximately 9 to 22 valence electrons. Bader charge analysis on (Ti1/2Cr1/2)3Ir3B3 
suggests that the boron atoms have a small negative charge, resulting in a local 
electron population of approximately 14.2 per B4 fragment, still well within the range 
where the model oligomers are lower in energy. 
Table 11. Electron population at atomic sites in (Ti1/2Cr1/2)3Ir3B3, determined by 
Bader charge analysis. 
Atom 
Electron 
population Net charge 
Ti 2.62 +1.38 
Cr 5.18 +0.82 
Ir 9.72 –0.72 
B1 (in Ti–Cr–B layer) 3.01 –0.01 
B2 (center of B4 fragment) 3.71 –0.71 
B3 (corner of B4 fragment) 3.50 –0.50 
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The energetic difference created by changing the bond angle is small relative 
to the preference for the B4 oligomer over the trigonal planar fragment. In isolation, 
oligomeric B4 fragments are lower in energy than trigonal planar B4 fragments, 
contributing to the stability of the orthorhombic phase. The oligomeric B4 fragment is 
lower in energy across all relevant electron counts, so other interactions must drive 
the stability of the trigonal-planar B4 fragment in the hexagonal compounds. 
  
Figure 22. Energy of model B4 oligomers, relative to energy of trigonal planar B4 
fragment. 
The orthorhombic and hexagonal compounds identified in the Ti–M–Ir–B 
series differ in both the identity of the atom M and the Ti:M ratio. Hypothetical 
stoichiometric “(Ti1/2M1/2)3Ir3B3” compounds with the hexagonal structure and 
“(Ti2/3M1/3)3Ir3B3” compounds with the orthorhombic structure type were modeled 
with each of the 3d metals as choice of M. Optimized structural parameters for each 
Preferred	structure	
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compound were found by density functional theory with the generalized gradient 
approximation (GGA) using the Perdew-Burke-Enzerhoff (PBE) exchange-
correlation functional, as implemented in the Vienna Ab Initio Simulation Program 
[23,25,26]. The resulting lattice parameters are tabulated in Table 12 and Table 8. 
Calculated lattice parameters of “(Ti2/3M1/3)3Ir3B3” compounds, as optimized by 
VASP, compared to observed lattice parameters of similar compounds, as reported by 
Goerens et al. [54]. 
Table 12. Lattice parameters, volumes, and valence electron counts of 
“(Ti1/2M1/2)3Ir3B3” compounds. 
M 
Reported compounds 
Calculated compounds 
“(Ti1/2M1/2)3Ir3B3” 
 a (Å) c (Å) 
V/f.u. 
(Å3) 
VEC/ 
f.u. a (Å) c (Å) 
V/f.u. 
(Å3) 
VEC/ 
f.u. 
Sc -- 8.9594 3.1760 110.39 46.5 
Ti -- 8.6956 3.2584 106.69 48 
V -- 8.5872 3.2289 103.10 49.5 
Cr 
(Ti0.5Cr0.5)3Ir3B3 8.5823 3.1958 101.93 51 
8.5084 3.2352 101.41 51 
(Ti0.835Cr0.165)3Ir3B3 8.5510 3.1730 100.46 48.99 
Mn (Ti0.5Mn0.41)3Ir3.123B3 8.610 3.188 102.34 51.717 8.5471 3.1633 100.07 52.5 
Fe -- 8.7843 2.9584 98.85 54 
Co -- 8.8068 2.9392 98.71 55.5 
Ni -- 8.6557 3.0943 100.38 57 
 
When the a/c ratio of the optimized “(Ti1/2M1/2)3Ir3B3” compounds is plotted 
as a function of valence electron count, there is a distinct increase between 
“(Ti1/2Cr1/2)3Ir3B3” (51 valence electrons per formula unit) and “(Ti1/2Mn1/2)3Ir3B3” 
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(52.5 e–/f.u.), corresponding to the compositions past which “(Ti1/2M1/2)3Ir3B3” 
compounds have not been reported (Figure 23). For orthorhombic “(Ti2/3M1/3)3Ir3B3” 
compounds, a similar pattern holds, with a minimum in calculated a/c ratios for 
“(Ti2/3Cr1/3)3Ir3B3” (50 e–/f.u.), though a smaller increase for heavier choices of M 
(Figure 24). These results support the idea that, for either Ti:M ratio, there is a 
fundamental shift in stability that depends on the choice of element M. 
 
Figure 23. a/c ratio of hexagonal Ti–M–Ir–B (M = 3d metal) compounds as a 
function of valence electron count per boron. Filled squares represent calculated 
“(Ti1/2M1/2)3Ir3B3” structures, and open squares represent experimentally 
observed hexagonal Ti–M–Ir–B compounds. 
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Figure 24. a/c ratio of orthorhombic Ti–M–Ir–B (M = 3d metal) compounds as a 
function of valence electron count per boron. Filled squares represent calculated 
“(Ti2/3M1/3)3Ir3B3” structures, and open squares represent experimentally 
observed hexagonal Ti–M–Ir–B compounds. 
Interatomic orbtial interactions were investigated by crystal orbital 
Hamiltonian population (COHP) [27] calculations performed with the Stuttgart 
software for tight-binding linear muffin-tin orbital method with atomic spheres 
approximation (TB-LMTO-ASA) using the local density approximation (LDA) for 
the exchange-correlation functional [60-62]. In order to identify the aspects of 
bonding that are affected by changing the M atom, COHP curves for (Ti1/2Cr1/2)3Ir3B3 
and “(Ti1/2Fe1/2)3Ir3B3” were compared (Figure 25). Most of the analogous atomic 
interactions between the two structures appear to have similar bonding character. A 
clear difference is visible, however, in the M–Ti interaction. The Ti–Fe COHP curve 
is near zero at the Fermi energy, indicating an overall optimized interaction. The Ti–
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Cr COHP curve, in contrast, is strongly negative at the Fermi energy, indicating a 
bonding interaction that would work to stabilize the (Ti1/2Cr1/2)3Ir3B3 structure. 
 
Figure 25. COHP curves for nearest Ti–Cr and Ti–Fe interactions in 
(Ti1/2Cr1/2)3Ir3B3 and hypothetical hexagonal “(Ti1/2Fe1/2)3Ir3B3,” respectively. 
Conclusion 
Calculated lattice parameters for “(Ti1/2M1/2)3Ir3B3” and “(Ti2/3M1/3)3Ir3B3” 
compounds are consistent with the prior experimental result that the hexagonal 
structure is stable only when M = V, Cr, or Mn. Second-moment scaling indicates 
that, in isolation, the zigzag B4 fragment found within the hexagonal 
Ti(1+x)Os(2−x)RuB2-type structure is lower in energy than the trigonal planar B4 
fragment found within the orthorhombic (Ti2/3M1/3)3Ir3B3-type structure. The question 
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of what causes the structural shift can therefore be reframed as: What stabilizes the 
hexagonal structure for M = Cr, V, and Mn, despite the favorability of the zigzag B4 
unit found in the orthorhombic structure? 
Crystal orbital Hamilton population (COHP) analysis of the metal–metal 
bonds in the hexagonal structure suggests that, as VEC increases, the Ti–M bonds 
become better optimized than the M–M bonds. This may explain the change in 
composition between the two structure types, as replacing one of the hexagonal M 
site atoms with the orthorhombic Ti2 site increases the ratio of heteroatomic metal–
metal bonds. 
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CHAPTER 7.  BONDING AND EFFECT OF HUBBARD U IN TWO PHASES 
OF TMALB4  
 
Introduction 
TmAlB4 has been observed both in an YCrB4-type structure, the α phase, and 
a ThMoB4-type structure, the β phase [63-65]. Both structures have B-atom layers 
consisting of five- and seven-membered rings alternating with metal layers, with Al 
atoms occupying the gaps between pentagons and Tm atoms in the gaps between 
heptagons (Figure 26). The α and β structures differ only in the relative arrangement 
of the five- and seven-membered B rings. Most samples of TmAlB4, synthesized with 
heating to approximately 1000°C, consist primarily of α phase with β-phase defects, 
though pure α phase has been synthesized by rapid quenching [63,64]. Pure-phase β-
TmAlB4 was synthesized with a heating scheme up to 700°C [64]. 
  
Figure 26. Crystal structures of α-TmAlB4 (left) and β-TmAlB4 (right). Blue: 
Tm, red: Al, gray: B. 
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Thermal conductivity of TmAlB4 depends strongly on the amount of β-phase 
defects in a sample. Wang et al. used time-domain thermoreflectance to measure the 
heat capacities of both pure-phase α-TmAlB4 and “conventional α-TmAlB4,” which 
contained 1% to 2% by volume of β-phase defects. They found that thermal 
conductivity along the c axis (perpendicular to the plane of the B rings) was 24±3 
W/mK for the pure-phase sample and 18±3 W/mK for the sample with β defects [65]. 
A previous electronic structure analysis of α-TmAlB4 used the TB-LMTO-
ASA software with an LDA functional and concluded, based on the finite density of 
states at the Fermi energy, that α-TmAlB4 would exhibit metallic behavior, consistent 
with physical measurements [62]. Rare earth intermetallic compounds are strongly 
correlated materials, which can be poorly described by GGA functionals alone. In 
order to determine whether this is a concern in TmAlB4, the effect of varying the 
Hubbard U in the GGA+U method was examined. 
Computational Method 
The Vienna Ab-Initio Simulation Package (VASP) was used to perform DFT 
calculations using the projector-augmented wave (PAW) [25,26] method with the 
generalized-gradient approximation (GGA) [66]. Exchange and correlation were 
treated with the Perdew-Burke-Enzerhoff (PBE) functional [23]. The VASP 
calculations used a plane wave energy cutoff of 500 eV and a 4 x 4 x 4 k-point mesh 
for the irreducible Brillouin zone. VASP was used to calculate optimized geometries 
of both structures in bulk. For α-TmAlB4, geometries were optimized starting from 
the reported experimental lattice parameters and atom locations [62]. For β-TmAlB4, 
the starting lattice parameters were taken from [64] and atom locations were based on 
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the ThMoB4 structure type. These calculations allowed relaxation of the lattice 
parameters and atom positions, subject to the symmetry restrictions of the unit cell. 
Results of the geometry optimization calculations are shown in Tables 14 and 15, and 
those geometric parameters were used for all subsequent calculations.  
Where noted, VASP calculations also included a Hubbard U parameter, an on-
site repulsion term added to the 4f electronic wavefunctions of Tm, using the method 
of Dudarev [47]. Values of U ranging from 1 eV to 20 eV were tested for both 
structures. U can be empirically chosen to give the best match with data, but prior 
studies on other Tm compounds give an idea of the range of U values that could be 
expected to be useful. Topsakal et al. determined values of U on lanthanide elements 
that would give the best match between GGA+U calculations and the results of 
calculations with a hybrid functional, YS-PBE0, for rare earth nitrides. They 
determined a suggested U value on Tm f wavefunctions of 4.8 eV [67]. For a later 
study on RCoO3 (R = rare earth), Topsakal et al. used a variational approach to 
calculate a “self-consistent Hubbard U” for some lanthanide elements in RCoO3. 
Using this approach, they calculated an optimal value of U = 7.8 eV on Tm f 
wavefunctions for GGA+U calculations [68]. 
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Table 13. Structural parameters of α-TmAlB4 used in calculations 
α-TmAlB4 Pbam 
 Experimental, from [62] Optimized with VASP 
a (Å) 5.9225(2) 5.96070 
b (Å) 11.4784(5) 11.54310 
c (Å) 3.5224(2) 3.48026 
Volume (Å3) 239.46(3) 239.459 
Atom Site x y z x y z 
Tm 4e 0.87079(1) 0.1503(1) 0 0.87083 0.15030 0 
Al 4e 0.3623(1) 0.08996(6) 0 0.35982 0.091148 0 
B 4f 0.6138(4) 0.0472(2) 0.5 0.61454 0.04735 0.5 
B 4f 0.1331(4) 0.0307(2) 0.5 0.13221 0.03078 0.5 
B 4f 0.5263(4) 0.1930(2) 0.5 0.52669 0.19331 0.5 
B 4f 0.2095(4) 0.1874(2) 0.5 0.20839 0.18814 0.5 
 
Table 14. Structural parameters of β-TmAlB4 used in calculations. Lattice 
parameters from [64] were the starting point for geometry optimization. 
β-TmAlB4 Cmmm 
 Experimental, from [64] 
Experimental, from 
[69] 
Optimized with VASP 
a (Å) 7.27956 7.3057(4) 7.33386 
b (Å) 9.32488 9.3163(4) 9.34656 
c (Å) 3.79313 3.5214(2) 3.46645 
Volume (Å3) 257.821 239.678 237.613 
Atom Site x y z x y z 
Tm 4e 0 0.32279 0.5 0 0.30036 0.5 
Al 4e 0.18076 0 0.5 0.18358 0 0.5 
B 4f 0.23400 0.15469 0 0.22313 0.16010 0 
B 4f 0.73400 0.65469 0 0.72313 0.66010 0 
B 4f 0.39046 0 0 0.38036 0 0 
B 4f 0 0.09277 0 0 0.09293 0 
 
Crystal orbital Hamilton population (COHP) analysis was performed using the 
Stuttgart TB-LMTO program, which uses a tight-binding linear muffin-tin orbital 
(TB-LMTO) algorithm with the atomic spheres approximation (ASA) [60-61]. COHP 
analysis is a method of decomposing the electronic density of states into bonding, 
nonbonding, and antibonding regions for a particular atom-atom contact [27]. The 
integration of COHP over all energies below the Fermi energy gives an integrated 
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COHP (ICOHP) value that provides some indication of the relative strengths of each 
interaction [8,45,71]. 
Results and Discussion 
For α-TmAlB4, the calculated geometry was a close match to the experimental 
geometry, with a nearly identical cell volume (Table 15). For β-TmAlB4, the 
optimized geometry was 7.8% smaller than the experimental geometry from [64] 
(Table 16), but it was a closer match to the experimental lattice parameters of 
a=7.3057(4)Å, b=9.3163(4)Å, c=3.5214(2)Å, which were reported for β-TmAlB4 in 
another x-ray powder diffraction study [69]. Additional geometry optimization 
calculations for each structure were performed with U = 3 eV and U = 6 eV (Table 
16). The starting points for these GGA+U calculations were the optimized structures 
determined without U, as shown in Table 14 and Table 15. Including the Hubbard U 
term did not significantly change the results of the geometry optimization. 
Total energy calculations were performed for each structure with volumes 
ranging from 90% to 110% of the experimental volumes, using VASP with GGA 
without a U parameter and with U = 6 eV. For each of these calculations, volume was 
varied by scaling the lattice parameters while maintaining the unit cell shape and 
atom locations. The results are shown in Figure 27. With or without the Hubbard U 
term, α-TmAlB4 remains lower in energy by approximately 1 eV/f.u. across the entire 
tested volume range. 
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Figure 27. Total energy of α-TmAlB4 and β-TmAlB4 as a function of volume. 
Asterisks indicate experimental volumes for each structure. 
 
Density of state curves for α-TmAlB4 and β-TmAlB4 are shown in Figure 28 
and Figure 29, respectively. The calculated densities of states of both α-TmAlB4 and 
β-TmAlB4 show a strong dependence on the value of the Hubbard U included in the 
calculations. Without a U term, the density of states for α-TmAlB4 has a peak at the 
Fermi energy, primarily due to f states of Tm. For values of U > 3 eV, that peak 
splits, with Tm-fxyz and Tm-fz(x2–y2) states comprising a smaller peak around the Fermi 
energy and the other f states comprising a larger peak that moves lower in energy as 
U increases, from about –0.5 eV for U = 3 eV to about –2.5 eV for U = 12 eV. The 
densities of states for β-TmAlB4 are similar. Without a U term, there is a peak at the 
Fermi energy caused by the f states of Tm. As U is increased, the Tm-fxyz and Tm-
fz(x2–y2) form a smaller peak at the Fermi energy, and the other Tm-f states shift 
downward to form a larger peak. This splitting of the Tm-f bands follows the pattern 
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seen in GGA+U calculations on TmN reported in [67]. The most significant changes 
in the density of states for both structures occur between U=3eV and U=6eV, with the 
larger f peak moving down slightly but no other major changes for values of U greater 
than 6 eV, which fits well within the range of suggested U values determined in the 
earlier studies by Topsakal et al. discussed above [68,69]. Despite the change in the 
density of states, its value remains nonzero at the Fermi energy, consistent with the 
earlier study’s conclusion that TmAlB4 would exhibit metallic behavior [62]. 
Table 15. Structural parameters of α-TmAlB4 and β-TmAlB4 determined by 
geometry optimization. 
α-TmAlB4 Pbam 
 GGA GGA+U, U = 3 eV GGA+U, U = 6 eV 
a (Å) 5.96070 5.95005 5.96083 
b (Å) 11.54310 11.52356 11.54337 
c (Å) 3.48026 3.46765 3.46049 
Volume (Å3) 239.459 237.762 238.110 
β-TmAlB4 Cmmm 
 GGA GGA+U, U = 3 eV GGA+U, U = 6 eV 
a (Å) 7.33386 7.34126 7.34545 
b (Å) 9.34656 9.36733 9.38162 
c (Å) 3.46645 3.46419 3.45942 
Volume (Å3) 237.613 238.225 238.396 
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Figure 28. Densities of states for α-TmAlB4 with varying values of Hubbard U 
applied to 4f electrons of Tm. Red: B, blue: Al, gray: Tm; Tm-d indicated by 
black line. 
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Figure 29. Densities of states for β-TmAlB4 with varying values of Hubbard U 
applied to 4f electrons of Tm. Red: B, blue: Al, gray: Tm; Tm-d indicated by 
black line. 
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(a) 
 
(b) 
 
(b) 
 
(d) 
 
Figure 30. (a) Hexagonal network bonds to be rotated to achieve (b) α-TmAlB4-
like boron connectivity. (c) Hexagonal network bonds to be rotated to achieve (d) 
β-TmAlB4-like boron connectivity.  
The fact that slow cooling of α-TmAlB4 creates more β-type defects than 
rapid quenching raises the possibility that there is transformation from the α to the β 
phase happening during cooling. One possible mechanism for such a phase 
transformation is suggested by the geometry of the boron networks. The boron planes 
of both the α-type and β-type crystal structures can be conceptualized as a hexagonal 
boron network with periodic defects, similar to Stone-Wales defects in graphene. 
These Stone-Wales-like defects can be visualized as a 90° rotation of a particular 
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boron-boron bond. Figure 30 shows the patterns of B–B bonds in the hexagonal 
network that would create the Stone-Wales-like defects that lead to the connectivities 
identical to those in the boron networks of α-TmAlB4 and β-TmAlB4. In each phase, 
the bonds that rotate become the shared edge between seven-membered rings. This 
relationship to the hypothetical hexagonal network suggests a possible path for the 
transformation kinetics between the α phase and the β phase, in which bonds could 
rotate through the hexagonal-like arrangement. To investigate the plausibility of this 
mechanism, the relative strength of the boron-boron bonds in each phase was 
examined using ICOHP calculations. 
Table 16. –ICOHP/bond for boron-boron bonds in two phases of TmAlB4. 
α-TmAlB4 β-TmAlB4 
B–B distance 
(Å) 
–ICOHP 
(eV/bond) 
B–B distance 
(Å) 
–ICOHP 
(eV/bond) 
A. 1.727 5.450 H. 1.595 5.582 
B. 1.729 5.310 I. 1.730 4.154 
C. 1.745 4.979 J. 1.793 3.317 
D. 1.750 5.183 K. 1.799 3.725 
E. 1.752 4.940 L. 1.838 3.178 
F. 1.855 3.738   
G. 1.877 3.560   
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α-TmAlB4 
 
β-TmAlB4 
 
 
Figure 31. Boron network in two structures of TmAlB4. Bond labels correspond 
to those shown in Table 16. 
The values of –ICOHP per bond are given in Table 16, and Figure 31 shows 
where the corresponding bonds are in each structure. For both phases, the bonds with 
the greatest ICOHP values are those that form the shared edges of the seven-
membered rings in the boron network (“A,” 1.727 Å, for α phase and “H,” 1.595 Å, 
for β phase), and the next largest ICOHP values are for the bonds that lie between 
five-membered rings (“B,” 1.729 Å, for α phase, and “I,” 1.730 Å, for β phase). The 
strongest boron-boron bonds, as indicated by ICOHP, are therefore those that would 
be rotated intact in the Stone-Wales-like defect model. The Stone-Wales-like 
transformation mechanism would also require breaking of the four bonds surrounding 
each rotation bond. For the β-type structure, the surrounding bonds are all of the type 
labeled “L” in Figure 31; they are the weakest boron-boron bonds in the network. In 
the α-type structure, however, the surrounding bonds are those labeled “C” and “F”, 
which have intermediate ICOHP values. Determining the energies involved in the 
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bond breaking and forming required for this transformation mechanism would 
therefore require a more precise calculation of bond energies than ICOHP provides. 
Conclusions 
The density of states of both structures of TmAlB4 shows a strong dependence 
on the value of U chosen for GGA+U calculations. Although GGA+U results are 
consistent with an earlier published DFT study’s conclusion of metallicity, DFT 
results should in general not be relied on in TmAlB4 without using DFT+U or another 
computational method to account for correlation in the materials. A proper choice of 
U for the DFT+U method could be chosen by calculating known physical properties 
and comparing to experimental results, or by comparing DFT+U results to those from 
a more computationally expensive method of addressing correlation, such as density 
mean functional theory (DMFT). 
The similarity of the boron networks in both α-TmAlB4 and β-TmAlB4 to 
Stone-Wales defects in graphene suggests the possibility of a transformation 
mechanism between phases that would have the local connectivity of a hexagonal 
network as an intermediate stage. Such a mechanism would preserve the boron–boron 
contacts that form the shared edges of seven-membered rings while disrupting the 
other boron–boron bonds in the local environment. In both phases of TmAlB4, those 
bonds that form the shared edges of seven-membered have the shortest distance and 
the highest ICOHP value among all the boron–boron contacts, suggesting that they 
are the strongest boron–boron bonds. The ICOHP results give a less definitive picture 
of the strength of the bonds that would need to be broken, however so more precise 
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calculations of the kinetics would be necessary to evaluate the plausibility of this 
proposed transformation path. 
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CHAPTER 8.  CONCLUSION 
 
The work included in this thesis primarily focused on using electronic 
structure methods to investigate the properties of intermetallic compounds, each time 
taking experimental data as its starting point. Computational work can be used to 
predict or confirm experimental observations, but, as in the projects here, it can also 
provide insight into the origins of material properties such as crystal structure, 
magnetic ordering, and atom site preference. In order to establish causal relationships 
between properties, it is often useful to compare hypothetical compounds similar to 
the compound of interest. 
CrMnAs, for example, has been observed with mixed site occupancies at the 
Cr and Mn sites, with up to 21% of Mn on the majority-Cr site and vice versa. It also 
has a reported antiferromagnetic ordering that is different from the antiferromagnetic 
orderings of either Cr2As or Mn2As. DFT calculations with a GGA functional alone 
did not predict either the magnetic ordering or metal-atom site preference 
(“coloring”) that has been experimentally observed. When a Hubbard U term of at 
least 1 eV was included in the calculations for the Mn atoms, the experimentally 
observed coloring, and the experimentally observed magnetic ordering became one of 
the four lowest-energy orderings. 
In hexagonal TiCrIr2B2, electronic structure calculations were to confirm and 
explain experimental measurements. Total-energy, COHP, and Bader charge analysis 
calculations indicated that the experimentally observed coloring was preferred in 
terms of both bond energy and site energy. Total-energy and COHP calculations were 
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also used to suggest that the small measured magnetic moment for the compound 
might result from a canted magnetic ordering. Calculations played a more predictive 
role in related orthorhombic compounds with formulas approximately 
(Ti2/3M1/3)3Ir3B3 (M = 3d metal). The crystal structures of those compounds were 
reported by single crystal analysis, but the sample quality was insufficient for detailed 
magnetic measurements [54]. Total energy calculations by Goerens suggested that the 
M atoms were arranged ferromagnetically for M = Mn and antiferromagnetically for 
M = Fe, Co, and Ni, but the energy differences between the magnetic orderings were 
too small to be conclusive. COHP analysis of (Ti2/3Mn1/3)3Ir3B3, (Ti2/3Fe1/3)3Ir3B3, 
(Ti2/3Co1/3)3Ir3B3, and (Ti2/3Ni1/3)3Ir3B3 was able to confirm the likely orderings of the 
M atoms in those compounds. 
A key difference between the hexagonal and orthorhombic phases of the Ti–
M–Ir–B (M = transition metal) series is the shape of B4 subunits that constitute one 
piece of the structure. The hexagonal phase has trigonal planar B4 “stars,” and the 
orthorhombic phase has “zigzag” B4 chains. Second-moment scaling was used to 
determine that, in isolation, the zigzag chain would be more stable over valence 
electron counts likely for these fragments in the solid, so it was concluded that some 
other factor must be driving the stability of the hexagonal compound for M = V, Cr, 
Mn. COHP analysis of hypothetical (Ti2/3M1/3)3Ir3B3 compounds suggest that for the 
compounds with higher valence electron count, the Ti–M interactions are nearly 
optimized, with the bonding lying below the Fermi energy and the nonbonding states 
lying above it. The compositional shift from a 1:1 to a 2:1 ratio of Ti to M atoms 
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would also serve to maximize these heteroatomic metal-metal bonds, stabilizing the 
orthorhombic structure. 
TmAlB4 has been observed in two orthorhombic phases, a YCrB4-type α 
phase and a ThMoB4-type β phase. Previously published computational studies on 
TmAlB4 used the local density approximation (LDA) without including a Hubbard U 
term for the f states of Tm [62]. Lanthanide compounds are strongly correlated 
materials, so it is often necessary to use some additional computational tool, such as 
the DFT with a Hubbard U term (DFT+U) in order to accurately describe them. It was 
found that densities of states calculated with DFT+U were highly dependent on the 
choice of U, suggesting that LDA alone may not be sufficient to calculate the 
properties of TmAlB4. The boron–boron bonding in both phases of TmAlB4 was also 
examined, in order to consider the plausibility of a possible transformation pathway 
suggested by the boron networks’ similarities to Stone-Wales defects. Integrated 
crystal orbital Hamilton population (ICOHP) results were consistent with the 
proposed transformation pathway. 
Taken together, these projects illustrate the types of complexities in ternary 
and higher-order intermetallic compounds that are grouped under the heading of 
“emergent properties”: The magnetic ordering of CrMnAs interacts with metal-atom 
site preference; both the composition and structure of stable compounds in the 
(TixM1–x)3Ir3B3 series changes as M changes; and two very similar structures in 
TmAlB4 result in measurably different thermal properties. For each of these, it would 
be possible, with sufficient computational resources, to fully calculate the properties 
of the reported compounds. In order to go beyond predictive results, however, it can 
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be useful to do simpler calculations on model compounds that share the features we 
want to focus on. By comparing the electronic structures of these carefully chosen 
hypothetical compounds, we can make meaningful conclusions about the explanation 
for properties that have been observed. 
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