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How much does the curvature perturbation change after it leaves the horizon, and when should
one evaluate the power spectrum? To answer these questions we study single field inflation models
numerically, and compare the evolution of different curvature perturbations from horizon crossing
to the end of inflation. In particular we calculate the number of efolds it takes for the curvature
perturbation at a given wavenumber to settle down to within a given fraction of their value at
the end of inflation. We find that e.g. in chaotic inflation, the amplitude of the comoving and the
curvature perturbation on uniform density hypersurfaces differ by up to 180 % at horizon crossing
assuming the same amplitude at the end of inflation, and that it takes approximately 3 efolds for
the curvature perturbation to be within 1 % of its value at the end of inflation.
PACS numbers: 98.80.Cq arXiv:1111.6940
I. INTRODUCTION
Our understanding of the early universe has rapidly improved over the last couple of decades. Observations indicate
that we live in a universe that agrees remarkably well with the cosmological standard model, a universe that is
homogeneous and isotropic on the largest scales, described by the Friedmann-Robertson-Walker (FRW) spacetime
and that includes cold dark matter and a cosmological constant. On smaller scales, anisotropies in the Cosmic
Microwave Background (CMB) and the Large Scale Structure (LSS) are sourced by quantum fluctuations formed in
scalar fields during an inflationary epoch at very early times. As the process describing the decay of these scalar
fields into standard matter is not known, we map the power spectrum of the field fluctuations onto the spectrum
of a conserved quantity when the size of the fluctuations is similar to the size of the Hubble radius, that is at
horizon crossing, k = aH, (see e.g. Refs. [1, 2] for reviews of inflationary cosmology). The relative size of a given
field fluctuation compared to the Hubble radius (1/aH) is important. Perturbations arising from fluctuations in the
inflaton scalar field will become fixed, or are “frozen in”, when that scale first leaves the Hubble radius. They will be
conserved while that mode is beyond the Hubble radius if mapped to a suitable quantity like a curvature perturbation,
such as those discussed in the following.
Observational cosmology is entering an era in which the data from observations of LSS and the CMB are becoming
much more detailed. Only eight years ago, the WMAP team were quoting cosmological parameters to an accuracy of
about 10% , Ref. [3]. Now, as data sets are improving both in quality and size, the WMAP seven year observations
(hereafter WMAP7) can constrain these parameters to within a couple of percent, Ref. [4]. With Planck we expect
to do even better. Hence it is essential that the quantities we wish to study in the early universe are understood,
theoretically, to this same level of precision.
It is well known that the curvature perturbations on both uniform density hypersurfaces, ζ, and on comoving
hypersurfaces, R, are conserved on large scales where gradient terms can be neglected (i.e. in the limit k → 0) for
adiabatic perturbations, Refs. [5, 6]. This result follows from the conservation of energy, Ref. [7]. The standard
approach used to calculate the power spectrum of perturbations after horizon crossing assumes that the limit k → 0
has been reached, see Ref. [8]. However, immediately after horizon crossing the wavenumber will not yet have become
sufficiently small for this limit to be accurate and gradient terms will still play a role. In fact, in single field inflation
there will still be some residual non-adiabatic pressure perturbation, δPnad, present Ref. [9]. So, even in the absence
of other sources of δPnad, the curvature perturbation will continue to evolve for some number of efolds before settling
down to its value at the end of inflation. Although it is well known that this evolution continues for a short time
after horizon crossing, the exact amount of evolution has not been quantified. Exactly how long the evolution will
last and how big the errors may be if the curvature perturbation is evaluated too early are issues which are yet to be
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2addressed in the literature.
Much work has been done calculating the power spectra for the curvature perturbations, ζ and R, during inflation
(see for example Refs. [10–15] and the reviews Refs. [16, 17]). Analytic studies have to rely on either the slow roll
limit, or large scale approximations, to make the calculations viable. In these limits, and without anisotropic stress,
the two definitions are equal up to a sign difference e.g.Ref. [18]. In this paper we will quantify the evolution of the
curvature perturbation shortly before, during and after horizon crossing. In Section IV we will demonstrate how ζ
and R differ at these times, how much the instantaneous horizon crossing values differ from the values at the end of
inflation and how long it takes for the quantities to reach these final values.
As we do not want to rely on the slow roll approximation or the large scale limit, we solve the Klein-Gordon
equations numerically, having chosen a particular scalar field potential. The linear scalar field perturbations are
evolved from an initial Bunch-Davies state well inside the horizon until the inflationary expansion ends. Most of the
results we present in this paper use single field chaotic inflation, the simplest single field inflation model which is in
agreement with WMAP7. In order to ensure that our results are representative beyond this simplest model, we also
study a set of more complicated single field models, U = U0 +
1
2m
2ϕ2, U = 14λϕ
4 and U = σϕ2/3. We compare these
numerical results with the standard analytic solutions for single field inflation. It is important to recognise that the
analytic solution is derived using the k → 0 limit but is evaluated using quantities at horizon crossing. Although this
has been known in the literature for many years it is not often made clear when this mixing of late time solution
and horizon crossing values is being used. In this paper we highlight the large magnitude of the inaccuracies which
would result if a na¨ıve calculation of the power spectrum at horizon crossing is performed using horizon crossing values.
Throughout this paper, although we use quantum initial conditions, we only consider the evolution of the scalar
field perturbations classically. There are issues concerning how and when the quantum-to-classical transition takes
place but we will not attempt to address these here. For further discussion on these issues, see for instance, Ref.
[19, 20].
The paper is organised as follows. In Section II we define the relevant variables and present the relevant governing
equations to determine their evolution. In the following section we detail the numerics we use to solve the equations.
In Section IV we present our results, and we conclude in the final section.
II. EQUATIONS
In this section we will derive the equations for the curvature perturbation and δPnad. Throughout the calculations
we expand quantities into background and perturbative contributions, and shall consider scalar perturbations about
a homogeneous, isotropic, FRW background model. To first order this leads to the line element
ds2 = −a2 (1 + 2φ) dη2 + 2a2B,idηdxi + a2 [(1− 2ψ) δij + 2E,ij ] dxidxj , (2.1)
where a = a(η) is the scale factor, δij is the flat background metric, φ the lapse function, and ψ the curvature
perturbation, B1 and E1 are scalar perturbations describing the shear (σs ≡ −B + E′), and η is conformal time,
related to coordinate time t by adη = dt (for details on perturbation theory see e.g. Ref. [18], the notation of which
we follow where possible). Derivatives with respect to conformal time are denoted by a dash. Greek indices, µ, ν, λ,
run from 0, . . . 3, while lower case Latin indices, i, j, k, run from 1, . . . 3. We shall employ the flat slicing and threading
(or flat gauge) throughout this paper, where not stated otherwise.
A. Governing equations
In this paper we only consider single field inflation, which is governed by the Klein-Gordon equation, Ref. [2], in
the background,
ϕ′′0 + 2Hϕ′0 + a2U,ϕ = 0 , (2.2)
where H is related to the Hubble parameter by H ≡ aH, and prime denotes a derivative with respect to conformal
time η, and the Friedmann equation,
H2 = 1
3M2PL
(
1
2
ϕ′0
2
+ a2U0
)
. (2.3)
3By perturbing the field and using the metric defined above in Eq. (2.1), we arrive at the perturbed evolution equation
in Fourier space,
δϕ′′ + 2Hδϕ′ + k2δϕ+ a2
{
U,ϕϕ +
1
HM2PL
(
2ϕ′0U,ϕ + ϕ
′
0
2 1
HM2PL
U0
)}
δϕ = 0 , (2.4)
where we have chosen the flat gauge. Note that in flat gauge the field fluctuation is also known as the Sasaki-Mukhanov
variable, Ref. [21, 22]. The Fourier component of the field fluctuation, δϕ(ki), is related to the fluctuation in real
space, δϕ(xi), by
δϕ(η, xi) =
1
(2pi)3
∫
d3kδϕ(ki)eikix
i
. (2.5)
In order to evaluate the curvature perturbations we will need to relate the pressure, P0 and δP , the energy density
ρ0 and δρ1 to the scalar field, ϕ0 and δϕ1, by
P0 =
1
2a2
ϕ′0
2 − U0 , ρ0 = 1
2a2
ϕ′0
2
+ U0 , (2.6)
and
δρ =
1
a2
ϕ′0δϕ
′ +
(
U,ϕ − 3H
a2
ϕ′0
3
ϕ′0
2 + 2a2U
)
δϕ , δP =
1
a2
ϕ′0δϕ
′ −
(
U,ϕ +
3H
a2
ϕ′0
3
ϕ′0
2 + 2a2U
)
δϕ , (2.7)
see e.g. Ref. [18] for details.
B. Conserved quantities and δPnad
As pointed out above we map the initial scalar field fluctuations, which themselves would evolve after horizon exit,
onto conserved quantities, that remain constant in the limit k → 0 for adiabatic perturbations. We focus here on the
curvature perturbation on uniform density hypersurfaces ζ, Ref. [5], and the comoving curvature perturbation R, Ref.
[6]. The spectrum of the curvature perturbations can then be used to set the initial conditions for standard Boltzmann
codes see e.g. Ref. [23], that are used to calculate the CMB anisotropies. The non-adiabatic pressure perturbation
δPnad is in general not directly observable, but is a source term for the evolution of the curvature perturbations, see
Ref. [7]. Now we use the equations in the previous section above to find expressions for the curvature perturbations
and the non-adiabatic pressure perturbation δPnad.
The total pressure perturbation is split into an adiabatic and non-adiabatic part as Ref. [24]
δPnad = δP − c2sδρ , (2.8)
where c2s is the adiabatic speed of sound and is defined as c
2
s ≡ P0′/ρ0′. This gives us an expressions for δPnad in
terms of the scalar field quantities, see Ref. [25]
δPnad =
[
U,ϕ
3H2M2PL
ϕ′20 − 2U,ϕ
(
1 +
U,ϕa
2
3Hϕ′0
)]
δϕ − 2U,ϕ
3H δϕ
′ . (2.9)
The curvature perturbation on uniform density hypersurfaces is defined as
− ζ ≡ ψ + H
ρ′0
δρ , (2.10)
which simplifies if we evaluate the right hand side in flat gauge to −ζ = Hρ′0 δρflat , where for ease of use we drop the
subscript flat in the following. The comoving curvature perturbation, that is the curvature perturbation evaluated on
comoving or uniform field slices, is defined by
R ≡ ψ + H
ϕ′0
δϕ , (2.11)
4which simplifies again if the RHS is evaluated in flat gauge to R = Hϕ′0 δϕ. Note, that these two gauge-invariant
curvature perturbations, defined in different gauges, are related by the constraint equation,
k2Ψ = −9H
2ϕ′0
2
2a2ρ0
(R+ ζ) , (2.12)
where Ψ = ψ +Hσs is the curvature perturbation in longitudinal gauge, that is on uniform shear hypersurfaces. As
can be seen from Eq. (2.12), ζ + R will become small on super-horizon scales. In the work that follows as well as
studying how quickly R and ζ settle to their final conserved values we will also be looking at how quickly after horizon
crossing these two descriptions of the curvature perturbation agree.
Combining our results above we finally get for an arbitrary wavenumber k for a single scalar field and without
imposing slow-roll in terms of the scalar field variables the non-adiabatic pressure
δPnad = −2U,ϕ
3H
[
δϕ′ +
(
a2U,ϕ
ϕ′0
+
6HUa2
ϕ′0
2 + 2Ua2
)
δϕ
]
, (2.13)
and similarly the curvature perturbation on uniform density hypersurfaces,
ζ =
1
3ϕ′0
2
[
ϕ′0δϕ
′ +
(
U,ϕa
2 − 3H ϕ
′
0
3
ϕ′0
2 + 2Ua2
)
δϕ
]
, (2.14)
and the comoving curvature perturbation, defined in Eq. (2.11), was already given in terms of the field ϕ.
C. Analytic Solutions
Using numerical techniques we can evaluate the expressions above at any time, analytically this is not possible. To
deduce an analytic expression for the curvature perturbation, such as that used in the popular δN formalism, 1 we
start from the definition [2]
PR(k) = k
3
2pi2
|R|2 . (2.16)
By obtaining an exact solution for power-law inflation and taking the k → 0 limit, and then making an expansion
about this solution, we arrive at the following, see Ref. [16]
PR(k)est2∗ = [1− (2C + 1)SR + CηSR]2 a
2H4
(2pi)2ϕ′0
2
∣∣∣
k=aH
, (2.17)
where C = −2 + ln2 + γ and γ is the Euler constant and SR and ηSR are slow roll parameters defined by,
SR ≡ 3ϕ
′
0
2
2
[
a2U +
1
2
ϕ′0
2
]−1
= 2M2PL
(
H,ϕ
H
)2
, (2.18)
ηSR ≡ 1− ϕ
′′
0
aHϕ′0
= 2M2PL
H,ϕϕ
H
. (2.19)
The expression given in Eq. (2.17) is only valid in the large scale limit, or equivalently a long time after horizon exit.
However, it must be evaluated exactly when the corresponding mode crosses the horizon. In order to arrive at an
expression which is valid at all times, we would need to consider the full analytic solution, including log corrections,
see for instance Ref. [30]. We shall return to this subject in Section IV D.
1 The δN formalism uses the direct relation of the curvature perturbation to the perturbed number of efolds on large scales, see, for
instance, Ref. [26–29]. We can relate the linearly perturbed number of expansions to the density by
δN =
∂N
∂ρ
δρ+
1
2
∂2N
∂ρ2
δρ2 + ... . (2.15)
5The above result holds, to the lowest order in slow roll, for any general potential and if the slow roll parameters
are assumed to be very small this simplifies to
PR(k)est1∗ = a
2H4
(2pi)2ϕ′0
2
∣∣∣
k=aH
. (2.20)
For further discussions on the analytic treatment of curvature perturbations close to Horizon crossing, see for example
Ref. [31, 32]
III. NUMERICAL SETUP
To set up the numerical system we have followed the work done by Salopek et al. Ref. [33]. We select a finite range
of k modes which will cover all the modes which have been observed in the CMB. The WMAP team have released
results corresponding to the range k ∈ [3.5x10−4, 0.12]Mpc−1 so we will consider a similar range below. We use the
number of efolds, N = log(a/ainit), as our time variable instead of conformal time, where ainit is the value of a at
the start of inflation and is evaluated by setting a = 1 today and using the background run, assuming instantaneous
reheating.
The initial conditions for the background system are selected depending on the choice of potential. For the potential
U = 12m
2ϕ2 with m = 6.32 x 10−6MPL, we use initial conditions ϕ0 = 18MPL and ϕ0,N = −0.1MPL, see Ref. [34].
Following Ref. [33] we set the initial conditions for each k mode a few efolds before horizon crossing when the initial
time Ninit(k) is such that
k
aH|init = 50 (3.1)
At early times we assume the Bunch-Davies vacuum and we get the following initial conditions for modes well inside
the horizon, see Ref. [33–35]:
δϕ|init = 1
aMPL
√
2k
e−ikη ,
δϕ,N |init = − 1
aMPL
√
2k
e−ikη
(
1 + i
k
aH
)
, (3.2)
where η = −(aH(1− H))−1 and H = −H,NH .
The behaviour of all the modes over the scales we consider are similar, so for clarity only k1, k2 and k3 modes,
given below, have been shown on the graphs. It is worth noting that k2 is the WMAP pivot scale.
k1 = 2.77 x 10
−5Mpc−1 = 7.28 x 10−62MPL (3.3)
k2 = 2.00 x 10
−3Mpc−1 = 5.25 x 10−60MPL (WMAP ) (3.4)
k3 = 1.45 x 10
−1Mpc−1 = 3.80 x 10−58MPL (3.5)
The results presented below are for the potential U = 12m
2ϕ2 with m = 6.32 x 10−6MPL, this value has been
chosen such that PR(k) = 2.45 x 10−9 at the end of inflation for the WMAP pivot scale. We also obtained results
for three additional potentials, U = U0 +
1
2m
2ϕ2, U = 14λϕ
4 and U = σϕ2/3, using parameters and initial conditions
specified in Ref. [34, 35]. All the numerical results have been verified with a second numerical program to ensure
their accuracy, see Ref. [36].
IV. RESULTS
Having setup the governing equations and the numerical formalism in the previous sections, we can now turn to
answering the questions we raised in the introduction. Here we present our results which quantify the difference
between ζ and R, the magnitude of error incurred if we would use Eq. (2.16) evaluated at horizon crossing instead of
Eq. (2.17), and the length of time taken for the power spectra to settle to their values at the end of inflation.
Before discussing our results in detail it is worth considering the evolution of the power spectra in general. The
evolution, or indeed conservation, of the curvature perturbations has been studied in detail in the past, see Ref.
6[5–7, 37] and, as expected, we find that some time shortly after horizon crossing there is no longer any appreciable
evolution in either the power spectrum of ζ, Pζ(k) or the power spectrum of R, PR(k), see Fig. 1(a). The values of
these power spectra converge very quickly onto the same conserved value. This behaviour is also supported by the
second graph in Fig. 1(b) which shows the non-adiabatic pressure perturbation, δPnad. We find, again as expected,
that during and after horizon crossing the size of δPnad drops sharply towards zero. The non-adiabatic pressure
perturbation is directly related to the curvature perturbation (on large scales), see Ref. [7, 37]
ζ ′ ∝ δPnad , (4.1)
and hence the rapid decrease in the non-adiabatic pressure perturbation causes the curvature perturbations to settle
onto a conserved value.
However, it can also be seen from Fig. 1(a) that there is some evolution of the power spectra immediately after
horizon crossing. This is well known in the literature where the phrase ‘soon after horizon crossing’ is commonly used
to refer to the time at which the power spectra have settled down. In the sections that follow we will be looking at
this evolution in more detail and in particular quantifying exactly how soon after horizon crossing the power spectra
reach the final value and how different this is to the horizon crossing values.
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(a) The evolution of the power spectrum of ζ, Pζ(k) and R,
PR(k) is plotted against the number of efolds, N . Both
power spectra stop evolving shortly after horizon crossing,
however a short period of evolution immediately after
horizon crossing is visible as is a difference between Pζ(k)
and PR(k).
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(b) The evolution of δPnad is plotted against the number of
efolds, N . δPnad rapidly drops towards zero after horizon
crossing. We apply a cut off to the graph at 10−20, beneath
which numerical noise dominates.
FIG. 1: Both the graphs above are plotted for three different k modes. The black line (left) is k1, the blue line (middle) is k2,
the WMAP pivot scale, and the red line (right) is k3.
A. How do ζ and R differ?
The curvature perturbation on uniform density hypersurfaces, ζ and the comoving curvature perturbation, R are
often used interchangeably. Although they have different definitions, see Eq. (2.10) and Eq. (2.11), it is well known
that on large scales they are equivalent, as can be seen from Eq. (2.12). This equivalence is however only strictly true
in the large scale limit, and on smaller, finite scales this is not the case. In Fig. 1(a) we see that there is a difference
between the two curvature perturbations near to horizon crossing. Three different k-modes are plotted throughout
there evolution, from deep within the horizon through horizon crossing (indicated by the dotted lines), until the end
of inflation.
Fig. 2 shows that ζ is as much as 20% larger than R at horizon crossing and remains significantly larger for at
least a couple of efolds. This highlights the importance of making explicit the choice of curvature perturbation when
carrying out calculations close to horizon crossing. We also note that ζ and R take slightly different amounts of time
to settle down after horizon exit, as detailed in Section IV C.
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FIG. 2: The ratio of ζ and R is plotted against the number of efolds, N . Evolution is visible for a short period after horizon
crossing, during which time ζ is noticeably larger than R.(Black line, left: k1, Blue line, middle: k2, Red line, right: k3)
B. What is the error incurred by using horizon crossing quantities?
16 18 20 22 24 26 28 30 32 34
N
0
20
40
60
80
100
120
140
160
180
200
%
k1
k2
k3
H.C.
(a) Pζ(k)
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(b) PR(k)
FIG. 3: The percentage difference between P(k) evaluated, numerically, at the end of inflation and the P(k) obtained at each
time step. There is as much as 180% difference in the values of Pζ(k) and 100% difference in the values of PR(k). Both the
graphs above are plotted for three different k modes. The black line (left) is k1, the blue line (middle) is k2, the WMAP pivot
scale, and the red line (right) is k3.
As mentioned above it is well known that the values of the curvature perturbation power spectra are not the same
at horizon crossing as they are at the end of inflation. However, it is not clear exactly how much of an error would
be incurred if one would use the horizon crossing values instead of the correct values at the end of inflation. In Fig.
3 we can see exactly how different the power spectra are at horizon crossing compared to the values they take at
the end of inflation. In Fig. 3(a) PR(k) is 100% larger at horizon crossing and in Fig. 3(b) Pζ(k) is 180% larger.
In fact if we use an analytic approximation that does take into account the pre horizon behaviour we can see the
100% difference in the power spectra. Near horizon crossing the scalar field’s wavefunction (ψ) is approximately
proportional to (1− ikη)eikη. At horizon crossing |kη| = 1 and |ψ|2 ∝ |1− ikη| = 2. A few e-folds later, |kη| ≈ 0 and
|ψ2| ∝ |1| = 1. This is a drop of 1. Hence the power spectra at horizon crossing is expected to be roughly 100% larger
than that at late times. The factor of two difference in PR(k), has previously been found analytically, for example
Ref. [19] This is, however, a large difference and might impact on calculations if P(k)k=aH is used to approximate
the value of the power spectra at the end of inflation.
8C. How quickly does the power spectra reach its final value at the end of inflation?
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FIG. 4: These graphs show how many efolds one needs to wait for P(k) to be within 10% and 1% of P(k) at the end of inflation
for a given value of k (measured in Mpc−1). Note that this is independent of k. Table I gives the exact number of efolds for
various potentials.
The expressions “soon after horizon crossing” and “a few efolds after horizon crossing” are often used in the
literature to determine when it is reasonable to evaluate the power spectra, so that one can be confident that they
have the same value as at the end of inflation. Now that we have established that the values at horizon crossing can
be as much as 180% greater than those at the end of inflation we can study exactly how long after horizon crossing
we must wait until the power spectra converge onto these final values. Fig. 4 shows how many efolds one needs to
wait for the power spectra to be within 10% and 1% of the value they have at the end of inflation. It is clear from
these graphs that this is independent of k and is in the region of “a few efolds”. Table I shows the number of efolds
it takes to be within a fixed percentage of the final value, and also shows data for the three additional potentials
we investigated. The choice of potential makes very little difference to the result. For every potential considered it
took 1.40 – 1.44 efolds for Pζ(k) to be within 10% and 2.56 – 2.86 to be within 1%. It took 1.14 – 1.20 efolds for
PR(k) to be within 10% and 2.30 – 3.21 efolds to be within 1%. As we highlighted in section I observational data
will soon be constraining observables to within a percent, so this is at least the accuracy we would like to be able
to evaluate quantities to. Our results show that to be within 1% of the correct power spectra value at the end of
inflation, evaluating PR(k) approximately 3.2 efolds after horizon crossing and evaluating Pζ 2.9 efolds after horizon
crossing, would be sufficient, for all the potentials we studied.
ζ R
10% 5% 3% 1% 10% 5% 3% 1%
1
2
m2ϕ2 1.43 1.80 2.09 2.86 1.20 1.59 1.91 3.10
U0 +
1
2
m2ϕ2 1.40 1.75 2.01 2.56 1.14 1.49 1.75 2.30
1
4
λϕ4 1.44 1.80 2.08 2.77 1.18 1.55 1.84 2.59
σϕ2/3 1.41 1.77 2.05 2.74 1.20 1.61 1.98 3.21
TABLE I: The values in this table represent how many efolds after horizon crossing it takes for the power spectrum to be
within a fixed percentage of the power spectrum at the end of inflation.
D. Highlighting the magnitude of the error made in using the incorrect analytic expression
In most analytic calculations an expression for the power spectrum is derived using the k → 0 limit but is evaluated
using quantities at horizon crossing, as given in Eq. (2.17). As we mentioned in section I, it is often not made explicitly
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(a)The lines in this graph are shown for the mode k2 which
is the WMAP pivot scale.
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is the WMAP pivot scale (left hand lines) and k3 (right hand
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FIG. 5: The evolution of the two types of curvature perturbation, PR(k) and Pζ(k) are plotted against the number of efolds,
N . These numerical solutions are compared to the correct analytic solution with and without slow roll corrections (Eq. (2.17)
and Eq. (2.20) and the na¨ıve approximation of evaluating the power spectra at horizon crossing.
clear in the literature when the mixing of late time solution and horizon crossing values is being used, even when this
is well understood by the authors. In Fig. 5 we compare both this correct analytic solution and the na¨ıve calculation
of the power spectrum at horizon crossing performed using horizon crossing values with the numerical solutions. In
Fig. 5, as expected, the correct analytic solution gives a very good estimate to the full numerical solution. Even the
analytic solution without the slow roll correction, given in Eq. (2.20), is a very good estimate to the full solution, in
fact the error in not including the slow roll corrections for the WMAP scale is only a slight underestimate of 0.38%.
However, when we compare the numerical solution to PR(k) evaluated at horizon crossing we find, as shown in Fig.
3(a) that there is a 100% error in our answer. As we have shown earlier in Fig. 3(b), if we evaluated the Pζ(k)
at horizon crossing the error would be even higher at 180%, this difference in the two power spectra can be seen
clearly in Fig. 5. This again highlights the importance of establishing that the correct analytic expression is used in
calculations, and when different calculations and results are compared.
Another possible source of error would be to use the analytic expression given in Eq. (2.17) above, but not to
evaluate it at horizon crossing. If one were to evaluate this expression ‘some efolds after horizon crossing’, one would
underestimate the amplitude of the power spectrum. This corresponds to following the red line in Fig. 5(b). For
example, evaluating Eq. (2.17) 4 efolds after horizon crossing would incur an error of 15%. Furthermore, evaluating
the power spectrum at later and later times will increase the error. Lastly, it is worth noting that although the
analytic and numerical expressions agree in the large scale limit, they do not agree with each other shortly after
horizon crossing. As shown in the section above one must wait at least 3.2 efolds for these two values to agree. This is
particularly important if there is a second phase of evolution caused for example by a second scalar field which starts
to dominate during these three efolds, see for instance Ref. [31].
E. The Spectral Index
Using observations we can gain information about the power spectrum of curvature perturbations, which in turn
allows us to constrain cosmological theories. Many observational results are given in terms of a few observables which
can then be compared directly with predictions given by theories, one such observable is the spectral index. The
spectral index describes the scale dependence of the power spectrum of the curvature perturbation and is defined by
[2]
nζ − 1 ≡ dlnPζ(k)
dlnk
, nR − 1 ≡ dlnPR(k)
dlnk
. (4.2)
As an example of how the results presented in this paper will impact on particular observables we consider the
spectral index in more detail, we present results here using chaotic inflation. Figure 6 shows, as expected, that just
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FIG. 6: The evolution of the spectral index for the two curvature perturbations, nR and nζ , are plotted against the number of
efolds, N . The lines in this graph are shown for the mode k2 which is the WMAP pivot scale.
like the curvature perturbation the spectral index continues to evolve for a few efolds after the mode has crossed
outside the horizon. Evaluating the spectral index naively at horizon crossing gives a results of nR ≈ 2 and nζ ≈ 2.3,
which is an error in both cases of more than 100%. We find that in order for nζ and nR to be within 1% of their
values at the end of inflation, we should evaluate them at least 2.91 and 2.66 efolds after horizon crossing, respectively.
These values are similar but slightly less than the number of efolds it takes for the power spectrum to be within 1%
of it’s final value, see Table 1.
V. CONCLUSIONS
In this paper we have quantified the evolution of the curvature perturbations after inflation and highlighted possible
errors which can occur. As we are entering an era where we can hope to constrain cosmological parameters to within
a percent using the observational data from e.g. Planck, it is of particular importance that these errors are both
minimised and quantified.
After presenting the evolution equations for the scalar field, we gave the expressions for the curvature perturbations
we consider. We then outlined the numerical methods used to solve these equations and gave details of the various
models and the initial conditions used. In presenting our results, we found that despite ζ and R being equivalent very
far outside the horizon, the difference between |R| and |ζ| at horizon crossing can be as much as 20%. We also found
the error in evaluating the power spectra numerically at horizon crossing instead of either using the correct analytic
expression or the full numerical solution at late times can be as much as 180% for Pζ(k) and 100% for PR. Lastly we
showed that if one wanted to evaluate the power spectra without the use of the analytic expression Eq. (2.17), one
would need to wait at least 3.2 efolds to ensure the answer for PR(k) is correct to within 1% of the value at the end
of inflation, and one would need to wait at least 2.9 efolds to ensure the answer for Pζ is correct to within 1%. There
was no significant difference to these results when we considered the three additional single field models presented at
the end of Section III.
In this paper we point out that there is a difference between analytic and numerical expressions close to the horizon.
This is due to the fact that the long wavelength approximation is not valid immediately on horizon crossing. That
is, there are terms in the analytical solution involving gradients that are non-negligible on horizon crossing. These
become negligible rapidly, and after around 3 e-folds the exact numerical solution agrees with the long-wavelength
analytical approximations. Furthermore, from Fig. 5(b), we can see that these corrections are not due to the break
in slow roll (since the two analytical estimates are roughly the same), but that this difference really arises due to the
invalidity of the long wavelength approximation on horizon crossing.
The numerical results are the instantaneous values of the power spectrum and spectral index at horizon crossing,
not the expected late time values. These instantaneous results, while not of observational significance, are useful in
many ways, including as initial conditions for other analytical or numerical schemes which operate purely outside
the horizon. Firstly, if we are interested in the late time values we should not take the ‘na¨ıve’ numerical approach
of evaluating these at horizon crossing. Unlike the case when using the analytic expressions these results will not be
close to the correct answer. Secondly, if we are interested in the instantaneous values at or close to horizon crossing,
for instance when developing codes which rely on this information, the normal analytic expressions will not give the
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correct answers as they are no longer valid and you need to use numerical methods.
In this paper we have only studied single field inflation models, in which the non-adiabatic pressure decays rapidly,
see Fig. 1(b). This is no longer the case in multi-field systems, as a recent work has detailed, Ref. [38]. It will
be interesting to repeat our analysis for more complicated models where superhorizon evolution of the curvature
perturbation is expected. This would include, for instance multi-field inflation or “ultra slow roll inflation”, see for
instance Ref. [14, 31]. Since in this paper we focus on the single field case, we postpone a study of these cases for
future work.
We have chosen the end of inflation as a natural end point of our calculations. After the end of inflation the
inflaton is assumed to decay into the standard matter fields during reheating, the detailed mechanism of which is as
yet unclear. Also, after reheating we have a multi-fluid system, and hence automatically δPnad 6= 0, see Ref. [39],
which means that the curvature perturbations are no longer conserved (on any scale). Consequently the values at the
end of reheating might no longer be the same as those at the end of inflation.
In conclusion, we have highlighted the fact that the different curvature perturbations do evolve differently imme-
diately after horizon exit. Confusion of the different curvature perturbations can introduce additional errors when
comparing theoretical results with observations, which can easily be avoided.
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