Microsoft Kinect is widely used for tracking human body in a range of applications. Although Kinect for Xbox One allows for multiuser tracking, it is not possible to use it in large spaces due to its limited range. Hence, using multiple Kinect sensors for large environments seems to be an appropriate solution. Thus, it is important to know if multiple sensors can be used simultaneously for such applications without interfering with each other. In this paper, we investigate the effect of using multiple Kinects on each other by performing multiple measurements in different settings. Our results show that some occasional interference might happen in some specific constellations, when the sensors are facing the same target. Our recommendation is to avoid such constellations, or to perform a simple interference measurement before using multiple sensors in specific settings.
Introduction and Background
Multi-camera setups are widely used either to cover a large region of interest (ROI), or to get more data about a ROI for tasks such as 3D reconstruction, having different angles of view and so on. While using multiple video cameras is a common practice in applications like surveillance, finding a proper setup for installing multiple active depth cameras can be much more complicated. This is due to the fact that active cameras generate signals that might interfere with other cameras. Such interference is specifically undesirable for applications using multiple sensors to extend the ROI.
Even though Kinect for Xbox One (Kinect V2) uses a time of flight camera, as an active depth sensor it is still susceptible to interference errors in a multi-camera setting. Although multiple Kinect V2 setups has already been used in different research (e.g. [Geerse et al. 2015] ), it seems they ignore the possibility of interference between multiple sensors. Although a detailed study of working principle of Kinect V2 suggests otherwise. As an Amplitude Modulated Continuous Wave Time of Flight (AMCW ToF) camera, Kinect * e-mail:kunz@iwf.mavt.ethz.ch † e-mail:lbrogli@student.ethz.ch ‡ e-mail:alavi@iwf.mavt.ethz.ch Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for thirdparty components of this work must be honored. For all other uses, contact the owner/author(s). V2 emits a periodic infrared signal, p(t) = 1 + cos(ω0t), and calculates depth based on cross-correlation of the reflected signal, r(t) = p(z)h(t − z)dz, where h is the scene response function. This is all under the assumption that every pixel observes only one optical path [Bhandari et al. 2014] . This may cause interference problems in the presence of reflective surfaces, or other modulated infrared sources such as another Kinect V2. Even though [Bhandari et al. 2014] propose a solution to overcome this issue, their solution is only applicable to a preset number of interfering paths. Furthermore, we do not know whether their solution is implemented in the current Kinect V2 firmware. Hence, it seems that Kinect V2 sensors are susceptible to interference, and care should be taken when using multiple sensor.This paper thus describes an in-depth measurement using two Kinect V2, to investigate if multiple Kinect V2 setups suffer from interference in practice, and how such problems can be minimized or avoided.
Methodology
To measure the effect of multiple sensors active at the same time on the accuracy and precision of the Kinect V2, a setup with two devices was used. With this setup, two series of measurements were performed. First, a measurement with only one active sensor was performed to measure the linear distance accuracy. The resulting data was taken as ground truth, to which the results from measurements with a second active sensor were compared.
In the second measurement series, the influence of the angle between the two sensors and the distance of the two sensors to each other and to the observed target, as well as whether the sensors are facing each other or the target, was studied. In order to get the most accurate measurements without the influence of changing conditions between different setups, the data was collected from a single sensor, which was kept stationary throughout all setups, while the second sensor was moved to generate the desired situations. Details of the setup are further explained in section 2.1. In both cases, the measurement ROI was a flat 100 mm by 100 mm surface, covered with paper in order to reduce specular reflection (see Figure 1 ).
Dual Sensor Measurements
For these measurements, the setup from Figure 1 was used. For the measurements, two conditions were distinguished:
• Both sensors facing the target: Here, three different measurements were performed, with sensor 2 being 0.5 meter, 1 meter and 1.35 meter apart from the target. For the first two measurements, angle α was varying from 0 • to 80 • , with 10
• steps. For the 1.35 m case, sensor2 will be hindered by sensor 1 at angles smaller than 10 • , so the measurements were done with α starting at 10
• . (see Figure 2 (a)),
• Sensors facing each other: Again, three different measurements were performed, with sensor 2 being 0.5 meter, 1 meter • steps. For the 1.5 m case, the sensor was obstructed by the target at angles larger than 50
• , hence the measurement was done with angles between 0
• and 50
• (see Figure 2 (b)). 
Discussion and Results
In order to evaluate the effect of measurement distortions caused by the second sensor, the measured values were subtracted from the values acquired by the single-sensor measurement. The results are depicted in Figure 3 . As shown in Figure 3(b) , the absolute value of error is below 2 mm when the sensors are facing each other. Thus it can be neglected for most applications. When both sensors are facing the same target, a significant depth error can be observed when the angle between two sensors is 10
• to 40
• , as shown in Figure 3 (a). Such errors can be as high as 8 mm when both cameras have the same distance to the target. It is important to note that the figures represented here are worst case results we could achieve, and there were many instances of the same experiment where such dramatic errors where not observed.
While due to closed source software and unpublished details of the Kinect V2, it is not possible to concretely interpret these results, a possible explanation for such interference error could be that at some instances, the timing and intensity of the generated infrared light by the second sensor matches with the one expected by the first cameras, which leads to erroneous correlation of phase shift to light intensity, and therefrom a depth error. This explains why the error is significant only when the distance and angle of cameras are similar to each other, since when cameras' distances or angles to the target is significantly different, the infrared light generated by the second sensor is discarded as noise. As such, it is recommended that, in multiple Kinect V2 installations, the cameras' constellations with respect to the target should be significantly different. If such settings cannot be avoided, we recommend a simple interference measurement prior to running the main experiments.
Conclusion
Although for most applications, the measurement errors using multiple Kinects are negligible, in some cases these errors could be disturbing. In order to avoid this randomly occurring error, one should make sure that distance and/or angle of multiple sensors should be significantly different with respect to the target. In particular, angles between 10
• -40
• between two Kinects while their distance to the target is equal should be avoided. However, in many setups such a constellation is very unlikely, since two Kinect V2 would be installed without increasing the tracking volume and without a significant reduction of shadowing effects.
