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Abstract
Let (A,B) ∈ Cn×n × Cn×m andM be an (A,B)-invariant subspace. LetC(A,B) be the controllability
subspace of the pair (A,B). If
M ∩C(A,B) =M ∩ Im B,
under additional hypotheses, necessary and sufficient conditions for the stability of the subspace M are
given.
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1. Introduction
ByCk we will always denote the space of column vectors with k complex entries, and byCp×q
the space ofp × q complex matrices. Given a pair of linear mapsA : Cn → Cn andB : Cm → Cn
with m  n, a subspaceM of Cn is said to be (A,B)-invariant if
A(M) ⊂M+ Im B,
where Im B is the image subspace of B.
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We use the operator norm induced by the Euclidean norms on Cm and Cn, and θ denotes the
gap distance between subspaces. An (A,B)-invariant subspaceM is said to be stable, or (A,B)-
stable, if for every ε > 0 there exists a δ > 0 such that every pair of linear maps (A′,B′) that
satisfies
‖A′ − A‖ + ‖B′ − B‖ < δ
has an (A′,B′)-invariant subspaceM′ for which the inequality θ(M′,M) < ε holds. This concept
generalizes the notion of stable invariant subspace for a linear map A : Cn → Cn.
An open problem is the characterization of the stable subspacesM of a pair (A,B) [4]. There
are some partial results about this problem.
• In [2, Theorem 15.8.1] it can be seen that when the pair (A,B) is controllable, every (A,B)-
invariant subspace is stable, and, even more, it is Lipschitz stable.
• In [5] Rodman completely solved the problem when M ∩ C(A,B) = {0}, and when this
intersection is /= {0} he gave a sufficient condition for the stability ofM in terms of the stability
of the projection ofM on a direct complementK ofC(A,B), regarded as an invariant subspace
with respect to a linear map fromK toK.
• In the paper [6] the following results were addressed: (i) if dimM+ dim Im B  n, then
M is stable; (ii) ifM ∩ Im B = {0}, under some additional hypotheses, necessary and suffi-
cient conditions for the stability ofM were given; (iii) if C(A,B) ⊂M, sufficient conditions
were given in terms of the Brunovsky r-numbers and the Weyr characteristic of a quotient
endomorphism associated with the noncontrollable part of the subspaceM.
The characterization of the stable invariant subspaces of one linear map A : Cn → Cn was
given in 1978 and 1979 (see the book of Gohberg, Lancaster and Rodman [2, Theorem 15.2.1,
p. 448] and references therein). This theorem can be reformulated in the following terms.
Theorem 1.1. Let A : Cn → Cn be a linear map and letM be an A-invariant subspace. Denote
by A|M the restriction of A toM
A|M :M→M.
Then,M is A-stable if and only if for each eigenvalue λ of A|M such that the geometric multi-
plicity gm(λ,A) is greater than 1, the equality
Rλ(A|M) = Rλ(A)
holds, where by Rλ(A) we denote the root subspace of A associated with the eigenvalue λ, that
is to say
Rλ(A) = Ker(A − λI)n.
In this paper we are going to study the stability of (A,B)-invariant subspaces such that their
intersection with the controllability subspace coincides with its intersection with the subspace
Im B.
The organization of this paper is the following one. In Section 2 the statement of the main
result will be enunciated. A matrix reformulation of the concepts of invariant and stable subspace,
will be settled in Section 3. In Section 4 a matrix reformulation of the main theorem will be given.
The proof of this theorem is the content of Section 5.
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2. Main result
A Jordan basis for a linear map F : Cn → Cn is a basis for Cn made up of a union of Jordan
chains for F. Let F : Cn → Cn be a linear map and let λ be an eigenvalue of F. We will say that
a set of vectors C = {x1, x2, . . . , xt } of Cn form a complete Jordan chain of F for the eigenvalue
λ if {
Fx1 = λx1, x1 /= 0,
Fxk = λxk + xk−1, 2  k  t,
xt is not in the image of F − λI and there is a Jordan basis of Cn for F that contains C as one of
its Jordan chains.
Now we will take into consideration a method from [5]. Given a pair of linear maps A : Cn →
Cn and B : Cm → Cn, let
C(A,B) = Im B + Im(A ◦ B) + · · · + Im(An−1 ◦ B)
be the controllability subspace of the pair (A,B). Let K be a subspace of Cn such that Cn =
K⊕ C(A,B). We will consider the projector πK onK along C(A,B)
πK : Cn →K;
thus, Im πK =K, and Ker πK = C(A,B).
Let us consider
A1 := (πK ◦ A)|K :K→K and M1 :=πK(M). (2.1)
The subspaceM1 is A1-invariant (see [5, Remark 1]). We will denote by (A) the spectrum or
set of eigenvalues of A. Using the notation preceding Theorem 2.3 in [6], let us define
 := {λ ∈ (A1) | gm(λ,A1) > 1, {0} /= Rλ(A1) ∩M1 /= Rλ(A1)}, (2.2)
H :=
⊕
λ∈
Rλ(A1), (2.3)
M˜1 :=
⊕
λ∈
(
Rλ(A1) ∩M1
)
. (2.4)
SinceH is an A1-invariant subspace, then M˜1 is an A1|H-invariant subspace. With this notation,
we have the next result.
Theorem 2.1 (Main theorem). Let A : Cn → Cn and B : Cm → Cn be a pair of linear maps. Let
M be an (A,B)-invariant subspace such that
M ∩ C(A,B) =M ∩ Im B.
Let us suppose that the subspace M˜1 ofH contains a complete Jordan chain of
A1|H :H→H (2.5)
for every λ ∈ . Then the following statements are equivalent.
(i) The subspaceM is (A,B)-stable.
(ii) dimH− dim M˜1  dim[M ∩ Im B].
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Remark 2.1. This theorem does not depend on the choice of the subspaceK; that is to say, if
it holds for aK it is also true for any other direct complementK1 of C(A,B), and reciprocally
(see Remark 2 in [5]).
3. Notation and preliminary results
As usual, GLn(C) will denote the general linear group formed by the n by n invertible matrices
over C. We are going to reformulate in matrix terms the concepts of invariant and stable subspace
(see [6]). A linear map A : Cn → Cn (or a pair of linear maps A : Cn → Cn and B : Cm → Cn)
will be identified with a matrix A ∈ Cn×n (or with a pair (A,B) ∈ Cn×n × Cn×m), that is its
representation in some bases. Also, each subspace M of Cn can be represented by a matrix,
X, called basis matrix, whose columns are linearly independent and generateM. This fact will
be denoted by M = 〈X〉. Note that if Y is another basis matrix of M, then Y = XP for some
invertible matrix P . Taking into account these remarks, the concept of invariant subspace will be
stated in the following way.
Definition 3.1. Let (A,B) ∈ Cn×n × Cn×m be a pair of matrices. Let M be a subspace of Cn
of dimension p. The subspaceM is said to be (A,B)-invariant if there are matrices X ∈ Cn×p,
H ∈ Cp×p and U ∈ Cm×p such that X is a basis matrix of M and AX = XH + BU . This
definition is equivalent to the one given before considering matrix representations of A and B in
the canonical bases.
From this definition, we can reformulate the concept of stable subspace in terms of the conver-
gence of sequences of matrices, (see Propositions 3.1 and 3.2 of [6]). The result is the following
one.
Proposition 3.1. Let (A,B) ∈ Cn×n × Cn×m be a pair of matrices and let M be an (A,B)-
invariant subspace of dimension p. Then the statements below are equivalent:
(i) The subspaceM is (A,B)-stable.
(ii) For every basis matrix X ∈ Cn×p of M, and for every sequence of pairs of matrices
{(Aq, Bq)}∞q=1 that converges to (A,B) when q → ∞, there exist sequences of matrices
{Xq}∞q=1, {Hq}∞q=1 and {Uq}∞q=1, and a positive integer number q0, such that for each
q  q0,
• Xq is a matrix of rank p,
• the subspace 〈Xq〉 is (Aq, Bq)-invariant and AqXq = XqHq + BqUq,
• limq→∞ Xq = X.
In addition, if
X =
(
Ip
0
)
,
then for all q  q0 we can choose Xq such that
Xq =
(
Ip
Yq
)
,
where Yq → 0 when q → ∞.
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Remark 3.1. Definition 3.1 and Proposition 3.1 have their equivalent ones for the case of square
matrices, taking B = 0.
Definition 3.2. We will say that a complex number λ0 is an eigenvalue of the pair of matrices
(A,B) ∈ Cn×n × Cn×m if rank[λ0In − A,−B] < n.
The following propositions are necessary to simplify the statement of the main theorem and
its proof.
Proposition 3.2 (Proposition 3.3 [6]). Let (A,B) ∈ Cn×n × Cn×m. Let (A¯, B¯) ∈ Cn×n × Cn×m
be a pair feedback equivalent to (A,B); that is to say,
(A¯, B¯) = (PAP−1 + PBF,PBQ)
with P ∈ GLn(C),Q ∈ GLm(C) and F ∈ Cm×n. LetM ⊆ Cn be an (A,B)-invariant subspace.
Then,M is (A,B)-stable if and only if PM is (A¯, B¯)-stable.
Proposition 3.3. Let (A,B) ∈ Cn×n × Cn×m be a pair of matrices and let M be an (A,B)-
invariant subspace of dimension p. Then the following statements are equivalent.
(i) The subspaceM is (A,B)-stable.
(ii) For all λ ∈ C, the subspaceM is (A + λIn, B)-stable.
Proof. Taking λ = 0, we prove (ii)⇒(i). In order to prove the reverse implication, let X be a basis
matrix ofM, let λ ∈ C, and let {Cq}∞q=1 be a sequence that converges to A + λIn. Then, since
{Cq − λIn}∞q=1 converges to A, by Proposition 3.1, there exist sequences of matrices {Xq}∞q=1
converging to X, {Hq}∞q=1 and {Uq}∞q=1, and a positive integer q0, such that for all q  q0,
CqXq = Xq(Hq + λIp) + BUq.
Therefore from Proposition 3.1 we deduce that the subspaceM is (A + λIn, B)-stable. 
For any positive integers p and q we denote by 0p×q the p × q zero matrix. Given a pair
of matrices (A,B) ∈ Cn×n × Cn×m, we are going to denote the set of all sequences of pairs of
matrices that converge to (A,B) bySC(A,B).
We will say that a setG ⊂SC(A,B) is a generator subset ofSC(A,B) if for every sequence
{(Aq, Bq)}∞q=1 ∈SC(A,B),
there exist sequences
{(A¯q, B¯q)}∞q=1 ∈ G and {(Pq,Qq, Fq}∞q=1 converging to (In, Im, 0m×n),
and there exists a positive integer number q0, that depends on the preceding sequences, such that
for every q  q0,{
Aq = PqA¯qP−1q + PqB¯qFq,
Bq = PqB¯qQq.
With the preceding notation we have the next proposition.
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Proposition 3.4. Let (A,B) ∈ Cn×n × Cn×m be a pair of matrices, and let M be an (A,B)-
invariant subspace and X a basis matrix ofM. Let G be a generator subset ofSC(A,B). Then
the statements below are equivalent:
(i) The subspaceM is (A,B)-stable.
(ii) For all sequence {(A¯q, B¯q)}∞q=1 ∈ G, there exist a sequence of matrices {X¯q}∞q=1 that con-
verges to X, and a positive integer q0 such that for every q  q0, the subspace 〈X¯q〉 is
(A¯q, B¯q)-invariant.
Proof. The implication (i) ⇒ (ii) follows from Proposition 3.1. Now, let {(Aq, Bq)}∞q=1 be a
sequence that converges to (A,B). Then there exist sequences of pairs and triples of matrices
{A¯q, B¯q)}∞q=1 ∈ G and {Pq,Qq, Fq}∞q=1 converging to (In, Im, 0m×n),
and a positive integer q0, in such a way that for all q  q0, the equalities{
Aq = PqA¯qP−1q + PqB¯qFq
Bq = PqB¯qQq.
hold.
Now, by (ii), there exist a sequence of matrices {Xq}∞q=1 that converges to X and a positive
integer q1 such that for all q  q1 the subspace 〈Xq〉 is (A¯q, B¯q)-invariant. Let q2 = max(q0, q1).
Then, on account of Proposition 3.2, for all q  q2 the subspace 〈PqXq〉 is (Aq, Bq)-invariant,
and since the sequence {PqXq}∞q=1 converges to X, from Proposition 3.1 we have that M is
(A,B)-stable. 
Remark 3.2. Observe that if the matrix B is of full rank the set{{(Aq, B)}∞q=1 | {Aq}∞q=1 converges to A}
is a generator subset ofSC(A,B) (see Proposition 3.5 of [6]).
Remark 3.3. In the study of the stability of an (A,B)-invariant subspaceM there is no loss of
generality if
(1) we suppose that B has full rank (Proposition 3.4 of [6]);
(2) we consider a pair (A¯, B¯) which is feedback equivalent to (A,B), and the subspace that
M is transformed to (Proposition 3.2);
(3) we choose a complex number λ0 that is not an eigenvalue of the pair (A,B) (Proposition
3.3);
(4) we consider only the sequences {(Aq, Bq)}∞q=1 which belong to a determinate generator
subset ofSC(A,B) (Proposition 3.4);
(5) we only perturb the matrix A (Remark 3.2).
Lemma 3.1. Let A,B and C be complex square matrices of orders n,m and p, respectively.
Suppose that (A),(B) and (C) are pairwise disjoint. Consider the sequence of matrices
{Aq}∞q=1 =




Aq R
q
12 R
q
13
R
q
21 Bq R
q
23
R
q
31 R
q
32 Cq




∞
q=1
that converges to A =

A 0 00 B 0
0 0 C

 .
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Then there exist a sequence
{Pq}∞q=1 =




In 0 Sq13
S
q
21 Im S
q
23
0 0 Ip




∞
q=1
that converges to In+m+p,
and a positive integer q0, such that for all q  q0,
PqAqP
−1
q =


A¯q R¯
q
12 0
0 B¯q 0
R¯
q
31 R¯
q
32 C¯q

 .
Proof. For each eigenvalue λ0 ∈ (A) we have that
Rλ0(A) ∩
〈 00
Ip

〉
is equal to either {0} orRλ0(A). From the characterization of the stability of invariant subspaces
for square matrices (see Theorem 15.2.1, p. 448 of [2]), the A-invariant subspace〈 00
Ip

〉
is A-stable. Therefore, by Remark 3.1, given a sequence of matrices {Aq}∞q=1 that converges to
A there exist two sequences of matrices {Xq}∞q=1 and {Yq}∞q=1 that converge to 0n×p and 0m×p,
respectively, and there exists a positive integer q1 such that for all q  q1 the subspace〈XqYq
Ip

〉
is Aq -invariant. If we denote by {P 1q }∞q=1 the sequence of matrices


In 0 Xq0 Im Yq
0 0 Ip


−1

∞
q=1
, which converges to In+m+p,
it is clear that for all q  q1,
P 1qAq(P
1
q )
−1 =


A˜q R˜
q
12 0
R˜
q
21 B˜q 0
R˜
q
31 R˜
q
32 C¯q

 .
From (A) ∩ (B) = ∅ it follows that the subspace
〈(
In
0
)〉
is
(
A 0
0 B
)
-stable. Hence, as
{(
A˜q R˜
q
12
R˜
q
21 B˜q
)}∞
q=1
converges to
(
A 0
0 B
)
,
there exists a sequence of matrices {Zq}∞q=1 that converges to 0n×m, and there is a positive integer
q2 such that for all q  q2 the subspace
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〈(
In
Zq
)〉
is
(
A˜q R˜
q
12
R˜
q
21 B˜q
)
-invariant.
For each q = 1, 2, . . . let us denote by Qq the matrix
(
In 0
Zq Im
)−1
. Then the sequence {Qq}∞q=1
converges to In+m and for each q  q2 it satisfies
Qq
(
A˜q R˜
q
12
R˜
q
21 B˜q
)
Q−1q =
(
A¯q R¯
q
12
0 B¯q
)
.
The lemma follows taking q0 = max(q1, q2) and defining for each q = 1, 2, . . .
Pq =
(
Qq 0
0 Ip
)
P 1q . 
Lemma 3.2. LetA ∈ Cn×n andB ∈ Cm×m be such that(A) ∩ (B)=∅. Let {(Aq, Bq, Rq)}∞q=1
be a sequence of triples of matrices that converges to (A,B, 0n×m). Then, there exist a sequence
of matrices {Sq}∞q=1 that converges to 0n×m and a positive integer q0, such that for all q  q0,
AqSq = SqBq + Rq.
Proof. Consider the matrix equation
X · 0m×n · X + X(−B) − (−A)X − 0n×m = 0n×m. (3.1)
It is clear that X = 0n×m is a solution of this equation. Besides, as(A) ∩ (B) = ∅, for each
eigenvalue λ0 of the matrix T =
(−B 0
0 −A
)
we have either
Rλ0(T ) ⊂
〈(
Im
0
)〉
or Rλ0(T ) ∩
〈(
Im
0
)〉
= {0}.
Therefore, by Theorems 17.8.3 and 17.9.1 in [2], X = 0n×m is a stable solution of (3.1).
Whence, for every sequence of triples of matrices {(Aq, Bq, Rq)}∞q=1 that converges to (A,B,
0n×m), there exist a sequence of matrices {Sq}∞q=1 converging to 0n×m and a positive integer q0
such that for each q  q0, the equality
Sq · 0m×n · Sq + Sq(−Bq) − (−Aq)Sq − Rq = 0n×m
holds. 
Remark 3.4. In this section we have required the existence of a positive integer q0 such that the
results are true for all q  q0. Henceforth, to simplify we will suppose without loss of generality
that q0 = 0.
4. Matrix formulation of the main theorem
We are going to reformulate Theorem 2.1 in matrix terms, according to Definitions 3.1 and 3.2.
Let S(A,B) :=[B,AB, . . . , An−1B] be the controllability matrix of the pair (A,B) ∈ Cn×n ×
Cn×m. Suppose that rank S(A,B) = ρ and let {v1, . . . , vρ} be any set of linearly independent
columns of S(A,B). We choose n − ρ linearly independent vectors vρ+1, . . . , vn ofCn such that
the matrix
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P :=[v1, . . . , vρ, vρ+1, . . . , vn]
is invertible. Then the matrices P−1AP and P−1B have the Kalman form(
A1 A2
0 A3
)
and
(
B1
0
)
,
where the pair (A1, B1) ∈ Cρ×ρ × Cρ×m is controllable and has the same controllability indices
as (A,B). The (n − ρ) × (n − ρ) matrix A3 is called the noncontrollable part of (A,B); this part
is determined except for similarity, because the invariant factors different from 1 of λIn−ρ − A3
and [λIn − A,−B] are the same. So, the eigenvalues of A3 and (A,B), jointly with their partial
multiplicities, are the same.
By (A,B) we denote the spectrum of the pair (A,B). By Remark 3.3 we can suppose that:
the matrix B has full rank; 0 /∈ (A,B); and we can restrict to a pair that is feedback equivalent
to the pair (A,B), but with a “more simple form”.
Let (A,B) ∈ Cn×n × Cn×m be a pair of matrices such that rank B = m and 0 /∈ (A,B).
LetM be an (A,B)-invariant subspace such thatM ∩ C(A,B) =M ∩ Im B. We are going to
consider the next basis matrices
X3 ∈ Cn×n2 , basis matrix ofM ∩ C(A,B) =M ∩ Im B,
X1 ∈ Cn×m1 , such that Im B = 〈X1, X3〉,
X2 ∈ Cn×p1 , such that C(A,B) = 〈X1, X2, X3〉,
X4 ∈ Cn×p2 , such thatM = 〈X3, X4〉,
X5 ∈ Cn×p3 in such a way that P−1 = [X1, X2, X3, X4, X5] ∈ GLn(C).
Then, the pair (A¯, B¯) = (PAP−1, PB), the transformed subspace M¯ = PM, and the con-
trollability subspace C(A¯, B¯), have the shape
(A¯, B¯) =




A11 A12 A13 A14 A15
A21 A22 0 0 A25
A31 A32 A33 A34 A35
0 0 0 A44 A45
0 0 0 0 A55

 ,


Im1 0
0 0
0 In2
0 0
0 0




M¯ =
〈


0 0
0 0
In2 0
0 Ip2
0 0


〉
, C(A¯, B¯) =
〈


Im1 0 0
0 Ip1 0
0 0 In2
0 0 0
0 0 0


〉
.
By means of feedback transformations, we may assume that the blocks A1i , A3i , i = 1, . . . , 5
are zero. Given that the pair((
0 0
A21 A22
)
,
(
Im1
0
))
is controllable, we can choose matrices T1 and T2 of adequate dimensions such that

(
T1 T2
A21 A22
)
∩ ({0} ∪ (A44) ∪ (A55)) = ∅.
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It is well known that there exist matrices P1, P2, which are unique, such that(
T1 T2
A21 A22
)(
P1
P2
)
−
(
P1
P2
)
A55 =
(
0
−A25
)
.
Therefore, using the matrix
P¯−1 =


Im1 0 0 0 P1
0 Ip1 0 0 P2
0 0 In2 0 0
0 0 0 Ip2 0
0 0 0 0 Ip3

 ,
by grouping the blocks, we have that the pair (P¯ A¯P¯−1, P¯ B¯) and the corresponding transformed
subspace P¯M¯ have the form



T1 T2 0 0
A21 A22 0 0
0 0 0 0
0 0 0 A1

 ,


Im1 0
0 0
0 In2
0 0



 , P¯M¯ =
〈
0 0
0 0
In2 0
0 X¯


〉
, (4.1)
where A1 ∈ C(p2+p3)×(p2+p3) is a matrix representation of the linear map A1 defined in (2.1).
The matrix X¯ ∈ C(p2+p3)×p2 has full column rank, and the subspace 〈X¯〉 is A1-invariant. We
are going to reduce the matrix A1. Given that the subspace M1 = 〈X¯〉 is A1-invariant, we can
decompose it as the direct sum of two invariant subspaces,M1 = M˜1 ⊕ M˜2, with
M˜1 =
⊕
λ∈
Rλ(A1) ∩M1 and M˜2 =
⊕
λ∈1
Rλ(A1) ∩M1,
where
 = {λ ∈ (A1) | gm(λ,A1) > 1, {0} /= Rλ(A1) ∩M1 /= Rλ(A1)} and
1 = (A1) \ .
Note that M˜1 is not A1-stable, but M˜2 is. In other words: M˜1 is the “unstable part” and M˜2
is the “stable part” of the subspace M1 with respect to A1. Let us call s = dim M˜1; thus, the
meaning of s is the dimension of the “unstable part” ofM1. From here, if dim M˜2 = n4, we can
immediately check that there exists an invertible matrix P¯2, such that
P¯2A1P¯
−1
2 =

E 0 00 F G
0 0 H

 , P¯2M˜1 =
〈X0
0

〉 , P¯2M˜2 =
〈 0In4
0

〉 ,
with a full column rank matrixX∈ Cn3×s , n3 := dimH, see (2.3), and where(E) ∩ 
(
F G
0 H
)
=
∅. Observe that the subspace 〈X〉 is not E-stable, but the subspace〈(
In4
0
)〉
is
(
F G
0 H
)
-stable.
Let us consider
C =
(
T1 T2
A21 A22
)
and D =
(
Im1
0
)
.
Defining n1 :=m1 + p1, it results that C ∈ Cn1×n1 and D ∈ Cn1×m1 .
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Starting from (4.1) and applying Proposition 3.2, it turns out that, without loss of generality,
we can suppose that the pair (A,B) and the subspaceM have the shape
(A,B) =




C 0 0 0 0
0 0 0 0 0
0 0 E 0 0
0 0 0 F G
0 0 0 0 H


,


D 0
0 In2
0 0
0 0
0 0




and M =
〈


0 0 0
In2 0 0
0 X 0
0 0 In4
0 0 0


〉
(4.2)
where
• C ∈ Cn1×n1 ,D ∈ Cn1×m1 ,E ∈ Cn3×n3 , F ∈ Cn4×n4 ,G ∈ Cn4×n5 ,H ∈ Cn5×n5 ,X ∈ Cn3×s ,
D and X have full column rank,
• (C,D) ∈ Cn1×n1 × Cn1×m1 is a controllable pair,
• (C) ∩ ({0} ∪ (E) ∪ (F ) ∪ (H)) = ∅,
• ((E) ∪ {0}) ∩ ((F ) ∪ (H)) = ∅,
• the subspace
〈(
In4
0
)〉
is
(
F G
0 H
)
-stable,
• the subspace 〈X〉 is E-invariant,
• every λ ∈ (E) satisfies
gm(λ,E) > 1, {0} /= Rλ(E) ∩ 〈X〉 /= Rλ(E).
With the preceding notation we can formulate Theorem 2.1 in the following way.
Theorem 4.1 (Reorganization of Theorem 2.1). Suppose that the pair (A,B) and the (A,B)-
invariant subspace M have the form in (4.2). Suppose that the subspace 〈X〉 has a complete
Jordan chain of E for each λ ∈ (E). Then the following statements are equivalent:
(i) The subspaceM is (A,B)-stable.
(ii) n2  n3 − s.
Remark 4.1. Observe that n2 = dim[M ∩ Im B], n3 = dimH, and s = dim M˜1.
5. Proof of Theorem 4.1
To prove this theorem we need some preliminary results. First, we are going to consider (4.2)
when n1 = m1 = n4 = n5 = 0. Let us denote by
(A˜, B˜) =
((
0 0
0 E
)
,
(
In2
0
))
, (5.1)
X˜ =
(
In2 0
0 X
)
, N˜ = 〈X˜〉, (5.2)
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where
• E ∈ Cn3×n3 , X ∈ Cn3×s , X has full column rank,
• the subspace 〈X〉 is E-invariant,
• every λ ∈ (E) satisfies
gm(λ,E) > 1, {0} /= Rλ(E) ∩ 〈X〉 /= Rλ(E).
Also, by the hypotheses of Theorem 4.1 we suppose that for each λ ∈ (E) the subspace 〈X〉
contains a complete Jordan chain of E.
We are going to transform the matrix E and the subspace 〈X〉. Let us suppose that
(E) = {λ1, λ2, . . . , λu};
then we can choose a basis matrix Z of Cn3 , with the next shape
Z = [Z1, Z2, . . . , Zu]
where Zi is a matrix whose columns form a Jordan basis of the subspace Rλi (E) that has the
form
Zi = [Z1i , Z2i , . . . , Zsii ],
Z
j
i being a matrix of C
n3×tij whose columns form a Jordan chain of E for λi, and moreover, the
matrix Zsii is formed by the vectors of a complete Jordan chain of E contained in 〈X〉. It follows
that the matrix Z−1EZ has the shape

E1 0 0 0 . . . 0 0
0 F1 0 0 . . . 0 0
0 0 E2 0 . . . 0 0
0 0 0 F2 . . . 0 0
...
...
...
...
.
.
.
...
...
0 0 0 0 . . . Eu 0
0 0 0 0 . . . 0 Fu


, (5.3)
where Ei ∈ Cvi×vi is a matrix formed by Jordan blocks of the form

λi 1 0 . . . 0
0 λi 1 . . . 0
...
...
...
.
.
.
...
0 0 0 . . . 1
0 0 0 . . . λi

 ,
and Fi ∈ Cpi×pi being a matrix with an only Jordan block with the preceding form. Besides, the
transformed subspace Z−1〈X〉 has a basis matrix with the shape

X1 0 0 0 . . . 0 0
0 Ip1 0 0 . . . 0 0
0 0 X2 0 . . . 0 0
0 0 0 Ip2 . . . 0 0
...
...
...
...
.
.
.
...
...
0 0 0 0 . . . Xu 0
0 0 0 0 . . . 0 Ipu


, (5.4)
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where Xi ∈ Cvi×li has full column rank. Observe that
rank X = s =
u∑
i=1
(li + pi). 
With these assumptions we have the next result.
Theorem 5.1. Suppose that the pair (A˜, B˜) and the (A˜, B˜)-invariant subspace N˜ have the shape
(5.1)–(5.3). Then the statements below are equivalent:
(i) The subspace N˜ is (A˜, B˜)-stable.
(ii) n2  n3 − s.
Moreover, for every sequence {(A˜q, B˜q)}∞q=1 that converges to (A˜, B˜), there exist sequences
of matrices of adequate sizes
{X˜q}∞q=1, {q}∞q=1, {q}∞q=1,
that converge to X˜,, 0, respectively, such that for every q
A˜qX˜q = X˜qq + B˜qq .
Furthermore
() ⊂ {0} ∪ (E).
Remark 5.1. Remember for each λ ∈ (E) the subspace 〈X〉 has a complete Jordan chain of E.
Proof. (i) ⇒ (ii) We carry out the proof by reductio ad absurdum supposing that
n2 < n3 − s.
Consider now the sequence of matrices
{Eq}∞q=1 = {E +q}∞q=1,
q being a matrix constructed in the following way
• if the (j, j + 1)-entry of the matrix(
Ei 0
0 Fi
)
is 0, then we choose the number 1/q as the (j, j + 1)-entry of the matrix q,
• for the rest of entries, we choose 0.
Observe that for every q, the matrix Eq has an only Jordan block associated with each eigen-
value λi . Then, given that the sequence of pairs of matrices
{(A˜q, B˜q)}∞q=1 =
{((
0 0
0 Eq
)
,
(
In2
0
))}∞
q=1
converges to (A˜, B˜), if the subspace N˜ were (A˜, B˜)-stable, by Proposition 3.1, sequences of
matrices should exist {Vq}∞q=1, {Xq}∞q=1 converging to 0 ∈ Cn3×n2 and X respectively, {qij }∞q=1
and {qi }∞q=1, i, j = 1, 2, such that, for every q, the following equality would be fulfilled
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(
0 0
0 Eq
)(
In2 0
Vq Xq
)
=
(
In2 0
Vq Xq
)(
q11 
q
12
q21 
q
22
)
+
(
In2
0
) (
q1 
q
2
)
.
Operating in the last row of blocks, for every q, it results that the subspace
〈[Vq,Xq ]〉 is Eq -invariant.
But by the shape that the matrix Eq has, the subspace 〈[Vq,Xq ]〉 can only have the shape
〈


Ihq1
0 . . . 0
0 0 . . . 0
0 Ihq2 . . . 0
0 0 . . . 0
...
...
.
.
.
...
0 0 . . . Ihqu
0 0 . . . 0


〉
where(
Ihqi
0
)
∈ C(vi+pi)×hqi , 1  i  u.
On the other hand, according to expression (5.3), by the form that X has it is deduced that the
subspace 〈[Vq,Xq ]〉 only can be Cn3 , which is absurd, since the matrix [Vq,Xq ] ∈ Cn3×(n2+s)
and we have supposed that n2 < n3 − s. The implication (ii) ⇒ (i), as well as the rest of the
theorem, are an immediate consequence of Theorem 7.1 in [6]. 
Lemma 5.1. Let
(M,N) :=
((
M1 0
0 M2
)
,
(
N1 0
0 N2
))
and N :=
〈(
0
Y
)〉
,
with Y a full column rank matrix. Denote by N˜ :=〈Y 〉. If N is (M,N)-stable, then N˜ is
(M2, N2)-stable.
Proof. Let {Mq2 }∞q=1 be a sequence of matrices that converges to M2. Since N is (M,N)-sta-
ble, then by Proposition 3.1 there exist sequences of matrices of adequate sizes, {Uq}∞q=1 → 0,
{Yq}∞q=1 → Y, {q}∞q=1, {q1}∞q=1 and {q2}∞q=1, such that(
M1 0
0 Mq2
)(
Uq
Yq
)
=
(
Uq
Yq
)
q +
(
N1 0
0 N2
)(
q1
q2
)
,
for all q. Whence
M
q
2 Yq = Yqq + N2q2 ,
for all q. Since {Yq}∞q=1 → Y, by Proposition 3.1, the subspace N˜ is (M2, N2)-stable. 
Lemma 5.2. Let
(M,N) :=



M1 0 00 F G
0 0 H

 ,

N10
0



 and N :=
〈Y 00 I
0 0

〉 ,
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where (M1) ∩ (H) = ∅ and the matrices Y and N1 have full column rank. Let us denote by
N˜ :=〈Y 〉. IfN is (M,N)-stable, then N˜ is (M1, N1)-stable.
Proof. Taking into account Proposition 3.1 and that N is (M,N)-stable, for all sequence of
matrices {Mq1 }∞q=1 → M1, there exist sequences of matrices of adequate sizes {Yq}∞q=1 → Y,
{Uq}∞q=1 → 0, {Vq}∞q=1 → 0, {Wq}∞q=1 → 0, and {qij }∞q=1, {qi }∞q=1, i, j = 1, 2, such that for
all q, 
M
q
1 0 0
0 F G
0 0 H



Yq Uq0 I
Vq Wq

 =

Yq Uq0 I
Vq Wq

(q11 q12
q21 
q
22
)
+

N10
0

(q1 q2) .
We are going to transform into zero the blocks corresponding to Uq and Wq . For that, we premul-
tiply the preceding equality by the invertible matrix
I −Uq 00 I 0
0 0 I



I 0 00 I 0
0 −Wq I


obtaining
M
q
1 M
q
1 Uq − Uq(F + GWq) −UqG
0 F + GWq G
0 HWq − Wq(F + GWq) H − WqG



Yq 00 I
Vq 0


=

Yq 00 I
Vq 0

(q11 q12
q21 
q
22
)
+

N10
0

(q1 q2) . (5.5)
Since (M1) ∩ (H) = ∅ and by Lemma 3.2, there exists a sequence of matrices {Tq}∞q=1 → 0
such that for all q,
Tq(H − WqG) − Mq1 Tq = UqG.
We premultiply equality (5.5) by the matrix
I 0 Tq0 I 0
0 0 I


and we have that

M
q
1 ∗ 0
0 ∗ ∗
0 ∗ ∗



Yq + TqVq 00 I
Vq 0

=

Yq + TqVq 00 I
Vq 0

(q11 ∗∗ ∗
)
+

N10
0

(q1 ∗) .
From the first row of blocks, we obtain for all q,
M
q
1 (Yq + TqVq) = (Yq + TqVq)q11 + N1q1
with (Yq + TqVq) → Y . Hence by Proposition 3.1 the subspace N˜ is (M1, N1)-stable. 
The implication (i) ⇒ (ii) of Theorem 4.1. Let us suppose that the subspaceM is (A,B)-stable;
then by Lemma 5.1 the subspace
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〈
In2 0 0
0 X 0
0 0 In4
0 0 0


〉
is




0 0 0 0
0 E 0 0
0 0 F G
0 0 0 H

 ,


In2
0
0
0



 -stable,
and thus, by Lemma 5.2, the subspace〈(
In2 0
0 X
)〉
is
((
0 0
0 E
)
,
(
In2
0
))
-stable.
Hence, by Theorem 5.1, we have that n2  n3 − s.
The implication (ii) ⇒ (i) of Theorem 4.1. From (4.2) since the subspace
〈(
In4
0
)〉
is
(
F G
0 H
)
-
stable and ((F ) ∪ (H)) ∩ ((C) ∪ {0} ∪ (E)) = ∅, then (see [2, Theorem 15.2.1, p. 448])
the subspace
〈
0
0
0
In4
0


〉
is


C 0 0 0 0
0 0 0 0 0
0 0 E 0 0
0 0 0 F G
0 0 0 0 H

 -stable;
therefore, it is also (A,B)-stable. So, it is sufficient to prove that the subspace
L =
〈
0 0
In2 0
0 X
0 0
0 0


〉
(5.6)
is (A,B)-stable.
To simplify, we denote by L˜ the matrix
(
F G
0 H
)
. From (4.2) the pair (A,B) and the subspace
L, defined in (5.6), have the shape
(A,B) =



C 0 00 A˜ 0
0 0 L˜

 ,

D 00 B˜
0 0



 and L =
〈0X˜
0

〉 , respectively. (5.7)
Let {(A¯q, B¯q)}∞q=1 be a sequence that converges to (A,B). Due to Remark 3.3, we can suppose
without loss of generality that Bq = B, for all q. Hence, from (5.7), we can assume
(A¯q, B¯q) =




C¯q A¯
q
12 A¯
q
13
A¯
q
21
¯˜
Aq A¯
q
23
A¯
q
31 A¯
q
32
¯˜
Lq

 ,

D 00 B˜
0 0



 .
By Lemma 3.1, there exists a sequence of matrices
{Pq}∞q=1 =




I 0 T q13
T
q
21 I T
q
23
0 0 I




∞
q=1
that converges to I
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such that for every q, (Aq, Bq) := (PqA¯qP−1q , PqB¯q) has the form


Cq A
q
12 0
0 A˜q 0
A
q
31 A
q
32 L˜q

 ,

 D 0Bq21 B˜
0 0



 . (5.8)
As a consequence, the set of sequences of pairs of matrices {(Aq, Bq)}∞q=1,where (Aq, Bq) has the
form in (5.8) is a generator subset ofSC(A,B). Whence, (Proposition 3.4, Remark 3.3), to prove
thatL is (A,B)-stable, it is sufficient to find sequences of matrices of adequate sizes {Uq}∞q=1,
{X˜q}∞q=1 and {Vq}∞q=1 that converge to 0, X˜ and 0, respectively, and {q}∞q=1 and {q}∞q=1, such
that for every q, the equality

Cq A
q
12 0
0 A˜q 0
A
q
31 A
q
32 L˜q



UqX˜q
Vq

 =

UqX˜q
Vq

q +

 D 0Bq21 B˜
0 0

( 0
q
)
holds.
From the second row of blocks, we obtain the equalities
A˜qX˜q = X˜qq + B˜qq, (5.9)
and we can group the other rows of blocks in the form(
Cq 0
A
q
31 L˜q
)(
Uq
Vq
)
=
(
Uq
Vq
)
q +
(
−Aq12X˜q
−Aq32X˜q
)
. (5.10)
Theorem 5.1 guarantees the existence of the sequences {X˜q}∞q=1, {q}∞q=1 and {q}∞q=1, so that
(5.9) is fulfilled. Moreover, by the same theorem we can choose the sequence {q}∞q=1 such that it
converges to , with () ⊂ {0} ∪ (E). Finally, as ((C) ∪ (L˜)) ∩ () = ∅, Lemma 3.2
warrants the existence of some sequences satisfying (5.10). 
Reading the statement of Theorem 2.1 (or Theorem 4.1), we can wonder what happens when
there is an eigenvalue λ of A1|H such that the subspace M˜1 does not contain a complete Jordan
chain of A1|H for λ. By means of Theorem 4.3 in [6] and reasoning as in the demonstration of
the implication (ii) ⇒ (i) of Theorem 4.1, the following result is proved.
Theorem 5.2. With the notation preceding Theorem 2.1, letM be an (A,B)-invariant subspace
such thatM ∩ C(A,B) =M ∩ Im B. If
dimH− dimM˜1  dim[M ∩ Im B],
thenM is (A,B)-stable.
We are going to present a conjecture that gives a statement of necessary and sufficient con-
ditions for the stability ofM under the conditionM ∩ C(A,B) =M ∩ Im B, and an additional
supposition about M˜1. Previously we must recall a definition. Let F : Cn → Cn be a linear map
and letN be a subspace of Cn that is F-invariant. It is known thatN has a basis formed by a
union of Jordan chains for F; see Exercise 3, p. 238 of [3]. It is not always possible to extend
these chains to form Jordan chains, that joined with other ones, eventually, permit us to obtain a
Jordan basis of Cn, [2, pp. 83–84].
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Definition 5.1. The F-invariant subspaceN is said marked if it has a basis made up of a union
of Jordan chains
vi1, vi2, . . . , vi,ki (i = 1, . . . , 2r)
that can be enlarged to Jordan chains
vi1, vi2, . . . , vi,ki , vi,ki+1, . . . , vi,mi (i = 1, . . . , 2r),
whose union with eventually other Jordan chains forms a Jordan basis of Cn. See [2, pp. 83–85]
and [1].
Let us suppose that , defined in (2.2), is the set  = {λ1, λ2, . . . , λu}. Let us remind that
A1|H is the linear map from H to itself given in (2.5). The announced additional supposition
is that the subspace M˜1 ofH is invariant and marked for A1|H. Using the notation preceding
Theorem 5.1, for each i = 1, 2 . . . , u, we can construct a basis of the subspace M˜1 ∩Rλi (A1|H)
formed by Jordan chains of A1|H for λi, and these chains can be completed to get a basis of
Rλi (A1|H).
That is, we have a basis of Rλi (A1|H.), formed by the next complete Jordan chains

x1i,1, x
2
i,1, . . . , x
ti,1
i,1 , y
ti,1+1
i,1 , . . . , y
si,1
i,1 ,
x1i,2, x
2
i,2, . . . , x
ti,2
i,2 , y
ti,2+1
i,2 , . . . , y
si,2
i,2 ,
...
x1i,pi , x
2
i,pi
, . . . , x
ti,pi
i,pi
, y
ti,pi +1
i,pi
, . . . , y
si,pi
i,pi
,
where x1i,, x
2
i,, . . . , x
ti,
i, is a Jordan chain contained in M˜1, and the vectors y
ti,+1
i, , . . . , y
si,
i,
extend it to a complete Jordan chain of A1|H, for  = 1, . . . pi . Now, we can state our conjecture.
Conjecture. Let us suppose that the A1|H-invariant subspace M˜1, given in (2.4), is marked.
Then the subspaceM is (A,B)-stable if and only if
dim[M ∩ Im B]  dimH− dim M˜1 −
u∑
i=1
min
j=1,...,pi
(si,j − ti,j ).
Remark 5.2. Observe that the equality minj=1,...,pi (si,j − ti,j ) = 0 means that the subspace M˜1
contains a complete Jordan chain of A1|H for the eigenvalue λi .
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