Artificial Neural Network Parameter Tuning Framework For Heart Disease Classification by Abu Yazid, Mohamad Haider et al.
Artificial Neural Network Parameter Tuning 
Framework For Heart Disease Classification 
M. Haider Abu Yazid 
Faculty of Computing 
Universiti Teknologi Malaysia 
(UTM) 
Johor Bahru, Malaysia 
mhaider04@gmail.com 
Muhammad Haikal Satria 
Faculty of Bioscience and 
Medical Engineering 
Universiti Teknologi Malaysia 
(UTM) 
Johor Bahru, Malaysia 
mhaikal@utm.my 
Shukor Talib 
Faculty of Computing 
Universiti Teknologi Malaysia 
(UTM) 
Johor Bahru, Malaysia 
shukor@utm.my 
Novi Azman 
Faculty of Engineering and 
Science 
Universitas Nasional 
Jakarta, Indonesia 
novi.azman@civitas.unas.ac.id
Abstract— Heart Disease are among the leading cause 
of death worldwide. The application of artificial neural 
network as decision support tool for heart disease 
detection. However, artificial neural network required 
multitude of parameter setting in order to find the 
optimum parameter setting that produce the best 
performance. This paper proposed the parameter tuning 
framework for artificial neural network. Statlog heart 
disease dataset and Cleveland heart disease dataset is 
used to evaluate the performance of the proposed 
framework. The results show that the proposed 
framework able to produce high classification accuracy 
where the overall classification accuracy for Cleveland 
dataset is 90.9% and 90% for Statlog dataset. 
Keywords—artificial neural network, heart disease 
classification, artificial neural network parameter tuning, 
statlog heart dataset, cleveland heart dataset. 
I.  INTRODUCTION 
Heart disease describes a range of conditions that affect 
your heart. Heart disease is under umbrella of cardiovascular 
disease in which are the leading cause of death worldwide 
where more people die from cardiovascular diseases 
compared to any other causes annually. Mortality for heart 
disease is projected to be increase to reach 23.3 million by the 
year of 2030 where heart disease will remain to be the leading 
cause of death for human. It became imperative to diagnose 
the presence of heart disease in the early stages in order to 
contain the disease from worsening. The early detection of 
heart disease can help the patient to adjust lifestyle and also 
help the medical professionals to prescribe appropriate 
medicine. However, the diagnosing patient with the presence 
of heart disease can be challenging where it depends on 
medical professional’s experience and intuition [12,13]. It is 
imperative for medical professionals to have a system that can 
help them predict and classify the patient who have high risk 
of getting heart disease. 
The implementation of machine learning algorithm can 
help medical professionals in diagnosing the presence of heart 
disease in the patient. Machine learning algorithm have 
become very popular for solving classification problems 
where it is capable of mapping the relationship between 
variables or attributes with minimal human effort 
 Artificial Neural Network (ANN) are among the most 
popular machine learning algorithm where it proves to be 
powerful tools for mapping nonlinear data and are known to 
be useful in solving nonlinear problems where the rules to 
solve the problem is difficult to obtain or unknown. However, 
Artificial Neural Network required a lot of parameter setting 
where parameter tuning often been done by trial and error. 
Feed forward back propagation neural network are the most 
commonly used type of artificial neural network and it 
requires the users to specify several parameters including the 
numbers of hidden layer, the numbers of hidden nodes, 
training algorithm and type of transfer function.  
 Presently, there are 13 types of training algorithm and 10 
types of transfer function. The numbers of possible 
combination parameters that can be used can range from 1300 
up until 130000 depending on the numbers of hidden layers 
specified by the users. The trial and error approach consuming 
enormous amount of time and does not guarantee the model 
to obtain the best possible classification accuracy. 
 This paper presents the parameter tuning framework for 
artificial neural network in order to find the optimal artificial 
neural network parameters for heart disease classification. 
Statlog heart disease dataset and Cleveland heart disease 
dataset obtain from UCI machine learning data repository are 
used to measure the performance of proposed parameter 
tuning framework. 
II. ARTIFICIAL NEURAL NETWORK MODEL
 A neural network consists of an interconnected group of 
artificial neurons, and it processes information using a 
connectionist approach to computation. ANN has been 
implemented in various fields. In healthcare, ANN is 
implemented for clinical diagnosis, drug development, image 
analysis and signal analysis [1]. ANN had proven to be useful 
for modeling complex relationships between inputs and 
outputs or to find patterns in data. Basically, feed forward 
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neural network consists three main layers which are input 
layer, hidden layer and output layer. Input and output are 
usually consisting 1 layer and hidden layer could consist 
minimum 1 layer. Figure 1 shows the examples of feed 
forward neural network architecture. The numbers of input 
nodes and output nodes depends on the collected data while 
the numbers of hidden nodes for ANN are based on trial and 
error.  
 
 
Figure 1 Basic Neural Network Architecture 
 
III. PARAMETER TUNING FRAMEWORK 
 Main parameters setting for Feed Forward 
Backpropagation consist of network structures (number of 
hidden layer and hidden nodes), training algorithm and types 
of transfer function. Additional parameter setting will be 
required depending on types of training algorithm used. Table 
1 show the list of main parameters setting for Feed Forward 
Backpropagation Neural Network. 
 The numbers of hidden layer usually depending on the 
user definition. However, most of the previous research only 
use 1 or 2 hidden layers which enough to obtain the optimum 
performance. The increase number of hidden layers will 
increase the run time taken for neural network classification. 
Low numbers of hidden nodes may result in decreases of 
neural network classification accuracy. However, the high 
numbers of hidden nodes may increase neural network 
accuracy but will increase neural network run time. Previous 
research has proposed the number of hidden nodes to be at 
certain numbers depending on the number of input nodes.  
The number of hidden nodes recommended by previous 
research is according to “n/2”,”1n”,”2n” and “2n+1” where n 
is the number of input nodes [33]. However, this guideline 
does not guarantee the optimum number of hidden nodes 
required by the neural network to achieve optimum 
classification accuracy. 
 The proposed parameter tuning framework consist of 
several phase. The first phase selects the training algorithm 
while the second phase select transfer function. The third 
phase will select the hidden nodes number and the last phase 
will simulate the neural network using the parameters obtain 
in phase 1,2 and 3. In the last phase, the neural network will 
be simulated numerous time in order to find the best weight 
and bias that produce the highest classification accuracy. 
Figure 2 shows the proposed artificial neural network 
parameter tuning framework. 
 
Table 1: Feed Forward Backpropagation Parameter Setting 
Hidden 
Layer 
Hidden 
Nodes 
Training Algorithm and Additional 
Parameters 
Transfer Function 
1-3 10-∞ a. BFGS quasi-Newton 
backpropagation 
b. Bayesian Regulation back 
propagation 
c. Conjugate gradient 
backpropagation with Powell-Beale 
restarts 
d. Fletcher-Reeves Conjugate 
Gradient 
e. Polak-Ribiére Conjugate Gradient 
f. Gradient descent back propagation 
• Learning Rate Parameter 
g. Gradient descent with adaptive 
learning rate back propagation 
h. Gradient descent with momentum 
• Learning Rate Parameter 
• Momentum Parameter 
i. Gradient descent with momentum 
and adaptive learning rate back 
propagation 
• Momentum Parameter 
j. Lavenberg - Marquadt 
k. One Step Secant 
l. Resilient Back propagation 
m. Resilient Back propagation 
a. Hard Limit 
b. Symmetrical 
Hard Limit 
c. Linear 
d. Saturating 
Linear 
e. Symmetric 
Saturating Linear 
f. Log-Sigmoid 
g. Hyperbolic 
Tangent Sigmoid 
h. Positive Linear 
i. Softmax 
j. Competitive 
 
 The first phase of the framework selects the suitable 
training algorithm for the each of the dataset. The most 
commonly used transfer function is used in the first phase. 
Table 2 shows the setup for first phase of proposed parameter 
tuning algorithm. In the first phase, all the training algorithm 
are simulated for five times of iteration to find the best 
performance from the different training algorithm. Each of 
the training algorithm will produce five different result for 
every iteration and the algorithm with the highest average 
overall accuracy will be chosen as a training algorithm. After 
the training algorithm is selected, phase 2 simulation is 
conducted. 
 For the phase 2, the transfer function combination has to 
be generated first. The transfer function combination is the 
possible combination of transfer function that can be use in 
hidden layer and output layer. This combination depending 
on the number of hidden layer and the number of transfer 
function that the users planned to use. This research uses 1 
hidden layer with 10 types of transfer function. Table 3 shows 
the examples of transfer function combination. The initial 
neural network parameter and simulation parameter is 
defined after the transfer function combination is generated. 
Table 4 shows the neural network initial parameters and table 
5 shows the simulation parameter. Neural network initial 
parameters specify the number of initial hidden nodes, 
training algorithm (selected from phase 1 of the framework), 
performance function and data partition setup. There 3 types 
of data used for simulation. Training dataset is used to train 
the network where the weight and bias is adjusted during 
training process. The validation dataset is used to validate the 
performance of the neural network. If the accuracy of 
validation dataset does not achieve the minimum accuracy 
desired by the user, the training process will be done again. 
The test dataset then will be used to evaluate the neural 
network model 
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Figure 2. Artificial Neural Network Parameter Tuning Framework 
  
 The simulation parameter will be set once the neural 
network parameter is defined. The simulation parameter 
includes initial optimum accuracy, accuracy decrement, 
hidden nodes increment, and iteration for phase 2,3 and 4. 
Initial optimum accuracy is the user’s desired validation 
dataset accuracy. Accuracy decrement is the decrement of 
optimum accuracy and iteration is the number of iterations 
per phase. Hidden nodes increment is the parameter used to 
increase the hidden nodes value and the maximum hidden 
nodes is the maximum value of increased hidden nodes. 
 In phase 2, every combination of transfer function is 
simulated based on the number of iterations specifies by the 
users. Any combination of transfer function that achieved the 
“optimum accuracy” will be stored in the array. Optimum 
accuracy however will be changed according to “accuracy 
decrement” if there are no combination of transfer function 
achieved optimum accuracy during the specified iteration. 
The new “optimum accuracy” is calculated using equation 
(1). 
ܱ݌ݐ݅݉ݑ݉	ܣܿܿݑݎܽܿݕ௜ 	
= ܱ݌ݐ݅݉ݑ݉	ܣܿܿݑݎܽܿݕ௜ିଵ
− ܽܿܿݑݎܽܿݕ	݀݁ܿݎ݁݉݁݊ݐ 
(1) 
 
 
 
 
Table 2: Initial Training Algorithm Parameter 
Hidden 
Layer 
Hidden 
Nodes 
Training Algorithm Transfer Function Iterati
on 1st Layer Output 
1 13 n. BFGS quasi-
Newton 
backpropagation 
o. Bayesian 
Regulation back 
propagation 
p. Conjugate 
gradient 
backpropagation 
with Powell-
Beale restarts 
q. Fletcher-Reeves 
Conjugate 
Gradient 
r. Polak-Ribiére 
Conjugate 
Gradient 
s. Gradient descent 
back propagation 
t. Gradient descent 
with adaptive 
learning rate 
back propagation 
u. Gradient descent 
with momentum 
v. Gradient descent 
with momentum 
and adaptive 
learning rate 
back propagation 
w. Lavenberg - 
Marquadt 
x. One Step Secant 
y. Resilient Back 
propagation 
z. Resilient Back 
propagation 
Log - 
Sigmoid 
Log - 
Sigmoid 
5 
    
 Where i is the current cycle of phase 2. The cycle will be 
repeated until the combination of transfer function that 
achieved “optimum accuracy” is found. After the phase 2 
completed, the simulation parameter will be reset to the initial 
value specify by the users. The phase 3 will be execute after 
the simulation parameter is reset and neural network 
parameter is updated. The updated neural network parameter 
consists of the combination of transfer function that achieved 
the optimum accuracy in phase 2 and the training algorithm 
obtained from phase 1. For the phase 3, the initial hidden 
nodes values are set according to the number of dataset input. 
If the optimum accuracy is not achieved during the specifies 
iteration, the number of hidden nodes will be updated using 
equation (2). 
 
ℎ݅݀݀݁݊	݊݋݀݁ݏ௝ 	= ℎ݅݀݀݁݊	݊݋݀݁ݏ௝ିଵ
+ ℎ݅݀݀݁݊	݊݋݀݁ݏ	݅݊ܿݎ݁݉݁݊ݐ 
(2) 
Table 3: Examples of transfer function combination 
1st Hidden Layer Transfer Function Output Layer Transfer Function 
Hard Limit Hard Limit 
Symmetrical Hard Limit Hard Limit 
Linear Hard Limit 
Saturating Linear Hard Limit 
Symmetric Saturating Linear Hard Limit 
Log-Sigmoid Hard Limit 
Hyperbolic Tangent Sigmoid Hard Limit 
Positive Linear Hard Limit 
Softmax Hard Limit 
Competitive Hard Limit 
Hard Limit Symmetrical Hard Limit 
Symmetrical Hard Limit Symmetrical Hard Limit 
. 
. 
. 
. 
. 
. 
Competitive Symmetrical Hard Limit 
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. 
. 
. 
. 
. 
. 
Hard Limit Competitive 
. 
. 
. 
. 
. 
. 
Softmax Competitive 
Competitive Competitive 
 
Table 4: Neural Network Initial Parameter 
Initial 
Hidden 
Layer 
Initial 
Hidden 
Nodes 
Training 
Algorithm 
Performance 
Function 
Data Setup 
1 13 Selected 
After Phase 
1 
Mean Squared 
Error 
1. Training Dataset 
2. Validation Dataset 
3. Test Dataset 
 
Table 5: Simulation Parameter 
Initial 
Optimum 
Accuracy 
Accuracy 
Decrement 
Hidden 
Nodes 
Incremen
t 
Maximum 
Hidden 
Nodes 
Iteration 
Phase 
2&3 
Iteration 
Phase 4 
90 5 10 100 50 1000 
 
 Where j is the current cycle of phase 3. However, the 
optimum accuracy is not achieved even though the number of 
hidden nodes has increased equal to the number of 
“maximum hidden nodes”, the optimum accuracy will be 
updated using equation (1) and the new cycle of phase 3 will 
be restarted until the optimum accuracy is achieved. Phase 4 
will be initiated once the optimum accuracy is achieved and 
the neural network parameters is updated with the optimum 
value of hidden nodes.  
 In phase 4, the neural network model using the 
parameters obtain in phase 1,2 and 3 will be simulated 
numerous times. Every iteration will be flagged with an 
“iteration identification” in order to find which iteration 
produce the best accuracy. Weight and bias for every iteration 
also is stored and flagged with “iteration identification”. 
After all iteration in phase 4 is completed, the algorithm will 
sort the results according to the validation dataset 
classification accuracy. The iteration identification will 
determine which iteration produce the highest accuracy of 
classification. The weight and bias of iteration with the 
highest classification will be extracted from the array. The 
neural network model with optimize parameters and the best 
weight and bias is simulated using test dataset for evaluation. 
The proposed framework uses two sets of heart disease 
data taken from UCI machine learning data repository. The 
Statlog dataset and Cleveland Heart dataset is used to 
evaluate the performance of proposed framework. The result 
of simulation then compared to the reported results published 
by the previous research. Dataset is partition into ratio of 80% 
for training, 10% for validation and 10% for testing.  
IV. RESULTS 
A. Parameter Tuning Result 
Table 6 shows the parameter obtain from the proposed 
framework while table 7 shows classification result of heart 
disease dataset. 
 
Table 6: Neural network parameter obtain by the proposed framework 
Dataset 
Training 
Algorithm Hidden Layer 
Hidden 
Nodes 
Transfer Function  
1st Hidden 
Layer 
Output 
Layer 
Cleveland 
Dataset 
Lavenberg 
- 
Marquadt 
1 33 Saturating 
Linear 
Linear 
Statlog 
Dataset 
Fletcher-
Reeves 
Conjugate 
Gradient 
1 23 Symmetrical Hard Limit 
Hyperbolic 
Tangent 
Sigmoid 
 
Table 7: Heart disease classification accuracy 
Dataset Training 
Dataset 
Validation 
Dataset 
Test Dataset Overall 
Accuracy 
Cleveland Dataset 91.1 80 100 90.9 
Statlog Dataset 90.7 81.5 92.6 90.0 
B. Comparison with Previous Research 
Table 8 and 9 shows the comparison of classification 
accuracy for Cleveland and Statlog dataset between 
previously proposed algorithm and the proposed framework. 
 
Table 8: Cleveland Dataset 
Algorithm Accuracy (%) 
Weighted Fuzzy [12] 57.85 
Attribute weighted artificial immune system [19] 82.59 
Artificial Immune System [19] 84.5 
Modified Artificial Immune System [20] 87.43 
IB1-4 [22] 50 
C5.0 Tree [21] 53.1 
J48 [21] 54.4 
DKP C [21] 57.6 
Random Forest [21] 58 
InductH [23] 58.5 
SVM C [21] 58.6 
RBF [22] 60 
FOIL [23] 64 
MLP [22] 65.6 
T2 [23] 68.1 
1R [23] 71.4 
IB1c [23] 74 
K* [23] 76.7 
Logistic regression [24] 77 
C4.5 [25] 81.11 
Naïve Bayes [25] 81.48 
BNND [25] 81.11 
BNNF [25] 80.96 
AIRS [23] 84.5 
AIRS [27] 84.5 
Fuzzy-AIRS-Knn based system [26] 87 
Artificial neural network (ANN) + Fuzzy neural network 
(FNN) [29] 
86.8 
Combining of linear kernel F-score feature selection and 
ANN [28] 
80.74 
Combining of RBF kernel F-score feature selection and LS-
SVM classifier [28] 
83.7 
SAS base-Neural networks ensemble [30] 89.01 
FDT [31] 77.55 
Structural least square twin support vector machine (S-
LSTSVM) [32] 
87.82 
Parameter Tuned ANN 90.9 
Table 9: Statlog Dataset 
Algorithm Accuracy (%) 
MARS-LR [14] 83.93 
Weighted Fuzzy [12] 62 
Fuzzy neurogenetic [15] 80 
ANN-FNN [16] 87 
CHAID [17] 76.6 
CRT [17] 76.6 
MLP [17] 83.3 
RBFN [17] 84.6 
ANFIS_LSLM [18] 76.7 
ANFIS_LSGD [18] 75.6 
IR [18] 71.4 
T2 [18] 68.1 
FOIL [18] 64 
RBF [18] 60 
InductH [18] 58.5 
Parameter Tuned ANN 90 
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V. DISCUSSION 
This paper proposed the artificial neural network 
parameter tuning for heart disease classification. The result 
shows that the proposed framework able to achieve high 
classification accuracy with the overall accuracy of 90.9% for 
Cleveland dataset and 90% of classification accuracy for 
Statlog dataset.  The proposed framework also outperforms 
previous proposed algorithm. The parameter obtain by the 
proposed framework is differ from each dataset. It shows that 
different dataset may have different set of optimal 
parameters. 
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