Abstract-Variable selection is a crucial part of building regression models, and is preferably done as a filtering method independently from the model training. Mutual information is a popular relevance criterion for this, but it is not trivial to estimate accurately from a limited amount of data. In this paper, a method is presented where a Gaussian mixture model is used to estimate the joint density of the input and output variables, and subsequently used to select the most relevant variables by maximising the mutual information which can be estimated using the model.
I. INTRODUCTION
In machine learning, variable selection (or feature selection) is an important phase, since discarding irrelevant variables not only results in a simpler model, but often also leads to improved generalisation accuracy [1] .
Mutual information (MI) is a measure of dependence between variables. Applied to regression problems, estimating the mutual information between inputs and outputs is an effective procedure for identifying useful variable sets [2] . In general, mutual information accounts for all forms of dependence between variables, and is as such an ideal criterion for variable selection in machine learning. Its use is only restricted by the practical difficulties in estimating it accurately from data.
A multivariate Gaussian mixture model (GMM) [3] is a parametric model of a probability density, and with a sufficient number of components can be used to approximate any arbitrary continuous distribution. The EM algorithm is an efficient and accurate method to fit the model to a given set of data.
There are several reasons which make Gaussian mixtures an appealing method for estimating mutual information for feature selection: 1) After fitting the mixture model to the full set of variables, the model can directly be used to calculate the mutual information for any subset of variables. This is useful in variable selection. 2) Estimates for different variable sets seem to behave more consistently than with using other estimators.
In particular, the estimate of the mutual information always increases when adding variables, as it should.
Emil Eirola and Juha Karhunen are with the Department of Information and Computer Science, Aalto University, Finland Amaury Lendasse is with the Department of Information and Computer Science, Aalto University, Finland, Arcada University of Applied Sciences, Helsinki, Finland, IKERBASQUE, Basque Foundation for Science, Spain, and the Department of Mechanical and Industrial Engineering, The University of Iowa, USA.
3) As the Gaussian mixture can be fit to data with missing values, the estimator works for such incomplete data sets as well. Mutual information estimators based on density estimates have generally been discouraged in the literature due to the difficulty of obtaining accurate estimates, but should not be ignored entirely. This paper shows that Gaussian mixture models can be used very effectively for this purpose.
This paper is structured as follows: after reviewing related work on the topic in Section II, the proposed approach for mutual information estimation by Gaussian mixtures is detailed in Section III. Experimental results on synthetic data with missing values and on several benchmark regression tasks are presented in Section IV with comparisons to other methods.
II. RELATED WORK A. Estimating mutual information
Early attempts to estimate mutual information from data with an unknown structure have been based on binning and histograms. That approach is not feasible for more than a couple of variables, as the amount of data required for accurate estimation grows exponentially.
More recently, Kraskov et al [4] proposed a method to estimate mutual information by considering nearest neighbours of each point in the input and output spaces separately and together. This approach has proven effective, and gained popularity.
Maximum Likelihood Mutual Information (MLMI) [5] , [6] is another recent development promising accurate estimates.
B. Variable selection by mutual information
The seminal work on feature selection with mutual information [2] formulates the problem as follows: find the subset with k features that maximises the mutual information, for some a priori fixed value k. The MI is only estimated from histograms and binning.
For classification problems, a method involving kernel density estimation for the conditional distribution of each class has been used to estimate mutual information for variable selection [7] , and later extended to dimensionality reduction [8] .
A suggestion for regression problems is to find variables which maximise Kraskov's mutual information estimator [9] . To gauge the uncertainty of Kraskov's estimator, a resampling strategy has been proposed which can also help in determining how many variables to select in a forward search [10] . Extending variable selection to datasets with missing values, the partial distance strategy (PDS) has been used to find nearest neighbours for Kraskov's estimator [11] .
While optimising mutual information generally leads to accurate models in more concrete performance measures (classification rate, mean squared error), it has been shown that pathological examples exist where this is not true [12] . The adequacy of mutual information for estimating prediction accuracy is more precisely detailed in [13] .
C. Gaussian mixture models and mutual information
Gaussian mixture models have previously been used to estimate mutual information in a speech processing application [14] . The joint density of the variables is estimated by GMM, and separate GMMs for the marginal distributions. For estimating the mutual information, the authors interpret the integral as an expectation, and estimate it as the sample mean over the available data. In another example from speech recognition [15] , a low-order Gaussian mixture model of the distribution is used to derive MI estimates by numerical integration.
A method for dimensionality reduction [16] uses a Gaussian mixture with only two components to find an expression for the mutual information which can then be used as the target function for an optimisation scheme.
For classification, the GMM-MI method [17] conducts feature selection with MI, by using GMMs to model the conditional distributions of each class. A new mixture model is estimated whenever considering new features. The same idea has also been applied to image classification in computer vision [18] .
In contrast with all previous approaches, we suggest to train only one Gaussian mixture model on the joint space of the output and all input variables, and the mutual information for any combination of variables can be extracted from that.
III. MUTUAL INFORMATION BY MIXTURE OF GAUSSIANS

A. Definition
The mutual information is a measure of dependence between two random variables. It can be defined through the Shannon entropy:
where the entropy H is the expected information content which can be written in terms of a random variable's probability density function p x (X):
For continuous random variables X, Y with a joint distribution described by the density p(x, y), the definition is equivalent to the integral below.
Here p x and p y are the marginal probability densities of the random variables.
Another interpretation of mutual information is that it is the Kullback-Leibler (KL) divergence of the product of the marginal distributions (p x (x)p y (y)) from the joint distribution p(x, y). The KL divergence is a measure of the difference between the distributions. If X and Y are independent random variables, the joint density is separable as the product p(x, y) = p x (x)p y (y), and the divergence is 0. The more dependent the variables are, the larger the divergence, and the higher the value of the mutual information is.
B. Estimating Mutual Information
The main idea is to use a Gaussian mixture model to estimate the densities of the variables. However, instead of directly calculating Eq. 3, we consider Eq. 2, and interpret the integral as an expectation.
Given a sample of data
, the expectation can be approximated by the arithmetic mean over the data:
The proposed approach is based on this expression, requiring only estimates of the density and marginal density at each point of data. By fitting a Gaussian mixture model to the joint space X × Y , the resulting model directly provides an estimate of p(x i , y i ). To calculate the marginal probability densities, the same Gaussian model is used, restricted to the appropriate variables. The marginal model is easily acquired by only including the appropriate elements from the means and covariances of each Gaussian component. As the goal is to evaluate differences between the joint density p(x, y) and the product p x (x)p y (y), the same model should be used to estimate all the quantities. It might seem reasonable to separately optimise another mixture model in the space for X to estimate p x instead, and this could result in a more accurate estimate for p x itself, but could also lead to spurious differences causing an inflated KL divergence. Having consistent estimates is particularly important for variable selection, where mutual information estimates for different variable sets are compared to each other.
C. Feature selection
In machine learning, the goal is to find a model that can predict an output variable Y from several input variables X. As X can be high-dimensional, discarding redundant and irrelevant parts both simplifies the model and increases its interpretability When selecting variables for a machine learning task, the mutual information with the output is an intuitive choice for a relevance criterion. However, the mutual information never decreases when adding irrelevant variables. Thus an exhaustive search over all feature sets is meaningless, as the criterion is maximised when all variables are included. The forward search is a more practical approach; here variables are added one by one, at each step selecting the variable which leads to the largest increase in MI when considered together with the previously selected variables. The order of successive selection then leads to a ranking of variables: the first selected variable can be seen as the most important, and so on.
In the present approach, the first step is to fit a Gaussian mixture model to the joint space X × Y . Then, for a given subset of variables of X, the marginal mixture model for those variables is easily realised. Having a GMM with K components in the X × Y space with mixing coefficients π k , means µ k , and covariances
, the parameters can be partitioned as below:
The marginal model for X is directly determined as a GMM of K components with the same mixing coefficients π k , but means µ X k and covariance matrices Σ XX k . The marginal GMM is similarly found for Y , and for any subspaces of X corresponding to different sets of selected variables.
D. Fitting the Gaussian mixture model
The EM algorithm can be used to fit a Gaussian mixture model to a given dataset. The only parameter to determine beforehand is the number of components to use. A low number of components is unable to retain all the relevant properties of the distribution, whereas using too many components often leads to exaggerating spurious features of the data.
The number of components can be selected according to the Akaike information criterion (AIC) [19] , expressed as a function of the log-likelihood L(θ) of the converged mixture model:
where P is the number of free parameters. Several alternative criteria are discussed in [20, Ch. 6 ].
E. High-dimensional data
A limitation of the conventional Gaussian mixture model is that the number of parameters grows quadratically with the number of dimensions. However, cases with highdimensional data is precisely when variable selection is most crucial.
High-dimensional data clustering (HDDC) [21] is a variant of Gaussian mixture models for high-dimensional data that works by restricting the structure of the covariance matrices. In essence, HDDC retains the shape of a cluster in directions corresponding to the largest eigenvalues of its covariance matrix, and assumes it is spherical in other directions. Thereby the number of free parameters to learn is reduced significantly.
The extension makes it possible to still use the EM algorithm to fit a mixture model on data with a large number of variables, and the model is directly usable for feature selection through MI estimation.
F. Missing values
Datasets with missing values are a common occurrence in machine learning tasks. The EM algorithm for fitting a Gaussian mixture model has been extended to handle such data in a natural way [22] , [23] , [24] .
An assumption here is that data are Missing-at-Random (MAR) [25] :
i.e., the event M of a measurement being missing is independent from the value it would take (x mis ), conditional on the observed data (x obs ). This implies that samples with partial information can still be included in the estimation, and need not be discarded. Making maximal use of all available data is important for accurately finding the most relevant set of variables.
G. MI and mean squared error
While concerns have been raised over the use of MI as representative of prediction error [12] , [13] , there is a clear connection between the two measures. In the general case, MI implies a lower bound for the mean squared error (MSE) of an arbitrary estimatorŶ (X):
[26, Thm. 8.6.6] if the entropy H is in nats (base e logarithm). Here equality is achievable only for the optimal estimatorŶ (X) = E(Y |X) and if the residual
where C = 
IV. EXPERIMENTS
A. Synthetic experiment with missing values
In this section, we study the use of the mutual information estimator as a variable selection method in the presence of missing values in the data set. In order to accurately assess the quality of the selection, a synthetic data set is generated. Following [10] , [11] , a dataset of 100 samples with 10 input variables is generated. The input variables X i for i ∈ {1, 10} are independently uniformly distributed between 0 and 1, and the output Y uses only the first five variables: where ε is Gaussian noise with zero mean and unit variance. Obviously, only the first five variables are useful for estimating the output, and variables 6-10 are irrelevant. Missing values are introduced by randomly and independently removing values from the input variables until a certain fraction of the data is missing, for values from 0% up to 90%. The quality of a ranking of variables is then determined by the fraction of cases when the "correct" variables are found. In this case, correct means that features 1-5 are ranked as the first five variables in any order.
The Gaussian mixture model for mutual information estimation is compared to three other methods for variable selection with missing data: 1) LARS: Least angle regression [27] . Missing data are imputed by the mean of each variable. 2) Kraskov1: Following [11] , the algorithm of [4] using Euclidean distance and PDS to deal with missing data. 3) Kraskov2: Following the software of [4], this is using the maximum norm to determine nearest neighbours. Missing data are imputed by the mean of each variable. For LARS, imputation by the mean is justified since values equal to the mean of a variable do not contribute to the estimation of linear correlations. In the method Kraskov2, imputation by the mean is reasonable, considering this has a conservative effect on the maximum norm.
Results with 100 samples are shown in Fig. 1 for a missing value ratio ranging from 0-90%. The lines represents the ratio of cases where all five relevant variables are correctly identified. Both variants of Kraskov's method display good accuracy with no or few missing values, but the quality quickly deteriorates when the ratio is increased. The Gaussian mixture model is more consistent, but the low number of samples is an issue as it occasionally leads to too few components being used.
As all methods display disappointing performance with such a low number of samples, the amount is increased to 500. The results are displayed in Fig. 2 , and the accuracy has improved as expected. In particular, the Gaussian mixture model can here identify all variables correctly with a high certainty even with 50-60% of missing data. The relatively low performance of LARS is explained by it being unable to identify the importance of variable X 3 , as it only considers linear dependencies. The other four variables are reliably identified.
In both experiments, the maximum norm variant of Kraskov's estimator consistently outperforms the Euclidean version. Increasing the ratio of missing values rapidly reduces the accuracy of both variants. While MI using estimators based on nearest neighbours can work well, there is a risk that they focus too strongly on local effects, ignoring strong global trends.
B. Real-world data regression problems
To assess the performance on more realistic problems as well, several benchmark regression tasks are studied. The datasets are presented in Table I , and the proposed approach is compared with four other methods for variable selection: 1) LARS: Least angle regression [27] .
2) RReliefF: a method to rank variables, based on nearest neighbours and how local differences in each variable correspond to changes in the output [28] . Information (MLMI) estimation [5] , [6] . The comparison criterion is the mean squared error of a least squares support vector machine (LS-SVM) [31] regression model, as this model is known to be sensitive to redundant variables. The model is trained using the selected variable set, and the median (over repeated runs of optimising hyperparameters) leave-one-out error is calculated. This can be considered a fair criterion for comparing the selections of variables. As a preprocessing step, all variables including the target variable are standardised to zero mean and unit variance before the variable selection process. The HDDC method [21] is used for fitting the Gaussian mixture model on data with twenty or more variables.
All the criteria are used with a forward search approach for selecting variables. This results in a ranking of variables, and the variable sets formed by successively selecting the selected variables are evaluated by the resulting LS-SVM accuracy.
Results on each data set for up to 30 selected variables are presented in Tables II-VIII , where values typeset in bold represent optimal choices in the sense of achieving the lowest error with the smallest set of variables among the presented methods.
For the Auto-price data (Table II) it is clear that only a few of the 15 variables are relevant for the prediction. The variables selected by GMM generally lead to a lower prediction error than those selected by the other methods. Table III presents results on the Stocks data, which is an example of a problem where all variables are important for predicting the target. GMM and Kraskov's method perform the best in finding smaller sets leading to reasonable prediction accuracy. For the Housing data in Table IV , performance is improved by adding new variables in nearly all cases, and including all the variables leads to an accurate model. The only exception is found by Kraskov's estimator, which manages to find a better performing set of variables by excluding 2, 4, and 11.
The results for the Breast cancer data in Table V reveal that only a few of the 32 variables are relevant, and the variables selected by GMM lead to the most accurate model.
Tecator is the most high-dimensional data set studied here, and the results in Table VI show that GMM again finds the best variables.
The Triazines data set (Table VII) represents a challenging regression problem with varying success for each variable selection method. The lowest prediction error is eventually achieved by RReliefF. Due to some collinearity between the variables, our implementation of LARS identified only 16 variables.
The Anthrokids data contains several variables which are irrelevant for the prediction task, but many of them are still useful, as evidenced by the best result in Table VIII being achieved with a set of 21 variables. Both GMM and Kraskov's estimator successfully identify useful variables at first, but in the end GMM leads to the best performance.
C. Computational times
The computational times for each method are shown in Table IX . The experiments are conducted in MATLAB on a workstation with a quad-core Intel Xeon E3-1230 processor at a clock rate of 3.20 GHz. No particular effort was made to optimise the code for fast computation, so the reported times should be considered tentative and only roughly indicative of relative performance. Some parts of some methods may run as parallel threads, due to several built-in MATLAB functions being multi-threaded.
LARS is the fastest method here, which is not surprisingly since it is also the simplest. RReliefF is the second fastest by a clear margin. Of the MI estimators, MLMI is clearly the slowest, whereas Kraskov's method and GMM are roughly equivalent; GMM is faster for the datasets with many variables and few samples.
The computational load for GMM can be separated in two parts: fitting the mixture model (including finding the number of components), and using it to determine the ranking of variables. The second part tends to be fast, whereas fitting the model can be time-consuming for data sets with a large number of samples, since this allows more components to be used and requires more iterations to converge.
D. Selected GMM components
The number of components selected for each data set is: Auto price (2), Stocks (11), Housing (1), Breast cancer (1), Tecator (4), Triazines (2), Anthrokids (3). It can be seen that for the Housing and Triazines data sets where the GMM procedure performance was poor, only 1 and 2 components were used, respectively. Perhaps better results could have been obtained by having more components, suggesting that using AIC for model selection might be unnecessarily restrictive in these cases.
V. CONCLUSIONS
The Gaussian mixture model is shown to be an effective and versatile method for estimating mutual information. Using a single mixture of Gaussians to derive estimates for different sets of variables leads to a useful method for variable selection for regression problems.
The experiments show that the proposed method works well overall, at least on par with all the other methods. Particularly for some data sets with a larger number of variables (Breast cancer, Tecator, Anthrokids), the GMM approach leads to the best performance by a clear margin.
In the context of variable selection with missing data, it outperforms competing methods clearly in cases with a high number of missing values. 
