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Abstract
Based only on the knowledge of the values of the rank function two procedures are given to
compute the rank partition of a matroid. It is also shown that one of these procedures enables
one to determine the ag transversal of a matroid also. c© 2000 Elsevier Science B.V. All rights
reserved.
1. Introduction
Let M be a matroid on the set S of cardinality m. The set of subsets of S
fI1 [ I2 [    [ Ik : Ii is an independent set in M; i = 1; : : : ; kg
is the set of independent sets of a matroid (the sum of k copies of M) called the kth
power of M and denoted by M (k). The rank of this matroid is denoted by k(M) or
briey by k . By convention 0 = 0. It is known that if M has no loops, then the
sequence
(M) = (1 − 0; : : : ; m − m−1)
is a partition of m (a nonincreasing sequence whose sum is m) called the rank partition
of M [2]. We say that T  S is a k-transversal of M if T is the disjoint union of k bases
of the restriction of M to T . It is known that the maximal (by inclusion) k-transversals
have the same closure and this closure contains the closure of the maximal (k + 1)-
transversals. We dene a ag transversal to be the greatest strictly increasing chain
whose terms are closures of maximal k-transversals for some k.
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The concept of rank partition originated in an article on the partition of a matroid
into pairwise disjoint independent sets with prescribed cardinalities [2]. A necessary and
sucient condition in which the rank partition played a central role was stated there.
The rank partition also has been shown to give an insight on the study of vanishing
decomposable symmetrized tensors [2,5,6,9], and to be a good reference concept for
criticality in the study of the conditions for equality of decomposable symmetrized
tensors [3].
The ag transversal of the linear matroid of a family of vectors has been used
to characterize equality of decomposable symmetrized tensors [4]. These applications
suggest the problem of computing the rank partition and the ag transversal of a
matroid M .
We are going to give two algorithms to compute the rank partition, one of which
allows us to compute the ag transversal also.
2. Preliminaries
Let m be a positive integer. An improper partition of m [10] is a sequence




The greatest integer t such that t 6= 0 is called the length of . We do not distinguish
between two improper partitions which dier only in the number of trailing zeros.
If = (1; : : : ; r) is an improper partition of m and 1>2>   >r we say that 
is a partition of m.
Let  = (1; : : : ; r) be a partition of m. Suppose that n1 terms of  are equal to 1,
n2 terms of  are equal to 2, and , in general, ni terms of  are equal to i. Then, we
use the notation = (
n1
1 ; (1 − 1)n1−1 ; : : : ; 2n2 ; 1n1 ).
Let  = (1; : : : ; r) be an improper partition of m with length r. We associate to
 its Young diagram, denoted by [], consisting of m boxes arranged in r rows such
that every row begin in the same column and the row i has i boxes. For example, if
= (2; 3; 2); then [] is the following diagram:
We number the boxes of [] from left to right and from top to bottom. We denote by
D the Young diagram of  lled with the integers 0; : : : ; r − 1 in such a way that the
boxes of the ith row contain the integer i−1. To the improper partition  we associate
a map, also denoted by []; from f1; : : : ; mg into f0; : : : ; r − 1g such that the image of
j, [](j), is the integer that lls the box j in D.
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Let = (1; : : : ; r) be a partition of m. The sequence 0 = (01; : : : ; 
0
1 ), where
0i = jfj: j>igj; i = 1; : : : ; 1;
(j j denotes cardinality) is a partition of m called the conjugate partition of . It is
easy to see that 0i is the number of boxes in the column i of the Young diagram [].
Let  = (1; : : : ; r) and  = (1; : : : ; t) be improper partitions of m. We say that 






i; j = 1; : : : ;maxfr; tg;
where we set i =0; if i> r; and i =0; if i> t. If  and  are partitions of m and 
dominates  we say that  majorizes . The relation of majorization induces a lattice
structure in the set of the partitions of m (see [10]).
Throughout M denotes a matroid on a set S of cardinality m with no loops.
We denote the set of independent sets of M by I(M). Let A S: The closure of A
(the rank of A) is denoted by clM (A) (rkM (A)) or simply by cl(A) (rk(A)), if there
is no ambiguity to avoid. We denote by M (A) the restriction of M to A.
For each positive integer k, the set of subsets of S:
fI1 [ I2 [    [ Ik : Ii is an independent set in M; i = 1; : : : ; kg;
is the set of independent sets of a matroid on S (the sum of k copies of M), called the
kth power of M and denoted by M (k). The rank of this matroid is denoted by k(M)
or briey by k . By convention, 0 = 0. It was proved in [2] that the sequence
(M) = (1 − 0; : : : ; m − m−1)
is a partition of m; called the rank partition of M.
The least integer t such that
t(M) = jSj
is called the covering number of M . If t is the covering number of M; then, ignoring
any trailing zeros, we have (M) = (1 − 0; : : : ; t − t−1):
Let 16r61(M): The r-depth of M , denoted by tr(M), is the greatest positive
integer k; for which there exists an independent set F in M (k) such that rkM (k−1) (F) =
(k − 1)rkM (1) (F) and jF j= (k − 1)rkM (1) (F) + r:
The following theorem is contained in [7].
Theorem 2.1. If M is a matroid with no loops;
(M)0 = (t1(M); t2(M); : : : ; t1(M)(M)):
The following theorem is contained in [2].
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Theorem 2.2. If B is a basis of M (k); there exist k pairwise disjoint independent sets
of M; B1; : : : ; Bk such that
(i) B1 [    [ Bt is a basis of M (t); t = 1; : : : ; k;
(ii) B1 [    [ Bk = B;
(iii) cl(B1) cl(B2)    cl(Bk).
A family B1; : : : ; Bk satisfying the conditions of Theorem 2.2 is called a k-
factorization of B. When k is the covering number of M , S is a basis of M (k) and a
k-factorization of S is called a complete factorization of M.
A set T  S is an s-transversal of M if there exists a family of s pairwise disjoint
subsets of T , (Ii)i2f1; :::; sg satisfying:




It is easy to see that T is an s-transversal if and only if T is independent in M (s) and
jT j= s rk(T ): Observe that, for every independent set, D, of M (s) we have
jDj= rkM (s) (D)6s:rkM (D):
We remark also that, if T is an s-transversal of M , clM (T ) = clM (s) (T ) (see [1]).
As an easy consequence of the denitions we can get the proposition.
Proposition 2.3. Let M be a matroid on S. If T is a k-transversal of M and s is a
positive integer satisfying s6k; there exists an s-transversal of M; T 0T such that
clM (T 0) = clM (T ):
The following theorem is proved in [1].
Theorem 2.4. Let M be a matroid on S. We have the following properties:
(1) If C is a circuit of M (k); then for every y2C; C n fyg is a k-transversal of M.
(2) There exists a subset S 0 of S which is the greatest (by the inclusion order) of
the subsets X of S satisfying
rkM (k) (X ) = k:rkM (X )
and S n S 0 is a subset of the set of the coloops of M (k).
(3) The set T  S is a maximal ( for the inclusion order) k-transversal of M if and
only if it is a basis of M (k)(S 0).
Corollary 2.5. Let M be a matroid on S. If T1 and T2 are maximal k-transversals
of M and S 0 has the meaning given in the above theorem; then
S 0 = cl(T1) = cl(T2):
The following theorem is proved in [1].
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Theorem 2.6. Let M be a matroid on S and B a basis of M (k). Then the following
hold:
(1) If T1 and T2 are k-transversals contained in B; then T1 \ T2 and T1 [ T2 are
k-transversals. The set of k-transversals of M contained in B has a maximum
for the inclusion order.
(2) If T is the maximum k-transversal contained in B; then T is a maximal k-
transversal and
S nB= cl(T ) nT:
Terminology. Let T be a subset of S. We denote by M=T (the contraction of M to
S nT ) the matroid on S nT whose independent sets are
I(M=T ) = fI  S nT : M (T ) has a basis B such that B [ I 2I(M)g
= fI  S nT : B [ I 2I(M) for every basis B of M (T )g:
Let v1 be the greatest integer p such that there exists a nonempty p-transversal of M .
For i = 0; : : : ; v1; denote by Fi the closure of the maximal (v1 − i + 1)-transversals of
M . Then, using Proposition 2.3, we have
;= F0F1   Fv1 = S:
The greatest strictly increasing chain
;= G0GM1 GM2    GMb = S
contained in
;= F0F1   Fv1 = S
is called a ag transversal.
In this case GM1 =F‘1 where ‘1 is the rst s such that Fs 6= ;. By recursion, we can
see that GMi =F‘i where ‘i is the rst s>‘i−1 such that Fs 6= F‘i−1 . GMi is denoted by
Gi if there is no ambiguity to avoid. We say that b is the length of the ag transversal
of M .
Dene a nite sequence of positive integers as follows: let vM1 = v1 and for every
i; if vMi−1 is dened and the closure in M of the maximal v
M
i−1-transversals is dierent
from S; dene vMi to be the greatest integer s for which there exist s-transversals of M
whose closure contains strictly the closure in M of the maximal vMi−1-transversals. We
write often vi instead of vMi . In this manner, we obtain a sequence v
M
1 ; : : : ; v
M
a ; such
that the closure in M of the maximal vMa − transversals is S:
It is not dicult to conclude that a= b and, for every i=1; : : : ; b; the closure of the
maximal vi-transversals of M is GMi .
Notation. Let 16p6m. We denote by kMp (or kp; if there is no ambiguity to avoid)
the integer
kMp = minZ  S
jZj=p
rk(Z):
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For i = 1; : : : ; 1(M) we denote by i(M) the integer
i(M) = jfp2f1; : : : ; mg: kMp 6igj:
Let A S. We denote by kMA;p (or kA;p; if there is no ambiguity to avoid) the integer
kMA;p = minA Z  S
jZj=jAj+p
rk(Z)− rk(A):






kMA;u + r; 06r <k
M
A;u:
The remainder r of the former division will be denoted by
rMA;u or briey by rA;u:
If A= Gi−1 we denote rGi−1 ;u by ri;u.
3. Main theorems
Theorem 3.1. Let M be a matroid on a nite set S of cardinality m with no loops.
The conjugate partition of (M); (M)0=(01; : : : ; 
0







: i = 1; : : : ; 1

and; for j2f1; : : : ; 1 − 1g;
0j+1 = max

j+i(M)− (01 +   + 0j)
i












; p2f1; : : : ; mg

:
Let (q1; r1; t1) the maximum of E1 by the lexicographic order. Then G1 is the only
set D satisfying
(i) jDj= t1;
(ii) rk1(D) = t1−r1q1 :






; rGi−1 ;p; p

; p2f1; : : : ; m− (t1 +   + ti−1)g

:
Let (qi; ri; ti) be the maximum of Ei by the lexicographic order. Then Gi is the only
set D which contains Gi−1 and satises
(I) jDj= jGi−1j+ ti;
(II) rk1(D)− rk1(Gi−1) = ti−riqi .





; i = 1; : : : ; b:
Then
(M)0 = ((q1 + 1)r1 ; qk1−r11 ; (q2 + 1)
r2 ; qk2−r22 ; : : : ; (qb + 1)
rb ; qkb−rbb ):
4. Example
Let e1; e2; e3; e4 be linearly independent vectors in a vector space V . Let x1 = e1,
x2 = e2, x3 = e3, x4 = e4, x5 = 2e2, x6 = e1 + e2, x7 = e3 + e4, x8 = e2, x9 = e1 − e2. Let
M be the linear matroid:
M = (fx1; : : : ; x9g;I);
where I is the set of subsets of fx1; : : : ; x9g that are linearly independent.
It is not dicult to produce the information of the table.
t 1 2 3 4 5 6 7 8 9
kt 1 1 1 2 2 2 3 4 4
t
kt





b tkt c 1 2 3 2 2 3 2 2 2
d tkt e 1 2 3 2 3 3 3 2 3
r1; t 0 0 0 0 1 0 1 0 1
(1)
From table (1) we can get
i 1 2 3 4 0i
i 3 6 7 9
d ii e 3 3 3 3 01 = 3
d i+1−3i e 3 2 2 02 = 3
d 2+i−6i e 1 2 03 = 2
d 3+i−8i e 1 04 = 1
(2)
Then, using Theorem 3.1 we get






4) = (3; 3; 2; 1):
We can also easily check from the previous table that t1 = 6, kt1 = 2. By an easy
computation we get
G1 = fx1; x2; x5; x6; x8; x9g:
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Then we can get table (3).
u 1 2 3
kG1 ;u 1 2 2
r2; u 0 0 1
b ukG1 ;u c 1 1 1
(3)
Now, using table (3), we can conclude that G2 has cardinality 9 and then G2 =
fx1; : : : ; x9g.
Using Theorem 3.2 we get






4) = (3; 3; 2; 1):
5. Proofs
Proof of Main Theorem 3.1.
Let  = (1; : : : ; r) be an improper partition of m. Let si() =
Pi
j=1 j, i = 1; : : : ; r.






: i = 1; : : : ; r

;
and, for all j2f1; : : : ; r − 1g,
j+1 = max

sj+i()− (1 +   + j)
i

: i = 1; : : : ; r − j

:
Proposition 5.1. Let  = (1; : : : ; r) be an improper partition of m. The following
holds:
(1) The sequence P() is a partition of m.
(2) If 1; : : : ; r are positive integers the partition P() has length r.
Proof. Let P() = (1; : : : ; r). We start by proving that for all j2f1; : : : ; r − 1g,
j>j+1. In fact, if j>2; by denition of j,
j>
s(j−1)+i()− (1 +   + j−1)
i
; i = 1; : : : ; r − (j − 1);
then
(i − 1)j>sj+(i−1)()− (1 +   + j−1 + j); i = 2; : : : ; r − (j − 1):
Then
j>
sj+t()− (1 +   + j)
t
; t = 1; : : : ; r − j:
Therefore j>j+1. The proof that 1>2 is similar.
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We are now going to prove that the integers 1; : : : ; r are nonnegative with sum m.
We write (1; : : : ; r) = > 0 to mean 1; : : : ; r > 0. We begin proving, by induction,
that for all j2f1; : : : ; rg,
(i) 1 +   + j6m;
(ii) if > 0, 1 +   + j = m if and only if j = r.
It is an easy consequence of the denition that 16m and, if > 0, 1 = m if and
only if r = 1. Let j2f1; : : : ; r − 1g and suppose that 1 +   + j6m. Then, bearing
in mind that 1 +   + r = m, it is easy to conclude that, for all i2f1; : : : ; r − jg,
1 +   + j + sj+i()− (1 +   + j)i
=m− (i+j+1 +   + r)− (i − 1) sj+i()− (1 +   + j)i
=m− i(i+j+1 +   + r) + (i − 1)sj+i()
i
+
(i − 1)(1 +   + j)
i





=m− (i+j+1 +   + r)
i
6m:
Then we have the inequality
1 +   + j + j+16m;
and, if > 0; we have equality in the previous inequality if and only if j + 1 = r.
Let j be the greatest integer in f1; : : : ; rg such that 1; : : : ; j > 0. Then j+160.
Bearing in mind the denition and the fact that sr() =m we conclude that 1 +   +
j>m and then 1 +   + j =m. On the other hand, since 1 +   + j =m we have
j+1 = 0. By an induction argument we can still state j+1 = j+2 =    = r = 0. If
> 0, by the equality case of the preceding inequalities we have j = r.
Theorem 5.2. Let  be an improper partition of m. The partition P() is the minimum
of the set of partitions that dominate .
Proof. From the denition of P() it follows that P() dominates . Assume now that
= (1; : : : ; t) (t 6= 0) is a partition of m that dominates .
Let =(1; : : : ; r) and P()=(1; : : : ; r). We are going to prove, by induction, that
for all j2f1; : : : ; rg,
1 +   + j>1 +   + j
(note that since  dominates , maxfr; tg = r). Since  is a partition we have 1 +
   + i6i1; then, using the denition of P() we can conclude that 1>1. Let
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j2f1; : : : ; r − 1g, and suppose that
1 +   + j>1 +   + j: (4)
To prove that
1 +   + j+1>1 +   + j+1
it is enough to see that
1 +   + j+1>1 +   + j + sj+i()− (1 +   + j)i ;
for all i2f1; : : : ; r − jg.
Since  dominates , using (4), we get
1 +   + j+1>1 +   + j + (1 +   + j)− (1 +   + j)i + j+1
= 1 +   + j + (1 +   + j)− (1 +   + j) + ij+1i
> 1 +   + j + (1 +   + j)− (1 +   + j) + (j+1 +   + j+i)i
> 1 +   + j + sj+i()− (1 +   + j)i ;
for all i2f1; : : : ; r − jg.
Let M be a matroid on a set S of cardinality m with no loops. Let 16i61=1(M).
Denote by i(M) the positive integer
i(M) = jfp2f1; : : : ; mg: kMp = igj:
It is easy to see that the sequence (M)=(1(M); : : : ; 1 (M)) is an improper partition
of m.
Theorem 5.3. Let M be a matroid on a set S of cardinality m with no loops. If  is
a partition of m; (M)<  if and only if
kMp > [
0](p); p= 1; : : : ; m: (5)
Proof. We will prove that
(M)   (6)
if and only if
kMp 6[
0](p) for some p2f1; : : : ; mg: (7)
First assume that (6) holds. Let (M) = (1; : : : ; m), i.e, i = i − i−1, i = 1; : : : ; m,
(M)0 = (01; : : : ; 
0
m) and  = (1; : : : ; m). Let s be the smallest positive integer such
that
1 +   + s <1 +   + s: (8)
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Let B1; : : : ; Bm be an m-factorization of S. Under these conditions, jBij= i=i−i−1,
i = 1; : : : ; m. In particular, from the denition of s, we can conclude that Bs+1 6= ;.
Let T be the maximum transversal of M (s) contained in B1 [    [ Bs. By
Theorem 2.6,
Bs+1 [    [ Bm clM (T ) = clM (s) (T ): (9)
Dene
b= jT [ Bs+1 [    [ Bmj:
Then
b= s  a+ s+1 +   + m;
where a= rk(T ). Using (9) it is easy to see that
kMb 6a:
To conclude this part of the proof it will be enough to prove that a6[0](b), i.e.,
01 +   + 0a <b:
From the denition of s we know that s <s and therefore
a<s6s−16   61:
From (8), we get
m− (1 − a)−    − (s − a)>m− (1 − a)−    − (s − a):
But s+16a which implies that
m− (1 − a)−    − (s − a) = 01 +   + 0a = b:
On the other hand,
m− (1 − a)−    − (s − a)>01 +   + 0a;
then
b>01 +   + 0a:
Assume now that (7) holds. Consider p2f1; : : : ; mg such that
kMp 6[
0](p) (10)
and let X be a subset of S satisfying jX j=p and rkM (X ) = kMp : Consider the matroid
M (X ): Then
t1(M (X )) +   + tkp(M (X )) = p;
so
t1(M) +   + tkp(M)>p:
However, by (10),
01 +   + 0kp <p;
so, using Theorem 2.1, we can conclude that 0  (M)0.
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Remark 5.4. Condition (5) can be formulated as folllows:
rk(X )> [0](jX j); X  S: (11)
Hence, an alternative proof of the previous theorem could be obtained using Theorem 1
of [2] and Theorem 1b of [9].
Lemma 5.5. Let  and  be improper partitions of m. Then  dominates  if and
only if
[](p)>[](p); p= 1; : : : ; m:
Proof. Assume that  dominates . Let p2f1; : : : ; mg and i = [](p). Then
p>1 +   + i>1 +   + i:
Thus,
[](p)>[](p):
Conversely, assume that for all p2f1; : : : ; mg, [](p)>[](p) and  does not dominate
. Consider j such that
1 +   + j <1 +   + j:
Then
[](1 +   + j + 1)6j − 1
and
[](1 +   + j + 1)>j − 1
which is a contradiction.
Proof of Theorem 3.1. Note that [(M)](p) + 1 = kp. Then kp > [](p) if and only
if [(M)](p)>[](p). Then bearing in mind Theorem 5.3 and Lemma 5.5 the set
of partitions of m that majorize (M)0 coincides with the set of partitions of m that
dominate (M). Therefore, using Theorem 5.2, we conclude the result.
Proof of Theorem 3.2.
Lemma 5.6. Let M be a matroid on S and ; 6= T be a maximal r-transversal of M .
Let
B1 [    [ Br [ Br+1 [    [ Bq;
be a complete factorization of M (cl(T )) and
E1 [    [ Er [ Er+1 [    [ Es;
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be a complete factorization of M . Then
(1) s = q; i.e.; the covering number of the restriction of M to the closure of a
maximal r-transversal of M; coincides with the covering number of M .
(2) If C1[  [Cr is an r-factorization of a basis of M (r) that contains B1[  [Br
then
C1 [    [ Cr [ Br+1 [    [ Bq
is a complete factorization of M .
(3) Let B0i = cl(T ) \ Ei; i = 1; : : : ; r. Then
(i) cl(T ) \ (E1 [    [ Er) = B01 [    [ B0r is the maximal r-transversal of M
contained in E1 [    [ Er .
(ii) B01 [    [ B0r [ Er+1 [    [ Es is a complete factorization of cl(T ).
Proof. (3) (i) Let N be the maximal r-transversal contained in E1 [    [ Er
(Theorem 2.6). Using Corollary 2.5, N  cl(T ). Then
cl(T ) \ (E1 [    [ Er)N:
Since N is a basis of M (r)(cl(T )) (Theorem 2.4) and
cl(T ) \ (E1 [    [ Er)
is independent in M (cl(T ))(r) we conclude that
cl(T ) \ (E1 [    [ Er) = N:
(ii) Assume that B01 [    [ B0r [ Er+1 [    [ Es is not a complete factorization of
cl(T ). Then there exists an ‘>r such that
‘(M (cl(T )))> jB01 [    [ B0r [ Er+1 [    [ E‘j: (12)
Let L be a basis of M (‘)(cl(T )) and
L= B001 [    [ B00r [ B00r+1 [    [ B00‘ (13)
an ‘-factorization of L.
It is easy to see, bearing in mind Theorem 2.4 that B001 [    [ B00r is a maximal
r-transversal of M . Let C0 be a basis of M (r) that contains
B001 [    [ B00r :
Then
C0 \ (B00r+1 [    [ B00‘ ) = ;:
Hence,
C0 [ B00r+1 [    [ B00‘
is independent in M (‘) and since jB01 [    [ B0rj= jB001 [    [ B00r j (they are both bases
of M (r)(cl(T ))), using (12) and (13)
jB00r+1 [    [ B00‘ j> jEr+1 [    [ E‘j:
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Therefore,
jC0 [ (B00r+1 [    [ B00‘ )j= jC0j+ jB00r+1 [    [ B00‘ j>‘(M);
which is a contradiction since C0 [ (B00r+1 [    [ B00‘ ) is independent in M (‘).
(1) It is immediate from (3).
(2) Using (3) we can see that for every i2f1; : : : ; q− rg, we have
jEr+ij= jBr+ij: (14)
By the hypothesis, for i = 1; : : : ; q− r,
(C1 [    [ Cr) \ (Br+1 [    [ Br+i) = ;:
Then
jC1 [    [ Cr [ Br+1 [    [ Br+ij= jC1j+   + jCrj+ jBr+1j+   + jBr+ij
= r+i(M):
Theorem 5.7. Let M be a matroid on S. The following equalities hold:
(1) v1 = maxpb pkp c;
(2) if T is a maximal v1-transversal of M then the covering number of M (cl(T )) (then
the covering number of M) is v1 or v1 + 1 and
jcl(T ) nT j= v1+1 − v1 :













Let D S be such that jDj= t and rk(D) = kt . Let
D = D1 [    [ D‘
be a complete factorization of D. Then either D is an ‘-transversal, and then v1>‘>bt=ktc;
or D is not an ‘-transversal and since
t = jDj
= jD1j+   + jD‘j
<kt‘
using Theorem 2.6 we have that v1>‘ − 1>bt=ktc.
















cl(T ) = H1 [    [ Hv1 [ Hv1+1 [    [ Hk
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be a complete factorization of M (cl(T )). Using Theorem 2.6 we guarantee the existence
of a nonempty (k − 1)-transversal, so k − 16v1. Then v16k6v1 + 1. Thus,
jcl(T ) nT j=
(
Hv1+1 if k = v1 + 1;
; if k = v1:
Using Lemma 5.6 we get (2).
Denition 5.8. Let M be a matroid on S and T an r-transversal of M . We say that T
is a strong r-transversal if there exists a complete factorization of M (cl(T ))
cl(T ) = T1 [    [ Tq
(q>r) such that
T = T1 [    [ Tr:
Example. It is easy to see that there exist transversals that are not strong transversals.
For instance, let V be a vector space over R and e1; e2 be linearly independent vectors
of V . If M is the vectorial matroid whose underlying set is the set
S = fx1 = e1; x2 = e2; x3 = 2e1; x4 = 2e2; x5 = 3e2; x6 = e1 − e2g;
then it can be seen by a straightforward checking that
fx1; x2; x3; x6g
is a 2-transversal of M that is not strong.
Theorem 5.9. Let M be a matroid on S and T an r-transversal of M. The following
hold:
(i) If A is an s-transversal of M=cl(T ) (s6r) then for every s-transversal E of M
contained in cl(T ) such that cl(E) = cl(T ); E [ A is an s-transversal of M.
(ii) Assume that T is a maximal r-transversal and F is a strong maximal s-transversal
of M such that s6r (cl(T ) cl(F)). Then F n cl(T ) is a maximal s-transversal
of M=cl(T ).
Proof. (i) Let
E = E1 [    [ Es
be an s-factorization of E as a basis of M (s)(E) and
A= A1 [    [ As
an s-factorization of A as a basis of (M=cl(T ))(s)(A). For every i = 1; : : : ; s, Ai is
independent in M=cl(T ), therefore for every basis Bcl(T ) of M (cl(T ))
Bcl(T ) [ Ai
is independent. Thus Ei [ Aj is independent for i; j = 1; : : : ; s.
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On the other hand, it is known that [11]
cl(cl(T ) [ Aj) n cl(T ) = clM=cl(T )(Aj):
Since
cl(cl(T ) [ Aj) = cl(Ei [ Aj);
we have
cl(Ei [ Ai) = cl(T ) [ clM=cl(T )(Ai)
= cl(Ej) [ clM=cl(T )(Aj)
= cl(Ej [ Aj); i; j = 1; : : : ; s:
Since (Ei [Ai)\ (Ej [Aj)=;; for i 6= j; we can conclude that E[A is an s-transversal
of M .
(ii) Let
F1 [    [ Fs [ Fs+1 [    [ Fq
be a complete factorization of M (cl(F)) such that
F = F1 [    [ Fs:
Using (3)(ii) of Lemma 5.6 we have that cl(T ) \ F is an s-transversal of M (cl(F))
and thus an s-transversal of M .
Let Ji = Fi n (cl(T ) \ Fi), i = 1; : : : ; s. Then Ji S n cl(T ). Therefore Ji, i = 1; : : : ; s;
are independent sets in M=cl(T ) and pairwise disjoint. On the other hand,
clM=cl(T )(Ji) = cl(Ji [ cl(T )) n cl(T )
= cl(Fi) n cl(T )
= cl(F) n cl(T ); i = 1; : : : ; s:
Thus J1 [    [ Js = F n cl(T ) is an s-transversal of M=cl(T ). In order to prove that
J1 [    [ Js is a maximal s-transversal of M=cl(T ), we assume that there exists in
M=cl(T ) an s-transversal Z  J1 [    [ Js . Then by (i)
(cl(T ) \ F1) [    [ (cl(T ) \ Fs) [ Z
is an s-transversal of M containing F . Thus, since F is maximal,
(cl(T ) \ F1) [    [ (cl(T ) \ Fs) [ Z = F:
Therefore,
(S n cl(T )) \ F = Z = J1 [    [ Js:
Denition 5.10. Let = (1; : : : ; t) be a partition of m. We will denote by
−[p];
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the partition





0 if x< 0:
Theorem 5.11. Let M be a matroid on S. Let T be a maximal r-transversal of M
and s= rk(T ). Then
(M=cl(T )) = (M)−[s]:
Proof. Let
B1 [ B2 [    [ Br [ Br+1 [    [ Bq
be a complete factorization of M (cl(T )). Let T 0 be the r-transversal B1 [    [Br . Let
C be a basis of M (r) that contains T 0. Let C = C1 [    [ Cr be an r-factorization of
C. Then, using Lemma 5.6
C1 [    [ Cr [ Br+1 [    [ Bq
is a complete factorization of M . Let B0i = T
0 \Ci, i=1; : : : ; r. Then T 0=B01 [    [B0r
is an r-factorization of M (T 0). Therefore, Ci nB0i is an independent set of M=cl(T ),
i = 1; : : : ; r, the sets Ci nB0i , are pairwise disjoint, and




Then, using the results of [2], we get
(M=cl(T ))< (M)−[s]:
Let
J1 [    [ Jt
be a complete factorization of M=cl(T ), then since (M=cl(T )) < (M)−[s] we have
t6r. On the other hand,
Bi [ Ji; i = 1; : : : ; t;


























(M)i ; k = 1; : : : ; t:







jCi nB0i j; k = 1; : : : ; t:
Therefore,
(C1 nB01) [    [ (Ct nB0t)
is a complete factorization of M=cl(T ) and the theorem follows.
Notation. Let
;= GM0 GM1    GMb = S
be the ag transversal of M . We denote by Mi the matroid M=Gi−1, i = 1; : : : ; b.
Theorem 5.12. Let M be a matroid on S. Then
GMij = G
M
i+j−1 nGMi−1; i = 1; : : : ; b; j = 0; : : : ; b− (i − 1):
Proof. Since
;= GM0 GM1    GMb = S
is the greatest strictly increasing chain contained in the chain of the closures of the
maximal transversals of M , then using Theorem 5.9,
;= GMi−1 nGMi−1GMi nGMi−1   GMb nGMi−1 = S nGMi−1
is a strictly increasing chain of closures of maximal transversals of Mi. Assume that
there exists a strong r-maximal transversal N of Mi such that there exists j2
fi − 1; : : : ; b− 1g satisfying
GMj nGMi−1 clMi(N )GMj+1 nGMi−1:
Using Proposition 2.3 we can conclude that vj > r>vj+1, so the closure of the maxi-
mal r-transversals of M is either GMj or G
M
j+1. Let F be a strong maximal r-transversal
of M . By Theorem 5:17, F nGMi−1 is a maximal r-transversal of Mi so clMi(N ) =
clMi(F nGMi−1): But either clMi(F nGMi−1) =GMj nGMi−1 or clMi(F nGMi−1) =GMj+1 nGMi−1,
contradiction.
More Notation. Let M be a matroid.
Denote by Mi the set of subsets Z of S satisfying
(i) Gi−1Z ;
(ii) rk(Z)− rk(Gi−1) = kMGi−1 ;(jZj−jGi−1j);




Denote by Mi; r or briey by i; r , the set
Mi; r = fZ 2 Mi : ri; (jZj−jGi−1j) = rg:
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Let x =maxZ2i ri; (jZj−jGi−1j). We denote by T
M
i , the set
TMi = fW 2 i;x: jW j= maxZ2i;x jZ jg:
Concerning this notation we are going to prove the following auxiliary results.
Lemma 5.13. Let M be matroid on S with ag transversal
;= GM0 GM1    GMb = S:
For i = 1; : : : ; b; j = 0; : : : ; b− i; the following hold:
(i) kMGi+j−1 ;u = k
Mi
GMij ;u
; u= 1; : : : ; jS nGi+j−1j;
(ii) If Gi−1Z; Z 2 Mi+j , Z nGMi−1 2 Mij+1;
(iii) ri+j;u = r
Mi
j+1; u;
(iv) If Gi−1Z; Z 2TMi+j , Z nGi−1 2TMij+1;
(v) vMi+j = v
Mi
j+1.
Proof. (i) Let J 2Mi=M=Gi−1 such that jJ j−jGMij j=u and rkMi(J )−rkMi(GMij )=kMiGMij ;u.
Then, by the elementary properties of the contraction we have
rk(J [ Gi−1) = kMiGMij ;u + rk(Gi−1) + rkMi(G
Mi
j ):
Therefore, using Theorem 5.12 we have
rk(J [ Gi−1)− rk(Gi+j−1) = kMiGMij ;u:
Thus,
kGi+j−1 ;u = minGi+j−1  U  S
jUj=jGi+j−1j+u
rk(U )− rk(Gi+j−1)6kMiGMij ;u:
Now, let V be a subset of S such that
{V Gi+j−1;
{jV j= jGi+j−1j+ u;
{rk(V )− rk(Gi+j−1) = min
Gi+j−1  Z
jZj=jGi+j−1j+u
(rk(Z)− rk(Gi+j−1)) = kGi+j−1 ;u.
Let W = V nGi−1. Since V Gi+j−1 then, using again Theorem 5:20
 W = V nGi−1Gi+j−1 nGi−1 = GMij ,
 jW nGMij j= jW j − jGi+j−1j+ jGi−1j= jV j − jGi+j−1j= u;
 rkMi(W ) = rk(V )-rk(Gi-1)
= rk(V )-rk(Gi+j-1) + rk(Gi+j-1)-rk(Gi-1)




rkMi(W )− rkMi(GMij ) = kGi+j−1 ;u:












rkMi(Y )− rkMi(GMij )  kGi+j−1 ;u:
(ii) Let Z 2 Mi+j. Since Z Gi+j−1, we get
Z nGi−1GMij :
We can also see, by using (i),

































We conclude that Z nGi−1 2 Mij+1. Conversely, let J  S nGi−1 2 Mij+1, i.e. let J be such
that
 J GMij ;























Let Z = J [ Gi−1. Then
 Z Gi+j−1.
In fact, since J GMij we have that
Z GMij [ Gi−1 = (Gi+j−1 nGi−1) [ Gi−1 = Gi+j−1:
 rk(Z)− rk(Gi+j−1) = kMGi+j−1 ;(jZj−jGi+j−1j):
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We get from the denitions
rk(Z)− rk(Gi+j−1)
= rkMi(J ) + rk(Gi−1)− rk(Gi+j−1)






Using (i), we get







































(iii) Immediate from (i) and the denitions.
(iv) From (i){(iii) we have that, if Gi−1Z;
Z 2 Mi+j; r , Z nGi−1 2 Mij+1; r : (15)






Let U 2TMi+j. Then
 U 2 i+j; x;
 jU j=maxZ2Mi+j; x jZ j.
Thus since, by (15), U nGi−1 2 Mij+1; x
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jZ j= jU j:
Therefore,
jU nGi−1j= jU j − jGi−1j> max
V2Mij+1;x
jV j:
From the above equalities we get that jU nGi−1j=maxV2TMij+1 jV j.
Now using (15) and (ii) we conclude that U nGi−1 2TMij+1. Using similar arguments
we can prove that if V 2TMij+1 then V [ Gi−1 2Ti+j.
(v) The proof of (v) is an immediate consequence of Theorem 5.12.
Theorem 5.14. Let M be a matroid on S. We have
TMi = fGig; i = 1; : : : ; b:





and by ti the integer
ti =maxfjW j: ri; (jW j−jGi−1j) = ri; W 2 ig; i = 1; : : : ; b:















D = D1 [    [ D‘; ‘>v1
is a complete factorization of D. We are going to divide the proof of the theorem in
two cases
Case (i) ‘ = v1.
Since jD2j; : : : ; jDv1 j6rk(D), and using (16)
v1rk(D)6jDj6v1rk(D);
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it follows that
jDj= v1rk(D);
D is a v1-transversal of M and
r1 = 0: (17)
We are going to prove that every v1-transversal is an element of M1 . Suppose that














so bjT j==kjT jc = v1 and T satises condition (iii). Assume now that kjT j< rk(T ). Let





:kjW j + r;
with r > 0, which contradicts (17). Thus, T satises condition (ii) and so T 2 M1 .
Therefore D is a maximal v1-transversal.











Since r1 = 0 we have that jcl(D)j = jDj. Then cl(D) = D and since we have already
concluded that D is a maximal v1-transversal D = G1.
Case (ii) ‘>v1.
By Theorem 2.6 and Theorem 5.7 we get that ‘ = v1 + 1. Let U be a maximal
v1-transversal of M (D) contained in
D1 [    [ Dv1 :
Suppose that rk(U ) = k 0. Then
jclD(U )j= v1k 0 + s; 06s6k 0 − 1:
By Theorem 2.6 we have Dv1+1 = clD(U ) nU . Thus s= jDv1+1j.
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Now,
jDj= v1 rk(D) + r1; 06r1< rk(D):
Since
v1rk(D) + r1 = jD1j+   + jDv1 j+ jDv1+1j
6 rk(D) v1 + s;






v1k 0 + s
k 0








then  jcl(U )j
kjcl(U )j

= v1 and r1; jclD(U )j>s:
So r1>s.
Then r1 = s and
jD1 [    [ Dv1 j= v1rk(D):
Since D1 [    [Dv1 is v1-independent it is a v1-transversal and contains U . Therefore,
U = D1 [    [ Dv1
and
clD(U ) = D:
We are now going to prove that D = G1. Let T 0U be a maximal v1-transversal of
M .
Then
clD(U ) nU  cl(T 0) nT 0:
(if z 2 (clD(U ) nU ) \ T 0 then we would have rkM (v1) (cl(U ))>jU j+ 1, contradiction).
On the other hand, using the fact that bjcl(T 0)j==rk(T 0)c>v1, we have
r1; jcl(T 0)j>jcl(T 0) nT 0j>jclD(U ) nU j= s= r1:
Therefore, r1; jcl(T 0)j = r1 and cl(T 0)2 1; r1 . Then, by denition of T1
jDj>jcl(T 0)j;
so jDj= jcl(T 0j. Since D cl(T 0) = G1 we have
D = G1:
Let now D2Ti. Then, using Lemma 5.13, D nGi−1 belongs to
TMi1 :
Therefore, using the result already proved,
D nGi−1 = GMi1 = Gi nGi−1:
Thus D = Gi.
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Proof of Theorem 3.2. We are going to prove this result by induction on the length
of the transversal ag b. If b= 1 then G1 =M and using Theorem 5.7:
(M)0 = ((q1 + 1)r1 ; qk1−r11 ):
It is easy to see that if D satises (i) and (ii) then it belongs to TM1 , then, using the
previous theorem, we get D = G1. Let b> 1. Using Theorem 5.12, we see that the











7775 ; rGM2j−1 ;p; p
1








; rGMj ;p; p
!
: p= 1; : : : ; m− jGjj
)
=EMj+1; j = 1; : : : ; b− 1:












i+1); i = 1; : : : ; b− 1:
Then, using the induction hypothesis we see that
(M2)0 = ((q2 + 1)r2 ; qk2−r22 ; (q3 + 1)
r3 ; qk3−r33 ; : : : ; (qb + 1)
rb ; qkb−rbb ):
Using Lemma 5.6 and Theorem 5.11 we have
(M) = (G1) + (M=G1):
Then
(M)0 = (G1)0 [ (M=G1)0:
Now using case b= 1; we get the result.
Again, if D satises (I) and (II) it belongs to TMi . Then, using the previous theorem
D = Gi.
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