System signatures are useful tools in the study and comparison of coherent systems. In this paper, we define and study a similar concept, called the joint signature, for two coherent systems which share some components. Under an independent and identically distributed assumption on component lifetimes, a pseudo-mixture representation based on this joint signature is obtained for the joint distribution of the lifetimes of both systems. Sufficient conditions are given based on the respective joint signatures of two pairs of systems, each with shared components, to ensure various forms of bivariate stochastic orderings between the joint lifetimes of the two pairs of systems.
Introduction
The present investigation is focused on the joint behavior of pairs of systems which have one or more shared components. Our main goal is to characterize the joint (bivariate) distribution of the lifetimes T 1 and T 2 of the two systems. Our approach involves the expansion of the scope of the theory of system signatures. We will develop representation results for the joint distribution G(t 1 , t 2 ) = P(T 1 ≤ t 1 , T 2 ≤ t 2 ) in terms of the newly defined joint signature of the two systems. Before reviewing the characteristics of system signatures in the univariate case that will be relevant to the present study, and before we proceed with the development of joint signatures and their applications, we will begin with a brief discussion of the type of systems and scenarios from which the present work is motivated.
A frequently encountered example of systems with shared components occurs in networked computing in which a server (say a file server or Web server) is used in tandem with several individual computers. It is typical that departments within a company or university will store almost all of the files for the department's individual PCs on one central server. If the central server goes down, the PCs with local disks may retain certain limited capabilities, while other PCs may not work at all. The performance of any given pair of PCs will depend on the
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The above result has been shown to apply to 'mixed systems' as well, that is, to stochastic mixtures of coherent systems (see [8, pp. 28-32] ). Similar representations for the residual lifetime (T − t | T > t) of T can be seen in [4] and [9] . Navarro et al. [6] proved that this representation can be extended to systems with exchangeable components. Moreover, they proved that the distribution of the lifetime of a coherent system with n components can be written as a mixture of the order statistics obtained from the lifetimes of m > n components. The vector of coefficients in that representation was called signature of order m. These representations allow us to compare systems of different orders (see [6] ) and to obtain bounds for their variances (see [2] ). The following is a simple version of this representation result that relates the signature s of a system of n components with i.i.d. lifetimes ∼ F to the signature s * of a system of n + 1 such components which has an identical lifetime distribution
. . , n n + 1 s n .
( 1.2)
The equivalent signatures referred to in the sequel may all be calculated by repeated application of (1.2). The remainder of this paper is organized as follows. In Section 2, we treat the definition and basic properties of the joint signature of two coherent systems. In Section 3, we use the joint signatures to obtain ordering properties. A discussion is given in Section 4. Throughout the paper, when we say that a function g is increasing or decreasing, we mean that
The joint signature of two coherent systems
We will assume throughout this paper that the components of the systems considered have i.i.d. lifetimes with common continuous distribution F (and reliability functionF = 1 − F ). We will also take the support set of the distribution to be (0, ∞). The lifetimes of the components will be represented by X 1 , X 2 , . . . , X n and the associated order statistics by X 1:n , X 2:n , . . . , X n:n . The distribution function of X i:n will be represented by F i:n and its reliability function byF i:n = 1 − F i:n for i = 1, 2, . . . , n.
Suppose that we have two coherent systems based on some of these components, that is, the lifetimes of the systems can be written as
. . , X n }. We will denote the joint distribution of (T 1 , T 2 ) by G(t 1 , t 2 ) = P(T 1 ≤ t 1 , T 2 ≤ t 2 ) and its reliability function byḠ(t 1 , t 2 ) = P(T 1 > t 1 , T 2 > t 2 ). Note that, as the two systems can share some components, they may fail at the same time with positive probability, so their joint distribution can have a singular part.
The main result of the paper is given in the following theorem, in which we show that G can be written as a pseudo-mixture of the distributions of the order statistics associated to the component lifetimes. 
and [1, p. 12] , the lifetime of the first coherent system can be written as 
Then, using the inclusion-exclusion formula for the probability of a union of events, we find that G(t 1 , t 2 ) is a linear combination of probabilities such as P( 
Then, using the fact that the component lifetimes are i.i.d. with common distribution function F , we have
for t 1 ≤ t 2 , where |C| and |D − C| denote the cardinality of sets C and D − C, respectively. Note that if D − C = ∅ then |D − C| = 0 and the corresponding probability depends only on t 1 . Therefore, the joint distribution can be written, for t 1 ≤ t 2 , as
where c i,j are integers which do not depend on F (that is, they depend only on the minimal cut sets), and F i (t 1 ) and F j (t 2 ) are the distribution functions of parallel systems with i and j i.i.d. components, respectively. Hence, using the property that the distribution of any coherent system (and, in particular, that of parallel systems) with fewer than n components can be written as a mixture of the distribution functions of the order statistics X 1:n , X 2:n , . . . , X n:n (see [6] ), we obtain (2.1). The proof of (2.2) in the case t 1 > t 2 is analogous. Moreover, note that if we take t 1 , t 2 → ∞ with t 1 ≤ t 2 , then we obtain 
Then, as the signatures of order 3 of X 2:2 and X 1:1 can be shown to be (0,
3 ) and (
3 ), respectively, using the representations given in [6] , we obtain
for t 1 ≤ t 2 . Analogously, for t 1 > t 2 , we obtain
Therefore, the joint signature is determined by
, so the value of T 1 can be used to predict the value of T 2 . Hence, the joint distribution G of (T 1 , T 2 ) can be written, for t 1 ≤ t 2 , as
Then, as the signatures of order 3 of X 1:1 , X 2:2 , and X 3:3 are (
3 ), and (0, 0, 1), respectively, using the representations given in [6] , we obtain In this case P(T 1 = T 2 ) = 0 and, hence, the joint distribution G is absolutely continuous. However, G is not exchangeable.
Example 2.1 shows that G can have a singular part and Example 2.2 shows that some coefficients in the joint signature can be negative. Note that F i:n (t 1 )F j :n (t 2 ) is the absolutely continuous distribution function of two independent k-out-of-n systems (with k = n−i +1 and k = n − j + 1) in a parallel structure. Hence, it is not possible to obtain a representation similar to (2.1) for G(t 1 , t 2 ) for all t 1 and t 2 (e.g. when G has a singular part). For this reason, we need the pseudo-mixture representation given in (2.1) and (2.2). If F is absolutely continuous then it is easy to see that G is absolutely continuous if and only if P(T 1 = T 2 ) = 0. In this case, its joint probability density function can be obtained from (2.1) and (2.2).
In particular, we can apply Theorem 2.1 to the order statistics T 1 = X i:n and T 2 = X j :n (i < j), obtaining an expression for their joint distribution (or density) function. We can also apply it to T 1 = X i:m and T 2 = X j :n for arbitrary i, m, j, n, but, in this case, the joint distribution can have a singular part. For example, if T 1 = X 1:1 = X 1 and T 2 = X 2:3 , then P(T 1 = T 2 ) = 1 3 and the joint distribution of (T 1 , T 2 ) has a singular part. A similar representation for the joint reliability function of two coherent systems is obtained in the following theorem. 
Theorem 2.2. The joint reliabilityḠ of T 1 and T 2 can be written as
The proof is analogous to the proof of Theorem 2.1 using the representations of the coherent system lifetimes based on the minimal path sets given in [1, p. 12 
where X 1 , X 2 , X 3 are the i.i.d. component lifetimes. These systems are the dual systems of the systems considered in Example 2.2. Hence, the joint reliabilityḠ of (T 1 , T 2 ) can be written, for t 1 > t 2 , asḠ
Then, as the signatures of order 3 of X 1:1 , X 1:2 , and X 1:3 are (
, and (1, 0, 0), respectively, using the representations given in [6] , we obtain
Therefore, the joint signature (S,S * ) for the reliability function is determined bȳ
Note the relationships with the joint signature of the dual systems given in Example 2.2. In this case P(T 1 = T 2 ) = 0 and, hence, the joint distribution G is absolutely continuous.
In general, the following relationships can be established. 
Navarro et al. [5] obtained representations similar to (1.1) based on parallel and series system distributions. Specifically, they showed that the distribution function of a coherent system T with i.i.d. (or exchangeable) components can be written as
where F 1:i and F i:i are the distribution functions of X 1:i and X i:i , respectively. The vectors of coefficients a = (a 1 , a 2 , . . . , a n ) and b = (b 1 , b 2 , . . . , b n ) were called minimal signature (or domination) and maximal signature, respectively. All these coefficients are nonnegative and negative integers which do not depend on F and are such that
In the next theorems we obtain similar representations for the joint distribution of two coherent systems. 
Theorem 2.4. The joint reliabilityḠ of T 1 and T 2 can be written as
Theorem 2.5. The joint distribution G of T 1 and T 2 can be written as
and 
Ordering properties using joint signatures
In this section we study bivariate ordering properties based on joint signatures, generalizing results obtained in [3] for the univariate case. We begin with what we believe is a new ordering between two m × n matrices with the same total mass. The total mass of a given matrix is the sum of its elements. The total mass of the matrix A will be denoted by [A]. Definition 3.1. Let A and B be two m × n matrices with real-valued elements and the same total mass. The matrix A is said to be smaller than the matrix B in the south-east shift ordering (denoted by A ≤ s/e→ B) if the matrix B may be obtained from the matrix A by a finite sequence of shifts of nonnegative mass from a given element of A to another element of A that is either lower or to the right of the original element, or both. Such shifts may be represented as a subtraction of the value c ≥ 0 from the element a i,j of A together with the addition of c to the element a k,l of A, where k ≥ i and l ≥ j .
Remark 3.1. We may immediately infer that if
A ≤ s/e→ B, then A ≤ s/e→ B .
Remark 3.2.
It is clear that a similar ordering may be defined based on shifts of positive mass from an element of a matrix A to elements that are either higher or to the left of that element, or both. If a finite sequence of such shifts transform matrix A into the matrix B, then we would say that A is smaller than B in the north-west shift ordering. While this alternative ordering will not be used in the sequel, it may be of independent interest and applicable in other scenarios.
An example of two matrices which satisfy the south-east shift ordering follows. Example 3.1. Let S 1 and S 2 be the 3 × 4 matrices given by
Now, as in Section 2, suppose that X 1 , X 2 , . . . , X n ∼ F represent the i.i.d. lifetimes of n components available for use, and let T 1 and T 2 be the lifetimes of two coherent systems based on subsets of these components. Assuming that the systems share one or more components, T 1 and T 2 are dependent random variables, and their joint distribution G is given in Theorem 2.1. Specifically, (2.1) and (2.2) hold, where the n × (n + 1) matrix S = (s i,j ) and the (n + 1) × n matrix S * = (s * i,j ) both have total mass 1. We have noted that the matrices S and S * do not depend on the underlying distribution F , and we thus refer to the pair of matrices (S, S * ) as the joint signature of the two systems with one or more shared components and with lifetimes T 1 and T 2 .
We now turn to the problem of comparing two pairs of systems, each pair based on components with i.i.d. lifetimes having the common continuous distribution F and sharing one or more components. Let (T ( 
1)
, T (1)
2 ) and (T (2) 1 , T (2) 2 ) be the joint lifetimes of the first and second paired systems. Our goal is to identify conditions which imply some form of stochastic relationship between (T (1) 1 , T (1) 2 ) and (T (2) 1 , T (2) 2 ). Our first result in this direction gives sufficient conditions based on the shift ordering between the signatures of two systems for their respective lifetimes to obey the bivariate lower orthant stochastic ordering (see [10, p. 
2 ).
Proof. Let us consider the effect on the value of the joint distribution G given in (2.1) for t 1 ≤ t 2 when a value c > 0 is shifted from an element of S to another element that is to the right and/or below the original element; more specifically, suppose that the value c > 0 is shifted from element s i,j to element s k,l , where k ≥ i and l ≥ j . The net change in (2.1) from such a shift is the amount c(
The negativity of this difference for 1 ≤ i ≤ k ≤ n and 1 ≤ j ≤ l ≤ n is implied by the well-known stochastic ordering of order statistics, that is, by the fact that, for 1 ≤ u < v ≤ n, X u:n ≤ st X v:n . The negativity of this difference for 1 ≤ i ≤ k ≤ n and j = 0 ≤ l ≤ n follows from the fact that, by convention, F 0:n = 1. Hence, it follows that, for t 1 ≤ t 2 , the joint distribution G(t 1 , t 2 ) in (2.1) strictly decreases through any such shift. Since S 1 ≤ s/e→ S 2 implies that we may transform S 1 into S 2 by a finite sequence of such shifts, it follows that
where G (r) represents the joint distribution of the pair of lifetimes (T (r)
, T (r)
2 ) for r = 1, 2. Similarly, consider the effect on the value of G in (2.2) for t 1 > t 2 when a value c > 0 is shifted from an element of S * to another element that is to the right and/or below the original element; more specifically, suppose that the value c > 0 is shifted from element s * i,j to element s * k,l , where k ≥ i and l ≥ j . The net change in (2.2) from such a shift is, again, the amount
The negativity of this difference 0 ≤ i ≤ k ≤ n and 1 ≤ j ≤ l ≤ n is implied again by the stochastic ordering of order statistics and by the fact that, by convention, F 0:n = 1. Hence, it follows that, for t 1 > t 2 , the joint distribution G(t 1 , t 2 ) in (2.2) strictly decreases through any such shift. Since S * 1 ≤ s/e→ S * 2 implies that we may transform S * 1 into S * 2 by a finite sequence of such shifts, it follows that G (1) 
We thus have, under the assumptions S 1 ≤ s/e→ S 2 and S * 1 ≤ s/e→ S * 2 , that
2 ). we have
Thence, using the signatures of order 3 of X 1:1 and X 2:2 given in Example 2.1, we have
and
. Hence, a straightforward calculation gives
that is, By considerations of symmetry, as in Example 2.1, we obtain S * 1 = S 1 . It has been shown in (3.1) that S 1 ≤ s/e→ S 2 , and from this, it follows that S * 1 ≤ s/e→ S * 2 . Thus, from Theorem 3.1 we have (T (1) 
2 ). While Theorem 3.1 provides conditions which are sufficient to ensure bivariate lower orthant ordering when comparing one pair of systems with shared components with another such pair, it quickly becomes clear that these conditions are by no means necessary. Consider, for example, the pairs of systems with shared components treated in the following example. 
Proof. Assuming that i < j, let us consider the effect on the value of the joint distribution G given in (2.1) for t 1 ≤ t 2 when a value c > 0 is shifted from the (i, j )th element of S # to the (j, i)th element of this matrix (where the # notation is used as in Definition 3.2). The net change in (2.1) from such a shift is the amount
which is nonpositive by Lemma 3.1. Thus, it follows that, for t 1 ≤ t 2 , the joint distribution G(t 1 , t 2 ) of T 1 and T 2 cannot increase through any such shift. This argument holds true for arbitrary values of t 1 ≤ t 2 , and, thus, implies, under the assumption S 1 ≤ sws→ S 2 , that
where G (1) is the cumulative distribution function of the systems with lifetimes (T (1)
2 ) and G (2) is the cumulative distribution function of the systems with lifetimes (T (2) 1 , T (2) 2 ). Now, assume that i < j and that t 1 > t 2 , and consider the effect on the sums in (2.2) when a value c > 0 is shifted from the (j, i)th element of (S * ) # to the (i, j )th element of this matrix (where the # notation is used as in Definition 3.3). The net change in (2.2) from such a shift is the amount c(
which is nonpositive by Lemma 3.1. It follows that, for t 1 > t 2 , the joint distribution G(t 1 , t 2 ) of T 1 and T 2 cannot increase through any such shift. We thus have, under the assumption
3)
The inequalities in (3.2) and (3.3) together imply that (T
2 ). Example 3.5. Let us now examine Example 3.3 further. We have noted that the respective signatures of the systems with i.i.d. components with lifetimes (T (1) 1 , T (1) 2 ) and (T (2) 1 , T (2) 
2 )
thus follows from Theorem 3.2.
A somewhat more general result may be obtained by combining the theorems above in the following fashion. The proof is immediate. 
where the orderings above can be either '≤ s/e→ ' or '≤ nes→ ' in each step. Then
Now we obtain similar conditions on joint signatures to get the upper orthant stochastic ordering defined by
2 > y) for all x, y (see [10, p. 308] ). The general result for the uo-ordering analogous to the preceding theorem can be stated as follows. 
2 ) ≤ uo (T (2) 1 , T (2) Joint signature of coherent systems
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The proof is obtained from Theorem 2.2 and Lemma 3.2. We can obtain other ordering results using the joint signatures obtained from representations (2.5)-(2.8). To this end, we need the following orderings between two matrices with the same total mass. We can now state the following result. 
2 ) ≤ lo (T (2) 1 , T
2 ). Proof. From (2.7) we have Analogously, the conditions for uo-ordering based on the joint minimal signatures are the following. The proof is similar. 
2 ) ≥ uo (T (2) 1 , T (2) 
