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Mellinsche Transformation und Orthogonalität bei i(s, u); 
Verallgemeinerung der Riemannschen Funktional-
gleichung von i(s). 
Von MIKLÖS MIKOLÄS in Budapest. 





falls dieses (meistens auf die positive reelle Achse erstreckte) Integral existiert; 
da (1. 1) durch die Substitution u — e'1 in die Formel 
(1.2) f(z)=je-«F(f)dt 
-CQ 
mit F(t)= 0(ß'1) übergeht, so kann die Mellinsche Transformation auch als 
eine sog. zweiseitige Laplace-Transformation aufgefaßt werden. ' ) 
H J . MELLIN hat in mehreren Arbeiten gezeigt, daß eine Relation vom 
Typus (1. 1) unter allgemeinen Voraussetzungen eine andere von der Form 
( 1 . 3 ) f t J ( U ) =-Z j U 
mit einer passend gewählten vertikalen Linie z = a-\-iy (—oo <y< •>=) als-
Integrationsweg zur Folge hat und umgekehrt.-) 
') Läßt man z nur auf einer Geraden z = u A- iy (a fest) der komplexen Ebene 
variiren, s o entsteht unter den Bezeichnungen f ( a + i y ) - g ( y ) , e-"< F(t) —- G(t) die Formel: 
CO 
g(y) = J e-':n G(t) dt. Die Fourier-Transformation ist also ein wichtiger Spezialfall von. 
-CO 
(1 .1 ) bzw. (1 .2) . — Vgl. z. B. [ij, [14]. 
! ) Vgl. [8J, [9], [10]; e s sei für Anwendungen in der Funktionentheorie bzw. analyti-
schen Zahlentheorie auf [1], [16] hingewiesen. 
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In der vorliegenden Arbeit will ich vor allem die Mellinsche T rans fo rma-
tion auf die sogen. Hurwitzsche Zetafunktion C(s, u) (O < u ^ 1) anwenden,") 
w a s bis jetzt noch nicht geschehen zu sein erscheint. 
Es zeigt sich, daß die Mellin-Transformierte 
05 
OK (s, z) I ii: lT;(s, u) du4) für 1i(s) < 1 , max {0, >JH(s)} < < 1 
o 
sich mit Hilfe der elementaren Funktionen, der Gammafunkt ion und von t ( s ) 
in geschlossener Form auswerten läßt (Satz 1). Die entspr ingende Relation 
( 1 . 4 ) 3 ) ¡ ( 1 - Í , * ) / ' (* ) = 2(2:7)~(*r )r(s) cos —(s—z) + z) 
setzt in Evidenz die Symmetrie-Eigenschaft £9¡(1—s, z) = Í0Í(1—2, s ) ; da (1. 4 ) 
im Fall :N(s) 2: l beim Grenzübergang z -*• 0 in die Riemannsche Funktional-
gleichung von i ' ( s ) übergeht, so handelt es sich zugleich um eine Verallge-
meinerung derselben. 
Die Umkehrung des Satzes 1 gestattet nicht die Benutzung der e in-
schlägigen, in der Literatur auff indbaren allgemeinen Transformat ionssä tzen, ' ) 
weil ihre Prämissen in unserem Fall nicht erfüllt s ind. Es werden immerhin 
die im Mellinschen Sinn „reziproken" Darstellungen für C(s, u) bzw. 
C*(s, u) = C(s, u)—ir" abgeleitet und zwar mittels der Methoden der Res iduen-
rechnung, unter Heranziehung mancher, teilweise tieferer Eigenschaften und 
Abschätzungen von t'(z), C(s), C(s, u) (Satz 2). Die erhaltenen Beziehungen, wie 
a-Wco 
C(l-s,u) = ^ j ^ | (2:r u)" I'(z) cos ^ ( S - Z ) ? ( S + Z ) dz 
(0 < ii < 1; 0 < 31 (s) < 1 ; 0 < « < min {:H(s), 1—31(s)}) 
decken einerseits neue Zusammenhänge zwischen C(s, u) und £(s) im kriti-
schen Streifen a u f ; andererseits liegt es nahe, sie bei weiteren Untersuchungen 
über Wurzelverteilung von i(s) benützen zu können. (Vgl. ( 6 . 1 ) — ( 6 . 3 ) . ) 
Wir beschäftigen uns auch mit der Frage, wann zwei verschiedene 
Werte von u) (als Funktionen von u) im Intervall 0 < « < 1 zueinander 
orthogonal s ind,") welche — wie man sehen wird — mit der im Satz 1 
betrachteten Mellin-Transformation in enger Verbindung steht. Der Antwort 
:1) Vgl. z. B. [161, 117]. 
Hier und durchwegs bezeichnet C(s, u) die mit C(s, u) — ~(s, u) (0 <C ti 1) und 
f ( s , i / - f l ) - - ^ ; ( s . u ) (a > 0) definierte Funktion. 
••) Vgl. [1|, S. 212, 409. 
') Orthogonalifätsrelationen sind in der Theorie der Zetafunktionen meines Wissens 
bisher nicht gefunden. 
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(Satz 3) enthält speziell die Orthogonali tätseigenschaften der Bernoullischen 
Polynome und einige Konsequenzen meiner, in anderem Zusammenhang un-
längst gewonnenen Resultate.7) — Schließlich werden noch einige Sonderfälle 
hervorgehoben und Bemerkungen über die Verwendungsmöglichkeiten g e m a c h t 
2 . In den folgenden bedeuten z = x + iy, s = o-\-ir und w dauernd 
komplexe, t, u und v aber reelle Variablen. Das Zeichen „log" ist für den 
(natürlichen) Hauptlogari thmus, 2" fü r den Hauptwert der Potenz aufgehal ten. 
f§] soll den ganzen, S = £—[£] stets den gebrochenen Teil von £ bezeichnen. 
— Die auf reelle W e g e bezüglichen Integrale sind im Cauchy—Riemannschen 
Sinn zu n e h m e n ; unter dem Wert eines geradl inigen komplexen Integrals der 
Form | H(z) dz versteht man, wie üblich, den Grenzwert des Integrals von 
a-ico 
a — iV, zu e. + iY., für Y„Y.,-*oc.s) 
Wir wollen zunächst C(s, u) als eine Funktion von u untersuchen. 
L e m m a . u) ist für ein beliebiges festes s =j= 1 eine im Intervall. 
0 < £/ ^ 1 stetige Funktion. Ufas die Nähe des Punktes u = 0 betrifft, so sind 
drei Fälle zu unterscheiden: 1 ) für a<0 gilt lim £(s, u) = £(s); 2) ist o—O, 
»->-+0 
so bleibt C(s, u) bei u -*•-)- 0 beschränkt; 3) fiir o > 0, s =j= 1 hat man 
lim usC(s, u)= 1. 
B e w e i s . Die Darstel lung") 
00 
(2. 1) Z(s, u) - 2 " ( « + «)" + - 7 — r ( « + NY ' - s f f ( u + O'" 1 dt 
„-=(1 i I J 
X 
(o>0, s 1 ; j V = 0 , 1 , 2 , . . . ) läßt sich mit 7 V = 1 in der Form schre iben ; 
CD 
(2. 2) C(s, u) = u" + (a + 1)-' + - ¿ j - (u + 1)'•* - 5 JY(/+ü)"11 dt 
1 
( ( T > 0 , s 4 = l ) , denn es ist 
\ l ( t + u ) - " 1 dt = - j ( « + 1 ) 1 - ' - « 1 - ' j + ± j (u + \ y ' - u ' j . 
6 
') Vgl. [11]. 
o+t'F 
s) Wir beschränken uns also nicht nur auf den Cauchyschen Hauptwert lim j 
Y-+m 0jJr-
°) Vgl- PI, S. 9—10. 
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Eine partielle Integration ergibt ferner 
*+! Jt+1 
~(S+ i ) J > ( i - 7 ) ( f + u y ' - d t k ) (1 + k ~ f ) d t = 
t k 
fc+i 
( 2 . 3 ) = — J ( f + u ) " 1 ( 2 J t + l — t ) d t = 
t 
k+1 
= \(u + ky'-(u+k+\)> j + 2 J 7 ( t + u y ' - ' d t ( * = 1 , 2 , . . . ) , 
Jfc 
so daß man aus ( 2 . 2 ) die schärfere Formel 
(2.4) 
:(s,U) = u-+±(a+1)"+ i ) l s+ J 7(i-7)(t+ur-2dt 
1 
erhalten kann. Weil das Restglied wegen |7(1— 7)(t + u)'"'2\ ^ ^t'"'2 in 
jedem endlichen Gebiet der s -Ebene mit a > —1 gleichmäßig existiert, ist d i e 
rechte Seite von ( 2 . 4 ) eine fü r a > — l , s 4 = l reguläre Funktion von s und 
sie liefert die analytische Fortsetzung von £(s, u) b is zur Geraden a — — 1 , 
( 2 . 4 ) gil t somit für a > ^ l , b is auf s = l . 
Wi r brauchen noch die folgende Formel von HURWITZ :L0) 
/-. r / 2r(l—s) ( . ns Ä C0s2 /nyru , . t s -v> s i n 2 r n : r u \ 
(2. 5) ^ « ) . - (s.n — 2 + c o s - - ^ ) • 
• : ( ö < 0 ) ; 
( 2 . 5 ^ (2. 2) und (2 .4 ) se tze t die erste BehauptungOber S t e f l g k e i t \ ^ h ^ ( s , u) 
(0< u ^ 1) in Evidenz, wenn man beachtet, daß die Reihen £m? lcos2mrtur 
X sin 2mn:u und die Integrale in (2 .2) , ( 2 . 4 ) bezüglich" ü g le ichmäßig 
konvergieren, je nachdem der Fall o < 0 , bzw. a > 0 oder 0 = 0 vorliegt. — 
Es ölfeibt der Endpunkt u = 0 übrig: 
1. Ist 5 fest und o < 0, so läßt sich die rechte Seite von ( 2 . 5 ) durch 
die konvergente numerische Reihe 
2 | r ( l - s ) | ( 2 « r , ( 
majorieren, woher nach W E I E R S T R A S S die gleichmäßige Konvergenz de r 
10) Vgl. [6J, S. 107 ; [171 S. 269. 
. ZTS TIS sin ——- - !-» COS -71— 
2 2 liv-1 J m=l 
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betreffenden Funkt ionenreihe und die Stetigkeit ihrer S u m m e fü r — < u < « > 
folgt. Man f indet sogar gleich 
(2.6) lim £(s, u) = lim u) = ?(s, 1) = ?(s). 
2. Für s = 0 liefert ( 2 . 4 ) unmit telbar 
(2.7) lim £(0, u) = lim (4- - ") == 4 • 
W e n n aber o = 0 , s = p O , d . h . s = ir ( r = f = 0 ) ist, so gelangt man a u s 
( 2 4 ) wegen 
CO CD 
IJTO-O (t+ur1-2 dt | < i - j ( f + u)-3 rfisj 
1 1 
zur Abschätzung 
( 2 . 8 ) | S ( / t , u ) | < + 2 ( r 2 + 1 ) " + y | t | ( t 2 + 1 ( 0 < a i l ) . 
3. Schließlich, im Fall e ines (festen) s 4 = ' mit a > 0 hat man nur d ie 
Ungle ichungen 
CD CO 
( 2 . 9 ) \ f 7 ( t + u ) - ' d t \ < j ( t + ay~ldt< o { u ] + ] r < ^ (u^O) 
t i 
zu berücksicht igen, um a u s ( 2 . 2 ) die Limesrelation 
( 2 . 1 0 ) lim us £(s, b) = 1 
u-f+0 
zu entnehmen. 
3 . Es sei die Mell in-Transformierte 
CD 
( 3 . 1 ) - m(s,z) = fu'-^(s,u)du 
betrachtet . Wir behaupten den folgenden 
S a t z 1. 2 J i ( s , z ) ist für a< 1, max {0, a} < jc < 1 vorhanden, aber nicht 
absolut konvergent; in diesem Fall gilt die Darstellung 
( 3 . 2 ) m(s,z) = 2(2^y-"1 r ( z ) T ( l — 5 ) sin y ( s + 2 ) ? ( z - s + 1 ) , 
welche sich auch in der Form 
( 3 . 3 ) 3 R ( l - s , z)/F(z) = 2 ( 2 « y { s ^ r ( s ) cos- j ( s - z ) S(s + z) 
(a>0, m a x { 0 , 1 — o } < x < 1) schreiben läßt. 
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Man hat die Limesgleichung 
( 3 : 4 ) l i m 3 H i ( l — s , z ) r C ? ) = : ( l — s ) ( o ^ l ) 
und die Symmetrie-Relation 
( 3 . 5 ) 9 K ( 1 — s , 2 ) = > J K ( l — z , s ) (0<o< \,0<x< 1, o+x< 1 ) ; 
auf Grund von (3. 2) mag (3. 3) als eine Verallgemeinerung der Riemannschen 
'T 9 
Funktionalgleichung C ( l — s ) = 2(2:Ty I \ s ) c o s • C(s) (s = l , 0 , - 1 , - 2 , . . . ) 
angesehen werden. 
B e w e i s . 1° Zuers t setzen wir fest, d a ß ( 2 . 5 ) nebst 0 < « < 1 auch 
fü r O g » < l gült ig bleibt. 
Denn die in (2. 5) vorkommenden tr igonometrischen Reihen konvergieren 
für 5 < 1, 0 < u < 1 laut eines bekannten Konvergenzkri teriums von D i r i c h l e t ") 
und sogar g le ichmäßig in jedem Teilintervall — s ; faßt man sie 
a l s gewöhnl iche Dirichletsche Reihen auf , so folgt ihre Konvergenz in der 
Halbebene a < 1, ferner die dortige Regularität ihrer Summen als Funkt ionen 
von s. Da alle s ingulären Stellen von JH(1—s) an s = 1 , 2 , 3 , . . . liegen, s ind 
beide Seiten von ( 2 . 5 ) analytisch für o < 1, so daß sie für die betreffenden 
Wer t e von 5 identisch sein müssen . 
Es gilt also für die nach 1 periodische Funktion C(s, u) = ; (s , 77) d ie 
Dars te l lung 
(to sin V /n'-> cos 2m reu + m=l 
a> \ 
+ cos £ m'-1 sin 2mrcu\ (a < 1; u > 0, u =j= 1, 2 , . . . ) . 
2° Es. s e i « < 1 , O e r e l , und x>a; wir betrachten das Integral A 
j u ' 1 £(s, u) du ( A > 0, beliebig). 
•ö 
Der Integrand ist auf Grund des vorangehenden Lemmas eine stetige 
Funkt ion von u in (0, «=), abgesehen von den Punkten u = 1 , 2 , . . . , wobe i 
nu r die linksseitige Stetigkeit von c(s, u) gesichert ist. Es kann ferner, den 
Fäl len 1)—3) des Lemmas entsprechend, eine Zahl r ) > 0 derart bes t immt 
werden , daß die Abschälzungen 
i Cux'x ( 0 < / i s d ) 
( 3 . 7 ) / /-->C(s,u) s L , , „ , ( f f ä O ) 
' 1 - v ' / ' — C ( r < u ^ i' + d ; v = l , 2 , . . . ) v 
") Vgl. z. B. 12], S. 32, oder [13], S. 18. 
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bzw. 
\ Cu*o~l ( O c u ^ d ) 
( 3 . 8 ) I r ' i i M l i s L , w , ' • , , o x ( 0 < o < l ) v ' 1 v ' ' IC(u — r)-' ( r < u ^ v + d; »' = 1 , 2 , . . . ) v ' 
gültig s ind, wobei C eine geeignete Konstante bezeichnet. 
Hieraus ersieht man, daß unsere Bedingungen fü r s und z jedenfal ls 
die (absolute) Integrabilität von w~x ~(s, u) in der Nähe der etwaigen Un-
endlichkeitsstellen und somit im ganzen Intervall O^u ^ A nach sich ziehen. 
Multipliziert man nun ( 3 . 6 ) mit u-"1, so muß die rechte Seite (nach klass i -
schen Sätzen der Theor ie der tr igonometrischen Reihen) die zu 0 < « < 1 
gehörige (gewöhnliche) Fourierentwicklung von «*" 1 ' , ( s , u) sein, welche m a n 
bekanntlich gl iedweise integrieren darf . ' - ) Infolgedessen bekommen wir auf 
Grund bekannter Integralformeln in der Theorie der Gammafunkt ion 1 : i ) 
A .1 
C ® / ' C 
I u - 1 u) du = 2(2:t)"1 /\l—s) V 1 s in J ' c o s 2 / " - ' T U 
(i 'i 
A 
J \ co Ii- -> sin 2 m : r u du | 2 ( 2 / - ( l - s ) r ( z ) sin + z) £ ' r 
( 3 - 9 ) " - » " 
+ 2(2.-t) ' -1 / X I — s ) 2 ^ " - ' s i n ^ U u c o s 2rn:cu du + 
m.-l Z J 
A 
uZ~x sin 2mstu tfuj; cos z 
A 
die Konvergenz der ersten Reihe und von = ^ — s + 1) impliziert 
offenbar die Existenz der letzten Summe. 
3 ° Fassen wir die hier auftretenden Integrale ins Auge ! Eine Tei l in tegra-
tion liefert (jc < 1) 
00 03 
Ju- ' -1 cos 2/7i-.ru du = T | — A : s i n 2mszA-r(\—z)ju:-2 sin 2m-.xu du j , 
A A ' 
woher man sofort die Ungleichung 
CO 33 
I u'~l cos 2m:xu du I < — Ä"1 + I u~~ du — 14 - + -r—?—I 
j j I 2m;r mir) :rm \ 2 1—x) 
12) Vgl. z . B . ]2|, S. 89—91, bzw. S. 31. 
« ) Vgl. z .B . [7J, S. 79 ; hierbei wird die Bezeichnung z ! = T ( 2 - f I) benutzt. 
3 
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(m = 1 , 2 , . . . ) e rhä l t Ähnlicherweise entsteht 
аэ 
J V 1 s i n 2 m Я П / d u ( / п = 1 ' 2 ' -)-
Die Summe der zweiten Reihe in ( 3 . 9 ) bleibt also absolut unter der oberen 
Schranke + c o s ^ ~ ] ( y + "'» d a d e r l e t ó e 
Faktor für А —<*> gegen Null strebt, so erhält man für А —• «>: 
Ш 00 
(3.10) £ n?'jsin^- j V 1 cos 2 ш . т н du -f cos " ^ " J « ' " 1 s i n 2 /п .тй d u j -»• 0, 
А А 
wofern nur s und z fest und den oben gestellten Bedingungen unterworfen 
CD 
s ind. ( 3 . 9 ) und ( 3 . 1 0 ) hat aber die Existenz von ) u*~l b(s, u)du und die 
б 
Relation (3. 2) zur Folge. 
Ш 
4° Um- die Divergenz von J I«'"1 £(s, u)l du (a < 1, max {0, a) < x < 1) 
о 
zu ermitteln, bemerken wir, daß die Integrale 
i-И I 
f|S(s,a)|</n= [|£(s, u)| du ( r = 0 , 1 , 2 , . . . ) 
> - 6 
auf Grund des Lemmas vorhanden und positiv sind, ferner, daß ur~l in 
unserem Fall für 0 < и < » streng monoton abnimmt. 
Daher ist für W = 1 , 2 , . . . 
-V К 1 
( V " 1 ^ , u) | du > N"1 l ' j ; ( s , u) | du = N' f |5 (s , o ) | du 
Ii 0 Ü 
und das letzte Produkt wächst mit N über alle Grenzen. 
5° Schreibt man 1—5 statt s, so wandelt sich ( 3 . 2 ) in 
(3. 11) ОД(1—s, Z) = 2(2;т)" ( , + г ) r(s) Г(г) c o s ^ ( s — z ) C(s + z) 
(o > 0, m a x { 0 , 1 — о ) < x < 1) 
u m ; daraus geht einerseits die Symmetrie-Relation (3. 5), andererseits im Fall 
a g 1, 0 < x < 1 die Formel ( 3 . 4 ) unmittelbar hervor. 
4 . Unser nächstes Ziel ist die Mellinsche Umkehrung von ( 3 . 3 ) mit 
funktionentheoretischen Mitteln. Dies leistet 
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S a t z 2 . £ ( s , u) ist nebst a < 1 und 0 < u < 1 mittels der Gammafunk-
tion und der Riemannschen Zetafunktion folgendermaßen ausdrückbar: 
cH-»® 
1 — s , u) — -^r(2-t)"'1 F(s) ] (2'.Tuy r{z) c o s y ( s - z ) ? ( s + z)dz 
< 4 . 1 ) 
( a > y , s=j= 1, 2 , . . . ; m a x { 0 , 1 — a ) < a < y ] , 
ferner Ct-riCD 
< 4 . 2 ) - ( ' - ^ ^ ^ " ' ^ ¿ ( ^ r 7 ^ ) | ( 2 . T ü ) T ( 2 ) C 0 S y ( S - 2 ) ? ( S + 2 ) i / z 
a-/CD 
(0 < o < 1; 0 < « < min {o, 1—o}). 
B e w e i s . Es sei stets 0 < zr < 1, « > 0 , a - J = 1 — a angenommen; wir 
beschränken uns überall auf die nicht-ganzen Werte von s, falls nicht eine 
andere Festsetzung getroffen wird. 
1° Der Integrand ist ersichtlich für alle Werte von s und z regulär, 
abgesehen von den durch die meromorphen Funktionen F(z) und C(s + z) 
gelieferten singulären Stellen. Wir betrachten nebst festen s und u die Summe 
der Residuen von u" a(s, z) = 2 ( 2 : r ) " T ( s ) • (2rru)~"~cos y ( s — z ) f\z)C(sArz), 
erstreckt über die von x — a links liegenden Pole und benutzen für diese 
Summe die Cauchysche Bezeichnung:") 
- e u"3(5, z) = £ 2 ( 2 7 i ) - s r ( s ) ( 2 . T a ) " c o s £ ( s - z ) [ r ( z ) ü ( s + z)]. 
.»•<<* x-ria 
Mit Rücksicht auf die Einfachheit der fraglichen Pole erhält man 
res u"S(s, z) = 2 ( 2 r r ) " T ( s ) ( 2 ; t u f cos y (s + k)C(s—k) = 
<4'3> _ r ( s ) u < ' - ( s - \ ) ( s - 2 ) - ( s - k ) 
' ' kl r(s—k) ~ k\ S ' )U 
{k = 0 , 1 , 2 , . . . ) , 
gleichwie 
res ir %(s, z) = 2(2^yKr(s)(2nuY1 cos~(2s—\)f'(\—s) = 
< 4 . 4 ) j 
= — u»-1 r ( s ) T ( 1—s) sin n s = u9"1. 
14) i?';9>(2) (V't2)! bezeichnet bekanntlich allgemein die Residuensumme von 
bezüglich auf die innerhalb der geschlossenen Kurve l gelegenen singulären Stellen von 
y(z) . — Vgl. z. B. [6], S. 15, 30; [12], S. 84. 
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Die Untersuchung der somit auftretenden Reihe 
k\ - k) u
k 
erfordert keine Mühe. Denn man gewinnt zunächst für o> 1, durch Ver-
wendung der Binomialreihe und des Doppelreihensatzes von WEIERSTRASS 1 ' ) 
(4. 5) 
CD CD _ \ t CO / \ 
Die letzte Reihe konvergiert für jedes feste u in einem beliebigen endlichen 
Bereich ^ der s-Ebene gleichmäßig, wie man auf Grund der für hinreichend 
große k gültigen Abschätzung ¡| l ? ( s - t -k )u k \ • 
r(s) u




und des Weierstraßschen Kriteriums sofort einsieht; daraus folgt aber, daß 
die betreffende Summe eine ganze Funktion von s ist. Da (4 .5 ) infolgedes-
sen beiderseits bis auf s = l analytische Funktionen erhält, so muß es all-
gemein 
(4.6) :(s, u)-u- = 5 (~s] £(« + *:)«<•• (5 + 1) 
bestehen.'") 




 1 ) ¡,'(1-5+*)«'- = i(\-s, li)-U>-\ 
(4 .7 ) = j wenn a < \ — n ist, 
' S(1—s, u) im Fall « > 1 — o . 
2° Wir betrachten nun ein Viereck in der z-Ebene mit den Eckpunk-
ten a—iYu « + + ( K , > 0 , K 2 > 0 , N 
eine positive ganze Zahl), umlaufen in positivem Sinn. Vermöge des Resi-
duensatzes kann man schreiben (vgl. (4.3), (4. 4)) 
- ( - v 4 ) - , v . ' 
! + . ! ' + J' + J ( 4 . 8 ) 2;r i u aTi(l—s,z)dz = 
15) S. z. B. ¡31, S. 440 und 444—445. 
16) Es ist hierbei, wie üblich, unter [(s -f- k—l)£(s + Ar)]s=1.,. der entsprechende 
Grenzwert (d. h. I) zu verstehen. 
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( 4 . 8 ) 
j j§(S / j ' O —s + k)uk, falls a<\—a ist, 
j + k 1 j?(l—s + k)uk, wenn a > 1 — a ist und 
Yu Y-i, N genügend groß gewähl t werden.1 7) 
Hierbei ist der Integrand (der Kürze halber) nur einmal dargestellt und j e d e r 
Integrationsweg (wie in den folgenden stets) geradl inig gemeint. 
Unsere Aufgabe steht offenbar darin, die einzelnen Teilintegrale für feste 
s und u hinreichend scharf abzuschätzen und dann Vi—*oc, K2—<•<>=, 
streben zu lassen. 
3° Wir beginnen mit dem dritten Glied unter ( 4 . 8 ) ; es ist 
(v4)+ 
(4. 9) J u- ö(s,z)dz = i J uS+- " ' j j s , — N— ~ + iyjdy. 
Man verifiziert leicht mittels der Funktionalgleichung von ±(s): 
(4. 10) 3(s , z)=^~r(s)r(z)r(\— s—z)(sin;rz + s i n i T s ) S ( l — s — z ) r 
und als ein Korollarium der Stirlingschen Fo rme l : 
( 4 .11 ) r(z„ + n+\)~nln* (z„ fest, /j 
Da man die Wer tbes t immung 
( 4 12 ) r i - A T — L ] = ( - 2 ) ^ ^ 
K ' \ 2) 1 - 3 - - ( 2 ^ + 1 ) 
hat, so gilt von einer Zahl N — N n an 
(4. 13) 
r \ l - s + N + - j - i y 
/ 1 1 — < x + N + 1) < 
< 2(N\)~i?c- •2N\N-2"T = 4fc2N'2 
besteht zugleich N > a , so ist gewiß 
i 
•TT-O' 
(4 .14 ) £ | l - s + i V + i - - / > > j 
( - K . ^ S i K ) ; 
") D. h. so groß, daß 1—s innerhalb unseres Vierecks liegt. Das ist etwa bei 
> M, > M> M > " gewiß der Fall. 
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Es folgt noch unmittelbar 
<4 .15) 
sin -T ( — N— y + iyf\ = j — s i n [ y v + y ] n-ch ¡X y + 
+ i c o s ^ V - f - y j : T - s h j T j / | ^ c h i r y - f - | s h j t j ' I ( _ K 2 ) . 
Alles d ies ermöglicht die Abschätzung 
<4-16) 
f u z%(s, z)dz 
r. 
< 
< 2 : i - C | y | | r(s) | u Vr - N'1 j" ( e^ f i - f | sin :rs\)dy (N> m a x { W 0 , a } ) . 
- > , 
Bei fest gehaltenen K, und K wird die letzte Schranke für N —•«> be-
iV+i --a 
l iebig klein, weil dann u ^ - N - gegen Null strebt. 
- 4 ° Von nun an bezeichnen wir (zur Abkürzung) mit cit c , , . . K l t K,,... 
positive Konstanten, welche unter Umständen von s und u abhängen können , 
aber von Y und N jedenfalls unabhängig s ind . 
Es ist zweckmäßig, das Integral 
(4 .17 ) | u-ß(s,z)dz= [ u-'-!.rs(s,x + iY)dx 
jV=t=0 bel iebig reell, welche vom T y p u s des zweiten und vier-
-(<T-Ul) 
ten Gliedes unter (4. 8) ist, folgenderweise zu ze r legen : | - f f t } • 
Erstens schreiben wir (vgl. ( 4 . 1 0 ) ) 
-(<7-1) 
( - t ) 
¡¡-'-»•%(s,x + iY)dx-
(4 .18 ) 
2 v ' J |. r ( l —z) V sin; t2,1 J.-=r+;r 
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Hierbe i .g i l t wegen1 8) /"(w + w 0 ) ~ r ( w ) ( w 0 beliebig fest, | i v | - k » ) 
~ j ( l — x — / K ) ' ! ( K fest, x->-—oo), 
r ( i - s - z ) 
r( 1 - 2 ) 
a l s ó nebs t o > 0 gewiß 
T ( l — s — z ) 
z=x+iY 
<4 .19) 
T ( l - z ) I" 
< c , | l — x — / K r * < c 1 | K | " (— « < J C S - a — 1 ) . 
D a allgemein | s i n ( i + /?j)|2 = sin2£-f-sh2i2 (1,72 beliebig reell), also 




! sin ,T((J + IR) I , ch .TT 
| s i n . T ( x - H T ) l s h r r K I 
( — 0 0 < X < < 5 0 ) . 
Ferner, hinsichtlich 1 — a — x ^ 2 
<4.21) ¡ ? ( l - s - z ) | ^ + , r s C ( 2 ) < 2 ( — x < x g — a — 1 ) , 







J u-'-iY%(s,x + iY)dx 
- W ) 
-(0+1) 
^Kr(1+wfFr) J m>Kr, N=1,2,...) 
- C O 
liefern. 
Bei dem zweiten und dritten Teilintegral in Betracht untersuchen wir 
d e n Integrand in der Form 




cos —- ( ö — x + z'(t— K) ) 
ST 
S i c h e r - K ) + s h f ( T - r ) 
x+ir 
und, vermöge der Formel von P I N C H E R L E — M E L L I N 1 9 ) 
( — 0 0 < X < < » ) 
<4.24) ¡ r ( x + i » | < ( l ^ + d ) i v r 2 e " 2 i n 
( d > 0 fest, — a — l s x g c , | K | > / C 2 > 0 ) . 
is) Vgl. [7], S. 3 0 - 3 1 . 
18) Vgl. [10]. S. 308—309, oder [7], S. 14—15. 
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Kombinieren wir die für festes o und IT | -+«> bes tehenden A b s c h ä t z u n -
. gen |S(s)j = 0 ( l ) - | T ! O ? ( l - s ) | ( o beliebig), g(s) = 0 ( | T | s ~ 1 ' l o g | r | > 
( O ^ CT ^ I ) , von welchen die erste in einem beliebigen Streifen o ^ a ^ a ? , 
d ie zweite in jedem solchen mit 0 ^ a , < a 2 g l auch gleichmäßig g i l t ; s o m i t 
ergibt sich unter Benutzung d e s Satzes von LINDELÖF:'2") 
( 4 . 2 5 ) |S(s + * ) | < 
Es folgt also 
c 4 |K | 2 " l t r ^ r ) l og |K | mit — o—lrgjt^—a,\Y\>K*, 
cu j log | Y\ nebst - a s * 1—o, | K| > K<, 
c„ log (K| fü r 1 — f f S i i l +ö,d> 0 fest, \Y\>K„ 
( 4 . 2 6 ) j u r-iy$(s,x + iY)dx 
-l<rVl) 
< c 7 ; K | " r l o g |K| {\Y\>K,). 
W a s den Fall des Intervalls ( — a , a ) betrifft, so sind zwei Möglichkei ten 
zu unterscheiden. W e n n dies einen Teil von ( — a , 1 — a ) bildet, d . h . k < 1 — a 
besteht , so erhält man (vgl. ( 4 . 2 3 ) — ( 4 . 2 5 ) ) 
( 4 . 2 7 ) 
a a 
C I T — 
J u~r~'Y ¿(s, x + iY)dx \< c 8 J ( 2 r w ) - ' | K | - log | Y\dx = 
^ ( m ^ - i r f ) ( ! y\>Ke). 
Widrigenfal ls ( « > 1 — o) hat man in ( 4 . 2 7 ) 1 — o statt a z u s e t z e n u n d 
es entsteht fü r den Rest (vgl. ( 4 . 2 3 ) — ( 4 . 2 5 ) ) 
a a l 
ju-'iY 3 ( s , x + i Y) dx | < c10 J I Y\~T log \Y\dx = 
1 -or 
1 1 
( 4 . 2 8 ) •,_> 
(4 .17) , (4 .22) , (4 .26) , ( 4 . 2 8 ) ergeben zusammen 
«+; i' 
( 4 . 2 9 ) < Cu[Y\~
v log | Vl + Col Y\2 a) ( | V | > Ä i ) , 
[cn\Y\-' log I Y\ + c » \ + c10| Y\" * (|y|>Äi)F 
je nachdem a > 0 und 0 < « < 1 — a bzw. < 7 > 0 und a > 0 , a > 1 — o ist. 
* ) Vgl. z. B. [15], S. 19—20. 
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Nimmt man noch im ersten Fall « < a , im zweiten aber ° > ~ 2 u n t * 
<i < y an , wodurch die Bedingungen (1) 0 < CT< 1, 0 < « < m i n { a , 1 — a } 
b z w . (II) o > y , s ^ l , 2 , . . . , max { 0 , 1 — a ) < a < y entspringen, so m u ß 
nach (4 .29 ) das Integral linker Hand für j Y\ —<• so gegen Null streben, und 
zwar inbezug auf N gleichmäßig. 
5 ° Es seien u mit 0 < u < 1 und s, a mit (I) oder (II) festgelegt. 
Da wir in 1° die Konvergenz und Summe von z) schon er-
x-'a 
mittelt haben (vgl. (4 .7 ) ) , schreiben wir nun (4 .8 ) in der Form 
vu--7i(s,z)— y ^ j j u-:&(s,z)dz=i k ^ S O — s + A-)ü'- + 
( 4 . 3 0 ) 
' 2:ci 
a-,V l 
U' : , j(s, z) dz, + J + J 
wobei K,, Y, und N hinreichend groß zu denken sind (vgl.17)), ferner g nach 
xa 
( 4 . 7 ) für (I) £(1 — s , u)—u'-1, für II einfach S ( l — s , u) bedeutet. Wir wollen 
in den folgenden Zeilen auf die Bezeichnung des Integranden w &(s,z) ver-
zichten. 
Es sei a > 0 beliebig vorgeschrieben. 
Vermöge (4.29) lassen sich die Parameter K, und Y, derart best immen, 
daß die Ungleichungen 
«r-.'V, 
(4 .31 ) J j u " d i ! < y i ( K „ K > K w , N = 1 , 2 , . . . ) 
gült ig sind. 
Halten wir ein solches Wertepaar YUY« fest so kann N (vgl. (4 .6) , 
(4. ! 6 ) ) gewiß so groß gewählt werden, daß 
<4.32) < (N > M), 
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ferner 
(4 .33) i 71 (N>Ni) 
ausfällt. 
(4 .30)—(4.33) implizieren aber 
a+iY, 
(4-34) 
1 f C ^ e I 1 i 7 l S . 3 1 B I : T 8 \ /V \7 ^ \ 
a-iTi 
» T U 
also die Konvergenz von j" und (4 .1) bzw. (4. 2), w. z. b. w. 
Ct'i CO 
5. Wir zeigen nun, daß 3Tc(5, z) in solcher Form geschrieben werden: 
kann, welche gewisse Vorteile gegenüber ihrem ursprünglichen Ausdruck 
bietet, ferner uns zu Orthogonalitätseigenschaften von. £(s, u) ( 0 < « g | l ) führt-
Genauer: 
S a t z 3. Es besteht 
i 
(5 .1) j £ ( s , u ) < / u = 0 ( o > l ) , 
und das linksseitige Integral ist für ogkO eigentlich, für 0 < o < 1 uneigent-
lich, aber absolut konvergent. 
Für max {0, o} + max {0, x} < 1 (*) ist ein Produkt £(s, u)t,(z, u) im In-
tervall 0<u< \ absolut integrier bar21) und es gilt die Formel: 
t 




f w i m ( s > 1 — 2 ) > w e n n * > °> * + m a x { 0 , O} < 1 , 
(5.3) J s R f c j ^ wenn o> 0, a + m a x {0, x } < l , 
-1) Es erscheint wahrscheinlich, daß J i ( s , u ) i ( z , u)du \m Fall max { 0 , f f } + m a x { 0 , * } ^ r 
o 
als ein Riemann—Cauchysches Integral nicht existiert, so daß e s dann auch von Orthogo-
nalitätsrelationen der Art ( 5 . 5 ) keine Rede sein kann. 




Nebst (*) hat man dann und nur dann die Orthogonalitätsrelation 
, ( 5 . 5 ) u), Z(z, u)) = jC(s, u) ?(z, u)du = 0, 
wenn s und z sich um eine ungerade (ganze) Zahl unterscheiden. 
B e w e i s . 1° Nach dem Lemma ist |£(s , u ) | für o g O im Intervall O S f l S I 
beschränkt und integrierbar, während wir fü r 0 < a < 1 die Abschä tzung 
|£(s, u ) | < Cwa(C > 0 , 0 < u ^ 1) haben ; wegen der absoluten Integrierbarkeit 
von ?(s, u) liefert ( 3 . 6 ) die gewöhnliche Fourierentwicklung dieser Funkt ion in 
0<u< 1, woher ( 5 . 1 ) durch eine ( jedenfal ls erlaubte) gl iedweise Integration 
unmit te lbar folgt. 
2 ° Es sei max {0, a} + max{0 , x} < 1 a n g e n o m m e n ; darin sind vier Fälle 
mögl ich : 1) CT^O, I S O ; 2) a^O, 0<x< 1; 3) x ^ 0, 0 < < ? < 1 ; 4 ) x > 0 , 
o> 0, x + a < l . W i e a u s dem Lemma erhellt, ist u)| ¡£(z, « ) | in O c u ^ l 
al lerdings eine stetige Funktion von u; bei u-*+ 0 bleibt sie im Fall 1> 
beschränkt , sonst m a g sie unendlich werden und zwar, der Reihe nach, höch-
s tens wie ur", u-°, ir(<r+*>. Wegen o+x < 1 ist also die Existenz von 
i 
| a) [ u)\du gesichert. 
i.r 
Liegt 1) vor, s o s ind auch |£(s, u) | ä und |£(z, u) |2 in 0 < « s l integrier-
bar und es kann d ie Parsevalsche Formel fü r nach 1 periodische Funktionen 
angewendet , werden.2*) Man erhält durch ( 3 . 6 ) 
. 1 
(5.6) J U s , u ) y ( z , u ) d u = 
o 
= 2 T ( 1 — S)T(\—z)(2n,y 2Lm I s i n s t n + c o s c o s - ^ - J = 
= 2 ( 2 ^ ^ ( 1 —s) T ( 1 — z ) c o s y ( s — 2 ) ? ( 2 — s — z ) , 
also (5 .2) . 
W i r betrachten nun 2) und 4) zusammen, indem wir die Gült igkeit d e r 
Bedingungen x > 0 , x + max {0, a \ < 1 voraussetzen. Dann ist die Mellin-
22) Es wäre in sonstigen Fällen die Benützung des Theorems von PARSEVAL—HURWTTZ-
mit überflüssigen Einschränkungen verbunden. 
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Transformier te i№(s, 1 — * ) = ( i r - $ ( s , u ) d u nach Satz 1 gewiß vorhanden ; d ie 
(t 
Verwendung von ( 2 . 1 ) ergibt 
1 1 CD 
J C(s, ») C(2, u)du + J s ( s , u) j z j j ( t + u)-:-xdt -1- (U + iV)1"'! du = 
" 0 ' .Y 
1 ^ H + l 
( 5 . 7 ) = ( c M i Z ^ + n r l r f ^ Z h(s,u-n)u-'du = 
J \n—Jl J „=0 J 
<1 >1 
-Y+1 
= J u-C(s,ü)du (N = 0 , 1 , 2 , . . . ) . 
0 
Da unsere Einschränkungen für 5 und 2 d ie Ungle ichung a < 1 impl i -
zieren, so existiert die Stammfunkt ion 
tt 
Z(s,u)= [ S(s,v)dv ( O i ß s i ) 
<5 
und stellt eine stetige Funkt ion von u mit 
( 5 . 8 ) Z(s, 0 ) = Z(s, 1) = 0 
da r (vgl. (5 .1 ) ) ; auf Grund von (5 .8 ) entspringt durch Teilintegration 
1 CD 
( 5 . 9 ) 
J ; < » , « ) | z j 7 f r + n ) - w > < f f + j d u = 
0 .Y 
1 
\z(s, u) ¡ 2 ( 2 + 1 ) J 7(u +t)""2 dt—(u + N)"'j du. 
U X 
D a ß man dabei unter dem Integralzeichen nach u differenzieren durfte, weis t 
Irl »1+1 
j 7(u + / ) - " - ' d t U J f ' d t ^ ^ ^ — i n + x y * } (Ogu^l;n = 
«Ir
man wegen 
1 , 2 , . . . ) leicht nach. 
Aus ( 5 . 7 ) und ( 5 . 9 ) entn immt man die Abschätzung 
1 03 
| J ' f ( 5 , i / ) ' : ( 2 , u ) < / ü - 3 » ( S , 1 - 2 ) 1 g | { + 
.v+i 
1 
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läßt man N - + °° s treben, so folgt 
( 5 . 1 0 ) f?(s, u)C(z, u)du = M(s,\-z). 
0 
Es ist ohne weiteres ersichtlich, daß die ( 3 ) und 4) entsprechende) a n -
d e r e Hälfte von (5 .3 ) einfach durch Vertauschung von 5 und z bzw. von a 
und x gewonnen werden kann. (5 .6) , (5 .10 ) und Satz 1 liefern hiemit ( 5 . 2 ) 
f ü r jeden fall 1)—4); ( 5 . 4 ) ergibt sich daraus für z = s unter Beachtung der 
Tatsache, daß f ( s ) und C(s, u) (0 < « s 1) in konjugierten Punkten kon ju -
gierte Werte annehmen. 
3 ° Um ( 5 . 5 ) zu erledigen, fassen wir die Darstel lung 
<5.11) (i(s,u), ~(z, u)) = 2(2:tY^'~ r(\—s)f(\ — z ) cos (s—2) £(2—s—z) 
ins Auge. Hierin sind far"* ^f*****9**, T ( l — s ) , T ( 1 — 2 ) jedenfalls, 
C ( 2 — s — z ) aber für 2 — ( « + * ) > 1, d. h. a-\-x< 1 nullpunktsfrei ; da (*) 
d i e letzte Bed ingung enthält, so kann (?(s, u), C(z, u)) nebst (*) dann und 
nur dann verschwinden, falls cos ^ ( s — 2 ) = 0, d . h . s — ¿ = 2,«I-}-1 (« = 0, 
+ 1, + 2,...) ist, w. z. b. w. 
6 . Wir wollen noch einige Bemerkungen hinzufügen. 
Es bieten sich zweierlei Verwendungsmöglichkeiten betreffs ( 4 . 1 ) und 
<4.2) dar. 
Für 11—»• 1 — 0 , u - + + 0 und " = erhält man wegen £(s, l ) = C(s) 
bzw . = — l ) , ( s ) ( s = p l ) solche Beziehungen, durch weiche eir. 
Wer t von C(s) im kritischen Streifen sich mittels des Wertvorrates dergleichen 
Funktion auf einer vertikalen Geraden verbinden läßt; es sei gleich die aus 
<4 .1) bei u = entspr ingende Relation 
hervorgehoben. — Man kann (6 .1 ) als eine „Integrofunktionalgleichung" für 
£(s), ein in gewisser Richtung erweitertes Gegenstück zur Riemannschen Funk-
(6.1) 
rc'(1 _ 2"1) T(s) ~1 £ (1 — s) = J" :r- r(z)cos^(s-z)i;(s+z)dz 
A II 
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tionalgleichung auffassen.23) Setzt man aber für ein festes u einen bekannten 
Ausdruck von ? (1— s, u) ein, so ergeben sich z. B. (vgl. (2.1) , ( 2 . 5 ) ) 
rt+io 
(6.2) 
j w r / ' ( z ) c o s y ( s — z ) ? ( s + z)dz = 2n:i ^ / n - ' c o s [ r n a > — ^ ¡ r ] 
-ia> 
> y , S=J= 1, 2 , . . . ; 0 < W < 2.T; m a x { 0 , 1 — o}< ci < Y J , 
a + i © 
(6. 3) f ( 2 . t u ) - l\z) cos ^-(s-z)C(s+z)dz = - \±W + 
a-icD 
CD 
-f (1— s ) J Tiu + t f - d t ^ ( 0 < a < 1; 0 < u < 1; 0 < « < miniff , 1— a ) ) t 
0 
die auch unter Umständen bei der Untersuchung der „Zetawurzeln" mit 
0 < o + a < \ nützlich sein können.24) 
W a s Satz 3 betrifft, so handelt es sich zugleich um die Verallgemeine-
rung gewisser oft benutzter Eigenschaften der Bernoullischen Polynome. (5. 1) 
und (5 .2) gehen nämlich für 5 = 1 — v bzw. s = l — k , z=\—l wegen 
?(1 — v, u)= — (r—1)! Bv(u) ( r = l , 2 , . . . ) , i ( 2 f 0 = ( - Ä,;(2Tr)-72(2,u)i 
(v, /t = 1 , 2 , . . . ) in die Formeln 
i 
(6 .4 ) J ß „ ( ü ) r f u = 0 (v — 1 , 2 , . . . ) , 
o 
1 ( 0 für ungerades k—/, 
(6 .5) J ß k ( " ) Ä ( " ) < f c = 2 c o s ( A : - / ) f ( - d I ^ V ^ + Z ) ! für 
0 ^ gerades k — / , 
also in die Orthogonalitätsrelationen dieser Polynome über.25) 
2 3)Es sei y < a < 1. Wir bemerken, daß dann in (6.1) linksseitig ein Wert mit 
0 < a < j von i ( s ) steht, rechts aber nur Werte mit a > 1 dieser Funktion in Betracht 
kommen, ferner ist (wie man leicht nachweisen kann) der integrand im genannten Fall 
gewiß von Null verschieden. 
Vgl. hierzu die von HARDY ( C . R.Paris, 1 5 8 ( 1 9 1 4 ) , 1 0 1 2 — 1 0 1 4 ) benutzte Formel: 
CO | r 
0 ( u ) = ^ e-"!n,,—l + i i " T + ( l / 2 w i ) I r(s/2)(nu)~sl2£(s)ds (a> 
f l — — CD J 
0) 
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Es sei noch erwähnt , daß ich mich in einer neuestens publizierten Ar- -
beit i , ;), an gewisse zahlentheoretische Fragen und an die asymptotischen Er -
i 
gebnisse über J u ) f d u J O ^ - ^ - J von J . F . KOKSMA und C . G . LEKKER-
o 
KERKER iT) knüpfend, auch mit Integralen der Form 
i 
A f ( s ) = J '£(l—s,au)'C(l—s,bu)du a>ö=l,2,...j 
o 
beschäftigt habe ; die angegebene iWethode gestattet, allgemein 
i 
J f (s , au) ±(z,bu)du (max ¡0, o\ -f max {0, z} < 1) 
a 
mit Hilfe der elementaren Funktionen, der G a m m a - und Zetafunktion, ferner 
mittels des größten gemeinsamen Teilers und des kleinsten gemeinsamen 
Vielfachen von a und b in geschlossener Form auszuwerten. 
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