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Abstract
The k-restricted domination number of a graph G is the smallest integer dk such that given
any subset U of k vertices of G, there exists a dominating set of G of cardinality at most
dk containing U . Hence, the k-restricted domination number of a graph G measures how many
vertices are necessary to dominate a graph if an arbitrary set of k vertices must be included in the
dominating set. When k = 0, the k-restricted domination number is the domination number. For
k¿ 1, Sanchis (J. Graph Theory 25 (1997) 139) showed that dk6 (q+2k+1)=3 for all connected
graphs of size q and minimum degree at least 2. For k¿ 1, we show that dk6 (2n+3k)=5 for
all connected graphs of order n and minimum degree at least 2. This bound improves on the
Sanchis bound for dense graphs, namely those connected graphs of size q and order n satisfying
q¿ (6n − k − 5)=5. Our bound also extends a result due to McCraig and Shepherd (J. Graph
Theory 13 (1989) 749). c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Domination and its variations in graphs are now well studied (see [1–3]). A dom-
inating set of a graph G is a set S of vertices of G such that every vertex not in S
is adjacent to a vertex in S. The domination number of G, denoted by 
(G), is the
minimum cardinality of a dominating set. A dominating set of G of cardinality 
(G)
we call a 
(G)-set.
In this paper we study restricted domination in graphs where we restrict the domi-
nating sets to contain any given subset of vertices. Let U be a subset of vertices of a
graph G. The restricted domination number r(G;U; 
) of U is the minimum cardinality
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of a dominating set of G containing U . A smallest possible dominating set of G
containing all the vertices in U we call a 
U (G)-set. The k-restricted domination number
of G is the smallest integer rk(G; 
) such that r(G;U; 
)6rk(G; 
) for all subsets U
of G of cardinality k. This concept of restricted domination in graphs was introduced
by Sanchis [8] who denoted the k-restricted domination of G by 
k(G). To avoid
confusion with the k-domination number of G, which is denoted by 
k(G) in [2,3], we
use rk(G; 
) to denote the k-restricted domination number of G. Note that when k =0,
the k-restricted domination number is the domination number.
Some applications for the concept of restricted domination include the following. A
desirable property for a committee from a collection of people might be that every
nonmember know at least one member of the committee, for ease of communication.
However, if certain people are required to serve on the committee, then the problem
is how to best select the additional members of the committee so that the resulting
committee has the desired property. Sanchis [8] discusses the application of restricted
domination to computer communication networks. A set of resources is to be placed
on a network so that each processor can obtain one of the resources from a processor
to which it is directly linked. If k of the processor in the network already own the
speciIed resources, then the problem is how to best choose the additional resource
locations so that every site can be eJciently serviced.
For k¿1, Sanchis [8] established an upper bound on the k-restricted domination
number of a connected graph in terms of the size of the graph.
Theorem 1 (Sanchis [8]). For k¿1, if G is a connected graph of size q and minimum
degree at least 2, then rk(G; 
)6(q+ 2k + 1)=3.
In this paper, for k¿1, we show that rk(G; 
)6(2n + 3k)=5 for all connected
graphs of order n and minimum degree at least 2. This new bound improves on the
Sanchis bound for dense graphs, namely those graphs of size q and order n satisfying
q¿(6n− k − 5)=5.
For notation and graph theory terminology we in general follow [1]. SpeciIcally,
the minimum degree among the vertices of G is denoted by (G). The distance d(v; S)
of a vertex v from a set S of vertices is deIned as the minimum distance from v to a
vertex of S. A cycle on n vertices is denoted by Cn and a path on n vertices by Pn.
For m¿3 and n¿1, we denote by Lm;n the graph obtained by joining with an edge
any vertex in Cm to an endvertex of Pn. The graph Lm;n is called a key.
We let x≡‘y mean x≡y (mod ‘). In this paper, we deIne F(n; k)= (n+2k)=3 which
diKers slightly from that deIned in [8]. Further, we deIne G(n; k)= (2n+ 3k)=5.
2. Bounds on the domination number
The decision problem to determine the domination number of a graph is known to
be NP-complete. Hence it is of interest to determine upper bounds on the domination
number of a graph. Various authors have investigated upper bounds on the domination
number of a connected graph in terms of the minimum degree and order of the graph.
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Fig. 1. The collection B of graphs.
The earliest such result is due to Ore [5] who showed that a graph with minimum
degree at least one has domination number at most half its order.
Theorem 2 (Ore [5]). If G is a graph of order n with (G)¿1, then 
(G)6n=2.
McCraig and Shepherd [4] investigated upper bounds on the domination number of
a connected graph with minimum degree at least two. For this purpose, they deIned
the collection B of graphs shown in Fig. 1. Let B1 be the graph in B that is not
hamiltonian. (The graph B1 is obtained from two disjoint 4-cycles by identifying a
vertex from each 4-cycle into a common vertex.)
Theorem 3 (McCraig and Shepherd [4]). If G is a connected graph of order n with
(G)¿2, and if G =∈B, then 
(G)62n=5.
We shall need the following observation about the graphs in the family B.
Observation 4. For any graph G=(V; E) in B of order n and v∈V ,
(i) there is a 
(G)-set that contains v,
(ii) 
(G − v)= 
(G)− 16(2n− 3)=5, and
(iii) for 16k6n, rk(G; 
)6F(n; k).
Other results on bounds on the domination number can be found in [2,6,7].
3. Minimum degree one
It is straightforward to extend the bound for the domination number obtained in
Theorem 2 to the restricted domination number.
Theorem 5. For 16k6n, if G is a graph of order n with (G)¿1, then
rk(G; 
)6
n+ k
2
:
Proof. It suJces to prove that for any subset U consisting of k, 16k6n, vertices
of G, r(G;U; 
)6(n + k)=2. Let H be the subgraph of G − U that is induced by
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the vertices of degree at least one in G − U . Let D be a 
(H)-set. By Theorem 2,
|D|6|V (H)|=26(n − k)=2. Now, D∪U is a dominating set of G containing all the
vertices of U , and so r(G;U; 
)6|D|+ |U |6(n− k)=2 + k =(n+ k)=2.
That the bound in Theorem 5 is sharp may be seen as follows. For integers k¿1
and ‘¿0, let H be any connected graph of order k + ‘ with minimum degree at least
one. Let U be a set of k vertices of H . Let Hn be the graph of order n= k + 2‘
obtained from H by adding an adjacent endvertex to each vertex of V (H)−U . Then,
r(Hn; U; 
)= k + ‘=(n+ k)=2, and so, by Theorem 5, rk(Hn; 
)= (n+ k)=2.
4. Main result
We have two immediate aims: First to improve on the Sanchis bound in Theorem 1
for dense graphs (or rather for graphs that are not very sparse), and secondly to
extend the bound for the domination number obtained in Theorem 3 to the restricted
domination number.
We Irst determine upper bounds for the k-restricted domination numbers of simple
structures such as cycles, paths and keys (see Section 5.1). Using these results, we de-
termine upper bounds on graphs obtained from cycles, paths or keys. More speciIcally,
we prove (see Section 5.2) the following four lemmas.
Lemma 6. Let H be a graph of order n with (H)¿2 for which rk(H; 
)6G(n; k)
for 16k6n. For m¿2, let G be the graph obtained from Pm by joining the two
endvertices of Pm to a vertex of H . Then, rk(G; 
)6G(m+ n; k) for 16k6m+ n.
Lemma 7. Let H be a graph of order n with (H)¿2 for which rk(H; 
)6G(n; k)
for 16k6n. For m¿3, let G be the graph obtained from Pm by joining the two
endvertices of Pm to any two distinct vertices of H . Then, rk(G; 
)6G(m + n; k) for
16k6m+ n.
Lemma 8. Let H be a graph of order n with (H)¿2 for which rk(H; 
)6G(n; k)
for 16k6n. Let G be the graph obtained from Cm, m¿3, by joining with an edge
a vertex of Cm to a vertex of H . Then, rk(G; 
)6G(m+ n; k) for 16k6m+ n.
Lemma 9. Let H be a graph of order p with (H)¿2 for which rk(H; 
)6G(p; k) for
16k6p. Let G be the graph obtained from Lm;n, where m¿3 and n¿1, by joining
with an edge the endvertex of Lm;n to a vertex of H . Then, rk(G; 
)6G(m+n+p; k)
for 16k6m+ n+ p.
We remark that Lemma 7 is not necessarily true for m62. Using these four lemmas,
we prove our main result, the proof of which is presented in Section 5.3.
Theorem 10. For 16k6n, if G is a connected graph of order n with (G)¿2, then
rk(G; 
)6
2n+ 3k
5
:
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Fig. 2. (a) type-1 unit and (b) type-2 unit.
Fig. 3. The three graphs in the family G1; 2.
The bound in Theorem 10 is sharp in the sense that given any integers k ∈{1; 2}
and ‘¿2 or k¿3 and ‘¿0, there exists a family Gk; ‘ of graphs Gk;‘ each of order
n= k+5‘ with (Gk;‘)¿2 satisfying rk(Gk;‘; 
)= (2n+3k)=5. In order to construct the
family Gk; ‘, we deIne a unit to be either a 4-cycle with a path of length 1 attached to
a vertex of the 4-cycle, which we call a type-1 unit (see Fig. 2(a)), or a 5-cycle, which
we call a type-2 unit (see Fig. 2(b)). If v is a vertex of a graph, then by attaching a
type-1 unit to v we mean adding a type-1 unit and joining the vertex of degree one
with an edge to v. By attaching a type-2 unit to v we mean adding a type-2 unit and
joining one of its vertices with an edge to v.
Let Gk;‘ be the graph constructed as follows. Suppose k ∈{1; 2}. Let H be a path Pk .
For ‘¿2, let Gk;‘ be obtained from H by attaching ‘ units of type-1 or type-2 to the
vertices of H so that each vertex of H has degree at least 2 in Gk;‘. Suppose k¿3. Let
H be any connected graph of order k with (H)¿2. For ‘¿0, let Gk;‘ be obtained from
H by attaching ‘ units of type-1 or type-2 to the vertices of H . Let Gk; ‘ be the family
of all such graphs Gk;‘. Then, each graph Gk;‘ in the family Gk; ‘ has order n= k +5‘
with (Gk;‘)¿2 and satisIes r(Gk;‘; V (H); 
)= |V (H)| + 2‘= k + 2‘=(2n + 3k)=5,
and so, by Theorem 10, rk(Gk;‘; 
)= (2n+ 3k)=5.
The three graphs in the family G1;2, for example, are shown in Fig. 3 (here the
graph H consists of the singleton vertex v).
5. Preliminary results and proofs
Our aim in this section is to present detailed proofs of the results stated in Section 4.
First we determine upper bounds for the k-restricted domination numbers of simple
structures such as cycles, paths and keys (see Section 5.1). Using these results, we
then prove the four lemmas stated in Section 4 (see Section 5.2). Thereafter, we
prove Theorem 10 (see Section 5.3) with the aid of four claims which we prove in
Section 5.4.
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5.1. Cycles, paths, and keys
5.1.1. Cycles
It is well-known that the domination number of a cycle Cn is n=3	, and so 
(Cn)6
F(n+2; 0). Sanchis determined an upper bound on the k-restricted domination number
of a cycle for k¿1.
Lemma 11 (Sanchis [8]). For 16k6n, rk(Cn; 
)6F(n; k).
Let U be a subset of vertices of a cycle C. We say that two vertices x and y in U
are consecutive on C if there is an x − y path on C that contains no vertices of U
other than x and y. As an immediate consequence of the proof of Lemma 11 presented
in [8] we have the following result.
Lemma 12. For 16k6n, let U be a subset of k vertices of a cycle Cn. Then,
r(Cn; U; 
)6F(n; k) with equality if and only if every two consecutive vertices x and y
of U on the cycle have ‘ vertices between them (not including x and y) where ‘≡3 0.
5.1.2. Paths
It is well-known that the domination number of a cycle Pn is n=3	, and so 
(Pn)6
F(n + 2; 0). Sanchis [8] determined an upper bound on the k-restricted domination
number of a cycle for k¿1.
Lemma 13 (Sanchis [8]). For 16k6n, rk(Pn; 
)6F(n + 2; k). Equality holds for
k 
=n− 1.
As a consequence of the proof of Lemma 13 presented in [8] we have the following
result.
Lemma 14. Let P be a u− w path on n vertices and let U be a set of k vertices of
P where 16k6n. Let ‘u=d(u; U ) and ‘w =d(w;U ). Then,
r(Pn; U; 
)6


F(n+ 2; k) if ‘u≡3 2 and ‘w ≡3 2;
F(n+ 1; k) if ‘u≡3 0 and ‘w ≡3 2 or ‘u≡3 2 and ‘w ≡3 0;
F(n; k) if ‘u≡3 1 and ‘w ≡3 2 or ‘u≡3 2 and ‘w ≡3 1;
or ‘u≡3 0 and ‘w ≡3 0
F(n− 1; k) if ‘u≡3 1 and ‘w ≡3 0 or ‘u≡3 0 and ‘w ≡3 1;
F(n− 2; k) if ‘u≡3 1 and ‘w ≡3 1:
5.1.3. Keys
Sanchis [8] determined an upper bound on the k-restricted domination number of a
key.
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Lemma 15 (Sanchis [8]). For 06k6m+ n, rk(Lm;n; 
)6F(m+ n+ 2; k).
In the next lemma we establish when equality can hold in Lemma 15 if k¿1.
Lemma 16. For 16k6m+ n, let U be a set of k vertices of Lm;n. Let u denote the
endvertex of Lm;n and let w denote the vertex of degree 3 in Lm;n. If n¿2, let x
denote the endvertex of Pn distinct from u (and so w and x are adjacent in G). Let
U1 contain the vertices of U in Cm, and let |U1|= k1. If r(Lm;n; U; 
)=F(m+n+2; k),
then k1 = 0 and either m≡3 1, d(w;U )≡3 2 and d(u; U )≡3 2 or m≡3 2, d(x; U )≡3 0
and d(u; U )≡3 2. In particular, if r(Lm;n; U; 
)=F(m+ n+2; k), then k6m+ n− 7.
Proof. Let G=Lm;n. Let U2 =U − U1. We consider two possibilities.
Case 1: k1¿1.
By Lemma 11, rk1 (Cm; 
)6F(m; k1). Suppose that r(Cm;U1; 
)=F(m; k1). Then, it
follows from Lemma 12 that w∈U1 or w belongs to a 
U1 (Cm)-set. If k = k1, then
r(G;U; 
)6F(m; k) + 
(Pn−1)6F(m; k) + F(n+ 1; 0)=F(m+ n+ 1; k) with strict in-
equality if n 
≡3 2. Suppose k¿k1. If d(x; U2)≡3 2, then it follows from Lemma 14 that
r(G;U; 
)6F(m; k1) + r(Pn−1; U2; 
)6F(m; k1) + F(n− 1; k − k1)=F(m+ n− 1; k). If
d(x; U ) 
≡3 2, then r(Pn; U2; 
)6F(n + 1; k − k1) with strict inequality if d(x; U2) 
≡3 0
or d(u; U2) 
≡3 2. Thus, r(G;U; 
)6F(m; k1) + F(n+ 1; k − k1)=F(m+ n+ 1; k) with
strict inequality if d(x; U2) 
≡3 0 or d(u; U2) 
≡3 2.
Suppose that r(Cm;U1; 
)6F(m − 1; k1). Suppose k = k1. Then, r(G;U; 
)6
r(Cm;U1; 
)+
(Pn)6F(m− 1; k)+F(n+2; 0)=F(m+ n+1; k) with strict inequality if
n 
≡3 1 or if w belongs to a 
U1 (Cm)-set. Suppose k¿k1. Then, r(G;U; 
)6r(Cm;U1; 
)+
r(Pn; U2; 
)6F(m− 1; k1) + F(n+ 2; k − k1)=F(m+ n+ 1; k) with strict inequality if
d(x; U2) 
≡3 2 or d(u; U2) 
≡3 2.
Case 2: k1 = 0.
Suppose m≡3 0. Then there is a 
(Cm)-set D1 containing w. If d(x; U )≡3 2, then,
by Lemma 14, r(G;U; 
)6|D1| + r(Pn−1; U; 
)6F(m; 0) + F(n − 1; k)=F(m + n −
1; k). If d(x; U ) 
≡3 2, then r(Pn; U; 
)6F(n+1; k) with strict inequality if d(x; U ) 
≡3 0
or d(u; U ) 
≡3 2. Thus, r(G;U; 
)6F(m; 0) + F(n + 1; k)=F(m + n + 1; k) with strict
inequality if d(x; U ) 
≡3 0 or d(u; U ) 
≡3 2.
Suppose m≡3 1. If d(w;U )≡3 2 and d(u; U )≡3 2, then k6m+n−7 and r(G;U; 
)6

(Cm−w)+r(Pn+1; U; 
)6F(m−1; 0)+F(n+3; k)=F(m+n+2; k). If d(w;U )≡3 2 and
d(u; U ) 
≡3 2, then k6m+n−5 and r(G;U; 
)6F(m−1; 0)+F(n+2; k)=F(m+n+1; k)
with strict inequality if d(u; U ) 
≡3 0. If d(w;U ) 
≡3 2 and d(u; U )≡3 2, then k6m+n−6
and r(G;U; 
)6F(m − 1; 0) + F(n + 2; k)=F(m + n + 1; k) with strict inequality if
d(w;U ) 
≡3 0. If d(w;U ) 
≡3 2 and d(u; U ) 
≡3 2, then r(G;U; 
)6F(m − 1; 0) + F(n +
1; k)=F(m+ n; k).
Suppose m≡3 2. Then there is a 
(Cm)-set Dw containing w. Thus, if d(x; U )≡3 2,
then r(G;U; 
)6|Dw|+r(Pn−1; U; 
)6F(m+1; 0)+F(n−1; k)=F(m+n; k). If d(x; U )
≡3 1, then r(Pn−1; U; 
)6F(n; k) with strict inequality if d(u; U ) 
≡3 2, and so r(G;U; 
)
6F(m + 1; 0) + F(n; k)=F(m + n + 1; k) with strict inequality if d(u; U ) 
≡3 2.
If d(x; U )≡3 0, then r(G;U; 
)6F(m + 1; 0) + F(n + 1; k)=F(m + n + 2; k) with
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strict inequality if d(u; U ) 
≡3 2. In particular, if r(G;U; 
)=F(m + n + 2; k), then
k6m+ n− 7.
We shall need the proof of Lemma 16 when proving Lemma 9 (see Section 5:2:4).
5.2. Proof of lemmas
5.2.1. Proof of Lemma 6
Let u and w denote the two endvertices of Pm, and let v denote the vertex of H
that is joined to u and w. It suJces to prove that for any subset U consisting of k
vertices, 16k6m + n, of G, r(G;U; 
)6G(m + n; k). Let U1 contain the vertices of
U in Pm, and let U2 =U −U1. Let |U1|= k1. We consider two possibilities depending
on the value of k1.
Case 1: k1 = 0.
Suppose m≡3 0. Let D1 be a 
(Pm)-set and let D2 be a 
U (H)-set. Then, r(G;U; 
)6
|D1|+ |D2|6m=3 + (2n+ 3k)=5=G(m+ n; k)− m=15¡G(m+ n; k).
Suppose m≡3 1. Then, since m¿2, we have m¿4. Let D1 be a 
(Pm − u)-set and
let D2 be a 
U∪{v}(H)-set. Then, r(G;U; 
)6|D1| + |D2|6(m − 1)=3 + G(n; k + 1)=
(m− 1)=3 + (2n+ 3k + 3)=5=G(m+ n; k) + (4− m)=156G(m+ n; k).
Suppose m≡3 2. If m¿5, then let D1 be a 
(Pm)-set and let D2 be a 
U (H)-set.
Then, r(G;U; 
)6|D1|+ |D2|6(m+ 1)=3 + (2n+ 3k)=5=G(m+ n; k) + (5−m)=156
G(m + n; k). On the other hand, if m=2, then let D be a 
U∪{v}(H)-set. Then,
r(G;U; 
)6|D|6(2n+ 3k + 3)=5=G(m+ n; k)− 1=5¡G(m+ n; k).
Case 2: k1¿1.
Let ‘u=d(u; U1) and ‘w =d(w;U1). By Lemma 13, rk1 (Pm; 
)6F(m + 2; k1). We
consider four possibilities.
Case 2.1: r(Pm; U1; 
)=F(m+ 2; k1).
By Lemma 14, ‘u≡3 2 and ‘w ≡3 2. Thus, r(Pm − {u; w}; U1; 
)= r(Pm; U1; 
) − 2=
F(m − 4; k1). Let D1 be a 
U1 (Pm − {u; w})-set and let D2 be a 
U2∪{v}(H)-set.
Then, r(G;U; 
)6|D1| + |D2|6F(m − 4; k1) + G(n; k − k1 + 1)= (m − 4 + 2k1)=3 +
(2n+ 3k − 3k1 + 3)=5=G(m+ n; k) + (k1 − 11− m)=15¡G(m+ n; k).
Case 2.2: r(Pm; U1; 
)=F(m+ 1; k1).
By Lemma 14, ‘u≡3 0 and ‘w ≡3 2 or ‘u≡3 2 and ‘w ≡3 0. We may assume
‘u≡3 2 and ‘w ≡3 0. Thus, r(Pm − u; U1; 
)= r(Pm; U1; 
)− 1=F(m− 2; k1). Let D1 be
a 
U1 (Pm − u)-set and let D2 be a 
U2∪{v}(H)-set. Then, r(G;U; 
)6|D1| + |D2|6
F(m − 2; k1) + G(n; k − k1 + 1)= (m − 2 + 2k1)=3 + (2n + 3k − 3k1 + 3)=5=
G(m+ n; k) + (k1 − 1− m)=15¡G(m+ n; k).
Case 2.3: r(Pm; U1; 
)=F(m; k1).
By Lemma 14, (i) ‘u≡3 1 and ‘w ≡3 2 or (ii) ‘u≡3 2 and ‘w ≡3 1 or (iii) ‘u≡3 0
and ‘w ≡3 0.
Suppose ‘u≡3 2 and ‘w ≡3 1. Thus, r(Pm − u; U1; 
)= r(Pm; U1; 
)− 1=F(m− 3; k1).
Let D1 be a 
U1 (Pm − u)-set and let D2 be a 
U2∪{v}(H)-set. Then, r(G;U; 
)6|D1|
+ |D2|6F(m− 3; k1) + G(n; k − k1 + 1)= (m− 3 + 2k1)=3 + (2n+ 3k − 3k1 + 3)=5=
G(m + n; k) + (k1 − 6 − m)=15¡G(m + n; k). Similarly, if ‘u≡3 1 and ‘w ≡3 2, then
r(G;U; 
)¡G(m+ n; k).
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Suppose ‘u≡3 0 and ‘w ≡3 0. Then we can choose a 
U1 (Pm)-set D1 to contain
both u and w. If k − k1¿1, then let D2 be a 
U2 (H)-set. Then, r(G;U; 
)6|D1| +
|D2|6F(m; k1) + G(n; k − k1)= (m + 2k1)=3 + (2n + 3k − 3k1)=5=G(m + n; k) +
(k1 − m)=156G(m + n; k). On the other hand, suppose k = k1. Suppose H =∈B. Let
D2 be a 
(H)-set. Then, by Theorem 3, |D2|62n=5, and so r(G;U; 
)6|D1|+ |D2|6
F(m; k)+ 2n=56G(m+ n; k)+ (k −m)=156G(m+ n; k). Suppose H ∈B. Then let D2
be a 
(H −v)-set. By Observation 4, |D2|6(2n−3)=5. Thus, r(G;U; 
)6|D1|+ |D2|6
F(m; k) + (2n− 3)=5¡G(m+ n; k).
Case 2.4: r(Pm; U1; 
)6F(m− 1; k1).
By Lemma 14, ‘u≡3 1 or ‘w ≡3 1. In any event, k6m − 1. Suppose Irst that
k − k1¿1. Let D1 be a 
U1 (Pm)-set and let D2 be a 
U2 (H)-set. Then, r(G;U; 
)6
|D1|+ |D2|6F(m− 1; k1) + G(n; k − k1)¡G(m+ n; k). Suppose secondly that k = k1.
If H =∈B, then r(G;U; 
)6F(m − 1; k) + 2n=5¡G(m + n; k). On the other hand, if
H ∈B, then r(G;U; 
)6F(m − 1; k) + (2n + 2)=5=G(m + n; k) + (k + 1 − m)=156
G(m+ n; k). This completes the proof of the lemma.
5.2.2. Proof of Lemma 7
Let u and w denote the two endvertices of Pm, and let v and z be the vertices of
H adjacent to u and w, respectively, in G. The proof is identical to that of Lemma 6
except for the proof of Case 2:1. Suppose, therefore, that, using the notation
of Lemma 6, k1¿1 and r(Pm; U1; 
)=F(m + 2; k1). By Lemma 14, ‘u≡3 2 and
‘w ≡3 2. Thus, r(Pm − {u; w}; U1; 
)= r(Pm; U1; 
) − 2=F(m − 4; k1). Let D1 be a

U1 (Pm − {u; w})-set and let D2 be a 
U2∪{v; z}(H)-set. Then, r(G;U; 
)6|D1| +
|D2|6F(m − 4; k1) + G(n; k − k1 + 2)= (m − 4 + 2k1)=3 + (2n + 3k − 3k1 + 6)=5=
G(m+ n; k) + (k1 − 2− m)=15¡G(m+ n; k).
5.2.3. Proof of Lemma 8
Let v be the vertex of H that is joined with an edge to a vertex, w say, of Cm. It
suJces to prove that for any subset U consisting of k vertices, 16k6m + n, of G,
r(G;U; 
)6G(m+ n; k). Let U1 contain the vertices of U in Cm, and let U2 =U −U1.
Let |U1|= k1. We consider two possibilities depending on the value of k1.
Case 1: k1 = 0.
If m≡3 0, then (as in Case 1 of the proof of Lemma 6) r(G;U; 
)6
(Cm) +
r(H;U; 
)6m=3 + (2n + 3k)=5¡G(m + n; k). If m≡3 1, then m¿4 and r(G;U; 
)6

(Cm−1)+ r(H;U ∪{v}; 
)6(m− 1)=3+ (2n+3k +3)=5=G(m+ n; k)+ (4−m)=156
G(m + n; k). If m≡3 2, then m¿5 and r(G;U; 
)6
(Cm) + r(H;U; 
)6(m + 1)=3 +
(2n+ 3k)=5=G(m+ n; k) + (5− m)=156G(m+ n; k).
Case 2: k1¿1.
If k−k1¿1, then r(G;U; 
)6r(Cm;U1; 
)+r(H;U2; 
)6F(m; k1)+G(n; k−k1)= (m+
2k1)=3+(2n+3k−3k1)=5=G(m+n; k)+(k1−m)=156G(m+n; k). On the other hand,
suppose that k = k1. Thus, H contains no vertex of U . If H =∈B, then, by Theorem 3,
r(G;U; 
)6r(Cm;U; 
)+
(H)6F(m; k)+2n=56G(m+n; k)+(k−m)=156G(m+n; k).
Suppose that H ∈B. Suppose that r(Cm;U; 
)=F(m; k). Then, it follows from Lemma
12, that w∈U or w belongs to a 
U (Cm)-set. Thus, by Observation 4, r(G;U; 
)6
184 M.A. Henning /Discrete Mathematics 254 (2002) 175–189
F(m; k) + 
(H − v)6(m + 2k)=3 + (2n − 3)=5¡G(m + n; k). Suppose, therefore, that
r(Cm;U; 
)6F(m − 1; k) and that w =∈U . Then, k6m − 1. If H ∼=C4, then n=4 and
r(G;U; 
)6(m + 2k − 1)=3 + 2= (m + n + 2k + 1)=3=G(m + n; k) + (k + 5 − n −
m)=156G(m + n; k). On the other hand, if H 
∼=C4, then n=7 and r(G;U; 
)6(m +
2k − 1)=3 + 3= (m+ n+ 2k + 1)=3=G(m+ n; k) + (k + 5− n−m)=15¡G(m+ n; k).
This completes the proof of the lemma.
5.2.4. Proof of Lemma 9
Let u be the endvertex of Lm;n and let v be the vertex of H that is joined with an
edge to u. It suJces to prove that for any subset U consisting of k, 16k6m+ n+p,
vertices of G, r(G;U; 
)6G(m + n + p; k). Let w denote the vertex of degree 3 in
Lm;n. If n¿2, then let x be the endvertex of Pn distinct from u. Thus, w and x are
adjacent in Lm;n. Let U1 contain the vertices of U in Lm;n, and let U2 =U − U1. Let
|U1|= k1. We consider two possibilities depending on the value of k1.
Case 1: k1 = 0.
Suppose m≡3 0. Then, 
(Lm;n)6m=3 + 
(Pn−1)6m=3 + (n + 1)=3= (m + n + 1)=3
with equality if and only if n≡3 2. If n 
≡3 2, then r(G;U; 
)6
(Lm;n) + r(H;U; 
)6
(m + n)=3 + (2p + 3k)=5¡G(m + n + p; k). On the other hand, if n≡3 2, then
r(G;U; 
)6
(Lm;n−1) + r(H;U ∪{v}; 
)6(m + n − 2)=3 + (2p + 3k + 3)=5¡
G(m+ n+ p; k).
Suppose m≡3 1. Then, 
(Lm;n)6(m − 1)=3 + 
(Pn+1)6(m − 1)=3+(n + 3)=3=
(m + n + 2)=3 with equality if and only if n≡3 0. If n≡3 0, then m + n¿7
and r(G;U; 
)6
(Lm;n−1) + r(H;U ∪{v}; 
)6(m + n − 1)=3 + (2p + 3k + 3)=5=
G(m+ n+p; k)+ (4−m− n)=15¡G(m+ n+p; k). If n≡3 2, then 
(Pn+1)= (n+1)=3,
and so 
(Lm;n)6(m + n)=3. Thus, r(G;U; 
)6
(Lm;n) + r(H;U; 
)6(m + n)=3 +
(2p + 3k)=5¡G(m + n + p; k). If n≡3 1, then m + n¿5 and r(G;U; 
)6
(Lm;n) +
r(H;U; 
)6(m + n + 1)=3 + (2p + 3k)=5=G(m + n + p; k) + (5 − m − n)=156
G(m+ n+ p; k).
Suppose m≡3 2. Then, 
(Lm;n)6(m + 1)=3 + 
(Pn−1)6(m + 1)=3 + (n + 1)=3=
(m+n+2)=3 with equality if and only if n≡3 2. If n≡3 2, then m+n¿7 and r(G;U; 
)6

(Lm;n−1) + r(H;U ∪{v}; 
)6(m + n − 1)=3 + (2p + 3k + 3)=5=G(m + n + p; k) +
(4 − m − n)=15¡G(m + n + p; k). If n≡3 1, then r(G;U; 
)6
(Lm;n) + r(H;U; 
)6
(m + n)=3 + (2p + 3k)=5¡G(m + n + p; k). If n≡3 0, then m + n¿8 and
r(G;U; 
)6
(Lm;n) + r(H;U; 
)6(m + n + 1)=3 + (2p + 3k)=5=G(m + n + p; k) +
(5− m− n)=15¡G(m+ n+ p; k).
Case 2: k1¿1.
By Lemma 15, rk1 (Lm;n; 
)6F(m+n+2; k1). We consider three possibilities depend-
ing on the value of rk1 (Lm;n; 
).
Case 2.1: rk1 (Lm;n; 
)=F(m+ n+ 2; k1).
Then, by Lemma 16, U1 contains no vertex of the cycle, k16m + n − 7, and
d(u; U1)≡3 2. It follows that r(Lm;n−u; U1; 
)6F(m+n+2; k1)−1=F(m+n−1; k1).
Thus, r(G;U; 
)6r(Lm;n−1; U1; 
)+ r(H;U2 ∪{v}; 
)6F(m+ n− 1; k1)+G(p; k − k1 +
1)= (m+ n− 1 + 2k1)=3 + (2p+ 3k − 3k1 + 3)=5=G(m+ n+ p; k) + (k1 + 4− m−
n)=15¡G(m+ n+ p; k).
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Case 2.2: rk1 (Lm;n; 
)=F(m+ n+ 1; k1).
Suppose there is a vertex of U1 on the path Pn and d(u; U1)≡3 2. Then, k16m+n−2
and r(Lm;n−u; U1; 
)6F(m+n+2; k1)−1=F(m+n−1; k1). Thus, r(G;U; 
)6r(Lm;n−1;
U1; 
) + r(H;U2 ∪{v}; 
)6F(m + n − 2; k1) + G(p; k − k1 + 1)=G(m + n + p; k) +
(k1 − 1− m− n)=15¡G(m+ n+ p; k).
Suppose there is a vertex of U1 on the path Pn and d(u; U1) 
≡3 2. Then it follows
from the proof of Lemma 16 that there is no vertex of U1 on the cycle Cm and
that either m≡3 1, d(w;U1)≡3 2 and d(u; U1)≡3 0 or m≡3 2 and d(x; U1)≡3 0. In any
event, k16m + n − 5. Suppose m≡3 2 and d(x; U1)≡3 0. If d(u; U1)≡3 1, then it fol-
lows from Lemma 14 that r(Pn; U1; k1)6F(n − 1; k1), and so r(Lm;n; U1; 
)6
(Cm) +
r(Pn; U1; k1)6(m + 1)=3 + F(n − 1; k1)=F(m + n; k1), which contradicts our assump-
tion that rk1 (Lm;n; 
)=F(m + n + 1; k1). Hence, d(u; U1)≡3 0. Thus, irrespective of
whether m≡3 1 or m≡3 2, d(u; U1)≡3 0. Hence, we can choose u to be in a 
U1 (Lm;n)-
set. If k¿k1, then r(G;U; 
)6r(Lm;n; U1; 
) + r(H;U2; 
)6F(m+ n+1; k1) +G(p; k −
k1)=G(m + n + p; k) + (k1 + 5 − m − n)=156G(m + n + p; k). Suppose k = k1. If
H ∈B, then it follows from Observation 4 that r(G;U; 
)6F(m + n + 1; k) + (2p −
3)=5¡G(m+ n+p; k). If H =∈B, then r(G;U; 
)6F(m+ n+1; k)+2p=56G(m+ n+
p; k) + (k + 5− m− n)=156G(m+ n+ p; k).
Suppose no vertex of U1 is on the path Pn, i.e., every vertex of U1 belongs to
the cycle. If r(Cm;U1; 
)=F(m; k1), then it follows from the proof of Lemma 16 that
n≡3 2 (and so k16m + n − 2) and w belongs to a 
U1 (Cm)-set. Thus, r(G;U; 
)6
r(Lm;n−1; U1; 
) + r(H;U2 ∪{v}; 
)6F(m+ n− 2; k1) + G(p; k − k1 + 1)=G(m+ n+
p; k) + (k1 − 1 − m − n)=15¡G(m + n + p; k). On the other hand, if r(Cm;U1; 
)6
F(m − 1; k1), then it follows from the proof of Lemma 16 that n≡3 1 and that w
belongs to no 
U1 (Cm)-set. Thus, k16m + n − 2 and r(G;U; 
)6r(Lm;n−1; U1; 
) +
r(H;U2 ∪{v}; 
)6F(m + n − 2; k1) + G(p; k − k1 + 1)=G(m + n + p; k) +
(k1 − 1− m− n)=156G(m+ n+ p; k).
Case 2.3: rk1 (Lm;n; 
)6F(m+ n; k1).
If k¿k1, then r(G;U; 
)6r(Lm;n; U1; 
) + r(H;U2; 
)6F(m+ n; k1) +G(p; k − k1)6
G(m + n + p; k). If k = k1 and H =∈B, then r(G;U; 
)6r(Lm;n; U; 
) + 
(H)6
F(m+ n; k) + 2p=56G(m+ n+ p; k). Suppose, then, that k = k1 and H ∈B.
If u belongs to some 
U (Lm;n)-set, then, by Observation 4, r(G;U; 
)6r(Lm;n; U; 
)+
(
(H)−1)6F(m+n; k)+(2p−3)=5¡G(m+n+p; k). Suppose that u is in no 
U (Lm;n)-
set. Then, d(u; U )≡3 1 and so k6m+ n− 1.
If r(Lm;n; U; 
)6F(m + n − 1; k), then, by Observation 4, r(G;U; 
)6r(Lm;n; U; 
)
+
(H)6F(m+n−1; k)+(2p+2)=5=G(m+n+p; k)+(k+1−m−n)=156G(m+n+p; k).
Hence we may assume that r(Lm;n; U; 
)=F(m+n; k). We show now that k6m+n−6.
Claim 2.3.1. k6m+ n− 6.
Proof. Recall that d(u; U )≡3 1. Let w1 and w2 be the two vertices adjacent to w on
the cycle. For i=1; 2, let Fi =Lm;n − wwi. Then, Fi∼=Pm+n. Since Fi is a spanning
subgraph of Lm;n, F(m+ n; k)= r(Lm;n; U; 
)6r(Fi; U; 
) for each i.
Suppose U contains no vertex on the path. Then we may assume that dF1 (u; U )=
d(u; U )≡3 1, and so, by Lemma 14, r(F1; U; 
)6F(m+n; k). Consequently, r(F1; U; 
)=
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F(m+ n; k). Thus, by Lemma 14, dF1 (w1; U )≡3 2. If there exists a 
U (F1)-set D1 that
contains w, then, since we can also choose D1 to contain w1, D1−{w1} is a dominating
set of Lm;n that contains all the vertices of U , and so r(Lm;n; U; 
)6r(F1; U; 
) − 1
=F(m+ n− 3; k), a contradiction. Hence, there cannot exist a 
U (F1)-set that contains
w. This implies that in F1, d(w;U ) 
≡3 0. If d(w;U )≡3 1, then, since d(u; U )≡3 1,
d(u; w)≡3 0. This implies that n¿3 and k6m−3. On the other hand, if d(w;U )≡3 2,
then, since d(u; U )≡3 1, d(u; w)≡3 2. This implies that n¿2 and k6m − 4. In both
cases, k6m+ n− 6.
Suppose U contains a vertex of the path Pn. Then, dFi(u; U )≡3 1 for each i, and
so, by Lemma 14, r(Fi; U; 
)6F(m+ n; k). Consequently, r(Fi; U; 
)=F(m+ n; k) for
each i. Thus, by Lemma 14, dFi(wi; U )≡3 2 for each i. It follows that if U contains a
vertex of the cycle, then there exists a 
U (Fi)-set Di that contains both w and wi. But
then Di − {wi} is a dominating set of Lm;n that contains all the vertices of U , and so
r(Lm;n; U; 
)6r(Fi; U; 
) − 1=F(m + n − 3; k), a contradiction. Hence, U contains no
vertex of the cycle. It follows that, since dFi(wi; U )≡3 2 for each i, m+d(w;U )−1¿5.
Since n¿d(w;U )−1+ k+1, it follows that m+n¿k+6, as required. This completes
the proof of Claim 2:3:1.
We now return to Case 2:3 of the proof of Lemma 9. If H ∼=C4, then p=4 and
r(G;U; 
)6r(Lm;n; U; 
) + 
(H)=F(m + n; k) + 2=G(m + n + p; k) + (k + 6 − m −
n)=15. Hence, by Claim 2:3:1, r(G;U; 
)6G(m+ n+p; k). If H 
∼=C4, then p=7 and
r(G;U; 
)6r(Lm;n; U; 
) + 
(H)=F(m + n; k) + 3=G(m + n + p; k) + (k + 3 − m −
n)=15¡G(m+ n+ p; k). This completes the proof of the lemma.
5.3. Proof of Theorem 10
Assume, to the contrary, that the theorem is false. Among all counterexamples, let
G=(V; E) be one of minimum size. Hence, G is a connected graph of order n (say)
with (G)¿2 satisfying rk(G; 
)¿G(n; k) for some k, 16k6n. Let U be a set of
k¿1 vertices in G for which r(G;U; 
)= rk(G; 
). Thus, r(G;U; 
)¿G(n; k).
If G∼=Cn, then, by Lemma 12 in Section 5.1.1, rk(G; 
)6F(n; k)6G(n; k). So G is
not a cycle. Thus, G contains at least one vertex of degree 3. Let S = {v∈V | deg v¿3}.
For each v∈ S, we deIne the 2-graph of v to be the component of G − (S − {v})
that contains v. So each vertex of the 2-graph of v has degree 2 in G, except pos-
sibly for v. Furthermore, the 2-graph of v consists of edge-disjoint cycles through
v, which we call 2-graph cycles, and paths emanating from v, which we call 2-
graph paths.
We now proceed by a series of four claims (the proofs of which are presented in
Section 5.4).
Claim 17. The set S is independent.
Claim 18. There are no 2-graph cycles.
Claim 19. All 2-graph paths have length at most 2.
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Claim 20. Each 2-graph path of length 1 or 2 contains no vertex of U .
By Claim 18, there are no 2-graph cycles. By Claims 19 and 20, all 2-graph paths
have length at most 2 and contain no vertex of U . Thus there is no vertex of V −S in
U , and so U contains only vertices of S. Let u be a vertex of S in U . Since there are no
2-graph cycles, |S|¿2. Let P: u; v1; : : : ; vm; v; 16m62, be a path joining u to a vertex
v of S, every internal vertex of which belongs to V − S. Let H =G− (V (P)−{u; v}).
By construction, H is a graph of order n − m with (H)¿2. As in the proof of
Claim 20, rk(H; 
)6G(n−m; k) for 16k6n−m irrespective of whether H is connected
or not. Now either m=1, in which case r(G;U; 
)6r(H;U; 
)6G(n− 1; k)¡G(n; k),
or m=2, in which case r(G;U; 
)6r(H;U ∪{v}; 
)6G(n − 2; k + 1)¡G(n; k). Both
cases produce a contradiction. We deduce, therefore, that our initial assumption that
the theorem is false is incorrect.
5.4. Proof of claims
In this subsection, we prove the four claims used in the proof of Theorem 10.
5.4.1. Proof of Claim 17
Assume e= uv is an edge, where u; v∈ S. Since rk(G − e; 
)¿rk(G; 
), and since
(G − e)¿2, the minimality of G implies that e must be a bridge. Let G1 = (V1; E1)
and G2 = (V2; E2) be the two components of G − e where u∈V1. For i=1; 2, let
|Vi|= ni. Thus, n= n1 + n2. Each Gi satisIes (Gi)¿2 and is connected. Hence, by
the minimality of G, for i=1; 2 and 16‘i6ni, r‘i(Gi; 
)6G(ni; ‘i).
For i=1; 2, let Ui =U ∩ V (Gi) and let ki = |Ui|. If ki¿1 for i=1; 2, then
r(G;U; 
)6r(G1; U1; 
)+ r(G2; U2; 
)6G(n1; k1)+G(n2; k2)=G(n; k). Suppose k1 = 0,
and so k = k2¿1. Suppose G1 =∈B. Then, r(G;U; 
)6
(G1) + r(G2; U; 
), and
so, by Theorem 3, r(G;U; 
)62n1=5 + G(n2; k)=G(n; k). Suppose G1 ∈B. Then,
r(G;U; 
)6
(G1 − u) + r(G2; U ∪{v}; 
), and so, by Observation 4, r(G;U; 
)6
(2n1−3)=5+G(n2; k+1)=G(n; k). Similarly, if k2 = 0, then r(G;U; 
)6G(n; k). Hence
all possibilities show that r(G;U; 
)6G(n; k), a contradiction. We deduce, therefore,
that S must be independent.
5.4.2. Proof of Claim 18
Let v∈ S. Assume that C: v; v1; v2; : : : ; vm; v is a 2-graph cycle of v. Then, m¿2.
Suppose degG v¿4. Let H =G − (V (C) − {v}). Then, H is a connected graph of
order n−m with (H)¿2. The minimality of G implies that r‘(H; 
)6G(n−m; ‘) for
16‘6n− m. Hence, by Lemma 6, rk(G; 
)6G(n; k) for 16k6n, a contradiction.
Suppose degG v=3. Let u be the vertex in S − {v} which is closest to v, i.e.,
d(v; S − {v})=d(u; v). By Claim 17, d(u; v)¿2. Let P: v; u1; : : : ; ut ; u be the v − u
path in G. Thus, the subgraph induced by (V (C)∪V (P)) − {u} is isomorphic to
L(m; t). Let H =G − (V (C)∪V (P) − {u}). Then, H is a connected graph of order
n − m − t with (H)¿2. The minimality of G implies that r‘(H; 
)6G(n − m − t; ‘)
for 16‘6n−m− t. Hence, by Lemma 9, rk(G; 
)6G(n; k) for 16k6n, once again
producing a contradiction. We deduce, therefore, that there are no 2-graph cycles.
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5.4.3. Proof of Claim 19
Suppose P: u; v1; : : : ; vm; v, m¿3, is a path joining two vertices u and v of S, every
internal vertex of which belongs to V − S. Let H =G − (V (P)− {u; v}). Then, H is
a graph of order n− m with (H)¿2.
Suppose H is connected. Then, by the minimality of G, r‘(H; 
)6G(n − m; ‘) for
16‘6n − m. Hence, by Lemma 7, rk(G; 
)6G(n; k) for 16k6n, a contradiction.
Hence, H is disconnected.
Let H1 = (V1; E1) and H2 = (V2; E2) be the two components of H where u∈V1. For
i=1; 2, let |Vi|= ni, and so n−m= n1+n2. Each Hi satisIes (Hi)¿2 and is connected.
Hence, by the minimality of G, for i=1; 2 and 16ki6ni, rki(Hi; 
)6G(ni; ki).
Suppose H1 ∈B. Since there are no 2-graph cycles, H 
=B1. Thus, H is hamiltonian.
Let H ′1 be a hamiltonian cycle of H1. Let G
′ be obtained from G by replacing H1
by H ′1. Then, G
′ is spanning subgraph of G and is obtained from Ln1 ; m by joining
the endvertex vm of Ln1 ; m to the vertex v of H2. Hence we can apply Lemma 9 to
G′ to show that rk(G′; 
)6G(n; k) for 16k6n. Since G′ is spanning subgraph of G,
rk(G; 
)6rk(G′; 
)6G(n; k) for 16k6n, a contradiction. Hence, H1 =∈B. Similarly,
H2 =∈B.
Since H1; H2 =∈B, it follows from Theorem 3 and our earlier observations that
rk(Hi; 
)6G(ni; k) for 06k6ni. Let H =H1 ∪H2. Then, r‘(H; 
)6G(n − m; ‘) for
06‘6n − m. Hence, applying Lemma 7 to H , rk(G; 
)6G(n; k) for 16k6n, once
again producing a contradiction. We deduce, therefore, that there are no 2-graph paths
of length exceeding 2.
5.4.4. Proof of Claim 20
Let P: u; v1; : : : ; vm; v be a path joining two vertices u and v of S, every internal vertex
of which belongs to V−S. By Claim 19, 16m62. Let H =G−(V (P)−{u; v}). Then,
H is a graph of order n−m with (H)¿2. Let U ′ denote the vertices of U on P and
let |U ′|= k ′. Suppose k ′¿1.
We show that r‘(H; 
)6G(n−m; ‘) for 16‘6n−m. If H is connected, then, from
the minimality of G, r‘(H; 
)6G(n−m; ‘) for 16‘6n−m. Suppose H is disconnected.
Let H1 = (V1; E1) and H2 = (V2; E2) be the two components of H where u∈V1. For
i=1; 2, let |Vi|= ni, and so n−m= n1+n2. Each Hi satisIes (Hi)¿2 and is connected.
Hence, by the minimality of G, for i=1; 2 and 16ki6ni, rk(Hi; 
)6G(ni; ki). If H1∈B,
then proceeding as in the proof of Claim 19, we can show that r(G;U; 
)6G(n; k),
a contradiction. Hence, H1 =∈B. Similarly, H2 =∈B. Thus, by Theorem 3 and our ear-
lier observations, rki(Hi; 
)6G(ni; ki) for 06ki6ni. Thus, r‘(H; 
)6G(n − m; ‘) for
06‘6n− m. Hence, irrespective of whether H is connected or not, r‘(H; 
)6G(n−
m; ‘) for 16‘6n− m.
Suppose k = k ′. Suppose H is connected and H ∈B. If m=1, then v1 ∈U , while
if m=2, we may assume that v1 ∈U . Thus, r(G;U; 
)6
(H − u) + k6(2(n − m) −
3)=5 + k =G(n; k) + (2k − 2m − 3)=5¡G(n; k), a contradiction. Hence, if H is con-
nected, then H =∈B, and so 
(H)= r0(H; 
)6G(n− m; 0). If H is disconnected, then,
as shown in the previous paragraph, 
(H)= r0(H; 
)6G(n − m; 0). Thus, 
(H)6
G(n−m; 0) irrespective of whether H is connected or not. Hence, r(G;U; 
)6
(H) +
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k6G(n − m; 0) + k =G(n; k) + (2k − 2m)=56G(n; k), a contradiction. Therefore,
k¿k ′.
Since r‘(H; 
)6G(n − m; ‘) for 16‘6n − m, it follows that r(G;U; 
)6
r(H;U − U ′; 
) + |U ′|6G(n − m; k − k ′) + k ′=G(n; k) + (2k ′ − 2m)=56G(n; k),
once again producing a contradiction. We deduce, therefore, that k ′=0, i.e., there is
no vertex of U on P.
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