Shima Bahramvash Shams et al. analyse ozonesonde data from Summit Station, Greenland to determine the primary drivers of ozone variations at this station by using a stepwise multiple regression analyses. They find that the QBO has the strongest influence for ozone variations over Greenland. This influence is not as strong found over other Arctic stations and thus the authors suggest that Greenland may be particularly sensitive to the QBO. This is a quite interesting study, but it lacks in presentation. I would suggest major revisions before this study can be considered for publication in ACP. I give detailed comments and suggestions for improvements below.
Response: Table 2 has been deleted. We decided to keep Table 3 because we feel that it's important to list the source of each proxy dataset. Figures 3, 4 , 6 and 7 have been removed. Overall, we reduced the number of figures from 12 to 8, and we have included new version figures of some figures based on our updated analysis.
2) How can you justify an extrapolation to 60 km? From Figure 2 one can see that there are generally no ozonesondes measuring above 40 km, except the 2 balloons that measured up to 50 km that were removed from further analysis due to erroneous readings from the pressure sensor. That means extrapolation is done over an altitude range of at least 20 km. How can you be sure that your results are not just reflecting the climatological changes and not the actual changes? Why don't you extrapolate the profiles up to 30-40 km as it would match the typical maximum altitude for the measurements of the ozonesondes?
Response: Based on this Reviewer's comments and questions, we have improved our dataset substantially by using ozone retrievals from the Microwave Limb Sounder (MLS) to provide ozone profiles up to 60 km, instead of our previous use of the ozone climatology. This has improved the quality of ozone profiles that have low burst heights by using actual measurements of stratospheric ozone that are nearly coincident in both space and time with the ozonesondes. It should be noted that using MLS retrievals is the primary reason for differences in our current analyses versus our original analyses over Summit Station.
"We use retrievals from the MLS (version 4.2) above the maximum height of each ozonesonde up to 60 km.
MLS is an instrument on the Aura spacecraft that uses microwave emission to measure atmospheric composition, temperature and cloud properties (Waters et al. 2006 ). Ozone retrievals from MLS are available continuously since 2004 over the Arctic with overpasses over these sites every few days. The standard MLS ozone product, which is retrieved from spectra with frequency 240 GHz, is used in this study. The column value uncertainty (σ) is 2 to 3% (Livesey et al., 2017) . The vertical resolution of the MLS profiles is from 100 to 22 hPa is 2.5 km and increases to 3 km in both the lower and upper stratosphere (Livesey et al., 2017) . The MLS ozone products have previously been used in analyses of polar ozone loss Kuttippurath et al. 2012; Wohltmann et al. 2013; Livesey et al. 2015; Strahan & Douglass 2018) " "MLS has high uncertainty in the lower atmosphere, thus, to minimize the uncertainty in the calculation of TCO, ozonesondes that reached a maximum height of greater than 12 km were used in this study; profiles with maximum heights below 12 km were eliminated from further analysis. The fraction of TCO below 12 km (~200 hPa) at these sites is about 13-17%." "Ozone profiles in this study are constructed by merging the ozonesondes up to the burst altitude ( Figure 2 ) and then using the MLS profiles up to 60 km. The merged profiles are generated only if an MLS ozone profile is within a 2° by 2° latitude/longitude grid cell around each station and within 4 days of the ozonesonde launch. The majority of the merged profiles are generated using MLS data on the day of the launch or within one day of the launch. Figure 3 shows the difference of TCO from the merged ozone profile versus TCO from MLS only at all stations. This shows that MLS mostly overestimates the ozone in the lower atmosphere at all stations. Thus, the merged profile dataset minimizes the uncertainty in ozone at these sites by using the more accurate ozonesonde data for as much of the lower atmosphere as possible." M1) P1, L12: Here you state that "12 years" of data were used, but later you always state "11 years" of data were used. Response: We have corrected all occurrences to 12 years. We actually added 7 additional months to the duration of the study to analyze 12 complete cycles of ozone data at all of the sites. We are constrained to this time frame by the availability of both the Summit ozonesondes and the MLS satellite data.
M2) P1, L15: Extended to 60 km from which altitude? How many km are extrapolated? Response: We no longer extrapolate any data in the creation of the ozone profiles. The profiles are now a merger of ozonesonde data from the lower atmosphere (up to the burst height) and MLS retrievals in the upper atmosphere. Figure 2 shows the histogram of the maximum height of ozonesondes at all stations.
M3) P2, L14-15: This sentence could be misleading and should thus be rephrased. The reason why there is less photochemical loss of O3 is because if temperatures are warmer, there are less PSCs and if there are less PSCs there are less surfaces for heterogeneous reactions that convert the inert reservoir species into reactive species that destroy ozone.
Response: This has now been clarified in the text. "The warmer temperatures are associated with less occurrence of polar stratospheric clouds (PSCs) and consequently less heterogeneous reactions on the surface of the PSCs, which lead to less photochemical ozone loss in the stratosphere" M4) P2, L17-18: This only holds with the current ozone loading. When the chlorine concentrations decline, there will be no longer massive ozone destruction due to chlorine. Thus, this sentence should also be rephrased.
Response: We agree with the Reviewer's comment, but we are not sure which sentence to rephrase on lines 17 and 18 based on this comment. M5) P2, L26: Remote sensing instruments → from space or ground? Please be more precise.
Response: We referred to both ground-based and space-borne instruments. Most of ground-based instruments are transmission Fourier-transform spectrometers and many satellite instruments, such as OMI, need sunlight to function. We have clarified this in the text. "This situation is exacerbated by both the lack of high temporal observations at high latitudes, as well as the difficulty of making quality measurements during winter; many ground-based and spaceborne remote sensing instruments for measuring ozone depend on solar radiation" M6) P2, L27-29: I do not agree to this statement. There are plenty of satellite measurements providing global daily measurements of ozone. Not all satellite instruments are dependent on solar radiation. There are many satellite instruments that are capable of measuring during polar winter. Response: We understand that there are measurements from satellite instruments that operate in the Arctic winter, such as MLS. We have updated this sentence to describe MLS, because we now use MLS profiles in this study. "This situation is exacerbated by both the lack of high temporal observations at high latitudes, as well as the difficulty of making quality measurements during winter; many ground-based and spaceborne remote sensing instruments for measuring ozone depend on solar radiation (Bowman, 1989; Hasebe, 1980; Vigouroux et al., 20008; . The Microwave Limb Sounder (MLS) is a spaceborne instrument that measures atmospheric emission, which makes it capable of retrieving ozone over the Arctic (Waters et al. 2006 ). This capability motivates using MLS retrievals for analysis of stratospheric ozone in Arctic Kuttippurath et al. 2012; Wohltmann et al. 2013; Livesey et al. 2015; Strahan & Douglass 2018) ."
"The Brewer-Dobson circulation is one of the most important processes of ozone transport from the Tropics to the Arctic (Staehelin et al., 2001) . The seasonal cycle of ozone in the extratropics is modulated by this circulation (Fusco and Salby, 1999) ." M29) P13, L1: This sentence should be rephrased. Not the equivalent latitude itself affect the ozone. It is just a different way for analysing/presenting the data and if course of the data is plotted on equivalent latitudes instead of latitude, the distribution or profile looks a bit different. Response: We have corrected this. "Potential vorticity (PV) also affect the ozone concentration. Equivalent latitude (EQL) is an index estimated based on PV that is indicative of ozone (air parcel) transportation on an isentropic level of potential temperature (Danielsen, 1968; Butchart & Remsberg, 1986; Allen & Nakamura, 2003 T3) P2, L13: weaken → "weak" or "weakening of the vortex" Response: Done. "This creates a weakening of the vortex that increases the transport of relatively warm, ozone-rich air into the Arctic (Holton and Tan, 1982) ." T4) P2, L19: arctic atmospheres → Arctic atmosphere Response: Done. "Although there is strong observational evidence to support this teleconnection between the tropical and Arctic atmosphere, a complete theoretical explanation has proved difficult (Anstey and Shepherd, 2014) ." T5) P2, L23: remove space between parentheses and reference. P2, L28: remove space between parentheses and reference. Response: Done. "Furthermore, these effects depend on location and can also affect different portions of the atmosphere (Staehelin et al., 2001; Rao, 2003; Rao et al., 2004; Yang et al., 2006; Vigouroux et al., 2008; ." T6) P2, L31: for validation → for the validation Response: Done.
"These instruments can be launched year-round and can provide valuable information for the validation of remote sensing instruments aboard satellites." T7) P3, L5: evaluate → validate Response: Done. "Ozonesonde profiles from various Arctic stations have been used to study the climatology of the ozone cycle (Rao et al., 2004) , the vertical distribution of ozone and its dependence on different proxies (Rao, 2003; Tarasick, 2005; Kivi et al., 2007; Gaudel et al., 2015) , trends and annual cycles of ozone (Christiansen et al., 2017) , the variability of ozone due to climate change (Rex, 2004) , ozone loss and relation to dynamical parameters (Harris et al., 2010) , the difference of ozone depletion in the Arctic and Antarctic (Solomon et al., 2014) , and to validate other sensor measurements (McDonald et al., 1999; Vigouroux et al., 2008; Ancellet et al., 2016) ." T8) P3, L24: I would suggest to write instead of "this research" rather "this study" or "this research study". Response: Done. "These drivers are then used to create final models of ozone variations. Section 5 presents the conclusions of this research study." T9) P4, L4: remove space between parentheses and reference. Response:Done. "The ozonesondes used here utilize electrochemical concentration cells (ECC) (Komhyr, 1969) T12) P4, L27: profiles has significant missing → the profiles has a significant amount of missing values Response: This paragraph has been removed to minimize unnecessary information.
T13) P5, L5: defined using → defined by Response: Done. "The ozone column density is traditionally defined by the Dobson Unit (DU), which is the thickness of a compressed gas in the atmospheric profile in units of 10 μm at standard temperature and pressure, 1 DU is equivalent to 1 milli-atm-cm, or 2.69 x 10 16 molecules/cm 2 ." T14) P5, L6: thickness of compressed → thickness of a compressed gas Response: Done. "The ozone column density is traditionally defined by the Dobson Unit (DU), which is the thickness of a compressed gas in the atmospheric profile in units of 10 μm at standard temperature and pressure, 1 DU is equivalent to 1 milli-atm-cm, or 2.69 x 10 16 molecules/cm 2 ." T15) P5, L11: Letters and numbers should put in the according sub and subscripts. Response: This sentence has been removed. T16) P5, L16: What do you mean with "appreciable ozone". Wouldn't the right wording be "applicable" or "measurable". Response: "appreciable ozone" is what we mean. The phrase refers to having enough ozone to be measured and therefore significant ozone concentration to contribute to the total column ozone. Responses to anonymous reviewer #2:
Rev_2: The abstract summarizes well the content of the manuscript. It is a regression analysis of a 12-year ozone time series at Summit, Greenland. Thatʼs it. There are a number of flaws in this work.
Response: We agree with the Reviewer that it is difficult to draw firm conclusions about Arctic ozone from data at a single station. Thus, in addition to using the ozone profiles from Summit Station, Greenland, we have added ozonesonde data from Alert and Eureka, Canada and Ny-Alesund, Svalbard to our study. This has allowed us to analyze the seasonal cycle and identify drivers of ozone variations that are common at the sites. The manuscript now examines the important drivers for different layers in the atmosphere and for the total column ozone for a particular sector of the Arctic. Thus, the Reviewer's comments have allowed us to expand the scope of the study, and we believe that this has greatly improved the manuscript.
Rev_2_M1) First, the column time series is built using an extrapolation method described as "robust" in the abstract (what does it mean here?). The altitude reached by the balloons does not exceed about 20-25 km during winter (see Figure 3 ). The only information used to extrapolate to 60 km is climatological. One can extrapolate in various ways, but is still left with climatological values above 20-25 km. Since a significant part of the total ozone column is climatological, some of the interannual variability signal is lost. They are essentially analyzing a vertically truncated time series. Sometimes, there is a hint of contradiction: It is stated that Ân ́ Figure 4 shows that these methods agree well for most of the year", giving the impression the extrapolation methods give similar results. But, then, "The lack of an absolute reference for stratospheric ozone over Greenland make it difficult to choose which method is best. Therefore, the average of the four methods is used for subsequent analysis in this study. Âz ̇ There is no justification or validation about the overall extrapolation. The reconstructed ozone column should be evaluated against independent data, which brings us to another critical point. They justify the use of this balloon dataset by claiming that "during winter; many remote sensing instruments for measuring ozone depend on solar radiation". However, several satellite instruments do not rely on sunlight, notably MLS. Why not combine/use these well-established datasets directly, or at least use them to evaluate the ozone column reconstructed from climatological extrapolation?
Response: We agree with the Reviewer's comments. In response to the concerns of Reviewer #1 and to answer Reviewer #2's questions, we have eliminated the use of the climatology for constructing the ozone profiles. Instead we have improved the dataset substantially by using ozone retrievals from the Microwave Limb Sounder (MLS) to provide profiles up to 60 km. This has greatly improved the quality of profiles above the burst height of the ozonesondes because we now use MLS data that is nearly coincident in both space and time with the ozonesondes.
Changes are similar to 2 major comments of reviewer one.
Rev_2_M2) Second, the multiple regression analysis (MLR) is not clear to me. If I have understood correctly, Table 5 shows the fraction of observed variance explained by a number of proxies. No error bars are provided. I keep telling my students that numbers without error bars do not mean much. In addition, one of the hypotheses in MLR is that proxies are not correlated (aliasing issue). The problem is that some of proxies can sometimes be correlated in short time series, even if they are not physically correlated. In addition, some of the proxies used here are physically correlated (even if in a short time series, they might not be), for example VPSC and EHF or the influence of solar variability on high altitude ozone being dependent on the phase of the QBO etc... There is the need for assessing properly the effects of these possible correlations on the results and to estimate error bars. I would recommend not to use the standard errors (not reliable for short time series) but rather a Monte Carlo approach.
Response: We note that the Reviewer found our discussion of the MLR analysis to be unclear. We have attempted to improve our description of the analysis and our overall approach in our edited manuscript. We believe that these changes have greatly improved the paper. Although stepwise multiple regression (SMR) is commonly used in studies of atmospheric ozone variations (Appenzeller et al, 2000; Brunner et al, 2006; Kivi et al, 2007; Vigouroux et al, 2015; Steinbrecht et al, 2017) , we have extended this analysis using the additional Arctic sites. By studying multiple sites, we now identify drivers that are common across this sector of the Arctic, which provides additional confidence as to what physical mechanism affect the ozone variations.
We have been upfront regarding the correlation between the variables by calculating and discussing the covariance matrix between all of the proxy variables. There are only two variables that have significant correlation between them: the eddy heat flux and the volume of polar stratospheric clouds. Both Brunner et al (2006) and Wohltmann et al (2007) reported this as well and elected to include both variables because they have fundamentally different physical characteristics. As expected, the equivalent latitude (EQL) at 370 K and at 550 K are also correlated, but we avoid any issue with our analysis by not including these variables together; EQL at 370 K is used in the lower two layers of atmosphere, while EQL at 550 K is used in the upper two layers.
Because we have chosen to continue to use SMR (based on the multitude of past studies that also have), we have taken the Reviewer's suggestion and report the standard error of our results. These are now listed in the Supplementary Material.
"The seasonal cycles are also shown in Figure 6 as the green curves. The correlation of determination (R 2 ) values are shown above each panel and represent the variance of the original time series that is explained by the seasonal cycle. These values are also shown in Table 2 for comparison. The seasonal cycle explains over 50% of the variance in both the total and partial column ozone values at all stations except middle stratosphere at Summit Station (47%) and Ny-Ålesund (38%). The R 2 value for TCO is highest at Eureka (0.80) and lowest at Ny-Ålesund (0.65). Because the seasonal cycle explains a high percentage of the ozone fluctuations over Eureka, this site may be less susceptible to dynamical and chemical perturbations compared to the other sites. By comparing the R 2 values in the different atmospheric layers, we see that the middle stratosphere has the lowest R 2 at all the stations except Eureka. This shows that the ozone in the middle stratosphere at these Arctic sites is more susceptible to perturbations than other layers."
"By examining the difference between the original time series (black dots) and the seasonal cycles (green lines) in Figure 6 , we can see that there is additional variance that remains unexplained. This is motivation to conduct the SMR analysis to identify the most important drivers that are common at the four Arctic sites. To accomplish this, the SMR analysis is performed on the deseasonalized time series" "Stepwise multiple regression (SMR) has been widely used in the past [e.g., Appenzeller et al. (2000) ; Brunner et al. (2006) ; Kivi et al. (2007) ; Mäder et al (2007) ; Vigouroux et al (2015) ] for selecting important variables that affect ozone concentrations. Wohltmann et al (2007) explains some of the issues with using multiple regression to determine atmospheric ozone variations. However, this technique can be inaccurate if there is spurious correlation between the different variables and the deseasonalized ozone time series . In this study, we use a combination of SMR and the "process-based" approach of Wohltmann et al (2007) to determine the important drivers of ozone variations at the Arctic sites. In particular, SMR is used to determine a set of physical parameters that are important at 3 or more of the sites and are, therefore, common drivers of ozone variations in the Arctic. These variables are then used to derive final models for PCO in each of the four atmospheric layers and for TCO at each site. This procedure then reduces the effect of spurious correlations between variables and deseasonalized ozone time series that is experienced when using SMR only."
"The best proxy at each step in the analysis is the one with the largest R 2 value, which is at least 1% higher than R 2 of previous step. These fits must also have a p-value less than 0.05 to be considered in the analysis. Table 3 summarizes the results for each time series. (More detailed information, such as the regression slopes and standard errors of the slope, can be found in Tables S2-S5 of the Supplementary Material)." "The final set of drivers of Arctic ozone in each layer, as well as the TCO, are defined as those that are common among 3 or more sites based on the SMR analysis. These proxies are then used to create a final model for PCO and TCO as described in section 4.4." "To investigate how the proxies are correlated with each other (Appenzeller et al, 2000; Vigouroux et al, 2015) , we calculated the covariance matrix for all combinations of the proxies used in the SMR model and found that most covariances are less than 0.30. However, two correlations were large: EHF-VPSC = 0.66, EQL_370K-EQL_550K = 0.58. In our final regression model EQL at 370 K is used for the troposphere and lower stratosphere, while EQL at 550 K is used for the middle and upper stratosphere. Both EHF and VPSC contributed in many layers and excluding one for the analysis did not significantly improve the contribution of the other. EHF and VPSC exhibit different physical characteristics and both influence stratospheric ozone significantly, so this justifies keeping both proxies in final regression models because both were selected as important (Brunner et al., 2006; Wohltmann et al., 2007) . Figure 7 shows the results of the final regression model (red curves). The final models are calculated using Eq. 1, but now including the terms for the seasonal cycle and the important drivers identified in the SMR analysis and shown in Table 4 . The final values of R 2 for each layer at each station are shown in Table 2 , along with the R 2 values for the seasonal cycles and the SMR analysis. The improvement in the R 2 values from final is shown as D (and is simply the difference between the R 2 values of the final model and the seasonal cycle model). Values of D that show improvement in R 2 of greater than or equal to 20% are shown as bold values in Table 2 . By comparing the values in Table 2 from the SMR and the final model, we can see that a majority of the final models are within 1 to 2% of the SMR. This is similar to the conclusion of Wohltmann et al (2007) when they compared their process-based model to the SMR analysis performed by Mäder et at (2007) . From this, we conclude that our choices of the important drivers of the PCO and TCO values at these Arctic sites are indeed capturing a significant amount of the variability in ozone. Furthermore, the elimination of certain variables from the final model seems justified. For instance, at Eureka the SMR found significant correlation between TP and middle stratospheric ozone and the EQL at 370K and upper stratospheric ozone, which is not seen at the other stations. Nevertheless, the final model explains about 80% of the variance. The final models provide significant improvement over the seasonal cycle model in all cases. In 80% of the cases, the R 2 is improved by 10% or more, and 20% of the cases are improved by more than 20%. The final models at each site for TCO explain between 80% and 93% of the variance. The PCO values in the different altitude ranges are improved the most at Summit, with the largest improvements in the troposphere (21%) and the middle stratosphere (32%). In general, the largest improvement at all the sites was in the middle stratosphere. The final models for TCO at Alert, Eureka and Ny-Ålesund show comparable improvement between 13% and 15% with the largest improvements in the troposphere and middle stratosphere at all sites. From the results in Table 2 , we conclude that we have identified the important physical drivers of ozone variations at these four Arctic sites and within this sector of the Arctic. As an example of this analysis, Figure  8 shows the time series of deseasonalized ozone and the selected proxies in middle stratosphere over Summit Station. The vertical dash lines show the extreme values of ozone variations, and how they coincide with extreme values in the different proxies. This provides confidence that our approach and the development of final models are identifying important physical processes that affect the ozone variations at these sites. Table  4 shows that TP, EHF, EQL, VPSC and the QBO are all important drivers of ozone variations at these sites, and that all of these proxies are necessary for a complete understanding the variations in total column ozone."
Rev_2_M3) Third, the outcome of the study does not warrant publication in a journal like ACP. Letʼs have a look at the abstract: "The monthly mean total column ozone reaches a maximum of about 400 DU in April, then decreases to minimum values between 275 and 300 DU in the late summer and early fall. The partial column ozone values peak at different times between late winter and early summer." There is nothing new about seasonal variations of polar column ozone. "There is a positive trend in the total column that is likely due to increases in springtime ozone, however, these trends are not robust given the short period of record". There is a trend but they donʼt know whether it is significant or indicative of something. At the end, I was wondering what a trend analysis of truncated 12-year time series at a specific location can bring? If the aim is to detect ozone recovery, why not use more data over the entire Arctic region? Then, the results of the MLR on individual proxies are presented in the abstract: "This analysis shows that the variations in total column ozone are due primarily to changes in the tropopause pressure, the quasi-biennial oscillation (QBO), and the volume of polar stratospheric clouds. The eddy heat flux is also important for variations in the partial column ozone in the different altitude regions." Again, it is not possible to see whether the results obtained at this station are significant because there are no error bars, no such results (with error bars) presented for other stations, no comparisons to satellite-based studies or ot other studies, explanations about what the results mean physically. The last sentence illustrates the level of analysis: "The importance of the QBO appears to be a unique characteristic for ozone variations over the Greenland Ice Sheet (when compared to other nearby Arctic Stations) and may be related to the fact that Greenland is particularly sensitive to the phase of the QBO." What does "unique" mean here when compared to 2 other stations only (whose results are not presented and discussed thoroughly)? For the authors, the fact that the QBO is an important driver in the LMR model "may be" related to the fact that Greenland ozone is sensitive to the phase of the QBO. It is self-explanatory, and a bit circular. The authors seem to doubt the MLR results. If ozone was not sensitive to the QBO, it should not appear as significant in the MLR analysis. And, viceversa. The bottom line is that it is not possible to be conclusive with an MLR over a short time series at a single specific station. This cannot tell us anything new and "robust" about polar ozone.
Response: The aim of this paper is not to detect ozone recovery, but rather to understand ozone variations and identify important drivers of ozone variations at high-latitude Arctic sites. We report the trends of the time series, but this is not our primary focus. Based on the suggestions of both Reviewers, we have improved the quality of the ozone profiles by using MLS retrievals above the ozonesonde data. Our new Figure 3 shows that the sonde data are quite important and correct a positive bias in the MLS data in the lower atmosphere. Thus, we feel that it is a significant contribution to include the more accurate in situ ozonesonde measurements in the analysis of Arctic ozone. Most of the total column ozone is actually measured by the ozonesondes, and the only layer of partial column ozone that is significantly affected by the MLS retrievals (as opposed to the ozonesonde data) is the upper stratosphere. So we believe that this manuscript is an important contribution because it merges the advantages of both the ozonesonde and the MLS data.
As stated above, we agree with the Reviewer that drawing firm conclusions from data at one station is difficult. Therefore, as stated above in Rev_2_M2, we now identify drivers that are common at the sites.
We agree with the Reviewer that our conclusion regarding the effect of the QBO on ozone over Summit, Greenland was weak. However, our new results indicate that the QBO is also important in the troposphere and lower stratosphere at the other Arctic sites that we considered. Table 4 now summarizes all of the drivers that are important at 3 or more sites. It can be seen that different sets of drivers are important in the troposphere (TP, EQL, QBO), the lower stratosphere (EHF, VPSC, QBO) and the middle and upper stratosphere (EHF, EQL, VPSC). We believe that these results present a more complete understanding of ozone variations in this sector of the Arctic, and that the Reviewer's suggestions have greatly improved the overall conclusions of the manuscript.
"Abstract. Understanding variations in atmospheric ozone in the Arctic is difficult because there are only a few long-term records of vertical ozone profiles in this region. We present 12 years of ozone profiles from February 2005 to February 2017 at four sites: Summit Station, Greenland, Ny-Ålesund, Svalbard, and Alert and Eureka, Nunavut, Canada. These profiles are created by combining ozonesonde measurements with ozone profile retrievals using data from the Microwave Limb Sounder (MLS). This combination creates a high-quality dataset with low uncertainties by relying on in situ measurements to the maximum altitude of the ozonesondes (~30 km) and satellite retrievals in the upper atmosphere (up to 60 km). For each station, the total column ozone (TCO) and the partial column ozone (PCO) in four atmospheric layers (troposphere to upper stratosphere) are analyzed. Overall, the seasonal cycles are similar at these sites. However, the TCO over Ny-Ålesund starts to decline two months later than at the other sites. In summer, the PCO in the upper stratosphere over Summit Station is slightly higher than at the other sites and exhibits a higher standard deviation. The decrease in PCO in the middle and upper stratosphere during fall is also lower over Summit Station. The PCO in the lower and middle stratosphere has a higher rate of increase in winter over Eureka. Trend analysis over the 12-year period shows significant trends in most of the layers over Summit and Ny-Ålesund during summer and fall. To understand deseasonalized ozone variations, we identify the most important dynamical drivers of Arctic ozone at each level. These drivers are chosen based on mutual selected proxies at the four sites using stepwise multiple regression analysis of various dynamical parameters with deseasonalized data. The final regression model is able to explain more than 80% of the TCO and more than 70% of the PCO in almost all of the layers. The regression model provides the greatest explanatory value in the middle stratosphere. The important proxies of the deseasonalized ozone time series at the four sites are: tropopause pressure and equivalent latitude at 370 K in the troposphere, the quasi-biennial oscillation in the troposphere and lower stratosphere, the equivalent latitude at 550 K in the middle and upper stratosphere and the eddy heat flux and volume of polar stratospheric clouds throughout the stratosphere."
Rev_2_M4) Fourth, there are too many unnecessary details provided in the text. Everybody knows how to calculate an ozone column from a profile, this could end up in an Annex. Some of the explanations are unclear and longwinded, some parts need to be rephrased. All the authors should re-read very carefully the entire manuscript. In summary, as it stands, I find it very difficult to be positive. I find the manuscript very far from being acceptable for ACP. Even after tackling the flaws in the methodology, I canʼt see what the results can bring in terms of new knowledge.
Response: We agree with the Reviewer that we provided too many details in the original draft; Reviewer #1 mentioned this as well. Therefore, in the revised manuscript, we have removed many of the tables and figures. Most of the remaining figures and tables have been updated with results from the additional sites. We believe that the manuscript has been greatly improved by addressing the Reviewer's comments and questions with new results regarding the important drivers of variations in partial and total column ozone at these four high latitude Arctic stations.
"Conclusions. There is continuing debate as to what controls Arctic ozone, and what are the relative contributions of dynamics and photochemistry (Antsey and Shepard, 2014) . Understanding what causes variations in Arctic ozone is particularly difficult because there are few long-term records of the vertical profile of ozone in this region. We present 12 years of vertical profiles of ozone over Summit Station, Greenland, Ny-Ålesund, Svalbard, and Alert and Eureka, Nunavut, Canada from February 2005 to February 2017. Ozone profiles are created by merging ozonesonde profiles with ozone retrievals from the Microwave Limb Sounder, creating profiles from the surface to 60 km. This dataset is of high quality because in-situ measurements of ozone are used in the lower atmosphere, which accounts for an overestimation of ozone in this region by MLS. On the other hand, the MLS ozone profiles are quite accurate (2-3%) in the stratosphere (above the maximum altitude reached by the ozonesondes) (Livesey et al., 2017) . The analysis of the seasonal cycles at the different sites shows that they are, in general, similar, but that significant differences exist from site-to-site. The TCO exhibits maxima in spring and minima in fall at all the sites. The PCO in the upper stratosphere peaks in summer at all the sites, with slightly larger values at Summit for most months. In the middle stratosphere, the seasonal cycle at Ny-Ålesund is shifted later by about one month, giving a delayed buildup of ozone in spring and decay in summer. The lower stratosphere shows the most significant differences in the seasonal cycle at the four sites, with Summit Station exhibiting an earlier decay in ozone from March to July and Ny-Ålesund showing a delay in ozone decay in summer. The seasonal cycle of tropospheric ozone variations peaks around May for Alert, Eureka and Ny-Ålesund and in March at Summit; Summit also has significantly less ozone in the troposphere due to its high elevation. There are no significant trends in the multi-year annual TCO values at any of the sites. The most significant seasonal trends are seen at Ny-Ålesund with positive trends in the summer and negative trends in the spring and fall; negative trends are also seen at Summit in summer and fall. However, we acknowledge the large uncertainty associated with these trends due to the short period of study. The seasonal cycles at each site explain the majority of ozone fluctuations in the TCO and the PCO in most of the atmospheric layers. However, the seasonal model explained less variations in the middle stratosphere than other atmospheric layers, except over Eureka.
We use a two-step approach to first determine the important drivers of ozone variations at the four high-latitude Arctic sites, then use these to develop models that explain the ozone variations. Stepwise multiple regression analysis is performed to determine significant proxies that affect ozone variations over the four sites. If a proxy is chosen at three or more of the four sites, then it is considered an important contributor in this sector of the Arctic. A final regression model is then fit to each time series. The final model is successful in identifying proxies that explain a significant portion of the ozone variance in the deseasonalized time series, with 90% of the models having R 2 >= 70% and 40% with R 2 >= 80%. The tropopause pressure, equivalent latitude at 370 K and the QBO are important drivers between the surface and 10 km. The QBO, eddy heat flux and the volume of polar stratospheric clouds are important in the lower stratosphere, while the equivalent latitude at 550 K, eddy heat flux, and the volume of polar stratospheric clouds strongly influence the middle and upper stratospheric ozone. The final regression model explains over 80% of the variance in the time series of total column ozone at the four sites. The contribution from the important drivers is greatest at Summit Station, Greenland in the troposphere (21%) and middle stratosphere (32%). In general, the important drivers explain the greatest variance at all the sites in the middle stratosphere, which is the region of the atmosphere that has the least variance explained by the seasonal cycle. Interestingly, the Arctic Oscillation, solar flux and El Niño-Southern Oscillation are not important for ozone variations in this sector of the Arctic."
Introduction
There is great interest in atmospheric ozone globally since the inception of the Montreal Protocol in 1987. Various parameters influence atmospheric ozone concentrations including dynamical variability (Fusco and Salby, 1999; Holton et al., 1995; Kivi et al., 2007; Rao et al., 2004; Rex, 2004) and photolysis involving photochemical reactions (Yang et al., 2010) , climate variables (Rex, 2004) . Studies show that the mean total column ozone (TCO) decreased from 1997 to 2003 globally (e.g., Newchurch, 2003) , but some reports show that the rate of ozone depletion has recently decreased due to the ramifications of the Montreal Protocol (Weatherhead and Andersen, 2006; WMO, 2014; Steinbrecht at el, 2017; Weber et al, 2018) . However, recent work shows evidence of decreases in lower stratospheric ozone from 1998 to 2016 over 60°N to -60°S (Ball et al., 2018) . Because of these changes, it is important to monitor ozone variability at many locations globally and to understand the causes of the variability.
During winters with persistent westerly zonal winds over the tropics, planetary-scale Rossby waves modulate stratosphere circulation. Stratospheric circulation is related to the tropical quasi-biennial oscillation (QBO) (Ebdon 1975; Holton and Tan, 1980) . The interactions of planetary-scale Rossby waves and the QBO in the stratosphere modulate a meridional mass circulation towards the polar regions called the Brewer-Dobson circulation (Lindzen and Holton, 1968; Holton and Lindzen, 1972; Wallace, 1973; Holton et al., 1995 ) . The location of the zero-wind line (latitude where the zonal wind speed is zero relative to the ground) is an important indicator of the strength of this circulation (Holton and Lindzen, 1972; Holton and Tan, 1980) . During the easterly phase of the QBO, the zero-wind line shifts north, facilitating the propagation of planetary waves into the Arctic polar vortex. This creates a weakening of the vortex that increases the transport of relatively warm, ozone-rich air into the Arctic (Holton and Tan, 1982) .
The warmer temperatures are associated with decreased occurrence of polar stratospheric clouds (PSCs) and
consequently less heterogeneous reactions involving the PSCs, which lead to less photochemical ozone loss in the stratosphere (Rex, 2004; Shepherd, 2008) . Conversely, during the westerly phase of the QBO, the propagation of planetary waves between the tropics and the Arctic decreases, and the polar vortex is strengthened resulting in lower temperatures and increased probability of photochemical ozone loss. Thus, dynamical processes and the state of the polar vortex are important factors that determine ozone amounts in the Arctic.
Although there is strong observational evidence to support this teleconnection between the tropical and Arctic atmosphere, a complete theoretical explanation has proved difficult (Anstey and Shepherd, 2014) . The interaction of the background zonal mean wind and planetary waves is not completely understood, which makes it difficult to ascribe, in detail, how atmospheric dynamics affect the polar vortex. Furthermore, these effects depend on location and can also affect different portions of the atmosphere (Staehelin et al., 2001; Rao, 2003; Rao et al., 2004; Vigouroux et al., 2008; . Thus, detailed analyses of the vertical structure of ozone are needed at various locations to fully understand the variability of ozone concentrations. This situation is exacerbated by both the lack of high temporal observations at high latitudes, as well as the difficulty of making quality measurements during winter; many ground-based and spaceborne remote sensing instruments for measuring ozone depend on solar radiation (Bowman, 1989; Hasebe, 1980; Vigouroux et al., 20008; . The Microwave Limb Sounder (MLS) is a spaceborne instrument that measures atmospheric emission, which makes it capable of retrieving ozone over the Arctic (Waters et al. 2006 ). This capability motivates using MLS retrievals for analysis of stratospheric ozone in Arctic Kuttippurath et al. 2012; Wohltmann et al. 2013; Livesey et al. 2015; Strahan & Douglass 2018) .
One of the most important and reliable instruments for measuring the vertical profile of ozone is the ozonesonde.
These instruments can be launched year-round and can provide valuable information for the validation of remote sensing instruments aboard satellites. The Global Monitoring Division (GMD) of the National Oceanic and Atmospheric Administration (NOAA), Environment and Climate Change Canada, and the Helmholtz Centre for Polar and Marine Research launch ozonesondes routinely in the Arctic. Ozonesondes have used the data to study trends, patterns, and the vertical distribution of ozone from many locations (Logan, 1994; Steinbrecht et al., 1998; Logan et al., 1999; Solomon et al., 2005; Miller et al., 2006) . Ozonesonde profiles from various Arctic stations have been used to study the climatology of the ozone cycle (Rao et al., 2004) , the vertical distribution of ozone and its dependence on different proxies (Rao, 2003; Tarasick, 2005; Kivi et al., 2007; Gaudel et al., 2015) , trends and annual cycles of ozone (Christiansen et al., 2017) , the variability of ozone due to climate change (Rex, 2004) , ozone loss and relation to dynamical parameters (Harris et al., 2010) , the difference of ozone depletion in the Arctic and Antarctic (Solomon et al., 2014) , and to validate other sensor measurements (McDonald et al., 1999; Vigouroux et al., 2008; Ancellet et al., 2016) .
The sector of the Arctic from 0 to 60 W longitude is known to be very sensitive to dynamical processes [see Figure   2a of Antsey and Shepherd, (2014)]. In spite of this, the long record of ozonesonde launches (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) (2016) (2017) by NOAA GMD has never been used to study the long-term variability of tropospheric and stratospheric ozone over Summit Station, Greenland (72.6 N, 38.4 W; 3200 meters) . Summit Station is located in central Greenland atop the Greenland Ice Sheet (GrIS) and is the drilling site of the GISP2 ice core. Ny-Ålesund, Svalbard, and Alert and Eureka, Nunavut, Canada are high-latitude stations in this section of the Arctic that also routinely launch ozonesondes.
In this study, we use 12 years of ozonesonde measurements (from 2005 to 2017) to document the vertical structure of ozone at high-latitude sites in the Arctic. In section 2, we describe how ozone profiles over these sites are constructed using data from both ozonesondes and satellite retrievals from the MLS. This section also describes the data screening that was performed on these measurements. Section 3 discusses the methods used in the data analysis including determination of the seasonal cycle and the stepwise multiple regression technique (Appenzeller et al., 2000; Brunner et al., 2006; Kivi et al., 2007; Vigouroux et al., 2015; Steinbrecht et al., 2017) . Stepwise multiple regression is used to determine the drivers of ozone variations at each of the sites. Section 4 presents the results of this study, including the seasonal cycles, trends and variations of total column ozone (TCO) and partial column ozone (PCO) in four atmospheric layers: the troposphere and the lower, middle and upper stratosphere. This section also determines the important drivers of the deseasonalized ozone data (based on various proxies using stepwise multiple regression) that are common to all of the four sites. These drivers are then used to create final models of ozone variations. Section 5 presents the conclusions of this research study.
Data
Summit Station, Greenland (72°N, 39°W) , Ny-Ålesund, Svalbard (79°N, 12°E) , Alert, Canada (82°N, 62°W), and Eureka, Canada (70°N, 86°W) are chosen as the study sites for this research because there is a long history of ozonesonde observations at these locations. Figure 1 shows the locations of these stations in the Arctic. meters. The measurement precision is ±3-5%, and the overall uncertainty in ozone concentration in ppmv is about ±10% up to 30 km (Komhyr, 1986; Komhyr et al., 1989; Kerr et al., 1994; Johnson et al., 2002; Smit et al., 2007; Deshler et al., 2008 , Deshler et al., 2017 .
We use retrievals from the MLS (version 4.2) above the maximum height of each ozonesonde up to 60 km. MLS is an instrument on the Aura spacecraft that uses microwave emission to measure atmospheric composition, temperature and cloud properties (Waters et al. 2006 ). Ozone retrievals from MLS are available continuously since 2004 over the Arctic with overpasses over these sites every few days. The standard MLS ozone product, which is retrieved from spectra with frequency 240 GHz, is used in this study. The column value uncertainty (σ) is 2 to 3% (Livesey et al., 2017) . The vertical resolution of the MLS profiles is from 100 to 22 hPa is 2.5 km and increases to 3 km in both the lower and upper stratosphere (Livesey et al., 2017) . The MLS ozone products have previously been used in analyses Data screening was performed on each ozonesonde used in this study. Figure 2 shows a histogram of the maximum height of the ozonesondes for the entire 12-year period at all study locations. Most of the ozone profiles have maximum heights of 25 km or greater, but there is a significant fraction with maximum heights below 25 km. A bi-modal distribution is apparent at all stations except Ny-Ålesund and is caused partly by the fact that the burst altitude of the balloons depends on season; lower maximum altitudes are achieved in the extreme cold experienced during winter.
MLS has high uncertainty in the lower atmosphere, thus, to minimize the uncertainty in the calculation of TCO, ozonesondes that reached a maximum height of greater than 12 km were used in this study; profiles with maximum heights below 12 km were eliminated from further analysis. The fraction of TCO below 12 km (~200 hPa) at these sites is about 13-17%.
Another data screening issue is related to missing data in the ozonesonde profiles. Most of the missing values occur at high altitudes because the ozonesonde ceased to report valid measurements. There were also some missing data between valid ozone measurements. In this study, profiles that have a percentage of missing data greater than 40% are eliminated from further analysis. In the remaining profiles, if missing values occurred between valid ozone measurements, the profile was linearly interpolated to fill the missing data. After applying the data screening, more than 25 ozonesondes are retained for analysis in each month for the 12-year period, which satisfies the requirement for calculating a meaningful monthly-mean profile (Logan et al., 1999) .
Ozone profiles in this study are constructed by merging the ozonesondes up to the burst altitude ( Figure 2) and then using the MLS profiles up to 60 km. The merged profiles are generated only if an MLS ozone profile is within a 2° by 2° latitude/longitude grid cell around each station and within 4 days of the ozonesonde launch. The majority of the merged profiles are generated using MLS data on the day of the launch or within one day of the launch. Figure 3 shows the difference of TCO from the merged ozone profile versus TCO from MLS only at all stations. This shows that MLS mostly overestimates the ozone in the lower atmosphere at all stations. Thus, the merged profile dataset minimizes the uncertainty in ozone at these sites by using the more accurate ozonesonde data for as much of the lower atmosphere as possible.
Methods
The total amount of ozone in the vertical profile is a useful parameter for understanding ozone variations in the atmosphere. The ozone column density is traditionally defined by the Dobson Unit (DU), which is the thickness of a compressed gas in the atmospheric profile in units of 10 μm at standard temperature and pressure; 1 DU is equivalent to 1 milli-atm-cm, or 2.69 x 10 16 molecules/cm 2 . Merged ozonesondes up to 60 km provide an appropriate dataset to integrate over all layers of the atmosphere that contain appreciable ozone. In this study, the PCO amounts are calculated for the following altitude regions: surface to 10 km, 10 to 18 km, 18 to 27 km, and 27 to 60 km. For the purpose of this study, the layers represent the troposphere, lower stratosphere, middle stratosphere, and upper stratosphere, respectively. Note that the tropopause is low in the Arctic, so the layer from the ground to 10 km represents primarily values in the troposphere, but also contains some ozone from the lowest portion of the stratosphere. However, we refer to this layer here as the "troposphere" for convenience.
Stepwise multiple regression (SMR) has been widely used in the past [e.g., Appenzeller et al. (2000) ; Brunner et al. . In this study, we use a combination of SMR and the "process-based" approach of Wohltmann et al (2007) to determine the important drivers of ozone variations at the Arctic sites. In particular, SMR is used to determine a set of physical parameters that are important at 3 or more of the sites and are, therefore, common drivers of ozone variations in the Arctic. These variables are then used to derive final models for PCO in each of the four atmospheric layers and for TCO at each site. This procedure then reduces the effect of spurious correlations between variables and deseasonalized ozone time series that is experienced when using SMR only.
The general approach is briefly explained here, while the analysis and results are discussed below in Section 4. First, the SMR uses various proxies that have been previously identified as important indicators of ozone concentrations in are estimated at each station. In Figure 4 , EQL, TP and AO at Summit Station are shown as examples. Table 1 lists the data sources and weblinks of these proxies. This list is similar to that used by previous studies (Brunner et al, 2006; Vigouroux et al, 2015) . Following Vigouroux et al (2015) , the stepwise multiple regression model is given by: ) + ∑ 6 ( ) 6 + ( ) 9 6:;
, (1) where Y(t) is the final regression model, t is the month (1 to 12), A0-A4 are coefficients related to the seasonal cycle, Ak (for k >=5) are the coefficients related to the proxy time series X(t)k, and ε is the residual ozone that is not explained by the combination of the seasonal cycle and the proxies. Any linear trend in the data is considered as one of the proxies using Xk(t) = t. The model is implemented using the following procedure. First, the seasonal cycle for the 12year period is determined by finding the coefficients A0-A4. These terms are then subtracted from the original TCO time series to yield deseasonalized time series. Using the technique described in Section 7.4.2 of Wilks, (2011), stepwise regression (with forward selection) is then performed on the deseasonalized time series using the different proxies. To accomplish this, each proxy is regressed with the deseasonalized TCO and PCO time series, and the proxy that has the highest explained variance (R 2 ) and a p-value lower than 0.05 is selected. This proxy [e.g., A5X5(t)] is then included in a new fit to the time series using multiple linear regression to create a new time series. This process is repeated until none of the remaining proxies increase the R 2 by more than 1%. The final set of drivers of Arctic ozone in each layer, as well as the TCO, are defined as those that are common among 3 or more sites based on the SMR analysis. These proxies are then used to create a final model for PCO and TCO as described in section 4.4.
Results and Discussion
In this section, the 12-year records of ozonesonde profiles over the four Arctic stations are discussed. First, the seasonal cycles of ozone at the four sites are compared. The trends of ozone in various vertical sections of the atmosphere are also discussed. Finally, we describe the results of the SMR analysis and the final ozone models, which yield insight into the primary drivers of ozone variability over four Arctic stations.
Seasonal cycle
To examine the seasonal cycle at each station, the monthly averaged TCO and PCO are calculated. The TCO (and the PCO amounts) depend on both temperature and pressure, so differences in the profiles of these variables over the different sites will affect the column ozone. Figure 5 shows the multi-year monthly averages (left column) and the associated standard deviations (right column) of TCO (top row) and the PCO amounts for the four atmospheric layers.
The total column ozone reaches its peak value in April for all stations. The seasonal cycles are also quite different in the various atmospheric layers. The timing of the peak ozone at different altitudes is due to different physical processes that affect ozone concentrations. In the upper stratosphere (27-42 km) , the values are about 30 to 40 DU higher in spring than the minimum in the fall due to increased sunlight in spring when photolysis equilibrium is reached (Crutzen, 1971) . For all stations, the PCO values in this layer peak later in the Alert. This pattern represents the well-known springtime maximum in the Arctic, which is caused by winter ozone accumulation that occurs before ozone is transported to the troposphere (Rao, 2003; Rao et al., 2004; Staehelin et al., 2001) . Summit Station has lower PCO values in this layer from April to September. The springtime decline in ozone over Summit appears to start earlier (in March), and then the ozone remains low until October. The PCO at Ny-Ålesund has a large range with minimum values similar to Summit Station in fall, but maximum values due to wintertime accumulation that are similar to Alert and Eureka.
Eureka and Alert have very similar seasonal cycles of tropospheric ozone, reaching a maximum in May and minimum in August. On the other hand, the PCOs at Summit Station and Ny-Ålesund peak in April and June. As expected, the ozone fluctuations in this layer are small. In general, the standard deviations in tropospheric PCO are smallest at Summit Station, likely due to the lower PCO values. The peak of the tropospheric PCO in spring is caused primarily by relatively large ozone concentrations between 6 and 10 km. The peak in the upper troposphere is likely caused by intrusion of ozone-rich air from the stratosphere. The subsequent intrusion of ozone into the troposphere later in the spring is likely the result of tropospheric folds that occur in mid to late spring (Holton et al., 1995; Walker et al., 2012; Tarasick et al., 2019) .
Trends
The temporal trends in the TCO and PCO at all four stations are now considered. Linear regression is performed on the time series to determine the temporal trends. For a trend to be significant, the slope of the regression line must be greater than the standard error in the slope by 0.1 DU/year. The details of the trend analysis can be found in Figures S1-S5 and Table S1 in the Supplementary Material.
The trends were calculated for the 12-year period using annual, spring (MAM), summer (JJA), fall (SON) and winter In summary, Alert and Eureka have no significant trends in ozone. There are a few significant trends at Summit Station in summer and fall that are all negative. Ny-Ålesund has trends in spring, summer and fall, with the large positive trends in summer and mostly small negative trends in spring and fall.
Drivers of ozone variation over Greenland
To identify the drivers of ozone variations, the SMR technique described in Section 3 is used. We refer back to Figure   4 , which describes the proxies used to SMR. The most dominant source of ozone variation is the seasonal cycle, so the first step in the analysis is to remove this cycle. To remove the seasonal cycle, we first fit the TCO and PCO time series using the first five terms in Eq. 1 (using coefficients A0-A4). The derived seasonal cycle is then subtracted from the original time series to create a deseasonalized time series. Figure 6 shows the values of total column ozone (top panels) and the partial ozone column values for each of the four altitude regions (bottom four panels) for each station.
The seasonal cycles are also shown in Figure 6 as the green curves. The correlation of determination (R 2 ) values are shown above each panel and represent the variance of the original time series that is explained by the seasonal cycle.
These values are also shown in Table 2 for comparison. The seasonal cycle explains over 50% of the variance in both the total and partial column ozone values at all stations except middle stratosphere at Summit Station (47%) and Ny-Ålesund (38%). The R 2 value for TCO is highest at Eureka (0.80) and lowest at Ny-Ålesund (0.65). Because the seasonal cycle explains a high percentage of the ozone fluctuations over Eureka, this site may be less susceptible to dynamical and chemical perturbations compared to the other sites. By comparing the R 2 values in the different atmospheric layers, we see that the middle stratosphere has the lowest R 2 at all the stations except Eureka. This shows that the ozone in the middle stratosphere at these Arctic sites is more susceptible to perturbations than other layers.
By examining the difference between the original time series (black dots) and the seasonal cycles (green lines) in Figure 6 , we can see that there is additional variance that remains unexplained. This is motivation to conduct the SMR analysis to identify the most important drivers that are common at the four Arctic sites. To accomplish this, the SMR analysis is performed on the deseasonalized time series. Before the results of the SMR analysis are discussed, it is important to note that the removal of the seasonal cycle likely decreases the influence of proxies that have seasonal variations. Figure 4 shows that this is mostly true for the eddy heat flux and, to a lesser degree, the volume of polar stratospheric clouds.
The SMR analysis is initiated by calculating the coefficient of determination (R 2 ) for each proxy. The best proxy at each step in the analysis is the one with the largest R 2 value, which is at least 1% higher than R 2 of previous step.
These fits must also have a p-value less than 0.05 to be considered in the analysis. Table 3 summarizes the results for each time series. (More detailed information, such as the regression slopes and standard errors of the slope, can be found in Tables S2-S5 of the Supplementary Material) . The lists of proxies are in descending order of contribution to the correlation of determination. We also list the sign of the slope of the regression fit of each proxy in Table 3 to the left of the R 2 value (except for the QBO because this proxy involves multiple terms); the sign of the slope indicates positive or negative correlation between the proxy and the deseasonalized time series. The bottom row of Table 3 lists the cumulative R 2 value of all selected proxies. The time trends were included in the regression analysis by using Ak = 1 in Eq. 1.
To identify the most important proxies that affect Arctic ozone (to be used in our final model), we use proxies that are selected at 3 or more of the 4 sites. Table 4 shows that tropopause pressure (TP) is the most important proxy for TCO and tropospheric PCO at all of the stations. The seasonal cycle in TP is difficult to detect in Figure 4a , but the largest values of TP generally occur in winter and spring; note that the y-axis in Figure 4a decreases upward, so large pressure values indicate lower height levels in the atmosphere. TP has been shown to correlate well with total column ozone (Appenzeller et al., 2000; Steinbrecht et al., 1998) . Lower TP (higher tropopause height) leads to lower values of ozone (Steinbrecht et al., 1998) . Tropopause height can also be increased due to lower stratosphere temperatures (Forster and Shine, 1997) , which can result in ozone depletion (Rex, 2004) . The transport of ozone to higher levels in the atmosphere can increase ozone destruction because photochemical reactions increase (when sunlight is available) (Steinbrecht et al., 1998) .
Potential vorticity (PV) also affects the ozone concentration. Equivalent latitude (EQL) is an index estimated based on PV that is indicative of ozone (air parcel) transportation on an isentropic level of potential temperature (Danielsen, 1968; Butchart & Remsberg, 1986; Allen & Nakamura, 2003) . Adiabatic vertical movement of air parcels, caused by stratosphere-troposphere transport, changes the volume of an air parcel. Mixing ratio is conserved in adiabatic movement, thus this transportation changes the density of ozone (Wohltmann et al., 2005) . Moreover, horizontal advection on isentropic levels can affect the ozone concentration when there is an ozone gradient (Allen and Nakamura, 2003, Wohltmann et al., 2005) . We use equivalent latitude at three potential temperature levels of 370 K, 550 K, and 960 K. Monthly fluctuations of these levels are shown in Figures 4g, h , and i. The EQL at 550 K significantly influences Arctic ozone variations in the middle and upper stratosphere, while the EQL at 370 K is found to have an important influence on tropospheric ozone at these sites.
The Brewer-Dobson circulation is one of the most important processes of ozone transport from the tropics to the Arctic (Staehelin et al., 2001) . The seasonal cycle of ozone in the extratropics is caused by this circulation (Fusco and Salby, 1999) . The vertical component of the Eliassen-Palm flux and the eddy heat flux (EHF) are proportional to each other and are both good indicators of the Brewer-Dobson circulation (Brunner et al., 2006; Eichelberger, 2005; Fusco and Salby, 1999) . In this study, the spatially-averaged EHF at 100 hPa over 45-75° N is used. The variation of EHF is shown in Figure 4e . As mentioned above, the seasonal variation of EHF is similar to that of ozone over Summit Station with maximum values in winter. Large values of EHF indicate higher wave forcing of stratospheric circulation, which weakens the polar vortex and leads to higher ozone (Fusco and Salby, 1999) , therefore, Table 3 shows that the correlation between EHF and ozone is positive. EHF is an important proxy of ozone in the Arctic stratosphere (Tables   3 and 4 ).
Heterogeneous reactions on the surfaces of the polar stratospheric clouds contribute to ozone depletion (Rex et al, 2004; Brunner et al., 2006) . In this study, the volume of polar stratospheric clouds is multiplied by effective equivalent stratospheric chlorine (EESC) to account for the modulation of VPSC by EESC (Brunner et al., 2006) . The cumulative effect of VPSC has been shown to have a semi-linear relationship to ozone loss (Rex et al., 2004) . To account for the cumulative effect on ozone, we use equation 4 from Brunner et al. (2006) . For simplicity, we use the term VPSC here to refer to the collective effect that includes EESC and accumulation. This proxy is shown in Figure 4d . VPSC is an important proxy in the stratosphere at all sites. Lower stratospheric temperatures, result in more polar stratospheric clouds, thus, large VPSC is an indicator of low stratospheric temperatures and a strong polar vortex (Rex, 2004) . The dependency of VPSC on temperature connects this parameter to the strength of polar vortex and the Brewer-Dobson circulation. The reduction in potential temperature is associated with ozone loss (Rex, 2004) and higher values of VPSC are then negatively correlated with the total column ozone, which is confirmed by the negative slope of this proxy ( Table 3) . The PCO in all three stratospheric layers are influenced by VPSC at these Arctic sites (Tables 3 and   4 ).
The QBO is another important proxy in troposphere and stratosphere at most of sites. The QBO has been shown to be important for transport of ozone from the tropics to higher latitudes (Hasebe, 1980; Bowman, 1989; Thompson et al., 2002; Brunner et al., 2006; Nair et al., 2013; Anstey and Shepherd, 2014; Li and Tung, 2014; Steinbrecht et al., 2017; ) . Here two proxies of the QBO are used (Figures 4b, 4c ): the zonal wind (in m s -1 ) at Singapore at 10 hPa (QBO10) and 30 hPa (QBO30) (Brunner et al., 2006; Anstey and Shepherd, 2014; Vigouroux et al., 2015) . Choosing to characterize the QBO using winds at two pressure levels is supported by the review of Anstey and Shepard (2014) , which states that there is currently no consensus as to what pressure level in the tropics has the greatest influence at high latitudes. To accommodate the approximate 28-month cycle of the QBO and the lag time of its effect, five coefficients (including sinusoidal terms) are used to model the combined effect of the QBO10 and QBO30 (Vigouroux et al., 2015) . As mentioned in the introduction, the QBO modulates planetary-scale Rossby waves and consequently the poleward transport of ozone from the tropics by shifting the zero-wind line. A close evaluation of the residual ozone and the QBO time series shows that the largest ozone values occur when the QBO is in the easterly phase.
Under these conditions, the stratospheric circulation leads to increases in Arctic ozone by both weakening the polar vortex and warming it up (Holton and Tan, 1980) . In general, higher stratospheric temperatures in the Arctic lead to less PSCs, which result is less photochemical loss of ozone (Rex, 2004; Shepherd, 2008) . On the other hand, the westerly phase of the QBO strengthens the polar vortex, which decreases stratospheric temperatures over the Arctic and leads to ozone loss. The QBO significantly impacts ozone in the troposphere and lower stratosphere at these Arctic sites (Tables 3 and 4 ).
The other proxies, the Arctic Oscillation (AO) (Figure 4f ), solar flux (Figure 4j ), and the El-Niño Southern Oscillation (ENSO) (Figure 4k ) do not have a significant contribution to ozone variations at these Arctic sites. The AO proxy has been tied to changes in the polar vortex and the Brewer-Dobson circulation (Appenzeller et al., 2000) . The AO has negative regression slope because a positive AO is linked to a stronger polar vortex, which could have an inverse effect on ozone concentration. The solar flux and its 11-year cycle are known to influence stratospheric ozone concentrations (Newchurch, 2003; Brunner et al., 2006 ), but Figure 4g shows that the solar flux completes only one solar cycle during the relatively short time period of this study. However, the solar flux has been found to be a significant proxy in other regions of the Arctic with longer datasets (Vigouroux et al., 2015) . The El Niño-Southern
Oscillation (ENSO) is also an important proxy of ozone variations in many locations (Doherty et al., 2006; Randel et al. , 2009) . The time series of the multivariate ENSO index (MEI) is shown in Figure 4h . To investigate the effect of ENSO variations on ozone over Summit Station, the MEI was used with time lags between 0 and 4 months in a manner similar to Randel et al., (2009) and Vigouroux et al. (2015) . If selected the time-lagged MEI proxies with the highest correlation is used in the final model. The physical mechanism between warm ENSO conditions and polar stratospheric warming is not fully understood yet, however, observations show that unusual convergence of EP flux follows a warm ENSO, which promote warming in the polar regions (Taguchi and Hartmann, 2006; Garfinkel and Hartmann, 2008) . However, it is shown that the easterly phase of the QBO reduces the effect of a warm ENSO on the polar stratosphere (Garfinkel and Hartmann, 2007) . This might be the reason that this sector of Arctic is not affected significantly by the ENSO effect via its modulation of the Arctic polar vortex; see Figures 6 and 8 in (Garfinkel and Hartmann, 2008) . In fact, the ENSO only exhibits a contribution in the troposphere at Alert and Eureka. In summary, the AO, solar flux and ENSO are not included in the final models of ozone variations at the four Arctic sites because their influence across this sector of the Arctic is not significant.
To investigate how the proxies are correlated with each other (Appenzeller et al, 2000; Vigouroux et al, 2015) , we calculated the covariance matrix for all combinations of the proxies used in the SMR model and found that most covariances are less than 0.30. However, two correlations were large: EHF-VPSC = 0.66, EQL_370K-EQL_550K = 0.58. In our final regression model EQL at 370 K is used for the troposphere and lower stratosphere, while EQL at 550 K is used for the middle and upper stratosphere. Both EHF and VPSC contributed in many layers and excluding one for the analysis did not significantly improve the contribution of the other. EHF and VPSC exhibit different physical characteristics and both influence stratospheric ozone significantly, so this justifies keeping both proxies in final regression models because both were selected as important (Brunner et al., 2006; Wohltmann et al., 2007) . From the results in Table 2 , we conclude that we have identified the important physical drivers of ozone variations at these four Arctic sites and within this sector of the Arctic. As an example of this analysis, Figure 8 shows the time series of deseasonalized ozone and the selected proxies in middle stratosphere over Summit Station. The vertical dash lines show the extreme values of ozone variations, and how they coincide with extreme values in the different proxies.
This provides confidence that our approach and the development of final models are identifying important physical processes that affect the ozone variations at these sites. Table 4 shows that TP, EHF, EQL, VPSC and the QBO are all important drivers of ozone variations at these sites, and that all of these proxies are necessary for a complete understanding the variations in total column ozone.
Conclusions
There The analysis of the seasonal cycles at the different sites shows that they are, in general, similar, but that significant differences exist from site-to-site. The TCO exhibits maxima in spring and minima in fall at all the sites. The PCO in the upper stratosphere peaks in summer at all the sites, with slightly larger values at Summit for most months. In the middle stratosphere, the seasonal cycle at Ny-Ålesund is shifted later by about one month, giving a delayed buildup of ozone in spring and decay in summer. The lower stratosphere shows the most significant differences in the seasonal cycle at the four sites, with Summit Station exhibiting an earlier decay in ozone from March to July and Ny-Ålesund showing a delay in ozone decay in summer. The seasonal cycle of tropospheric ozone variations peaks around May for Alert, Eureka and Ny-Ålesund and in March at Summit; Summit also has significantly less ozone in the troposphere due to its high elevation. There are no significant trends in the multi-year annual TCO values at any of the sites. The most significant seasonal trends are seen at Ny-Ålesund with positive trends in the summer and negative trends in the spring and fall; negative trends are also seen at Summit in summer and fall. However, we acknowledge the large uncertainty associated with these trends due to the short period of study. The seasonal cycles at each site explain the majority of ozone fluctuations in the TCO and the PCO in most of the atmospheric layers. However, the seasonal model explained less variations in the middle stratosphere than other atmospheric layers, except over Eureka.
We use a two-step approach to first determine the important drivers of ozone variations at the four high-latitude Arctic sites, then use these to develop models that explain the ozone variations. Stepwise multiple regression analysis is performed to determine significant proxies that affect ozone variations over the four sites. If a proxy is chosen at three or more of the four sites, then it is considered an important contributor in this sector of the Arctic. A final regression model is then fit to each time series. The final model is successful in identifying proxies that explain a significant portion of the ozone variance in the deseasonalized time series, with 90% of the models having R 2 >= 70% and 40% with R 2 >= 80%. The tropopause pressure, equivalent latitude at 370 K and the QBO are important drivers between the surface and 10 km. The QBO, eddy heat flux and the volume of polar stratospheric clouds are important in the lower stratosphere, while the equivalent latitude at 550 K, eddy heat flux, and the volume of polar stratospheric clouds strongly influence the middle and upper stratospheric ozone. The final regression model explains over 80% of the variance in the time series of total column ozone at the four sites. The contribution from the important drivers is greatest at Summit Station, Greenland in the troposphere (21%) and middle stratosphere (32%). In general, the important drivers explain the greatest variance at all the sites in the middle stratosphere, which is the region of the atmosphere that has the least variance explained by the seasonal cycle. Interestingly, the Arctic Oscillation, solar flux and El Niño-Southern Oscillation are not important for ozone variations in this sector of the Arctic.
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