The capability to understand visual scenes with limited labeled data has been widely concerned in the field of computer vision. Although semi-supervised learning for image classification has been extensively studied in some cases, semantic segmentation with limited data has only recently gained attention. In this work, we follow the standard semi-supervised segmentation pipeline for image classification and propose a two-branch network that can encode strong and pseudo label spaces respectively, extracting reliable supervision information from pseudo-labels to assist in training network with strong labels. Our method outperforms previous semi-supervised methods with limited annotation cost. On standard benchmark PASCAL VOC 2012 for semi-supervised semantic segmentation, the proposed approach gains fresh state-of-the-art performance.
I. INTRODUCTION
Image semantic segmentation refers to predict a semantic label (such as ''airplane'', ''dog'' or ''cat'') for each pixel in an image. This task is vital in various applications including medical image analysis, autonomous driving, robotics [11] . Recently, several methods based on deep convolutional neural networks(DCNNs) [1] , [4] , [5] , [15] , [21] , [36] have been proposed to deal with this problem, among which [21] is the first to present Fully Convolutional Networks (FCN) structure in semantic segmentation. DCNNs methods have recently shown astonishing performance on different datasets [6] , [8] , [20] for semantic segmentation. However, their performance improvement depends on the amount of dense pixel-level annotations, which is commercially expensive to obtain. The annotation cost of semantic segmentation is much more expensive than the ones of image classification and object detection. For example, the cost of annotating a pixelwise segmentation mask is more than 15 times heavier than labeling a bounding box, and 60 times than labeling image class [20] .
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For reducing the annotation burden, weakly and semi-supervised learning have been introduced to semantic segmentation. Weakly supervised methods leverage weak annotations instead of pixel-wise annotations as supervision signal to train segmentation models. Weak annotations include, but are not limited to, image-level labels [10] , [24] , [33] , bounding boxes [7] , [16] , [23] , [27] . Semi-supervised methods take the middle ground between fully and weakly supervised learning, in which a small number of training samples are strongly labeled by humans, the remaining samples are unlabeled or with a weak form of labeling. Most semi-supervised semantic segmentation methods [7] , [23] , [33] achieved significant performance employ few strong and large number of weak labels, but the annotation cost of these methods is much higher than the annotation cost of true semi-supervised learning (few strong and abundant unlabeled samples).
Only several previous works have consider true semisupervised learning for semantic segmentation. These methods are divided into two types: one is to learn directly from unlabeled samples using GANs [14] , [22] , [28] , and the other [3] is to follow the standard self-training framework in image classification [34] , [35] which has three main steps: 1) train a teacher model on ground truth(GT) labeled data, 2) use the teacher to predict pesudo labels on unlabeled images, 3) train a student model with all GT annotated and pseudo-annotated samples. Follow the same training pipeline with Bellver et al. [3] , the training pipeline of semi-supervised learning consists of two networks: a teacher network f θ trained with GT labels which can generate pseudoannotations for unlabeled data, and a student network g ϕ trained with the combination of GT and pseudo labeled samples.
The training pipeline of semi-supervised learning consists of two networks: a teacher network f θ trained with GT labels which can generate pseudo-annotations for unlabeled data, and a student network g ϕ trained with the combination of GT and pseudo labeled samples.
Semi-supervised learning aims to to solve the problem where there are a large amount of unlabeled examples X and a few labeled examples (X , Y ) in the dataset. Generally, the goal of semi-supervised learning is to mine supervised information from unlabeled data to help train the model with strongly labeled data without human intervention, because the distribution of unlabeled data can intrinsically reflect sample class information. Therefore, generating pseudo-labels for unlabeled images is the most intuitive and effective idea. However, at the step 3 of Figure 1 , most of the semisupervised image classification methods directly train the same model on strong-labeled and pesudo-labeled samples. It may be not appropriate because strong labels and pseudo labels have different label space distribution which means the same image input may predict different labels. When strong labels and pseudo labels are trained at the same time, the gradient descent direction will be disordered.
To solve the above problem, the key idea is to distinguish reliable and unreliable supervision information from pseudo labels, and identify which class labels of pixels can be used to assist the back-propagation process of strong labels. Pseudo labels of classification can be either true or false, but pseudo labels of segmentation are correct in some pixels and wrong in others. Therefore, our goal is to separate the correct supervision information from pseudo labels and use the correct labeled pixels as auxiliary supervised information to train a segmentation network with strong labels. Inspired by a semisupervised classification method [12] , we expect that the proposed method can enhance the utilization of supervised information in pseudo-labels,and use it as a supplement of strong labels to improve the performance of semantic segmentation. The proposed model called Digging into Pseudo Label(DIPL) has been utilized to replace the segmentation network g ϕ in step 3 of Figure 1 , ensuring that the reliable information of pseudo labels can be fully utilized during the training process. Figure 2 shows an overview of our method. The proposed approach consists of a feature extraction net (i.e., ResNet-101), a pseudo net, and a strong net. The feature extraction net is used to learn shared features. The strong net is used to encode a mapping from feature space to strong label space, including the unique label distribution of strong labels. The pseudo net is used to encode a mapping from feature space to the intermediate state between strong and pseudo label space which contains the supervision information common to both two labels. Compared with the standard semi-supervised pipeline, we confirm the effectiveness of our method on different numbers of labeled data in the popular visual dataset PASCAL VOC 2012. Experimental results show that this method performs better than the latest methods in semi-supervised semantic segmentation.
The main contributions of this paper are briefly summarized as follows 1. Our approach encodes the supervision information common to strong label and pseudo label and use them to train segmentation network with strong labels so that the strong net can utilize the reliable information in the massive pseudo samples to improve the semantic segmentation performance. 2. Our approach achieves the best results compared to current methods at low annotation budgets, receiving the new state-of-the-art in PASCAL VOC 2012.
II. RELATED WORK
This section introduces fully supervised, weakly supervised and semi-supervised semantic segmentation methods related to our work.
A. FULLY SUPERVISED SEMANTIC SEGMENTATION
The goal of semantic segmentation is to predict the semantic category labels of each pixel in the image. Many existing methods treat semantic segmentation as a classification task for dense local areas and modify the DCNNbased image classification model to predict the class label of each pixel. Fully Convolutional Neural Networks (FCN) [21] is the most popular choice in the network structure of semantic segmentation. Most methods with performance improvements are improved or modified based on FCN.
Chen et al. [4] introduce the atrous convolution into semantic segmentation and use dense-CRF as post-processing to make the segmentation result smoother. Recently, Chen et al. [5] proposed a model of semantic segmentation based on the encoder-decoder framework, which uses atrous convolution and aspp module. This model called DeepLab v3+ achieves the most advanced performance in fully supervised learning.
B. WEAKLY SUPERVISED SEMANTIC SEGMENTATION
To reduce annotation effort, most exisiting approaches employ weakly supervised training schemes which learn semantic segmentation with supervision of weak annotations, such as image-level labels [18] , [24] , [33] , [38] , scribbles [19] , [29] , [31] , points [2] , bounding boxes [7] , [23] , [23] , [27] . In many recent methods, image-level labels are used as supervised signals during the training phase. A class activation map (CAM) [37] is a good starting point for imagelevel weakly supervised semantic segmentation. A lot of works [13] , [32] , [33] utilize CAM to locate the region of the specified class in the image, which is used to generate the corresponding semantic segmentation label.
Bounding box is another popular weak form for semantic segementation, which can provide the location of semantic object. BoxSup [7] introduces a recursive training scheme when training networks with segmentation labels. WSSL [23] proposes a dense CRF [17] algorithm based on expectationmaximization to generate segmentation weak labels. SDI [16] attempts to generate weak labels of semantic segmentation by combining MCG [25] and GarbCut [26] methods.
C. SEMI-SUPERVISED SEMANTIC SEGMENTATION
The performance of these weakly supervised methods is generally inferior to that of fully supervised methods, mainly because it is challenging to extract detailed boundary regions from weakly supervised annotations. Therefore, some methods also consider introducing semi-supervised learning to improve the performance of segmentation prediction. In the framework of encoder-decoder, Hong et al. [10] jointly train a network using a large number of image-level annotation samples and a small number of segmentation annotation samples. Some methods [7] , [23] , [27] , [33] extend the work in weakly supervised learning to semi-supervised learning, using weak annotations to generate weak form labels of segmentation for training semi-supervised network. Different from the above methods, our method can directly mine useful information from unlabeled data, further reducing the pressure of manual labeling. Only four recent works consider true semisupervised learning for semantic segmentation, which uses a large number of unlabeled samples and a small number of fully labeled samples to train the network. Three works [14] , [22] , [28] use Generative Adversarial Networks (GAN) as a backbone network, but have different training manners. Souly et al. [28] utilizes GAN to generate additional data for improving the feature extraction capabilities of the segmentation network. Hung et al. [14] and Mittal et al. [22] proposed a GAN-based segmentation network that can learn beneficial feature information from unlabeled data to assist in the training of labeled data. On the other hand, Bellver et al. [3] uses the aforementioned self-learning framework for semantic segmentation, where the prediction results of unlabeled images are accepted as ground truth labels. Following the same self-taught learning framework with [3] , we design a more effective two-branch segmentation network g ϕ and finally merged supervised information from strong and pseudo labels to remove the unreliable information from pseudo labels.
III. METHOD
The key to semi-supervised learning tasks is how to extract useful information from unlabeled data for supervised training. When labeled samples and unlabeled samples have the same marginal distribution, We expect to use unlabeled data to assist in training labeled data without human intervention. The most popular method is to predict pseudo labels for unlabeled samples, and then jointly train the segmentation network with pseudo-labeled samples and strongly labeled samples. But there is a problem with this supervision mode. Different label spaces will lead to different gradient descent directions. Training a model with two label spaces will lead to a chaotic back-propagation process. For this problem, we propose a two-branch network to encode different label spaces, and extract reliable supervision information from pseudolabels to assist in training networks with strong labels.
A. PROBLEM FORMULATION
Similar process to [3] y 1 ) , . . . , (x M , y M )} are the samples respectively with pseudo-labels and strong labels. As shown in Figure 1 , the training pipeline of semi-supervised learning consists of two networks: a teacher network f θ trained with N samples from a strong set (X , Y ) which can generate pseudo labels Y = {y 1 , . . . , y M } for M unlabeled images X = {x 1 , . . . , x M }, and a student network g ϕ trained with the combination of strong and pseudo labeled samples (X , Y ) ∪ (X , Y ), where the training settings are different from [3] and mainstream semi-supervised classification methods [34] , [35] .
B. NETWORK ARCHITECTURE
In order to dig supervised information from pseudo-labels, we proposed a two-branch approach, called Digging into Pseudo Label(DIPL), to replace the segmentation network g ϕ in standard semi-supervised learning pipeline ( Figure 1 ). As shown in Figure 2 , our approach consists of a shared feature extraction module, a strong net, and a pseudo net. We choose ResNet101 [9] as backbone CNN network which applied to encode a mapping from image space x to feature space f . Features are shared between two branches. Feature extraction networks are used to extract features common to strong and pseudo sets. The strong net and pseudo net are the same decoder in a segmentation network, but have different parameters. The strong net is used to encode a mapping from feature space to strong label space. The pseudo net is used to encode a mapping from feature space to the intermediate state between strong and pseudo label space which contains supervision information common to both two labels.
The strong output g as well as the shared feature extractor ResNet-101 and the strong network are the final segmentation model for which our method aims to learn. It is used to learn a mapping from feature space to strong label space. Let's denote the mapping as F s and the output of strong images through strong net as s. Then s can be represented as s = F s ( f (x s )).
(1)
Due to the limited data with strong labels, training the branch network g using only the samples in the strong set can easily lead to overfitting in practica scenarios. Therefore, we introduce the branch network h, which tries to use the correct supervision information in the pseudo-labels and ignore the wrong supervised information accordingly. Specifically, h is used to encode a mapping from feature space to the pseudo label space. Let's denote the mapping as F p and the output of pseudo net as p. Then p can be represented as p = F p ( f (x p )).
(
We make the features of strong data pass by pseudo net to extract the correct supervised information of pseudo label. Then we combine the supervised infromation respectively from strong label and pseudo label by a residual connection. The output pseudo netĉ can be represented aŝ
And g can be represented as
Our method encodes a mapping from pseudo label space to strong label space conditioned on reliable information in the pseudo labels. Our method utilizes a pseudo network and a strong network to encode the supervised information of pseudo labels and strong labels, and then fuses the two types of information through residual connections to guide the training of the model.
C. LOSS FUNCTION
Both h and g are trained with binary cross-entropy loss. The difference is that the input image is different. h is supervised by the pseudo labels y i for all samples i in (X , Y ) while g is supervised by the strong label v j for all samples j in (X , Y ). We denote the loss of h and g as L pseudo and L strong , respectively, and they can be formulated as follows
where h i and g j are the predictions by classifiers h and g for the corresponding image samples x i and x j , respectively. Given the above definitions, the overall objective during our network training can be formulated as arg min W αL strong + L pseudo (7) where W denotes the parameters of the network and α denotes the trade-off parameter between two losses. Following [30] , VOLUME 8, 2020 to train classifiers g and h jointly leveraging the massive pseudo labeled data and a small set of strong labeled data. In each batch during network training, we choose samples from both (X , Y ) and (X , Y ) in a ratio of 1:1.
IV. EXPERIMENTS
In the semantic segmentation task, we try to make both f θ and g ϕ use the same backbone network, a DeepLab-v3+ [5] . According to the model setup described in Section III, we first perform experiments on the Pascal VOC dataset to verify the effectiveness of our method in semi-supervised semantic segmentation tasks and then compare our method with the current state-of-the-art approaches.
A. EXPERIMENTAL SETUP 1) DATASET AND EVALUATION METRICS
We evaluated our method on the standard public dataset Pascal VOC 2012 for semantic segmentation, which contains 20 object categories and a background category with pixellevel annotations. Following the common practice, We use labeled data from SBD [8] to expand the training dataset and obtain 10582 training images in total. In this section, we use N to denote the number of strongly labeled samples for analyzing segmentation performance under different annotation budgets, and M to denote the number of pseudolabeled samples, which is the total size of the training data minus N . During training, the data augmentations include random resizing, cropping to 300 × 300, Gaussian blurring, and horizontal flipping. We evaluated our method on the validation set of 1449 images in terms of the average mIoU of all pixels on 21 classes.
2) IMPLEMENTATION DETAILS
Our method is implemented based on the PyTorch deep learning framework. We trained our network on a single Nvidia GTX Titan X GPU with 12G memory, and it took 30 hours to train 200 epochs. We adopt the common used DeepLab-v3+ model [5] with an Resnet-101 encoder as backbone network, whose parameters are initialized by pre-trained Resnet-101 on ImageNet. We set the batch size to 20, of which 10 samples are from the pseudo set and 10 samples are from the strong set. In the training phase, we adopt Adam optimizer with the base learning rate 10 −5 and continue to decrease according to the polynomial decay with the power of 0.9.
B. EFFECTIVENESS OF OUR MODEL
To evaluate the impact of different annotation costs on segmentation performance, we trained several DeepLab v3 + networks with different numbers of strong labeling samples N ∈ 100, 200, 500, 1464. The networks are used to generate pseudo labels for M unlabeled samples. We use DeepLab-v3+ [5] as a fully supervised baseline method, which is trained with only N strongly labeled samples. We compare our method with several supervision modes where the DeepLab-v3+ model has been trained with different supervised data. M Pseudo: A backbone network(DeepLab-v3+) is trained for semantic segmentation using M pseudo labels in (X , Y ). It can be seen as a lower bound of performance where the network has been trained with M pseudo-labeled samples.
N Strong: A backbone network is trained only with N strong labels. It can be seen as a lower bound of performance where the network has been trained with N strongly labeled samples.
Mix-Random: A backbone network is trained with samples randomly mixed with M pseudo labels and N strong labels in all training batches.
Mix-SF: Fine-tune the N strong pre-trained model with M pseudo labels.
Mix-WF: Fine-tune the M pseudo pre-trained model with N strong labels.
Strong-Full: A backbone network is trained with all strong labels. This is full supervision for DeepLab-v3+ model.
Ours-Full: Our approach is trained with all strong labels. Pseudo labels in h branch are replaced by strong labels. This is full supervision for our approach. Table 1 shows the mean Intersection Over Union(mIoU) results for different training supervision modes and different proportions of strongly labeled data. We find that our approach is always better than other semi-supervised methods using the same amount of strong labeled data. The mIoU of our method is always higher than the one obtained from the method trained with only strongly labeled data, which shows that additional pseudo-labels can improve the performance of segmentation. Mix-Random, Mix-SF, and Mix-WF are the three possible supervision modes of g varphi N . Mix-Random randomly mixes N strong labels and M pseudo labels for training, and its results are even worse than training with only N strong labels, which indicates that if there are samples in different label spaces in a training batch, the gradient descent direction will be disordered. Mix-SF trains strong labels first and then fine-tunes with pseudo labels. From the results, it can be seen that the results of Mix-SF are the same as those of N Strong, which indicates that the pseudo labels did not provide new information during the fine-tuning. Mix-WF trains weak/pseudo labels first, then fine-tunes with strong labels, which significantly improves the performance compared to training with only strong labels. The results of these three label mixing methods give us an inspiration, the training order of strong labels and pseudo labels will affect semi-supervised performance. As far as we know, most semi-supervised semantic segmentation methods [3] , [7] , [27] , [33] use Mix-WF as the supervised mode, among which [3] has almost identical experimental setups with Mix-WF so that we did not consider [3] when comparing the state-of-the-art results later. Also using all strong label for training, our method has improved by 2 points on the basis of DeepLab-v3+. This shows that our approach can more effectively utilize the supervision information in the labels, regardless of the quality of the labels. Figure 3 shows the prediction results of semantic segmentation for different supervision modes. As expected, our approach obtains better segmentation results than other methods. More surprisingly, our approach is slightly better than the full supervision of the backbone network. Figure 4 shows some examples of semantic segmentation prediction results by our approach when using different number of strong labels. We can observe that at low manual annotation budgets (N = 500), the segmentation results produced can also accurately reflect the outline of the objects in images. Figure 5 and Table 1 compare our method with the recent weakly supervised and semi-supervised semantic segmentation methods. The plot on the left shows the mIoU results for varying labeled budget costs in days. We propose to use this form of evaluation measurement as a unified benchmark to allow fair comparisons between weak and semi-supervised pipelines.
C. COMPARISION WITH THE STATE-OF-THE-ART METHODS
We observe that under the same or lower labeled cost budget, our results exceed all previous weak and semi-supervised methods. To compensate for the performance differences caused by using different backbone networks in related work, Figure 5 (right) uses the results of full supervision to normalize mIoU to obtain a metric called FS% (performance relative TABLE 2. Comparison of semi-supervised semantic segmentation methods on pascal VOC 2012 validation set with other semi-supervised (SS) and weakly-supervised (WS) methods, that use image-level labels (IL) or bounding box labels (BB). FS%: performance relative to the full supervision.
to the full supervision). At a fixed annotation budget cost, compared with other works, our method is still closest to the result of full supervision.
We want to emphasize that the result of our method outperforms all weakly supervised methods at comparable annotation costs. Therefore, we conclude that it is best to invest budget costs in collecting a small amount of strongly labeled data, rather than a large amount of weakly labeled data.
V. CONCLUSION
The main contribution of this work is to propose a approach that can extract more reliable supervision information from pseudo-labels and use it to assist strong label training. The effectiveness experiments of this approach show that it is not only suitable for semi-supervised learning, but also improves the performance of full supervision in semantic segmentation.
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