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Abstract
We examine the characteristics and comovement of cycles in house prices, credit, real activity
and interest rates in advanced economies during the past 25 years, using a dynamic generalised
factor model. House price cycles generally lead credit and business cycles over the long term,
while in the short to medium run the relationship varies across countries. Interest rates tend to
lag other cycles at all time horizons. While global factors are important, the U.S. business cycle,
house price cycle and interest rate cycle tend to lead the respective cycles in other countries
over all time horizons. However, the U.S. credit cycle leads mostly over the long term.
JEL Classiﬁcation Numbers: E32, E44, F40
Keywords: Macro-ﬁnancial linkages, house prices, credit, business cycle
1I n t r o d u c t i o n
This paper compiles and discusses stylised facts on the characteristics and comovement of cycles in
house prices, bank credit, real activity and interest rates in advanced economies during the past 25
years. The focus is on two questions:
1. How closely has the cyclical behavior of house prices, bank credit and real economic activity
been synchronised over diﬀerent time horizons within countries? Are these cyclical patterns
consistent with modern ﬁnancial accelerator theories? How do they relate to interest rate
cycles?
2. How closely has the cyclical behavior of house prices, bank credit and real economic activity
been synchronised across countries? Is there evidence of some countries’ cycles leading other
countries’ cycles?
On the ﬁrst question, the business cycle literature points to a high degree of comovement in
house prices, bank credit and real activity (Stock and Watson, 1999). Bank credit and house prices
typically rise during economic upswings, as ﬁrms and consumers demand more credit to expand
investment and consumption; and these trends reverse during downturns. The ﬁnancial accelerator
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1theory suggests that ﬁnancial cycles are likely to have a larger amplitude than real activity cycles and
that the ﬁnancial accelerator eﬀects tend to amplify real economic cycles owing to the procyclicality
of bank lending. Such procyclicality arises because changes in asset prices aﬀect the external ﬁnance
premium (Bernanke and Gertler, 1989), the value of collateral (Kiyotaki and Moore, 1997)1 and
bank leverage (Adrian and Shin, 2008; Berger and Bouwman, 2008).2
One would also expect to ﬁnd a high degree of synchronisation between the three cycles in
question and interest rate cycles, with interest rates being contemporaneous with other cycles, or
lagging them (to the extent that house prices reﬂect agents’ interest rate expectations). Output,
and to a lesser extent house prices and credit, tend to respond to interest rate shocks (Bernanke and
Gertler, 1995; Mishkin, 2007; Assenmacher-Wesche and Gerlach, 2009).3 However, central banks in
advanced economies have not targeted house prices and credit,4 as monetary policy is considered to
be an ineﬀective tool for achieving these objectives (Bernanke, Gertler and Gilchrist, 1999).
On the second question, there is largely a consensus in the literature that globalisation and
ﬁnancial innovation have strengthened the degree of synchronisation in macroeconomic and ﬁnancial
cycles in advanced countries (Kose, Prasad, and Terrones, 2003; Imbs, 2004; Kose, Otrok, and
Whiteman, 2008). However, the United States has continued to play a leading role in global business
cycle ﬂuctuations (Kabundi and Nadal De Simone, 2007 and 2009).5 International comovement in
house prices has often been linked to comovement in interest rates. Global interest rates and liquidity
have also been identiﬁed as an important factor contributing to increases in house prices (Belke and
Orth, 2008).
We take a descriptive approach to answer the above questions. Using a dynamic generalised
factor model (Giannone, Reichlin, and Sala, 2002; Forni and others, 2009; Eickmeier, 2007), we
extract common components from a broad range of economic and ﬁnancial indicators for 20 advanced
economies for the period from 1981:Q1 to 2006:Q4. The data cover real activity indicators as well as
credit aggregates, stock and house prices, short- and long-term interest rates, and household wealth.
We measure the degree of comovement between the cycles using dynamic correlations (Croux, Forni,
and Reichlin, 2001), coherence and phase-angle statistics and use statistical tests to identify leads
and lags between the cycles.6
The ﬁndings of our paper can be summarised as follows:
1. Over the short to medium term, the lead-lag relationships between house prices, credit and
real activity cycles vary across countries, suggesting that ﬁnancial accelerator mechanisms
1Note that the link between credit and house prices works in both directions: the ease in credit constraints increases
demand for housing and pushes house prices up, while rising house prices and collateral values improve the perceived
creditworthiness of borrowers and enable them to borrow more.
2The increased liquidity of housing wealth owing to such regulatory factors as availability of home equity loans
or reversed mortgages have ambiguous eﬀects on the relation between house prices and real activity: they can make
consumption less dependent on current income, thereby stabilising real activity cycles, but more dependent on asset
prices, amplifying business cycle eﬀects (Feldstein, 2007; Leamer, 2007).
3Changes in interest rates can aﬀect the housing market through various channels, including through the eﬀect on
the user cost of capital, expectations of future house price movements and housing supply, as well as wealth eﬀects
from house prices, balance sheet and credit channel eﬀects on consumer spending and housing demand. The strength
of these transmission channels is likely to depend on institutional and regulatory factors pertaining to the housing
market.
4Most central banks considered developments in monetary and credit aggregates and asset prices when making
interest rate decisions, and the European Central Bank and the Bank of Japan included credit variables as separate
“pillars” of monetary policy. Some authors argued for a proactive role of central banks in “leaning against the wind”
of changes in credit growth and asset price increases, particularly forcefully raising interest rates to prevent bubbles
from reaching unsustainable proportions (Borio and Lowe, 2002; Borio, 2006).
5T h e r ei ss o m ec o n ﬂicting evidence of lower synchronisation, possibly reﬂecting increased economic specialisation
(Kose and Yi, 2006; and Kose and others, 2003).
6Our paper relates to the recent papers by Goodhart and Hofmann (2008) and Otrok and Terrones (2007), which
also examine multi-dimensional linkages among macroeconomic and ﬁnancial variables. Goodhart and Hofmann
(2008) use a ﬁxed-eﬀects panel vector autoregression, while Otrok and Terrones (2007) use factor-augmented VAR.
In contrast to these papers, we use a simple descriptive approach. We focus on documenting patterns of cyclical
ﬂuctuations and international comovement of cycles.
2diﬀer.7 Over the longer term, house prices lead credit and real activity in all countries. Long-
term movements in house prices may be driven by slow-changing fundamentals (for example,
demographics and zoning regulations) which in turn drive demand for credit and real activity.
Interest rates lag house prices and credit or are contemporaneous over the short to medium
term. Over the longer term, interest rates tend to lag real output and house prices, and, to a
lesser extent, credit.
2. Individual country cycles in house prices, credit and real activity are driven largely by common
factors, and the role of such factors appears to have increased over time, possibly owing to
growing ﬁnancial integration. The U.S. cycles in real activity, house prices and interest rates
tend to lead other countries’ cycles over all time horizons, while the U.S. credit cycle leads only
in the long run. The ﬁnding points to signiﬁcant spillovers from the United States to the rest
of the world, and underlines the need to take into account global trends in house prices and
credit, particularly those in the United States, when formulating domestic monetary policy;
not necessarily a call for “leaning against the wind”.
The rest of the paper is organised as follows. Section II discusses methodology. Section III
reviews data and data transformations. Section IV presents results. Section V concludes.
2M e t h o d o l o g y
2.1 Common versus Idiosyncratic Components
To disentangle the common from the idiosyncratic components of the variables of interest, we use
a large-dimensional approximate generalised dynamic factor model (GDFM). The model is closely
related to the traditional factor models of Sargent and Sims (1977) and Geweke (1977), except that
it allows for the possibility of serial correlation and weakly cross-sectional correlation of idiosyncratic
components, as in Chamberlain (1983) and Chamberlain and Rothschild (1983).8
The approximate dynamic factor model analysis focuses on identifying a common component
using a large number of series. A vector of time series Yt =( y1t,y 2t,...,yNt)
0 can be represented
as the sum of two latent components, a common component Xt =( x1t,x 2t,...,xNt)
0,w h i c hi s
driven by a small number of shocks that are common to the entire panel, and an idiosyncratic
component Et =( ε1t,ε 2t,...,εNt)
0,w h i c hi ss p e c i ﬁc to a particular series and orthogonal to the
common component. Hence,
Yt = Xt +E t
Yt = CFt +E t
(1)
where Ft =( f1t,f 2t,...,frt)




0 is an N × r
matrix of factor loadings, with r< <N. The common component Xt, which is a linear combination
of common factors, is driven by a limited number of common shocks, which are the same for all
variables. Nevertheless, the eﬀects of the common shocks diﬀer from one variable to another and
from one country to another due to diﬀerent factor loadings. In this framework and in contrast
to standard common-component analysis, the idiosyncratic component is driven by idiosyncratic
shocks, which are speciﬁc to each variable and country. The dynamic factor model used here diﬀers
from the static factor model in that it treats lagged or dynamic factors Ftas additional static factors.
Thus, common factors include both lagged and contemporaneous factors.
7The short to medium term is deﬁned here as 6 to 16 quarters, in line with the National Bureau of Economic
Research (NBER)’s deﬁnition of “minor” cycle. The long run is deﬁn e dh e r ea s1 6t o3 2q u a r t e r s ,o rt h eN B E R ’ s
“major” cycle.
8Similar models have recently been used by Giannone, Reichlin, and Sala (2002), Forni and others (2009) and
Eickmeier (2007), Kabundi and Nadal De Simone (2007).
3Identiﬁcation of the common components requires the number of series to be much larger than the
number of observations. Stock and Watson (1998) demonstrate that the idiosyncratic component,
which is weakly correlated by construction, vanishes through application of the law of large numbers
(as T, N →∞ ); and therefore, the common component can be estimated easily in a consistent
manner by using standard principal-component analysis. The ﬁrst r eigenvalues and eigenvectors
are calculated from the variance-covariance matrix, cov (Yt).
Xt = VV0Yt (2)
and since the factor loadings C = V , Equation (1) becomes
Ft = V 0Yt (3)
From (1), the idiosyncratic component is
Et = Yt − Xt. (4)
From all the more or less formal criteria to determine the number of static factors r, Bai and Ng
(2002) information criteria are selected for use in this study. As in Forni and others (2009), Ft is
approximated by an autoregressive representation of order 1:
Ft = BFt−1 + ut, (5)
where B is an r× r matrix and ut an r× t vector of residuals. Equation (5) is the reduced form
model of the common component in equation (1).
2.2 Measures of Comovement
To evaluate the structure of the comovements among the series of interest, including leads and lags,
we use the measures of dynamic correlation, coherence, and phase angle. We concentrate on house
prices, credit, and output.
The dynamic correlation between two stochastic processes is the correlation coeﬃcient between
the real part of their spectral decomposition (see Croux, Forni and Reichlin, 2001, and Fuller, 1976,





where Cy1y2 (λ) is the cospectrum between y1and y2 processes at frequency λ,a n dSy1and Sy2 are
the spectral density functions of the processes at frequency deﬁned over —π and π. Coherence is





The coherence is symmetric and a real number between 0 and 1. It does not measure correlation
at diﬀerent frequencies. It disregards the phase angle shifts between the variables; it can thus be
interpreted as the R2 from the regression of on y1on y2.
The phase angle between processes y1and y2 helps identify the lead-lag relationship and is given
by
ϕy1y2 (λ)=t a n −1 (qy1y2 | Cy1y2)
where qy1y2 is the quadrature spectrum. Only when Ky1y2 (λ) 6= 0, the phase angle converges
in distribution to a normal random variable. When the coherence is signiﬁcant, it is possible to
construct conﬁdence intervals for the lead and lag relations between the two processes.
42.3 Characteristics of Cycles
To date the cycles, we use the classical deﬁnition of the business cycle based on the turning points in
the level of aggregate economic activity (Burns and Mitchell, 1946). To locate turning points in the
cycles, we follow the algorithm originally suggested by Bry and Boschan (1971) and developed by
Harding and Pagan (2002), which operationalises the original approach in Burns and Mitchell (1946).
The algorithm deﬁnes a peak at time t as occurring when the series {(yt−2,y t−1) <y t > (yt+1,y t+2)}
and a trough when {(yt−2,y t−1) >y t < (yt+1,y t+2)}, and ensures that peaks and troughs alternate.
It also imposes a restriction that a cycle phase lasts at least two quarters and a complete cycle
lasts ﬁve quarters at a minimum. The algorithm is consistent with the methodology used by the
NBER to date business cycles in the United States. In addition to dating cycles, we identify their
characteristics: duration, amplitude, asymmetric behaviour in phases, and cumulative movements
within phases (Harding and Pagan, 2002).
3 Data and Data Transformations
3.1 Data
We use a panel data set, which is comprised of quarterly macroeconomic and ﬁnancial series for 20
advanced countries, for the period from 1981:Q1 to 2006:Q4.9 It covers indicators of real activity,
including consumption, investment, international trade in goods and services, conﬁdence indicators,
portfolio ﬂows and FDI ﬂows, consumer prices, as well as ﬁnancial variables, such as bank credit to
the private sector, house prices, stock prices, monetary aggregates, and short-term and long-term
interest rates. Also included are selected balance-sheet data, such as household wealth. Besides
national variables, the data set includes selected global variables, such as crude oil prices, commodity
price index for industrial inputs, world demand, and world reserves. Most of the data series are from
the Organization for Economic Cooperation and Development (OECD) database, and a few come
from national sources and other international organisations. For a complete list of the series used in
the analysis, as well as the data sources they have been obtained from, see Appendix I.
The short-term and long-term interest rates are left in nominal terms, on the grounds that money
illusion itself might be an important factor in determining the nature of the cyclical movements and
linkages among cycles. Brunnermeier and Julliard (2008), for instance, show that nominal house
prices typically are boosted when inﬂation declines.
3 . 2 U n i tR o o tT e s t s
For the purposes of the GDFM analysis, data need to be covariance stationary. After removing the
seasonal component from the data, we determine their degree of integration. As is well known, unit
root tests have low power, and results are sensitive to the speciﬁcation of the test. We use two unit
root tests: the ERS (Elliott, Rothenberg and Stock, 1996) test and the KPSS test (Kwiatkowski,
Phillips, Schmidt, and Shin (1992).The ERS test is a generalised least-squares type of a unit root
test, which is more powerful than standard Dickey-Fuller tests. The KPSS test provides a good
cross-check on the ERS test, as it uses a diﬀerent null hypothesis (stationarity, instead of a unit
root, as in the ERS test). The unit root tests conducted include a constant and a deterministic
trend10. The number of lags is chosen using the Schwarz information criterion and paying particular
attention to make sure that no serial correlation is left in the residuals. The results of unit root tests
a r ep r e s e n t e di nT a b l e1 .
9The countries included in the analysis are Australia, Austria, Belgium, Canada, Denmark, Finland, France,
Germany, Ireland, Italy, Japan, the Netherlands, New Zealand, Norway, Portugal, Spain, Sweden, Switzerland, the
United Kingdom, and the United States.
10As most series trend, a trend was included in the null hypothesis. However, in case of doubt, the order-of-
integration analysis was also done excluding the trend and or the constant from the null hypothesis.
5A striking ﬁnding is that house price series for a number of countries (including France, Ireland,
Netherlands, New Zealand, Norway, Sweden, and the United States) are found to be I(2). Credit
series are also I(2) for a number of countries, including, notably, Japan and Spain. These results
are important for the robustness to be attributed to policy implications derived from models. If the
series, say Dutch house prices, is I(2), ﬁrst-diﬀerencing it and using it together with other series for
which the true data generating process (DGP) is I(1), and thus are ﬁrst diﬀerenced, will produce
spurious results. In contrast, second diﬀerencing a series considered to be I(2) but for which the
true DGP is I(1), will result in over-diﬀerencing and will weaken the analysis.11
3.3 Band-Pass Filter
We use the Corbae-Ouliaris ideal band-pass ﬁlter (Corbae and Ouliaris, 2006) to isolate the cyclical
component in the data. The ﬁlter passes through the components of the time series levels with
periodic ﬂuctuations between 6 and 32 quarters–in line with the original speciﬁcation of Burns and
Mitchell (1946)–while removing components at other, higher or lower, frequencies.
Assume that Xt is an I(1) process with ∆Xt = vt such that vt has a Wold representation. The
spectral density of vt is fvv(λ) >0, for all λ. The discrete Fourier transform of Xt for λt 6=0is
wX(λs)=
1





where λs = 2πs
n ,s = 0, 1, ..., n-1, are the fundamental frequencies. The second term makes it
clear that the Fourier transform is not asymptotically independent across fundamental frequencies
because the second term is a deterministic trend in the frequency domain with a random coeﬃcient
of
(Xn−X0)
n1/2 . Unless that term is removed, it will produce leakages into all frequencies λt 6=0 ,e v e ni n
the limit as n →∞ .S a c r i ﬁcing a single observation, instead of estimating the random coeﬃcient à
la Hannan (1970), Corbae and Ouliaris (2006) show that by imposing that (Xn − X1)=( Xn − X0)
will produce an estimate that will have no ﬁnite sampling error, has superior end-point properties,
and has much lower mean-squared error than popular time-domain ﬁlters such as Hodrick-Prescott
or Baxter-King. In addition, in contrast to Baxter-King, it is consistent.
The ﬁltering approach has an important advantage for the purpose of our analysis, in contrast to
alternative ways of obtaining covariance-stationary data (such as diﬀerencing for I(1) or I(2) series,
or detrending for I(0) series with deterministic trend), it does not remove the portion of the variance
that is relevant for business cycle analysis (see Harvey and Jaeger, 1993, for an illustration of how
ﬁrst diﬀerencing aﬀects the data generation process of a series). As an illustration of this point,
Figure 1 displays the spectra of the U.S. real GDP–which contains a unit root according to both
ERS and KPSS tests–after ﬁltering the series and after ﬁrst diﬀerencing it. Notice the important
loss of variance in the frequency of interest, the business cycle frequency, that results from ﬁrst
diﬀerencing, even though, according to the unit root tests, taking the ﬁrst diﬀerence is what is
recommended to make this series stationary.
Therefore, while carefully analysing the statistical properties of the time series, our analysis
of the characteristics of the business cycles concentrates on the series made stationary using the
Corbae-Ouliaris ﬁlter. We illustrate how the results, and in particular the policy implications,
change depending on how time series stationarity is implemented. How data are treated prior to the
analysis of cyclical behaviour (whether series are diﬀerenced or ﬁltered) has important implications
for answering various questions about economic and ﬁnancial integration, policy coordination, and
interdependence among economies. For example, and anticipating somewhat the discussion below,
the share of the common variance in the total variance of a series will indicate how important are
common explanatory forces in its behaviour. Notice that ﬁrst- and second-diﬀerencing results in
11One may choose of course to disregard the empirical evidence, taking house prices to be I(??) simply on conceptual
grounds, but this is not the approach we take in this paper.
6only 3 percent of all the series displaying a common variance share larger than 20 percent. When
t h es a m es e r i e sa r eﬁltered instead, 68 percent of them have a variance share larger than 20 percent.
Table 2 summarises the variance share that is attributable to common components for series of
interest.
It should be clear by now that the discussion is not purely statistical, but carries sobering policy
implications: a wrong data transformation may introduce a downward bias in the degree of comove-
ment across series and perhaps on the degree of estimated economic integration in structural models
embedding those series. As a corollary, it may introduce an upward bias in the eﬃcacy and eﬃciency
of uncoordinated macroeconomic policies. To illustrate, when Belgian GDP is second-diﬀerenced
(the series is found to be integrated of order two), the variance share that can be attributed to
common components is 18 percent, and when it is ﬁltered, the variance share is 70 percent instead.
As a result, the expected impact of ﬁscal policy in Belgium would be much smaller in the case that
the true common component is relatively higher. Similarly, when Dutch house prices are second dif-
ferenced (the series is found to be integrated of order two), the common variance share is 8 percent;
when it is ﬁltered, the common variance share becomes 16 percent. From a policy viewpoint, the
correct treatment of the series is important as what can be viewed as a disequilibrium in the housing
market–for example, an overvaluation–may simply be a statistical artefact.
In summary, the Corbae-Ouliaris ﬁlter, by minimising distortions to the data-generating processes
of series, and in particular, by retaining more mass under the spectra at traditional business cycle
and at longer periodicities, should allow a more robust description of their intrinsic characteristics.
A corollary is that “received wisdom” may require some adjustment.
4R e s u l t s
Our focus is on the degree of commonality in the cyclical behaviour of house prices, credit and real
economic activity within and across countries and time periods. When presenting the results, we
ﬁrst discuss the characteristics of the three cycles and comovement among them in the domestic and
international contexts. We also discuss the importance of common factors in driving the cycles and




Consistent with the predictions of the literature on business cycles and ﬁnancial accelerators, we
ﬁnd a signiﬁcant degree of comovement in credit, house prices, and real activity within countries.
Figure 2 displays the cyclical portion–the sum of common and idiosyncratic components–of these
series. The peaks and troughs of the three cycles often coincide. This is broadly consistent with the
analysis of business cycle duration (Table 3) and the view that business cycles are closely related
to housing cycles (for example, Leamer, 2007). However, there are also notable diﬀerences in the
characteristics of cycles across countries.
Although a rigorous analysis of country-speciﬁc factors that may explain diﬀerences in the cycli-
cal behaviour is beyond the scope of this paper, one may attribute cyclical diﬀerences to diﬀerences
in the structure of countries’ ﬁnancial systems and housing markets such as the share of mortgage
debt, owner-occupation rates, and the pervasiveness of variable rate mortgages (Table 4). In partic-
ular, the possibility of mortgage equity withdrawal and reﬁnancing is likely to fasten and strengthen
the transmission of house price shocks to household consumption and bear on the monetary trans-
mission mechanism, with changes in interest rates having a stronger eﬀect on households’ cash ﬂow,
consumption and output. Diﬀerences in the price elasticity of housing supply may also be contribut-
i n gt od i ﬀerences in the amplitudes of cycles. If the supply elasticity is low, house prices would tend
7to respond strongly to changes in interest rates, with knock-on eﬀects on wealth and consumption.
4.1.2 Correlations
The signs of correlations between house prices, credit, and output are generally positive, consistent
with ﬁnancial accelerator theories and procyclicality of credit and house price behaviour (Table 5).
However, the magnitude of correlations (and in a few cases even their sign) vary across countries.
This implies that ﬁnancial accelerator mechanisms vary across countries, which may explain conﬂict-
ing empirical evidence on the importance of ﬁnancial accelerator mechanisms in advanced countries.
House prices and output generally have a stronger positive comovement than credit and output,
for example, in the United States, Denmark, and Spain. This may imply that mortgage market
regulations in those countries result in collateral house prices becoming a more important source of
procyclicality than bank credit. House prices and bank credit tend to be positively correlated, al-
though in some countries this correlation is much weaker than in others, possibly reﬂecting a greater
importance of mortgage securitisation.
4.1.3 Leads and Lags
Over the short and medium term, the relationship between house prices, credit and output is mixed
and varies considerably across countries. Output leads house prices in 17 percent of countries and is
contemporaneous with them in 39 percent of countries; in 44 percent of countries house prices lead
output instead (Table 7). Output also leads credit in 44 percent of countries and is contemporaneous
in 17 percent of countries, while lagging in 39 percent of countries. If house price and credit bubbles
exist (as may be suspected in countries where house prices or credit lead output), the data do not
support the generality of the phenomenon.
House prices lead credit in about 50 percent of countries, are contemporaneous in 22 percent
of countries, and lag credit in 28 percent of countries (Table 7). This ﬁnding points to signiﬁcant
cross-country diﬀerences in the ﬁnancial accelerator mechanisms, in whether the dominant channel
relates to increases in house prices, which improve creditworthiness of borrowers and allow them to
borrow more, or instead, to greater availability of credit, owing to improvements in bank balance
sheets, or both. The identiﬁed pattern of leads and lags suggests the importance of the channel
of transmission that starts from improvements in banks’ balance sheets, and, via more abundant
credit, boosts house prices.
A much-debated current policy issue is how central banks should incorporate house prices or
credit in their monetary policy frameworks. The answer will vary across countries given considerable
variation in the role of house prices and credit in various economies. Short-term interest rates and
house prices are contemporaneous as frequently as house prices lead interest rates; interest rates lag
credit in 72 percent of countries, and in most other countries are contemporaneous.12 The ﬁnding
that short-term interest rates never lead house prices and rarely lead credit is potentially important.
One interpretation is that during the period covered by the study, monetary policy has not been used
to actively inﬂuence house prices and credit, even in countries and regions that include monetary
and credit aggregates, in addition to prices, as “pillars” into their monetary policy frameworks (for
example, the euro area and Japan). It cannot be precluded, on the other hand, that the ﬁnding
reﬂects the ineﬀectiveness of monetary policy in inﬂuencing house prices and credit. In this context,
it is noteworthy that house prices are found to lead credit, real activity, and interest rates in many
countries that have experienced a signiﬁcant run-up in house prices before the current crisis, for
12Interest rates lag real output in 66 percent of the countries in the sample and are contemporaneous in the remainder
of the cases. This result can be consistent with quite contrasting models of monetary policy. For example, interest
rates may lag output because changes in them are fully anticipated by forward-looking economic agents. Alternatively,
interest rates may lag output because monetary policymakers in most countries are not forward looking enough or,
while less likely, maybe because they do not factor growth into their policy-reaction function.
8example, the Netherlands, Spain, the United Kingdom, and the United States.13
In the long run, house prices lead output, interest rates, and credit unequivocally, consistent with
the ﬁnancial accelerator theory that focuses on the dominant role of asset prices in the propagation
of shocks. More speciﬁcally, house prices tend to lead output, which then leads credit. The fact that
house prices and credit are not coincident over the long term may suggest that long-term trends in
house prices are mostly driven by fundamentals, for example, increased migration (which raises the
demand for housing and drives construction and residential investment and demand for credit) or
zoning requirements.14 Over the long term, monetary policy seems to be less eﬀective in inﬂuencing
output, credit and house price dynamics, as interest rates clearly lag real activity, credit, and house
prices.
4.2 International Comovement of Cycles
4.2.1 Common Components
A large share of common components driving the three cycles in most countries suggests that cycles
tend to be driven by common shocks (for example, oil price changes), or that shocks to one country
are quickly transmitted to other countries (Figure 3). This ﬁnding is consistent with results in the
literature that stress that, in a global economy, not only international trade but ﬁnancial markets
are important channels of international transmission of shocks (e.g., Kose and others, 2006 and 2008;
and Belke and Orth, 2008). A large share of the common components in the house price cycle may
reﬂect common monetary policy shocks, owing to (indirectly) coordinated monetary policy (Otrok
and Terrones, 2005), or ﬁnancial globalisation that eliminates interest rate diﬀerentials. Diﬀerent
economic structures–for example, the degree of reliance on commodity exports, openness, diver-
siﬁcation, and regulatory frameworks for the ﬁnancial sector and mortgage markets–may explain
cross-country diﬀerences in the cyclical behaviour, as reﬂected in the idiosyncratic components of
variables and the diﬀerent factor loadings of the common components.
The common components of the three cycles have evolved over time within individual countries
(Table 6). For example, there is some evidence of increased commonality in credit and business
cycles in the United States since the 1990s. Overall, in 70 percent of country-cycle pairs, common
components have accounted for more of the cyclical movement in the 2000s than it had in the 1980s.
Possible explanations include increased ﬁnancial innovation and integration, which have relaxed
liquidity constraints for households and ﬁrms and encouraged reliance on wholesale funding. Excess
global savings and, related to this, ample global liquidity and sustained demand for U.S. ﬁnancial
assets, may have also encouraged bank leverage and a search for yield, strengthening correlations
between real activity and credit. The increased commonality is observed also in other countries,
albeit to a lesser extent. A striking feature is the negative comovement of the common component
of house prices, on the one hand, and the common components of output and credit, on the other
hand, in Germany over the whole sample period. This is consistent with the ﬁndings of the negative
correlations in the respective cycles that were discussed above.
4.2.2 Leads and Lags
From an international perspective, a key question is whether some countries play a leading role in
the transmission of business cycles and house price and credit cycles across the world. We ﬁnd that
U.S. cycles tend to lead the corresponding cycles in other countries over the long term (Table 8).
13Another noteworthy ﬁnding concerning the relationship between interest rates, on the one hand, and house prices
or credit, on the other, is that the lead-lag relationships vary across countries in the eurozone. This suggests that
relying on monetary policy alone to “lean against the wind” of rapid increases in house prices and credit may not be
eﬀective. Fiscal policies and regulatory policies, set at the national level, may need to be used to support monetary
policy objectives.
14Without introducing structure, it is not possible to conduct further analysis. However, the lead-lag relations at
the country level can be useful in modeling countries’ idiosyncracies.
9The U.S. house price cycle leads other countries’ house price cycle over the entire time horizon.15The
U.S. business cycle also leads business cycles in most other countries.16 One of the reasons for such
a strong leading relationship seems to be that changes in U.S. policy rates tend to lead interest rate
changes in other countries. In contrast to business cycles, house price cycles and interest rate cycles,
the U.S. credit cycle leads other countries’ credit cycles only over the medium to long-term horizon.
Over the short term, the credit cycle is contemporaneous in a majority of cases.
The ﬁnding of the leading role of the United States economic activity is in line with the literature
(for example, Eickmeier, 2007; and Kabundi and Nadal De Simone, 2007). However, the result that
credit developments in the United States are not a driving factor in many countries over the short
to medium term underscores the challenges of drawing policy implications–the decision on how
much weight to give to U.S. credit developments in monetary analysis is likely to depend on the
time horizon one concentrates on. Only the U.S. business cycle and house price cycle seem to be
unambiguously important determinants of cyclical developments in other countries.
5C o n c l u s i o n
This paper highlights the complexity and diversity of cyclical comovements in house prices, credit and
output, and hence the challenge of modelling them to draw policy prescriptions. Most importantly,
our ﬁndings help explain the lack of consensus in several strands of the empirical literature, for
example, on whether credit booms are speculative or fundamentals-driven; whether there are house
price “bubbles” and; how eﬀective domestically-focused macroeconomic policies are likely to be.
Answers to these questions depend on the relationships between the three cycles, which tend to shift
over time and vary across countries. (Our sample consists of advanced countries, and even greater
diﬀerences could be expected in a broader sample including emerging and developing economies).
Diﬀerences in the amplitude of cycles may also contribute to disparate empirical answers to these
questions.
A related implication of the paper is that uniform policy prescriptions concerning, for example,
taking into account asset prices in monetary policymaking, could be problematic. Although some
general patterns can be identiﬁed, the degree of comovement between house prices, credit, and
output varies considerably across countries and even within individual countries over time. Statistical
properties of house price series also diﬀer across countries. In some countries, shocks to house price
inﬂation are persistent, which would complicate the stabilisation of house price inﬂation, if it were
to become the central bank’s objective.
Finally, the paper also underscores the high degree of commonality in national cycles in all three
variables while highlighting the leading role of economic activity in the United States. This ﬁnding
may be a reﬂection of the important role of the United States in the global economy and the global
ﬁnancial system, as well as increased trade and ﬁnancial integration among advanced economies.
Increased international linkages naturally call for greater policy coordination, and the data suggests
that to some extent such policy coordination is already taking place through common movements
in policy variables, particularly interest rates.
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12ERS KPSS
Decision in Cases of 
Conflicting Evidence ERS KPSS
Decision in Cases of 
Conflicting Evidence ERS KPSS
Decision in Cases of 
Conflicting Evidence
Australia I(1) I(1) I(1) I(1) I(1) I(1)
Austria I(1) I(1) I(1) I(2) I(2)
1, 5 I(0) I(1) I(1)
1, 5
Belgium I(0) I(1) I(1)
2 I(1) I(1) I(1) I(1)
Canada I(1) I(1) I(1) I(1) I(1) I(1)
Denmark I(1) I(1) I(1) I(1) I(1) I(1)
Finland I(0) I(1) I(1) I(1) I(1) I(2) I(2)
France I(1) I(1) I(2) I(2) I(2) I(2)
Germany I(1) I(1) I(1) I(1) I(1) I(2) I(2)
1, 5
Ireland I(1) I(2) I(1)
1 I(1) I(2) I(2)
1, 5 I(1) I(1)
Italy I(1) I(1) I(0) I(2) I(0)
1 I(1) I(1)
Japan I(1) I(2) I(1)
1 I(1) I(1) I(2) I(2)
Netherlands I(1) I(1) I(1) I(2) I(2)
1, 5 I(1) I(1)
New Zealand I(1) I(1) I(1) I(2) I(2)
1, 5 I(1) I(1)
Norway I(1) I(1) I(1) I(2) I(2)
1, 5 I(0) I(2) I(2)
5
Portugal I(1) I(1) I(0) I(1) I(1)
1, 5 I(1) I(1)
Spain I(1) I(1) I(1) I(1) I(2) I(2)
Sweden I(1) I(1) I(1) I(2) I(1)
1, 5 I(1) I(1)
Switzerland I(1) I(1) I(1) I(1) I(1) I(2) I(2)
1
United Kingdom I(1) I(1) I(1) I(1) I(0) I(1) I(1)
1, 5
United States I(1) I(1) I(2) I(2) I(1) I(1)
Source: Authors' estimates.
Note: Highlighting indicates differences in test results.
1. The charts do suggest that stationarity is only achieved at the specified differenced series.
2. The ERS test barely passes the confidence level. 
3. Schwarz criterion suggests taking 3 lags and there is no SC either with 1 or 2 lags. Three lags suggest I(1).
4. The KPSS test barely passes the confidence level. In addtion, observation of the series suggests that it contains a unit root.
5. When the ERS test on first differences does reject the I(1) null, a relatively higher error of type I is assumed for KPSS test (1 percent).
Table 1. Unit Root Tests








Standard deviation 0.04 0.17
Coefficient of variation 0.62 0.55
Variance share exceeding 20 percent 2/ 0.00 0.68
Source: Authors' estimates.
2/ Number of series, in percent of the total number of series.
Table 2. Variance Shares 1/
1/ The share of variance explained by common components for house prices, credit, output, short- 
and long-term interest rates.
 
 
14Duration Amplitude Duration Amplitude
Australia 5 -71.5 7 72.0
Austria 6 -79.7 7 84.1
Belgium 6 -95.2 10 102.0
Canada 6 -83.3 9 71.5
Denmark 7 -114.5 6 117.7
Finland 7 -150.4 8 131.8
France 5 -92.6 10 105.7
Germany 5 -84.4 7 95.7
Ireland 7 -110.9 6 114.7
Italy 5 -66.5 7 59.0
Japan 5 -82.3 9 84.9
Netherlands 7 -92.9 9 88.3
New Zealand 6 -57.0 6 56.6
Norway 7 -73.1 11 39.1
Spain 6 -106.6 11 117.9
Switzerland 5 -103.2 6 104.9
United Kingdom 5 -61.9 9 84.6
United States 5 -103.2 7 63.6
Average 6 -90.5 8 88.6
Median 6 -88.5 8 86.6
Australia 6 -67.2 5 65.3
Austria 5 -76.1 8 73.7
Belgium 6 -109.8 9 140.0
Canada 5 -67.1 10 65.9
Denmark 6 -112.7 7 105.8
Finland 9 -123.8 6 128.2
France 6 -82.6 7 93.5
Germany 6 -103.7 7 111.4
Ireland 8 -155.2 7 144.7
Italy 8 -136.8 9 146.7
Japan 6 -105.9 7 61.4
Netherlands 6 -89.1 5 76.4
New Zealand 5 -101.9 10 120.2
Norway 6 -86.0 6 83.3
Spain 7 -110.1 8 93.6
Switzerland 4 -54.8 8 55.0
United Kingdom 6 -103.9 8 82.0
United States 7 -61.5 6 93.2
Average 6 -97.1 7 96.7
Median 6 -102.8 7 93.4
Australia 7 -94.2 5 88.5
Austria 6 -65.5 8 86.8
Belgium 6 -86.3 6 79.5
Canada 7 -116.4 8 128.2
Denmark 5 -60.9 7 58.1
Finland 6 -107.2 7 96.5
France 8 -120.9 8 120.3
Germany 7 -62.4 13 68.3
Ireland 5 -84.7 10 110.9
Italy 7 -118.6 9 130.5
Japan 5 -141.5 9 127.9
Netherlands 7 -109.3 8 115.2
New Zealand 6 -90.1 6 83.0
Norway 7 -57.5 14 92.6
Spain 8 -117.5 8 103.6
Switzerland 3 -58.4 37 135.4
United Kingdom 6 -133.1 9 114.8
United States 4 -62.8 6 44.2
Average 6 -93.7 10 99.1
Median 6 -92.2 8 100.1
Source: Authors' estimates.
Peak-to-trough Trough-to-peak
Table 3. Cycle Characteristics
Note: All in percent except duration. Duration is the number of 
quarters between two consecutive peaks (or troughs). Amplitude is 


























Australia Yes Partially No 16 70 51
Austria No No Partially 75 56 20
Belgium No No Partially 75 68 30
Canada Partially No No 71 65 43
Denmark Yes Yes Yes 70 52 88
Finland Yes No Partially 7 64 39
France No No No 68 55 26
G e r m a n y N oN oN o8 4 4 4 5 2
Ireland Partially Yes Partially 15 77 52
Italy No No Partially 22 74 15
Japan Partially Partially Partially 78 60 37
Netherlands Yes No Yes 64 53 89
New Zealand Yes Yes No 67 77 55
Norway Yes No Partially 10 78 50
Portugal No No Partially 5 73 50
Spain Partially No Partially 7 82 46
Sweden Yes No Yes 50 46 52
Switzerland No Yes Partially 72 35 102
United Kingdom Yes Partially No 28 69 75
United States Yes Yes Partially 65 67 58
Source: Global Property Guide, European Mortgage Federation, and national sources.
1/ In percent.
2/ In percent of GDP.




16Output-House Prices Output-Credit Credit-House Prices
Australia 0.37 0.35 0.18
Austria -0.10 0.13 0.04
Belgium 0.34 0.21 0.22
Canada 0.35 0.63 0.34
Denmark 0.52 0.11 0.38
Finland 0.58 0.32 0.25
France 0.32 0.35 0.55
Germany 0.04 -0.04 0.49
Ireland 0.30 -0.08 0.44
Italy 0.09 0.15 0.53
Japan 0.33 0.08 0.52
Netherlands 0.32 0.35 0.71
New Zealand 0.27 0.05 0.23
Norway 0.32 0.26 -0.32
Spain 0.42 0.18 0.46
Switzerland 0.11 0.07 -0.02
United Kingdom 0.39 -0.04 0.56
United States 0.50 0.18 0.13
Mean 0.30 0.18 0.32
Source: Authors' estimates.
















17Country 6-16 quarters 16-32 quarters 6-16 quarters 16-32 quarters 6-16 quarters 16-32 quarters 6-16 quarters 16-32 quarters 6-16 quarters 16-32 quarters 6-16 quarters 16-32 quarters
Table 6. Leads and Lags between Cycles within Countries 1/
Interest Rates-House Prices Credit-Output Credit-House Prices Interest Rates-Credit Interest Rates-Output Output-House Prices
Australia lag lag contemp. lag contemp. lag lag lead lag lag contemp. lag
Austria lead lag lead lead contemp. lead lag lead lag lag contemp. lead
Belgium lag contemp. lag lag lag lag contemp. lag lag lag lag lag
Canada lag lag lag lag lag contemp. lag lead lag lag lag lag
Denmark lead lead lead lag lag lag lag lead lag lag lag lag
Finland lag lag lag lag lag lag contemp. contemp. contemp. lag lag lag
France contemp. lag lag lag lag lag contemp. contemp. lag lag lag lag
Germany lead lead contemp. contemp. contemp. lag lag lag contemp. contemp. contemp. lead
Ireland lead lead lead lead lead lead lag lag contemp. lag contemp. lead
Italy lead lag lead lag contemp. lead lag lead contemp. lag contemp. contemp.
Japan lag lead contemp. lead lead lead contemp. lag lag lag contemp. contemp.
Netherlands contemp. lead lag lag lag lag lag lag lag lag lag lag
New Zealand lag lag contemp. lag lead lead lag contemp. lead lag lag contemp.
Norway lead lead lead lead lag lead lead lead contemp. lag contemp. lag
Spain lag lag lag lag contemp. lag lag lead lag lag lag lag
Switzerland contemp. lead lag lead contemp. lag lag lag lag lag contemp. lag
United Kingdom lead lag lag lag contemp. contemp. lag lag lag lag lag lag
United States lead contemp. lag lag lag lag lag lag lag lag lag lag
Contemporaneous 17% 11% 22% 6% 39% 11% 22% 17% 28% 6% 50% 17%
Leads 39% 39% 28% 28% 17% 33% 6% 39% 6% 0% 0% 17%
Lags 44% 50% 50% 66% 44% 56% 72% 44% 66% 94% 50% 67%
Source: Authors' estimates.











1980s 1990s 2000s 1980s 1990s 2000s 1980s 1990s 2000s
Australia 0.82 0.84 0.65 0.63 0.60 0.35 0.90 0.85 0.87
Austria 0.30 0.72 0.91 0.59 0.90 0.54 0.49 0.91 0.89
Belgium 0.90 0.89 0.97 0.90 0.78 0.92 0.81 0.91 0.89
Canada 0.85 0.92 0.91 0.88 0.62 0.74 0.89 0.87 0.92
Denmark 0.08 0.63 0.66 0.68 0.59 0.87 0.55 0.60 0.90
Finland 0.79 0.81 0.96 0.65 0.82 0.82 0.68 0.79 0.91
France 0.44 0.82 0.95 0.20 0.62 0.69 0.40 0.25 0.82
Germany 0.66 0.66 0.81 0.33 0.65 -0.02 0.38 0.57 0.53
Ireland 0.76 0.85 0.93 0.57 0.76 0.90 0.91 0.84 0.94
Italy 0.89 0.79 0.91 0.27 0.78 0.92 0.67 0.35 0.88
Japan 0.72 0.71 0.93 0.64 0.65 0.21 0.31 0.67 0.69
Netherlands 0.72 0.84 0.95 0.21 0.85 0.11 0.63 0.87 0.96
New Zealand 0.17 0.90 0.90 0.80 0.84 0.53 0.78 0.67 0.84
Norway 0.56 0.18 0.50 0.62 0.87 0.53 0.39 0.34 0.67
Spain 0.60 0.88 0.95 0.70 0.85 0.83 0.21 0.80 0.83
Sweden 0.94 0.88 0.95 0.82 0.88 0.96 0.58 0.94 0.96
Switzerland 0.84 0.73 0.95 0.81 0.86 0.59 0.26 0.23 0.12
United Kingdom 0.90 0.92 0.70 0.84 0.74 0.78 0.86 0.70 0.91
United States 0.78 0.56 0.90 0.85 0.62 0.42 0.80 0.51 0.87
Average 0.65 0.77 0.87 0.63 0.75 0.61 0.60 0.66 0.81
Median 0.74 0.83 0.92 0.65 0.78 0.69 0.61 0.69 0.88
Source: Authors' estimates.
Table 7. Evolution of Cyclical Movements Driven by Common Components
Note: The statistics reported are the correlation coefficients for total cyclical movement (shown in Figure 2) and the 
common component (shown in Figure 4).















8-16 quarters 16-32 quarters 8-16 quarters 16-32 quarters 8-16 quarters 16-32 quarters 8-16 quarters 16-32 quarters
Australia lead contemp. contemp. lead lag lag lead contemp.
Austria lead contemp. contemp. lead lead lead lead lead
Belgium lead lead contemp. lead lead lead lead lead
Canada lead lead contemp. lead lag contemp. lead lead
Switzerland lead lead contemp. lead lead lead lead lead
Germany lag lag contemp. lag lead lead lead lead
Denmark lead contemp. contemp. contemp. lead lead lead lead
Spain lead lead lead lead lead lead lead lead
Finland lead lead lead lead lead lead lead lead
France lead lead lead lead lead lead lead lead
United Kingdom lead lead contemp. lead contemp. contemp. lead lead
Ireland lead contemp. lead lead lead lead lead lead
Italy lead lead contemp. lead lead lead lead lead
Japan lag lead lead lead lead lead lead lead
Netherlands lead lag lead lead lead lead lead lead
Norway lag lag contemp. lag contemp. lead lead lead
New Zealand lead lead contemp. lead lag contemp. lead contemp.
Lag 18 18 0 12 18 6 0 0
Contemporaneous 0 24 65 6 12 18 0 12
Lead 82 59 35 82 71 76 100 88
Source: Authors' estimates.
1/ For each pair of countries and the variable, entries in the table indicate whether the cycle in the first country leads or lags the cycle in the second country, or whether the relationship is 
contemporaneous, on average, over the frequency band. The numbers below indicate the percentage of countries with a given type of relation.
House prices Credit Real GDP Short-term interest rates
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Variable Source Variable Source
Commodity industrial inputs price index IFS Gross domestic product IFS
Crude oil spot price IFS Gross total fixed capital formation OECD
Stock price index Haver Analytics Household real disposable income OECD
World demand IFS House price index OECD
World reserves IFS Household savings OECD
Capacity utilization OECD Import unit values IFS
Balance of payments IFS Imports of goods and services IFS
Capital stock of the business sector OECD Increase in stocks OECD
Housing stock OECD Industrial production OECD
Credit to the private sector IFS Labor force OECD
Compensation of employees OECD Labor force participation rate OECD
Compensation rate of government employees OECD Labor productivity of the business economy OECD
Compensation rate of the business sector OECD Labor productivity of the total economy OECD
Consumer price index IFS Long-term interest rate on corporate bonds OECD
Current account OECD Long-term interest rate on government bonds OECD
Current disbursements of households OECD Money supply, broad definition: M2 or M3 IFS
Current receipts of households OECD Money supply, narrow definition: base money, M1 or M2 IFS
Current transfers received by households OECD Other investment assets IFS
Dependent employment OECD Other investment liabilities IFS
Dependent employment of the business sector OECD Portfolio investment assets IFS
Foreign direct investment OECD Portfolio investment liabilities IFS
Direct investment abroad IFS Private final consumption expenditure OECD
Employment OECD Private non-residential fixed capital formation OECD
Employment of the business sector OECD Private residential fixed capital formation OECD
Exchange rate (USD per local currency) IFS Private total fixed capital formation OECD
Export unit values IFS Property income received by households OECD
Exports of goods and services IFS Real effective exchange rate, ULC-based IFS
Factor income from abroad OECD Self-employed OECD
Factor income paid abroad OECD Self-employment income received by households OECD
Financial account IFS Short-term interest rate IFS
Fixed investment in construction OECD Total employment OECD
Fixed investment in machinery and equipment OECD Unemployment OECD
Fixed investment in non-residential construction OECD Unemployment rate OECD
Fixed investment of government enterprises OECD Unit capital-labor costs OECD
Government consumption of fixed capital OECD Unit labor cost of the manufacturing sector OECD
Government current disbursements OECD Unit labor cost of the total economy OECD
Government current receipts OECD Unit labor costs in the business sector OECD
Government employment OECD Velocity of money OECD
Government fixed capital formation OECD Wage rate of the business sector OECD
Government savings (net) OECD Wage rate of the manufacturing sector OECD
Gross domestic product deflator IFS Wages of the government sector OECD
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