Monotonicity of the Power Function of Pillai's Trace Test by Perlman, Michael D.
MONOTO~CITY OF THE POWER FUNCTION OF PILI.At's TRACE TEST* 
by 
Michael D. Perlman 
Technical Report No. 194 
December 1972 
University of Minnesota 
Minneapolis, Minnesota 
* This research was supported in part by National Science Foundation Grant 
GP-34482. 
... 
Monotonicity of the Power Function of Pillai's Trace Test 
Abstract 
It is shown that the power function of Pillai's trace test for the 
MA.NOVA problem is monotonically increasing in each noncentrality parameter 
provided that the cutoff point ls not too large. This result is also true 
for the problem of testing independence of two sets of variates. 
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1 •. Pillai's Test for the MA.NOVA Problem. 
Consider the following canonical form of the MA.NOVA testing problem 
suitable for studying the power functions of invariant tests. Let U: p x r 
and V: p x n be random matrices. The p-dimensional column vectors 
u1 , ••• , Ur, v1 , ••• , Vn are mutually independent and normally distributed 
with common nonsingular covariance matrix E: p x p, and EU=@: p x r, 
EV= 0: p x n. The problem is to test 
@ = 0 against ® + 0. 
This problem is invariant under all transformations of the form 
(u, v) ~ (Aur, Avr) 
r n 
where A: p X p is nonsingular and rr: r x r and r : n X n are 
n 
(1.1) 
' (1.2) 
orthogonal. We assume that p < n + r (if p ~ n + r, there are no nontrivial 
invariant tests). A maximal invariant statistic is (f1 , ••• , ft)' where 
t = min:(p, r) and 1 ~ f 1 ~ ••• ~ ft ~ 0 are the ordered t largest 
characteristic roots of uu'(uu' + vv')-1• A maximal invariant parameter 
is (y1 , ••• , yt), where 1 ~ y1 ~ ••• ~ yt ~ 0 are the ordered t largest 
characteristic roots of '-1 00 E • 
For any region Q ~Rp(r-1<1) define '"'Q(®, E) by 
so is the power function of the test with acceptance region Q. If Q 
is invariant under all the transformations (1.2) then TTQ is a function of 
the noncentrality parameters y1 , ••• , yt, so we write 
TTQ(@, E) = ~Q(y1 , ••• , Vt). 
For any acceptance region Q ~ Rp(r+n) and for all i = 1, ••• , r we denote 
the u.-section of Q for fixed u., j + i, and fixed v by 
i ---- J 
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(i)c- > I c > p Q u., V = (u. u, V e Q) CR , 
1 1 -
where 
Das Gupta, Anderson, and Mudholkar [2] have proved the following 
theorem. They assume that p :5 n, but their proof is valid if p < n + r. 
Theorem 1.1. 
Let Q ~ Rp(r+n) be invariant under all transformations (1.2). Suppose 
that for each i = 1, ••• , r, Q(i)(u., v) is convex, except possibly for 
~ 1 
-
-
-
(~., v) in a set of p(n+r-1)-dimensional Lebesgue measure O. Then 
1 
~Q(y1 , ••• , yt) increases monotonically in each yj. 
Consider the following four well-known acceptance regions. The first 
three are defined only for p ~ n, while the last is defined for p < n + r. 
{i) Roy's maximum root test: 
(ii) Lawley-Hotelling trace test: 
(iii) 
t -1 
Q2 = ( ( u, v) I 2) f i ( 1 - f i) ~ k2) , 0 < k2. 
1 
Likelihood ratio test: 
t 
Q3 = ccu, v)I rr (1 - fi)::: k3J, o < k3 < 1. 1 
(iv) Pillai's trace test: 
t 
Q4 = ( ( u, v) I ~ f i ~ k4) , o < k4 < t. 
1 
Das Gupta, Anderson, and Mudholkar [2] showed that Q1, Q2 , and Q3 satisfy 
the conditions of Theorem 1.1 and hence their power functions have the 
monotonicity property. Mudholkar [6] characterized a class of acceptance 
regions containing Q1 and Q2 (but not Q3 or Q4) which satisfy the 
conditions of Theorem 1.1. However, the monotonicity property has not yet 
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been established for the important test Q4 , Pillai's test, based on the t 
statistic E f., which is usually denoted by V(t). This test is admissible 
1 1 
(Schwartz [10]), locally minimax (Schwartz [9]), and proper Bayes provided 
n ~ p (Kiefer and Schwartz [5]). In this paper we show that ~Q {y1 , ••• , yt) 4 . . 
is monotonically increasing in each yi provided that the cutoff point k4 
is not too large. The following is our main theorem; its proof 
is given in Section 3. 
Theorem 1.2. 
The invariant acceptance region Q4 satisfies the conditions of Theorem 1.1 
if and only if k4 ~ max {l, p-n). Hence if k4 ~ max {l, p-n), the power 
function of Pillai's trace test for the MANOVA problem is monotonically 
increasing in each noncentrality parameter yi. 
For O <a< 1 and p < n + r, define k4(a, p, r, n) to be the size a 
cutoff point for Pillai's test, i.e., 
t 
P[E f. > k4(a, p, r, n)I@ = O] = a. 1 1 
Then by Theorem 1.2, Theorem 1.1 can be applied to Pillai 1s test if and 
only if 
k4(a, p, r, n) ~ max {l, p-n). (1.3) 
t 
Since E fi = tr[UU'(uu' + vv')-1], it is easy to see that k4(a, p, r, n) 1 
is decreasing in a and n, while increasing in r. Furthermore it will 
be shown in Section 2 that 
(1.4) 
• so that k4{a, p, r, n) is increasing in p as well. 
From this discussion we see that for n ~ p the monotonicity property of the 
power function of Pillai's test for the MANOVA problem can be deduced from 
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Theorem 1.1 provided a and n are not too small and p, r are not too 
large. {Of course, the monotonicity property might hold even if (1.3) is 
violated, since the sufficient condition of Theorem 1.1 may not be necessary:) 
Values of k4(a, p, r, n) have been tabulated by Pillai [7], Pillai and 
Jayachandran [8], Jayachandran [4], and Fujikoshi [3]. From these sources 
one can obtain, for example, the smallest value of n ~ p such that 
k4(a, p, r, n) :5 1. 
- 4 -
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2. Pillai's Test For Independence of Variates. 
Let Z: (p1+ p2 ) X m be a random matrix whose columns are independent 
normal random vectors with mean 0 
6 
Partition z = (Xy) and 6 = ( 11 621 
and cotmnon nonsingular covariance matrix 6. 
612) 
~22 with X: pl X m, Y: P2 X m, 611: pl X P1, 
etc. In this canonical ·form, the problem of testing independence of two sets 
of variates is to test 
612 = 0 vs. 612 + o. (2.1) 
The problem is invariant under all transformations of the form 
(X), Bl O (X Y <o B) y)r, 
2 
(2.2) 
where B1: p1 X p1 and B2 : p2 X p2 are nonsingular and r: m x m is 
- orthogonal. A maximal invariant statistic is (g1 , ••• , gt), where 
-
t = min{p1, p2} and 1?: g1 ?: ••• ?: gt?: 0 are the ordered t largest 
( ')-1( ')( ')-1( ') -1 . -1 characteristic roots of XX XY 'T! YX = s11 s12s22 s21 , where 
S = zz' is partitioned as ~. Assume that m > max{p1 , p2} to insure 
the nonsingularity of s11 and s22 , and to insure the existence of 
nontrivial invariant tests. A maximal invariant parameter is the vector of 
canonical correlations (p 1 , ••• , pt), where 1?: p1
2 ?: •.• ?:: pt2 ?: 0 are 
-1 -1 the ordered t largest characteristic roots of 611 612622 ~21 • The 
Power function of any invariant test is a function of (p p ) 1, ••• , t • 
It is well-known {see Anderson and Das Gupta [1]) that the conditional 
distribution given s22 of the matrix 
(2.3) 
is of the same form as the distribution of the matrix (uu' + vv')-1tro• in 
the MA.NOVA problem if we take (p, r, n) = (p1 , p2 , m-p2), and their 
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(unconditional) null distributions are identical. Using the former fact 
Anderson and Das Gupta [1] and Mudholkar [6] obtained the following result. 
Theorem 2.1. 
Suppose that the power of an invariant test for (1.1), which accepts 
the MA.NOVA hypothesis @ = 0 if and only if {f~, ••• , ft) ea, increases 
monotonically in each noncentrality parameter yi. Then the power function 
of the invariant test for the independence problem (2.1), which accepts the 
hypothesis ~12 = 0 if and only if (g1 , ••• , gt) ea, increases monotonically 
in each canonical correlation pi. 
Combining Theorems 1.1 and 2ol, therefore, it was concluded in [1] and 
[6] that the power functions of Roy's test based on g1 , the Lawley-Hotelling t t 1 
test based on E gi(l-gi)-, and the likelihood ratio test based on rr (1-g.) 
1 1 1 
all have the monotonicity property (these tests are defined only if m :=:: p1+ p2). 
For all m > max(p1 , p2), Theorem 1.2 now provides the following result 
concerning the power function of Pillai's test for testing independence (2.1)." 
This test accepts ~12 = 0 if and only if 
t 
E gi ~ k4(a, P1, P2, m-p2), 
1 
where k4 was defined in Section 1. 
Theorem 2.2. 
(2.4) 
Theorems 1.1 and 2.1 together imply the monotonicity property of the 
power function of Pillai 1s test for independence if and only if 
k4(a, P1 , P2 , m-p2 ) ~ max{l, p1+ p2- m). 
Since k4(a, p1, p2 , m-p2 ) decreases with a and m and increases 
with p1 and p2 , Pillai's test for independence has the monotonicity 
property provided a and m are not too small nor and p2 too large. 
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The tables listed in Section 1 ~an be used to determine the smallest value 
of m ~ p1+ ~2 such that k4(a, p1 , p2 , m-p2 ) :S 1 for fixed p1 , p2 , and a. 
Remark. 
-1 -1 -1 ( -1 )-1 Since s21s11 s12s22 = s21s11 s12 s22 •1+ s21s11 s12 and since the 
-1 -1 -1 -1 t largest characteristic roots of s21s11 s12s22 and ~f s11 s12s22 s21 
are the same, it follows from (2.3) that k4(a, P1 , P2 , m-p2 ) = k4(a, P2 ,P1 ,m-p1), 
which is equivalent to (1.4). 
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3. Proof of Theorem 1.2. 
Express Q4 as 
Q4 = ({u, v)ltr(uu'{uu' + vv')-1] ::S k4} 
where O < k4 < t. Since Q4 is symmetric in the columns u1 , ••• , ur of u, 
it suffices to.prove that Qi1>ci1, v) is convex for almost all c;l, v) 
if and only if ·k4 ::S max(l, p-n). Now 
and 
tr[uu'(uu' + vv')-1 ] = p - tr[vv'(uu' + vv')-1 ] 
( , ')-1 ( , --, ')-1 -1 uu + vv = u1 u1 + u1 u1 + vv = w 
-1 I -1 
w u1u1w 
'-1 1 + u 1w u1 
( - ) I I where w = w u1, v = u1u1 + vv is nonsingular for almost all {~1, v} 
s·ince p ::S n + r - 1. Hence, excluding a null set of {i1 , v) values, 
I -1 t -1 · (l) _ u1w vv w u1 1 _ 1 Q4 (u1 , v) = (u1 1 1 -i ::S tr vv w - p + k4}. 1 + u1w u 1 
1 1 1 
Let A= A(i1, v) = w-2vv'w-2 , let y = w-2u1, and define the region 
- p M = M( u1 , v) ~ R by 
- y'Ay M{ u1, v) = {y I 1 + Y t Y ::S tr A - p + k4} • 
Thus 
(1) - ½ -Q4 {u1, v} = w [M{u1, v)] 
1 1 _ 
where w2[M] = {w2yly e M}. Choose W = ${u1, v) to be a p X p orthogonal 
• matrix such that 
A= V diag(A1, ••• , Ap}v', 
al 
where Al> ••• > A are the ordered characteristic roots of A (A.= A.(~1, v)). 
- - p J J 
-
Let z = t'Y = {z1, ••• , zp)' and define the region H = H{u1, v) S RP by 
-
H(U1, v) = {zl f z. 2 (A.- f Am+ p - k4) '.;: £:Am - p + k4}. (3.1) j=l J J n=l m=l 
.. - 8 -
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Then M(u1, v) = w[H(°ii1, v)], so that except for a null set of (~1, v) values, 
(1) - ) ½ c-Q4 (u1, v = w *[H u1, v)]. (3.2) 
Now assume that k4 :S max{l, p-n}. In view of (3.2) and the linearity 
J.. 
of the operator w2$, to verify that Q4 satisfies the conditions of 
Theorem 1.1 it suffices to show that H(u1, v) is convex for all (ui, v). 
Since A and I - A are positive semidefinite and rank (A) = rank (,,) < 
p -
min{p, n} = s, say, we have that 
1 > x1 > . • • > A > 0 = 1 l = 
- - - s - s+ 
... = 1 • p (3.3) 
Hence for each j = 1, ••• , p, 
L - t X + p - k4 > -min {p-1, s} + p - k4 J m -m=l 
= -min{p-1, n} + p - k4 
= max{l, p-n) - k4 
> o. 
Therefore from (3.1), H(u1, v) is an ellipsoid (possibly degenerate or empty) 
for all (~1, v) and hence is convex, so Q4 satisfies the conditions of 
Theorem 1.1. 
Conversely, suppose that k4 > max{l, p-n}. Since k4 < t = min(p, rJ, 
this requires that r > 1. Let µ = µ{U1, v) = } 1 Am- p + k4 and 
a.= a.(u1, v) = X.- µ, so that J J J 
- p 
H(u1, v) = {zl ~ z .2 S. :S µ). j=l J J 
We shall show later that there exists (i1, v) such that 
a1('ii'1 , v) > o > SP(~1 , v) • (3.4) 
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Since ~j(~1, v} is a continuous function of (~1, v} there must exist 
p(n+r-1} -
an open set 6 ~ R such that (3.4) holds for all (u1, v) e.6. 
Thus H('ii°1 , v) fails to be a convex set whenever (u1 , v} e 6, which is 
a non-null set, so Q4 cannot satisfy the conditions of Theorem 1.1. 
We turn to the existence of ('ii°1 , v) satisfying (3.4), which can be 
rewritten as 
p p-1 
~ 1'. • < p - k4 < .~ A j • j=2 J J=l 
By assumption, max{l, p-n} < k4 < t = min{p, r}, or equivalently 
max{O, p-r} < p - k4 < min{p-1, n}. 
Case (i): p 5 n, p < r. 
(3.5) 
(3.6) 
Choose (u1 , v} such that vv' = I (the p x p identity matrix) and p 
;:;1ui = diag{d1, ••• , dp}, where O ~ dl 5 ... < dp are defined below. For 
such (ul, v) we have 
so (3.5) becomes 
.P.. 1 p-l 1 
2J ( 1 + d . ) - < p - k4 < ~ ( 1 + d . ) - • 
j=2 J j=l J (3.7) 
Also, (3.6) reduces to O < p - k4 < p - 1, so O ~ v ~ p - 2 where 
v = [p - k4]. If v = 0 choose the dj such that (1 + d1)-l = 1 and 
(1 + dj)-l < (p - k4}/(p-l) for 2 5 j ~ p. If 1 5 v5 p - 2 select 
9, 6 such that {p - k4) - v < 9 < 1 and O < 6 < 1 - 8, and choose the 
) -1 ( )-1 ( -1 dj such that (1 + d1 = ••• = 1 + dv = 1, 1 + d'*1) = 9, and ~ (1 + d.)-l = 6. Then it is easily verified that for all O < v ~ p - 2, 
j=vt-2 J (3.7) is satisfied. 
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Case (ii): p ~ n, p ~ r. 
(- ) ' - -, ( Choose u1 , v such that vv = IP and u1u1 = diag d1, ••• , dr_1,o, ..• , O} 
where O ~ dl ~ ••• ~ dr-1 are defined below. For such (ul, v) we have 
(11,•••, lp) = (1, ••• , 1, (l+dl)-1, ••• , (l+dr-1)-1) 
where there are p-(r-1) ones preceding (l+d1)-1, so (2.5) becomes 
r-1 1 r-2 1 2J ( 1 + d . ) - < r - k4 < 1 + 2J ( 1 + d . ) - • j=l J j=l J (3.8) 
Also, (3.6) reduces to O < r - k4 < r - 1, so O ~ v ~ r - 2 where 
v = [r - k4]. If v = 0 choose the dj such that (1-1-dj)-l < (r-k4)/{r-l) 
for all j = 1, •• ,, r-1. If 1::: v ~ r-2 select 9, 6 such that 
(r-k4) - V < 9 < 1 and O < 6 < 1-9 and choose the d. such that 
r-ll 
_. ( l+d1) -l = • • • = ( l+d l) -l = 1, ( l+d ) -l = 9, and 2J ( l+d . ) - l = 6. Then V- V j=v+l J 
-
lal 
_, 
'-
\al 
\al 
.. 
\al 
... 
'-
(3.8) is satisfied for all O ~ v:S r-2. 
Case (iii): p > n, p < r. 
I 0 
(- ) , ( n ) - -, . { ) Choose u1, v such that vv = 0 0:: p X p and u1u1 = diag d1, ••• , dp 
where . 0 ~ d1 ~ ••• :S dp are defined below. For such (~1, v) we have 
) -1 ( )-1 (11, ••• , lp) = ((l+d1 , ••• , l+dn ,O, ••• , 0) 
so (2.5) becomes 
n 1 n 1 
'E ( l+d j) - < p - k4 < 'E ( l+d . ) - • 
j=2 j=l J 
(3.9) 
Also, (3.6) reduces to O < p - k4 < n, so O ~ v ~ n-1 where v = [p-k4 ]. 
If v = 0 choose the dj such that (l+d1)-l = 1 and (l+dj)-l < (p-k4)/n 
for 2 ~ j ~ n. If 1 ~ v ~ n-1 select e, 6 such that (p-k4) - v < e < 1 
and O < 6 < 1-9 and choose the d. such that (1+d1)-l = ••• = (l+d )-l= 1, n J V 
(l+d 1)-l = 0, and 'E {l+d.)-l = 6. Then (3.9) is satisfied for all ~ j=v+2 J 
0 < V < n-1. 
- -
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Case (iv): p > n, p 2: r. 
I 0 
Choose (u1, v) such that , ( n ) --, . { vv = 0 0 : p X p and u1u1 = diag d1 , ••• , dr-l' 
0, ••• , 0) where O ~ d1 ~ ••• ~ dr-l are defined below. We nrust consider 
two subcases. 
Suppose first that n < r - 1. Then for (~1, v) as defined above we 
have 
(11 , ••• , AP)= ((l+d1)-1 , ••• , {l+dn)-1 ,o, ... , O) 
so (3.5) reduces to (3.9) and we choose the d. as in Case {iii). 
J 
Suppose next that n > r - 1. Then we have that 
(11, ••• , AP)= (1, ••• , l,{l+d1)-1, ••• , (l+dr-l)-1 ,o, ... , o) 
where there are n - {r-1) ones preceding {l+d1 )-
1
, so (3.5) becomes 
r-1 1 r-1 1 ~ (l+d.)- < p + r - n - k4 < 1 + ~ (l+d.)- • (3.10) j=l J j=l J 
Note that (3.6) reduces to p - n < p + r - n - k4 < r in this case, so 
1 ~ p-n ~ v ~ r-1 where v = [p+r-n-k4]. Select 9, 6 such that 
(p+r-n-k4) - v < a < 1 and O < 6 < 1 - e• If we choose the d. such r-1 J 
( ) -1 ( )-1 ( )-1 '°' -1 that l+d1 = ••• = 1-kl 1 = 1, l+d = 9, and LJ (l+d.) = 6, V- V j=v+-1 J 
then (3.10) is satisfied. This completes the proof. 
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