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On the Crepant Resolution Conjecture for Gromov-Witten
Gravitational Ancestors in All Genera for Surface Singularities ∗
Xiaowen Hu
Abstract
We state a version of the crepant resolution conjecture for total ancestor potentials for sur-
face singularities, and reduce the conjecture to the quantum McKay correspondence conjecture
of J.Bryan and A.Gholampour and a vanishing conjecture for hurwitz-hodge integrals. In partic-
ular, for singularities of type A, we prove the conjecture. We also suggest an approach towards
a proof for the general cases by Teleman’s reconstruction theorem for semi-simple cohomology
field theories.
Keywords: Gromov-Witten invariants, Hurwitz-Hodge integral, McKay correspondence, Crepant
resolution conjecture, Orbifolds, Analytic continuation.
1 Introduction
Let X be an effective orbifold with the coarse moduli space X and Y → X be a crepant resolution.
The general principle of McKay correspondence expects that the geometry of X coincides with that
of Y . This principle is extended to a quantum version, and has been stated as the crepant resolution
conjecture for Gromov-Witten invariants. For the history of this conjecture, we refer the reader to
[16], [43] and more references there. Here we start from a conjecture of J.Bryan and A.Gholampour
[6].
Conjecture 1. Let F
Ĉ2/G
0 (y0, y1, · · · , yn;q), F [C
2/G]
0 (x0, x1, · · · , xn) denote the C∗-equivariant genus
0 orbifold Gromov-Witten potential of Ĉ2/G and the orbifold X = [C2/G]. Then after the change of
variables
y0 = x0,
yR =
1
|G|
∑
g∈G
√
2− χρ1(g)χR(g)xJgK, (1)
qR = exp
(2π√−1 dimR
|G|
)
,
we have F
Ĉ2/G
0 = F
[C2/G]
0 .
Note that as a formal series of the yi’s, the coefficients of F
Ĉ2/G
0 (y0, y1, · · · , yn;q) is not con-
vergent at qR = exp
(
2π
√−1 dimR
|G|
)
. Thus we need to make precise what we mean by this change
of variables of qR (e.g., if we want to make precise predictions for hurwitz-hodge integrals via the
crepant resolution conjecture). In fact in the derivation of the prediction for F
[C2/G]
0 by the above
conjecture in [6], the following convention was implicit.
Convention: The coefficients of F
Ĉ2/G
0 (y0, y1, · · · , yn;q), viewed as functions with complex vari-
ables qR’s, are well-defined near the origin, and we analytically continuate them along the ray from
0 to exp
(
2π
√−1 dimR
|G|
)
and take values over there.
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In this article, we shall always use this convention.
This conjecture is proved in [9] for G = Z2, by a result of [19]. In [14], a version of the above
conjecture for type A groups was proved, as a corollary of the corresponding correspondence of the
J-functions. However, in that correspondence the variables qR and yR are mixed in a way such
that it seems (at least to the author) one cannot easily deduce the conjecture in the precise form
above. Fortunately, later this conjecture for the type A groups is included in the main theorem of
[43]; in fact, its main theorem is stated for the correspondence of stationary reduced Gromov-Witten
invariants (combined with the work of [31]) for any higher genera, and when restricted to genus zero,
the proof would be greatly simplified. Based on the validity of the formula of F
[C2/G]
0 for groups
of type A, the author proved (see [25]) the conjecture in [6] on F
[C2/G]
0 for groups of type D, thus
established the above conjecture in this case.
It is natural to extend the above correspondence to higher genera and gravitational ancestor or
descendant invariants, not only for the reduced theory (= the t-linear part of the full equivariant
theory). It is reasonable to expect that, the Gromov-Witten correlators on the orbifold-side can be
obtained by those on the resolution-side through summing the contracted curve classes. Y.P. Lee
et al. have made some observations in [28]. In this article, we consider the surface singularities.
On the resolution side, the primary invariants seems less interesting; by the divisor equation and
the vanishing result on the top components of the equivariant virtual cycles [35], these correlators
reduce to the degree zero ones and the classical invariants, as in [6]. On the orbifold side, by dimen-
sional reason, the difficulty is concentrated in genus one, where the conjectural correspondence gives
a prediction on the vanishing of Hurwitz-Hodge integrals, which is similar to the vanishing result
mentioned above. We state this prediction as a conjecture (see conjecture 2) , and give a proof for
the cases of only one marked point.
For ancestor invariants, a more general vanishing conjecture (see conjecture 3) is stated. Assum-
ing the validity of this conjecture and the conjecture 1, the argument of [18] applies, and therefore
implies our main theorem.
Theorem 1.1. Assuming the quantum McKay correspondence conjecture 1, and the conjecture 3,
the total ancestor Gromov-Witten potential AĈ2/G, after the analytic continuation and the change
of variables (1), equals the total ancestor Gromov-Witten potential A[C2/G].
Since the conjecture 3 for groups of type A follows plainly from an orbifold version of Mumford’s
relations (prop.3.2 of [10]), we have
Corollary 1.1. The total ancestor Gromov-Witten potential AĈ2/Zn , after the analytic continuation
and the change of variables (1), equals the total ancestor Gromov-Witten potential A[C2/Zn].
As a biproduct, we recover a result in [43] for higher genera, see remark 5.1.
While the proofs in this article are routine computations case by case, the author would like to
make some further comments.
(i) As A.Givental conjectured in [21] and [22], and C.Teleman proved in [40], a semi-simple homo-
geneous cohomological field theory (and thus the associated total ancestor potential) is determined
by the Frobenius manifold defined by the genus zero primary potential. The equivariant Gromov-
Witten potential considered in our cases are (generically) semi-simple but not homogeneous, and
A.Givental and C.Teleman’s results showed that in these cases the total ancestor potential is deter-
mined by the genus zero primary potential up to an ambiguity (called Hodge twisting in [40]). This
ambiguity can be viewed as a series of functions depending on the equivariant parameters t and the
Novikov variables q, but not on the cohomological variables. Thus it is very natural to expect that
this ambiguity is determined by the additional data F1,1 and Fg,0, for all g ≥ 2. In particular, we
believe that the vanishing conjecture 3 can be proved in this way, and this is why we verify the
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conjecture 2 for F1,1.
(ii) As we mentioned earlier, the result on the correspondence of (descendant) J-functions in [14]
seems not easy to deduce the conjecture 1 (for groups of type A) in the precise form. In Appendix
B, we show that for Ĉ2/Z2, the small quantum product and the ancestor divisor equation will
imply that the ancestor J-function will satisfy a hypergeometric differential equation after change
of variables and analytic continuations. Together with the result on I-function of [C2/Z2] ([14]),
we prove the correspondence for ancestor J-functions and thus the conjecture 1 in this case. The
result is of course not new1, but may have its own interest, and we hope that this approach can
be extended to other circumstances, e.g., the non-hard Lefschetz crepant resolution conjecture, the
LG/GW correspondence...
(iii) Until now we have been putting the descendant invariants aside. Thus now a natural ques-
tion is, what is the relation between the correspondence of ancestor J-functions (resp., the total
ancestor potential) and that of the descendant J-functions (resp. the total descendant potential)?
The author will not investigate this aspect in this article, and refer the reader to [21], [22], and [16].
Acknowledgements. The author thanks Prof. Jian Zhou for his great patience and guidance during
all the time. He also thanks Yutao Ding, Di Yang, Xiaobo Zhuang, Zhilan Wang, and Hanxiong
Zhang for helpful discussions, and thanks Prof. Hsian-Hua Tseng for helpful communications.
2 Preliminaries on the equivariant Gromov-Witten theory
In this section we recall some rudiments on equivariant Gromov-Witten theory. For more details,
see [3], [4], [23], and [1], [41]. Let T be a complex torus, V be a nonsingular complex quasi-projective
variety with a T -action. Let Mg,n(V, β) be the moduli space of stable maps. By the existence of a
T -equivariant polarization ([34], theorem 1.7, chap.1), we have a T -equivariant perfect obstruction
theory onMg,n(V, β), thus obtain a T -equivariant virtual fundamental cycle in the equivariant chow
group AT⋆ (Mg,n(V, β)). When V is projective, we have the the corresponding system of equivariant
Gromov-Witten invariants
Iτ (β) : H
⋆
T (V )
⊗Sτ → H⋆(Mτ )⊗RT ,
for every stable modular graph τ and every effective cycle marking β of τ . Here RT = SymQ(Tˆ ), Tˆ
is the character group of T .
Theorem 2.1. The system of equivariant Gromov-Witten invariants a nonsingular projective vari-
ety V satisfy the usual axioms of usual Gromov-Witten invariants, and also the tautological relations
induced by the tautological relations on the moduli spaces of stable curves.
Proof: The proof goes the same way as in [4]. Only the divisor axiom needs some words. To
define the pairing of a equivariant divisor class and the (usual) effective cycle class β, we need the
fact that one can choose a T -stable cycle representing β, and the pairing is independent of the choice
of the cycle. This fact follows from theorem 1 in [20] (see also [24]).
Remark 2.1. RT is viewed as a graded ring, with every character of (real) degree two, such that the
homogeneous axiom holds. One can also let the characters take varying values in C, thus obtain
an inhomogeneous cohomological field theory and the reconstruction result (up to an ambiguity)
of [40] applies when the Frobenius manifold defined by the genus zero equivariant Gromov-Witten
invariants is generically semisimple.
1From the correspondence for primary invariants, and the theorem 4.3 in Chap.III of [30], one can deduce the
correspondence for ancestor invariants in genus zero.
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Sometimes we need to allow V to be quasi-projective, with the following assumption :
Assumption (♣): There exists a closed subvariety W of V , such that every nonzero effective cycle β
lies in W , and W is projective itself. Moreover, the T -fixed locus of V lies in W .
In the following in this article, when we talk about the equivariant Gromov-Witten invariants
of a nonsingular quasi-projective variety V , we always assume the assumption (♣). Thus when β is
nonzero, Mg,n(V, β) is still proper, and we can push forward the virtual fundamental class. When
β = 0, Mg,n(V, β) ∼= Mg,n × V is non-proper, but the T -fixed locus lies in Mg,n ×W , so we can
push forward the localized virtual fundamental class. In this way, the system of local Gromov-Witten
invariants takes values inH⋆(Mτ )⊗QT , whereQT denotes the ring RT localized at all homogeneous
elements. In summary, we have
Theorem 2.2. The system of local equivariant Gromov-Witten invariants of a nonsingular quasi-
projective variety V satisfy the usual axioms of usual Gromov-Witten invariants, and also the tau-
tological relations induced by the tautological relations on the moduli spaces of stable curves.
Now we recall some standard notations. Let γ1, · · · , γm be a basis of H∗T (V ), with the cor-
responding variables x1, · · · , xm, then the genus g, n-point primary Gromov-Witten potential is
defined to be
FVg,n =
∑
d
1
n!
〈γn〉Vg,n,dqd11 · · · qdrr ,
where γ = γ1x1 + · · · + γmxm, and d = d1β1 + · · · + drβr runs over the effective classes in H2(V ).
Note that the correlators not in the stable range is defined to be zero by convention. The genus g
primary Gromov-Witten potential is defined to be
FVg =
∑
n≥0
FVg,n.
We denote by ψi the first chern class of the universal cotangent line bundle over Mg,n(V, β) at the
i-th marked point, and by φi the pull backed first chern class of the universal cotangent line bundle
overMg,n by the stabilization morphism when 2g− 3+n ≥ 0, i.e., in the absolute stable range. We
use curved symbol FVg,n, FVg to denote the ancestor potentials, defined in a similar way as above,
and the total ancestor potential is defined to be
AV = exp
∑
g≥0
~
g−1FVg .
Remark 2.2. The above definitions and properties remain valid for a T -equivariant orbifold X with
quasi-projective coarse moduli. H∗T (V ) should be replaced by the Chen-Ruan cohomology group
H∗T (IX ), where IX is the inertia stack of X , while the divisor axiom still holds only for the usual
H2T (X ). The moduli stacks of stable maps are replaced by Mg,n(X , β) (see [1], [41]). The other
necessary modifications are obvious.
3 Local equivariant primary Gromov-Witten invariants of ADE-resolutions
in higher genera
For a finite subgroup G ⊂ SL(2,C), let Ĉ2/G be the (unique) crepant resolution of C2/G. There is
a natural torus action of T on Ĉ2/G induced by the Hilbert scheme description of Ĉ2/G: when G is
of type A, T = C∗ × C∗; when G is of type D or type E, T = C∗. It is obvious that Ĉ2/G satisfies
the assumption (♣). Consider the moduli space of stable maps Mg,n(Ĉ2/G, d). When d > 0, it is
compact, and the components in top (cohomological) degree of the equivariant virtual fundamental
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cycle agree with the virtual cycle in the non-equivariant Gromov-Witten theory, thus has dimension
g−1+n. However, as shown in [35], based on the results of [36] and [29], the top degree components
are trivial. In the primary Gromov-Witten invariants for these spaces, every marked point can carry
at most degree one cohomological classes, therefore by dimensional reason the primary invariants
for d > 0 and g > 0 are all zero. Since the genus zero theory has been treated in [6], we only need
to consider the degree zero cases.
For general target spaces V , We have Mg,n(v, 0) ∼=Mg,n × V , and
[Mg,n(V, 0)]virT = eT (TV ⊠ E∨) ∩ ([Mg,n]× [V ]),
where eT denotes the equivariant euler class, and E
∨ the dual Hodge bundle over Mg,n. To define
the equivariant Gromov-Witten invariants, we need to localize this cycle to the fixed loci of the
T -action.
Theorem 3.1. The only nonzero equivariant primary gromov-witten invariants for YG with degree
zero and genus > 0 are
〈1〉YG1,1,0 =
{
− 124|G| t1+t2t1t2 , if G is of type A;
− 112|G|t , if G is of type D or E,
(2)
and
〈·〉YG2,0,0 =
{
− 15760|G| t1+t2t1t2 , if G is of type A;
− 12880|G|t , if G is of type D or E.
(3)
Proof : We first give a detailed computation for G = Eˆ6. We use the following graph to indicate
the fixed loci of YEˆ6 ,
• • • • •
p1 p2 p3 p4 p5
•p6
2t 2t
2t −2t 4t −4t 6t−2t4t−4t6t
−2t
4t
Here a bullet corresponds to a fixed locus, an edge between two bullets represents the invariant line
linking the two fixed locus, and a ray represents an invariant direction. The corresponding weights
of the torus action are given. Note that at the bullet p3 there are three invariant directions, this
means that p3 is a fixed P
1. By the Atiyah-Bott localization formula,
〈1〉YEˆ61,1,0 = 2
∫
M1,1
(6t− λ1)(−4t− λ1)
6t · (−4t) + 3
∫
M1,1
(4t− λ1)(−2t− λ1)
4t · (−2t)
+
∫
M1,1×P1
(2t− λ1)(2H − λ1)
2t
=
1
6t
∫
M1,1
λ1 +
3
4t
∫
M1,1
λ1 − 1
t
∫
M1,1
λ1
= − 1
12t
∫
M1,1
λ1.
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where 2H = c1(TP1).
〈·〉YEˆ62,0,0 = 2
∫
M2,0
((6t)2 − 6tλ1 + λ2)((−4t)2 − (−4t)λ1 + λ2)
6t · (−4t) + 3
∫
M2,0
((4t)2 − 4tλ1 + λ2)((−2t)2 − (−2t)λ1 + λ2)
4t · (−2t)
+
∫
M2,0×P1
((2t)2 − 2tλ1 + λ2)(−2Hλ1 + λ2)
2t
=
1
6t
∫
M2,0
λ1λ2 +
3
4t
∫
M2,0
λ1λ2 − 1
t
∫
M2,0
λ1λ2
= − 1
12t
∫
M2,0
λ1λ2 = − 1
2880t · 24 ,
where we use ∫
M2,0
λ1λ2 =
1
5760
from theorem 1 in [19].
To verify that the other correlators vanishes, we follow the argument of [6]. Denote the divisor
[p1p2] defined by the line linking p1 and p2 by E1, similarly E2 = [p2p3], E4 = [p3p4], E5 = [p4p5],
E6 = [p3p6], and the divisor [p3] is denoted by E3. The equivariant line bundles Li for 1 ≤ i ≤ 6 are
defined such that αi = c1(Li)} satisfies the intersection pairing∫
Ej
αi = Ei ·Ej , (4)
which is the minus Cartan matrix by the classical McKay correnspondence. From the proof of [6]
we know that L1 has weight 6t and −2t at p1 and p2 respectively, and weight 0 at other fixed loci.
Thus
〈α1〉
YEˆ6
1,1,0 =
∫
M1,1
6t · (6t− λ1)(−4t− λ1)
6t · (−4t) +
∫
M1,1
(−2t) · (4t− λ1)(−2t− λ1)
4t · (−2t) = 0.
Similarly 〈α5〉
YEˆ6
1,1,0 = 0. L2 has weight 4t at p2, and weight zero at other fixed loci. Note also that
L2 ∼= O(1) restricted to p3, which easily follows from (20). Thus
〈α2〉
YEˆ6
1,1,0 =
∫
M1,1
4t · (4t− λ1)(−2t− λ1)
4t · (−2t) +
∫
M1,1×P1
H · (2t− λ1)(2H − λ1)
2t
= 0.
Similarly 〈α4〉
YEˆ6
1,1,0 = 〈α6〉
YEˆ6
1,1,0 = 0. L3 has weight 2t at p3 and weight zero at other loci. Restricted
to p3, L3 ∼= O(−2). Thus
〈α3〉
YEˆ6
1,1,0 =
∫
M1,1×P1
(2t− 2H) · (2t− λ1)(2H − λ1)
2t
= 0.
Th correlators for (g, n, d) = (1, 2, 0), (2, 1, 0) or (3, 0, 0) are zero, because in these cases we need
to integrate λ2i , 1 ≤ i ≤ 3, which is zero by Mumford’s relations. The other correlators are zero
obviously from the degree counting of the integrands and the string equation. Thus we complete
the proof of the theorem for G = Eˆ6. In the following we give the proof of (2) and (3) for the other
groups, and omit proof of the vanishing statement which is similar to the case of Eˆ6.
G = Eˆ7:
• • • • • •
p1 p2 p3 p4 p5 p6
•p7
2t 2t
2t −2t 4t −4t 6t−2t4t−4t6t
−2t
4t
−6t8t
6
〈1〉YEˆ71,1,0 =
∫
M1,1
(8t− λ1)(−6t− λ1)
8t · (−6t) + 2
∫
M1,1
(6t− λ1)(−4t− λ1)
6t · (−4t)
+3
∫
M1,1
(4t− λ1)(−2t− λ1)
4t · (−2t) +
∫
M1,1×P1
(2t− λ1)(2H − λ1)
2t
=
1
24t
∫
M1,1
λ1 +
1
6t
∫
M1,1
λ1 +
3
4t
∫
M1,1
λ1 − 1
t
∫
M1,1
λ1
= − 1
24t
∫
M1,1
λ1 = − 1
12t · 48 ,
〈·〉YEˆ72,0,0 =
∫
M2,0
((8t)2 − 8tλ1 + λ2)((−6t)2 − (−6t)λ1 + λ2)
8t · (−6t) + 2
∫
M2,0
((6t)2 − 6tλ1 + λ2)((−4t)2 − (−4t)λ1 + λ2)
6t · (−4t)
+3
∫
M2,0
((4t)2 − 4tλ1 + λ2)((−2t)2 − (−2t)λ1 + λ2)
4t · (−2t) +
∫
M2,0×P1
((2t)2 − 2tλ1 + λ2)(−2Hλ1 + λ2)
2t
=
1
24t
∫
M2,0
λ1λ2 +
1
6t
∫
M2,0
λ1λ2 +
3
4t
∫
M2,0
λ1λ2 − 1
t
∫
M2,0
λ1λ2
= − 1
24t
∫
M2,0
λ1λ2 = − 1
2880t · 48 .
G = Eˆ8:
• • • • • •
p2 p3 p4 p5 p6 p7
•p8
2t 2t
2t −2t 4t −4t 6t−2t4t−4t6t
−2t
4t
−6t8t•
p1
10t −8t
〈1〉YEˆ81,1,0 =
∫
M1,1
(10t− λ1)(−8t− λ1)
10t · (−8t) +
∫
M1,1
(8t− λ1)(−6t− λ1)
8t · (−6t) + 2
∫
M1,1
(6t− λ1)(−4t− λ1)
6t · (−4t)
+3
∫
M1,1
(4t− λ1)(−2t− λ1)
4t · (−2t) +
∫
M1,1×P1
(2t− λ1)(2H − λ1)
2t
=
1
40t
∫
M1,1
λ1 +
1
24t
∫
M1,1
λ1 +
1
6t
∫
M1,1
λ1 +
3
4t
∫
M1,1
λ1 − 1
t
∫
M1,1
λ1
= − 1
60t
∫
M1,1
λ1 = − 1
12t · 120 ,
〈·〉YEˆ82,0,0 =
∫
M2,0
((10t)2 − 10tλ1 + λ2)((−8t)2 − (−8t)λ1 + λ2)
10t · (−8t) +
∫
M2,0
((8t)2 − 8tλ1 + λ2)((−6t)2 − (−6t)λ1 + λ2)
8t · (−6t)
+2
∫
M2,0
((6t)2 − 6tλ1 + λ2)((−4t)2 − (−4t)λ1 + λ2)
6t · (−4t) + 3
∫
M2,0
((4t)2 − 4tλ1 + λ2)((−2t)2 − (−2t)λ1 + λ2)
4t · (−2t)
+
∫
M2,0×P1
((2t)2 − 2tλ1 + λ2)(−2Hλ1 + λ2)
2t
=
1
40t
∫
M2,0
λ1λ2 +
1
24t
∫
M2,0
λ1λ2 +
1
6t
∫
M2,0
λ1λ2 +
3
4t
∫
M2,0
λ1λ2 − 1
t
∫
M2,0
λ1λ2
= − 1
60t
∫
M2,0
λ1λ2 = − 1
2880t · 120 .
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G = Aˆn:
(n+ 1)t1 −nt1 + t2
p1
• (n+ 2− k)t1 − (k − 1)t2 −(n+ 1− k)t1 + kt2
pk
• •
pn+1
t1 − nt2 (n+ 1)t2
〈1〉YAˆn1,1,0 =
n+1∑
k=1
∫
M1,1
((n+ 2− k)t1 − (k − 1)t2 − λ1)(−(n+ 1− k)t1 + kt2 − λ1)(
((n+ 2− k)t1 − (k − 1)t2
)(− (n+ 1− k)t1 + kt2)
=
n+1∑
k=1
(
− 1
(n+ 2− k)t1 − (k − 1)t2 +
1
(n+ 1− k)t1 − kt2
)∫
M1,1
λ1
= − t1 + t2
24(n+ 1)t1t2
,
〈·〉YAˆn2,0,0 =
n+1∑
k=1
∫
M2,0
(
(n+ 2− k)t1 − (k − 1)t2
)2 − ((n+ 2− k)t1 − (k − 1)t2)λ1 + λ2
(n+ 2− k)t1 − (k − 1)t2
·
(− (n+ 1− k)t1 + kt2)2 − (− (n+ 1− k)t1 + kt2)λ1 + λ2
−(n+ 1− k)t1 + kt2
=
n+1∑
k=1
(
− 1
(n+ 2− k)t1 − (k − 1)t2 +
1
(n+ 1− k)t1 − kt2
) ∫
M2,0
λ1λ2
= − t1 + t2
5760(n+ 1)t1t2
.
G = Dˆn:
(2n− 4)t (−2n+ 6)t
p1
• (2n− 2k − 2)t (−2n+ 2k + 4)t
pk
• •
ttttttttttt
pn−2
2t
❏❏
❏❏
❏❏
❏❏
❏❏
❏
•
•
2t
2t
−2t
−2t
4t
4t
〈1〉YDˆn1,1,0 =
n−3∑
k=1
∫
M1,1
(
(2n− 2k − 2)t− λ1
)(
(−2n+ 2k + 4)t− λ1
)
(2n− 2k − 2)(−2n+ 2k + 4)t2
+2
∫
M1,1
(4t− λ1)(−2t− λ1)
4t · (−2t) +
∫
M1,1×P1
(2t− λ1)(2H − λ1)
2t
=
n−3∑
k=1
(
− 1
(2n− 2k − 2)t +
1
(2n− 2k − 4)t
)∫
M1,1
λ1 +
1
2t
∫
M1,1
λ1 − 1
t
∫
M1,1
λ1
= − 1
(2n− 4)t · 24 = −
1
(4n− 8) · 12t ,
〈·〉YDˆn2,0,0 =
n−3∑
k=1
∫
M2,0
(
(2n− 2k − 2)2t2 − (2n− 2k − 2)tλ1 + λ2
)(
(−2n+ 2k + 4)2t2 − (−2n+ 2k + 4)tλ1 + λ2
)
(2n− 2k − 2)(−2n+ 2k + 4)t2
+2
∫
M2,0
((4t)2 − 4tλ1 + λ2)((−2t)2 − (−2t)λ1 + λ2)
4t · (−2t) +
∫
M2,0×P1
((2t)2 − 2tλ1 + λ2)(−2Hλ1 + λ2)
2t
= − 1
(4n− 8) · 2880t.
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4 Equivariant Gromov-Witten invariants of [C2/G]
For a finite group G, consider the following diagram with a cartesian square
V g //
p

pt

U f //
π

BG
Mg,n(BG; γ1, · · · , γn)
When (γ1, · · · , γn) = (J1K, · · · , J1K), there is a component in Mg,n(BG; γ1, · · · , γn) for which p
is a trivial G-torsor. We denote this component by Mtrivialg,n (BG; J1K, · · · , J1K), and the remaining
component by Mnontrig,n (BG; J1K, · · · , J1K).
Assume from now on that G is a finite subgroup of SL(2,C), and denote the standard 2-
dimensional representation induced by this inclusion by Vρ1 . The corresponding vector bundle on
BG is also denote by Vρ1 , by an abuse of notation. Thus we have
Proposition 4.1. Suppose the number of J1K in γ1, · · · , γn is m. Then
(i) R0π∗f∗Vρ1 and R
1π∗f∗Vρ1 are vector bundles on every components;
(ii)For G of type A (resp., type D or type E), R0π∗f∗Vρ1 is a trivial rank 2 (resp. 1) vector bundle
on Mtrivialg,n (BG; J1K, · · · , J1K), and is rank 0 on all the other components;
(iii) For G of type A (resp., type D or type E), the rank of R1π∗f∗Vρ1 on M
trivial
g,n (BG; J1K, · · · , J1K)
is 2g (resp. 2g − 1), on the other components is 2g − 2 + n−m.
Proof : The statement (i) follows from (ii). The statement (iii) follows from (ii) by the orbifold
Riemann-Roch theorem. Thus we need only to check (ii). Let C be a fibre of π, and C˜ be the corre-
sponding G-torsor over C. We have H0(f∗Vρ1) = (H0(OC˜)⊗Vρ1)G. From the Dynkin diagram of the
ADE-singularities, we easily see that, for an irreducible representation V of G, the existence of at
least one trivial summand in the decomposition of V ⊗Vρ1 implies that V is a faithful representation.
Thus (H0(OC˜) ⊗ Vρ1)G 6= 0 forces the G-torsor C˜ → C to be trivial; and when C˜ → C is trivial, the
number of trivial summands in H0(OC˜) ⊗ Vρ1 reads from that of CG ⊗ Vρ1 , where CG denotes the
regular representation of the finite group G. It is well known that the irreducible summands of CG
runs over each irreducible representation of G for one time, thus again from the Dynkin diagram we
see that, for G of type A (resp., type D or type E) the number of trivial summands in H0(OC˜)⊗Vρ1
is two (resp., one). The triviality of the corresponding vector bundle is straightforward.
Therefore to compute nonzero primary orbifold Gromov-Witten invariants of [C2/G], there are
only three cases we need to consider:
(i)g = 0;
(ii)For G of type A (resp., type D or type E), g+n ≤ 3 (resp., g+n ≤ 2 ),Mtrivialg,n (BG; J1K, · · · , J1K);
(iii)g = 1, m = 0, Mnontrig,n (BG; J1K, · · · , J1K).
The case (i) has been stated as the quantum McKay correspondence conjecture 1. For case (ii),
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we have ∫
Mtrivial1,1 (BG;J1K)
(t− λ1)(t− λ1)
t2
= −2
t
1
|G|
∫
M1,1
λ1
= − 1
12|G|t ,
∫
Mtrivial2,0 (BG)
(t2 − tλ1 + λ2)(t2 − tλ1 + λ2)
t2
= −2
t
1
|G|
∫
M2,0
λ1λ2
= − 1
2880t|G| ,
and other integrals vanish by the Mumford relation. By theorem 3.1, these computations establish
the correspondence between the degree zero invariants on the resolution spaces on the Hurwitz-
Hodge integrals on Mtrivialg,n (BG; J1K, · · · , J1K) in higher genera , for ADE singularities. For ancestor
invariants similar computations show that the same correspondence holds.
In case (iii) we make the
Conjecture 2.
〈eγ1 , · · · , eγn〉[C
2/G]
1,n = 0 (5)
for (γ1, · · · , γn) 6= (J1K, · · · , J1K) and n ≥ 1.
We check this conjecture for n = 1 by the orbifold quantum Riemann-Roch theorem ([41]),
Proposition 4.2.
〈eγ〉[C
2/G]
1,1 = 0 (6)
for γ 6= J1K.
The proof is case by case checking, which is somewhat tedious and we give it in the appendix A.
By a comparison to theorem 3.1, we obtain
Theorem 4.1. Assuming the quantum McKay correspondence conjecture 1, and the conjecture
2, the Gromov-Witten potential F
Ĉ2/G
g (restricted to the absolute stable range), after the analytic
continuation and the change of variables 1, equals the Gromov-Witten potential F
[C2/G]
g , for every
g ≥ 0.
5 The crepant resolution conjecture for gravitational ancestors
In this section we give an ancestor version of theorem 4.1. First as an analogy to conjecture 2, we
make the following
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Conjecture 3. Let ρ be an irreducible 2-dim representation of a finite group G belonging to ADE
types. Then ∫
Mg,n(BG;Ja1K,··· ,JanK)
c2g−2+n(F 1ρ )
n∏
k=1
ψ¯lkJakK = 0,
when (Ja1K, · · · , JanK) 6= J1Kn, and
∑n
k=1 lk = g − 1.
Conjecture 2 is a special case of this one. Although [C2/G] has a canonical orbifold holomorphic
symplectic form, the argument of [35] seems not able to directly extend to this conjecture.
When conjecture 3 holds, we can apply the method of [18] to prove an ancestor version of theorem
4.1.
Theorem 5.1. Assuming the quantum McKay correspondence 1, and the conjecture 3, the total
ancestor Gromov-Witten potential AĈ2/G, after the analytic continuation from and the change of
variables 1, equals the total ancestor Gromov-Witten potential A[C2/G].
Proof : By proposition 4.1, and assuming the conjecture 3, every nonzero ancestor invariant
either has ψ¯ classes of total degree at least g, or has been treated in the discussions following propo-
sition 4.1. Thus as in the proof of theorem 5 in [18], the ancestor correlators can be reduced to the
primary correlators by the tautological relations. Note also that every tautological relations can be
expressed as a partial differential equation, which is independent of qi’s. Thus the theorem follows
from theorem 4.1.
By the proposition 3.2 of [10], conjecture 3 holds for groups of type A, thus we have
Corollary 5.1. The total ancestor Gromov-Witten potential AĈ2/Zn , after the analytic continuation
and the change of variables 1, equals the total ancestor Gromov-Witten potential A[C2/Zn].
Remark 5.1. By the comparison formula between ancestor and descendant invariants [27], it’s not
hard to see that the coefficents of the equivariant parameter t in the stationary part of the total
ancestor potential is equal to that of the total descendant potential. Thus in this way we recover
the higher genera part of the corresponding result in [43] (but we need to use the genus zero part of
it!).
A Proof of the proposition 4.2
In this appendix we verify the proposition 4.2. The Hurwitz-Hodge bundle R1π∗f∗Vρ1 onM1,1(BG; JγK)
is of rank 1 for G of ADE types and ρ1 the standard 2-dim representation and a nontrivial conjugacy
class γ. Thus what we need to prove amounts to
〈eJγKchρ11 〉BG1,1 = 0, (7)
where we use chρ11 to denote the first component of the chern character of R
1π∗f∗Vρ1 for short. Our
strategy is to directly use the quantum Riemann-Roch formula [41] to compute this integral (see
also [42]).
We shall give the details for groups of type D and E8. For E7 we only give the length three
correlators and the differential operators. E6 is a normal subgroup of E7, and the corresponding
length three correlators and the differential operators are easily deduced from those of E7, thus we
omit them. All the information about the generators and the relations of the groups, as well the
table of characters, are borrowed from the appendix A of [39].
11
A.1 The binary dihedral groups
Let c(·) = exp(∑k=1 skchρ1k ), where (s1, · · · ) is series of formal parameters. We refer the readers
to [41] for the definition of c(·)-twisted Gromov-Witten invariants of BDˆn and Givental’s quadratic
quantization formalism (see also [42]). For example
F tw1 =
∞∑
n=1
1
n!
∫
M1,n(BDˆm)
exp(
∑
s>1
sk chk)
n∏
i=1
∞∑
l=1
ev∗i (
∑
JγK
t
JγK
l eJγK)ψ¯
l
JγK,
where we have abbreviate the superscript ρ1 in chρ1k ) since no other characters will be considered in
this subsection. The quadratic operators are(Ap+1(Vρ1 )zp
(p+ 1)!
)∧
=
2Bp+1
(p+ 1)!
∂J1K,1+p −
2Bp+1
(p+ 1)!
∞∑
l=0
t
J1K
l ∂J1K,l+p −
n−3∑
k=1
Bp+1(
k
2n−4 ) +Bp+1(
2n−4−k
2n−4 )
(p+ 1)!
∞∑
l=0
t
JakK
l ∂JakK,l+p
−2Bp+1(
n−2
2n−4 )
(p+ 1)!
∞∑
l=0
t
Jan−2K
l ∂Jan−2K,l+p −
Bp+1(
1
4 ) +Bp+1(
3
4 )
(p+ 1)!
∞∑
l=0
(t
JbK
l ∂JbK,l+p + t
JabK
l ∂JabK,l+p)
+
~2
2
p−1∑
l=0
(−1)l
(
(4n− 8) 2Bp+1
(p+ 1)!
∂J1K,l∂J1K,p−1−l + (2n− 4)
n−3∑
k=1
Bp+1(
k
2n−4 ) +Bp+1(
2n−4−k
2n−4 )
(p+ 1)!
·∂JakK,l∂JakK,p−1−l + (4n− 8)
2Bp+1(
1
2 )
(p+ 1)!
∂Jan−2K,l∂Jan−2K,p−1−l + 4 ·
Bp+1(
1
4 ) +Bp+1(
3
4 )
(p+ 1)!
·(∂JbK,l∂JbK,p−1−l + ∂JabK,l∂JabK,p−1−l)
)
.
Then by the orbifold quantum Riemann-Roch theorem ([41]), we have
∞∑
n=1
1
n!
∫
M1,n(BDˆm)
chp exp(
∑
s>1
sk chk)
n∏
i=1
∞∑
k=1
ev∗i (
∑
JγK
t
JγK
k eJγK)ψ¯JγK
=
2Bp+1
(p+ 1)!
∂J1K,1+pF
tw
1 −
2Bp+1
(p+ 1)!
∞∑
l=0
t
J1K
l ∂J1K,l+pF
tw
1 −
n−3∑
k=1
Bp+1(
k
2n−4 ) +Bp+1(
2n−4−k
2n−4 )
(p+ 1)!
∞∑
l=0
t
JakK
l ∂JakK,l+pF
tw
1
−2Bp+1(
n−2
2n−4 )
(p+ 1)!
∞∑
l=0
t
Jan−2K
l ∂Jan−2K,l+pF
tw
1 −
Bp+1(
1
4 ) +Bp+1(
3
4 )
(p+ 1)!
∞∑
l=0
(t
JbK
l ∂JbK,l+p + t
JabK
l ∂JabK,l+p)F
tw
1
+
1
2
p−1∑
l=0
(−1)l
(
(4n− 8) 2Bp+1
(p+ 1)!
∂J1K,l∂J1K,p−1−l + (2n− 4)
n−3∑
k=1
Bp+1(
k
2n−4 ) +Bp+1(
2n−4−k
2n−4 )
(p+ 1)!
·∂JakK,l∂JakK,p−1−l + (4n− 8)
2Bp+1(
1
2 )
(p+ 1)!
∂Jan−2K,l∂Jan−2K,p−1−l + 4 ·
Bp+1(
1
4 ) +Bp+1(
3
4 )
(p+ 1)!
·(∂JbK,l∂JbK,p−1−l + ∂JabK,l∂JabK,p−1−l)
)
F tw0
+
1
2
p−1∑
l=0
(−1)l
(
(4n− 8) 2Bp+1
(p+ 1)!
∂J1K,lF
tw
0 ∂J1K,p−1−lF
tw
1 + (2n− 4)
n−3∑
k=1
Bp+1(
k
2n−4 ) +Bp+1(
2n−4−k
2n−4 )
(p+ 1)!
·∂JakK,lF tw0 ∂JakK,p−1−lF tw1 + (4n− 8)
2Bp+1(
1
2 )
(p+ 1)!
∂Jan−2K,lF
tw
0 ∂Jan−2K,p−1−lF
tw
1 + 4 ·
Bp+1(
1
4 ) +Bp+1(
3
4 )
(p+ 1)!
·(∂JbK,lF tw0 ∂JbK,p−1−lF tw1 + ∂JabK,lF tw0 ∂JabK,p−1−lF tw1 )
)
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+
1
2
p−1∑
l=0
(−1)l
(
(4n− 8) 2Bp+1
(p+ 1)!
∂J1K,lF
tw
1 ∂J1K,p−1−lF
tw
0 + (2n− 4)
n−3∑
k=1
Bp+1(
k
2n−4 ) +Bp+1(
2n−4−k
2n−4 )
(p+ 1)!
·∂JakK,lF tw1 ∂JakK,p−1−lF tw0 + (4n− 8)
2Bp+1(
1
2 )
(p+ 1)!
∂Jan−2K,lF
tw
1 ∂Jan−2K,p−1−lF
tw
0 + 4 ·
Bp+1(
1
4 ) +Bp+1(
3
4 )
(p+ 1)!
·(∂JbK,lF tw1 ∂JbK,p−1−lF tw0 + ∂JabK,lF tw1 ∂JabK,p−1−lF tw0 )
)
.
In the following computations, we need the values of the genus zero length three correlators,
which have been given in [25]. Thus for 1 ≤ k < n−22 ,
〈ch1eJa2kK〉BDˆn1,1
= B2〈eJa2kK(eJ1Kψ¯22)〉BDˆn1,2 −
B2(
2k
2n−4 ) +B2(
2n−4−2k
2n−4 )
2!
〈eJa2kKψ¯11〉BDˆn1,1
+(n− 2)B2(
n−2−k
2n−4 ) +B2(
n−2+k
2n−4 )
2!
〈eJa2kKeJan−2−kKeJan−2−kK〉BDˆn0,3
+(n− 2)B2(
k
2n−4 ) +B2(
2n−4−k
2n−4 )
2!
〈eJa2kKeJakKeJakK〉BDˆn0,3
+
(
B2(
1
4
) +B2(
3
4
)
)〈eJa2kKeJbKeJbK〉BDˆn0,3 + (B2(14) +B2(34))〈eJa2kKeJabKeJabK〉BDˆn0,3
= B2 · 6
24
−B2( 2k
2n− 4) ·
6
24
+
1
2
B2(
n− 2− k
2n− 4 ) (8)
+
1
2
B2(
k
2n− 4) +B2(
1
4
) +B2(
3
4
)
= 0.
where for (8) we have used the string equation and apply the proposition 3.4 and lemma 3.5 of [26]
to obtain2
〈eJa2kKψ¯11〉BDˆn1,1 = ((2n− 4)〈eJa2kKeJan−2−kKeJan−2−kK〉BDˆn0,3 + (2n− 4)〈eJa2kKeJakKeJakK〉BDˆn0,3
+4〈eJa2kKeJbKeJbK〉BDˆn0,3 + 4〈eJa2kKeJabKeJabK〉BDˆn0,3 )〈ψ〉1,1 =
6
24
.
For k = n−22 (thus 2|n),
〈eJan−2K〉BDˆn1,1
= B2〈eJan−2K(eJ1Kψ¯22)〉BDˆn1,2 −B2(
n− 2
2n− 4)〈eJan−2Kψ¯
1
1〉BDˆn1,1
+(n− 2)B2(
n−2
2
2n− 4)〈eJan−2KeJan−22 KeJan−22 K〉
BDˆn
0,3
+
(
B2(
1
4
) +B2(
3
4
)
)〈eJan−2KeJbKeJbK〉BDˆn0,3 + (B2(14) +B2(34))〈eJan−2KeJabKeJabK〉BDˆn0,3
= B2 · 3
24
−B2( n− 2
2n− 4) ·
3
24
+
B2(
n−2
2
2n−4 )
2
+
1
2
B2(
1
4
) +
1
2
B2(
3
4
)
= 0,
where we have used
〈eJan−2Kψ¯11〉BDˆn1,1 = ((2n− 4)〈eJan−2KeJan−22 KeJan−22 K〉
BDˆn
0,3
+4〈eJan−2KeJbKeJbK〉BDˆn0,3 + 4〈eJan−2KeJabKeJabK〉BDˆn0,3 )〈ψ〉1,1 =
3
24
,
2Of course, we can still use Quantum Riemann-Roch to compute this correlator.
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since 2|n.
Also,
〈eJbK〉BDˆn1,1
= B2〈eJbK(eJ1Kψ¯22)〉BDˆn1,2 −
B2(
1
4 ) +B2(
1
4 )
2
〈eJbKψ¯11〉BDˆn1,1
= 0,
where we have use 〈eJbKψ¯11〉BDˆn1,1 = 0 since there exist no nonzero correlators of the form 〈eJbKeJxKeJxK〉BDˆn0,3 .
For the same reason, 〈eJabK〉BDˆn1,1 and 〈eJa2k+1K〉BDˆn1,1 vanish.
A.2 Eˆ6 and Eˆ7
The binary tetrahedral group Eˆ6 has order |Eˆ6|=24. Its generators and relations are given by
Eˆ6 = {ahbjcl, 0 ≤ h < 4, 0 ≤ j < 2, 0 ≤ l < 3}/(ba = a−1b, (ac)2 = a2b, cb = a2c).
The binary octahedral group Eˆ7 has order |Eˆ7|=48. Its generators and relations are given by
Eˆ7 = {ahbjcl, 0 ≤ h < 8, 0 ≤ j < 2, 0 ≤ l < 3}/(ba = a−1b, (ac)2 = a6b, cb = a2c).
We write a4 = b2 = c3 = −1. There are eight conjugacy classes eJ1K, eJ−1K, eJabK, eJbK, eJc2K, eJcK,
eJaK, eJa3K. The nonzero genus zero length three correlators are
〈eJ1KeJ1KeJ1K〉BEˆ70,3 =
1
48
, 〈eJ1KeJ−1KeJ−1K〉BEˆ70,3 = 148 , 〈eJ1KeJabKeJabK〉BEˆ70,3 =
1
4
,
〈eJ1KeJbKeJbK〉BEˆ70,3 = 〈eJ1KeJaKeJaK〉BEˆ70,3 = 〈eJ1KeJa3KeJa3K〉BEˆ70,3 =
1
8
,
〈eJ1KeJc2KeJc2K〉BEˆ70,3 = 〈eJ1KeJcKeJcK〉BEˆ70,3 =
1
6
, 〈eJ−1KeJabKeJabK〉BEˆ70,3 = 14 ,
〈eJ−1KeJbKeJbK〉BEˆ70,3 = 〈eJ−1KeJaKeJa3K〉BEˆ70,3 =
1
8
, 〈eJ−1KeJc2KeJcK〉BEˆ70,3 = 16 ,
〈eJabKeJabKeJbK〉BEˆ70,3 =
1
2
, 〈eJabKeJabKeJcK〉BEˆ70,3 = 〈eJabKeJabKeJc2K〉BEˆ70,3 = 1,
〈eJabKeJbKeJaK〉BEˆ70,3 = 〈eJabKeJbKeJa3K〉BEˆ70,3 =
1
2
, 〈eJabKeJc2KeJaK〉BEˆ70,3 = 〈eJabKeJc2KeJa3K〉BEˆ70,3 = 12 ,
〈eJabKeJcKeJaK〉BEˆ70,3 = 〈eJabKeJcKeJa3K〉BEˆ70,3 =
1
2
, 〈eJbKeJbKeJbK〉BEˆ70,3 = 12 ,
〈eJbKeJc2KeJc2K〉BEˆ70,3 = 〈eJbKeJc2KeJcK〉BEˆ70,3 = 〈eJbKeJcKeJcK〉BEˆ70,3 =
1
2
,
〈eJbKeJaKeJaK〉BEˆ70,3 = 〈eJbKeJaKeJa3K〉BEˆ70,3 = 〈eJbKeJa3KeJa3K〉BEˆ70,3 =
1
8
,
〈eJc2KeJc2KeJcK〉BEˆ70,3 =
1
2
, 〈eJc2KeJaKeJa3K〉BEˆ70,3 = 12 , 〈eJcKeJcKeJcK〉BEˆ70,3 =
1
2
,
〈eJc2KeJc2KeJc2K〉BEˆ70,3 = 〈eJc2KeJcKeJcK〉BEˆ70,3 =
1
6
,
〈eJcKeJaKeJaK〉BEˆ70,3 = 〈eJcKeJa3KeJa3K〉BEˆ70,3 =
1
2
.
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The quadratic operator is(Ap+1(Vρ1)zp
(p+ 1)!
)∧
=
2Bp+1
(p+ 1)!
∂J1K,1+p −
2Bp+1
(p+ 1)!
∞∑
l=0
t
J1K
l ∂J1K,l+p −
2Bp+1(
1
2 )
(p+ 1)!
∞∑
l=0
t
J−1K
l ∂J−1K,l+p
−Bp+1(
1
4 ) +Bp+1(
3
4 )
(p+ 1)!
∞∑
l=0
t
JabK
l ∂JabK,l+p −
Bp+1(
1
4 ) +Bp+1(
3
4 )
(p+ 1)!
∞∑
l=0
t
JbK
l ∂JbK,l+p
−Bp+1(
1
3 ) +Bp+1(
2
3 )
(p+ 1)!
∞∑
l=0
t
Jc2K
l ∂Jc2K,l+p −
Bp+1(
1
6 ) +Bp+1(
5
6 )
(p+ 1)!
∞∑
l=0
t
JcK
l ∂JcK,l+p
−Bp+1(
1
8 ) +Bp+1(
7
8 )
(p+ 1)!
∞∑
l=0
t
JaK
l ∂JaK,l+p −
Bp+1(
3
8 ) +Bp+1(
5
8 )
(p+ 1)!
∞∑
l=0
t
Ja3K
l ∂Ja3K,l+p
+
~2
2
p−1∑
l=0
(−1)l
(
48 · 2Bp+1
(p+ 1)!
∂J1K,l∂J1K,p−1−l + 48 ·
2Bp+1(
1
2 )
(p+ 1)!
∂J−1K,l∂J−1K,p−1−l
+4 · Bp+1(
1
4 ) +Bp+1(
3
4 )
(p+ 1)!
∂JabK,l∂JabK,p−1−l + 8 ·
Bp+1(
1
4 ) +Bp+1(
3
4 )
(p+ 1)!
∂JbK,l∂JbK,p−1−l
+6 · Bp+1(
1
3 ) +Bp+1(
2
3 )
(p+ 1)!
∂Jc2K,l∂Jc2K,p−1−l + 6 ·
Bp+1(
1
6 ) +Bp+1(
5
6 )
(p+ 1)!
∂JcK,l∂JcK,p−1−l
+8 · Bp+1(
1
8 ) +Bp+1(
7
8 )
(p+ 1)!
∂JaK,l∂JaK,p−1−l + 8 ·
Bp+1(
3
8 ) +Bp+1(
5
8 )
(p+ 1)!
∂Ja3K,l∂Ja3K,p−1−l
)
.
Thus
〈ch1 eJbK〉BEˆ71,1
= B2〈eJbK(eJ1Kψ¯22)〉BEˆ71,2 −
B2(
1
4 ) +B2(
3
4 )
2
〈eJbKψ¯11)〉BEˆ71,1 + 2 ·
B2(
1
4 ) +B2(
3
4 )
2
〈eJbKeJabKeJabK〉BEˆ70,3
+4 · B2(
1
4 ) +B2(
3
4 )
2
〈eJbKeJbKeJbK〉BEˆ70,3 + 3 ·
B2(
1
3 ) + B2(
2
3 )
2
〈eJbKeJc2KeJc2K〉BEˆ70,3 + 3 ·
B2(
1
6 ) +B2(
5
6 )
2
〈eJbKeJcKeJcK〉BEˆ70,3
+4 · B2(
1
8 ) +B2(
7
8 )
2
〈eJbKeJaKeJaK〉BEˆ70,3 + 4 ·
B2(
3
8 ) +B2(
5
8 )
2
〈eJbKeJa3KeJa3K〉BEˆ70,3
=
14
24
B2 − 14
24
B2(
1
4
) +B2(
1
4
) + 2B2(
1
4
) +
3
2
B2(
1
3
)
+
3
2
B2(
1
6
) +
1
2
B2(
1
8
) +
1
2
B2(
3
8
)
= 0,
where we have used
〈eJbKψ¯〉BEˆ71,1 =
(
4〈eJbKeJabKeJabK〉BEˆ70,3 + 8〈eJbKeJbKeJbK〉BEˆ70,3 + 6〈eJbKeJc2KeJc2K〉BEˆ70,3
+6〈eJbKeJcKeJcK〉BEˆ70,3 + 8〈eJbKeJaKeJaK〉BEˆ70,3 + 8〈eJbKeJa3KeJa3K〉BEˆ70,3
)
· 1
24
=
14
24
.
A.3 The binary icosahedral group Eˆ8
The group Eˆ8 = {a, b|a5 = b3 = (ba)2 = −1}. By [26], when ρ runns over the irreducible represen-
tations of Eˆ8, the linear combinations
fρ =
∑
JγK
χρ(1)
|G| χρ(JγK)eJγK
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form a semisimple basis for the quantum cohomology of BEˆ8. Thus the genus zero length three
correlators are easily computed by inverting the character table (see e.g. [39] ). We have the
transition matrix
eJ1K
eJ−1K
eJaK
eJa2K
eJa3K
eJa4K
eJbK
eJb2K
eJabK

=

1 1 1 1 1 1 1 1 1
1 −1 −1 1 1 −1 1 1 −1
12 3(1 +
√
5) 3(1−√5) 2(1 +√5) 2(1−√5) 3 −3 0 −2
12 3(−1 +√5) 3(−1−√5) 2(1−√5) 2(1 +√5) −3 −3 0 2
12 3(1−√5) 3(1 +√5) 2(1−√5) 2(1 +√5) 3 −3 0 −2
12 3(−1−√5) 3(−1 +√5) 2(1 +√5) 2(1−√5) −3 −3 0 2
20 10 10 0 0 −5 5 −4 0
20 −10 −10 0 0 5 5 −4 0
30 0 0 −10 −10 0 0 6 0


fχ1
fχ2
fχ3
fχ4
fχ5
fχ6
fχ7
fχ8
fχ9

.
Denote this transition matrix by (Cαγ ), then
〈eγ1eγ2eγ3〉BEˆ8 =
9∑
i=1
Cχiγ1C
χi
γ2C
χi
γ3
(χi(1)
120
)2
.
Thus the nonzero genus zero length three correlators are
〈eJ1KeJ1KeJ1K〉BEˆ80,3 =
1
120
, 〈eJ1KeJ−1KeJ−1K〉BEˆ80,3 = 1120 ,
〈eJ1KeJaiKeJaiK〉BEˆ80,3 =
1
10
, for i = 1, 2, 3, 4, 〈eJ1KeJbKeJbK〉BEˆ80,3 = 〈eJ1KeJb2KeJb2K〉BEˆ80,3 = 16 ,
〈eJ1KeJabKeJabK〉BEˆ80,3 =
1
4
, 〈eJ−1KeJaKeJa4K〉BEˆ80,3 = 〈eJ−1KeJa2KeJa3K〉BEˆ80,3 = 110 ,
〈eJ−1KeJbKeJb2K〉BEˆ80,3 =
1
6
, 〈eJ−1KeJabKeJabK〉BEˆ80,3 = 14 ,
〈eJaiKeJajKeJakK〉BEˆ80,3 =
1
10
, for (i, j, k) = (1, 1, 2), (1, 2, 3), (1, 3, 4), (2, 2, 4), (2, 4, 4), (3, 3, 4);
〈eJaiKeJajKeJakK〉BEˆ80,3 =
1
2
, for (i, j, k) = (1, 1, 1), (1, 4, 4), (2, 2, 3), (3, 3, 3);
〈eJaiKeJajKeJbK〉BEˆ80,3 =
1
2
, for (i, j) = (1, 1), (1, 2), (2, 2), (3, 3), (3, 4), (4, 4);
〈eJaiKeJajKeJb2K〉BEˆ80,3 =
1
2
, for (i, j) = (1, 3), (1, 4), (2, 3), (2, 4);
〈eJaiKeJbKeJbK〉BEˆ80,3 = 〈eJaiKeJb2KeJb2K〉BEˆ80,3 =
1
2
, for i = 1, 3;
〈eJaiKeJbKeJb2K〉BEˆ80,3 =
1
2
, for i = 2, 4;
〈eJaiKeJbKeJabK〉BEˆ80,3 = 〈eJaiKeJb2KeJabK〉BEˆ80,3 =
1
2
, for i = 1, 2, 3, 4;
〈eJaiKeJabKeJabK〉BEˆ80,3 = 1, for i = 1, 2, 3, 4;
〈eJbKeJbKeJb2K〉BEˆ80,3 = 〈eJb2KeJb2KeJb2K〉BEˆ80,3 =
1
6
,
〈eJbKeJbKeJbK〉BEˆ80,3 = 〈eJbKeJbKeJabK〉BEˆ80,3 = 〈eJbKeJb2KeJb2K〉BEˆ80,3 = 〈eJbKeJb2KeJabK〉BEˆ80,3
= 〈eJbKeJabKeJabK〉BEˆ80,3 = 〈eJb2KeJb2KeJabK〉BEˆ80,3 = 〈eJb2KeJabKeJabK〉BEˆ80,3 = 〈eJabKeJabKeJabK〉BEˆ80,3 = 1.
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Take χ2 as the standard representation of Eˆ8.(Ap+1(Vχ2 )zp
(p+ 1)!
)∧
=
2Bp+1
(p+ 1)!
∂J1K,1+p −
2Bp+1
(p+ 1)!
∞∑
l=0
t
J1K
l ∂J1K,l+p −
2Bp+1(
1
2 )
(p+ 1)!
∞∑
l=0
t
J−1K
l ∂J−1K,l+p
−Bp+1(
1
10 ) +Bp+1(
9
10 )
(p+ 1)!
∞∑
l=0
t
JaK
l ∂JaK,l+p −
Bp+1(
1
5 ) +Bp+1(
4
5 )
(p+ 1)!
∞∑
l=0
t
Ja2K
l ∂Ja2K,l+p
−Bp+1(
3
10 ) +Bp+1(
7
10 )
(p+ 1)!
∞∑
l=0
t
Ja3K
l ∂Ja3K,l+p −
Bp+1(
2
5 ) +Bp+1(
3
5 )
(p+ 1)!
∞∑
l=0
t
Ja4K
l ∂Ja4K,l+p
−Bp+1(
1
6 ) +Bp+1(
5
6 )
(p+ 1)!
∞∑
l=0
t
JbK
l ∂JbK,l+p −
Bp+1(
1
3 ) +Bp+1(
2
3 )
(p+ 1)!
∞∑
l=0
t
Jb2K
l ∂Jb2K,l+p
−Bp+1(
1
4 ) +Bp+1(
3
4 )
(p+ 1)!
∞∑
l=0
t
JabK
l ∂JabK,l+p
+
~2
2
p−1∑
l=0
(−1)l
(
120 · 2Bp+1
(p+ 1)!
∂J1K,l∂J1K,p−1−l + 120 ·
2Bp+1(
1
2 )
(p+ 1)!
∂J−1K,l∂J−1K,p−1−l
+10 · Bp+1(
1
10 ) +Bp+1(
9
10 )
(p+ 1)!
∂JaK,l∂JaK,p−1−l + 10 ·
Bp+1(
1
5 ) +Bp+1(
4
5 )
(p+ 1)!
∂Ja2K,l∂Ja2K,p−1−l
+10 · Bp+1(
3
10 ) +Bp+1(
7
10 )
(p+ 1)!
∂Ja3K,l∂Ja3K,p−1−l + 10 ·
Bp+1(
2
5 ) +Bp+1(
3
5 )
(p+ 1)!
∂Ja4K,l∂Ja4K,p−1−l
+6 · Bp+1(
1
6 ) +Bp+1(
5
6 )
(p+ 1)!
∂JbK,l∂JbK,p−1−l + 6 ·
Bp+1(
1
3 ) +Bp+1(
2
3 )
(p+ 1)!
∂Jb2K,l∂Jb2K,p−1−l
+4 · Bp+1(
1
4 ) +Bp+1(
3
4 )
(p+ 1)!
∂JabK,l∂JabK,p−1−l
)
.
〈chχ21 eJaK〉BEˆ81,1
= B2〈eJaK(eJ1Kψ¯22)〉BEˆ81,2 −
B2(
1
10 ) +B2(
9
10 )
2
〈eJaKψ¯11)〉BEˆ81,1 + 5 ·
B2(
1
10 ) +B2(
9
10 )
2
〈eJaKeJaKeJaK〉BEˆ80,3
+5 · B2(
2
5 ) +B2(
3
5 )
2
〈eJaKeJa4KeJa4K〉BEˆ80,3 + 3 ·
B2(
1
6 ) +B2(
5
6 )
2
〈eJaKeJbKeJbK〉BEˆ80,3
+3 · B2(
1
3 ) +B2(
2
3 )
2
〈eJaKeJb2KeJb2K〉BEˆ80,3 + 2 ·
B2(
1
4 ) +B2(
3
4 )
2
〈eJaKeJabKeJabK〉BEˆ80,3
=
20
24
B2 − 20
24
B2(
1
10
) + 5B2(
1
10
) · 1
2
+5B2(
2
5
) · 1
2
+ 3B2(
1
6
) · 1
2
+ 3B2(
1
3
) · 1
2
+ 2B2(
1
4
) (9)
= 0,
where we have used
〈eJaKψ¯〉BEˆ81,1 =
(
10〈eJaKeJaKeJaK〉BEˆ80,3 + 10〈eJaKeJa4KeJa4K〉BEˆ80,3
+6〈eJaKeJbKeJbK〉BEˆ80,3 + 6〈eJaKeJb2KeJb2K〉BEˆ80,3 + 4〈eJaKeJabKeJabK〉BEˆ80,3
)
〈ψ〉1,1
= (5 + 5 + 3 + 3 + 4) · 1
24
=
20
24
.
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〈chχ21 eJa2K〉BEˆ81,1
= B2〈eJa2K(eJ1Kψ¯22)〉BEˆ81,2 −
B2(
1
5 ) +B2(
4
5 )
2
〈eJa2Kψ¯11)〉BEˆ81,1 + 5 ·
B2(
1
10 ) +B2(
9
10 )
2
〈eJa2KeJaKeJaK〉BEˆ80,3
+5 · B2(
2
5 ) +B2(
3
5 )
2
〈eJa2KeJa4KeJa4K〉BEˆ80,3 + 2 ·
B2(
1
4 ) +B2(
3
4 )
2
〈eJaKeJabKeJabK〉BEˆ80,3
=
6
24
B2 − 6
24
B2(
1
5
) + 5B2(
1
10
) · 1
10
+5B2(
2
5
) · 1
10
+ 2B2(
1
4
)
= 0,
where we have used
〈eJa2Kψ¯〉BEˆ81,1 =
(
10〈eJa2KeJaKeJaK〉BEˆ80,3 + 10〈eJa2KeJa4KeJa4K〉BEˆ80,3 + 4〈eJa2KeJabKeJabK〉BEˆ80,3
)
· 1
24
=
6
24
.
〈chχ21 eJa3K〉BEˆ81,1
= B2〈eJa3K(eJ1Kψ¯22)〉BEˆ81,2 −
B2(
3
10 ) +B2(
7
10 )
2
〈eJa3Kψ¯11)〉BEˆ81,1 + 5 ·
B2(
1
5 ) +B2(
4
5 )
2
〈eJa3KeJa2KeJa2K〉BEˆ80,3
+5 · B2(
3
10 ) +B2(
7
10 )
2
〈eJa3KeJa3KeJa3K〉BEˆ80,3 + 3 ·
B2(
1
6 ) +B2(
5
6 )
2
〈eJa3KeJbKeJbK〉BEˆ80,3
+3 · B2(
1
3 ) +B2(
2
3 )
2
〈eJa3KeJb2KeJb2K〉BEˆ80,3 + 2 ·
B2(
1
4 ) +B2(
3
4 )
2
〈eJa3KeJabKeJabK〉BEˆ80,3
=
20
24
B2 − 20
24
B2(
3
10
) + 5B2(
1
5
) · 1
2
+5B2(
3
10
) · 1
2
+ 3B2(
1
6
) · 1
2
+ 3B2(
1
3
) · 1
2
+ 2B2(
1
4
)
= 0,
where we have used
〈eJa3Kψ¯〉BEˆ81,1 =
(
10〈eJa3KeJa2KeJa2K〉BEˆ80,3 + 10〈eJa3KeJa3KeJa3K〉BEˆ80,3 + 6〈eJa3KeJbKeJbK〉BEˆ80,3
+6〈eJa3KeJb2KeJb2K〉BEˆ80,3 + 4〈eJa3KeJabKeJabK〉BEˆ80,3
)
· 1
24
=
20
24
.
〈chχ21 eJa4K〉BEˆ81,1
= B2〈eJa4K(eJ1Kψ¯22)〉BEˆ81,2 −
B2(
2
5 ) +B2(
3
5 )
2
〈eJa4Kψ¯11)〉BEˆ81,1 + 5 ·
B2(
1
5 ) +B2(
4
5 )
2
〈eJa4KeJa2KeJa2K〉BEˆ80,3
+5 · B2(
3
10 ) +B2(
7
10 )
2
〈eJa4KeJa3KeJa3K〉BEˆ80,3 + 2 ·
B2(
1
4 ) +B2(
3
4 )
2
〈eJa4KeJabKeJabK〉BEˆ80,3
=
6
24
B2 − 6
24
B2(
2
5
) + 5B2(
1
5
) · 1
10
+5B2(
3
10
) · 1
10
+ 2B2(
1
4
)
= 0,
where we have used
〈eJa4Kψ¯〉BEˆ81,1 =
(
10〈eJa4KeJa2KeJa2K〉BEˆ80,3 + 10〈eJa4KeJa3KeJa3K〉BEˆ80,3 + 4〈eJa4KeJabKeJabK〉BEˆ80,3
)
· 1
24
=
6
24
.
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〈chχ21 eJbK〉BEˆ81,1
= B2〈eJbK(eJ1Kψ¯22)〉BEˆ81,2 −
B2(
1
6 ) +B2(
5
6 )
2
〈eJbKψ¯11)〉BEˆ81,1 + 5 ·
B2(
1
10 ) +B2(
9
10 )
2
〈eJbKeJaKeJaK〉BEˆ80,3
+5 · B2(
1
5 ) +B2(
4
5 )
2
〈eJbKeJa2KeJa2K〉BEˆ80,3 + 5 ·
B2(
3
10 ) +B2(
7
10 )
2
〈eJbKeJa3KeJa3K〉BEˆ80,3
+5 · B2(
2
5 ) +B2(
3
5 )
2
〈eJbKeJa4KeJa4K〉BEˆ80,3 + 3 ·
B2(
1
6 ) +B2(
5
6 )
2
〈eJbKeJbKeJbK〉BEˆ80,3
+3 · B2(
1
3 ) +B2(
2
3 )
2
〈eJbKeJb2KeJb2K〉BEˆ80,3 + 2 ·
B2(
1
4 ) +B2(
3
4 )
2
〈eJbKeJabKeJabK〉BEˆ80,3
=
36
24
B2 − 36
24
B2(
1
6
) +
5
2
(
B2(
1
10
) +B2(
1
5
) +B2(
3
10
) +B2(
2
5
)
)
+3B2(
1
6
) + 3B2(
1
3
) + 2B2(
1
4
)
= 0,
where we have used
〈eJbKψ¯〉BEˆ81,1 =
( 4∑
i=1
10〈eJbKeJaiKeJaiK〉BEˆ80,3 + 6〈eJbKeJbKeJbK〉BEˆ80,3
+6〈eJbKeJb2KeJb2K〉BEˆ80,3 + 4〈eJbKeJabKeJabK〉BEˆ80,3
)
· 1
24
=
36
24
.
〈chχ21 eJb2K〉BEˆ81,1
= B2〈eJb2K(eJ1Kψ¯22)〉BEˆ81,2 −
B2(
1
3 ) +B2(
2
3 )
2
〈eJb2Kψ¯11)〉BEˆ81,1 + 3 ·
B2(
1
6 ) +B2(
5
6 )
2
〈eJb2KeJbKeJbK〉BEˆ80,3
+3 · B2(
1
3 ) +B2(
2
3 )
2
〈eJb2KeJb2KeJb2K〉BEˆ80,3 + 2 ·
B2(
1
4 ) +B2(
3
4 )
2
〈eJb2KeJabKeJabK〉BEˆ80,3
=
6
24
B2 − 6
24
B2(
1
3
) +
1
2
B2(
1
6
) +
1
2
B2(
1
3
) + 2B2(
1
4
)
= 0,
where we have used
〈eJb2Kψ¯〉BEˆ81,1 =
(
6〈eJb2KeJbKeJbK〉BEˆ80,3 + 6〈eJb2KeJb2KeJb2K〉BEˆ80,3 + 4〈eJb2KeJabKeJabK〉BEˆ80,3
)
· 1
24
=
6
24
.
〈chχ21 eJabK〉BEˆ81,1
= B2〈eJabK(eJ1Kψ¯22)〉BEˆ81,2 −
B2(
1
4 ) +B2(
3
4 )
2
〈eJabKψ¯11)〉BEˆ81,1 + 3 ·
B2(
1
6 ) +B2(
5
6 )
2
〈eJabKeJbKeJbK〉BEˆ80,3
+3 · B2(
1
3 ) +B2(
2
3 )
2
〈eJabKeJb2KeJb2K〉BEˆ80,3 + 2 ·
B2(
1
4 ) +B2(
3
4 )
2
〈eJabKeJabKeJabK〉BEˆ80,3
=
16
24
B2 − 16
24
B2(
1
4
) + 3B2(
1
6
) + 3B2(
1
3
) + 2B2(
1
4
)
= 0,
where we have used
〈eJabKψ¯〉BEˆ81,1 =
(
6〈eJabKeJbKeJbK〉BEˆ80,3 + 6〈eJabKeJb2KeJb2K〉BEˆ80,3 + 4〈eJabKeJabKeJabK〉BEˆ80,3
)
· 1
24
=
16
24
.
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〈chχ21 eJ−1K〉BEˆ81,1
= B2〈eJ−1K(eJ1Kψ¯22)〉BEˆ81,2 −B2(
1
2
)〈eJ−1Kψ¯11)〉BEˆ81,1 + 2 ·
B2(
1
4 ) +B2(
3
4 )
2
〈eJ−1KeJabKeJabK〉BEˆ80,3
=
1
24
B2 − 1
24
B2(
1
2
) +
1
2
B2(
1
4
)
= 0,
where we have used
〈eJ−1Kψ¯〉BEˆ81,1 = 4〈eJ−1KeJabKeJabK〉BEˆ80,3 ·
1
24
=
1
24
.
B
B.1 The generalized divisor equation
In this section we give a divisor equation for the generalized correlators, i.e. the correlators with
ancestors and descendants mixed. We adopt the notations in [27] for the generalized correlators (see
also [30]). We denote the first Chern class of the cotangent line bundle at the i-th marked point on
Mg,n by φi, and use the same notation to denote the class by pulling back φi through the absolute
stabilization st : Mg,n(V, β) →Mg,n (defined for 2g − 3 + n ≥ 0) when no confusion should arise.
The formulae are stated for the non-equivariant theory, while the statements and the proofs extends
without difficulties to the equivariant theory (see the proof of theorem 21).
Theorem B.1. (A divisor equation for generalized correlators) Suppose γ ∈ H2(V ). Then for
2g − 2 +m > 0 we have
〈γ, τd1,e1γ1, · · · , τdm,emγm〉g,m+1,β
= (γ ∩ β)〈τd1,e1γ1, · · · , τdm,emγm〉g,m,β +
m∑
k=1
〈τd1,e1γ1, · · · , τdk−1,ek(γ ∪ γk), · · · , τdm,em〉g,m+1,β
+
m∑
k=1
∑
β1+β2=β
∑
a
±〈γ, τdk,0γk,∆a〉0,3,β1〈τd1,e1γ1, · · · , τ0,ek−1∆a, · · · , τdm,em〉g,m,β2 . (10)
Here (∆a) and (∆
a) are poincare´ dual bases of H∗(V ), and the sign arises from permuting γk with
γj for j < k.
Proof : For simplicity, we assume all classes are even classes. Consider the commutative diagram
Mg,S∪{0}(V, β)
st1

fV
//Mg,S(V, β)
st2

Mg,S∪{0}
f
//Mg,S
in which S = {1, · · · ,m}, fV and f are forgetting the 0-th marked point, st1 and st2 are the absolute
stabilization. For j ∈ S, let DVj (resp. Dj) be the divisor on Mg,S∪{0}(V, β) (resp. Mg,S∪{0})
representing the j-th section of fV (resp. f). We have
ψdj = (f
∗
V ψj)
d + [DVj ] · (f∗V ψj)d−1,
and
φdj = (f
∗φj)d + [Dj ] · (f∗φj)d−1
20
for ∀d ≥ 1 and j ∈ S. Thus
Jg,S∪{0}(V, β) ∩ ev∗0(γ)ev∗S(α)
∏
j∈S
ψ
dj
j φ
ej
j
= Jg,S∪{0}(V, β) ∩ ev∗0(γ)ev∗S(α)
∏
j∈S
(
(f∗V ψj)
dj + [DVj ] · (f∗V ψj)dj−1
)
st∗1
(
(f∗φj)ej + [Dj] · (f∗φj)ej−1
)
= Jg,S∪{0}(V, β) ∩ ev∗0(γ)ev∗S(α)
∏
j∈S
(f∗V ψj)
djst∗1(f
∗φj)ej
+Jg,S∪{0}(V, β) ∩ ev∗0(γ)ev∗S(α)
∑
k∈S,dk≥1
[DVk ]
∏
j∈S
f∗V ψ
dj−δkj
j st
∗
1(f
∗φj)ej
+Jg,S∪{0}(V, β) ∩ ev∗0(γ)ev∗S(α)
∑
k∈S,dk≥1
st∗1[Dk]
∏
j∈S
(
(f∗V ψj)
dj + [DVj ] · (f∗V ψj)dj−1
)
st∗1(f
∗φj)ej−δkj
= Jg,S∪{0}(V, β) ∩ ev∗0(γ)(fV )∗
(
α
∏
j∈S
ψ
dj
j φ
ej
j
)
+ Jg,S∪{0}(V, β) ∩ ev∗0(γ)
∑
k∈S,dk≥1
[DVk ](fV )
∗
(
α
∏
j∈S
ψ
dj−δkj
j φ
ej
j
)
+Jg,S∪{0}(V, β) ∩ ev∗0(γ)ev∗S(α)
∑
k∈S,dk≥1
st∗1[Dk]
∏
j∈S
ψ
dj
j φ
ej−δkj
j .
We push forward the first and the second summands in the last expression by fV . Since (fV )
∗Jg,S(V, β) =
Jg,S∪{0}(V, β), the projection formula gives the first and the second terms in (10). For the third
summand, we apply the Proposition 1.2.1 in [30] (See also [3]) and obtain the third term in (10).
Once one has known (10), one can give
Another proof : For simplicity we assume every (di, ei) = (0, 0) except for one. We also assume
all γi are even classes, so that we can ignore the signs. The general cases go the same way. Thus we
need to show
〈γ, γ1, · · · , γm, γm+1ψdφe〉g,m+2,β
= (γ ∩ β)〈γ1, · · · , γm, γm+1ψdφe〉g,m+1,β + 〈γ ∪ γm+1ψd−1φe, γ1, · · · , γm〉g,m+1,β
+
∑
β1+β2=β
〈γ, γm+1ψd,∆a〉0,3,β1〈∆aφe−1, γ1, · · · , γm〉g,m+1,β2 . (11)
We prove this by induction on e. When e = 0 this reduces to the divisor equation of gravitational
descendants. By (4) of [27], we have
〈γ, γ1, · · · , γm, γm+1ψd−1φe+1〉g,m+2,β
= 〈γ, γ1, · · · , γm, γm+1ψdφe〉g,m+2,β −
∑
β1+β2=β
〈γm+1ψd−1,∆a〉0,2,β1〈∆aφe, γ, γ1, · · · , γm〉g,m+2,β2
= (γ ∩ β)〈γ1, · · · , γm, γm+1ψdφe〉g,m+1,β +
∑
β1+β2=β
〈γ, γm+1ψd,∆a〉0,3,β1〈∆aφe−1, γ1, · · · , γm〉g,m+1,β2
+〈(γ ∪ γm+1)ψd−1φe, γ1, · · · , γm〉g,m+1,β −
∑
β1+β2=β
〈γm+1ψd−1,∆a〉0,2,β1〈∆aφe, γ, γ1, · · · , γm〉g,m+2,β2 ,
(12)
but ∑
β1+β2=β
〈γ, γm+1ψd,∆a〉0,3,β1〈∆aφe−1, γ1, · · · , γm〉g,m+1,β2
−
∑
β1+β2=β
〈γm+1ψd−1,∆a〉0,2,β1〈∆aφe, γ, γ1, · · · , γm〉g,m+2,β2
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=
∑
β1+β2=β
〈γ, γm+1ψd,∆a〉0,3,β1〈∆aφe−1, γ1, · · · , γm〉g,m+1,β2
−
∑
β1+β2=β
〈γm+1ψd−1,∆a〉0,2,β1(γ ∩ β2)〈∆aφe, γ1, · · · , γm〉g,m+1,β2
−
∑
β1+β2+β3=β
〈γm+1ψd−1,∆a〉0,2,β1〈∆a, γ,∆b〉0,3,β3〈∆bφe−1, γ1, · · · , γm〉g,m+1,β2
= −
∑
β1+β2=β
〈γm+1ψd−1,∆a〉0,2,β1(γ ∩ β2)〈∆aφe, γ1, · · · , γm〉g,m+1,β2 , (13)
in the last equality we have used (4a) in [27]. Thus
〈γ, γ1, · · · , γm, γm+1ψd−1φe+1〉g,m+2,β
= (γ ∩ β)〈γ1, · · · , γm, γm+1ψdφe〉g,m+1,β + 〈(γ ∪ γm+1)ψd−1φe, γ1, · · · , γm〉g,m+1,β
−
∑
β1+β2=β
〈γm+1ψd−1,∆a〉0,2,β1(γ ∩ β2)〈∆aφe, γ1, · · · , γm〉g,m+1,β2 . (14)
On the other hand, still by (4) of [27] and the divisor equation for gravitational descendants, for
d ≥ 2 we have
(γ ∩ β)〈γ1, · · · , γm, γm+1ψd−1φe+1〉g,m+1,β + 〈γ ∪ γm+1ψd−2φe+1, γ1, · · · , γm〉g,m+1,β
+
∑
β1+β2=β
〈γ, γm+1ψd−1,∆a〉0,3,β1〈∆aφe, γ1, · · · , γm〉g,m+1,β2
= (γ ∩ β)
(
〈γ1, · · · , γm, γm+1ψdφe〉g,m+1,β −
∑
β1+β2=β
〈γm+1ψd−1,∆a〉0,2,beta1〈∆aφe, γ1, · · · , γm〉g,m+1,β2
)
+〈γ ∪ γm+1ψd−2φe+1, γ1, · · · , γm〉g,m+1,β
+
∑
β1+β2=β
(γ ∩ β1)〈γm+1ψd−1,∆a〉0,2,β1〈∆aφe, γ1, · · · , γm〉g,m+1,β2
+
∑
β1+β2=β
〈(γ ∪ γm+1)ψd−2,∆a〉0,2,β1〈∆aφe, γ1, · · · , γm〉g,m+1,β2
= (γ ∩ β)〈γ1, · · · , γm, γm+1ψdφe〉g,m+1,β −
∑
β1+β2=β
〈γm+1ψd−1,∆a〉0,2,β1(γ ∩ β2)〈∆aφe, γ1, · · · , γm〉g,m+1,β2
+
(
〈γ ∪ γm+1ψd−2φe+1, γ1, · · · , γm〉g,m+1,β +
∑
β1+β2=β
〈(γ ∪ γm+1)ψd−2,∆a〉0,2,β1〈∆aφe, γ1, · · · , γm〉g,m+1,β2
)
.
(15)
Comparing (14) and (19) we see that (12) holds for e+ 1. The case of d = 1 is similar.
We need only the ancestor divisor equation. Let γ0, γ1, · · · , γn−1 be a basis of H∗(V ), with
γ1, · · · , γs a basis of H2(V ), such that 〈γi, βj〉 = δi,j for 1 ≤ i, j ≤ s. Let q1, · · · , qs be the
corresponding Ka¨hler parameter. For d = d1β1 + · · · dsβs, write qd = qd11 · · · qdss . Let τ = t1γ1 +
· · ·+ tsγs.
For 0 ≤ i, j ≤ n− 1,
∑
m≥0
∑
d≥0
1
m!
〈τ, · · · , τ, γi, γj , t˜
αγα
z − φ〉0,m+3,dq
d
= exp
( s∑
k=1
tkqk
∂
∂qk
+
∑
d≥0
〈 t˜
αγα
z
, τ, γβ
∂
∂t˜β
〉0,3,dqd
)∑
d≥0
〈 t˜
αγα
z
, γi, γj〉0,3,dqd,
where the Greek subscripts suggest the Einstein’s convention, i.e. a summation over {0, · · · , n− 1}.
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We denote the small quantum product by ⋆, then
∑
m≥0
∑
d≥0
1
m!
〈τ, · · · , τ, γi, γj, γα
z − φ 〉0,m+3,dq
dγα = exp
( s∑
k=1
tkqk
∂
∂qk
+
τ
z
⋆
)∑
d≥0
γi ⋆ γj
z
.
When γi and γj are also divisor classes, summing over all of them, we obtain
z + τ +
∑
m≥0
∑
d≥0
1
m!
〈τ, · · · , τ, γα
z − φ〉0,m+1,dq
dγα = z exp
( s∑
k=1
tkqk
∂
∂qk
+
τ
z
⋆
)
1.
Remark B.1. For a hard-Lefschetzian orbifold X and a crepant resolution Y , assuming that the
crepant resolution conjecture holds for the ancestor correlators (see the introduction for the mean-
ing of the analytic continuations), one can determine the ancestor correlators (in the absolute stable
range) of Y from those of X as follows.
We use the same notations as above. For simplicity we assume all the classes β1, · · · , βs ∈ H2(Y )
are contracted in π : Y → X , where X is the coarse moduli of X . To determine the correlators
〈τ0,k1γl1 , · · · , τ0,kmγlm〉g,n,d is equivalent to determine the series∑
d≥0
〈τ0,k1γ1, · · · , τ0,kmγlm〉g,m,dqd, (16)
thus is equivalent to determine its Taylor expansion at (q1, · · · , qs) = (ω1, · · · , ωs), where ωi is the
number at which qi takes values (after analytic continuations) to make correspondences with the
correlators of X . The value of (16) at (q1, · · · , qs) = (ω1, · · · , ωs), where ωi is determined by the
corresponding correlator of X . Furthermore, by the ancestor divisor equation, we have for 1 ≤ i ≤ s∑
d≥0
〈τ0,0γiτ0,k1γl1 , · · · , τ0,kmγlm〉g,m,dqd
= qi
d
dqi
∑
d≥0
〈τ0,k1γ1, · · · , τ0,kmγm〉g,m,dqd
+
m∑
j=1
∑
d≥0
〈τ0,k1γl1 , · · · , τ0,kj−1(γi ⋆ γlj ) · · · τ0,kmγlm〉g,m,dqd.
By the crepant resolution conjecture, taking (q1, · · · , qs) = (ω1, · · · , ωs), the LHS and the second
group of terms of the RHS are determined by the correlators of X . The operator qi ddqi = (qi −
ωi)
d
d(qi−ωi)+ωi
d
d(qi−ωi) gives the coefficient of qi−ωi in the Taylor expansion of (16) at (q1, · · · , qs) =
(ω1, · · · , ωs). In the same way we can determine the other coefficients inductively.
B.2 Analytic continuation of the ancestor J-function of ̂[C2/Z2]
For Y = ̂[C2/Z2], let γ0 = 1, γ1 be the equivariant chern class of the equivariant line bundle with
weight −λ1 and −λ2 at the two fixed points, as in [9]. We have seen in the last section that
JAnY /e
t0
z = z exp
(
t1q
∂
∂q
+
t1γ1
z
⋆
)
1, (17)
where (cf.[9])
γ1 ⋆ γ1 = −λ1λ2γ0 − 1 + q
1− q (λ1 + λ2)γ1.
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On the other hand, the I-function of X = [C2/Z2] is given by
IX /e
x0
z = zδ0 + x1δ 1
2
+
λ1λ2x
2
1
2z
δ0 +
λ1λ2
z
∑
k≥2
∏
1≤r≤k−1
(
λ1
z
− r)(λ2
z
− r) x
2k
1
(2k)!
δ0
+
∑
k≥1
∏
0≤r≤k−1
(
λ1
z
− (r + 1
2
))(
λ2
z
− (r + 1
2
))
x2k+11
(2k + 1)!
δ 1
2
, (18)
and after the change of variables
τ0 = x0,
τ1 =
∑
k≥0
((k − 12 )!)2
(2k + 1)!
x2k+11 = 2 arcsin(
x1
2
),
we have the equality IX = JX , where JX is given by
JX (τ, z)/e
τ0
z = z + τ1δ 1
2
+
∑
m≥0
1∑
k=0
1
m!
〈τ1δ 1
2
, · · · , τ1δ 1
2
,
δk
z − ψ 〉
X
0,m+1δ
k
=
[
z +
∑
r≥1
2λ1λ2
zr
∑
m≥2
(τ1)m
m!
〈δ 1
2
, · · · , δ 1
2
, δ0ψ
r−1〉X0,m+1
]
δ0
+
[
τ1 +
∑
r≥1
2
zr
∑
m≥2
(τ1)m
m!
〈δ 1
2
, · · · , δ 1
2
, δ 1
2
ψr−1〉X0,m+1
]
δ 1
2
since δ0 = 2λ1λ2δ0, δ
1
2 = 2δ 1
2
. Our goal is to show
Theorem B.2. JAnY = JX after the continuation of q from 0 to −1 (along the negative real axis),
and the change of variables and cohomology classes t0 = τ0, t1 =
√−1τ , γ0 = δ0 = 1,γ1 = −
√−1δ 1
2
.
Thus it suffices to compare the RHS of (17) after analytic continuations and the RHS of (18).
For example, we expand the RHS of (17) up to (t1)4,
JAnY /e
t0
z =
[
− λ1λ2(t
1)2
z2
+
1 + q
1− q (λ1 + λ2)λ1λ2
(t1)3
z3
+(t1)4
( 4q
(1− q)2
(λ1 + λ2)λ1λ2
z3
−
(
(1+q1−q )
2(λ1 + λ2)
2 − λ1λ2
)
λ1λ2
z4
)]
γ0
+
[ t1
z
− 1 + q
1− q
(λ1 + λ2)(t
1)2
z2
+
(
− 2q
(1− q)2
(λ1 + λ2)(t
1)3
z2
+
(
(
1 + q
1− q )
2(λ1 + λ2)
2 − λ1λ2
) (t1)3
z3
)
+(t1)4
(
− 2q(1 + q)
(1− q)3
λ1 + λ2
z2
+
6q(1 + q)
(1− q)3
(λ1 + λ2)
2
z3
+
2(1+q)
1−q (λ1 + λ2)λ1λ2 − (1+q1−q )3(λ1 + λ2)3
z4
)]
γ1 +O(t
5).
A simple and crucial observation:
In this expression, analytic continuation from q = 0 to q = −1 along the negative real axis means
no other than directly take q = −1. (∗)
Thus it’s not hard to see that, after this specification of q and the change of variables
t1 = 2
√−1 arcsin(x1
2
), (19)
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JAnY /e
t0
z coincides with the RHS of (18) up to x41. In general, we cannot give a closed formula for
the RHS of (17). However, setting JAnY /e
t0
z = Φ0γ0+Φ1γ1, we have a quantum differential equation
(QDE for short)
q
∂
∂q
(
Φ0
Φ1
)
=
(
∂
∂t1
λ1λ2
z
− 1z ∂∂t1 + (1+q)(λ1+λ2)(1−q)z
)(
Φ0
Φ1
)
. (20)
Along every characteristic curve q = µe−t
1
of the differential operator q ∂∂q − ∂∂t1 , having known the
initial value at t1 = 0
JAnY /e
t0
z |t1=0 = z, (21)
we can integrate the corresponding ODE to obtain the value of JAnY /e
t0
z at q = −1. Varying µ, by
the observation (∗), we obtain the analytic continuation we need. This is our strategy.
B.3 Integrating the QDE
From (20) we easily get
q2
d2
dq2
Φ0 +
(
1− 1 + q
1− q
λ1 + λ2
z
)
q
d
dq
Φ0 +
λ1λ2
z2
Φ0 = 0.
Make the change of variables (the mirror map)
q = −ei·2 arcsin y2 = y
2
2
− 1− y
√
y2
4
− 1,
we obtain
(
y2
4
− 1) d
2
dy2
Φ0 + (
1
4
+
λ1 + λ2
2z
)y
d
dy
Φ0 +
λ1λ2
z2
Φ0 = 0,
i.e., [
(
y
2
d
dy
+
λ1
z
)(
y
2
d
dy
+
λ2
z
)− d
2
dy2
]
Φ0 = 0.
Note that y = 0 is an ordinary point of this differential equation. Let
Φ0 =
∑
k≥0
cky
k,
we have
k(k − 1)
4
ck − (k + 2)(k + 1)ck+2 + (1
4
+
λ1 + λ2
2z
)kck +
λ1λ2
z2
ck = 0,
which implies
ck+2 =
(k2 +
λ1
z )(
k
2 +
λ2
z )
(k + 2)(k + 1)
ck.
Thus
Φ0 = c0
∑
k≥0
y2k
(2k)!
k∏
r=1
(
λ1
z
+ r − 1)(λ2
z
+ r − 1) + c1
∑
k≥0
y2k+1
(2k + 1)!
k∏
r=1
(
λ1
z
+ r − 1
2
)(
λ2
z
+ r − 1
2
),
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and
Φ1 = − z
λ1λ2
√
y2
4
− 1
[
c0
∑
k≥1
y2k−1
(2k − 1)!
k∏
r=1
(
λ1
z
+ r − 1)(λ2
z
+ r − 1)
+c1
∑
k≥0
y2k
(2k)!
k∏
r=1
(
λ1
z
+ r − 1
2
)(
λ2
z
+ r − 1
2
)
]
.
Since Φ1|y=x = 0, we have
c0 = C ·
∑
k≥0
x2k
(2k)!
k∏
r=1
(
λ1
z
+ r − 1
2
)(
λ2
z
+ r − 1
2
),
c1 = −C ·
∑
k≥1
x2k−1
(2k − 1)!
k∏
r=1
(
λ1
z
+ r − 1)(λ2
z
+ r − 1),
where C = C(x;λ1, λ2, z) is a function to be determined. Since Φ0|y=x = z, we have
C = z
/[(∑
k≥0
x2k
(2k)!
k∏
r=1
(
λ1
z
+ r − 1
2
)(
λ2
z
+ r − 1
2
)
)(∑
k≥0
x2k
(2k)!
k∏
r=1
(
λ1
z
+ r − 1)(λ2
z
+ r − 1)
)
−
(∑
k≥1
x2k−1
(2k − 1)!
k∏
r=1
(
λ1
z
+ r − 1)(λ2
z
+ r − 1)
)(∑
k≥0
x2k+1
(2k + 1)!
k∏
r=1
(
λ1
z
+ r − 1
2
)(
λ2
z
+ r − 1
2
)
)]
.
Consequently,
Φ0|y=0 = C ·
∑
k≥0
x2k
(2k)!
k∏
r=1
(
λ1
z
+ r − 1
2
)(
λ2
z
+ r − 1
2
),
Φ1|y=0 = z
√−1
λ1λ2
C ·
∑
k≥1
x2k−1
(2k − 1)!
k∏
r=1
(
λ1
z
+ r − 1)(λ2
z
+ r − 1).
We need the following
Lemma B.1.
C ·
∑
k≥0
x2k
(2k)!
k∏
r=1
(
λ1
z
+ r − 1
2
)(
λ2
z
+ r − 1
2
)
= z
∑
k≥0
x2k
(2k)!
k∏
r=1
(
λ1
z
− r + 1)(λ2
z
− r + 1), (22)
and
z
λ1λ2
C ·
∑
k≥1
x2k−1
(2k − 1)!
k∏
r=1
(
λ1
z
+ r − 1)(λ2
z
+ r − 1)
=
∑
k≥0
x2k+1
(2k + 1)!
k∏
r=1
(
λ1
z
− r + 1
2
)(
λ2
z
− r + 1
2
). (23)
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Proof : Let
f1(a, b, x) =
∑
k≥0
x2k
(2k)!
k∏
r=1
(a+ r − 1)(b+ r − 1),
f2(a, b, x) =
∑
k≥0
x2k+1
(2k + 1)!
k∏
r=1
(a+ r − 1
2
)(b + r − 1
2
),
f3(a, b, x) =
∑
k≥0
x2k
(2k)!
k∏
r=1
(a− r + 1)(b− r + 1),
f4(a, b, x) =
∑
k≥0
x2k+1
(2k + 1)!
k∏
r=1
(a− r + 1
2
)(b − r + 1
2
).
Then
C =
z
f ′2(
λ1
z ,
λ2
z , x)f1(
λ1
z ,
λ2
z , x)− f ′1(λ1z , λ2z , x)f2(λ1z , λ2z , x)
,
where ′ = ∂∂x . It reduces to show
(f ′2f1 − f ′1f2)f3 = f ′2, (24)
and
ab(f ′2f1 − f ′1f2)f4 = f ′1. (25)
From the equation
(
x2
4
− 1) d
2
dx2
f2 + (
1
4
+
a+ b
2
)x
d
dx
f2 + abf2 = 0,
we easily obtain [
(
x2
4
− 1) d
2
dx2
+ (
3
4
+
a+ b
2
)x
d
dx
+ (a+
1
2
)(b +
1
2
)
]
f ′2 = 0.
We need only to show that the LHS of (24) satisfies the same differential equation, for it is easily
seen that the two handsides of (24) have the same initial values. So we come to show[
(
x2
4
− 1) d
2
dx2
+ (
3
4
+
a+ b
2
)x
d
dx
+ (a+
1
2
)(b +
1
2
)
]
(f ′2f1 − f ′1f2)f3 = 0.
But [
(
x2
4
− 1) d
2
dx2
+ (
3
4
+
a+ b
2
)x
d
dx
+ (a+
1
2
)(b+
1
2
)
]
(f ′2f1 − f ′1f2)f3
= (
x2
4
− 1)
[
(f ′′′2 f1 + f
′′
2 f
′
1 − f ′2f ′′1 − f2f ′′′1 )f3
+2(f ′′2 f1 − f2f ′′1 )f ′3 + (f ′2f1 − f2f ′1)f ′′3
]
+(
3
4
+
a+ b
2
)x
[
(f ′′2 f1 − f2f ′′1 )f3 + (f ′2f1 − f2f ′1)f ′3
]
+(a+
1
2
)(b+
1
2
)
]
(f ′2f1 − f ′1f2)f3
= f1f3
[
(
x2
4
− 1)f ′′′2 + (
3
4
+
a+ b
2
)x(f ′′2 + (a+
1
2
)(b +
1
2
)f ′2
]
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−f2f3
[
(
x2
4
− 1)f ′′′1 + (
3
4
+
a+ b
2
)x(f ′′1 + (a+
1
2
)(b +
1
2
)f ′1
]
+(
x2
4
− 1)
[
(f ′′2 f
′
1 − f ′2f ′′1 )f3 + 2(f ′′2 f1 − f2f ′′1 )f ′3 + (f ′2f1 − f2f ′1)f ′′3
]
+(
3
4
+
a+ b
2
)x(f ′2f1 − f2f ′1)f ′3
= (
x2
4
− 1)
[
(f ′′2 f
′
1 − f ′2f ′′1 )f3 + 2(f ′′2 f1 − f2f ′′1 )f ′3 + (f ′2f1 − f2f ′1)f ′′3
]
+(
3
4
+
a+ b
2
)x(f ′2f1 − f2f ′1)f ′3.
Note that
(
x2
4
− 1)f ′′2 = −(
1
4
+
a+ b
2
)x
d
dx
f2 − abf2,
(
x2
4
− 1)f ′′1 = −(
1
4
+
a+ b
2
)x
d
dx
f1 − abf1,
so we have
f ′′2 f
′
1 − f ′2f ′′1 = ab(f ′2f1 − f2f ′1),
and
f ′′2 f1 − f2f ′′1 = −(
1
4
+
a+ b
2
)x(f ′2f1 − f2f ′1).
Thus [
(
x2
4
− 1) d
2
dx2
+ (
3
4
+
a+ b
2
)x
d
dx
+ (a+
1
2
)(b +
1
2
)
]
(f ′2f1 − f ′1f2)f3
= ab(f ′2f1 − f2f ′1)f3 − 2(
1
4
+
a+ b
2
)x(f ′2f1 − f2f ′1)f ′3
+(
x2
4
− 1)(f ′2f1 − f2f ′1)f ′′3 + (
3
4
+
a+ b
2
)x(f ′2f1 − f2f ′1)f ′3
= (f ′2f1 − f2f ′1)
(
(
x2
4
− 1)f ′′3 + (
1
4
− a+ b
2
)xf ′3 + abf3.
)
.
But
x2
(
(
x2
4
− 1) d
2
dx2
+ (
1
4
− a+ b
2
)x
d
dx
+ ab
)
= x
d
dx
(x
d
dx
− 1)− x2(a− x
2
d
dx
)(b − x
2
d
dx
),
which is the hypergeometric operator that annihilate f3. Thus we have proven (24). Exactly the
same procedure applies for (25).
By the above lemma and the discussions in the last section, we complete the proof of theorem
B.2.
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