Here D 1,2 0 is the completion of the space of smooth functions with compact support, with norm ∇ · 2 . Here and throughout this note · p will be the standard L p norm in R n , the number 2 * = 2n n−2 and the dimension n ≥ 3. The constant S will be the best possible. In [TA] Talenti proved that we have equality in (0.1) if and only if there are constants c ∈ R , λ ∈ R + and y ∈ R n so that ϕ(x) = cU λ,y (x) = cλU (λ 2 n−2 (x − y)). Here and throughout this paper we will take U (x) = k 0 (1 + |x| 2 )
2 , where k 0 is choosen so that ∇U 2 = 1. Thus the extremal functions of (0.1) consists of an n + 2 dimensional manifold M ⊂ D 1,2 0 . Define the distance between this manifold and a function ϕ ∈ D 1,2 0 as
In this note we prove the following result.
Theorem. There is a positive constant α depending only on the dimension n so that
Furthermore the result is sharp in the sense that it is false if the left hand side is replaced with
, where β < 2.
This Theorem answers a question posed by Brezis and Lieb [BL] (Question (c) on page 75).
There are other related results. In [BN] Brezis and Nirenberg proved that if q < n n−2 then there is positive number A depending only on the dimension, q and the bounded domain Ω such that
A simple scaling shows that it is important to have Ω bounded. Furthermore, the result is sharp in the sense that it is not true if q = n n−2 . However, the following refinement is proved in [BL] ;
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Here · q, w is the weak L q -norm. In Section 2 we will give an alternative proof of this inequality based on the Theorem above.
The following generalization of the result in [BN] was obtained by Egnell, Pacella and Tricarico [EPT] .
If n > p > 1 and q < n(p−1) n−p then there is a positive number A depending only on n, q, p and the bounded domain Ω such that
Here p * = np n−p is the critical exponent in the Sobolev imbedding theorem and S p p is the best constant. Furthermore, the inequality fails if q = n(p−1) n−p . However, the extension of the result obtained by Brezis and Lieb when p = 2 is still open. Also it seems hard to generalize the Theorem proved in this note to general p. We believe however that the following inequality is true for some positive α
This inequality would imply an extension of (0.2) to general p.
Proof of the Theorem.
The main ingredient in the proof of the Theorem is contained in the Lemma below, where the behaviour near M is studied.
Lemma 1. There is a constant α, depending only on the dimension, such that
It is easy to verify that the infimum above is attained at a point (c 0 , λ 0 , y 0 ) ∈ R×R + ×R n , with c 0 = 0.
Since M \ {0} is a smooth manifold we must have (ϕ − c 0 U λ 0 ,y 0 ) ⊥ TM c 0 U λ 0 ,y 0 . Furthermore, the tangent space is easy to calculate
In Lemma A1 in the Appendix we prove that the first and the second eigenspace of the operator
Furthermore, the spectrum is discrete and hence we have by the min-max characterization of the eigenvalues
with equality if w is the third eigenfunction. In Lemma A1 we also show that λ 1 = S 2 * , λ 2 = (2 * − 1)S 2 * and that all eigenvalues are independent of λ 0 and y 0 .
Thus the tangent space TM c 0 U λ 0 ,y 0 is just the sum of the first and the second eigenspaces of the operator L λ 0 , y 0 .
Since
Finally we obtain the desired expansion
Thus the Lemma holds with
). To see that this is the best possible result we can argue as follows. Now the same argument as above yields
Now we are ready for the proof of the main Theorem.
Proof of the Theorem: The fact that the result is sharp follows from the last part of the proof of the Lemma above. Assume that the Theorem is not true. Then we can find a sequence {ϕ m } such that
By homogeniety we can assume that ∇ϕ m 2 = 1, and after selecting a subsequence we can also assume that 
This gives us the desired contradiction.
A new proof of (0.2).
In this Section we will give a proof of (0.2) which is based on the Theorem proved in the present paper.
By spherical symmetrization it is enough to prove that
Here R Another equivalent norm is
where q is the conjugate exponent of q. Assume that (2.1) is not true, then there is a sequence ϕ m in R 
Since the support of ϕ m is contained in the unit ball we get
On the other hand we have with a m = U λ m (1)
. Here g + denotes the positive part of a function g.
Thus combining (2.2), (2.3) and (2.4), the Theorem yields a contradiction and the result follows. Proof: A simple scaling argument shows that the eigenvalues do not depend on λ and y. Thus we can assume that λ = 1, y = 0 and hence U λ,y = U . We want to solve the eigenvalue problem ∆v + λU Let us start with (A.1). The first eigenvalue is µ 1 = 0 and the corresponding eigenfunction is the constant function. The second eigenvalue is µ 2 = n − 1 and the corresponding eigenspace is n-dimensional and spanned by 
Appendix

Consider the operator
L λ,y = U 2−2 * λ,y ∆ on L 2 (U 2 * −2 λ,y ). Since the imbedding D 1,2 0 → L 2 (U 2 * −2 λ,y ) is compact, the spectrum is discrete. Lemma A1. Let λ i , i = 1, 2, 3 . . . ,2 * −2 v = 0 , v ∈ D 1,2 0 . Put v = R(r)Y (θ),
