We address a multi-item capacitated lot-sizing problem with setup times and shortage costs that arises in real-world production planning problems. Demand cannot be backlogged, but can be totally or partially lost. The problem is NP-hard. A mixed integer mathematical formulation is presented. Our approach in this paper is to propose some classes of valid inequalities based on a generalization of Miller et al. [26] and Marchand and Wolsey [24] results. We also describe fast combinatorial separation algorithms for these new inequalities. We use them in a branch-and-cut framework to solve the problem. Some experimental results showing the effectiveness of the approach are reported.
Introduction
The Multi-item Capacitated Lot-sizing Problem with with Setup times and Shortage costs called MCLSSP is a production planning problem in which there is a time-varying demand for a set of N items denoted I = {1, 2, · · · , N} over T periods. The production should satisfy a restricted capacity and must take into account a set of additional constraints. Indeed, launching the production of an item i at a given period t for a demand requirement dit involves a variable capacity vit and a fixed consumption of resource fit usually called setup time in lot-sizing literature. The total available capacity at period t is ct. The production should also satisfy lot-sizing constraints. For each period t, an inventory cost γit is attached to each item i as well as a variable unit production cost αit and a setup cost βit. The problem has the distinctive feature of allowing requirement shortages because we deal with problems with tight capacities. Indeed, when we are in lack of capacity to produce the total demand, we try to spread the capacity among the items by minimizing the total amount of demand shortages. Thus, we introduce in the model a unit cost parameter ϕit for item i at period t for the requirement not met regarding the demand. These costs should be viewed as penalty costs and their values are very high in comparison with other cost components. To try to meet the demand for an item i at period t, we could anticipate the production over some periods of time. Therefore, σit denote the last period at which an item i produced at period t can be consumed. The problem MCLSSP is to find a production planning that minimizes the demand shortage, the setup, the inventory and the production costs. Originally, the motivation for designing a branchand-cut algorithm to solve the MCLSSP was to try to deal with real-world instances where the capacities were tight and were the most important objective was to try to meet the maximum
Formulation of the MCLSSP problem
In this section we present a MIP formulation of the MCLSSP problem, which is an extension of the classical formulation of the MCLSP problem previously studied by Miller [25] and Trigeiro et al. [36] . This model is usually called aggregated model, see [9] . Other formulations are studied in the literature. We can mention the facility location-based formulation introduced by Krarup and Bilde [18] and the shortest path formulation proposed by Evans [14] .
In the sequel of the paper, we consider that i = 1, . . . , N and t = 1, . . . , T . We set xit as the quantity of item i produced at period t. To deal with the fixed setup times and costs, we need also to define yit as a binary variable equal to 1 if item i is produced at period t (i.e. if xit > 0). The variable sit is the inventory value for item i at the end of period t. The demand shortage for item i at period t is modeled by a non-negative variable rit added to the production variables xit with a very high unit penalty cost in the objective function, because the main goal is to satisfy the customer and thus to have the minimum amount of the requirements not met. We can notice that rit = −(si,t−1 + xit) + dit if rit > 0 and 0 otherwise.
subject to:
fityit ≤ ct, t = 1, . . . , T.
xit ≤ min 
yit ∈ {0, 1} , i = 1, . . . , N, t = 1, . . . , T
The objective function (1) minimizes the total cost induced by the production plan (unit production costs, inventory costs, shortage costs and setup costs). Constraints (2) are the flow conservation of the inventory through the planning horizon. Constraints (3) are the capacity constraints, the overall consumption must remain lower than the available capacity. If we produce an item then the production must not exceed a maximum production level, this condition is ensured by constraints (4). Indeed, the maximum production is the minimum between the maximum quantity of the item that we can produce and the total requirement on section [t, . . . , σit] of the horizon. We recall that σit denote the last period at which an item i produced at period t can be consumed. Constraints (5) define upper bounds on the requirement not met for item i on period t. Constraints (6) and (7) characterize the variable's domain: xit, sit and rit are non-negative for i = 1, . . . , N and t = 1, . . . , T and yit is a binary variable for i = 1, . . . , N and t = 1, . . . , T .
In the sequel of the paper, we refer to valid inequalities for the set defined by (2) − (7) as valid for MCLSSP.
Single-period relaxation of the MCLSSP problem
Based on the formulation of the MCLSSP problem described in section 1, we define a simplified sub-model obtained by considering a single time period relaxation. This is particularly useful to derive valid inequalities for the MCLSSP problem. The goal of this relaxation is not to solve each period separately by considering only the demand of the current period but is to provide strong valid inequalities for the single-period problem that are also valid for the initial problem taking into account aggregated demands. This is done by allowing anticipations on production.
This model is called the single-period relaxation of the MCLSSP with preceding inventory [25] . Our approach is similar to the one used by Constantino [11] and Miller [25] to derive a set of valid inequalities for the MCLSP problem based on a single-period relaxation.
In this relaxation, the production over a given period could satisfy the requirement of a section of consecutive periods. Consequently, for each period t = 1, . . . , T and each item i = 1, . . . , N we use the parameter σit previously defined with σit = 1, . . . , T . This will enable us to create a mathematical model for each period t = 1, . . . , T which captures the interaction between the tight capacity in one hand and the requirements, the productions and the setups on the other hand from period t to σit, for each item i = 1, . . . , N. Here our goal is to derive valid inequalities for MCLSSP by considering simplified models obtained from a single time period relaxation with preceding inventory. 
are valid for MCLSSP.
Proof. Summing the constraints (2) over the section of horizon [t, . . . , σit] gives:
The variable xit can be redefined by considering the period where the production is really consumed. This reformulation is called the facility location-based formulation introduced initially by Krarup and Bilde [18] . Therefore, we denote w itt with t ∈ [t, σit] the quantity of the item i produced at period t (t = 0) and consumed at period t . The variables wi0t then represent the opening inventory of item i at the beginning of the horizon which will be consumed at period t. We will have:
and
By replacing (10) and (11) in (9), we get for each i = 1, . . . , N and t = 1, . . . , T :
Moreover:
In the sequel of the paper, we denote by SPMCLSSP the Single-Period relaxation of the problem MCLSSP where (2) is replaced by (8) . As previously mentioned, we refer to valid inequalities for the set defined by (3) 
Since we work on a single-period in SPMCLSSP and given that each period will be considered separately, it may be more convenient to remove the temporal index in the previous expression to facilitate the reading of the remaining mathematical formulations.
The inequalities (8) are written:
3 Valid (l, S) inequalities for the problem SPMCLSSP
To introduce the (l, S) inequalities for SPMCLSSP, let us define the following problem denoted MCLSP by:
The problem MCLSP is a simplified version of MCLSSP with vit equal to 1 and no demand shortage allowed, so that the variables rit are set to zero.
We denote:
• SPMCLSP the single-period relaxation of MCLSP with (19) replaced by: xi + si ≥ di. We recall that the temporal index is removed.
• ULSP the uncapacitated version of the single-item relaxation of MCLSP. In this problem, the cacapity constraints linking the items are removed. Thus, each item is considered separately and the item index is useless.
Barany et al. [4, 5] proved that a complete polyhedral description of the convex hull of the ULSP is given by some inequalities from the basic LP relaxation of the standard MIP formulation together with the (l, S) inequalities. The (l, S) inequalities are expressed as :
The authors reported good computational results for multi-item capacitated lot-sizing problems using the (l, S) inequalities within a branch-and-cut scheme. (Miller et al. [26] )
Proposition 2. (l, S) inequalities for the SPMCLSP,
are facet-inducing for the SPMCLSP.
Pochet and Wolsey [33] introduced the (k, l, S, I) inequalities for the single-item lot-sizing problem with constant capacity and they showed that these are nontrivial facets of its convex hull. The (k, l, S, I) inequalities can be expressed in the following general form:
where for any k and l such that 1
, B0 ∈ R+ and Bt ∈ R+ (t ∈ V ). Bt are defined with respect to the demand and the capacity. For more details, the reader can refer to [33] .
Without loss of generality, we can modify the inequalities (8) 
Proof. The proof is similar to the proof of proposition 1.
The inequalities (24) are called the (l, S) inequalities for the problem SPMCLSSP.
Separation heuristic for (l, S) inequalities
In this section, we present a fast combinatorial separation heuristic to create (l, S) inequalities for the MCLSSP problem. According to the proposition 3, the (l, S) inequalities (24) are valid for MCLSSP. We recall the expression of these inequalities:
The idea of the separation heuristic is to create a set U ⊂ [t, . . . , σit] for each item i and for each period t for generating an (l, S) inequality for the MCLSSP problem. We add t to U if δ i t ,σ it y it < x it or to the set V otherwise. We illustrate this principle in the following algorithm:
while (t ≤ T ) do 4: t ← t + 1 5:
end if 11: t ← t + 1 12: end while 13: if (The inequality (24) based on S, U and T is violated) then 14: Add the inequality (24) at the current node.
15:
end if 16: t ← t + 1 17: end while 18: i ← i + 1 19: end while
We can notice that the separation heuristic for the (l, S) inequalities is in O(NT 2 ).
Cover and reverse cover inequalities for the SPM-CLSSP
In this section, we generalize some results on the cover and reverse cover inequalities defined by Miller et al. [26] .
Definition 1. (Cover) A subset of items S of I is known as "cover" of the problem SPMCLSSP if:
For the cover S, λs expresses the lack of capacity when all the items of S are produced. Indeed, if λs > 0 then the total requirements of all the items of S are strictly higher than the available capacity.
Proposition 4. (Cover inequalities)
The inequality
is valid for SPMCLSSP.
Proof. The proof is similar to the one presented in Miller et al. [26] by adding the demand shortage variables e ri as well as the variable resource consumption vi. The inequalities (17) can be written:
Then:
If all the items of S are produced, yi = 1 ∀i ∈ S, from (3) we get:
" − c by λS we get:
We define a set S 0 = {i ∈ S : yi = 0} that represents the items in S that are not produced.
If˛S 0˛= 1, we have exactly one item i ∈ S such that y i = 0. From (27) we can write:
We know that:
Thus, from (28) and (29) we can conclude that:
Let us consider now the case where˛S 0˛> 1. The inequality (30) can easily be generalized by considering the items in S 0 one by one. Hence, we get:
The inequality (31) can be generalized for the set S by introducing the term (1 − yi) to take into account the production of the item. Hence, we have:
The previous inequalities can be strengthened by a lifting procedure described in what follows.
Proposition 5. (A second form of cover inequalities) Given a cover S of SPMCLSSP, and an order of items
d [|S|] . Let T = I \ S, and (T , T ) be any partition of T . We define μ1 = f [1] + v [1] e d [1] − λS. If |S| ≥ 2 and f [2] + v [2] e d [2] ≥ λS, the inequality
Proof. Let (x * , y * , e s * , e r * ) any point of the convex hull of SPMCLSSP.
We consider three cases: If˛T ˛= 0, then we have from proposition (4) that the inequality (32) is valid . If˛T ˛= 1, then we assume thatT = {i }; to show that the point (x * , y * , e s * , e r * ) satisfies the inequality (32) , it is sufficient to show that:
Let us consider the following problem:
We will prove that the optimal solution of this problem has a value higher or equal to the right member of the inequality (33) .
" . If we define:
then the optimal solution of the minimization problem (34) is given by:
The proof is an obvious generalization of the result presented in [26] . We refer the reader to the paper of Miller et al. [26] for more details. A simple representation of ϕS is given in Fig. 1 .
Now, we need to prove that:
To do that, we use the following property, which is also a generalization of a result presented in Miller et al. [26] ):
Moreover, we have:
o Using the expression (38), we have:
Since v [1] e d [1] − λS ≥ −f [1] (we know that : f [1] + v [1] e d [1] ≥ λS), v [1] e d [1] − λS can be replaced by max n −f [1] , v [1] e d [1] − λS o . By rewriting the expression (39), we get (37) . Then, we derive the inequality (33).
If˛T ˛> 1, then the expression (33) can be easily generalized by considering the items which belong toT one by one. We get then the inequality (32) .
In what follows, we describe another class of valid inequalities based on the reverse cover set.
Definition 2. (Reverse Cover)
A subset S of I is known as reverse cover of SPMCLSSP if:
For a reverse cover S, μS expresses the available capacity left when the total requirement for each item of S is produced.
Proposition 6. Let S be a reverse cover of SPMCLSSP, T = I \ S and (T , T ) be any partition of T . The inequality
Proof. The proof presented here is similar to the one described in Miller et al. [26] . In the following, we take into account the demand shortage variables e ri as well as the variable resource consumption vi. Let (x * , y * , e s * , e r * ) be any point of the convex hull of SPMCLSSP. We have to consider three cases: If y * i = 0 for all i ∈ T , then the inequality is valid, because
From (17) we also have:
Consequently, we get:
is thus valid for SPMCLSSP. If˛T ˛> 1, the inequality (42) can be easily generalized by considering the items ofT one by one. The inequality (41) follows.
Lifting cover and reverse cover inequalities
In this section, we will strengthen the valid inequalities by using superadditive functions for an iterative improvement. We refer the reader to [17] and [39] for a detailed description of lifting procedures using superadditive functions.
Our work is based on Marchand and Wolsey [24] work on the continuous knapsack problem, as well as the adaptations carried out by Miller et al. [26] for the problem (P r) in order to lift cover and reverse cover inequalities for the SPMCLSSP problem.
The 0-1 continuous knapsack problem
Let us define the following problem:
With: J = {1, . . . , n} , aj ∈ Z+, j ∈ J and b ∈ Z+. Let ({j } , C, D) be a cover pair for Y such that:
C is thus a cover set and D is a reverse cover set.
We will now recall main results on the cover and reverse cover inequalities defined for this problem. [24] ) Let ({j } , C, D) be a cover pair for Y . We consider an order of the elements of C such that
Proposition 7. (Continuous cover inequalities, Marchand and Wolsey
where rC is the number of elements of C with aj > λC . Let us denote A0 = 0 and Aj = P j p=1 a [p] , j = 1, . . . , rC . We set:
is valid for Y and defines a facet of conv(Y ).
A simple representation of φC is given in Fig. 2 .
Proposition 8. (Continuous reverse cover inequalities, Marchand and Wolsey [24]) Let ({j } , C, D) be a cover pair for Y . We consider an order of the elements of D such that
where rD is the number of elements of D with aj > μD, where μD = a j − λC. Let A0 = 0 and Aj = P j p=1 a [p] , j = 1, . . . , rD. We set:
is valid for Y and defines a facet of conv(Y ).
A simple representation of ψC is given in Fig. 3 .
Lifting cover inequalities for the SPMCLSSP problem
In what follows, we use the results of Marchand and Wolsey [24] to obtain valid inequalities stronger than (26) . Let us recall that:
• S is a cover for the SPMCLSSP problem.
• T = I \ S.
• T , T is a partition of T .
• U ⊂ T .
From the constraints (3) and (17), we can write:
By adding P i∈S∪U vi e diyi to both sides of this inequality, we see that:
Thus:
If we denote u = P i∈S∪U " vie si + vie ri + vi e diyi − vi e di " , it results that:
The inequality (49) can thus be considered as a constraint of a 0-1 continuous knapsack problem. So, we get the following properties.
Proposition 9. Given S a cover of SPMCLSSP, and U a subset of I \ S, the inequality (where φS is defined by (44))
Proof. Let ({j } , U ∪{j } , S) be a cover pair for SPMCLSSP such that: fj +vj e dj > λS. According to the proposition 7, the following inequality is valid for SPMCLSSP
Since fj + vj e dj > λS, we have min(fj + vj e dj, λS) = λS. By adding min(fj + vj e dj, λS) − λS to the right side of the previous inequality, we get:
which is valid for SPMCLSSP. We obtain the inequation (50) by simplification.
Proposition 10.
Let S be a cover of SPMCLSSP. We consider an order [1] , . . . , [|S|] such that [|S|] . Let us set T = I \ S and (T , T ) any partition of T . We define μ1 = f [1] + v [1] e d [1] − λS. If |S| ≥ 2 and f [2] + v [2] e d [2] ≥ λS, the inequality
Proof. The proof is similar to the proof of proposition 5.
Lifting reverse cover inequalities for the SPMCLSSP problem
In the same way, we can notice that the inequality (48) is a constraint of a 0-1 continuous knapsack problem. The following propositions hold.
Proposition 11. Let S be a reverse cover for SPMCLSSP and U a subset of I \S. The inequality
Proof. According to proposition 8, the inequality
is valid for SPMCLSSP. We obtain the inequation (52) by simplification.
Proposition 12. Let S be a reverse cover of the SPMCLSSP problem and U ⊂ I \ S such that
fi + vi e di ≥ μS ∀i ∈ U . We consider an order [1], . . . , [|U |] such that f [1] + v [1] e d [1] ≥ · · · ≥ f [|U |] + v [|U |] e d [|U |] .
Let T = I \ {S ∪ U } and (T , T ) any partition of T. The inequality (ψU is defined by (46)):
Proof. The proof of this proposition is similar to one described for proposition 4.
Separation heuristic for cover inequalities
In this section, we present a fast combinatorial separation heuristic to create cover inequalities for the SPMCLSSP problem, which are also valid for the MCLSSP. Indeed, for the latter problem, we generate the cover inequalities for each period of the planning horizon which corresponds to the cover inequalities of the SPMCLSSP.
In order to build a cover inequality for the SPMCLSSP problem, the first step is to define a cover set S, then we compute λS and μ1 (see (25) and proposition 5). The second step is to examine all the elements i ∈ I \ S to create the sets U and T .
We use a greedy algorithm to create the set S. We sort the elements i ∈ I according to the descending order of the value:
The formula (54) is obtained from the inequality (51) by considering the only terms in relation with S. The value of (54) represents the contribution of the violation of the inequality (51) by the item i ∈ S and depends on λS. However, λS is not known in advance. Therefore, we estimate the value of λS. To do that, we sort the items i ∈ I according to the descending order of their resource consumption by using the formula (55). Formula (54) would give a better set S but connot be used since λS is not known, so in practice formula (55) is used.
We can notice that the formula (55) represents the resource consumption of the item i if the total requirement e di is produced. In order to create a cover set S, we greedily add the sorted elements according to the formula (55) until we get a cover set. For the design of the set U (respectively T ), we examine all the elements i ∈ I \ S and check if the corresponding value of the expression obtained by summing up the terms of the inequality (51) in relation with U (respectively to T ) is positive. In this case, we add the elements i to U (respectively to T ). We derive a valid inequality using (51) with the sets S, U and T obtained. If the value of the inequality is positive, we get a cut. The basic principle previously described is captured in the following algorithm.
Algorithm 2 Separation heuristic for cover inequalities
1: Order the elements of I in descending order according to the formula (55).
while (i ≤ N ) do 12: if (φS
end if 17: i ← i + 1 18: end while 19: end if 20: if (The inequality (51) based on S, U and T is violated) then 21: Add the inequality (51) at the current node.
22: end if
We recall that the evaluation of the superadditive functions φS is in O(N ) for each item. The separation heuristic for generating the cover inequalities for the SPMCLSSP problem is obviously in O(N 2 ). Moreover, since each period is examined separately to create valid inequalities for the MCLSSP problem, the separation heuristic is then in O(N 2 T ) for the latter problem.
Separation heuristic for reverse cover inequalities
The idea of the separation heuristic for reverse cover inequalities is similar to the previous one. The first step is to create a reverse cover set S in order to define μS (see (40)). The second step is to examine all the elements i ∈ I \ S to create the sets U and T . We use a greedy algorithm to create S by sorting the elements i ∈ I according to the descending order of the value:
In the same way, the formula (56) is obtained from the inequality (53) by considering the only terms in relation with S. The value of (56) represents the contribution of the violation of the inequality (53) by the item i ∈ S and depends on μS. However, μS is not known in advance. Therefore, we estimate the value of μS. To do that, we sort the items i ∈ I according to the descending order of their resource consumption by using the formula (55). Formula (56) would give a better set S but connot be used since λS is not known, so in practice formula (55) is used. We illustrate this principle in the following algorithm: Algorithm 3 Separation heuristic for reverse cover inequalities 
end if 14: i ← i + 1
15:
end while 16: if (The inequality (53) based on S, U and T is violated) then
17:
Add the inequality (53) at the current node. else 23: i ← N + 1 24: end if 25: end while
We recall that the evaluation of the superadditive functions ψS is in O(N ) for each item. The separation heuristic for constructing reverse cover inequalities for the SPMCLSSP problem is obviously in O(N 2 ). Since each period is examined separately to create valid inequalities for the MCLSSP problem, the separation heuristic is then in O(N 2 T ) for the MCLSSP.
Computational issues and results
In this section, we discuss computational issues that arise in using the classes of inequalities previously identified. We report computational results from cut-and-branch and branch-and-cut frameworks.
The cut-and-branch method consists in adding cuts only at the first node (or root) of the branch-and-bound tree in order to improve the lower bound. The branch-and-cut method consists in adding cuts not only at the first node but at other nodes of the branch-and-bound tree. Usually, cuts are not added at all the nodes of the branch-and-bound tree in order not to slow down the total CPU time while solving the problem.
Our algorithm is implemented in the C++ programming language and it is intergrated in an APS software. It uses the callable CPLEX 9.0 library [20] that provides callback functions that allow the user to implement his own branch-and-cut algorithm.
We have performed computational tests on a series of extended instances from the lot-sizing library LOTSIZELIB [22], initially described in Trigeiro et al. [36] and also used by Miller [25] . Trigeiro et al. [36] instances are denoted trN−T , where N is the number of items and T is the number of periods. These are characterized by a variable resource consumption equal to one, and enough capacity to satisfy all the requirement over the planning horizon. They are also characterized, by an important setup cost, a small fixed resource requirement (setup time) and no σit which denotes the last period at which an item i produced at period t can be consumed.
The characteristics of Trigeiro et al. [36] problems are presented in [36] .
Since these instances have enough capacity to satisfy all the requirements over the planning horizon, we make some modifications to induce shortages. We have derived 24 new benchmarks 2 from the trN−T instances by augmenting the fixed resource requirements (setup times), the variable resource requirements and by adding σit. We have also generated shortage costs. More details are given below. These new benchmarks fall into 4 classes of 6 instances each:
• The first class was obtained by increasing the variable resource requirements and adding σit. Variable resource requirements are multipled by a coefficient (1 + ρ) such that 0 ≤ ρ ≤ 0.001 × ct, ct represents the available resource capacity at period t. σit are generated such that we cannot anticipate production more than
• The second class is obtained by carring out the same modifications on the variable resource requirements than the first class. σit are generated such that we cannot anticipate production more than 2 3 T periods.
• The third class is based on the first one. In fact, we carried out some modifications on fixed resource requirements which are increased by multiplying them by a coefficient (1 + τ ) such that τ ≈ 0.1 × ct.
• The last class is obtained by carring out the same modifications on the variable and fixed resource requirements than the third class. σit are generated such that we cannot anticipate production more than 2 3 T periods.
Shortage costs are considered as penalty costs and their values must be higher than other cost components. Therefore, ϕit are fixed such that ϕit >> max i ,t {α i t ; β i t ; γ i t }. Moreover, shortage costs have the feature that they decrease over the horizon. In fact, demands in the first periods of the horizon correspond to real orders and not forecasts by opposition to the demands in the last periods that are usually only predictions. They are generated in the same way for all the described instances.
We carried out a comparison between the following methods:
• An algorithm based on the standard branch-and-cut of CPLEX solver that we denote by BC.
• An algorithm based on the standard branch-and-cut of CPLEX solver including all the cuts presented in this paper denoted by BC+.
In both algorithms BC and BC+, we used the aggregated model defined in section 1 by the set of constraints (1)- (7).
Two kinds of specialized cuts in mixed linear problems are used in both methods, the flow cover cuts and the Mixed Integer Rounding (MIR) cuts from CPLEX 9.0 solver. The flow cover cuts are accurate regarding the MCLSSP problem because of the flow structure induced by the flow conservation constraints (2) . For a complete description of these flow cover cuts, the reader can refer to Gomory [16] , Nemhauser and Wolsey [27] and Wolsey [40] . The MIR cuts were primarily applied to both capacity and maximum production constraints. For more details on the MIR cuts, we can refer to Padberg et al. [30] and Van Roy and Wolsey [34] .
For all the algorithms, LB and UB represent respectively the lower bound and the upper bound values at the termination of the algorithm. NB Nodes is the number of the nodes explored in the branch-and-bound tree, UCuts is the number of the cuts added during the branch-and-cut algorithm (cover, reverse cover and (l, S) inequalities). FCuts and MIRCuts represents respectively the number of flow cover and MIR cuts added by the solver during the branch-and-cut algorithm. All the algorithm comparisons are based on the following criteria. The first one called GAP is equal to |UB − LB| / |UB|, and the second one is a CPU time denoted T ime. The computations are performed on a Pentium IV 2.66 Ghz PC.
At the root node of the BC+ method, we use algorithms 1, 2 and 3 (see sections 4, 7 and 8) until we do not find any more violated inequalities. The same procedure is followed in the branch-and-bound tree.
The branching strategy in both algorithms is depth-first search to find a feasible solution. Upper bounds are either obtained when LP solutions are integral or by the LP based heuristics of the solver.
Generally, our computational results show that adding inequalities at the root node improves considerably the lower bounds. The average improvement of the lower bound at the root node of BC+ is 80% for the first class, 53% for the second class, 73% for the third class and 48% for the last class. This rate is the percentage obtained between the best lower bound observed at the first node of BC and the best one found at the end of the BC+ method. Table 2 summarizes the computational behaviour based on a time-limit criterion. We allow a maximum of 600 seconds CPU time for all the algorithms.
From table 2, we can easily notice that using the valid inequalities described in this paper improves the performance of the branch-and-cut algorithm. Clearly BC+ solves the test problems more effectively than BC. The valid inequalities that we have proposed are interesting since all the lower bounds given by BC+ are better than those given by BC.
N
We also can notice that the upper bounds obtained by BC+ are better than those obtained by BC. In fact, usually a good lower bound implies a better upper bound. One reason is that a better lower bound can be used to prune dominated nodes of the research tree and allow the branch-andbound algorithm to visit more interesting branches to find better solutions. An additional reason is that when the LP relaxation is tighter, it is easier to find integer solutions, either because the LP solution is more often integral or because LP based heuristics of the solver are more successful.
Moreover, the number of nodes explored by the BC method is much more higher than the one explored by BC+. The ratio between these two numbers varies from 150% to 500% for the small instances and 300% to 36000% for the bigger instances. In fact, generating cuts takes time and having many cuts slows down the LP resolution at each node. Thus, when we enable the cuts that we have developed, the solver generates a number of cuts lower than the number obtained when they are disabled. Since we generate cuts before the solver, the previous observation can be explained by the fact that these cuts dominate part of standard cuts generated by the solver.
Another remark that we can make by visualizing table 2 is that the third and forth classes are more difficult than the first and the second ones. Indeed, the third and forth class problems are characterized by a higher fixed resource consumption values than the first and the second ones.
We can also notice that problems with a small σit have a higher GAP than the ones with a big one. In fact, instances of class 1 and class 3 have reach a smaller GAP than respectively instances from class 2 and class 4 when using both algorithms BC and BC+. Table 3 shows the percentages of generated cuts by BC+ for all instances. %lScuts, %Ccuts and %RCcuts are respectively the percentage of (l, S), cover and reverse cover cuts generated by BC+. We use a time-limit criterion of 600 seconds for BC+. From table 3, we can notice that the percentage of reverse cover cuts generated by BC+ is very small. We can also notice that BC+ generates more (l, S) cuts than cover cuts for class 1 and class 2 benchmarks except for instances with 24 items and 30 periods. For class 3 and class 4 instances, BC+ generates more cover cuts than (l, S) cuts except for instances with 6 items.
N T
We have also tested BC+ using each family of valid inequalities separately ((l, S), cover and reverse cover inequalities). Table 4 summarizes the computational results on class 1 and class 3 of instances. GAP lS , GAPC and GAPRC represents respectively the GAP when only the family of (l, S) inequalities is used, the GAP when only the family of cover inequalities is used and the GAP when only the family of reverse cover inequalities is used.
These tests show that the family of (l, S) inequalities is the most effective. The family of cover inequalities is less effective than the family of (l, S) inequalities. Using the family of reverse cover facility location-based formulation introduced initially by Krarup and Bilde [18] . Production and stock variables are redefined by considering the period where the production is really consumed. These are reformulated using respectively formula (10) and (11) (see page 4). We denote BCFL the branch-and-cut method using this formulation. Some preliminary results that corroborate the previsous observation are presented in table 6 . We allow a maximum of 600 seconds CPU time for BCFL. aggregated formulation.
According to table 6, we can say that BCFL is a promising method that can help us improving the branch-and-cut algorithm to solve production planning problems. Namely, it will be really interesting to generalize valid inequalities presented in this paper to the facility location-based formulation of MCLSSP problem and use them in a branch-and-cut framework.
Conclusion
We proposed a mathematical formulation of a new capacitated lot-sizing problem with setup times and shortage costs. A polyhedral approach has yielded strong valid inequalities. Computational experiments suggests that the use of these inequalities significantly improves the algorithms used to solve this kind of problems. There are many enhancement means to follow up these results. Namely, we study the polyhedral structure of the convex hull of the proposed model which helps us to prove that the cover inequalities induce facets of the convex hull under certain conditions [2] . By following the same approach, it could be useful to prove that reverse cover inequalities are also facet defining under certain conditions. The valid inequalities presented in this document were generalized to take into account other practical constraints that occur frequently in industrial situations, notably minimal production level and minimum run constraints. These inequalities were also generalized when more than one resource is available. Some extensions could be done when we have to deal with setup constraints on groups of items. From a scheduling perspective, these valid inequalities can be generalized to include start-up costs. We can quote Van Hoesel et al. [37] . They generalized the (l, S) inequalities to a new class of valid inequalities (l, R, S) to deal with start-up costs for the uncapacitated lot-sizing problem. It should be interesting to pursue this work to generalize the valid inequalities presented in this paper. The extension of the valid inequalities for the facility location-based formulation is also a promising track to enhance the effectiveness of the approach. Finally, it would be also interesting to use this approach in conjunction with a heuristic as the time decomposition based heuristic presented in [1] .
