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Abstract
Video anomaly detection (VAD) forms the first line of defence against terrorism
and crime. Nowadays, the rising complexity of such activities demands more robust
video anomaly detection systems, particularly intelligent systems to automatically
discover unexpected behaviours or anomalous events in videos. Video anomaly
detection (VAD) faces three key challenges. First, anomalous objects cannot be
explicitly defined and systems have to deal with this uncertainty. Second, labelled
training data is scarce, since video annotation (usually at the pixel-level) is expensive
and labour-intensive. Finally, VAD primarily relies on hand-crafted features (e.g.,
histogram of orientation gradients or optical flow), which require prior knowledge
and expensive computation, resulting in time-consuming design and development
processes.
To overcome these challenges, this thesis introduces novel detection systems using
generative models, an emerging class of methods for data modelling and feature
learning. The proposed systems are trained in a completely unsupervised manner to
model the complex data distribution, capturing both the data regularity and vari-
ations. This learning neither requires labelled information nor an explicit definition
of abnormality, hence effectively addressing the first two challenges. In addition,
these systems work directly on the raw pixels of input videos, and transform the data
to compact hidden representations that meaningfully reflect the underlying factors
in the data, and support further tasks. Hence, our proposed framework bypasses the
third challenge of expensive feature engineering.
This thesis has two parts: (i) contributions to generative models, in particular novel
Boltzmann Machine models; and (ii) applications of generative models to detect
abnormalities in surveillance videos.
The first part of the thesis focuses on analysing and extending an important class of
probabilistic generative models, called Boltzmann Machines (BMs):
• We first investigate shallow Boltzmann Machines, known as Restricted
Boltzmann Machines (RBMs), by including more continuous hidden
variables. We show that the proposed method can disentangle different types
of hidden factors in data and then outperform many deep generative models
xiv
in various tasks including distribution modelling, data reconstruction, data
generation and latent factor analysis.
• We then extend this to deep probabilistic models by incorporating batch
normalisation into Deep Boltzmann Machines (DBMs). The contribu-
tions of this work are discovering the internal covariance shift phenomenon
in DBMs and proposing a novel energy function, resulting in the batch nor-
malisation form of DBMs, named Batch Normalised DBMs (BNDBMs). The
proposed model produces more meaningful hierarchical feature representations
and is easier to train than other state-of-the-art DBMs.
The second part of the thesis focuses on addressing the goal of detecting anomalies
in videos. We introduce novel systems using generative models as their core modules.
These systems are designed to improve in three orthogonal directions:
• Aiming at simplicity, the first system uses the shallow generative model of
RBMs as its building block to detect anomalies. The key intuition is to (i)
divide videos into overlapping patches; and (ii) train one RBM to group similar
patches; and (iii) train separate RBMs on these similar patches. This system,
when evaluated in the VAD task, is better than many machine learning baselines
and is even comparable with some deep detectors.
• The second detector is designed as a multifunctional system. In addition
to maintaining the same detection quality, it simultaneously achieves the
multiple goals of scene reconstruction, scene clustering, video analysis and
model explanation. To this end, we employ a DBM variant with two hidden
layers and two visible layers as the core of the system.
• Aiming at quality, we develop a detector with low false detection and high
accuracy. Seeking anomalies at one particular level of representations (e.g.,
video frames or their high-level representations) is usually unreliable as true
abnormalities can occur at any level of abstractness, e.g., pixels, parts and
objects. Therefore, this work makes a key contribution by performing anomaly
detection at multiple levels of representations and consolidating the results.
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Over the last few years, security and safety concerns in public places and restricted
areas have increased the need for visual surveillance. Large distributed networks of
many high-quality cameras have been deployed and produce an enormous amount
of data every second. Manually monitoring and processing such a huge volumn of
information is infeasible in practical applications. As a result, it is imperative to
develop autonomous systems that can identify, highlight and predict anomalous
objects or events early to prevent hazardous actions (e.g., fighting or a stranger
dropping a suspicious case) or unexpected accidents (e.g., falling or a wrong movement
on a one-way street). Video anomaly detection can also be widely used in a variety
of applications such as restricted-area surveillance, traffic analysis, group activity
detection, home security to name a few. Recent studies (Sodemann et al., 2012) show
that video anomaly detection has received considerable attention in the research
community and become one of the essential problems in computer vision. However,
deploying surveillance systems in real-world applications poses three main challenges:
a) the easy availability of unlabelled data but the lack of labelled training data; b)
no explicit definition of anomalies in real-life video surveillance and c) expensive
hand-crafted feature extraction exacerbated by the increasing complexity in videos.
The first challenge comes from the rapidly growing availability of low-cost surveillance
cameras nowadays. A typical RGB camera with the resolution of 340× 640 pixels
can add more than one terabyte of video data every day. To label this data, an
annotation process is required to produce a ground-truth mask for every video frame.
In particular, a person views the video, stops at a frame and then assigns pixel
regions as anomalous objects or behaviours wherever applicable. This person has
to be well-trained and needs to carefully look at every single detail all the time,
otherwise he might miss some unusual events that suddenly occur. This process
is extremely labour-intensive, rendering it impossible to obtain a large amount of
labelled data; and hence increasing the demand for a method that can exploit the
overabundant unlabelled videos rather than relying on annotated ones.
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The second challenge of no explicit definition is due to the diversity of abnormal events
in reality. In some constrained environments, abnormalities are well-defined, e.g.,
putting-goods-into-pockets in supermarkets (Zhou and Wu, 2009); where we can view
the problem as activity recognition and apply a machine learning classifier to detect
suspicious behaviours. However, anomalous objects in most scenarios are undefined,
e.g., any objects except for cars on freeways can be treated as anomalies. Therefore,
an anomaly detection algorithm faces the fact that it has scarce information about
what it needs to predict until anomalies actually appear. As a result, developing a
good anomaly detector to detect unknown anomalous objects is a very challenging
problem.
Last but not least, most anomaly detectors rely on hand-crafted features such as
Histogram of Oriented Gradients (HOG) (Dalal and Triggs, 2005), Histogram of
Optical Flow (HOF) (Dalal et al., 2006) or Optical Flow (Lucas and Kanade, 1981)
to perform well. These features are carefully designed using a number of trial-and-
error experiments conducted from the computer vision community over many years.
However, these good features are computationally expensive and expert knowledge
dependent. Moreover, a feature extraction procedure should be redesigned or modified
to adapt to a particular application.
In recent years, generative models have emerged as a general framework to deal
with numerous challenges in many areas including computer vision, natural language
processing and document modelling. Generative models are machine learning methods
that take a data distribution pdata, represented by a set of training samples, and learn
to approximate that distribution (Goodfellow, 2016). Simply speaking, generative
models are able to generate artificial samples, simulating real training data. Due to
“what I cannot create, I do not understand” (Richard Phillips Feynman), the capacity
of data generation in generative models is crucial and distinctive from other machine
learning methods. Generative models can also be trained in entirely unsupervised
settings, without the need for data annotation, enabling the development of low-cost
but high-quality models by utilising the huge collection of available unlabelled data.
Furthermore, deep generative models with convolutional layers can automatically
extract hierarchical features and uncover high-level semantic concepts in data. Their
power and benefit have been confirmed through a variety of remarkable applications
such as single image super-resolution (Ledig et al., 2017), photo modification (Brock
et al., 2016) or image-to-image translation (Isola et al., 2017).
This thesis introduces novel VAD systems using deep generative models by exploiting
such models’ capacities of unsupervised learning and feature representation to tackle
the aforementioned challenges. More specifically, the proposed systems are trained
in a completely unsupervised manner to model the complex distribution of data,
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capturing data regularity and variations. Anomalous objects, which by definition
occur infrequently in data (Sodemann et al., 2012), can be recognised through
high reconstruction/generation errors and be confidently isolated from other regular
objects. Learning neither requires labelled information nor an explicit definition of
abnormality, hence effectively addressing the first two challenges. In addition, the
detectors work directly on raw pixels, and transform the data to compact hidden
representations that meaningfully reflect the underlying factors in the data, and
support further tasks. Hence, our proposed framework bypasses the third challenge
of expensive feature engineering.
Of the generative models, this thesis mainly focuses on two classes of Energy-based
Models (LeCun et al., 2006) and Generative Adversarial Networks (GANs) (Good-
fellow et al., 2014). The former usually formulates model distributions in explicit
form, implying effective and efficient inferences and allowing powerful detectors to
be built, satisfying multiple tasks simultaneously. RBMs (Smolensky, 1986; Hinton,
2002; Freund and Haussler, 1992) and DBMs (Salakhutdinov and Hinton, 2009a)
are the quintessence of this class and will be deeply studied in this thesis. In some
applications, where the only detection task is required, we investigate GANs, the most
widely used implicit generative models, and use them to construct detectors towards
the state-of-the-art detection performance. These (RBM/DBM/GAN-based) systems
are designed independently to serve different scenarios in practical applications.
1.1 Aims and scope
The purpose of thesis is to investigate the use of generative models to detect anomalies
in surveillance videos. To this end, we first conduct a series of studies on generative
models and then apply the results to design appropriate systems for the VAD problem.
More specifically, the objectives of thesis are as follows:
• To further study generative models, in particular, examining existing energy-
based models, discussing and extending them.
– To develop novel RBMs with both Bernoulli and Gaussian hidden variables
to improve the reconstruction, generation qualities and the latent factor
disentanglement capacity.
– To extend DBMs for better classification accuracy, feature representation
and training by introducing a novel energy function to integrate batch
normalisation into conditional distributions.
• To apply generative models to VAD in three orthogonal directions of:
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– Simplicity: Unlike existing complicated systems that consist of many
stages and modules to detect anomalies, we are based on the shallow
networks of RBMs for both learning features and detecting anomalies.
This results in a novel unified framework with comparable detection
accuracy with other deep detectors.
– Multifunction: VAD is usually related to other video processing tasks,
e.g., video analysis, scene reconstruction, scene clustering, by sharing
some modules or being integrated into one entire system. However,
existing detectors are often optimised for detection task and it is difficult
for more extensions. This work addresses this problem by proposing a
multifunctional detector, which can perform scene reconstruction and
scene clustering concurrently with detection task. Moreover, our system
also reveals the potential for video analysis and model explanation, new
capacities that have not been previously seen in VAD.
– Accuracy: Aiming at addressing the unreliability of single-level detectors
in existing VAD systems, this extension is based on cGAN, the state-of-
the-art implicit generative model, to seek anomalies at many levels of
representations and consolidate the detection results to filter out false
detections and highlight true anomalies. This provides a significant
improvement of at least 4% in detection errors over many comparable
detectors.
1.2 Significance and contribution
The significant research contributions of the thesis are listed as follows:
• We formulate most existing energy-based models as exponential family ex-
pression and introduce a geometric visualisation tool to demonstrate how
energy-based models work and analyse their advantages and disadvantages.
Our geometric explanation offers an efficient way to understand and design
new energy-based models.
• We propose a novel RBM using both Bernoulli and Gaussian variables on
its hidden layer. This combination allows us to deal with continuous data
effectively by providing a larger hidden space and then avoiding the loss of
information propagated between layers in the RBM. As a result, this proposed
RBM achieves lower reconstruction errors and better data generation quality.
• We demonstrate how to use batch normalisation in DBMs to cope with the
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change of internal signal distributions during DBM training. The novel DBM
integrated with batch normalisation not only facilitates the training and then
eliminates the need for the pretraining step but also discovers hidden rep-
resentations and interdependencies more effectively and then improves the
classification accuracy.
• A unified VAD framework using RBMs, named EAD RBM, is introduced to deal
with the lack of annotated data and dependencies on hand-crafted features in
VAD. More specifically, EAD RBM can be trained completely in an unsupervised
fashion and work directly on raw pixel data. To handle video data coming
in a stream, we also introduce the streaming version of EAD RBM that can
incrementally update its parameters without retraining the model from scratch.
• We extend EAD RBM to EAD DBM, a multifunctional framework based on
DBMs. While preserving all capacities of EAD RBM, EAD DBM offers more
compact training and detection workflows than EAD RBM by processing both
patch clustering and patch modelling steps simultaneously, using the hier-
archical structure of DBMs. In addition, EAD DBM introduces new capacities
of video analysis and model explanation, which have not previously been
supported in existing VAD systems.
• Finally, we develop a multi-level detector, which learns high-level represent-
ations of videos and builds pairs of cGANs to detect irregularity at these
representations. This allows us to handle two issues of fragmented detected
regions and a huge amount of false detections encountered in popular low-level
detectors. Hence, our detector can significantly outperform many methods in
the VAD task.
1.3 Thesis structure
The thesis is organised into 8 chapters and an appendix of supplementary materials.
Chapters 3 and 4 comprise the first part of the thesis whilst the subsequent chapters
5, 6 and 7 detail the second part of the thesis. The content of the remaining chapters
is summarised as follows:
Chapter 2: Related background. In this chapter, we present the related back-
ground on Exponential Family distributions, deep generative models including the
technical details of Energy-based Models and adversarial-based learning which are the
foundations for the derivations of our key models and systems. The last part of this
chapter provides an overview of existing anomaly detection systems in surveillance
videos.
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Chapter 3: Mixed Factorial RBMs via Geometric Interpretation of
Energy-based Models. This chapter introduces Exponential Family Deep
Boltzmann Machines and details the expression of widely used energy-based models
from the viewpoint of the exponential family. We next introduce geometric visual-
isation to demonstrate its advantages and disadvantages. Finally, we represent a
new RBM model with both binary and continuous random variables on its hidden
layer as an instance of Exponential Family Deep Boltzmann Machines. Its infinite
hidden states make reconstructed/generated samples more colourful and natural
than standard RBMs with binary hidden units while training this model can be done
efficiently using a combination of CD and PCD algorithms.
Chapter 4: Batch Normalised Deep Boltzmann Machines. This chapter
describes our proposal of Batch Normalised Deep Boltzmann Machines to tackle the
internal covariance shift that arises from the change of signal distributions on the deep
layers of DBMs. In particular, we introduce a novel energy function, which results
in the integration of batch normalisation in DBMs to stabilise the signal change.
Experiments are conducted to demonstrate the advances of the proposed method
over standard DBMs. We also compare and discuss the use of batch normalisation
operations in probabilistic models of DBMs versus those in deterministic networks,
e.g., CNNs.
Chapter 5: Anomaly Detection using Shallow Generative Networks. As
the first chapter of the second part of this thesis, this chapter focuses on applying
a shallow generative network, which is RBM, to the VAD task. We first introduce
our VAD system, named EAD RBM, and then describe its training and detection
procedures before demonstrating the efficiency of the system by comparing it with
several baselines and deep detectors.
Chapter 6: Anomaly Detection using Deep Energy-based Networks. This
chapter covers the framework, training step and detection process of our proposed
VAD system using DBMs (EAD DBM). We evaluate the efficacy of EAD DBM in
several benchmark datasets and different video processing tasks.
Chapter 7: Anomaly Detection using Generative Adversarial Networks.
This chapter focuses on extending our VAD system to improve its detection quality by
implementing our idea of multilevel detections. We provide the workflow description
of training and detection steps, followed by intensive experiments and discussions at
the end of the chapter.
Chapter 8: Conclusions. The last chapter provides a brief summary of the thesis
and outlines possible future research directions.
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Chapter 2
Related background
This chapter focuses on reviewing related background upon which our models and
systems are built. First, we start off by describing the exponential family, which
serves as a generalised form to model different types of data and hidden factors.
Next, the literature review of deep generative models and the technical details of
BMs and GANs are presented to provide an understanding of the core modules in our
systems. Finally, we end this chapter by providing a brief review of video anomaly
detection systems in the literature.
2.1 Preliminaries
2.1.1 Jensen’s inequality
In the context of probability, if X is a random variable and f is a convex function,
then f(E [X]) ≤ E [f (X)]. The opposite is true for a concave function f (E [X]) ≥
E [f (X)] (Jensen, 1906). An example is the Jensen’s inequality for two points, where
f (tx1 + (1− t)x2) ≥ tf (x1) + (1− t) f (x2), t ∈ [0, 1], as shown in Fig. 2.1. We also
see this inequality for the logarithm function in Subsection 2.3.2.1 when learning the
lower bound of DBMs’ log-likelihood.
2.1.2 Kullback-Leibler divergence
We can measure the closeness or difference between two probability distributions
p and q using Kullback-Leibler divergence. This measure comes from Information
Theory and is defined as:











x1 tx1 +(1-t)x2 x2
f(x)
Figure 2.1: The Jensen’s inequality for two points, wherein f (tx1 + (1− t)x2) ≥
tf (x1) + (1− t) f (x2) .
2.1.3 Jensen-Shannon divergence
Jensen-Shannon divergence is a method to measure the similarity between two
distributions p and q. The notable feature of this measure is that it is symmetric
and always a finite value. Its square root is named Jensen-Shannon distance. Jensen-
Shannon divergence is defined by:










Suppose we have two distributions pA (x) = p∗A (x) /ZA and pB (x) = p∗B (x) /ZB
on some space X , where p∗ indicates the unnormalised probability density. Let ΩA
and ΩB be the support sets of A and B respectively. Assuming that ΩA ⊂ ΩB and
we can draw independent samples from pA, we wish to estimate the ratio of two
















The unbiased estimate of the ratio can be obtained using a simple Monte Carlo
method. In particular, we draw M i.i.d. samples from pA(x) and then approximate





















wi = r̂ (2.3)
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is known as the importance weight. We can choose
the probability density pA so that ZA is computed analytically, and then we have an
unbiased estimate of ZB. However, if pA is not close enough to pB, the ratio estimate
will be very poor. In a high-dimensional space, the variance of r̂ will be very large
or possibly infinite unless pA is close to pB.
2.1.5 Annealed importance sampling
The problem with importance sampling is that the proposal distribution pA may be
further from the target probability density pB. Annealed important sampling (AIS)
(Neal, 2001) proposes a sequence of intermediate density distributions p0, . . . , pK ,
where p0 = pA and pK = pB such that the sequence satisfies the following conditions:
• pk(x) 6= 0 whenever pk+1(x) 6= 0.
• We are able to easily evaluate the unnormalised probability density
p∗k(x), ∀x, ∀k = 0, . . . , K.
• For k = 0, . . . , K − 1 , we can draw the next sample xk+1 given xk from the
Markov transition operation πk (xk+1|xk) that leaves pk (x) invariant:∫
xk
πk (xk+1|xk) pk (xk) dxk = pk (xk+1) (2.4)
• We can also draw (preferably independent) samples from pA.
One way to choose the probability sequence is to define pk as pk ∝ (p∗A)
1−βk (p∗B)
βk
with 0 = β0 ≤ β1 ≤ . . . ≤ βK = 1 chosen by users. We rewrite the partition function





















































individually, where samples x〈i〉k ∼ pk are independent
from the others. A problem of this approach is that drawing samples directly from
pk may be difficult, except for p0. We move further by applying Markov chains. In
this way, we use Markov transition operators πk (xk+1|xk) to obtain a new sample
























wi = r̂AIS (2.6)
1Proof is provided in Appendix A
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is the importance weight. It is noteworthy
that we neither need to sample from intermediate distributions nor compute their
partition functions. Alg. 2.1 summarises a single run of AIS. The AIS ratio variance
estimate is computed through the sample variance ŝ2 of the importance weight at
every independent sampling run by:





















wherein ŝ2 is the sample variance of the importance weight.
Algorithm 2.1 One run of AIS.
1. Choose inverse temperatures βk such that 0 = β0 ≤ β1 ≤ β2 ≤ . . . ≤ βK = 1
2. Draw a sample x1 from p0
3. for k = 1 to K do
4. Draw a new sample xk+1 given xk using the transition operation
πk (xk+1|xk)
5. end for







Denoising Autoencoder (DAE) (Vincent et al., 2008) is a neural network, which is
trained to reconstruct a data sample x[i] (in a dataset D of ND samples) from its
corrupted version x̃ ∼ pnoise (x̃|x), where pnoise can be any noise distribution, e.g., a
Gaussian or uniform distribution. The network is divided into two parts, an encoder
and a decoder. The encoder fθ (x̃), parameterised by θ, takes input x and maps it to
a code h in the hidden space. The decoding function gφ (h) projects the code back
to the input space. In DAE, fθ and gφ are usually constructed as deep convolutional
networks of weight and bias parameters θ =
{















where Ne and Nd are the number of encoding and decoding hidden layers respectively.
At the training time, the network learns to reconstruct the original data point x. In





















where the second term sets the penalty for the weights’ sparsity and γ is a regular-
isation hyper-parameter. Training DAEs on perturbed data x̃ not only prevents the
model from learning an identity function - a trivial solution of Autoencoders (AEs),
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it also allows better representations to be obtained, which are more robust to noise
in images (Vincent et al., 2008).
DAEs are considered fundamental tools to extract high-level information from data.
In particular, these abstract representations can be discovered via the multilayer
architecture of deep networks (Zeiler and Fergus, 2014), in which low layers encode
visual features such as edges, corners and colours whilst higher layers describe
semantic identities such as objects and their positional relationships. In Chap. 7,
we construct a VAD system, whose abstract representations are served by DAE
networks.
2.2 Exponential Family
An Exponential Family is a broad class of distributions sharing the same mathematical
form and some essential properties. This family is an important topic in probability
and statistics as it covers a wide range of popular discrete and continuous distributions,
e.g., Gaussian, binomial, multinomial, Poisson, gamma and beta distributions.
2.2.1 Distribution representation
The probability density of any member in an Exponential Family can be written in
the following mathematical form:
p (x;θ) = r (x) eθ>R(x)−A(θ) (2.8)
where θ is the canonical parameter vector of the distribution and r (x), R (x) and
A (θ) are known functions. R (x) is the sufficient statistics of the distribution
that encodes all information of the variables x regarding θ. From the perspective
of Bayesian approaches, we can say that θ and x are conditional independence,
θ ⊥ x|R (x). In other words, R (x) is sufficient for θ and we can throw away x.
More important is the log-partition function A (θ) which is exactly the normalisation
factor to make the integral of the distribution to be 1 over the entire domain.
A (θ) = log
∫
r (x) eθ>R(x)dx (2.9)
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The log-partition function is related to sufficient statistics, where differentiating A (θ)
with respect to θ results in the moments of R (x) 2 that are:
µ = E [R (x)] = ∂A (θ)
∂θ
(2.10)




Since these means and variances are the first and second cumulants of R (x), A (θ)
is also called the cumulant generating function.
2.2.2 Moment parameterisation
Since the covariance matrix in Eq. 2.11 is positive definite, A (θ) is a convex function
with respect to the canonical parameter θ, resulting in a one-to-one mapping between
θ and µ therefore coming up with the idea of parameterising the exponential family
distribution using the mean. Assuming that we use µ as the moment parameters of
the distribution and a mapping is θ = ω (µ), the density in Eq. 2.8 reads:
p (x;µ) = r (x) eω(µ)
>R(x)−A(ω(µ))
2.2.3 Independent random variables
Suppose that x consists of M i.i.d. random variables x = [x1, x2, . . . , xM ]>, each of
which is an exponential family distribution, pj (xj; θj), whose sufficient statistics and
log-partition function are Rj (xj) and Aj (θj) respectively. The concatenated random
vector x is itself an exponential distribution with respect to the parameter vector












 e∑Mj=1 θjRj(xj)−∑Mj=1 Aj(θ) (2.12)
= r (x) eθ>R(x)−A(θ)
where R (x) = [Rj (xj)]>j=1...M and A (θ) =
∑M
j=1 Aj (θj).
2Proof is provided in Appendix A
2.3. Deep Generative Models 14
2.2.4 Maximum Likelihood Estimation
Consider a dataset D of ND i.i.d. data samples x[i], many practical applications
need to find a distribution that best fits the data. This can be done by training the
distribution parameters to find the optimal solution θ̂ under the Maximum Likelihood
Estimation (MLE) framework. In particular, we write the data log-likelihood as:
























By taking the derivative of log p (x;θ) and setting it to 0, we obtain:

























Eq. 2.13 is the optimal solution in the case of fully-observed variables. Since real data,
e.g., natural images and surveillance videos, contain complicated interdependencies
and hidden factors, the naive models with only observed variables are not powerful
enough and hence, advanced models with latent variables are more preferable. In the
next part of this chapter, we introduce Energy-based Models, a class of probabilistic
models which are able to capture such hidden structures in data.
2.3 Deep Generative Models
In this section, we start to introduce the key background of Deep Generative Models,
which will serve as the core modules in all of our proposed systems. We first present
the common directions in Generative Model research and then describe two typical
classes of generative models: Energy-based Models, a representative of the undirected
graphical model approach and Generative Advesarial Networks, the state-of-the-art
generative networks in the directed graphical model approach.
2.3.1 Literature Review
In general, generative neural architectures are categorised into three approaches,
based on the type of connections between units, these being directed networks,
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undirected networks and hybrid networks.
2.3.1.1 Directed Generative Nets
Sigmoid Belief Networks (SBNs) (Neal, 1990) (also known as connectionist networks)
are a class of Bayesian networks, which are directed acyclic graphs (DAGs). In a
SBN of M nodes, a node Xi and its incoming edges encode the local conditional
probability of Xi given its parent nodes, denoted πi. The joint probability over the
network is defined as the factorisation of these local conditional probabilities.
p(X = x) =
M∏
i=1
p (Xi = xi|Xπi = xπi)
Computing the conditional probability distribution over hidden variables is prob-
lematic since exact inference in SBNs is intractable. Inference by Gibbs sampling is
possible in (Neal, 1992) but only in small networks of tens of units. Consequently,
inference becomes a central problem in SBNs. Saul et al. (1996) and Saul and
Jordan (1999) struggle to use variational distributions to estimate inference. The
parameters of the variational mean-field distributions can be learned automatic-
ally using the Wake-Sleep algorithm in Helmholtz Machines (Dayan et al., 1995;
Dayan and Hinton, 1996). Recently, several proposed methods such as Reweighted
Wake-Sleep (Bornschein and Bengio, 2015) and Bidirectional Helmholtz Machines
(Bornschein et al., 2015) can help to speed up the training procedure as well as
achieve state-of-the-art performance (Bornschein and Bengio, 2015; Bornschein et al.,
2015).
The aforementioned directed models have two main drawbacks. First, they usually
only work well on discrete latent variables. Most networks (Pascanu et al., 2014;
Krizhevsky et al., 2012) prefer real-valued latent units, which can describe complex
data more accurately, e.g. photos or voices, in practical applications. Secondly, these
SBNs with variational inference assume a fully factorial mean-field form for their
approximate distribution but such an assumption is too strict. Some studies (Kingma,
2013; Rezende et al., 2014a; Kingma and Welling, 2014) relax this constraint by
reparameterising the variational lower bound into a differentiable function, which
can be trained efficiently using gradient ascent training methods. Surprisingly,
this trick restates the problem of training a directed graphical model in terms of
training an Autoencoder. This graphical model with the capability of optimising the
variational parameters via a neural network is known as a Variational Autoencoder
(VAE) (Kingma, 2013; Rezende et al., 2014a; Kingma and Welling, 2014). Data
generation in this network is done similarly to other directed graphical models via
ancestral sampling. However, since VAEs require differentiation over hidden variables,
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they cannot work with discrete latent variables. The idea of VAEs was extended to
sequential data in variational Recurrent Neural Networks (RNNs) (Chung et al., 2015)
and discrete data in discrete VAEs (Rolfe, 2016). Another variant of VAEs, whose
log-likelihood lower bound is derived from importance weighting, was introduced in
(Burda et al., 2016).
Another way to avoid the inference problem in directed graphical models is Generative
Adversarial Networks (GANs) (Goodfellow et al., 2014). GANs sidestep this difficulty
by viewing network training as a game theoretic problem, in which two neural
networks compete with each other in a minimax two-player game. To be more
precise, a GAN simultaneously trains two neural networks: a differential generator
network G (z;θG), which aims to capture a data distribution, and its adversary,
a discriminative network D (x;θD), which estimates the probability of a sample
coming from the training data. Conceptually, G learns to fool D while D attempts
to distinguish samples from the training data distribution and fake samples from
the generator G. In other words, G adapts itself to make D (G (z,θG) ,θD) as close
to 1 as possible while D attempts to produce high probabilities D (x) ≈ 1 for data
samples and low probabilities D (x̃,θD) ≈ 0 for generated data x̃ = G (z,θG). At
convergence, we expect that the generator can completely deceive the discriminator
and the discriminator produces 1/2 everywhere. This results in a minimax game,






where f (x;θG,θD) = Epdata(x) [logD (x;θD)] + Epz(z) [log (1−D (G (z;θG) ;θD))].
The training procedure can be run efficiently with the gradient ascent method. In
the case where f (x;θG,θD) is convex, the generative distribution can converge to
the data distribution. In general, it is not guaranteed that the training reaches
equilibrium. GANs offer many advantages including the fact that there is no need
for Markov chains and inference estimation, training with back-propagation and
there are a variety of functions integrated into the network. Its drawback is that it
is unable to describe the data distribution pG (x;θG) explicitly. Some extensions of
GANs include conditional versions on class labels pG (x|y;θG) (Mirza and Osindero,
2014), a series of conditional GANs each of which generates images at a scale of
Laplacian pyramid (Denton et al., 2015) and deep convolutional GANs (Radford
et al., 2015) for image synthesis.
For image data, it is more useful to integrate convolutional structures. Convolutional
generative networks are deep networks based on convolution and pooling operations,
similar to Convolutional Neural Networks (CNNs) (LeCun et al., 1998), to generate
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images. In a recognition network, the information flows from the bottom-most layer
of images to the intermediate convolution and pooling layers and ends at the top
of the network, often class labels. By contrast, a generator network propagates
signals in the reverse order to generate images from the provided values of the top
units. The mechanism for image generation is to invert the pooling layers, which
are reduction operations and are known as non-invertible. Dosovitskiy et al. (2015)
perform unpooling by replacing each value in a feature map by a block, whose
top-left corner is that value and other entries are zeros. Though this “inverse”
operation is incorrect theoretically, the system works fairly well to generate relatively
high-quality images of chairs given an object type, viewpoint and colour. Recently,
convolutional structures have also been combined with other deep learning networks
to form convolutional Variational Autoencoders (Pu et al., 2016), Deep Convolutional
Generative Adversarial Networks (DCGANs) (Radford et al., 2015) or conditional
GANs (cGANs) with deep networks (Isola et al., 2017).
2.3.1.2 Undirected Generative Nets
Another graphical language to express probability distributions is undirected graphical
models, otherwise known as Markov Random Fields or Markov networks (Koller and
Friedman, 2009), which use undirected edges to represent the interactions between
random variables. Undirected graphs are useful in cases where causality relationships
are not stated clearly or there are no one-directional interactions between identities.
Primary methods in this direction usually accept an energy-based representation, in
which a joint probability distribution is defined as:
p (v,h;ψ) = e
−E(v,h;ψ)
Z (ψ)
where v and h are observed and hidden variables respectively and Z (ψ) =∑
v,h e
−E(v,h;ψ), named partition function, is the sum of an unnormalised probability
p∗ (v,h;ψ) = e−E(v,h;ψ) over all possible discrete states of the variables. Like most
probabilistic frameworks, our purpose is to maximise the log-likelihood function that
is:
log p (v;ψ) = log
∑
h
e−E(v,h;ψ) − logZ (ψ)
A favourite learning scheme for MLE is gradient ascent, in which a log-likelihood
gradient is reformulated as the difference of two expectations:
∇ψ log p (v;ψ) = Ep(h|v;ψ) [∇ψ log p∗ (v,h;ψ)]− Ep(v,h;ψ) [∇ψ log p∗ (v,h;ψ)]
(2.14)
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The first expectation is called the positive phase which depends on the posterior
distribution given the training data samples whilst the latter is known as the negative
phase that is related to samples drawn from the model distribution. Both are
computationally intractable in general. To be more precise, the exact computation
of the positive phase takes time which is exponential in the number of hidden units
while the cost of the second phase exponentially increases with respect to the total
number of units in the model. Undirected generative methods differ in treating these
terms. We start with Boltzmann Machines (BMs), which confront both difficulties
simultaneously.
A Boltzmann Machine (Fahlman et al., 1983; Ackley et al., 1985; Hinton et al., 1984;
Hinton and Sejnowski, 1986) consists of a group of visible and hidden units, which
freely interact with each other. Its energy function is defined as:
E (v,h,ψ) = −12v
>Ov − 12h
>Uh− v>Wh− a>v − b>h (2.15)
wherein O,U and W are weight matrices, which encode the strength of visible-to-
visible, hidden-to-hidden and visible-to-hidden interactions respectively. Basically,
BMs follow the log-likelihood gradient expression in Eq. 2.14. This means that the
explicit computation of the gradient is infeasible, and hence Boltzmann Machine
learning depends on approximation techniques. Hinton and Sejnowski (1983) used two
Gibbs chains (Geman and Geman, 1984) to estimate two expectations independently.
The drawback of this method is the low mixing rate to reach the stationary distribu-
tion since Gibbs sampling needs much time to discover the landscape of the highly
multimodal energy function. Some methods such as Stochastic Maximum Likelihood
(Neal, 1992; Younes, 1989; Yuille, 2004) improve the speed of convergence by reusing
the final state of the previous Markov chain to initialise the next chain. BMs can also
be learned with variational approximation (Hinton and Zemel, 1994; Neal and Hinton,
1999; Jordan et al., 1999). The complex posterior distribution p (h|v;ψ) of BMs
is replaced by a simpler approximate distribution q (h|v;θ), whose parameters are
estimated via maximising the lower bound of the log-likelihood. Popular procedures
to train Boltzmann Machines usually combine both Stochastic Maximum Likelihood
and variational mean-field assumption q (h|v;θ) = ∏i q (hi|v;θ) (Salakhutdinov,
2009).
Although there are several proposed methods to train general BMs, they are unable
to work effectively in huge networks. By simplifying graph structures and putting
more constraints on network connections, we can end up with easy-to-train BMs. One
quintessence of such networks is Restricted Boltzmann Machines (RBMs), also known
under the name harmonium (Smolensky, 1986), which remove all visible-to-visible and
hidden-to-hidden connections. In other words, RBMs have two layers, one of hidden
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variables and the other of visible variables, and there are no connections between units
in the same layers. Interestingly, this “restriction” comes up with a nice property,
which is all units in the same layer are conditionally independent given the other
layer. Consequently, the positive phase can be analytically computed in RBMs while
the negative phase can be estimated efficiently using Contrastive Divergence (CD)
(Hinton, 2002) or Persistent Contrastive Divergence (PCD)(Tieleman, 2008), also
termed as Stochastic Maximum Likelihood, by sampling from the model distribution
via alternative Gibbs samplers. Despite the smaller number of interactions between
variables, binary RBMs are shown to be powerful enough to approximate any
discrete distribution (Le Roux and Bengio, 2008). They are also effective tools for
unsupervised learning and representation learning (Nguyen et al., 2013b,a; Tran
et al., 2015).
RBMs have been extended in different directions over the last few decades. Welling
et al. (2005) introduced a generalised RBM for many exponential family distributions.
Most studies on RBMs develop different versions of RBMs for a variety of data types.
For example, methods such as mean-and-covariance RBMs (mcRBMs) (Ranzato
et al., 2010a), the mean-product of student’s t-distribution models (mPoT models)
(Ranzato et al., 2010b) and spike-and-slab RBMs (ssRBMs) (Courville et al., 2011)
focus on studying the capacity of RBMs to deal with real-valued data. For image
data, convolutional structures are integrated into RBMs in (Desjardins and Bengio,
2008). Sequential data can be modelled by conditional RBMs in (Taylor et al.,
2006), which learn p (xt|xt−1, . . . ,xt−m) from sequences of joint angles of human
skeletons and are then able to generate 3D motions. Other variants of conditional
RBMs are HashCRBMs (Mnih et al., 2011) and RNNRBM (Boulanger-Lewandowski
et al., 2012). It is possible to modify RBMs to model p (y|x), e.g., the method in
(Larochelle and Bengio, 2008) which can work in both generative and discriminative
manners. Due to their effectiveness and power, RBMs are integrated into many
systems including collaborative filtering (Salakhutdinov et al., 2007), information
and image retrieval (Gehler et al., 2006) and time series modelling (Sutskever and
Hinton, 2007; Taylor et al., 2006).
Since RBMs with a single hidden layer have limitations in representing high-level
features, there is much interest in deep networks, whose deeper layers describe abstract
concepts. Furthermore, deep architectures produce models with smaller sizes than
shallow networks to represent functions (Larochelle and Bengio, 2008). The circuit
complexity theory shows that deep circuits are more exponentially efficient than
shallow ones (Ajtai, 1983; Hrastad, 1987; Allender, 1996), rendering the invention of
Deep Boltzmann Machines (DBMs). Essentially, DBMs (Salakhutdinov and Hinton,
2009a) are BMs, whose units are organised in multiple layer structures without
intra-layer connections. Like BMs, estimating their log-likelihood functions is a
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computational challenge due to two intractable expectations. Sampling in DBMs is
not efficient and requires the involvement of most of their units. Meanwhile, it is
also difficult to tackle the intractable posterior distribution unless it is approximated
by variational inference. Moreover, there is a need for a layer-wise pretraining
stage (Salakhutdinov and Hinton, 2009a) to move their parameters to good values
in parameter space in order to successfully train DBMs. After the pretraining
initialisation, DBMs can be jointly trained with a general BM training procedure,
e.g., the one proposed in (Salakhutdinov, 2009). Alternatively, DBMs can be
learned without pretraining, using some methods such as centred DBMs (cDBMs)
(Montavon and Muller, 2012) and Multi-prediction DBMs (MPDBMs) (Goodfellow
et al., 2013). In cDBMs, the energy function is rewritten as a function of centred
states (v − c,h− d) , where c and d are offsets associated with the visible or hidden
units of the networks, instead of one of states (v,h) as usual. This trick leads
to a better conditioned optimisation formula, in terms of a smaller ratio of the
largest and lowest eigenvalues of the Hessian matrix, and then it enables the learning
procedure to be more stable and robust to noise. The centering trick is known to
be equivalent to enhanced gradients, introduced by Cho et al. (2011b). The second
method of MPDBMs (Goodfellow et al., 2013) offers an alternative criterion to train
DBMs without maximising their likelihood functions. This criterion is the sum of
the terms that describe the ability of the models to infer the values of a subset
of observed variables given the other observed variables. Interestingly, this can be
viewed as training a family of recurrent neural networks, which share the same
parameters but solve various inference tasks. As a result, MPDBMs can be trained
with back-propagation and which avoids confronting MCMC estimates of gradients.
Since MPDBMs are designed to focus on handling inference tasks, their ability to
generate realistic samples is not good. Overall, MPDBMs can be viewed as training
models to maximise a variational approximation to generalised pseudo-likelihood
(Besag, 1975).
All the aforementioned BMs encode two-way interactions between two variables
in the networks, e.g., the unit-to-unit interaction terms in Eq. 2.15. One research
direction is to discover higher-order Boltzmann Machines (Sejnowski, 1986), whose
energy functions include the product of many variables. Memisevic and Hinton
(2007, 2010) proposed Boltzmann Machines with a third-order connection between
a hidden unit and a pair of images to model the linear transformation between
two input images or two consecutive frames in videos. A hidden unit and a visible
unit can communicate with a class label variable to train discriminative RBMs
for classification (Luo et al., 2011). Sohn et al. (2013) introduced a higher-order
Boltzmann Machine with three-way interactions with masking variables, which turn
on/off the interactions between hidden and visible units.
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2.3.1.3 Hybrid Generative Nets
Hybrid generative networks are a group of generative models that contain both
directed and undirected edges in the networks. Since studies on the hybrid approach
are overshadowed by purely directed or undirected networks, we only introduce an
overview of Deep Belief Networks (DBNs) (Hinton et al., 2006), one quintessence of
this group, which is one of the first non-convolutional deep networks to be trained
successfully. Its birth marked a historic milestone in the development of deep learning.
From a graphical perspective, a DBN is a multilayer neural network whose visible
units lie in the first layer and the hidden units are in the remaining layers. Each
unit only connects to other units in the next upper and lower layers. The top two
layers form an RBM with undirected connections whilst the other connections are
directed edges pointing towards the nodes in the lower layer. As combined models,
DBNs incur many problems coming from both directed and undirected networks. For
example, inference in DBNs is difficult because of the undirected interactions between
hidden units in the top RBM and the explaining-away effects within the directed
layers. Fortunately, training L-layer DBNs is possible via stacking L − 1 RBMs,
which are learned individually and layer-by-layer. This stacking procedure is justified
to guarantee to raise the lower bound on the log-likelihood of the data (Hinton et al.,
2006). After this, the networks can be fine-tuned using a Wake-Sleep algorithm in a
generative manner or their weights can be used as initialisation to learn an MLP in
a discriminative fine-tuning step for a classification task. DBNs are developed for
several applications such as object recognition (Bengio et al., 2007; Hinton et al.,
2006), classification (Bengio and LeCun, 2007), dimensionality reduction (Hinton and
Salakhutdinov, 2006) and information retrieval (Salakhutdinov and Hinton, 2007).
They are also extended to convolutional DBNs (Lee et al., 2009) and higher-order
DBNs (Nair and Hinton, 2009).
2.3.2 Energy-based Models
Energy-based Models (EBMs) are a rich family of probabilistic models, which capture
the dependencies between random variables. Let us consider a model with two sets
of visible and hidden variables v and h respectively and model parameters Ψ. The
idea is to associate each configuration of the variables with an energy value. More
specifically, the EBM assigns an energy function E (v,h; Ψ) to a joint configuration of
v and h and then admits a Boltzmann distribution (also known as Gibbs distribution)
as follows:
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where p∗ (v,h; Ψ) is an unnormalised probability and Z (Ψ) = ∑v,h e−E(v,h;Ψ) is
the normalisation constant, also called the partition function. Dividing by Z (Ψ)
guarantees that p (v,h; Ψ) is a proper density function, which is positive and whose
sum over the domain equals to 1.
The learning of the EBM aims to seek an optimal parameter set, which assigns






. To this end, the EBM attempts to maximise the data log-likelihood
logL (v; Ψ) = log∑h p (v,h; Ψ). Taking the derivative of this log-likelihood3, we
obtain its gradient as follows:
∇Ψ logL = Edata [−∇ΨE (v,h; Ψ)]− Emodel [−∇ΨE (v,h; Ψ)] (2.17)
Thus the parameters can be modified using the following gradient ascent update rule:
Ψ = Ψ + η (Edata [−∇ΨE (v,h; Ψ)]− Emodel [−∇ΨE (v,h; Ψ)]) (2.18)
for a learning rate η > 0. In Eq. 2.18, Edata and Emodel represent the expectations








is the empirical distribution, and the model distribution, pmodel =
p (v,h; Ψ), respectively. Computing these two statistics is generally intractable since
they are related to taking the sum over the entire hidden space for Edata and the one
over both visible and hidden spaces for Emodel. As a result, we must resort to several
approximate approaches such as variational inference (Salakhutdinov and Hinton,
2012) or sampling (Hinton, 2002; Tieleman, 2008).
In what follows, we describe two typical examples of EBMs: Restricted Boltzmann
Machines and Deep Boltzmann Machines, which are the core modules of our proposed
anomaly detection systems.
2.3.2.1 Deep Boltzmann Machines
Model representation Deep Boltzmann Machines (DBMs) (Salakhutdinov and
Hinton, 2009a) are multilayer Energy-based Models which enable data distributions
to be captured effectively and learn increasingly complicated representations of data.
As a deep network, a binary DBM consists of an observed binary layer v = [vm]Mm=1
of M units and many binary hidden layers. For simplicity, we only consider a
DBM with two hidden layers h = {h(1),h(2)} of K1 and K2 units respectively as
demonstrated in Fig. 2.2a. The DBM defines a visible bias vector a and a hidden
3Proof is provided in Appendix A








































Figure 2.2: A DBM with two hidden layers and its pretraining procedure: a) DBM
architecture and b) pretraining by stacking two trained RBMs.
bias vector b(l) for the hidden layer h(l). Two adjacent layers connect fully to
each other through a visible-to-hidden matrix W (1) and a hidden-to-hidden matrix
W (2). The energy of a joint configuration (v,h) with respect to the parameter set
Ψ = {a, b(1), b(2),W (1),W (2)} is represented as:
E (v,h; Ψ) = −a>v − b(1)>h(1) − b(2)>h(2) − v>W (1)h(1) − h(1)>W (2)h(2) (2.19)
In neural networks with binary layers, a unit is called active if its state is 1. Since
there is no connection between units in the same layer, the conditional probability of
a visible unit to be active given the upper hidden layer is:
p
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where σ (x) = 1/(1 + e−x) is the logistic sigmoid function. We use the definition of
EBMs’ joint probability in Eq. 2.16 and the definition of DBMs’ energy function in
Eq. 2.19 in steps (a) and (b) respectively. Likewise, the conditional probability of a
hidden unit being active is shown as:
p
(
















Parameter learning To train the DBM, we follow the same gradient ascent
procedure in Eq. 2.18 but we need to deal with both intractable expectations:
Data expectation estimation The hierarchical architecture in DBMs causes a




, making sampling from this
posterior impossible. Variational learning (Zemel, 1994; Hinton and Zemel, 1994;
Jordan et al., 1999; Neal and Hinton, 1999) proposes to replace this intractable









therefore the data expectation can be approximated by the lower bound specified by
this approximate distribution. It is common to assume that q satisfies the mean-field




= ∏2l=1∏Kli=1 q (h(l)i |v; Ψ̃). In





































are variational parameters. It results in the lower bound over the
distribution q on the log-likelihood function as follows:
logL (v; Ψ) = log
∑
h



















Jensen’s inequality for the log function












= LB(v; Ψ, Ψ̃) (2.24)









, between the variational
distribution and the true distribution. The equality holds only if q and p are identical.
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Generally speaking, variational learning finds a member of the function family, defined
by the mean-field equation in Eq. 2.23 to fit the true posterior as much as possible.
The explicit formula of the lower bound can be derived by substituting p (v,h; Ψ)




(Eq. 2.23) into Eq. 2.24:











































We can rapidly estimate the maximum of the lower bound using the fixed point equa-
tions that iteratively update a single parameter µ̃(l)j , for the other fixed parameters,
until convergence. To make this more concrete, we take the derivative of the lower












After these iterative updates are run and the approximate distribution is obtained,
we use q as a substitute for the true posterior p to estimate the data-dependent term
Ep(h|v;Ψ) [−∇ΨE] ≈ Eq(h|v;Ψ̃) [−∇ΨE].
Model expectation estimation Computing the expected value of the model
distribution is a challenging task since it is necessary to consider all states of visible
and hidden units. A solution is to draw some samples from the distribution and
use the sample mean as a surrogate for the exact expectation. Due to the special
structure of DBMs, in which each layer is only dependent on the current states of
the adjacent layers, neurons in DBMs can be re-organised into two groups of odd
and even layers, as demonstrated in Fig. 2.3, and Gibbs sampling can be done via
two alternative steps of sampling even layers from odd ones and then computing
odd layers from the even ones. In particular, whenever the model expectation needs
to be computed, Gibbs chains are initialised and run until convergence. However,
this process is known to be time-consuming because of its poor mixing rate. A
better sampling strategy is Persistent Contrastive Divergence (PCD) (Tieleman,
2008), which maintains several persistent Gibbs chains, instead of resetting them
for every expectation estimation, to efficiently provide model samples for training.
4Proof is provided in Appendix A















visible layer second hidden layer
Figure 2.3: The bipartite structure of odd and even layers in DBMs.
More specifically, we store Nc Gibbs samples from the previous model expectation
estimation and use them as initial states of the chains before moving them to the
next positions during the current Gibbs sampling process. The entire model sampling
process in DBMs is illustrated in Fig. 2.4.
Finally, in every iteration, given a batch of Ns data points and Nc Gibbs chains, after
estimating mean-field approximate vectors and model samples, the model parameters























































wherein v[i] and µ̃(l)[i] are the i-th data point and its corresponding mean-field vector
whilst v̂〈i〉and ĥ(l)〈i〉 are the layer states on the i-th Gibbs chain. Alg. 2.2 summarises
the general procedure to train DBMs.
Layer-wise pretraining DBM training using the aforementioned general proced-
ure from a random initialisation is usually unsuccessful. In some cases, the network
fails to model the data distribution. In other cases, it produces the likelihood that
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Algorithm 2.2 DBM training procedure.






Markov chains for PCD. Let T be the number of iterations.







3. for t = 1 to T do
4. // Data expectation estimation with variational learning
5. for n = 1 to ND do
6. Initialise Ψ̃[n] and run fixed-point updates until convergence:








































11. // Model expectation estimation with PCD
12. for m = 1 to Nc do
13. //Odd Gibbs block










16. //Even Gibbs block






19. // Update the parameters Ψ




















































2.3. Deep Generative Models 28
7





�𝒉𝒉 𝟏𝟏 𝑡𝑡 ~𝑝𝑝(𝒉𝒉 𝟏𝟏 |𝒗𝒗 𝑡𝑡 ,𝒉𝒉(𝟐𝟐) 𝑡𝑡 ;𝛙𝛙)
�𝒗𝒗 𝑡𝑡+1 ~𝑝𝑝(𝒗𝒗|𝒉𝒉(𝟏𝟏) 𝑡𝑡 ;𝛙𝛙)
�𝒉𝒉 𝟐𝟐 𝑡𝑡+1 ~𝑝𝑝(𝒉𝒉(𝟐𝟐) |𝒉𝒉(𝟏𝟏) 𝑡𝑡 ;𝛙𝛙) …







Figure 2.4: A PCD procedure to draw samples from the model distribution.
is not significantly better than an RBM. This means that deeper layers contribute
nothing to represent the data. Inspired by the pretraining algorithm for DBNs
(Hinton et al., 2006) to initialise the model parameters to good values, Salakhutdinov
and Hinton (2009a) introduced a pretraining algorithm for DBMs.
The pretraining algorithm begins with learning the first RBM on the training data.
This RBM contains the same number of units as the first and second layers in the
DBM. The learned parameters define the parameters of the first layer of the DBM.
The DBM’s second layer is obtained by first initialising another RBM and then
optimising it on the samples drawn from the hidden units of the first RBM. Whenever
an RBM is trained, a new layer is stacked into our current DBM. We can repeat
this procedure infinitely until we obtain the desired number of layers. Since stacking
the learned RBMs is unable to simulate the upper and lower layer interactions of
each layer in the DBM, to deal with this issue, we replicate the visible units and tie
weights to train the first RBM. Likewise, the last RBM is also trained with double
top hidden units and tied weights. For the intermediate hidden layers, we train
RBMs with double weight matrices to compensate the connections of the missing
layer. The greedy layer-by-layer pretraining procedure is demonstrated in Fig. 2.2b
whilst its details are described in Alg. 2.3.
Intuitively, the pretraining algorithm tends to halt at a narrow inaccessible region
(Erhan et al., 2010), which reduces the variance of the learned parameters and
prevents the severe effect of over-fitting. As a result, the location discovered by the
pretraining procedure provides a good initialisation for the next training step.
Log-likelihood evaluation As previously stated, since it is impossible to exactly
evaluate the DBM’s log-likelihood logL, we prefer reporting its lower bound value
LB instead. However, computing this bound (Eq. 2.25) requires dealing with the
normalisation factor Z, which is known to be challenging to estimate in Energy-
based Models. This factor can be computed exactly in some toy-networks with a few
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Algorithm 2.3 Greedy pretraining algorithm for a DBM with Nl layers.
1. Double the visible units and tie the visible-to-hidden weights W (1) and biases










second RBM with weights 2W (2) and biases b(2).





for the next RBM with weights 2W (3) and biases b(3).
4. Proceed recursively for the intermediate layers.
5. For the top layer, duplicate the hidden units, tie weights W (Nl−1) and hidden
biases b(Nl−1) to train the last RBM.
6. The optimised parameters
{
a, b(1),W (1), . . . , b(Nl−1),W (Nl−1)
}
compose the
initialisation for the DBM.
neurons but, in most cases, estimating the normalisation factor of a real network of
thousands of variables is infeasible in practical settings and therefore, sampling-based
methods such as Annealed Importance Sampling (Subsec. 2.1.5) are widely used
to approximate the true value. In this part, we use AIS to estimate the partition
function of DBMs.
Intermediate distributions: We first define a sequence of intermediate joint
probability distributions controlled by an inverse temperature βk from 0 to 1:
pk (v,h; Ψ) =
e−βkE(v,h;Ψ)
Z (Ψ)
Utilising the odd-even layer structure of DBMs, we can reduce the state space
by marginalising over odd layers and therefore work on the subset of even layers’
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By gradually changing βk from 0 to 1, we anneal from a simple unnormalised













= e−E(v,h;Ψ), where NT + 1 is the
number of the intermediate distributions.
Markov transition operators: Given a state of v[k] and h(2)[k] at position k in a
Markov chain, we can move to the next state using the transition operators which
are conditional probabilities in DBMs. Similar to Eqs. 2.20, 2.21 and 2.22, it is


























































Partition function estimation: Applying Eq. 2.6 for the unnormalised distribu-


















































































Meanwhile, the samples v〈i〉[k] and h
(2)〈i〉
[k] of the intermediate distributions are collected
using the following procedure: a) drawing v〈i〉[0] and h
(2)〈i〉










ZA(Ψ) , where ZA (Ψ) =
∑
v,h(2) 2K1 =
2M+K1+K2 ; and b) using the Markov transition operators in Eqs. 2.33, 2.34 and 2.35
2.3. Deep Generative Models 31
to obtain the samples v〈i〉[k+1] and h
(2)〈i〉
[k+1] of the next intermediate distribution.
2.3.2.2 Restricted Boltzmann Machines
A Restricted Boltzmann Machine (RBM) (Smolensky, 1986; Freund and Haussler,
1992) is a bipartite undirected network of visible nodes and hidden nodes. Two kinds
of these nodes form the visible and hidden layers in the RBM. A connection is created
between any two nodes in different layers but there is no intra-layer connection.
The “restriction” on internal connections in layers and the compact structure of one
hidden layer results in RBMs being efficient in learning and inference, which cannot
be obtained by general BMs (Ackley et al., 1985). The architecture of an RBM is
shown in Fig. 2.5. It can be seen that RBMs are a special case of DBMs with one
hidden layer. Each node in the graph is associated with a random variable, whose
type can be binary (Welling et al., 2005), integer (Welling et al., 2005), continuous
(Hinton et al., 2006) or categorical (Tran et al., 2011). For simplicity, we only focus
on binary RBMs, whose variables have binary values of {0, 1}, and describe their




Figure 2.5: A Restricted Boltzmann Machine architecture of M visible units and
K hidden units.
Model representation Consider an RBM with M visible variables v =
[v1, v2, . . . , vM ] ∈ {0, 1}M and K latent variables h = [h1, h2, ..., hK ] ∈ {0, 1}K .
The model is parameterised by two bias vectors a = [a1, a2, ..., aM ] ∈ RM in the
visible layer and b = [b1, b2, ..., bK ] ∈ RK in the hidden layer and a weight matrix
W ∈ RM×K , whose element wij is the weight of the edge from the visible unit vi to
the hidden unit hj. The set Ψ = {a, b,W } describes the network parameters and
specifies the RBM’s power.
Similar to DBMs, the RBM is an Energy-based Model and its energy value, defined
at a particular value v and h, is given by:
E(v,h; Ψ) = −(a>v + b>h+ v>Wh) (2.37)
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As a shallow version of DBMs, the key formula of the RBM can be derived directly
from one of the DBMs in Subsec. 2.3.2.1. Indeed, the conditional probability of a
layer can be nicely factorised into a product of the conditional probabilities of its








p(hj|v; Ψ) p(hj = 1|v,Ψ) = σ(bj + v>w·j) (2.39)
The likelihood function of the RBM is written as:




Z (Ψ) = log
∑
h
p∗ (v,h; Ψ)︸ ︷︷ ︸
p∗(v;Ψ)
− logZ (Ψ) (2.40)
The first term log p∗ (v; Ψ) is related to the sum of the unnormalised probabilities
p∗ (v,h; Ψ) over all hidden configurations. We can explicitly obtain p∗ (v; Ψ) as
follows:
p∗ (v; Ψ) =
∑
h




























Meanwhile, the second term is the logarithm of the partition function logZ (Ψ),
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Parameter learning As a member of EBMs, RBM training aims to search for
the parameter set that minimises the network energy in Eq. 2.37 or maximises the
log-likelihood of the observed data logL (v; Ψ) = log∑h p (v,h; Ψ). The gradient
of the log-likelihood function is analogous to that of EBMs in Eq. 2.17. However,
for EBMs as well as DBMs, both expectation terms are intractable and hence it
is not easy to learn a good model. By contrast, the posterior in the RBM is fully
factorised and therefore, the first data expectation can be computed analytically. But
the second expectation evaluation is still a challenging problem and approximating
this expectation using MCMC is still a reasonable solution. More particularly, the
conditional probability factorisation in the RBM enables us to do sampling efficiently
using Gibbs sampling (Geman and Geman, 1984). Intuitively, we alternatively draw
hidden and visible samples from the conditional probability distributions given the
other variables (Eqs. 2.38 and 2.39), h ∼ p(h|v; Ψ) and v ∼ p(v|h; Ψ), in one Gibbs
sampling step. To gain the unbiased estimate of the gradient, it is necessary for
a Markov chain to converge to the equilibrium distribution. By this way, training
is viewed as adjusting the parameters to minimise the Kullback-Lieber divergence
between the data distribution and the equilibrium distribution. To speed up the
approximation process, Hinton (2002) proposed the use of Contrastive Divergence
with d Gibbs sampling steps (denoted CDd) to evaluate the model expectation.
He argued that when the Markov chain converges, the distributions between two
consecutive sampling steps are almost the same. As a result, CDd minimises the
difference between the data distribution and the d-sampling step distribution rather
than the equilibrium distribution. Although CD is fast and has low variance, it is
still far from the equilibrium distribution if the mixing rate is low. An alternative
is Persistent Contrastive Divergence (PCD)(Tieleman, 2008). Unlike CD, whose
MCMC chain is restarted for each data sample, the PCD’s chain is only reset after
a regular interval or not reset at all. Furthermore, PCD maintains several chains,
usually equal to the batch size, at the same time to achieve a better approximation.
Fig. 2.6 demonstrates the alternative steps of a Gibbs sampler, in which CDd is
considered as its truncated version with the first d + 1 steps. CD1 is common in
practice since it shows a large improvement in the training time with only a small
bias (Carreira-Perpinan and Hinton, 2005). The following equations describe how
CDd updates the bias and weight parameters using a minibatch of Ns data samples
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and Nc Gibbs chains:




















































where v[i]m is the m-th element of the i-th training data vector whilst v̂〈i〉· and ĥ〈i〉· are
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𝒗𝒗 𝒌𝒌 = 𝒗𝒗{∞}
𝒉𝒉 𝒌𝒌 = 𝒉𝒉{∞}
Figure 2.6: An illustration of Gibbs sampling and 1-step Contrastive Divergence.
Data-likelihood estimation Due to the intractability of the partition function,
computing the data-likelihood of RBMs also relies on AIS to approximate this
function. In what follows, we present the same steps as in DBMs to estimate
the RBMs’ partition function, namely, defining a proper intermediate distribution
sequence, describing a base-rate RBM and deriving transition operators.
Intermediate distributions: Assume that our target RBM consists of a
visible layer v ∈ {0, 1}M , a hidden layer hB ∈ {0, 1}K
B





. We denote another RBM, called base-
rate model, ΨA = {aA, bA,W A}, which contains the same visible layer
v but is composed of different hidden units hA ∈ {0, 1}KA . Suppose
that these RBMs encode the corresponding distributions pA and pB, whose
energy functions are EA(v,hA; ΨA) = −
(
aA>v + v>W AhA + bA>hA
)
and
EB(v,hB; ΨB) = −
(
aB>v + v>WBhB + bB>hB
)
and unnormalised distributions
are p∗A = e−EA(v,h
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where Ek(v,hAB; ΨAB) = (1− βk)EA(v,hA; ΨA) + βkEB(v,hB; ΨB) and 0 ≤ β0 ≤
β1 ≤ . . . ≤ βNT = 1. By marginalising out the hidden units of the intermediate






















Markov transition operators: Similar to DBMs, we also consider conditional
distributions as transition operators in RBMs. We apply the same steps as in Eq. 2.20
to gain the conditional distributions of pk (Eq. 2.46) as follows:

























By utilising the bipartite structure of RBMs, a new sample v[k+1] is easily obtained
from the current sample v[k] through Gibbs sampling steps between the hidden and
visible layers. To be more precise, given a sample v[k], Eqs. 2.48 and 2.49 produce






, which is used as an input to draw a
new sample v[k+1] using Eq. 2.50. The Gibbs sampling procedure is summarised in
Fig. 2.7. Now, we can evaluate the partition function ratios between two RBMs ΨA
and ΨB using Eq. 2.6.
Partition function estimation Suppose that we choose a simple RBM ΨA with
zero-weights W A = 0 so that ZA can be computed analytically and we can draw








Figure 2.7: Markov transition operators in RBMs.




































The marginal distribution over the visible units, from which the initial samples v[0]
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From Eqs. 2.6, 2.51 and 2.53, we obtain the unbiased estimate of the partition





















wherein the initial sample v〈i〉[0] is drawn from the base-rate distribution pA in Eq. 2.52
whilst v〈i〉[k] is drawn using Eqs. 2.48, 2.49 and 2.50. By substituting Z = ZB into
Eq. 2.40, we finally achieve the estimate of the RBM’s data log-likelihood.
2.3.2.3 Data reconstruction
Once an RBM or DBM has been learned, it is able to reconstruct any given data
vector v. In particular, we can project v into the space of the first hidden layer for
a new representation hr = [h̃n]>n by computing the posterior h̃n = p (hn = 1 | v; Ψ)
in the RBM or running mean-field iterations to estimate h̃n = µ̃(1)n in the DBM.
Next, projecting back this representation into the input space forms a reconstructed
output vr = [ṽm]>m, where ṽm is shorthand for ṽm = p (vm = 1 | hr; Ψ). Finally, the
reconstruction error is simply the difference between two vectors v and vr, in which
we prefer Euclidean distance due to its popularity. In Chaps 5 and 6, we use the
reconstruction quality of these models as a signal to identify anomalous events in
videos. If v belongs to a group of normal events, which the models learn well, the
reconstructed output is almost similar to v in terms of a low reconstruction error.
By contrast, an abnormal event usually causes a high error and therefore it can be
isolated from other normal events.
2.3.3 Generative Adversarial Networks
Generative Adversarial Networks (GANs) are a family of generative models that
are based on game theory. Unlike EBMs and other generative models, GANs do
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not formulate any probability distribution explicitly, but instead only learn how to
generate samples as similar as possible to training data. GAN-based frameworks
consist of two networks playing a game against the other. One player, named a
generator, tries to capture the data distribution and learns to draw samples from
it whilst the other player, a discriminator, distinguishes between the real samples
from the data distribution and the fake samples produced by the generator. Both
generator and discriminator are learned from scratch and improve themselves during
the training process.
GANs have become one of the most important and active fields in machine learning
in recent years. According to Yann LeCun, Director of AI Research, Facebook,
“(GANs) and the variations that are now being proposed is the most interesting idea
in the last 10 years in machine learning, in my opinion”. In this part, we review the
principles of GANs and their variant, conditional GAN (cGAN), which will be used
in our VAD framework in Chap. 7.
2.3.3.1 Generative Adversarial Networks
A Generative Adversarial Network (GAN) (Goodfellow et al., 2014) is a directed
generative network, which lies on the idea of adversarial gaming. Suppose that
our goal is to learn the distribution pG (x) of a generator G in order to mimic an
unknown data distribution pdata. Instead of learning pG (x) directly as popular
methods, e.g., EBMs, the GAN defines a source of randomness to draw a vector
z ∼ pz and learns a deterministic function x = G (z; ΨG) to generate x ∈ Rd in the
d-dimensional data space. During the training procedure, the GAN model aims to
adjust the generator’s parameters ΨG to push pG towards pdata. To this end, the
GAN introduces a discriminator network D (x; ΨD) ∈ [0, 1], which indicates the
probability of a sample x coming from pdata, D (x; ΨD)→ 1 if x ∼ pdata otherwise
D (x; ΨD) → 0 for x ∼ pG. The discriminator D tries to identify fake samples
generated from G whilst G learns how to fool D during the training phase. This is
expressed as the game of two players: D aims to maximise the object function while
G minimises this function. This idea is illustrated in Fig. 2.8. The objective function






where V (D,G) is defined as:
V (D,G) = Ex∼pdata [logD (x; ΨD)]︸ ︷︷ ︸
x from the data: high if D(x) is high
+ Ex∼pG [log (1−D (x; ΨD))]︸ ︷︷ ︸
fakex from G: high if D(x) is low
(2.55)
= Ex∼pdata [logD (x; ΨD)] + Ez∼pnoise [log (1−D (G (z; ΨG) ; ΨD))]
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Figure 2.8: The adversarial learning framework of GANs.
To optimise Eq. 2.54, we alternatively fix the generator/discriminator and solve the
other. For G fixed, we aim to find the optimal discriminator D∗ to maximise V (D,G)










pdata (x) logD (x; ΨD) dx+
∫














∫ [ pdata (x)
D (x; ΨD)
− pG (x)1−D (x; ΨD)
]
dx
When ∂V (D,G) /∂D = 0, we obtain pdata(x)
D(x;ΨD) =
pG(x)
1−D(x;ΨD) for any x. As a result,
the optimal discriminator should be D∗ (x; ΨD) = pdata (x)pdata (x)+pG(x) for any x ∈ R
d. By
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plugging D∗ into Eq. 2.55, we achieve:
V ∗(D,G) = max
D










































pG (x) log 2dx
= −2 log 2 +KL (pdata (x) ||paver (x)) +KL (pG (x) ||paver (x))
= −2 log 2 + 2
[1
2KL (pdata (x) ||paver (x)) +
1
2KL (pG (x) ||paver (x))
]
︸ ︷︷ ︸
Jensen Shannon divergence from Eq. 2.1
= −2 log 2 + 2JSD (pdata (x) ||pG (x))
≥ −2log2
In step (a), both numerators and denominators are divided by 2 to make them
proper distributions and we denote (pdata (x) + pG (x)) /2 shortly by paver (x). Since
JSD (pdata ||pG) ≥ 0, the equality holds iff JSD (pdata||pG) = 0 or pG = pdata. In other
words, we say minG maxD V (D,G) = minG V ∗ (D,G) = −2 log 2 iif pG = pdata.
Algorithm 2.4 GAN training procedure
1. for t = 1 to Nepoch do






where z〈m〉 ∼ pz (z)









where x[m] is an example in the training set
6. Update ΨD:










where z〈m〉 ∼ pz (z)
10. Update ΨG:





The practical procedure to train the GAN model is demonstrated in Alg. 2.4. For each
training epoch, we draw Ns random vectors z〈i〉 from a predefined noise distribution,
e.g., a uniform or Gaussian distribution, and feed them into G to obtain the generated




. These samples and Ns randomly picked data samples
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x[i] are used to update D, whilst G is fixed, using the following loss function:






















Next, we freeze D and learn G to minimise Eq. 2.55, which is equivalent to minimising
the following practical form of V (D,G):














Since optimising D until completion is costly and causes overfitting in some finite
datasets, we alternate between NDupdate steps of D updates and one step of G updates
as described by Goodfellow et al. (2014).
The key advantage of GANs and their variants is to generate more realistic images
than many generative models. For this reason, GANs have been extensively used
in a wide range of computer vision applications including text-to-image translation
(Reed et al., 2016), image-to-image translation (Isola et al., 2017), image in-painting
(Yeh et al., 2017) and single image super resolution (Ledig et al., 2017).
2.3.3.2 Conditional Generative Adversarial Networks
Conditional Generative Adversarial Networks (cGANs) (Isola et al., 2017) are a
general-purpose architecture proposed to successfully solve image-to-image translation
tasks, e.g., semantic labels ↔photos, maps ↔aerial photos, black-white ↔ colour
photos. All these tasks take an input image in one image type and return an output
image in a different type. Since the systems generate the output conditioning on the
input, they are termed Conditional GANs (cGANs). Unlike traditional GANs, the
generators in cGANs require both an observed image and a random noise vector as
input whilst we need to collect (image, transformed image/generated image) pairs
as real/fake data to train the discriminators. More specifically, a cGAN learns a
generative model G, which outputs an image G (x, z; ΨG) from a source image x and
a random vector z. Using the adversarial learning mechanism, G aims to generate
realistic images, which look like target images y and cannot be distinguished by a
discriminator D : {x,o} → [0, 1], where D (x,o; ΨD) indicates how correct o is a
transformed image of x. By contrast, D is optimised to discriminate “fake” pairs
of images generated by G and real pairs from the data. This training phase is
summarised through the following objective function:
JcGAN = Ex,z [log (1−D (x, G (x, z; ΨG) ; ΨD))] +
Ex,y [logD (x,y; ΨD)] + λJL1 (x,y) (2.56)
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where the additional L1 loss JL1 (x,y) = ‖y −G (x, z; ΨG)‖1 forces G to generate
images as close to the target images as possible and the hyper-parameter λ balances
the losses. At the training time, G tries to minimise Eq. 2.56 whilst D learns to
maximise this equation. We update the discriminator with one gradient step and
then the generator with one step in each training epoch (Goodfellow et al., 2014).
Both generator and discriminator mostly adopt the network architecture, i.e.,
Convolution-BatchNorm-ReLU, from DCGAN (Radford et al., 2015) except for
skip connections and PatchGAN structures. The idea of skip connections is that
although input and output images are different in detailed appearance (e.g., pixel
intensity), they share some similar underlying structures (e.g., locations of prominent
edges). Therefore, the low-level information from the input images should be propag-
ated to the output images, resulting in the addition of skip connections, or U-net
architectures (Ronneberger et al., 2015), between two layers i and Nl − i, where Nl
is the number of layers of the corresponding network. A comparison between U-net
and traditional encoder-decoder architectures is demonstrated in Fig. 2.9. For skip
connection layers, we simply pass the information of low layers directly to high layers
and concatenate all channels of both layers before propagating the concatenated
signals to the next layer. For PatchGAN structures, the discriminator is designed to
classify each of Nh ×Nw patches to be real or fake and average the patch responses
to obtain the discriminator’s output. The purpose of PatchGAN is to encourage the






















Figure 2.9: A U-net architecture with skip connections compared with a traditional
encoder-decoder network.
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2.4 Video Anomaly Detection
In the last part of this chapter, we present a review of existing solutions to find
anomalous objects in surveillance videos and provide a detailed discussion of their
advantages and disadvantages.
Nowadays, due to the rise of terrorism (Clarke, 2015) and crimes (Crime Statist-
icas Agency, 2016), there are increasing concerns about security and safety in public
places and restricted areas. Due to the overabundance of surveillance video data,
extensive studies (Sodemann et al., 2012; Oluwatoyin and Wang, 2012) have been
conducted to develop intelligent systems to automatically discover human behaviours
in video scenes. Of these, anomaly detection is a key application which is able to
identify unusual events and prevent unexpected behaviours in streaming videos. An-
omalous events are commonly assumed to be rare, irregular or significantly different
from the others (Sodemann et al., 2012). Examples include access to restricted
areas, leaving strange packages, movements in the wrong direction, fighting and
falling detection, which can be captured by camera monitoring systems in airports,
car parks, stations and public spaces in general. Identifying abnormal behaviours
allows early intervention and in-time support to reduce consequent cost. Anomaly
detection systems also reduce the amount of data to be processed manually by
human operators via driving their attention to a specific portion of a video scene.
The existing literature on anomaly detection in video data offers two approaches:
supervised learning and unsupervised learning.
2.4.1 Supervised approach
In the supervised approach, models are supplied with training data, which is an-
notated with normal or/and abnormal class labels. Benezeth et al. (2009) perform
background subtraction to obtain motion pixels and build the matrix that captures
the co-occurrence between two motion pixels within a spatio-temporal volume. After
this, the potential function of a Markov Random Field is determined to estimate
the normality probability of the observed volumes. A Markov Random Field with
hidden variables is also applied in (Kim and Grauman, 2009), in which Mixture of
Probabilistic Principle Component Analysers (MPPCA) is learned on the optical
flow-based features of normal image regions. Provided a streaming scene, a Markov
Random Field, whose parameters are specified by the trained MPPCA, is constructed
from incoming frames and the fixed number of recent frames. By solving a global
Maximum A Posteriori (MAP) problem, the binary values of the Markov nodes are
estimated to determine the normal or abnormal labels of the corresponding regions.
Kratz and Nishino (2009) compute gradient distributions in fixed size volumes and
represent a video as a set of prototypes, which are the centroids of gradient distribu-
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tion clusters. A distribution-based Hidden Markov Model (HMM) and a coupled
HMM are trained to model the temporal and spatial correlations between usual
volumes in crowded scenes. Social Force (Mehran et al., 2009) is a distinct idea based
on the interaction forces between moving people in crowds to extract the force flow
representations of videos. Then, a Latent Dirichlet Allocation (LDA) can be trained
on these features to model the distribution of normal crowd behaviours. Anomaly
scenes are the frames with low likelihood.
Many methods such as the aforementioned MPPCA (Kim and Grauman, 2009),
Chaotic Invariant (Wu et al., 2010) and Mixture of Dynamic Texture models (MDT)
(Li et al., 2014) leverage the power of mixture models to capture normality probability
distributions. A Chaotic Invariant (Wu et al., 2010) extracts the features based
on maximal Lyapunov exponent and correlation dimension to encode the chaotic
information in crowded scenes. The probability of an observation being normal is
estimated via a Gaussian Mixture Model (GMM) trained on these chaotic invariant
features. In MDT (Li et al., 2014), discriminative salience is used to measure spatial
abnormality signals while MDT is trained on normal videos to model both appearance
and temporal information. The final abnormality map is the sum of the temporal
and spatial abnormality maps.
Several methods aim to discover the boundary of normal events from training data.
Zhang et al. (2016) detect irregularities by integrating both motion and appearance
clues, in which the appearance abnormality score is the distance to the spherical
boundary, learned by Support Vector Data Description (SVDD). Sparse Coding
methods (Lu et al., 2013) assume that regular examples can be represented as
the linear combinations of basis vectors in a learned dictionary. Then, irregular
behaviours cause high reconstruction errors and can be successfully distinguished from
the regularities. By reformulating video anomaly detection as a classification problem,
Cui et al. (2011) train SVM classifiers on the combined features of interaction energy
potentials and velocities, which are extracted for every interest point, to recognise
unusual activities.
Most supervised methods, however, require data annotation, which is labour-intensive
for large-scale data, rendering them inapplicable to video streaming from surveillance
systems, in which the amount of data grows super-abundantly. Moreover, it is also
infeasible to model the diversity of normal event types in practice.
2.4.2 Unsupervised approach
The unsupervised learning approach overcomes this issue by modelling data without
the need for labels. Reconstruction-based methods, such as Principle Component
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Analysis (PCA) and Sparse Reconstruction, attempt to represent the majority of
data points, in which the normal examples dominate. Abnormal patterns, which
occur infrequently, cannot be reconstructed well by the models and cause high
reconstruction errors. The PCA-based anomaly detectors in (Saha et al., 2009;
Pham et al., 2011) learn a linear transformation to a lower dimensional linear space
called “residual subspace”, and then find anomalies using the residual signals of the
projection of the data onto the residual subspace. Dynamic Sparse Coding (Zhao
et al., 2011) represents a spatio-temporal volume in videos as a set of descriptors, e.g.
HOG or HOF of interest points inside a volume. A learned compact dictionary of
basis vectors is used to reconstruct these descriptors and identify unusual events via
a measurement, which evaluates the abnormality of events. Probabilistic methods,
which are able to learn the distribution of training data, are also introduced as
unsupervised frameworks. A quintessence is GMM methods in (Basharat et al.,
2008). This system first runs object detection and tracking modules to provide the
position information of objects over the video frames. Next, GMMs are trained on
transition vectors, which are the deviation in position at different time moments,
to model regular motion patterns. Abnormal motions can be detected due to
their low likelihood values. An alternative direction is clustering-based methods.
Roshtkhari and Levine (2013) leverage bag-of-video-word models to encode training
data into a number of representative data points, called codewords. An ensemble
of spatio-temporal volumes is specified as an abnormality if its similarities to the
codewords are higher than a threshold. Scan Statistics (Hu et al., 2013) relies on the
assumption that a normal video contains similar statistical characteristics everywhere
(H0) while a video with abnormal regions has distinct characteristics inside a region
compared to the characteristics outside (H1). Specifically, given a spatio-temporal
volume, Scan Statistics estimates the likelihood ratio test statistics, assumed in an
exponential form, of the two aforementioned hypotheses H1 and H0 to decide the
volume to be normal or not. Kwon and Lee (2015) approach the video anomaly
detection problem in a distinctive way, based on undirected graphical models. They
employ a 3D segmentation algorithm to decompose a video into a graph, whose
nodes are segmented regions and edges indicate the spatio-temporal relationships
between the regions. Each node is attached with meaningful characteristics such
as causality between two events A and B, the frequency of their co-occurrence and
the independence degree between them. By iteratively adding or deleting edges
in the graph via a MCMC process, this method can learn the optimal graph that
minimises a pre-defined energy function. Depending on the definition of the energy
function, the final graph is able to list anomaly events or dominant events (for event
summarisation applications) in videos. To investigate temporal abnormalities, Duong
et al. (2005) introduced the Switching Hidden Semi-Markov Model (S-HSMM) which
can estimate the probabilities of normality over abnormality in a short period before
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the time t to identify the abnormal durations in human activity video sequences.
These methods, however, critically depend on hand-crafted, low-level features extrac-
ted for videos and images, such as gradients (Roshtkhari and Levine, 2013; Kwon
and Lee, 2015; Kratz and Nishino, 2009; Lu et al., 2013), Histograms of Oriented
Gradients (HOG) (Zhao et al., 2011), Optical Flow features (Saha et al., 2009;
Hu et al., 2013; Kim and Grauman, 2009; Mehran et al., 2009; Wu et al., 2010;
Zhang et al., 2016) and Histograms of Optical Flow (HOF) (Zhao et al., 2011).
Hand-crafted feature extraction needs a good design of a processing pipeline and
data transformation, which is labour-intensive and normally requires exhaustive prior
knowledge.
Deep learning methods: Recently, there have been several unsupervised systems
based on deep learning techniques to solve the VAD task. According to (Goodfellow
et al., 2016), deep learning is an approach that is able to “allow computers to
learn from experience and understand the world in terms of a hierarchy of concepts,
with each concept defined in terms of its relation to simpler concepts”. Due to its
capability, deep learning is used to automatically learn the high-level representations
of data to avoid the need for domain experts to design the features (Zeiler and Fergus,
2014). When applying anomaly detection for video data, one achieves the idea of
hierarchical structures by: (a) adopting multilayer neural networks or (b) stacking
shallow machine learning algorithms.
Most anomaly detectors in the first direction are grounded on Autoencoders. Appear-
ance and Motion Deep Nets (AMDNs) (Xu et al., 2015) construct stacked Denoising
Autoencoders on raw image patches and optical flow features to learn the high-level
representations of the patches. One-class Support Vector Machines (OC-SVMs),
which are built on top of AEs, have a responsibility for estimating the abnormality
scores of events in videos. AEs can also learn global representations on cubic patches
as in (Sabokrou et al., 2015). These global learned features as well as the local
similarity between adjacent patches, which is captured by Structural Similarity
(SSIM) (Brunet et al., 2012), are passed into Gaussian classifiers to identify normal
or abnormal patches. Both methods share the same idea of using AEs to extract
high-level features and then constructing an individual module for anomaly detec-
tion. Hasan et al. (2016) deal with the two tasks of feature extraction and anomaly
detection simultaneously via training a unique Convolutional Autoencoder (ConvAE)
to reconstruct videos. The reconstruction quality indicates the abnormality degree of
video frames. Hasan et al. (2016) show that this end-to-end framework can produce
a meaningful representation comparable with state-of-the-art hand-crafted features
such as HOG, HOF and improved trajectories for anomaly detection.
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An alternative approach to implement deep architectures is to stack machine learning
algorithms together to obtain Deep Incremental Slow Feature Analysis (D-IncSFA)
(Xing Hu, 2016) or Deep Gaussian Mixture Model (Deep GMM) (Feng et al., 2017).
By placing incremental slow feature analysis (Kompella et al., 2012) components on
top of each other, Xing Hu (2016) constructs an end-to-end deep learning framework
to both extract features from raw data and localise anomaly events in videos. In Deep
GMMs (Feng et al., 2017), feature vectors are extracted by employing a PCANet
(Fang et al., 2016) on the 3D gradients of image patches, and then a deep model is
obtained by layer-by-layer training GMMs to model the probability distribution of
normal patterns. Finally, anomaly detection depends on the computation of data
likelihood to distinguish usual and unusual patches.
Overall, most existing deep learning solutions for VAD still partially rely on low-level
features such as Optical Flow (Xu et al., 2015), gradients (Feng et al., 2017) and
SSIM (Sabokrou et al., 2015), except for the system in (Hasan et al., 2016; Xing Hu,
2016) which are designed to work immediately on raw image data. In other words, the
current VAD systems in video surveillance have not taken advantage of hierarchical
feature learning as the nature of deep learning methods. This results in the need
for more intensive studies to investigate the capacity of deep learning methods as
automated frameworks in both representation learning and unsupervised anomaly
detection.
2.5 Closing remarks
Most existing VAD systems are built to deal with the first two issues of uncertainty and
insufficient labelled data (via unsupervised probabilistic frameworks) but still depend
on hand-crafted features. Meanwhile, deep learning detectors can automatically
learn high-level representations to avoid the requirement of domain experts in
designing features but they are non-probabilistic methods, and hence fail to model
the uncertainty. This thesis introduces a solution to simultaneously address the three
issues described in Chapter 1 via deep generative networks.
Of the deep generative models, we only consider the mainstream of directed and
undirected networks and then choose the most widely used methods in each group,
which are BMs and GANs. We develop BM-based VAD systems through two phases:
a) we first conduct comprehensive studies on EBMs including RBMs and DBMs to
fully understand their capacities and limitations (Chaps 3 and 4); and then b) we
build a fundamental framework based on the shallow networks of RBMs (Chapter 5);
and finally c) we extend this framework to adopt the deep networks of DBMs (Chap 6).
By contrast, training GANs is much less challenging than BMs and therefore it is
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possible to develop a GAN-based detector in a single project (Chap 7).
Chapter 3
Mixed Factorial RBMs via Geomet-
ric Interpretation of Energy-based
Models
Restricted Boltzmann Machines (RBMs) and Deep Boltzmann Machines (DBMs)
are powerful generative models possessing many important, interesting capacities
including distribution modelling, feature extraction, data reconstruction, data genera-
tion and latent factor analysis. Although each of these capacities has been studied in
individual papers, to our knowledge, no prior work has attempted to investigate these
five capacities and their relationships under a unified framework. This is mostly due
to the lack of an intuitive conceptual framework to analyse EBMs. In this chapter,
we introduce a natural, yet novel geometric view of RBMs and DBMs, which enables
a fresh way to discern these capacities. We further propose Mixed Factorial RBMs,
an enhanced RBM variant with both binary and continuous hidden neurons, which
achieves significant improvement in most capacities. This use of mixed binary and
continuous units is critical for learning distribution and inducing a distinctive mixed
factor analysis capacity to automatically disentangle discrete and continuous factors
in data. In addition to comparable feature representation, continuous hidden units
enrich the limited binary hidden space of RBMs and DBMs, overcoming the low
reconstruction and generation quality that in the past has prevented them from
performing competitively in challenging datasets including CelebA and Cifar10.
Since RBMs are special cases of DBMs, in which models contain one hidden layer,
most of this chapter are formulated for DBMs but the results of RBMs can be
obtained straightforwardly. This chapter will first introduce the related studies on
RBMs and DBMs and then generalises them to the consistent view of the Exponential
Family before introducing our geometric visualisation that can help us to understand
and uncover the strength and weakness of the existing models. Based on this analysis,





Restricted Boltzmann Machines (RBMs) (Hinton, 2002) and Deep Boltzmann Ma-
chines (DBMs) (Salakhutdinov and Hinton, 2012) are multilayer undirected networks,
where each layer maintains connections only to its adjacent layers and altogether
contributes to the joint distribution. The key capacities of DBMs include distribution
modelling (Salakhutdinov and Hinton, 2012), feature representation (Ngiam et al.,
2011), latent factor disentanglement (Reed et al., 2014), data reconstruction (Cho
et al., 2013a) and data generation (Eslami et al., 2014).
The recent RBM and DBM research follows two main directions, focusing on their
applications and improvements in training procedures. First, there are extensions
that support different data types to meet the diverse requirements of real-world
applications. Some examples are GBRBMs/GBDBMs (Cho et al., 2013a; Welling
et al., 2005) for continuous data, conditional RBMs (Taylor and Hinton, 2009) for
time series and ssRBM (Courville et al., 2014) for images. The second approach is
to develop advanced training methods such as CD (Hinton, 2002), PCD (Tieleman,
2008), centering tricks (Melchior et al., 2016), Wasserstein training (Montavon et al.,
2016) and sampling from GANs instead of MCMC (Kim and Bengio, 2016). These
studies, however, only examine one or two capabilities of RBMs and DBMs, hence
limiting their experiments and evaluation on such properties. This is due to the
lack of a) an intuitive conceptual framework to analyse EBMs efficiently and b) a
comprehensive understanding of their five aforementioned features and connections
among them.
In this chapter, we further consolidate the understanding of RBMs and DBMs by
developing a novel geometry-based view. The key idea is to express their sophisticated
probability distributions as visualisable and interpretable surfaces in geometry. Using
this geometric representation to visualise and analyse EBMs, we efficiently obtain a
common explanation of the five aforementioned capacities and their connections. We
then apply this understanding to extend these capacities of RBMs via introducing a
novel RBM variant, named Mixed Factorial RBM (mfRBM), which uses both binary
units (widely used in existing RBMs and DBMs) and additional continuous units
in its hidden layer. These continuous units help to overcome the main drawback of
low reconstruction and generation quality encountered in most EBMs (Choo and
Lee, 2018; Li et al., 2016; Courville et al., 2011), on continuous data. Meanwhile,
the consolidation of both binary and continuous hidden units not only improves
the distribution modelling capacity but also enables both discrete local factors and
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continuous global factors of variation from the data to be effectively disentangled,
resulting in mixed factor analysis having a capability which is distinctive from many
RBMs and DBMs in the literature. Extensive experiments on MNIST, CelebA
and Cifar10 prove the superiority of our mfRBMs over state-of-the-art energy and
GAN-based modes in these capacities. We summarise the key contributions of this
chapter in sequel:
• Geometric view of DBMs: We present a geometric explanation for the
underlying mechanism of EBMs and provide an evaluation of the existing
RBMs and DBMs. Our proposed geometric view gives a more detailed and
visual analysis than other studies in terms of explaining how RBMs and DBMs
can learn the data distribution.
• Comprehensive evaluation of RBMs and DBMs’ capacities: To the
best of our knowledge, our work is the first study to fully investigate all
capacities of RBMs and DBMs together. Although each capacity is mentioned
separately in many publications, there are no studies which evaluate all of
them as comprehensively as we do.
• Mixed Factorial RBMs: We propose Mixed Factorial RBMs to deal with real-
valued data by incorporating binary and continuous neurons into hidden layers
to capture discrete and continuous factors. Our proposed method is superior
to other existing energy and GAN-based models in modelling, reconstructing,
generating data and disentangling mixed latent factors.
• Exponential Family DBMs: We introduce Exponential Family DBMs (EF-
DBMs), an exponential family expression of DBMs. This not only provides
us with a general and consistent view of RBMs and DBMs but is also useful
for applying them to different data types in the same way as Welling et al.
(2005) introduced Exponential Family RBMs and Deep Exponential Families
(Ranganath et al., 2015) generalise Sigmoid Belief Nets.
There are few studies on how RBMs and DBMs are able to model data distribution
and how their capacities can be obtained. Goodfellow et al. (2016) explain their
learning process as a competition between two forces: an upward force pushes the
model distribution up at data samples and an opposite force pushes the model
distribution down at model samples. Another view is to reformulate p (v) as the
mixture of models. For example, Melchior et al. (2017) indicate that a GBRBM is a
constrained mixture of isotropic Gaussian components, each of which is specified by
GBRBMs’ parameters and learning GBRBMs is identical to control the individual
components in order to cooperate in modelling data distribution. By contrast, several
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studies (Hinton, 2002; Melchior et al., 2017) factorise p (v) to the form of Product of
Experts (PoE). Each expert usually covers a subset of high-dimensional data space
and their product forms a sharp distribution, which is expected to be close to the
true distribution. However, these probability-based explanations are too abstract
and general to be able to express different aspects of RBMs and DBMs in detail as
our proposed geometric interpretation.
3.2 Exponential Family DBMs
In this section, we present our proposal of Exponential Family Deep Boltzmann
Machines. We first introduce network configurations and corresponding probabil-
ity distributions. Next, we describe an algorithm to train the model and finally
review some existing variants of RBMs and DBMs satisfying this exponential family
representation.
3.2.1 Model representation
For simplicity, we assume that a DBM network has a visible layer of M observed




of K1 and K2 latent















Family DBM (EFDBM) shares the same network configuration as the original DBM
except that we define independent distributions of units in the general form of
exponential family as follows:




























where θi, Ri (·) and Ai (·) are the Mi-dimensional natural parameter vector, the
sufficient statistics and the log-partition function of the i-th observed variable;




j (·) and B
(l)
j (·)
respectively1. The independent distribution of each layer with respect to parameters




























1Since the form of r (x) in Eq. 2.8 is not important (Jordan, 2003), to shorten the notations, we
assume this function is always equal to 1 and remove it from probability distributions.
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Similar to Welling et al. (2005), by connecting v to h(1) and h(1) to h(2) via









that describes a joint distribution p (v,h; Φ) =
e−E(v,h;Φ)/Z (Φ), whose energy function is:

















































where i = 1 . . .M , j = 1 . . . K(1), k = 1 . . . K(2), m = 1 . . .Mi, n1 = 1 . . . K(1)j and
n2 = 1 . . . K(2)k .
By marginalising out the joint distribution2, we can obtain the marginal distributions∑
v p (v,h; Φ),
∑
h(1) p (v,h; Φ) and
∑
h(2) p (v,h; Φ). Dividing p (v,h; Φ) by these





































































These conditional distributions belong to the same distribution class as independent
distributions (Eqs. 3.1 and 3.2) but with different parameters, which are:





























































These shifted parameters are the sum of the model parameters and linearly trans-
2We follow the same steps as standard DBMs in Subsec. 2.3.2.1 to obtain these contributions.
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formed signals from adjacent layers. Eqs. 3.7-3.9 reveal that the information trans-
ferred between layers in the EFDBM is the shifted parameters of the conditional
distributions, from which the layer states are drawn.
3.2.2 Boltzmann Machines as EFDBMs
In this section, we review the existing variants of RBMs and DBMs and represent
them as the instances of EFDBMs (Table 3.1). Most of them define their hidden layers
as Bernoulli random variables but use diverse distributions, i.e., Bernoulli, Gaussian,
Poisson, in their visible layers to model different data types and applications. The





consist of a visible bias vector
a, a bias vector b(l) of the l-th hidden layer and the weightsW (1) andW (2) connecting
v to h(1) and h(1) to h(2). It is noteworthy that these learnable parameters are not




but each set can
be inferred deterministically from the other. In what follows, we provide a guideline
to derive their energy functions from the general form of EFDBMs:
1. Original RBM (RBMb-b) (Smolensky, 1986) and DBM (DBMb-b-b)
(Salakhutdinov and Hinton, 2009a) models with binary visible layers are directly
obtained by setting Ψ = Φ.
2. Exponential Family Harmoniums (Welling et al., 2005) are the shallow networks
of EFDBMs with one hidden layer.
3. Replicated Softmax RBMs (Salakhutdinov and Hinton, 2009b) can model
categorical data, whose elements can appear repeatedly in the input vector. By
setting a = θ,W = Λ and b = [δi/Mi]Mi=1, where Mi is the number of categories
represented by the i-th visible unit, we gain the energy function of Replicated
Softmax RBMs proposed in Eq. 5 in (Salakhutdinov and Hinton, 2009b).
4. Gaussian Bernoulli RBMs (RBMg-b) (Welling et al., 2005; Cho et al., 2011a)
and Gaussian Bernoulli DBMs (DBMg-b-b) (Cho et al., 2013a) were de-
signed for continuous data in many real-life applications, e.g., image mod-
elling (Srivastava and Salakhutdinov, 2014) and information retrieval (Welling







and setting Λ(1)ij1 = Λ
(1)
ij3 = 0 as shown in












, b(l) = δ(l), w(1)ij = −Λ
(1)
ij2/(2θi,1) and
W (2) = Λ(2), where σ2 is usually set to 1 to facilitate the training process
(Welling et al., 2005; Cho et al., 2013a).
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5. To model multi-types of data, e.g., both categorical and continuous data,
Multimodal DBMs were proposed in (Srivastava and Salakhutdinov, 2014). For
the purpose of demonstration, we describe a simplified Multimodal DBM with
only one hidden layer in each of the image and text pathways (instead of two in
(Srivastava and Salakhutdinov, 2014)). The structure of this DBM is illustrated
in Fig. 3.1, where image data are considered as Gaussian distributions whilst
text data are modelled by Replicated Softmax units. The energy function can
be derived from Eq. 3.3 as the sum of three energy functions of the Gaussian
pathway, the Replicated Softmax pathway and the top joint layer. Mv.RBMs
(Tran et al., 2011) can be viewed as a shallow instance of the Multimodal DBM
(Fig. 3.1).
6. Centred DBMs (cDBMb-b-b) (Montavon and Muller, 2012) rewrite the energy
formula as the function of centred states to stabilise the training process. More
specifically, cDBMs shift the layers’ states vi and h(l)i by the corresponding
activation means ci and d(l)i . These shifts can be viewed as changing the sufficient




Overall, although RBMs and DBMs have been proposed in a variety of forms and
parameterisation, most of them can be consistently viewed in the unique framework
of EFDBMs. This expression is not only useful to easily categorise these models but
also allows us to comprehensively analyse their advantages and disadvantages. In
the next section, we introduce the geometric view of RBMs and DBMs to explain
their underlying mechanism to model data distributions.
























































































































































































































































































































































































































































































































































































































































Table 3.1: Various RBMs and DBMs as special cases of EFDBMs.

























































Figure 3.1: Multimodal DBMs and Mv.RBMs.
3.3 Geometric View of DBMs
In this section, we apply the exponential family representations in Table 3.1 to
understand the capacities of RBMs and DBMs. We make our contribution by
defining a geometric function Gh (v; Φ) = −E (v,h; Φ) with respect to v for a
particular state h and model parameters Φ, and view the likelihood from the
geometric perspective as:










uimRim (vi) + u0 (3.11)
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v 2
Figure 3.2: The geometric visualisation of a trained DBM2b-2b-1b. The left figure
illustrates the hyperplanes Gh (v; Φ) in the input space whilst the right chart is the
likelihood p (v) vs real distribution.
For a particular state of h, the equation Gh (v; Φ) = ζ, where ζ is a scalar, describes
a level surface parameterised by Φ. If two hidden layers h(1)and h(2) are binary, all
their joint states represent 2K1+K2 level surfaces. Although all surfaces share the
same parameters Φ, their coefficients uim and offset u0 are computed differently
(Eqs. 3.12 and 3.13) and therefore they can have different landscapes and positions in
the input space. Overall, the number of surfaces is defined by the number of hidden
units whilst each surface is specified by the model parameters and one particular
hidden state.
Since Gh (v; Φ) = −E (v,h; Φ), the level Gh (v; Φ) is associated with a probability
value. For a particular surface Gh, the higher level of Gh (v; Φ) results in the higher
probability 1Z(Φ)e
Gh(v;Φ). The likelihood function of v in Eq. 3.10 can be interpreted
as the normalised exponential sum of level values of v to all surfaces. As a result, the
purpose of MLE in DBMs is to find an optimal parameter to place 2K1+K2 surfaces in
proper positions against data points so that we obtain higher level values of Gh (v; Φ)
at data points and lower values elsewhere. We demonstrate this idea in more detail
via several case studies in the following section.
3.3.1 Case study 1: Bernoulli Bernoulli DBMs (BBDBMs)
In BBDBM (DBMb-b-b) (Salakhutdinov and Hinton, 2012), all visible and hidden
units have binary values of {0, 1} and the surface Gh (v; Φ) =
∑M
i=1 uivi + u0 = ζ is
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, termed DBM2b-2b-1b, and train it on a synthetic
data of 100 points drawn from the distribution pdata (0, 0) = pdata (1, 1) = 0.3 and
pdata (0, 1) = 0.4. Each data point is added with small Gaussian noise, whose standard
deviation is 0.1, and then it is truncated into [0, 1]. Fig. 3.2 shows that there are
2K1+K2 = 8 hyperplanes, which are classified into 2K1 = 4 groups corresponding 4
states of h(1) , which are (0, 0) (red lines), (1, 0) (blue lines), (0, 1) (green lines) and
(1, 1) (yellow lines). Each group consists of 2K2 = 2 parallel hyperplanes: one with
red a normal vector corresponds to h(2)1 = 0 and one with a blue normal vector is
h
(2)
1 = 1. This reveals that the number of the first hidden units defines the number
of possible surface groups whilst the remaining hidden units indicate the number of
parallel hyperplanes in each group.
The hyperplanes and likelihood of the learned model after 3000 epochs are visualised
in Fig. 3.2. The parameters Φ are updated along the gradient direction so that
the hyperplanes Gh (v; Φ) are placed in proper positions, where p (v) approximates
pdata (v). The level values Gh (v; Φ) with respect to all visible states are listed in
Table 3.2. In order to imitate pdata, DBM2b-2b-1b learns to obtain the largest values
of Gh (v; Φ) for v = (0, 1), (0, 0) and (1, 1). To illustrate this, we calculate their
averages ∑hGh (v; Φ)/2K1+K2 for each v and show them in Table 3.2 (the third
column from the right).
In the case of all binary layers in DBMb-b-b, whose surfaces are hyperplanes,
Gh (v; Φ) is proportional to the distance from v to Gh (v; Φ) = 0, indeed,
dist (v, Gh (v; Φ) = 0) = Gh (v; Φ)/‖u‖. Since u is fixed for each hyperplane,
geometric distances can be used to represent the level values. It is worth not-
ing that these distances are positive if v is in the half-space along the normal
vector of Gh, H+ = {v|Gh (v; Φ) = ζ > 0} and negative in the other half-space,
H− = {v|Gh (v; Φ) = ζ < 0}. To achieve the high probabilities at data points and
low ones in other regions, a hyperplane is rotated and moved to place data points
into H+ as far from the hyperplane as possible or push data points in H− towards
the hyperplane. However, the goal is not only to maximise these distances (not
simply make data points at infinity in H+ or close to the hyperplane in H−) but
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(v1, v2)
Gh (v1, v2; Φ)
Average p (v1, v2) pdatah(1)1 = 0 1
h
(1)
2 = 0 1 0 1
h
(2)
1 = 0 1 0 1 0 1 0 1
(0, 0) 0.0 -0.26 -2.10 -2.42 0.98 0.61 -1.13 -1.55 -0.74 0.26 0.3
(0, 1) 0.93 0.67 0.80 0.49 0.04 -0.33 -0.09 -0.51 0.25 0.43 0.4
(1, 0) -1.60 -1.72 -1.68 -2.0 -2.0 -2.36 -2.22 -2.64 -2.01 0.042 0.0
(1, 1) -0.52 -0.78 1.23 0.91 -2.93 -3.30 -1.18 -1.60 -1.02 0.28 0.3
Table 3.2: The level values Gh (v1, v2; Φ) of v with respect to each surface of the
learned DBM2b-2b-1b in Fig 3.2. The last two columns are likelihood p (v1, v2) versus
real distribution pdata (v1, v2). For each column, the red bold number indicates the
highest level, the blue italic/green underlined number is the second/third largest
level.
also to align the distances of v in the dataset D (v ∈ D) with the ones of v /∈ D
to match the right probability pdata (v). As a result, the hyperplanes are situated
properly to imitate the data distribution accurately as shown in Fig. 3.2b.
3.3.2 Case study 2: Centred Deep Boltzmann Machines
Centred Deep Boltzmann Machines (cDBMs) (Montavon and Muller, 2012) are a
seminal advance in DBM training by normalising neuron states using a centering
trick. Basically, a centering trick replaces neuron states vi and h(1)j in DBMs’ energy
function with shifted states vi − ci and h(l)j − d
(l)
j , wherein ci and d
(l)
j are the offsets
of units and are set to the activation means of the corresponding neuron states.
E (v,h) = −
M∑
i=1

















































Montavon and Muller (2012) explain that this trick improves the ratios of the highest
and lowest eigenvalues of the Hessian matrix and then allows learning to be more
stable and effective. This section introduces another explanation for the cDBMs’
power that is based on our geometric perspective of DBMs. For the purpose of
demonstration, we use the simple network of cDBM2b-2b-1b. In particular, we write
the geometric function of cDBMs as follows:
Gh (v; Φ) =
M∑
i=1
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Figure 3.3: The geometric explanation of cDBM2b-2b-1b training.





















































In the conventional DBM2b-2b-1b, whenever a hidden unit is turned off, i.e., h(l)i = 0,




i· do not contribute to ui and u0
(Eqs. 3.14 and 3.15). As a result, Gh is actually controlled by several non-zero hidden
neurons, restricting their flexibility of DBM2b-2b-1b dramatically. An example is the
hyperplane G(0,0,0) (v; Φ) = 0 of DBM2b-2b-1b, which always passes the origin due to
its zero-offset u0 (Φ,h = (0, 0, 0)) = 0 as shown in Fig. 3.2a.
cDBM2b-2b-1b overcomes this problem by shifting hidden states to produce non-zero
values h(1)i − d
(1)
i before computing normal vectors and offset values (Eqs. 3.17 and
3.18). As a result, all hyperplanes in cDBMs have their full capacity of flexibility,
improving the training process significantly. The learning results of cDBM2b-2b-1b
after 3000 epochs are reported in Fig. 3.3 and Table 3.3. Fig. 3.3 shows that
G(0,0,0) (v; Φ) = 0 is able to move as freely as other hyperplanes and therefore its
flexibility is completely restored. We also compute the average L1 difference between
p (v) and pdata (v) and obtain 0.030, an improvement compared with 0.034 for the
DBM2b-2b-1b.
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(v1, v2)






2 0 1 0 1
h
(2)
1 0 1 0 1 0 1 0 1
(0, 0) 1.528 -0.781 -1.110 -3.424 0.754 -1.498 -1.884 -4.141
(0, 1) 0.934 -1.375 1.567 -0.747 0.182 -2.070 0.815 -1.441
(1, 0) -1.665 -3.974 -1.289 -3.603 -2.353 -4.605 -1.977 -4.233
(1, 1) -2.259 -4.568 1.388 -0.926 -2.924 -5.176 0.723 -1.534
Table 3.3: The level values Gh (v1, v2; Φ) of the learned cDBM2b-2b-1b. The red
bold/blue italic/green underlined numbers are the first/second/third largest.
3.3.3 Case study 3: Gaussian Bernoulli DBMs (GBDBMs)
A study that develops a model to handle continuous data and brings DBMs closely to
real-world applications is Gaussian Bernoulli Deep Boltzmann Machines (GBDBMs)
(Cho et al., 2013a), whose visible units are Gaussian distributions whilst the hidden
layers still consist of binary units. The following equations show the geometric
function and corresponding coefficients of a toy network with two Gaussian visible
units, denoted by DBM2g-2b-1b:



































































Eq. 3.19 implies a quadratic form, which can be a circle, an ellipse or a parabola in the
2-dimensional input space. In this toy experiment, we simulate a synthetic dataset of
1000 points drawn from a mixture distribution 0.6N (v;m1,Σ1) + 0.4N (v;m2,Σ2)
of two isotropic Gaussian distributions, whose means are m1 = (0.3, 0.3) and m2 =
(0.7, 0.7) and covariance matrices have diag (Σ1) = (0.04, 0.04) and diag (Σ2) =
(0.02, 0.02). The model parameters Φ are updated for every mini-batch with a batch
size of 100 over 1000 epochs. We set the learning rate to 0.05 and also employ
































































Figure 3.4: A visualisation of DBM2g-2b-1b: (a) Gh (v1, v2; Φ) = ζ where the scalars
on the circles are the corresponding values of ζ; and (b) the learned distribution and
the real distribution.
the pretraining procedure (Salakhutdinov and Hinton, 2012) to initialise the model.
Fig. 3.4a shows that the learned geometric curves are circles. Similar to the binary
cases of DBM2b-2b-1b and cDBM2b-2b-1b, the curves are organised into 22 = 4 groups
(marked with different colours in Fig. 3.4a) and 2 curves per group. The circles in
the same group share the same centre but have different scales specified by the state
of h(2)1 . To produce higher values Gh (v; Φ) for v ∈ D, the learned circles tend to
make the leading coefficients ui,1 negative and enclose data clusters. By placing more
groups of circles (red and blue) closely to m1 for more probability and far groups from
m2 for less probability, DBM2g-2b-1b can completely control the probability around
the data (Fig. 3.4).
3.3.4 Analysis of capacities
In this section, we provide some analysis of RBMs and DBMs’ capacities based on
our aforementioned geometric demonstration and observations.
Distribution modelling: The case study above shows that RBMs and DBMs are
very effective and efficient methods to learn the underlying distribution from data.
Of the hidden neurons, the first hidden layer plays the most important role since
it determines the number of surface groups whilst the remaining hidden neurons
indicate the number of particular surfaces in each group. Geometric surfaces of two
different groups are less dependent in terms of having more chance of being different
in location and direction. By contrast, surfaces in the same group are strongly tied
to each other via sharing the same normal vector. The relationship between groups
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and surfaces per group can be represented as NH = NG×NSpG, where NH = 2K1+K2
is the number of hidden states, NG = 2K1 is the number of groups and NSpG = 2K2 is
the number of surfaces of each group. Given a network with a fixed number of hidden
units, its surfaces achieve the most flexibility when NG = NH (or K1 is largest),
resulting in an RBM. Therefore, adding more neurons to the first hidden layer gives
more flexibility to the network than adding the neurons to the other hidden layers.
Feature learning: Feature representations in DBMs and RBMs can be extracted
by feeding a vector v into the networks and sampling the state of the top hidden
layer from the variational distribution q (h|v) ≈ p (h|v) for DBMs or the posterior
p (h|v) for RBMs. However, the binary states of hidden units are rarely used in
practice since they are not rich enough to represent complicated data. Instead, one
prefers the activation of the top hidden layer, which is q (h|v) or p (h|v). For feature
extraction tasks, due to the deep architecture of DBMs, abstract features extracted by
DBMs are more meaningful and discriminative than those learned by RBMs, resulting
in better classification accuracy in (Salakhutdinov and Hinton, 2012).
Latent factor disentanglement: In RBMs and DBMs, weight matrices are sets
of filters which can be thought of as latent factors. The states of the associated
hidden neurons indicate how the factors are used to model data. For a binary hidden
unit, commonly used in the literature, its state of 1 turns on the corresponding factor
and allows it to contribute to compute the conditional distribution of the next layer
whilst its state of 0 turns off that factor. Due to the complexity and diversity of
real-life data, latent factors can be in various forms rather than only “on-off” and
therefore using different types of hidden neurons is crucial to be able to disentangle
multi-typed factors in practical applications.
Reconstruction and generation: Reconstruction of a vector v can be obtained
by inferring the hidden states using the exact posterior p (h|v) or the approximate





Meanwhile, a generation process first initialises the random states of all layers,
performs iterative Gibbs sampling (e.g., 10000 iterations) and finally obtains samples




. It can be seen that both reconstruction and generation are









says that the quality of reconstructed and generated samples is dependent
on the size of the state space of h(1). The more states it has, the more diverse and
accurate the samples are. However, most existing RBMs and DBMs rely on the
limited space of binary hidden neurons. Consequently, when training on continuous
data, e.g., natural images, these methods usually suffer from the problem of low
reconstruction and generation quality (Salakhutdinov et al., 2013; Choo and Lee,
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2018; Li et al., 2016; Courville et al., 2011). The incompatibility between the limited
discrete hidden space and the infinite continuous observed space drives a demand
for conducting studies on continuous hidden neurons.
It is interesting to note that, unlike reconstruction, the generation capacity is not




but is also connected to distribution modelling via an
iterative process of sampling from p (v,h). Therefore, the richer hidden space of
h(1) only helps to improve the generation capacity if the data distribution is learned
successfully.
3.4 Mixed Factorial RBMs
The aforementioned discussions show the importance of extending binary hidden units
in RBMs and DBMs to continuous units to improve their capacities. However, binary
hidden units are also crucial for modelling the distribution as well as generating data,
resulting in the combination of both binary and continuous hidden units. In this
section, we propose Mixed Factorial RBMs (mfRBMs), whose hidden layer consists
of two groups of random variables: Bernoulli neurons for capturing “on-off” factors,
which are common in any data, and Gaussian neurons for discovering “scaled” factors,
which frequently occur in continuous data. In this study, we only focus on RBMs
due to their efficacy, efficiency and simplicity.
The energy function of an mfRBM withM Gaussian visible units of v, K(b) Bernoulli
hidden units of h(b) and K(g) Gaussian hidden units of h(g) can be derived straight-
forwardly from the general form of EFDBMs in Eq. 3.3 as follows:







































































are the standard deviations of Gaussian units v and h(g)
respectively. Weight matrices connected to h(b) and h(g) are denoted by W ( b) and
W (g) and all parameters are described as Ψ =
{
a, b(b), b(g),W ( b),W (g),σ(v),σ(g)
}
.
The likelihood of the mfRBM is obtained by marginalising
out hidden units of p (v,h; Ψ) as ∑h(b) ∫h(g) p (v,h; Ψ) dh(g) =
p (v; Ψ)∑h(b) p (h(b)|v; Ψ) ∫h(g) p (h(g)|v; Ψ) dh(g). Since the integral can be
derived analytically, p (v; Ψ) is expressed as the mixture of multivariate Gaussian
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components, each of which is specified by a state configuration of h(b), as follows:


























































where C (Ψ) is a constant with respect to Ψ whilst T (g) and T (v) are quadratic
terms added by h(g) and v. Eq. 3.24 shows that h(b) describes both the number
of components and each of them whilst h(g) only participates in modelling the
components. If removing all Gaussian units in the hidden layer (K(g) = 0), T (g)
is not included in p (v; Ψ) and the model is basically a GBRBM. By contrast, if
K(b) = 0, p (v; Ψ) becomes a multivariate Gaussian distribution, losing its power of
the mixture model/distribution modelling, data generation and mixed factor analysis.
Learning the mfRBM can be done by following the typical procedure of CD or PCD
and using a small learning rate, similar to GBRBMs (Melchior et al., 2017), to update
the Gaussian parameters of a, b(g), W (g) and σ(g). In what follows, we provide
discussions on the capacities of mfRBMs and compare them with those of vanilla
RBMs:
• Distribution modelling: Bernoulli hidden neurons in both RBMs and
mfRBMs have the same responsibility of encoding distribution components.
Adding continuous hidden units allows mfRBMs to describe each component
more precisely and hence improve the distribution learning task over RBMs.
• Feature representation: Theoretically, the infinite hidden space of mfRBMs
enables complicated data, including natural images, to be encoded better than
the discrete hidden space of conventional RBMs. However, due to the use
of p (h|v) instead of hidden states, conventional RBMs can provide features
as rich as mfRBMs and there is no difference in their feature representation
capacities.
• Latent factor disentanglement: mfRBMs offer two kinds of factors: on-off
factors controlled by h(b) and scaled factors managed by h(g). The on-off factors
are usually local image regions (e.g., blue areas of oceans, green segments of
trees) or object attributes (e.g., beard and long hair in face images) that can
appear in some images and not in others whilst the scaled factors can be seen in
every image but at a different level of appearance or influence (e.g., illumination
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and contrast in natural images or skin colours in face images). These scaled
factors are helpful for saving the number of learned factors and making the
model compact. Without them, we need a lot of on-off factors in order to
fully capture the diverse continuous data. In addition, mfRBMs can derive
more benefit from their Gaussian hidden neurons in analysing complicated
data types in terms of automatically recognising and disentangling different
types of factors, i.e., on-off or scaled factors, hidden in data.
• Reconstruction and generation: As discussed above, the quality of recon-
struction or generation is related to the possible states of the first hidden layer.
By including Gaussian hidden neurons with infinite state space, we expect




and improve the quality
of reconstructed data and generated samples.
3.5 Experiments
In this experiment section, we first investigate mfRBMs and conventional RBMs
using our proposed geometric interpretation, followed by an extensive experiment to
examine and compare their five capacities. Finally, we conduct some experiments to
demonstrate two applications of mfRBMs in continuous image data and multi-typed
data.
3.5.1 Geometric view of mfRBMs
We run some RBMs and an mfRBM to model the 2D synthetic binary dataset in
Subsec. 3.3 and then visualise them using our proposed geometric view. Due to the
binary nature of the dataset, all RBMs consist of Bernoulli neurons at their visible
layer. To represent hidden space, we use two baseline RBMs with 2 and 3 Bernoulli
hidden units respectively, denoted by RBM2b-2b and RBM2b-3b. Meanwhile, the
hidden layer of our mfRBM, named mfRBM2b-2b1g, consists of 2 Bernoulli neurons
and 1 Gaussian neuron so that we can easily and fairly compare it with the RBMs.
All models are trained using a learning rate of 0.05, a batch size of 10 over 3000
epochs. For the mfRBM, we also use the same learning rate of 0.05 to update its
binary units’ parameters but smaller one of 0.001 for its unbounded Gaussian unit,
whose standard deviations σ(g)j are set to 1. It can be seen in Fig. 3.5 (bottom) that
p (v) learned by the mfRBM2b-2b1g is closer to the true distribution (pdata) than those
learned by the RBMs. We also quantitatively measure the average L1 difference
between their learned distributions and pdata and obtain the error of 0.00668 for the
mfRBM2b-2b1g, which is significantly better than those of 0.0271 and 0.0025 for the
RBM2b-2b and the RBM2b-3b. This result shows that a vanilla RBM can benefit from
replacing its some Bernoulli hidden units with Gaussian units.
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Figure 3.5: Geometric views and learned distributions of RBM2b-2b, RBM2b-3b and
mfRBM2b-2b1g.
To understand how the mfRBM2b-2b1g can better learn the data, let us take a look
at its geometric function:
Gh(b) (v; Ψ) =
1
2v













 and B = a + w(g)·1 b(g)1 + W ( b)h(b). The
learned parameters are a = [0.211, −0.395]>, b(b) = [5, 397, −2.604]>, W ( b) = −5.887 2.698
−2.281 5.536
, b(g) = [−0.004]> and W (g) = [0.037, 0.019]>. It is interesting
to note that the parameters b(g) and W (g) of the Gaussian units are very close to 0
and dramatically smaller than those of the Bernoulli units. Consequently, the matrix
A ≈ 0 and the conic curves/geometric surfaces of the mfRBM2b-2b1g degenerate into
lines, which are indeed parabolas with foci at infinity, as visualised in Fig. 3.5 (top).
At first glance, the mfRBM does not reveal any advantage over the RBMs since all
their level curves are lines similar to those of the RBMs. But the small parameters of
its b(g) and W (g) allow the lines to be tuned at a higher level of accuracy, producing
a more correct learned distribution. Unlike RBM2b-3b, whose strategy is to use many
(23) lines, mfRBM2b-2b1g sacrifices some binary units for continuous ones to better
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# Method #epochs Batch size Learning rate Step Method #epochs Batch size Learning rateBernoulli Gaussian Bernoulli Gaussian
1 PCD21 200 100 0.01 0.0001 5 PCD25 200 100 0.005 0.00005
2 PCD22 200 100 0.005 0.00005 6 PCD210 500 100 0.002 0.00002
3 PCD23 200 100 0.005 0.00005 7 PCD225 500 100 0.001 0.00001
4 PCD24 200 100 0.005 0.00005
Table 3.4: PCD2 training scheme.
adjust the available lines and therefore effectively approximate pdata using fewer (22)
lines. We also try to run RBMs using the learning rate of 0.001 but this rate is too
small for RBMs to converge after 3000 epochs.
3.5.2 Capacities of mfRBMs
The second experiment is conducted to consider all the capacities of mfRBM includ-
ing distribution modelling, feature learning, data reconstruction, data generation
and latent factor disentanglement. For RBMs, the negative log-likelihood (NLL)
approximated with AIS (Neal, 2001) is widely used to quantitatively measure how
well the learned models capture data distributions. To evaluate feature learning,
we treat extracted features as input data to train a simple classifier, i.e., Logistic
Regression, and use classification accuracy as an indicator of feature quality. For
reconstruction capacity, we calculate the average L2 error between input and their
reconstructed images whilst generated images and learned filters are displayed for
the generation and latent feature disentanglement tasks.
In this experiment, an mfRBM with 498 Bernoulli neurons and 2 Gaussian neuron3
in the hidden layer is compared with two RBM configurations of 498 and 500
hidden units respectively. For each method, we repeat the experiment 10 times
and report the mean and the standard deviation. All methods are learned using a
joint training setting of PCD and CD, coined PCDCD or PCD2, in which, for each
parameter update, we initialise half of the Markov chains using the states of the
previous update (similar to PCD) and the other chains using data (similar to CD).
Furthermore, we start the training with PCD21 (one-step Gibbs sampling) and then
gradually increase its steps, i.e., PCD22,..., PCD225, as shown in Table. 3.4. This
training procedure is proposed because CD is fairly efficient to train RBMs for good
reconstruction but it cannot generate good samples (Tieleman, 2008). Meanwhile,
PCD requires much effort to learn how to push random points to the data region.
We find that this combined training setting can obtain better performance than the
individual CD or PCD training reported in many studies as shown in Table. 3.5,
3We try to use more Gaussian hidden units but discover that too many continuous neurons are
not helpful to model binary data such as MNIST. They also complicate the training process.
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MADE (32 masks)[2] 2 hidden layers 86.64±0.44
DLGM[3] 300/100 86.60 _
DARN[4] 500 84.13±0.01 _











RBM (CD25)[9] 500 86.34 _
RBM (PCD)[11] 500 86.5±0.44 _
RBM (CD)[10] 500 _ 96.75±0.01
RBM (PCD)[12] 500 _ 96
oRBM (PCD)[10] 500 88.15±0.46 _
Leaky RBM[13] 500 84.5 _
RBMs (use PCD2)
RBMb-498b 498b 84.46 ± 0.46 97.31±0.004
RBMb-500b 500b 84.37 ± 0.48 97.11±1.2× 10−16
mfRBMb-498b2g 498b2g 84.07 ± 0.64 97.03 ±0.0004
[1] (Bornschein and Bengio, 2015),[2](Germain et al., 2015),[3](Rezende et al., 2014b),
[4](Gregor et al., 2014), [5](Raiko et al., 2014),[6](Burda et al., 2016),[7](Pu et al., 2017),
[8](Salakhutdinov and Hinton, 2012),[9](Murray and Salakhutdinov, 2008), [10] (Tomczak, 2016),
[11] (Côté and Larochelle, 2016),[12] (Gabrie et al., 2015), [13] (Li et al., 2016)
Table 3.5: Evaluation of mfRBM for distribution learning and classification tasks
in MNIST over 10 runs. Best scores are in bold whilst the next best is underlined.
A cell with “_” indicates “value not reported”.
where NLL and classification accuracy are evaluated in MNIST. It can also be seen
that mfRBMb-498b2g has lower NLL than both RBMb-498b and RBMb-500b, revealing
h(g) improves the distribution learning task. Its NLL is also better than many deep
generative models, e.g., DBN, DBM, VAE and Stein VAE. For feature learning,
the features learned by mfRBM and RBMs achieve similar classification accuracy
because of the use of real-valued activations in RBMs as discussed in Sec. 3.4.
Table. 3.6 reports the reconstruction errors of all methods in a binary dataset (MNIST)
and two real-valued datasets (CelebA and Cifar 10). For CelebA and Cifar10, we
use RBMg-2000b, RBMg-4000b and mfRBMg-2000b2000g (K(b) = 2000 and K(g) = 2000).
Generally speaking, since there are no continuous factors in binary data, h(g) slightly
improves the reconstruction errors in MNIST. But it changes the reconstruction
quality dramatically in the continuous datasets of CelebA and Cifar10.
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MNIST CelebA Cifar10
RBMb-498b 2.424 RBMb-2000b 8.542 9.00
RBMb-500b 2.424 RBMb-4000b 8.589 9.034
mfRBMb-498b2g 2.416 mfRBMb-2000b2000g 8.305 8.794




Figure 3.6: Filters/factors learned by mfRBM in CelebA.
Fig. 3.6 visualises the capacity of latent factor disentanglement in our mfRBM trained
on CelebA. Our proposed method can automatically recognise two separate groups
of factors in this dataset which are discrete factors, i.e., facial edges and poses
(top), captured by h(b), and continuous factors, i.e., skin colours and regional colour
contrast (bottom), controlled by h(g). For RBMg-4000b (left figure), binary hidden
units have to deal with both discrete and continuous factors, resulting in a mix of
both colour and edge information in their filters. Furthermore, these units are only
able to discretise and approximate continuous data, producing poor performance in
reconstruction as reported in Table 3.6.
The capacity of generation is shown in Fig. 3.7, where the samples of the mfRBM
are more colorful than those of the RBMs. It is noteworthy that all methods learned
on Cifar10 generate fairly poor samples since these shallow networks of RBMs and
mfRBMs are not powerful enough to model challenging datasets such as Cifar10. We
handle this problem in the next experiment.
3.5.3 Reconstruction and generation in real-valued data
Although Cifar10 is widely used as a benchmark in most deep learning studies, this
dataset is too complicated for RBMs and mfRBMs to capture distributions and












Figure 3.7: Generated samples in CelebA and Cifar10.
(b) AGE (c) 𝛼𝛼-GAN (d) CAE+RBM (e) CAE+mfRBM(a) GBRBM
Figure 3.8: Reconstruction of CAE+mfRBM in Cifar10.
2011), designed for natural images, and Leaky RBMs (Li et al., 2016), a variant of
RBMs with ReLU activation functions, in Fig. 3.9a-b. There are several studies on
integrating deep architectures (Ngiam et al., 2011; Salakhutdinov and Hinton, 2012)
a d deep le rning techniques (Li et al., 2016; Xiaojun and Haibo, 2018) into RBMs
and DBMs but their results are not good enough on real datasets including Cifar10.
To run RBMs and mfRBMs in Cifar10, we learn a Convolutional Autoencoder (CAE)
to map a data vector x in the sophisticated image space to a high representation
vector v ∈ [0, 1]M and train an mfRBM on this representation. It is noteworthy
that this study mainly focuses on extending RBMs with mixed type hidden layers
rather than studying the deep architectures of RBMs, therefore we choose the
straightforward approach of combining both CAE and mfRBM to easily test the
effectiveness of mfRBM. Basically, we jointly train both CAE and mfRBM using
a batch size of 100, 2500 epochs and learning rates of 0.01 and 0.0001 for CAE
and mfRBM respectively. For the network structure, the CAE is a 3-hidden-layer
architecture of 128/128/128, where each hidden layer contains a convolutional layer
with the stride of 2 and the kernel size of 5 × 5 and 128 filters, followed by a batch




(e) GBDBM(d) VAE + RBM
(f) AGE (g) 𝛼𝛼-GAN (h) CAE+RBM (k) CAE+mfRBM
(c) Improved GAN
Figure 3.9: Generated samples of CAE+mfRBM in Cifar10.
of the encoder as input v for mfRBM training. As a result, the number of visible
units of mfRBM is M = 2048 and we set K(b) = 5000 and K(g) = 15000.
Fig. 3.8 displays the reconstructed images of CAE+mfRBM. We compare our method
with vanilla GBRBM (Welling et al., 2005), CAE+RBM with 20000 binary hidden
units and GAN-based methods with the capacity of reconstruction including AGE
(Ulyanov et al., 2018) and α-GAN (Rosca et al., 2017). CAE+mfRBM produces
better reconstruction images than CAE+RBM, in particular, its reconstruction error
is 9.64 versus 13.37 for CAE+RBM. Compared with GAN-based methods, both
AGE and α-GAN usually produce objects with incorrect shapes and colours and
fewer details than CAE+mfRBM.
We show the samples generated by CAE+mfRBM and some competitive methods
in Fig. 3.9. Without a deep structure, µ-ssRBM and Leaky RBM usually generate
poor images. Our CAE+mfRBM produces much clearer images than many deep
versions of RBMs including VAE+RBM (Hu and Salakhutdinov, 2017) and GBDBM4
(Cho et al., 2013a). These samples are also more colorful and diverse than those of
CAE+RBM. We also place the generated samples of AGE and α-GAN for comparison.
In spite of clearer and sharper samples, AGE and α-GAN are too creative and their
generated objects seem to be unrealistic. It is worth noting that there are a lot
of GAN variants that can generate more realistic samples, e.g., Improved GAN
(Salimans et al., 2016) (Fig. 3.9c). However, most of them are unable to reconstruct
4https://github.com/monsta-hd/boltzmann-machines
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Attribute Value Attribute Value Attribute Value Attribute Value
A1 binary A5 categorical A9 binary A13 categorical
A2 continuous A6 categorical A10 binary A14 continuous
A3 continuous A7 categorical A11 continuous A15 continuous
A4 categorical A8 continuous A12 binary A16 binary (class label)
Table 3.7: The description of 15 attributes and label attribute of the Credit
Approval dataset.
data. Training a GAN with a bijection between data space and noise space requires
more constraints, therefore it is more challenging than simply finding a mapping
to data space to generate samples in conventional GANs, resulting in a decline in
sampling quality (Fig. 3.9f-g). For a fair comparison with our mfRBM, we only
consider GAN methods with the reconstruction capacity.
This experiment points out the significance of the Bernoulli and Gaussian hidden
variable combination. mfRBMs not only improve the reconstruction and generation
over RBMs and DBMs in continuous datasets but also achieve better results than
state-of-the-art GAN-based methods.
3.5.4 mfRBMs for multi-typed data
We further investigate the capacity of factor disentanglement by applying mfRBMs to
multi-typed data, in which data vary in their types including binary, continuous and
categorical. Such data are common in practical applications, e.g., medical records
in which each patient profile is a mix of Boolean attributes (e.g., male/female),
continuous attributes (e.g., height, weight) and categorical attributes (e.g., disease
code). To simulate multi-typed data, we download the Credit Approval dataset5,
which contains binary, continuous and categorical attributes as listed in Table. 3.7.
Since this experiment focuses on demonstrating the interactions between binary and
continuous factors, we remove all its categorical attributes of A4, A5, A6, A7 and
A13 as well as the class label of A16 to prevent the unexpected impact of this data
type.
An mfRBM with K(b)=5 and K(g) = 2 is trained using PCD1 over 100000 epochs, a
Bernoulli learning rate of 0.01 and a Gaussian learning rate of 0.001, and a batch size
of 100. For visualisation, we use PCA to learn a projection from the high dimensional
data space into a 2-dimensional space and obtain the scatter plots in Fig. 3.10. To
understand the role of each factor type in modelling the data, we separate them by





























































































Figure 3.10: Visualisation of a trained mfRBMg-5b2g in Credit Approval: a) data;
b) cluster centres (black points with labels) and cluster manifolds (colorful grids)
modelled by h(b) and h(g); c)
∣∣∣W ( b)∣∣∣ and d) ∣∣∣W (g)∣∣∣. The red/blue numbers indicate
binary/continuous attributes.
compute the projection of all 25 possible states of h(b) into the visible space and
visualise them. Similarly, given a fixed binary state of h(b), we shift each neuron
h
(g)






. Fig. 3.10b indicates that the mfRBM
represents the data clusters as manifolds, whose positions (black points with labels)
are specified by h(b) and surfaces (colorful grids) are modelled by h(g). It is interesting
to observe how the manifolds are squeezed to fit the shape of the corresponding data
clusters. In addition, more manifolds are assigned to dense clusters, explaining how
data distribution is modelled. This figure also confirms that h(b) encodes discrete
factors in the data, i.e., cluster positions, whilst h(g) learns continuous factors, i.e.,
variations within clusters.
Multi-typed data usually imply various types of factors, requiring the use of mixed
type units in the hidden layer. Figs. 3.10c-d demonstrate the absolute values of
W ( b) and W (g). The high values at the connections between binary (continuous)
attributes and binary (continuous) hidden units indicate that h(b) usually learns
binary attributes whilst h(g) mainly focuses on discovering continuous factors of
real-valued attributes.
3.5. Experiments 76









































































































b) 4 Bernoulli and 2 Gaussian units c) 5 Bernoulli and 3 Gaussian unitsa) 6 Bernoulli and 2 Gaussian units
Figure 3.11: mfRBM with the different K(g) in the Credit Approval dataset: a)
K(b) = 6 and K(g) = 2; b) K(b) = 4 and K(g) = 2; c) K(b) = 5 and K(g) = 3. Top
row shows the reconstruction of data. Middle row visualises the manifolds of the







We also test different hidden neuron combinations to investigate the behaviour of
mfRBMs with respect to the number of Gaussian neurons. We visualise these results
in Figs. 3.11 and 3.12 and compare them with the result of standard configuration
K(b) = 5 and K(g) = 2 in Fig. 3.10.
• If more Bernoulli hidden units are added (e.g., K(b) = 6 in Fig. 3.11a), more
manifolds are used to exactly describe the data. By contrast, decreasing K(b)
reduces the number of manifolds and then each of them has to cover two data
clusters as demonstrated in Fig. 3.11b.
• Overusing Gaussian hidden units is not a good idea because training of Gaussian
units is tricky, causing a negative impact on learning data variations. Fig. 3.11c
demonstrates this case of redundant Gaussian hidden units K(g) = 3 (K(b) = 5),
where all manifolds represented by Gaussian neurons are collapsed into one
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cluster as shown in Fig. 3.11c-middle.
• We also consider two extreme cases (Fig. 3.12) of all binary and continuous
hidden units. If no continuous units are used (K(g) = 0), mfRBMs degenerate
into RBMs and they can only afford to represent a few points in the data
region (Fig. 3.12a). This limitation explains the poor quality of reconstructed
and generated samples of RBMs. In the other extreme case of K(b) = 0
(Fig. 3.12b), all hidden units are Gaussian distributions and the mixture
form of the likelihood of mfRBMs is collapsed into an isotropic multivariate
Gaussian distribution. In this case, although the mfRBM can still reconstruct
the data (Fig. 3.12b-top), it is unable to learn the data distribution and generate
samples (Fig. 3.12b-middle).
3.6 Closing remarks
This chapter reviews RBMs and DBMs from a novel view to deeply understand their
learning mechanism and capacities. The contributions of this chapter include the
introduction of the Exponential Family form for DBMs, the geometric explanation
of RBMs and DBMs and our proposal of Mixed Factorial RBMs (mfRBMs). The
general form of Exponential Family allows us to reformulate many existing RBMs
and DBMs in a unified framework for better comparison and analysis. Our second
contribution of geometric view connects the probability distributions in RBMs and
DBMs to geometric surfaces for better visualising and understanding these models.
Using this view, we can explain their five capacities comprehensively. Finally, we
proposed the use of both Bernoulli and Gaussian hidden neurons to improve these
capacities. Extensive experiments on benchmark datasets confirm the effectiveness
of our method over many state-of-the-art generative models.
Since all RBMs and DBMs in this chapter are described under the general framework
of Exponential Family DBMs, the theoretical and experimental results can be
generalised to other RBMs and DBMs’ variants falling into this class. Furthermore,
in most of our experiments, except for small networks used for the purpose of
visualisation on toy datasets, our network configurations used in all benchmark
datasets, including MNIST, CelebA, Cifar10 and Credit Approval, are equivalent to
ones of energy-based networks in the literature, showing that the ideas demonstrated
this chapter can also work with large network architectures.
So far we have enhanced the capacities of RBMs. However, due to their shallow
structures, we still have to rely on CAEs to leverage the power of deep structures and
the advances in deep learning. This restricts the applications and the popularities of
RBMs and DBMs. In the next chapter, we address the problem of integrating deep
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learning techniques into DBMs, the hierarchical versions of RBMs.
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a) 7 Bernoulli hidden units b) 7 Gaussian hidden units
Figure 3.12: Extreme cases in the Credit Approval dataset: a) K(b) = 7 and
K(g) = 0; and b) K(b) = 0 and K(g) = 7. Top row shows the reconstruction of data.
Middle row visualises the manifolds of the corresponding learned model. Bottom








Batch Normalised Deep Boltzmann
Machines
A Deep Boltzmann Machine (DBM) is a BM model whose hidden variables are
organised into a multilayer structure for hierarchical feature learning. However, the
mapping learned by the DBM is fairly weak since its layer transformation only consists
of a matrix multiplication followed by a sigmoid function. This chapter describes our
investigation of combining batch normalisation, a powerful transformation operator in
deep learning, with DBM to facilitate its training process and improve its classification
accuracy.
4.1 Introduction
Deep Boltzmann Machines (Salakhutdinov and Hinton, 2009a) are powerful hier-
archical generative models that are widely used in the machine learning community
as probabilistic modelling methods (Salakhutdinov and Hinton, 2009a) and feature
extractors (Montavon et al., 2012). However, training DBM is notoriously non-trivial
(Melchior et al., 2016; Cho et al., 2013b). DBM’s training algorithms, e.g., PCD
(Tieleman, 2008) or Parallel Tempering (PT) (Melchior et al., 2016; Cho et al.,
2013a), require additional tricks such as layer-wise pretraining (Salakhutdinov and
Hinton, 2009a; Cho et al., 2013b,a), centering trick (Melchior et al., 2016), careful
parameter initialisation and low learning rates. Otherwise, the training tends to
diverge or converge to a bad solution with meaningless neurons that are always being
active or inactive or independent of data.
To understand why training multilayer DBMs is challenging, let us consider the case of
binary DBMs where all units are Bernoulli random variables. In this network, the state


































Figure 4.1: The graph of a sigmoid function. The input value x outside [−4, 4]
has y close to 0 or 1.
function produces the extreme output that is close to the boundary 0 or 1 whenever
its input is outside [−4, 4] (Fig. 4.1). Since this interval is fairly small, it is highly





(l+1) jumps out if biases or weight
matrices consist of large magnitude numbers. This results in µ(l)i ≈ 1 or 0 and h
(l)
i = 1
or 0, rendering an “always-on” or “always-off” neuron. According to Salakhutdinov
and Hinton (2012), the parameter gradients are proportional to the difference between
two expectations with respect to these terms µ and h, and therefore the gradients
are close to 0 when these terms always reach one of the boundary values 1 or 0.
As a result, no learning happens and the neuron has no chance to escape from
the dead state. To avoid the explosion in the sigmoid input, zero-biases, small
weight initialisation and a small learning rate are always recommended for DBMs.
Layer-wise pretraining is another solution to initialise DBM parameters into a good
region in the parameter space. Overall, the stability of the layer’s input has a great
impact on the success of DBM learning.
Ioffe and Szegedy (2015) introduced batch normalisation to cope with the change of
the distributions of neurons during CNN training, also known as the internal covariate
shift phenomenon. This motivates us to adopt this idea to handle the instability of
the layer’s input in DBM training. However, improving the probabilistic network
of DBMs with deep learning techniques is a non-trivial problem. In common deep
networks such as CNNs, advanced techniques or transformations, e.g., convolutional
layer, pooling, drop-out, batch normalisation, can be inserted into each layer easily.
This is because deep networks can be considered as a deterministic composite function
of elementary mappings, each of which is specified by the transformations between
layers, and adding a new transformation is equivalent to inserting a mapping between
layers. By contrast, all layers in DBMs define a joint distribution by admitting an
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energy function and the transformations between layers are defined by conditional
distributions derived from the joint distribution. As a result, when applying a new
transformation to a layer in DBMs, we need to guarantee that: (i) there exists an
energy function that can adapt to this transformation; and (ii) this energy function
(if it exists) must result in a tractable form for the conditional distributions, which
are important for propagating the information between layers.
It is challenging to use a new transformation in DBMs without violating these
conditions. An example is the Deep Energy-based Model (DEM) (Ngiam et al.,
2011), which is an RBM with two random variable layers of visible and hidden units
and many deterministic intermediate layers between them. This structure allows
the posterior p (h|v) to be represented through a powerful deterministic function
g (v). However, this network sacrifices the opposite direction of p (v|h), which cannot
be computed explicitly as in vanilla RBMs. A seminal work which preserves all
the properties of the energy-based models is Convolutional Restricted Boltzmann
Machines (CRBM) (Norouzi et al., 2018), in which the connections between visible
and hidden units are reorganised to bring convolutional structures into RBMs. Max-
pooling is also introduced in RBMs (Lee et al., 2009) but it needs to be modified to
accept the probabilistic property of RBMs. Although both convolutional and max-
pooling transformations are available in RBMs, combining them into a probabilistic
generative model is not straightforward. For example, Lee et al. (2009) proposed to
stack pairs of convolutional RBMs and probabilistic max-pooling RBMs together to
form a network with hierarchical feature representations. However, this architecture
is a Deep Belief Net (DBN) (Hinton et al., 2006), a hybrid network of both directed
and undirected connections, and it is not an EBM as DBMs. By adding both
convolutional and pooling parameters to the same energy function, CssCDBMs
(Xiaojun and Haibo, 2018) introduce an effective way to include both techniques in
DBMs. However, this results in a highly complicated model.
These limited studies not only reveal the challenges to combine deep learning tech-
niques with EBMs, but also point out that EBMs’ studies have fallen behind the
development of deep learning. As an effort to fill this gap, we introduce a novel
model, named Batch Normalised DBM, which combines one of the best deep learning
tricks - batch normalisation and the probabilistic framework of DBMs. To this end,
we design a novel energy function with normalisation scale and shift parameters,
which not only satisfies the two aforementioned conditions, but also mathematically
introduces the batch normalisation formula to the conditional probabilities and
therefore tackles the internal covariate shift problem (Ioffe and Szegedy, 2015). More
importantly, our proposed BNDBMs require no step of pretraining and therefore
they have more advantages in training than many existing DBMs. Our research
also finds that, compared with deterministic networks, e.g., CNNs, applying batch
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normalisation to the probabilistic model of DBMs needs more careful investigation
including: i) fixing shift parameters β but learning scale parameters γ; ii) avoiding
normalising the first hidden layer and iii) maintaining multiple pairs of a population
mean and a variance per neuron rather than one pair in most deterministic networks.
We refer to Subsec 4.3.3 for more discussions. Experiments on the MNIST, Fashion-
MNIST and Caltech 101 Silhouette datasets indicate that our BNDBM achieves
significant improvement in training efficiency (less dependent on pretraining steps)
and classification accuracy (3.98% and 5.84% on average for training with/without
pretraining).
4.2 Batch Normalised Deep Boltzmann Machines
Training deep networks is challenging since the distribution of signals passing between
layers changes dramatically and continuously during training. This phenomenon is
known as “internal covariate shift” and can be eliminated by batch normalisation
(Ioffe and Szegedy, 2015) in CNNs. Interestingly, we observe the same phenomenon
of unstable input distributions during DBM training and this motivates us to apply
this technique to DBMs.
4.2.1 Batch normalisation
A batch normalisation operator, described in (Ioffe and Szegedy, 2015), normalises
every dimension i of an input vector x independently to make a normalised vector x̄
with the mean of 0 and the standard deviation of 1 across its dimensions.
x̄i =
xi − E [xi]√
Var (xi) + ε
where ε is a small positive constant to prevent a division-by-zero issue. To preserve
the capacity of deep networks, a scale parameter γi and a shift parameter βi were
introduced to obtain an output signal yi = γix̄i + βi. As a result, the batch
normalisation can be expressed as an affine transform Bγi,βi (xi) = γ̄xi + β̄, where
γ̄i = γi/
√
Var (xi) + ε and β̄i = βi − γiE[xi]/
√
Var(xi)+ε.
4.2.2 DBMs with batch normalisation
For the sake of simplicity, we build our Batch Normalised Deep Boltzmann Machines
(BNDBMs) based on the DBM network mentioned in Subsec. 2.3.2.1. By adding




to the l-th hidden layer to normalise
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{γ(2)j , β
(2)
j }K2j=1. Its energy function over the network is defined as:















































Similar to DBMs, we can obtain the formula of the joint probability distribu-
tion, p (v,h; Γ), the marginal distributions, ∑v p (v,h; Γ), ∑h(1) p (v,h; Γ) and∑
h(2) p (v,h; Γ), and finally the conditional probabilities (Eqs. 4.2, 4.3 and 4.4)
from the energy function (Eq. 4.1). As we expected, the conditional distributions
between layers are in the sigmoid form as DBMs but with batch normalisation







































































wherein t(1)n and t(2)n are the non-normalised input signals of the sigmoid functions
and we write B1 and B2, instead of Bγ(1)n ,β(1)n and Bγ(2)n ,β(2)n , to shorten notations.
In DBM models, the conditional distribution equations have an important role
to explain how signals are transferred between layers. Compared with CNNs, in
which layer-to-layer transformations (e.g., batch normalisation, max-pooling and
convolutional operators), can be freely designed and integrated between layers, the
conditional distributions in DBMs are deterministically derived using probability
rules from the energy equation. Therefore, any modification of these distributions
should come from an appropriate energy equation. The introduction of the energy
function above (Eq. 4.1) naturally adds batch normalisation transforms into the
conditional probabilities without breaking the probabilistic characteristics of DBMs.
As a result, DBMs are improved significantly with the power of batch normalisation
in our proposal.
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4.2.3 Model training
BNDBM training by optimising a data log-likelihood function also requires the
approximation of the intractable posterior, using a variational distribution, and the
model distribution estimation, using efficient sampling. The variational distribution






























Suppose that the model distribution is estimated by Nc persistent MCMC chains
and the model is trained with a stochastic batch gradient ascent algorithm of batch














































































































































wherein v[i] and µ̃(l)[i] are the i-th data vector and its corresponding mean-field
vector, v̂〈i〉and ĥ(l)〈i〉 are layer states on the i-th Gibbs chain and Eb[·] is a batch
mean.
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Algorithm 4.1 BNDBM training mode





, Nb batches, Nmf mean-field steps and Ngs Gibbs
steps
Ensure: BNDBM parameters Γ, population means Ep and population variances Varp
1: // Training parameters with instantaneous batch mean Eb and batch variance Varb
2: for k ← 1, . . . , Nb do
3: Dk ← get batch k-th
4: Run mean-field with batch normalisation
5: Run Gibbs sampling with batch normalisation
6: Update Γ (Eqs. 4.7-4.13)
7: // Updating the population mean and variance (Ep and Varp) with all training data
8: for k ← 1, . . . , Nb do
9: Dk ← get batch k-th
10: Compute t(1)n and t(2)n from Dk
11: Evaluate batch mean Ekb and variance Varkb













































We follow (Ioffe and Szegedy, 2015) to use separate statistics for batch normalisation
in training and inference modes. The normalisation should only depend on batch
statistics for efficient training, which are the batch mean Eb and the batch variance
Varb as described in Alg. 4.1. By contrast, the inference process demands fixed
population statistical vectors, Ep and Varp, which are means and variances of layers’
input signals evaluated over the training set as soon as the training process ends, as
described in (Ioffe and Szegedy, 2015). An unbiased estimate is also introduced to
compute the population variance (Ioffe and Szegedy, 2015). It is noteworthy that,
unlike batch normalisation in CNNs, in which we only need one pair of a population
mean and a variance per neuron, the BNDBM requires max (Nmf, Ngs) pairs because
the input distribution of each neuron develops over Nmf mean-field steps and Ngs
Gibbs sampling steps. The distribution of a layer usually varies much at the first
steps but less at the last steps when the mean-field process or the Gibbs sampling
converges. For this reason, separate population means (Eip)/variances (Varip) are
preferable for each step i to handle this change (lines 12-13, Alg. 4.1).
Although the gradient update in BNDBMs is well specified by Eqs. 4.7-4.13, the
model learning in practice is difficult to converge because of the change of parameters
with respect to the normalisation scale parameters γ (Eqs. 4.8-4.9 and 4.13). After
each batch update, the new scale values affect both other parameters and layers’
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input signals (t(1)i and t
(2)
i ) and make the model evolve in an unstable and fluctuating
way.
To facilitate the learning process, we propose some strategies to lessen the effects of
this dependence.
• Simplified update equations: We observe that the scale parameters have
the same roles as the learning rate η. This motivates to integrate them into
η. In other words, we can simply discard all scale parameters in the gradient
update equations (Eqs. 4.8-4.10).
• Modified sigmoid input: It can be seen that the sigmoid input (i.e., t(1)i and
t
(2)
i in Eqs. 4.3 and 4.4) is functions of the parameters γ, the biases and the
weights. However, values of γ, e.g., 1.0, 1.2, 2.0, are many times larger than
the unit biases and the connection weights, which are encouraged to be small
numbers around zeros, e.g., 0.01, 0.002. When γ varies over training batches,
it changes the layer’s input distributions t(1)i and t
(2)
i dramatically and causes
the training to fluctuate. Again, we include γ into the weights and therefore
freely remove it from the signal input formula (Eqs. 4.5 and 4.6).
4.2.4 Pre-normalisation vs post-normalisation
In this section, we provide a principal comparison between BNDBMs and its closely
related work of centred DBMs (cDBMs) (Montavon and Muller, 2012), one of the
state-of-the-art DBMs. This not only helps to understand the difference between
these methods but also explains how our BNDBMs can achieve better results in the
experiment section. cDBMs were proposed to improve original DBMs by centering
visible and hidden states. More specifically, given a cDBM with 2 hidden layers, its
energy function is shown in Eq. 4.14 whilst Eqs. 4.15 and 4.17 are the conditional
distributions corresponding to the hidden layers :





























































wherein ci and d(l)j are the offsets of units and are set to the activation means of





centred states and they are computed after the sigmoid transformation is applied to
the layer’s input signals. For example, the centred state ¯̄h(1)j (Eq. 4.16) is computed
using the conditional probability in Eq. 4.15. Therefore, cDBMs can be viewed as a
post-normalisation of layer signals. This post-normalisation does not immediately
correct the layer distribution of the current layer, e.g., h(1), but it holds the states
of the adjacent layers, e.g., v and h(2), in a proper range and then stabilises the
current layer’s input in the next propagation. By contrast, BNDBMs do a pre-
normalisation of layer’s input, before the sigmoid transformation. It can be seen that
the post-normalisation strategy of cDBMs does not guarantee that the sigmoid input
of network layers do not vary during the training while the pre-normalisation allows
us to control the input distributions at desired means and variances. As a result,
cDBMs cannot solve the internal covariate shift problem as effectively as BNDBMs.
4.3 Experiments and Analysis
In this section, we conduct our experiments on three datasets of MNIST (LeCun
et al., 1998), Fashion-MNIST (Xiao et al., 2017) and Caltech 101 Silhouette (Marlin
et al., 2010), which are widely used in the DBM’s literature (Cho et al., 2013b;
Salakhutdinov and Hinton, 2012; Xiaojun and Haibo, 2018; Sankaran et al., 2017).
It is noteworthy that, due to the high model complexity, most unsupervised DBMs
including BNDBMs only work efficiently on binary or grey-scale datasets. Several
studies (Sankaran et al., 2017) proposed to train DBMs on Cifar but they are
supervised DBMs with labels added to the models.
We compare a BNDBM with an original DBM (Salakhutdinov and Hinton, 2009a),
and a centred DBM (cDBM) (Melchior et al., 2016). With the purpose of comparison
with the post-normalisation approach of the cDBM, we follow its network structures
(Montavon and Muller, 2012; Melchior et al., 2016) and use the network of 784−
500− 100 and 784− 500− 500 in all experiments. All of the DBMs are also trained
with the PCD algorithm (Tieleman, 2008) using Ns = Nc = 100 and a learning rate
of 10−2 over 500 epochs. The number of mean-field and Gibbs sampling iterations
is set to 10. The weights of these methods are randomly initialised from a normal
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distribution with a zero-mean and a 0.1-standard deviation whilst the biases are
set to 0. Although both scale parameters γ and shift parameters β are learnable
in theory, we fix β = 0 to ensure that the input signals of neurons are not moved
too far outside the range of [−4, 4]. We train the models in two settings with or
without pretraining. For the DBM and BNDBM, we follow the pretraining process
proposed in (Salakhutdinov and Hinton, 2009a) with 100 epochs to initialise the
model parameters. For the cDBM, we adopt the implementation1 with a two-stage
pretraining technique (Cho et al., 2013b). To examine the models quantitatively, we
use their last hidden layer as feature representations and compare their classification
accuracy (using Logistic Regression classifiers) and reconstruction errors.
In addition to using PCD (Tieleman, 2008) to train the models, we employ the CD
method (Hinton, 2002), which is well-known for its high reconstruction capacity.
Furthermore, to minimise reconstruction errors in the CD training, when computing
the state of a layer, we ignore sampling steps and instead pass the conditional
probability values directly as input signals to the next layers (we name this CD
version CD prob). In our experiments, we observe that the methods trained with
CD prob obtain lower reconstruction errors than those with PCD. However, due to no
sampling steps, models using this training scheme become deterministic networks and
they do not follow the probabilistic framework mentioned in Subsec. 2.3.2.1. As a
result, this strategy indeed works as a feature extractor, in which data information is
transferred from the visible layer to the higher layers. Two-way interactions between
adjacent layers guarantee that the next layer is the higher representation of the
current layer rather than just a meaningless mapping. Since a sigmoid function tends
to compress values out of [−4, 4] into outputs around 0 or 1 (Fig. 4.1), we maintain
its input signal distribution with a mean of β = 0 and a standard deviation of γ = 1
to fit the distribution into [-4, 4] and therefore preserve the information between
layers. This setting is widely used in CNNs (Ioffe and Szegedy, 2015).
Since we aim to learn data representations under a completely unsupervised manner,
we do not use labels to train models in all experiments. In particular, we first train
DBMs to obtain new representations for data, i.e., the activations of the last hidden
layer, and then use a simple classifier (i.e., Logistic Regression) to evaluate the
quality of these representations. These two steps are performed separately. We
do not fine-tune the networks (Salakhutdinov and Hinton, 2009a) because it will
update the model parameters, hence update the representations, towards minimising
classification errors. As a result, the learned representations are driven by the labels,
hindering us from evaluating their quality accurately. It is worthy to note that our
unsupervised setting is different from the supervised training for classification in
1https://github.com/kyunghyuncho/deepmat
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Classification ↑ PCD (500-100) PCD (500-500) CDprob(500-100)


























































































































Pretraining 0.44 5.60 5.86 1.67 56.95 4.76
No pretraining 60.75 6.28 56.86 0.38 48.56 10.87
Table 4.1: The means and standard deviations of all of the methods in classification
accuracy (%) over 10 runs. The methods marked with ? are trained with no
pretraining. The best number is in bold while the next best is underlined. The last
two rows show the average of improvements over the datasets, where an improvement
of the BNDBM vs a method A is their difference. The positive signs of improvement
values show the BNDBM outperforms A whilst negative signs indicate A is better.
Reconstruction PCD (500-100) PCD (500-500) CDprob(500-100)
Average improvement vs DBM vs cDBM vs DBM vs cDBM vs DBM vs cDBM
Pretraining -1.13 -1.50 -0.59 -0.64 0.40 1.50
No pretraining -0.98 -1.86 1.02 -1.34 0.06 3.57
Table 4.2: The average reconstruction error improvement of the BNDBM versus
the DBM and the cDBM over all of the datasets. The bold numbers (positive values)
indicate an improvement in reconstruction errors.
(Salakhutdinov and Hinton, 2009a), in which the supervised DBMs are trained with
label variables on top and then discriminatively fine-tuned towards low classification
errors. Similarly, our experimental setting is also different from semi-supervised
learning in (Sankaran et al., 2017), in which the DBMs are trained with class labels
for classification tasks.
Tables 4.1 and 4.2 report the classification and reconstruction results over 10 runs.
Overall, for the PCD training, BNDBM is the best method for classification and
has comparable quality in the reconstruction task. When trained with CD prob, high
classification accuracy (at least 4.76% and 10.87% better than DBM and cDBM on
average) shows that batch normalisation helps preserve the information between
layers very well. Higher layers in BNDBM try to interpret the data exactly but at
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MNIST 4.61±1.09 3.21±0.04 1.04±0.10 1.28×10−15 1.13×10−13
Fashion-MNIST 5.82±3.48 8.32±0.29 3.93±0.10 2.99×10−13 1.55×10−16
Caltech 101 Silhouette 12.95±0.23 15.14±0.04 17.19±0.03 worse worse
No pretraining
MNIST 2.57±1.11 3.13±0.006 0.86±0.006 6.70×10−24 5.37×10−25
Fashion-MNIST 2.64±0.06 8.37±0.28 2.59±0.05 0.008 2.84×10−20
Caltech 101 Silhouette 10.84±0.08 15.05±0.01 12.41±0.05 worse 4.20×10−17
Table 4.3: The average reconstruction error and standard deviation of all methods
trained using CDprob over 10 runs. The last two columns show the p-values of
BNDBM vs DBM and cDBM where its reconstruction errors are better. If BNDBM
is not better in reconstruction, we write “worse” in the corresponding p-value cell.
more abstract levels. As we expected, BNDBM also achieves excellent reconstruction
errors, at least 0.06 and 0.40 smaller than DBM and cDBM on average (Table 4.2). To
show that these improvements of BNDBM are statistically significant, we measure the
p-values of reconstruction errors of BNDBM against DBM and cDBM trained using
CD prob (Table 4.3). It can be seen that all p-values are smaller than the significance
level of 0.05 and therefore we can conclude that BNDBM has improvements over DBM
and and cDBM. For computation time, since BNDBM requires an extra normalisation
cost in every mean-field and Gibbs sampling step, DBM with normalisation is usually
3.13 times slower than DBM in the training phase.
Compared with supervised DBMs in (Salakhutdinov and Hinton, 2012), our accuracy
of 95.37% (500− 100 units) and 96.80% (500− 500 units) on MNIST is lower than a
supervised DBM using 100% (60,000) labelled training data. However, if 1% labelled
training data is used for fine-tuning, a supervised DBM with fine-tuning only obtains
95.18% in (Salakhutdinov and Hinton, 2012), which is lower than our unsupervised
BNDBM without any fine-tuning step. This interesting result shows the better
capacity of BNDBM in unsupervised feature learning over DBM. This comparison
between supervised and unsupervised training also reveals how batch normalisation
improves DBM’s performance in unsupervised training. More specifically, when data
labels are added, the highest hidden layer has to align with the label layer during
the training and therefore it has meaningful representations. Without the label layer,
it works lazily and has many dead neurons. Batch normalisation helps to motivate
and encourage it to response actively to the data.
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4.3.1 Training facilitation
Training DBM is very challenging and most DBM variants depend on “easy-to-
train” models such RBMs or AEs in a pretraining step to initialise their parameters.
Table 4.1 also shows the performance of DBM, cDBM and BNDBM without pre-
training (the methods with ?). We are unable to train DBM successfully without
pretraining and this agrees with the observations in (Cho et al., 2013b; Melchior
et al., 2016). By contrast, our BNDBM with batch normalisation still obtains high
classification accuracy even if the pretraining phase is not applied. Compared with
post-normalisation in cDBM, BNDBM* shows 5.84% better than cDBM* on average
over all of the datasets and learning methods. Training without pretraining is a very
nice capacity since it proves that our BNDBM? is “easy-to-train” enough to stand
alone without the help of pretraining methods.
To understand the effect of normalisation in BNDBM?, for every 50 epochs, we run a
mean-field approximation to estimate p (h|v) on the MNIST testing set and observe
the input of a randomly picked hidden unit. Fig. 4.2 demonstrates the change of
the input distributions during the DBM?, cDBM? and BNDBM? training. It can
be seen that these signals change dramatically in DBM? and cDBM? but they are
more stable in BNDBM?. The more unchanged signals are, the less dependence
between layers is. The movement of the input distributions in DBM? towards large
positive values reveals that the DBM? learning gets stuck in a poor local optimum as
described in Subsec. 4.1. For cDBM?, its post-normalisation indirectly controls input
signals via normalising the states of adjacent layers and then reducing the variations
of sigmoid input. However, this unlikely guarantees to produce stable layer signals
and therefore there still exists a fluctuation (in PCD) or a slight shift (in CD prob) of
input distributions during the cDBM? training (Fig. 4.2). By contrast, BNDBM?
allows these distributions to be consistent and controllable during the training. As a
result, we can easily trained BNDBM from randomly initialised parameters and still
obtain a high-quality model.
4.3.2 Feature representation improvement
BNDBM shows an excellent capacity of unsupervised feature learning by producing
good representations, which win classification tasks in most of the datasets and
training methods. These features can be obtained via running a mean-field procedure,
in which the sigmoid outputs of the last layer are considered as new representations
of the data.
Fig. 4.3 visualises the activations (sigmoid outputs) of the 1-st and 2-nd hidden
layers of a network 500 − 100 in forms of 10, 000 × 500 and 10, 000 × 100 (#data
4.3. Experiments and Analysis 93
Trained with PCD

































Figure 4.2: Sigmoid input distributions of a random unit (unit 63, layer 2, network
500−100) of three methods without pretraining over epochs. The distribution means
are drawn as the solid lines while the dash lines with the same colour represent the


















































Figure 4.3: The activations of the 10,000 MNIST test samples over hidden layers.
Each image represents a matrix of 10,000 rows and (# hidden units) columns in
the corresponding layers. These matrices are resized into square forms for better
visualisation.
points × #neurons) matrices respectively corresponding to all of the 10, 000 MNIST
testing samples. For the visualisation purpose, we resize these matrices into the same
image size to best fit in the figure. Each element (i, j) in a matrix is the activation
of the j-th neuron with respect to the i-th data point. Vertical homogeneous strips
in each matrix, which indicate the corresponding neurons respond to all of the test
data in a similar way, appear frequently in the non-normalised hidden layers of
DBM and cDBM, whilst the normalised layers of BNDBM produce more random
and heterogeneous patterns. The randomness and diversity in these patterns reflect
that neurons in BNDBM are trying to distinguish data samples and cooperating
with the others (rather than copying their behaviours). As a result, BNDBM, by
diversifying layer signals, can produce richer feature representations of raw data and
more distinctive states in hidden layers than DBM and cDBM.
By taking the histogram of a matrix column in Fig. 4.3, we can observe the distribution
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Figure 4.4: The sigmoid output distributions of some hidden units in DBM, cDBM
and BNDBM.
of hidden activations at a particular unit. Fig. 4.4 visualises the output of the sigmoid
functions observed at four hidden neurons after the training. Unlike DBM that tends
to produce output values in a narrow interval (around 0 or 1), by controlling the
sigmoid input signals, BNDBM guarantees that the distributions cover the majority of
[0, 1] and thus it enhances the distinction between class representations. Meanwhile,
although the post-normalisation strategy in cDBM can also make sigmoid outputs
diverse (e.g., unit 17, layer 2, PCD training in Fig. 4.4), it does not solve the problem
of the layer input change completely (e.g., unit 100, layer 2, PCD training or units 17
and 100, layer 2, CD training in Fig. 4.4). This explains why the post-normalisation
in cDBM cannot obtain as high accuracy as the pre-normalisation in BNDBM. The
visualisation in Fig. 4.4 also points out that the phenomenon of distribution collapse
happens more severely in higher layers than in lower layers (i.e. the first hidden
layer). This is because the first hidden layer directly connects with data and thus
aligns with the good distribution of the data.
4.3.3 Batch normalisation in DBMs vs CNNs
After our experiments, we realise the significant differences in the use of batch
normalisation in deterministic networks such as CNNs, RNNs or BNDBMs trained
with CD prob, in which sampling steps are removed, and probabilistic networks such
as BNDBMs. Therefore, this section highlights these differences and provides a
guideline to train BNDBMs.
Non-normalised h(1): In the former, it is possible to normalise the first hidden layer.
However, for DBMs, we cannot obtain good results when h(1) is normalised. Table. 4.4
shows the classification accuracy of BNDBM over different settings of normalising
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h(1),h(2) h(1) only h(2) only
MNIST 82.48±0.64 45.67±6.91 96.50±0.11
Fashion-MNIST 66.00 ±0.88 54.64 ±7.17 78.75±0.99
Caltech 101 SH 51.54 ±0.61 24.84 ±3.62 66.80±0.69
Table 4.4: Accuracy (%) when normalising all layers and each layer in the BNDBM?
network of 500− 500.
h(1), h(2) and both h(1)and h(2). To clearly observe the impact of normalisation, the
networks are trained without the pretraining step. It is interesting that normalising
h(2) boosts the performance whilst normalising h(1) causes a negative effect. This
is because the first hidden layer in probabilistic networks, as the only hidden layer
communicating directly to the visible layer, has a more important role to model
data distributions than higher hidden layers. An example is Restricted Boltzmann
Machines, which require only the first hidden layer to learn data distributions
successfully. More specifically, let us rewrite the energy function of BNDBMs
(Eq. 4.1) in the form of geometric function:



































































































The participation of normalisation terms γ̄(l)j and β̄
(l)
j in the geometric function
(Eq. 4.18) causes the difficulties in learning p (v; Γ) since their unpredicted changes
with respect to the batch mean and variances of layer’s input signals for different
4.3. Experiments and Analysis 96
Learnable γ False True
Learnable β False True False True
MNIST 86.47±4.00 85.73±1.12 96.50±0.11 85.11±0.11
Fashion-MNIST 77.16±2.09 78.73±1.27 78.75±0.99 78.28±1.43
Caltech 101 SH 64.50±1.53 65.28±0.92 66.80±0.69 63.52±1.07
Table 4.5: Accuracy (%) when training BNDBM? networks (500−500) with/without
learnable γ and β.
mini-batches during training. Furthermore, according to the analysis in Sec. 3.3
of geometric interpretation, h(1) plays the most important role because it and its
associated parameters of W (1), W (2) and b(1) involve in all ui and u0 (Eqs. 4.19 and
4.20) whilst h(2) only affects u0 (Eq. 4.20). In other words, the first hidden layer
is a main contributor to learn p (v; Γ). As a result, normalising the first hidden
layer has a negative impact on modelling data distribution and therefore causes a
decrease in classification accuracy as shown in Table 4.4. It is noteworthy that when
training BNDBM with CD prob, in which the capacity of distribution modelling is
ignored, normalising the first hidden layer is recommended. This explains why we
avoid normalising h(1) for BNDBM trained with PCD but normalise all layers in
CD prob in all of the experiments (of Tables 4.1 and 4.2).
Parameters γ and β: In deterministic networks, these parameters are usually fixed
(γ = 1 and β = 0) to make layer’s input distributions unchanged between iterations.
Meanwhile, since DBMs usually include sampling steps, i.e., h(l)i ∼ Bernoulli(µ
(l)
i )








, γ and β do not only control layer’s input distributions but
also specify the parameters µ(l)i of Bernoulli distributions, from which the states of
neurons are drawn. If γ = 1 and β = 0, the Bernoulli parameter µ(l)i of a hidden
unit h(l)i has 50% to be < 0.5 and 50% to be > 0.5. This means that all of the
hidden units always have an equal probability of being on and off. This is not a good
idea because some hidden states corresponding to dominant data points should be
activated more frequently than the other states. For this reason, γ should be learned
during a PCD training whilst we fix β = 0 to ensure that a unit has both on and off
states and therefore, it does not become an “always-on” or “always-off” neuron. The
experiment results in Table 4.5 confirm the importance of choosing a right training
setting for normalisation parameters in probabilistic networks, in which the best
accuracy is obtained using learnable γ and fixed β = 0.
Population means and variances: Since signals are passed many times between
layers during mean-field or Gibbs sampling in BNDBMs, each mean-field or Gibbs
sampling step requires a pair of a population mean and a population variance to
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normalise layer distributions. As a result, BNDBMs need to store max (Nmf, Ngs)
pairs per neuron. This contrasts with one pair of a mean and a variance per unit in
most deterministic networks.
Overall, these differences suggest that we should pay attention to the probabilistic
nature of DBMs whenever applying any deep learning technique to DBMs.
4.4 Closing remarks
In this chapter, we discussed the difficulty of DBM training and the underlying
reasons. Due to bi-directional connections in DBMs, the layers’ input signals change
significantly and unpredictably between training epochs. The deeper a layer is, the
more its input varies and more serious this problem is, resulting in more tips and
tricks proposed in the literature in order to train DBMs. To address this problem, we
proposed to standardise layers’ input by integrating batch normalisation operators
into DBMs. This is done by introducing a novel energy function to obtain the
normalisation form of the layers’ input signals. Extensive experiments on MNIST,
Fashion-MNIST and Caltech 101 Silhouette confirm that our proposed BNDBM
method can be trained easily without any pretraining step and has more powerful
feature representations than DBM and cDBM via controlling the layers’ input
distributions.
Based on the understanding of RBMs and DBMs in this chapter and Chap. 3, the
next part of the thesis introduces our first VAD framework, whose unique features of
efficiency and multitasking are served by these EBM models.
Chapter 5
Anomaly Detection using Shallow
Generative Networks
Developing intelligent video surveillance systems has attracted research and ap-
plication interest in the computer vision community. One of the most important
surveillance problems is to automatically detect and analyse abnormal events in
video streams. Anomalous events are commonly assumed to be rare, irregular or
significantly different from the others. Examples include access to restricted areas,
leaving strange packages, movements in the wrong direction, which can be captured
by camera monitoring systems in airports, car parks, stations and public spaces.
Identifying anomaly behaviours allows early intervention and in-time support to
reduce consequent costs. As the first work of applying generative models to VAD,
this chapter focuses on designing an energy-based detector aiming at the simplicity
by using the shallow networks of RBMs.
5.1 Introduction
We build a unified framework for video anomaly detection based on RBMs (Hinton,
2002; Freund and Haussler, 1992), recent powerful EBMs for unsupervised learning
and representation learning (Nguyen et al., 2013b,a; Tran et al., 2015). Our proposed
system, called the Energy-based Anomaly Detector using RBMs (EAD RBM), em-
ploys RBMs as its core modules to model the complex distribution of data, capture
regularities and variations in data (Nguyen et al., 2015) and therefore effectively
reconstruct normal events that occur frequently in data. The idea is to use recon-
struction errors to recognise abnormal objects or behaviours that deviate significantly
from the common.
As an energy-based detector, our framework is trained in a completely unsupervised
manner, which does not involve any explicit labels or implicit knowledge of what is
to be defined as abnormal. In addition, it can work directly on raw pixels without
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Figure 5.1: The overview of our proposed framework.
the need for an expensive feature engineering procedure. Another advantage of
our method is its capability to estimate the position of local abnormalities in video
frames. The simplicity but efficacy of RBMs allows our system to handle video data
coming in a stream by incrementally updating its parameters without retraining the
models from scratch. Our solution can be easily deployed in an arbitrary surveillance
streaming setting without expensive calibration requirements.
5.2 Framework
Generally speaking, our system is a two-phase pipeline: a training phase and a
detecting phase. Particularly in the training phase, our model: (i) takes a series
of video frames in training data as a collection of images, (ii) divides each image
into patches, (iii) gathers similar patches into clusters, and (iv) learns a separate
RBM for each cluster using the image patches. The detecting phase consists of
three steps: (i) collecting image patches in a testing video for each cluster, and
then using the learned RBM to reconstruct the data for the corresponding cluster
of patches, (ii) proposing the regions that have the potential to be abnormal by
applying a predefined threshold to reconstruction errors, and then finding connected
components of these candidates and filtering out those too small, and (iii) updating
the model incrementally for the data stream. The overview of our framework is
illustrated in Fig. 5.1. In what follows, we describe the training and detecting phases
in more detail.
5.2. Framework 100
Training phase. Assume that the training data consists of N video frames with
the size of H ×W pixels, let us denote D = {xt ∈ RH×W}Nt=1. In real-life video
surveillance, H ×W is usually very large (e.g., hundreds of thousand pixels) and
hence it is infeasible for a single RBM to handle such high-dimensional images.
This is because the high-dimensional input requires a more complex model with an
extremely large number of parameters (i.e., millions). This makes the parameter
learning more difficult and less robust since it is hard to control the bounding of
hidden activation values. Thus hidden posteriors are easily collapsed into either zeros
or ones, and no more learning occurs.
To tackle this issue, one can reduce the data dimension using dimensionality reduction
techniques or by subsampling the images to smaller size. This solution, however, is
computational demanding and may lose much information of the original data. In this
work, we choose to apply RBMs directly to raw imaginary pixels whilst try to preserve
information. To this end, we train our model on h × w patches, where we divide
each image xt into a grid of Nh×Nw patches: xt = {xi,jt | 1 ≤ i ≤ Nh, 1 ≤ j ≤ Nw}.
This approach greatly reduces the data dimensionality and hence requires smaller
models. One way is to learn independent RBMs on patches at each location (i, j).
However, this would result in an excessive number of models, e.g., 400 RBMs to
work on the 240× 360 image resolution and 12× 18 patch size, hence leading to very
high computational complexity and memory demands.
Our solution is to reduce the number of models by grouping all similar patches from
different locations for learning a single model. We observe that it is redundant to
train a separate model for each location of patches since most adjacent patches such
as pathways, walls and nature strips in surveillance scenes have similar appearance
and texture. Thus we first train an RBM with a small number of hidden units
(K = 4) on all patches {xi,jt } of all video frames. We then compute the hidden











, where I (•) is the indicator function. Next, this
binary vector is converted to an integer value in the decimal system, e.g., 0101
converted to 5, which we use as the pseudo-label λi,jt of the cluster of the image
patch xi,jt . The cluster label ci,j for all patches at a location (i, j) is chosen by voting
the pseudo-labels over all N frames: λi,j1 , λi,j2 , ..., λi,jN . Let C denote the number of
unique cluster labels in the set {ci,j | 1 ≤ i ≤ Nh, 1 ≤ j ≤ Nw}, we finally train C
independent RBMs with a larger number of hidden units (K = 100), each with a
parameter set ψc, for all patches with the same cluster label c. The entire training
process is summarised in Fig. 5.2.
Detecting phase. Once all of the RBMs have been learned using the training
data, they are used to reveal irregular events in the testing data. The pseudocode of
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Figure 5.2: A scheme to train EAD RBM with a clustering RBM and region RBMs.
this phase is given in Alg. 5.1. Overall, there are three main steps: reconstructing the
data, detecting local abnormal objects and updating the models incrementally. In
particular, the stream of the video data is first split into chunks of L non-overlapping
frames, each denoted by {xt}Lt=1. Each patch x
i,j
t is then reconstructed to obtain
a reconstructed patch x̃i,jt using the learned RBM with parameters ψci,j , and all
together form the reconstructed data x̃t of the frame xt. The reconstruction error
et = [ei,jt ] ∈ RH×W is then computed as ei,jt = |xi,jt − x̃i,jt |.
To detect abnormal pixels, one can compare the reconstruction error et with a given
threshold. This approach, however, may produce many false alarms when normal
pixels are reconstructed with high errors, and may fail to cover the entire anomalous
objects in such a case that they are fragmented into isolated high error parts. Our
solution is to work on the average error ēi,jt = ||ei,jt ||2/ (h× w) over patches rather
than individual pixels. These errors are then compared with a predefined threshold
β. All pixels in xi,jt are considered abnormal if ēi,jt ≥ β.
Applying the above procedure and then concatenating L frames, we obtain a binary
3D rectangle Z ∈ {0, 1}L×H×W , wherein zi,j,k = 1 indicates an abnormal voxel
whilst zi,j,k = 0 a normal one. Throughout experiments, we observe that most of
the abnormal voxels in Z are detected correctly, but there still exist several small
groups of the voxels are incorrect. We further filter out these false positive voxels by
connecting all their related neighbours. More specifically, we first build a sparse graph,
whose nodes are abnormal voxels zi,j,k = 1 and edges are the connections of these
voxels with their abnormal neighbours zi+u,j+v,k+t = 1, where u, v, t ∈ {−1, 0, 1} and
|u|+ |v|+ |t| > 0. We then find all connected components in this graph, and discard
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Algorithm 5.1 RBM anomaly detection
Require: A video chunk {xt}Lt=1, models {ψc}
C
c=1, thresholds β and γ




1: for t← 1, . . . , L do
2: for xi,jt ∈ xt do
3: x̃i,jt ←reconstruct(xi,jt ,ψci,j)
4: ei,jt ← |xi,jt − x̃i,jt |
5: ēi,jt ← 1h×w
∥∥∥ei,jt ∥∥∥2
6: if ēi,jt ≥ β then
7: for p ∈ xi,jt do
8: Z(p)← 1
9: else
10: for p ∈ xi,jt do
11: Z(p)← 0
12: for c← 1, . . . , C do
13: Xct ←
{
xi,jt | ci,j = c
}
14: ψc ← updateRBM(Xct , ψc)
15: Z ←remove_small_components(Z,γ)
small components spanning less than γ contiguous frames. The average error ēi,jt
after this component filtering step can be used as a final anomaly score.
In the scenario of streaming videos, scenes frequently change over time and they
could be significantly different from those used to train the RBMs. To tackle this
issue, we extend our proposed framework to a streaming detection system, called
EAD S-RBM, which enables the RBMs to adapt themselves to new video frames. For
every incoming frame t, we extract the image patches and update the parameters
ψ1:C of the C RBMs in EAD S-RBM following the same procedure in the training
phase. Recall that the RBMs’ parameters are updated iteratively using a gradient
ascent, thus we use several epochs to ensure the information of new data is sufficiently
captured by the models.
One problem is anomalous objects can be presented in different sizes in videos.
To deal with this issue, we apply our framework to the videos at different scales
whilst keeping the same patch size h × w. This would help patches partially or
entirely cover objects at certain scales. To this end, we rescale the original videos
into different resolutions and then employ the same procedure above to compute
average reconstruction error maps ēt and 3D rectangular indicators Z. The average
error maps are then aggregated into one matrix using max operation. Likewise, the
indicator tensors are merged into one before finding connected components. We also
use overlapping patches to localise anomalous objects more accurately. The pixels
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in the overlapping regions are averaged when combining the patches into the whole
map.
5.3 Experiment
In this section, we empirically evaluate the performance of our EAD RBM both
qualitatively and quantitatively. Our aim is to investigate its capabilities of cap-
turing regularities in data, reconstructing data and detecting local anomalies. For
quantitative analysis, we compare our proposed method with several up-to-date
baselines.
We use three public datasets: UCSD Ped 1, Ped 2 (Li et al., 2014) and Avenue (Lu
et al., 2013). Under an unsupervised setting, we disregard the labels in the training
videos before training all of the methods. The learned models are then evaluated
on the testing videos by computing two measures: Area Under ROC curve (AUC)
and Equal Error Rate (EER) at the frame-level (no anomaly object localisation
evaluation) and the pixel-level (40% of ground-truth anomaly pixels are covered by
detection), following the evaluation protocol in (Li et al., 2014) and the dual-pixel
level (the pixel-level constraint above and at least α percent of detection is true
anomaly pixels) in (Sabokrou et al., 2015). Note that the pixel-level is a special case
of the dual-pixel, where α = 0. Since the videos are provided at different resolutions,
we first resize all of them into the same size of 240× 360.
For our framework, we duplicate and rescale video frames to multiscale copies
with the ratios of 1.0, 0.5 and 0.25, and then use 12 × 18 image patches with
50% overlapping between two adjacent patches. Each RBM now consists of 216
visible units and 4 hidden units for the clustering step whilst 100 hidden units for the
training and detecting phases. All of the RBMs are trained using CD1 with a learning
rate η = 0.1. To simulate a streaming setting, we split the testing videos in non-
overlapping chunks of L = 20 contiguous frames and use 20 epochs to incrementally
update the parameters of RBMs. The thresholds β and γ to determine anomalies
are set to 0.003 and 10 respectively. Those hyperparameters have been tuned to
reduce false alarms and achieve the best balanced AUC and EER scores.
5.3.1 Region clustering
In the first experiment, we examine the clustering performance of the clustering
RBM. Fig. 5.3 shows the cluster maps discovered by the RBM on the three datasets.
Using 4 hidden units, the RBM can produce a maximum of 16 clusters, but in fact,
the model returns less and the varied number of clusters for the different datasets
























Figure 5.3: Clustering results on some surveillance scenes at the first scale: (first
column) example frames; (second) cluster maps produced by RBMs; (third) filters
learned by RBMs; and (fourth) cluster maps produced by k-means.
0.5, 0.25) are found for the Ped 1 dataset, whilst these numbers for the Ped 2 and
Avenue datasets are (9, 9, 8) and (6, 9, 9) respectively. This suggests the capability
of automatically selecting the appropriate number of the clusters of RBMs.
For comparison, we run a k-means algorithm with k = 8 clusters, the average number
of the clusters of the RBM. It can be seen from Fig. 5.3 that the k-means fails to
connect large regions, which are fragmented by surrounding and dynamic objects,
e.g., the shadow of the trees on the footpath (Case 1), the pedestrians walking at
the upper side of the footpath (Case 2). It also assigns several wrong labels to small
patches inside a larger area as shown in Case 3. By contrast, the RBM is more robust
to the influence of the environmental factors and the dynamic foreground objects,
and thus produces more accurate clustering results. Taking a closer look at the filters
learned by the RBM at the third column in the figure, we can agree that the RBM
can learn basic features such as homogeneous regions, vertical/horizontal/diagonal
edges and corners, which are combined to construct the entire scene.
5.3.2 Data reconstruction
We next demonstrate the capability of EAD RBM in data reconstruction. Fig. 5.4
shows an example of reconstructing a video frame in the Avenue dataset. Here the
abnormal object is a girl walking towards the camera. It can be seen that our model
can correctly locate this outlier behaviour based on the reconstruction errors shown
in Figs. 5.4c and d. This is because the RBM can capture the regularities in the
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(c) Reconstruction error(a) Detection result (d) Average error(b) Reconstructed frame
Figure 5.4: Data reconstruction of our method in the Avenue dataset: (a) an
original frame with a detected outlier female (yellow region) and its ground-truth
(red rectangle), (b) a reconstructed frame, (c) a reconstruction error image, and (d)
the average reconstruction errors of patches.
video frames and thus produces low reconstruction errors for regular objects and

























True anomaly frame (GT)
Figure 5.5: The average reconstruction error per frame on test video #1 of the
UCSD Ped 1 dataset. The shaded green region illustrates anomalous frames in the
ground-truth, while the yellow frames are anomalous ones detected by our method.
The blue line shows the threshold.
To examine the change of reconstruction errors in a stream of video frames, we
visualise the maximum average reconstruction error in a frame as a function of the
frame index as shown in Fig. 5.5. The test video #1 in the UCSD Ped 1 dataset
contains some normal frames of walking on a footpath, followed by the appearance
of a cyclist moving towards the camera. Our system could not detect the emergence
of the cyclist since the object is too small and cluttered by many surrounding
pedestrians. However, after several frames, the cyclist is properly spotted by our
system with a reconstruction error far higher than the threshold.
5.3.3 Anomaly detection performance
In the last investigation, we compare our offline RBM-based framework, EAD RBM,
and its streaming version (called EAD S-RBM) with several unsupervised video an-
omaly detection methods in the literature. For comparison, we use four baselines
of PCA, OC-SVM, GMM and ConvAE (Hasan et al., 2016). We use the variant
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of PCA with optical flow features from (Pham et al., 2011) and adopt the results
of ConvAE from its original work (Hasan et al., 2016). The results of ConvAE are
already compared with recent state-of-the-art baselines including supervised methods
in (Hasan et al., 2016).
We follow a similar procedure to what of our proposed framework for OC-SVM and
GMM, but apply these baselines to image patches clustered by k-means, whose results
and settings are demonstrated in Subsec. 5.3.1. The kernel width and lower bound
of the fraction of support vectors of OC-SVM are set to 0.1 and 10−4 respectively.
In the GMM model, the number of Gaussian components is set to 20 and the
anomaly threshold is -50. These hyperparameters are also tuned to obtain the best
cross-validation results. It is noteworthy that it is not straightforward to implement
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Figure 5.6: Comparison ROC curves on UCSD Ped 2. Three figures share the
same legend. Higher curves indicate better performance. It is notable that, unlike
the frame and pixel-level evaluations, dual-pixel level curves may end at any points
lower than (1,1).
The ROC curves are shown in Fig. 5.6 whilst the AUC and EER scores are reported
in Table 5.1. Both EAD RBM and EAD S-RBM outperform PCA, OC-SVM and GMM
with higher AUC and lower EER scores. Specially, our methods can produce higher
AUC scores at the dual pixel-level, showing better quality in localising anomaly
regions. Additionally, EAD S-RBM achieves fairly comparable results with ConvAE. It
is noteworthy that ConvAE is a 12-layer deep architecture consisting of sophisticated
connections between its convolutional and pooling layers. On the other hand,
our RBM-based anomaly detector has only two layers, but obtains a respectable
performance. We believe that our proposed framework is a promising system to
detect abnormalities in video surveillance applications.
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Ped 1 Ped 2 Avenue
Frame Pixel Dual Frame Pixel Dual Frame Pixel Dual
AUC EER AUC EER AUC AUC EER AUC EER AUC AUC EER AUC EER AUC
PCA 60.28 43.18 25.39 39.56 8.76 73.98 29.20 55.83 24.88 44.24 74.64 30.04 52.90 37.73 43.74
OC-SVM 59.06 42.97 21.78 37.47 11.72 61.01 44.43 26.27 26.47 19.23 71.66 33.87 33.16 47.55 33.15
GMM 60.33 38.88 36.64 35.07 13.60 75.20 30.95 51.93 18.46 40.33 67.27 35.84 43.06 43.13 41.64
Spatialtemporal AE 89.9 12.5 87.4 12.0 80.3 20.7
ConvAE 81.00 27.90 _ _ _ 90.00 21.70 _ _ _ 70.20 25.10 _ _ _
EAD RBM 64.83 37.94 41.87 36.54 16.06 76.70 28.56 59.95 19.75 46.13 74.88 32.49 43.72 43.83 41.57
EAD S-RBM 70.25 35.40 48.87 33.31 22.07 86.43 16.47 72.05 15.32 66.14 78.76 27.21 56.08 34.40 53.40
Table 5.1: Anomaly detection results (AUC and EER) at the frame-level, pixel-level
and dual pixel-level (α = 5%) on three datasets. Higher AUC and lower EER indicate
better performance. Meanwhile, high dual-pixel values point out more accurate
localisation. We do not report EER for the dual-pixel level because this number
does not always exist. Best scores are in bold. Note that the frame-level results of
ConvAE are taken from (Hasan et al., 2016), but the pixel-level and dual-pixel level
results are not available.
5.4 Closing remarks
We presented a unified energy-based framework for video anomaly detection. Our
method is based on RBMs to capture regularities in data, and hence can distinguish
and localise irregular events. The system is trained directly on image pixels in
a completely unsupervised manner. For video streaming, we further introduce a
streaming version of our method, which can incrementally update the parameters
when new video frames arrive. The experiment results on several benchmark datasets
show that the proposed method outperforms typical unsupervised baselines and
achieves competitive performance compared with many state-of-the-art methods for
anomaly detection.
We note that our proposed approach is designed so that multiple RBMs are trained to
capture different image statistics localised at different regions. Thus it is immediately
amendable to a distributed and parallel implementation for a scalable system. Fur-
thermore, as RBMs belong to a wider class of deep generative models, our framework
is readily generalised to a more powerful deep unsupervised abnormality detection
framework, which is presented in the next chapter.
Chapter 6
Anomaly Detection using Deep
Energy-based Networks
In the previous chapter, we tested our idea of developing a video anomaly detector
based on the shallow networks of RBMs and obtained excellent results against many
state-of-the-art methods, motivating us to extend our system to deep architectures.
This chapter introduces the first work on these extensions, in which RBMs are
replaced by their deep versions of DBMs, rendering a novel deep anomaly detector
with more interesting and distinctive properties.
6.1 Introduction
To build an energy-based module for our VAD system, our previous attempt was
EAD RBM, which first employs a single RBM to cluster similar image patches into
groups and then builds an independent RBM for each group. Although this framework
shows promising detection results, it is a complicated multi-stage system as a result
of maintaining two separate modules with a lot of RBMs for the clustering and
reconstruction tasks.
To address this problem, we seek an efficient system which can perform both these
tasks using only one model. This system, termed EAD DBM, employs Deep Boltzmann
Machines (DBMs) (Salakhutdinov and Hinton, 2009a) as its core modules. Instead
of using many shallow RBM models, it uses only one multilayer DBM architecture,
where each layer has a responsibility for clustering or reconstructing data. Whilst
maintaining the capacities of unsupervised learning, automated representation learn-
ing and detecting unknown abnormalities in both offline and streaming settings as
in EAD RBM, EAD DBM offers two more advanced features. First, it is a unified
framework, which can handle both clustering and detection tasks in one stage. The
second feature is the data and model interpretability at abstract levels. Most existing
systems can detect anomalies accurately but fail to provide any explanation of how
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they can obtain that performance. By contrast, our EAD DBM is able to understand
video scenes, show the reason why it makes fault alarms, and hence our detection
results are completely explainable. This property is especially useful for debugging
during system development and error diagnostics during deployment. To the best of
our knowledge, our work is the first to use DBMs for anomaly detection in video
data and also the first in DBM literature to use a single model for both clustering
and reconstructing data. The experiment results on the three benchmark datasets
of UCSD Ped 1, Ped 2 and Avenue show that our single-model EAD DBM obtains
equivalent performance to multi-model EAD RBM whilst it can detect abnormal
objects more accurately than standard baselines and achieve competitive results with
those of state-of-the-art approaches.
6.2 Framework
This section describes our proposed EAD DBM framework to localise anomaly events
in videos. In general, an EAD DBM system is a two-phase pipeline of a training
phase and a detection phase as demonstrated in Fig. 6.1. The training phase consists
of three steps: (i) treating videos as a collection of images and splitting frames
into a grid of patches; (ii) gathering patches and vectorising them; (iii) training
DBM models. In the detection phase, the EAD DBM system: (i) decomposes videos
into patches; (ii) feeds patches into the trained DBMs for reconstructed frames
and reconstruction error maps; (iii) selects regions with a high probability of being
abnormal by thresholding the error maps, represents surviving regions as graphical
connected components and then filters out small anomalous objects corresponding
to small-sized components; and finally (iv) updates the DBMs incrementally with
video stream data. In what follows, we explain these phases in more detail.
6.2.1 Training phase
We follow the same notations as used in the previous chapter to denote a video of
Nf frames as D = {vt ∈ RH×W}
Nf
t=1, where H and W are the frame size in pixel. We
also choose to apply DBMs to image patches instead of the whole frames to preserve
the full information as well as reduce data dimensionality. Every frame vt is divided
into a grid of Nh×Nw patches vt = {vi,jt | 1 ≤ i ≤ Nh, 1 ≤ j ≤ Nw} using the patch
size of h× w. These patches are flattened into vectors and gathered into a the data
collection to train models.
Our shallow detector, EAD RBM, requires C + 1 models to train, e.g., C = 16 if its
clustering RBM has 4 hidden units. In addition, its training procedure (Fig. 5.2)
is still complicated. Further improvement can be done by extending the EAD RBM
to a system using DBMs, whose multilayer structure has more powerful capacities
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Figure 6.1: The overview of our proposed DBM-based detection framework. The
EBM models in the diagram is DBMs.
collect all patches




Figure 6.2: A scheme to train EAD DBM with a single DBM.
than the shallow structure of RBMs. In particular, one hidden layer in RBMs
offers either a clustering or reconstruction capacity per network whilst the multilayer
networks of DBMs allow to perform multitasking in the same structure. In this
chapter, we propose to integrate a DBM (as demonstrated in Fig. 6.3) to detect
abnormalities. This network consists of two hidden layers h(1) and h(2) and two
visible layers v(1) and v(2) at its ends. An input vector is always fed into both v(1)
and v(2) simultaneously. The first hidden layer has K units and it has a responsibility
for doing a clustering task. Meanwhile, the second hidden layer has a lot of units to
obtain good reconstruction capacity. These layers directly communicate with data
to guarantee that the learned model can produce good exemplars and reconstruction
of the data. Using the proposed architecture, one DBM has the equivalent power to
C+1 RBMs in EAD RBM. Therefore, it is an appealing alternative to both clustering
RBM and region RBMs in EAD RBM. Furthermore, we only need to train one DBM,
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Figure 6.3: The architecture of our clustering and reconstruction DBM.
To train this DBM, we employ a PCD procedure, a variational approximation and
a layer-wise pretraining step as described in Subsec. 2.3.2.1 using the equations in
Table 6.1. In addition, to improve the reconstruction quality of the trained model,
we use conditional probabilities (Eqs. 6.2-6.5 in Table 6.1) as the states of units
rather than sampling them from these probabilities. This ensures to diversify the
states of neurons and strengthen the reconstruction capacity of the network. But it is
noteworthy that an exception is units on the first hidden layer h(1), whose states are
still binary. This is because h(1) has a responsibility for representing data clusters
and therefore it should have limited states. The variant of DBMs that is close to
our architecture is Multimodal DBMs (Srivastava and Salakhutdinov, 2014). In that
study, the different types of data, e.g., images and texts, are attached into two ends
of the network in order to model the joint representation across the data types. By
contrast, our architecture is designed to do multitasks. To the best of our knowledge,
our proposed network of both reconstruction and clustering capacities is distinct
from other DBM’s studies in the literature.
6.2.2 Detection phase
Once EAD DBM has been learned from training data, we can use it to detect anomalous
events in testing videos. This phase consists of three main steps of: a) reconstructing
frames and computing reconstruction errors; b) localising anomaly events and c)
updating DBMs incrementally. These steps are completely similar to those of
EAD RBM described in Sec. 5.2 except that we use one trained DBM, instead of many
RBMs, for both reconstruction and clustering. Another minor difference is that the
final anomaly maps at different resolutions are aggregated into one map using a
mean-operation in EAD DBM instead of a max-operation in EAD RBM. The mean-
operation is used because we observe that DBMs at the finer resolutions usually cover
more patches and tend to over-detect whilst ones at the coarser resolutions prefer
6.2. Framework 112
Energy function:
E (v,h; Ψ) = −a(1)>v(1) − a(2)>v(2) − b(1)>h(1) − b(2)>h(2)























































































































Table 6.1: The equations of a clustering reconstruction DBM.
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under-detecting. Averaging the maps at the different resolutions can address these
issues and produce better results. For EAD RBM, since region RBMs frequently work
on image segments and are rarely affected by the scales, we can pick up the best maps
over resolutions. Likewise, the binary indicator tensors Z are also combined into
one tensor using a binary OR-operation before proceeding the connected component
filtering step.
6.2.2.1 Incremental detection
In the scenario of data streaming, updating one DBM model for the whole scene is
ineffective. The reason is that, in a streaming scenario, a good online system should
have a capacity of efficiently adapting itself to the rapid changes of a video scene using
the limited data of the current frames. These changes, e.g., new pedestrians, occur
gradually in some image patches among a large number of static background patches,
e.g., footpaths or grass. However, since a single DBM has to cover the whole scene,
it is usually distracted by these dominant background patches during its update
and becomes insensitive to such local changes. As a result, there is an insufficient
difference in detection quality between updated and non-updated DBM models. Our
solution is to build region DBMs, each of which has a responsibility for monitoring
patches in a corresponding region. Because each DBM observes a smaller area, it can
instantly recognise the changes in that area. These region DBMs can be initialised
by cloning the parameters of the single trained DBM. Nevertheless, we observe that
since the clustering layer is not needed during the detection phase, we propose to
remove the first visible layer v(1) and the first hidden layer h(1), converting a region
DBM to an RBM. This conversion helps EAD DBM perform more efficiently because
updating the shallow networks of RBMs with CD1 is much faster than updating
DBMs with Gibbs sampling and mean-field.
Overall, the streaming version of EAD DBM, called EAD S-DBM, includes the following
steps of: i) using the parameters of the single trained DBM to initialise region DBMs;
ii) keeping the biases and the connection matrix of the reconstruction layer h(2) and
its corresponding visible layer v(2) to form region RBMs; iii) reducing the number
of hidden units to obtain smaller RBMs using Alg. 6.1; iv) fine-tuning the region
RBMs using the corresponding patch data from the training videos; and v) applying
the same procedure in EAD RBM to detect and update the region RBMs. Steps i-iv)
are performed in the training phase as soon as the single DBM has been learned
whilst the last step is triggered in the detection phase. Step iii) is introduced
because the reconstruction layer in EAD DBM usually needs more units than region
RBMs in EAD RBM with the same reconstruction capacity. Therefore, we propose
to decrease the number of DBM’s hidden units by discarding the units that have
less contributions (low average connection strength αn in the line 5 of Alg. 6.1) to
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Algorithm 6.1 Reduce RBM hidden units





, an original RBM of M visible and K hidden units
and weights W , # selected hidden units K ′
Ensure: A new RBM with weights W ′
1: for i← 1, . . . , N do
2: for n← 1, . . . ,K do
3: h̃[i]n ← p
(
hn = 1 | v[i]
)








6: j1, ..., jK′ ← index_of_top_max_of[αn]




reconstruct the data before using the training set to fine-tune these new RBMs.
6.3 Experiment
In this section, we investigate the performance of our proposed EAD DBM, wherein
we demonstrate the capacities of capturing regularities in data, reconstructing scenes
and detecting anomaly events. We provide a quantitative comparison with state-of-
the-art unsupervised anomaly detection systems and our shallow detector, EAD RBM,
in the previous chapter. In addition, we introduce some potential applications of our
method for video analysis and scene clustering.
The experiments are conducted on three benchmark datasets of UCSD Ped 1, Ped 2
(Li et al., 2014) and Avenue (Lu et al., 2013) and follow the same settings as in
Chap. 5. For EAD RBM, we use a clustering RBM with 4 hidden units and region
RBMs with 100 hidden units. For EAD DBM, we train a DBM with 4 hidden units
in the clustering layer and 200 hidden units in the reconstruction layer. In fact,
we also test a DBM network with h(1) of 4 units and h(2)of 100 units. However,
since there exists the correlations between these hidden layers, 100 hidden units
in the DBM cannot produce similar reconstruction quality to 100 hidden units in
the region RBMs (Fig. 6.4) and therefore more reconstruction units are needed
in the DBM. As a result, we use a DBM with 200 reconstruction units in all our
experiments. We train the DBM using PCD (Tieleman, 2008) with 500 epochs, a
pretraining procedure in (Salakhutdinov and Hinton, 2009a) with 50 epochs and
a smaller learning rate of 0.001. In the detection phase, we use two thresholds of
β = 0.0043 and γ = 10. For the streaming versions (EAD S-RBM and EAD S-DBM),
we split videos into non-overlapping chunks of L = 20 contiguous frames. After every
frame, the systems update their parameters using a gradient ascent procedure in 20
epochs. The thresholds β and γ are set to 0.003 and 10 respectively. All experiments
are conducted on a Linux server with 32 CPUs of 3 GHz and 126 GB RAM.
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UCSD ped2, video 1, frame 70
EADRBMEADDBM−100 EADDBM−200
Figure 6.4: Reconstruction quality of EAD DBM-100, EAD DBM-200 and EAD RBM.
EAD DBM-200 has the equivalent reconstruction quality to EAD RBM whilst


























Figure 6.5: The clustering results of a clustering RBM in EAD RBM, EAD DBM-200
and k-means in UCSD Ped 1, Ped 2 and Avenue. Regions with the same colour
belong to the same cluster.
6.3.1 Scene clustering
In the first experiment, we compare the clustering results of EAD DBM with those of
EAD RBM and k-means from Fig. 5.3 and visualise them in Fig. 6.5. A clustering RBM
network of 4 hidden units has a responsibility for the clustering task in EAD RBM
while the first hidden layer of 4 units is used to do this step in EAD DBM. Overall,
both EAD RBM and EAD DBM discover plausible clustering maps of similar quality.
For the capacity of automatically selecting the appropriate number of clusters, similar
to EAD RBM, EAD DBM uses less and returns the varied number of clusters depending
on video scenes and scales. For example, EAD DBM uses (9, 9, 11) clusters for three
scales (1.0, 0.5, 0.25) respectively in the Ped 1 dataset whilst these numbers are (7,
9, 6) and (9, 9, 8) in the Ped 2 and Avenue datasets. EAD DBM is also robust to
environmental factors, e.g., the shadow of trees on the footpath, pedestrians walking
at the upper side of the footpath. As a result, EAD DBM preserves the same capacity
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(c) Reconstruction error(a) Detection result (d) Average error(b) Reconstructed frame
EAD_SDBM
Figure 6.6: Data reconstruction produced by EAD S-DBM on the Avenue dataset:
(a) an original frame with the yellow region of a detected outlier female and the red
rectangle of the ground-truth, (b) the reconstructed frame, (c) the reconstruction

























True anomaly frame (GT)
Figure 6.7: The average reconstruction error per frame in test video #1 of the
UCSD Ped 1 dataset. The shaded green region illustrates anomalous frames in the
ground truth while the yellow anomalous frames detected by EAD S-DBM. The blue
line shows the threshold.
of scene clustering as EAD RBM.
6.3.2 Scene reconstruction
The key ingredient of EAD DBM as well as EAD RBM for distinguishing anomaly
behaviours in videos is the capacity of reconstructing data, which directly affects
detection results. In this part, we give a demonstration of the reconstruction quality
of EAD DBM. Fig. 6.6 is an example of a video frame with an anomalous object,
which is a girl moving towards the camera. Our streaming detector, EAD S-DBM,
produces a corresponding reconstructed frame in Fig. 6.6b whilst the pixel error map
and the average error map are shown in Figs. 6.6c and 6.6d respectively. It can be
seen that there are many high errors in the anomaly regions but low errors in the
other regular areas. This confirms that our method can capture regularities very well
and recognise unusual events in frames based on reconstruction errors (Fig. 6.6a).
To demonstrate the change of reconstruction errors with respect to abnormalities in
a frame sequence, we draw the maximum average reconstruction error in a frame
as a function of the frame index in Fig. 6.7. The signal of EAD S-DBM (Fig. 6.7) is
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fairly close to one of EAD RBM in Fig. 5.5, showing that EAD S-DBM and EAD RBM
share the same reconstruction quality.
6.3.3 Anomaly detection
To evaluate our EAD DBM in the anomaly detection task, we compare EAD DBM
and its streaming version EAD S-DBM with EAD RBM, EAD S-RBM and several unsu-
pervised VAD systems including Principal Component Analysis (PCA), One-Class
Support Vector Machine (OC-SVM), Gaussian Mixture Model (GMM), CAE (Ribeiro
et al., 2017) and ConvAE (Hasan et al., 2016). The results of PCD, OC-SVM, GMM,
EAD RBM and EAD S-RBM are obtained from Chap. 5 whilst those of CAE and
ConvAE are adopted from their original papers.
Table 6.2 reports the experimental results of EAD DBM versus the other methods
whilst Fig. 6.8 shows their ROC curves. Overall, our energy-based detectors, i.e.,
EAD DBM and EAD RBM, are superior to PCA, OC-SVM and GMM in terms of
higher AUC and lower EER. Interestingly, our higher AUCs in the dual-pixel level
reveals that our methods can localise anomalous regions more correctly. These results
are also comparable with other state-of-the-art VAD systems using deep learning
techniques, i.e., CAE (Ribeiro et al., 2017) and ConvAE (Hasan et al., 2016).
Ped 1 Ped 2 Avenue
Frame Pixel Dual Frame Pixel Dual Frame Pixel Dual
AUC EER AUC EER AUC AUC EER AUC EER AUC AUC EER AUC EER AUC
Unsupervised methods
PCA Pham et al.
(2011) 60.28 43.18 25.39 39.56 8.76 73.98 29.20 55.83 24.88 44.24 74.64 30.04 52.90 37.73 43.74
OC-SVM 59.06 42.97 21.78 37.47 11.72 61.01 44.43 26.27 26.47 19.23 71.66 33.87 33.16 47.55 33.15





53.50 48.00 _ _ _ 81.40 26.00 _ _ _ 73.80 32.80 _ _ _
ConvAE Hasan
et al. (2016) 81.00 27.90 _ _ _ 90.00 21.70 _ _ _ 70.20 25.10 _ _ _
Our systems
EAD RBM 64.83 37.94 41.87 36.54 16.06 76.70 28.56 59.95 19.75 46.13 74.88 32.49 43.72 43.83 41.57
EAD DBM(100
units) 64.33 39.42 26.96 34.93 19.24 71.63 34.38 38.82 20.50 37.65 77.40 30.96 43.86 45.21 43.15
EAD DBM(200
units) 64.60 39.29 28.16 35.19 20.21 76.52 32.04 45.56 19.40 44.17 77.53 30.79 42.94 44.61 42.26
EAD S-RBM 70.25 35.40 48.87 33.31 22.07 86.43 16.47 72.05 15.32 66.14 78.76 27.21 56.08 34.40 53.40
EAD S-DBM(200
units) 68.35 36.17 43.17 34.79 20.02 83.87 19.25 68.52 17.16 62.69 77.21 28.52 52.62 36.84 51.43
Table 6.2: Anomaly detection results (AUC and EER) at the frame-level, pixel-level
and dual pixel-level (α = 5%) on three datasets. Higher AUC and lower EER indicate
better performance. Meanwhile, high dual-pixel values point out more accurate
localisation. We do not report EER for the dual-pixel level because this number
does not always exist. The best scores are in bold whilst the next best is underlined.
Note that the frame-level results of CAE (FR) and ConvAE are taken from (Ribeiro
et al., 2017) and (Hasan et al., 2016) respectively, but their pixel-level and dual-pixel
level results are not available.
Comparing between EAD RBM and EAD DBM, Table 6.2 shows that EAD DBM with
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Figure 6.8: Comparison ROC curves on UCSD Ped 2. Three figures share the
same legend. Higher curves indicate better performance. It is notable that, unlike
the frame and pixel-level evaluations, dual-pixel level curves may end at any points
lower than (1,1).
Ped 1 Ped 2 Avenue Average
EAD RBM 137,736 79,576 122,695 113,336
EAD DBM 123,073 108,637 125,208 118,973
Table 6.3: The training time of EAD RBM and EAD DBM in second.
100 reconstruction hidden units is not as good as EAD RBM (with the same number of
hidden units). This is because reconstruction units in DBMs have to make additional
alignment with clustering units and therefore there is a reduction in reconstruction
and detection quality. However, by adding more units to compensate for such
decrease, our EAD DBM with 200 hidden units can obtain similar detection results
to EAD RBM. Therefore, we choose a DBM network with 200 reconstruction hidden
units as the core of our EAD DBM system. To shorten notation, we write EAD DBM
(without the explicit description of the number of hidden units) for the system with
200 reconstruction hidden units.
The training time of two systems is reported in Table 6.3. Overall, there is not much
different between EAD DBM and EAD RBM because a DBM learning procedure with
expensive Gibbs sampling and mean-field steps and an additional pretraining cost
is more time-consuming than CD1 in RBM training. However, one advantage of
EAD DBM is that it requires one DBM model to train for each video scale versus
many models (i.e., 9 models on average) in EAD RBM. Another benefit of EAD DBM
is the capacity of model explanation, which is discussed in the following subsection.
6.3.4 Video analysis and model explanation
The clustering module in our systems is not only applied for scene segmentation but
also useful for many applications such as video analysis and model explanation. Unlike
other clustering algorithms, which are mainly based on common characteristics (e.g.,
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distances, densities or distributions) to group data points together, the clustering
modules in both EAD RBM and EAD DBM leverage the representation power of EBMs
(i.e., RBMs and DBMs) at abstract levels. For example, we understand that an RBM
with sufficient hidden units is able to reconstruct input data at excellent quality
(Le Roux and Bengio, 2008). If we restrict it to a few hidden neurons, e.g., 4 units
in our clustering RBM, the network is forced to learn how to describe the data using
its limited capacity, e.g., maximum 16 states for 4 hidden units, rendering a low-bit
representation of the data. This representation offers an abstract and compact view
of the data and therefore brings us high-level information. Fig. 6.9 reveals abstract
views (pattern maps) of several frames from the UCSD Ped 1 dataset, which are
exactly produced by the clustering RBM in the EAD RBM and the clustering layer
in the EAD DBM. It can be seen that different objects have different patterns. More
specifically, all people can be represented as patterns of purple and lime blocks
(frame 70 in Fig. 6.9) but their combination varies in human pose and size. The
variation in the representations of people is a quintessence of articulated objects
with the high levels of deformation. On the other hand, a rigid object usually has a
consistent pattern, e.g., the light truck in two frames 130 and 150 in Fig. 6.9, has a
green block to describe the cargo space and smaller purple, yellow and orange blocks
to represent the lower part. This demonstration shows a potential of our systems
for video analysis, in which the systems assist human operators by filtering out
redundant information at the pixel level and summarising main changes in videos at
abstract levels. The pattern maps in Fig. 6.9 can also be used as high level features
for other computer vision systems such as object tracking, object recognition and
motion detection.















Figure 6.9: Some examples of pattern maps illustrate how EAD DBM expresses
different objects at abstract levels in a video sequence. The frames are taken from
video #14, the UCSD Ped 1 dataset.
The abstract representations of the videos also introduce another nice property of
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model explanation. Unlike most VAD systems (Hasan et al., 2016; Ribeiro et al.,
2017; Xu et al., 2017; Medel and Savakis, 2016; Chong and Tay, 2017; Tran and
Hogg, 2017; Ravanbakhsh et al., 2017a; Sabokrou et al., 2018a; Luo et al., 2017),
which only produce final detection results without providing any evidence of model
inference, the pattern maps show how our models view the videos and therefore
they are useful cues to help developers debug the models and understand how the
systems work. An example is the mis-recognitions of distant cyclists to be normal
objects. By examining the pattern maps of frames 90 and 110 in Fig. 6.9, we can
easily discover that the distant cyclists share the same pattern of purple and lime
colours with pedestrians. Essentially, cyclists are people riding bicycles. When the
bicycles are too small, they are unable to be recognised by the detectors and the
cyclists are considered as pedestrians. This indicates that our pattern maps can offer
a rational explanation of the system mistakes.
There unlikely exists a model explanation capacity mentioned above in the EAD RBM
because its clustering and reconstruction modules are built separately and thus it
does not ensure to obtain an alignment between abstract representations (provided by
clustering RBMs) and detection decision (by region RBMs). As a result, what we see
in the pattern maps may not reflect what the EAD RBM actually does. By contrast,
both clustering and reconstruction layers are trained parallelly in the EAD DBM,
rendering a strong correlation between them via their weight matrix. Fig. 6.10
demonstrates this correlation. We first collect all 1805 patches at the scale 0.5 from
5 random frames of UCSD Ped 2, feed them into the network and visualise the
activation values of the layers after running a mean-field procedure. Each picture can
be viewed as a matrix of (# patches) rows and (# units) columns. Each horizontal
line is the responses of all of the neurons and layers to the corresponding input
patch. As shown in Fig. 6.10a, there is a strong agreement in colour between the
layers, e.g., cyan lines in two visible layers always correspond to red lines in the
clustering layer and yellow lines in the reconstruction layer whilst similarly yellow
inputs are frequently related to blue responses of the hidden neurons. This can
be explained by taking a closer look at the structure of our proposed DBM. Two
connections with the data ensure that the clustering and reconstruction layers have
to represent the data whilst their connections force them to align with each other.
However, it is worthy to note that the reconstruction layer is not simply a copy of the
clustering layer but it adds more details towards describing the corresponding data.
As a result, there are still distinctions between reconstruction layer responses of two
different patches with the same clustering layer responses. Imagine that we have two
white patches of a footpath with and without some parts of a pedestrian. As we
know in Subsec. 6.3.1, these patches are assigned to the same cluster or the same
clustering layer states that represent footpath regions. Next, these states specify
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the states of the reconstruction layer and make them similar. However, since these
patches are different, the patch with the pedestrian slightly modifies the state of the
reconstruction layer to describe the presence of the pedestrian. Fig. 6.10b confirms
this idea. All reconstruction layer responses have the same cluster layer state of
(0, 0, 0, 0) and therefore the similar horizontal colour strips, but they are still different
in intensity. All the aforementioned discussions conclude that clustering layers in
DBMs are totally reliable to reflect the operation of our systems and they are useful
for visualising and debugging the model. It is noteworthy that this capacity is not
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Figure 6.10: An activation visualisation of the DBM network corresponding to
1805 patches of 5 random UCSD Ped 2 frames at scale 0.5: a) the activations of
the layers and their correlations; and b) a close view of the reconstruction layer
activations of different patches sharing the same cluster id.
6.4 Closing remarks
Chaps. 5 and 6 present a novel framework to deal with three existing problems in
VAD, which are the lack of labelled training data, no explicit definition of anomalous
objects and a dependence on hand-crafted features. Our solution is based on EBMs,
namely RBMs and DBMs, which are able to learn the distributions of unlabelled raw
data and then easily isolate anomaly behaviours in videos. We design our anomaly
detectors as two-module systems of a clustering RBM/layer to segment video scenes
and region RBMs/a reconstruction layer to represent normal image patches. Anomaly
signals are computed using reconstruction errors produced by the reconstruction
module. EAD RBM includes the shallow networks of RBMs and works as a simple
and efficient detector whilst EAD DBM is designed as a multifunctional detection
system, which can perform scene reconstruction and scene clustering concurrently
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with the detection task. Furthermore, EAD DBM also has many advantages over
existing systems, i.e., the nice capacity of video analysis and model explanation.
In the next chapter, we introduce a new deep detector based on a different type
of generative models, named Generative Adversarial Networks (GANs). We expect
that the state-of-the-art performance of GANs in learning data distributions helps
to better capture normality and therefore improve detection accuracy.
Chapter 7
Anomaly Detection using Generat-
ive Adversarial Networks
Although EADs offer excellent and interesting results as described in Chaps. 5 and 6,
they are still single-level detectors that use features extracted at one level of rep-
resentations (e.g., low-level or high-level) as input, rendering several drawbacks,
which have a significant impact on detection quality. This chapter discusses these
limitations and proposes a solution based on Conditional Generative Adversarial
Networks (cGANs) to cope with these problems. As a result, we obtain a novel deep
VAD framework with the state-of-the-art detection performance.
7.1 Introduction
Video anomaly detection methods usually work on low-level features of
pixel/edge/motion information to detect abnormality (Ribeiro et al., 2017; Hasan
et al., 2016; Chong and Tay, 2017). Specifically, a query frame is usually compared
with its reconstructed frame that is produced by deep Convolutional Autoencoders
(CAEs) (Ribeiro et al., 2017; Hasan et al., 2016) or CAEs/Long Short Term Memories
(Chong and Tay, 2017; Luo et al., 2017). Regions with high reconstruction errors
(over a given threshold) indicate the presence of anomalous objects. Ravanbakhsh
et al. (2017a,b) apply the idea of adversarial learning in Conditional Generative Ad-
versarial Networks (cGANs) to localise anomaly behaviours. Two cGANs are trained
on data pairs of frames and optical flow features to produce generated frames/optical
flow maps given the other data. An irregular object is usually associated with a high
generation error in (Ravanbakhsh et al., 2017a) or a low value of GAN’s discrimin-
ator (Ravanbakhsh et al., 2017b). Adversarial AE (Sabokrou et al., 2018b) is also
based on adversarial learning to train a CAE, which aims to generate high-quality
reconstructed images to fool a discriminator network. Again, the input of these
GAN-based systems is raw video frames.
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Detecting abnormality using low-level features encounters two issues: i) low-level
detection usually causes fragmented and interrupted regions because an anomalous
object may contain very normal pixels, e.g., a white car also has pixels similar to a
white footpath, and ii) low-level information is sensitive to noise and is significantly
affected by environment changes and thus low-level detectors usually make a lot
of false detections. These problems indicate the unreliability and ineffectiveness of
low-level detectors. To address the first issue, we propose to detect anomalous objects
at abstract representations. Such abstractness can be discovered via a multilayer
architecture of deep networks (Zeiler and Fergus, 2014), in which low layers encode
visual features such as edges, corners and colours whilst higher layers describe
semantic identities such as objects and their positional relationships. Object-level
detection allows us to obtain complete anomalous objects without fragments or
interruption. To tackle the second problem of false detections, we base on the idea
that true anomalous objects should be highlighted at many levels of detections and
therefore we combine low-level detection with abstract-level detection to accurately
isolate abnormality. This combination has three benefits: a) it increases the reliability
of detection; b) it reduces false detections at low levels and also abstract levels; and
c) more detected objects are found by abstract-level detectors but not by low-level
ones. In particular, we first use Denoising Autoencoders (DAEs) to extract the
high representations of low-level data, i.e., pixel intensity and optical flow features,
and then follow the cGANs approach in (Ravanbakhsh et al., 2017a,b) to detect
anomalous objects at each representation level. Detected objects that show a strong
agreement between detection results at all levels are considered as anomalies.
It is worth noting that there are several studies (Tran and Hogg, 2017; Xu et al.,
2017; Sabokrou et al., 2017) that can detect anomalies at deep representations. More
specifically, these systems usually divide frames into local patches, feed these patches
into a deep network to obtain higher representations and then identify anomaly
patches using these representations. Our work stands out from such systems in
two aspects: i) our multilevel anomaly detector is completely different from the
existing single-level detectors, which work on either low-level data or high-level
representations but not both; and ii) our detection is done on the representation of
the whole frame, which completely preserves objects and their interactions in video
scenes, whilst the image partition corrupts and disconnects objects and therefore,
semantic information is lost dramatically in the aforementioned patch setting.
The main contributions of this chapter are three-fold:
• A multilevel detection framework is introduced to detect anomalous objects in
a video sequence at different levels of semantic representations and consolidate
these layer-wise detections for more reliable and accurate results.
7.2. Multilevel anomaly detection 125
• Thorough experiments and analysis show that our multilevel detector signific-
antly outperforms other state-of-the-art anomaly detectors (11.35%, 12.32%
and 4.31% improvement in pixel-level Equal Error Rate) in three benchmarks of
the UCSD Ped 1, UCSD Ped 2 and Avenue datasets. A new record is obtained
by our system in UCSD Ped 2.
• We also discover annotation mistakes of missing abnormality (video 32) and
mislabelled partially occluded/distant objects in the UCSD Ped 1 dataset.
We correct these errors and introduce a new annotation for the widely used
benchmark dataset of UCSD Ped 1.
7.2 Multilevel anomaly detection
In this section, we describe our proposal of the MultiLevel Anomaly Detector (MLAD)
in detail. Since representation learning enables video scenes to be expressed at various
levels of abstractness, detecting unusual objects at these levels can bring the benefit of
discovering different aspects of abnormality and then improve detection performance.
Our system can be split into training and detection phases. In the training phase, we
i) compute an optical flow image for every frame; ii) train one separate DAE on each
type of frame and optical flow data; iii) feed each data type into the corresponding
trained DAE to extract its high-level features; and iv) train a pair of cGANs on
these high-level representations of the frame and motion data.
To detect anomalies in testing videos, the system performs the following steps:
i) extracting optical flow features of testing frames; ii) obtaining the high-level
representations of frames and motion features using the DAEs; iii) applying the
trained cGANs to compute generation error maps at one level; iv) thresholding
these maps to obtain binary detection maps at each level; and finally v) combining
these detection maps into a final detection result. An overview of both training and
detection processes is illustrated in Fig. 7.1.
7.2.1 Learning multilevel representations
The training step starts with extracting motion features and learning abstract
representations of all low-level data. Given a training video collection DF = {Fi}
Nf
i=1
of Nf frames, we first resize all frames into 256×256 images and scale their values into
[−1, 1]. The method in (Brox et al., 2004) is adopted to compute the motion map Oi
for every two consecutive frames Fi and Fi+1. Each motion map is a 3-channel image
of optical flow description along the x-axis, the y-axis and their magnitude. Next, we
train two Denoising Autoencoders DAEF and DAEO separately on the frame data
DF and the motion data DO = {Oi} by minimising Eq. 2.7. These networks have the










































Figure 7.1: The overview of our MLAD framework.
same number of layers for both their encoders and decoders. For the encoding path,
we use convolutional layers with a stride of 2 and a kernel size of 5× 5, followed by
batch normalisation layers and leaky ReLU activation functions. In the decoders, we
use the similar architecture but replace convolutional layers with deconvolutional
ones. All of the networks are trained using an Adagrad optimiser (Duchi et al., 2011),
γ = 1, a learning rate of 0.1 and 500 epochs.
When DAEF has been learned from the training data, we feed each frame Fi into
the network and achieve the activations at each encoding layer. Since leaky ReLU
activations are unbounded, we normalise them to zero-mean and unit-variance and
then clip them to [−1, 1] to obtain F (l)i as the l-th level of abstract representations for
the frame data. We apply the same procedure to extract the abstract representation
O
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as data to train cGANs for the l-th level in the next step. It is noteworthy that
although 1 ≤ l ≤ Ne, we assume that l = 0 goes back to the low-level data, wherein
F
(0)
i = Fi and O
(0)




i imply 0 ≤ l ≤ Ne in
the remaining sections.
7.2.2 Training detectors
For each level of representations, we train two generative networks: G(l)F→O tries
to generate a motion representation O(l)i from a frame representation F
(l)
i and the




i . To this end, G
(l)
F→O is jointly trained with a
discriminator on the input D(l)F and the label data D
(l)
O in adversarial learning as





respectively. We follow the network architecture and the setting in (Isola et al.,
2017) to train these models using a learning rate of 0.0002, λ = 100 and a batch
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size of 1. At the end of the training phase, all of the discriminators are discarded

















at the low level, all of which are used to detect
irregularities in testing videos.
7.2.3 Anomaly detection
7.2.3.1 Single-level detection
At the testing time, MLAD inputs a sequence of frames Fi and computes the
corresponding motion maps Oi, analogously in the training phase. Then, the high-
level features F (l)i and O
(l)
i are extracted by passing Fi and Oi into DAEF and DAEO
respectively. For every representation level, we run two trained cGANs on these

















. Since we assume that abnormality usually
occurs in regions with motion (static objects exist in every frame and then they are






i to 0 at zero-optical flow
locations. This assumption also helps to limit the search space and speed up the
detection.
Next, we compute generation error maps as the difference between the original


























, wherein N (l)F and N
(l)
O are the
number of the channels of the error maps whilst mF,j = maxi,x,y e(l)F,i,j (x, y) and
mO,j = maxi,x,y e(l)O,i,j (x, y) are the maximum errors across all locations in the video
for the j-th channel. The channel-wise normalisation is crucial to reduce the negative
effect of false detections in one channel. The combined error map at one level




O,i, where α is a
coefficient to control the contribution of each feature type. We set α = 2, analogously







is smoothen by taking the average of consecutive frames in a sliding
frame window of 5. By comparing E(l) with a predefined anomaly threshold β, we
obtain a binary detection map as D(l)i (x, y) = 1 for abnormal pixels if ē
(l)
i (x, y) > β,
otherwise D(l)i (x, y) = 0, where (x, y) is a pixel in the i-th frame.
We adopt the connected-component-finding procedure in Chap. 5 to filter out
false detections and noise. Specifically, we construct a sparse graph of vertices at
D
(l)
i (x, y) = 1 and edges that connect two vertices (i, x, y) and (i+ t, x+ u, y + v),
satisfying t, u, v ∈ (−1, 0, 1) and |t| + |u| + |v| > 0. By finding all connected com-
ponents C(l) in this graph and discarding one c ∈ C(l), whose lifespan L (c) (the
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Figure 7.2: Single-level detection.
number of frames in which c occurs) is less than 30 contiguous frames, we obtain a
refined detection map D(l) and a corresponding object list C(l), wherein an anomalous
object is one connected component. Finally, we apply dilation operations to the
refined map D(l) to fill noisy holes inside detected regions. Fig. 7.2 summarises the
aforementioned steps to compute D(l) at one level.
7.2.3.2 Multilevel detection combination
Since detections at all levels provide different views of anomalous objects, a detection
result at one level can support and correct wrong detections at the other levels and
therefore combining these results can improve the performance. Alg. 7.1 describes
our proposal to merge anomalous objects over levels. Starting with the object list
at the pixel-level C = C(0), we travel across all higher levels and merge an abstract
object list C(l) into the current list C. In particular, given two objects c ∈ C and
c(l) ∈ C(l), if their intersection c ∩ c(l) is large enough (greater than an overlapping
threshold ρ) in terms of the lifespan ratio, we update c and its corresponding score
map E with anomaly pixels in c(l) (lines 5− 7 in Alg. 7.1). Finally, E is normalised
into [0, 1] by clipping any values that are greater than 2β, and shifting and scaling
E by its minimum and maximum. We use 2β to balance the value ranges of regular
and irregular objects.
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threshold β and an overlapping threshold ρ
Ensure: Detection results D, E and C
1: D ← D(0); E ← E(0); C ← C(0)
2: for l← 1, . . . , Ne do
3: for c ∈ C and cl ∈ C(l) do
4: if L(c∩cl)/L(c) ≥ ρ then
5: D (c)← D (c) ∪D(l) (cl)
6: E (cl ∪ c)← max
(
E (cl ∪ c) , E(l) (cl ∪ c)
)
7: C (c)← C (c) ∪ C(l) (cl)
8: E ← min (E, 2β)
9: E ← E−min(E)max(E)−min(E)
7.3 Experiments
In this experiment section, we show that our proposal of multilevel detection can
improve the performance of localising anomalies in a video sequence.
7.3.1 Experimental settings
We compare our system with the state-of-the-art methods on three datasets of UCSD
Ped 1 (Li et al., 2014), USCD Ped 2 (Li et al., 2014) and Avenue (Lu et al., 2013).
Each dataset consists of two sets of training videos and testing videos. We resize
all videos into the same size of 256 × 256 pixels. Since our method is completely
unsupervised, we discard all label information during training. We set the thresholds
β = 0.8 and ρ = 0.75 in all experiments. These thresholds give the best performance
in all of the datasets. To evaluate a VAD system, we are based on the criteria of
the frame-level, the pixel-level in (Li et al., 2014) and the dual-pixel level (Sabokrou
et al., 2015) as described in Chap. 5.
7.3.2 Abstract feature representations
In our first experiment, we evaluate the effectiveness of DAEs to represent video
scenes at different levels of abstractness. Two DAE networks of 3 hidden layers are
trained separately on the pixel-intensity data and the optical flow data. The number
of the filters of convolutional layers is 32, 16 and 8 respectively and the strides are
set to 2. We compare three MLAD versions using: a) low-level data only (MLAD0)
including raw frames and optical flow images; b) low-level data combined with the
top abstract representations extracted by DAEs (MLAD0+3) and c) combined with
Conv5 of AlexNet (Krizhevsky et al., 2012) (MLAD0+Alex). Table 7.1 shows that
MLAD0+3 can improve the detection performance but MLAD0+Alex cannot. This is
because AlexNet is trained on ImageNet (Russakovsky et al., 2015) for the image
classification problem, wherein objects are highly-distinctive at the global scale,
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UCSD Ped 1 UCSD Ped 1? UCSD Ped 2 Avenue
Pixel Dual Pixel Dual Pixel Dual Pixel Dual
AUC↑ EER↓ AUC↑ AUC↑ EER↓ AUC↑ AUC↑ EER↓ AUC↑ AUC↑ EER↓ AUC↑
MLAD0 66.07 22.38 59.74 64.41 22.32 56.79 92.96 5.47 92.39 47.07 43.90 46.05
MLAD0+Alex 63.48 24.35 56.19 61.89 24.24 53.04 94.33 4.43 92.59 40.60 46.33 40.02
MLAD0+3 66.60 22.65 60.79 66.95 21.08 58.55 94.45 4.58 93.99 52.82 38.82 51.76
Table 7.1: AUC and EER (%) on three datasets and new ground-truth of UCSD
Ped 1 (denoted by ?). Best values are in bold whilst the second best is underlined.
















Figure 7.3: The pairs of filters and their activations learned by our DAEF . The
white values in the activation images indicate where the left filter is activated most.
whereas abnormal objects in surveillance videos can appear in local and small regions
of video scenes. As a result, scene-driven training for abstract feature extraction is
better than using a general network like AlexNet.
To further understand the trained DAEs, we have a look at their filters and activations
(Fig. 7.3). The filters at the low layer (the top row) usually describe colours and
edges, e.g., the filter in Fig. 7.3a describes a pattern of two black and white regions
and it responses significantly at the boundaries of the footpath and pedestrians.
Conv 2 and 3 encode highly abstract levels of objects and their relationships in
the scene. Since these filters are trained on UCSD Ped 2, wherein the pedestrians
move on the white footpath, the dark blobs in the filters Fig. 7.3d-f represent the
pedestrians and therefore the Conv 2 layer focuses on objects. Similarly, multiple
dark blobs in Conv 3’s filters (Fig. 7.3g-i) describe many objects and their relative
locations. It is noteworthy that our networks tend to learn region/pattern-like
filters rather than corner/edge filters as shown in (Erhan et al., 2009) since the
surveillance scene contains more low-frequency features such as homogeneous regions
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Frame 135 (Test012) GT+Detection
Ground-truth (GT) Detected by MLAD0+Alex
AlexNet (Conv5) MLAD (Layer 3)
1
0
(a) (b) (c) (d)
Detected by our MLAD0+3
Figure 7.4: An example of detecting anomalous objects at AlexNet-Conv5 and our
MLAD’s layer 3 on UCSD Ped 2: a) an original frame and its ground-truth; b) the
ground-truth and the detection results on AlexNet-Conv5 and our DAEO’s layer 3;
c-d) the optical flow error maps produced by detectors on AlexNet-Conv5 and our
DAEO’s layer 3. Best view in colour.
than high-frequency details in close-up object images of ImageNet. It also explains
why Conv5 features of AlexNet are not as effective as our learned features in this
anomaly detection problem.
Fig. 7.4 is an anomaly frame that fails to be detected by AlexNet-Conv5. The frame
contains an abnormal skater, which is moving among a lot of pedestrians. Due to the
complexity of the crowded footpath, the AlexNet-based detector does not understand
the scene comprehensively and therefore, it cannot distinguish between the true
abnormalities and most of the pedestrians (many wrong detections in Fig. 7.4b and c).
Conversely, MLAD0+3 performs the task very well and isolates the skater correctly
(Fig. 7.4b and d).
7.3.3 New UCSD Ped 1 ground-truth
The experimental results in Table 7.1 show that MLAD0+3 has better performance
than MLAD0 in both UCSD Ped 2 and Avenue but there is a marginal improvement
in UCSD Ped 1. This motivates us to investigate the results in this dataset deeply.
Surprisingly, we discover that MLAD0+3 can find a lot of correct anomaly frames,
which were unfortunately labelled as normal frames in the ground-truth. This
problem not only degrades its results but also counts the false detections of MLAD0
as true-positives and therefore, the power of our multilevel detector is not evaluated
properly in UCSD Ped 1. We review the whole dataset and correct its two main
mistakes of mislabelling partially occluded objects (e.g., Fig. 7.5a and b) and missing
some anomalous objects (e.g., Fig. 7.5c). Overall, 745 frames of 27 videos (out of 36
videos in UCSD Ped 1) are re-annotated. The performance in this new ground-truth
(Ped 1?) is reported in Table 7.1, where MLAD0+3 shows the improvements of 2.54%
and 1.76% in AUC at the pixel-level and dual-pixel level evaluations respectively
against MLAD0. This result confirms the benefit of multilevel detection and the
effectiveness of our proposed framework. It is worthy to note that since the labelling
problem does not take place in UCSD Ped 2, in which all occluded objects are
correctly labelled, we do not re-annotate this dataset. Our new ground-truth is also
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(a) (b) (c)
Test 028 - Frame 109 Test 036 - Frame 019 Test 032 - Frame 100
Figure 7.5: Some incorrect labels in UCSD Ped 1: a-b) mislabelled anomalous
objects because of partial occlusion and c) a complete abnormal biker missing from
the ground-truth. Best view in colour.




(A) 34.89 37.02 57.01 _ _ 64.28 60.69 68.36 _ _ 63.14 _
(B) 33.95 38.68 42.60 _ _ 62.01 59.40 62.20 _ _ 57.76 _
(C) 26.56 37.25 36.87 53.98 _ 60.21 60.61 63.23 64.61 _ 56.89 64.13




2 (A) 45.52 47.61 59.83 _ _ 93.11 92.51 94.45 _ _ 92.51 _(B) 45.68 54.22 47.04 _ _ 92.44 92.68 93.06 _ _ 92.78 _
(C) 55.86 56.40 63.25 66.20 _ 92.85 95.34 96.12 93.69 _ 96.87 96.98





e (A) 43.68 46.52 52.33 _ _ 49.31 50.73 52.82 _ _ 48.66 _
(B) 41.03 36.65 51.82 _ _ 48.35 46.88 49.98 _ _ 49.69 _
(C) 37.88 41.54 50.04 47.19 _ 47.39 48.38 50.31 48.43 _ 50.93 51.59
(D) 36.83 40.40 46.35 52.45 52.43 47.78 49.28 50.1 50.21 48.74 51.36 51.82
MLAD0 : 47.07
(A) 32/16/8 (B) 32/64/128 (C) 32/64/128/256 (D) 64/128/256/512/1024
Table 7.2: AUCs (%) at the pixel-level criterion are reported on different networks
and abstract layers. Ped1? is the relabelled UCSD Ped 1. The bold/underlined
numbers are the best/second best in each dataset. Italic blue values indicate
improvement compared with MLAD0.
available online 1.
7.3.4 Abstract detector and combined detector
We test our framework on four different network structures of (A) 32/16/8, (B)
32/64/128, (C) 32/64/128/256 and (D) 64/128/256/512/1024, where (A) 32/16/8
indicates a 3-layer network (A) of 32, 16 and 8 filters in its convolutional layers. For
each network configuration, we evaluate the contribution of each abstract layer and
their combination with low-level data to the overall detection performance.
Table 7.2 shows that a single abstract-level detector does not always outperform a
low-level detector MLAD0. This is because it also has its own false detections. For
UCSD Ped 1 and 2, the abstract-level detector can be fooled by the diversity of
human poses or different configurations of the group of pedestrians (e.g., Fig. 7.6a).
By contrast, for the Avenue dataset with large-size objects, MLAD0 makes more
1https://github.com/SeaOtter/vad_gan
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mistakes (e.g., false and fragmented detections as shown in Fig. 7.6c) and thus the
abstract-level detector is better. However, since an abnormal object, if it exists,
should be present in detection results at many levels and therefore, combining both
low and abstract-level detectors can help to highlight this object more correctly and
eliminate detection mistakes at each level (Fig. 7.6a). As a result, the combined
detector boosts performance dramatically as shown in Table 7.2.
We also investigate different strategies to combine detectors: MLAD0 cooperates with
(I) one abstract-level detector, (II) all abstract-level detectors and (III) detectors at
the highest layers (≥ 3). For (III), we choose all layers from the 3-rd layer because it
is the lowest layer, wherein MLAD0+3 shows improvement in most of the datasets.
We observe that (II) and (III) do not increase the accuracy much but add more
computational cost to the entire system. For this reason, we conclude that the
strategy (I) is the best choice to balance the accuracy and the speed.
For the network size, better detection usually comes with larger networks. However,
deeper layers do not always mean better performance. This is because the depth
of a layer is related to object size in video frames. More specifically, one unit at a
high layer expresses the combination of visual elements (edges, parts, objects) of
the previous layer and then this implies that a deeper layer works on larger image
regions, whose areas are specified by the size of its previous layers’ filters. As a
result, abstract-level detectors work less effectively in far-view scenes with small
objects such as UCSD Ped 1 and 2 than near-view scenes such as Avenue as shown
in Table 7.2 (some samples of these datasets can be seen in Fig. 7.6). From this
table, we choose the configuration MLAD0+3 using the network (A) for our next
experiments because of its acceptable improvement in most cases.
7.3.5 Video anomaly detection
We compare our proposed framework with existing systems that are based on
conventional machine learning methods and other state-of-the-art deep detectors.
From the results in Table 7.4, we can observe that our method MLAD0+3 (A)
significantly outperforms all of the methods in UCSD Ped 2 at least 2.02% in AUC
and 4.22% in EER. It also achieves excellent results with the highest dual-pixel
value of 51.76% and has at least 9.76% and 4.31% improvement in AUC and EER
at the pixel-level evaluation in the Avenue dataset. For UCSD Ped 1, although the
performance of our system is lower at the frame-level evaluation, MLAD0+3 (A) is
still better in the dual-pixel level criterion and has much lower EER and comparable
AUC in the pixel-level evaluation. It is noteworthy that since the pixel-level and
dual-pixel level criteria consider object locations, they can evaluate the detection
task more precisely than the frame-level evaluation. For this reason, although the
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Figure 7.6: Some examples of detecting anomalous objects in all of the datasets:
(from left to right) some original frames and their ground-truth (GT), detection
results at low-level representations MLAD0, at abstract-level representations MLAD3
(A) and combined detections MLAD0+3 (A). Legends for colours: red is the ground-
truth (GT), magenta is a single-level detection, green is the combined detection and
yellow is the intersection of red and green regions. Best view in colour.
existing deep models have higher frame-level values than our system, they are only
slightly higher (about 4.2% in AUC) at the other evaluation criteria in UCSD Ped 1.
This reveals that these models are finding many wrong anomalous pixels in video
frames.
This observation is also confirmed by considering the gaps between the frame-level
and pixel-level criteria in UCSD Ped 1 (Table 7.3). The minimum AUC and EER
gaps of the deep methods are 22.6% and 18.9%, whereas these gaps are smaller for
MLAD0+3(A), 15.74% and −0.85% respectively. More interestingly, the negative
value of our EER gap indicates that our pixel-level EER is even better than the frame-
level EER. Furthermore, there is slight difference between AUC of MLAD at the
pixel-level criterion and its stricter version of the dual-pixel level criterion, showing
that MLAD is focusing on object localisation intensively and thus it can highlight
most anomalous objects correctly with low false detections. Fig. 7.6 visualises some
cases detected by MLAD0+3(A): a) filtering out false detections at the abstract level;
b) an anomalous object missed by the low-level detector and c) fragmented and false
detections at the low level. Finally, we report the best performance and the optimal
network configuration for each dataset in Table 7.4 (the last row). Overall, excellent
performance in the VAD task proves that our proposed idea of multilevel detection
7.4. Closing remarks 135
Methods AUC EER Methods AUC EER
Conv-WTA+SVM 25.3 18.9 Plug-and-Play CNN 31.2 32.8
AMDN 24.9 24.1 GAN/generator 27.1 27.0
DeepGMM 22.6 49.8 GAN/discriminator 26.0 27.0
Minimum 22.6 18.9 MLAD0+3(A) 15.74 -0.85
Table 7.3: The average AUC and EER gaps of some existing deep models and our
MLAD0+3(A) in the UCSD Ped 1 dataset, where AUC gap = AUC (frame-level) -
AUC (pixel-level) and EER gap = EER (pixel-level)-EER (frame-level).
Ped 1 Ped 2 Avenue
Frame Pixel Dual Frame Pixel Dual Frame Pixel Dual
AUC↑ EER↓ AUC↑ EER↓ AUC↑ AUC↑ EER↓ AUC↑ EER↓ AUC↑ AUC↑ EER↓ AUC↑ EER↓ AUC↑
Machine learning methods
OC-SVMVu et al. (2017) 59.06 42.97 21.78 37.47 11.72 61.01 44.43 26.27 26.47 19.23 71.66 33.87 33.16 47.55 33.15
GMMVu et al. (2017) 60.33 38.88 36.64 35.07 13.60 75.20 30.95 51.93 18.46 40.33 67.27 35.84 43.06 43.13 41.64
MCOV Wang et al. (2017) _ 26.0 65.8 _ _ _ _ _ _ _ _ _ _ _ _
MDT Mahadevan et al. (2010) 81.8 25.0 44.0 55.0 _ 85.0 25.0 _ 55.0 _ _ _ _ _ _
Deep models
CAE (FR+OF)Ribeiro et al.
(2017) 58.50 43.10 _ _ _ 82.10 26.90 _ _ _ 62.0 41.8 _ _ _
ConvAEHasan et al. (2016) 81.00 27.90 _ _ _ 90.00 21.70 _ _ _ 70.20 25.10 _ _ _
Adversarial AESabokrou et al.
(2018b) _ _ _ _ _ _ 13.00 _ _ _ _ _ _ _ _
Conv-WTA+SVM[1x1]Tran and
Hogg (2017) 81.3 27.9 56 46.8 _ 96.6 8.9 89.3 16.9 _ _ _ _ _ _
AMDNXu et al. (2015) 92.1 16.0 67.2 40.1 _ _ _ 90.8 17.0 _ _ _ _ _ _
DeepGMMFeng et al. (2017) 92.5 15.1 69.9 64.9 _ _ _ _ _ _ _ _ _ _ _
Plug-and-Play CNNRavanbakhsh
et al. (2018) 95.7 8.0 64.5 40.8 _ 88.4 18.0 _ _ _ _ _ _ _ _
GAN/generatorRavanbakhsh et al.
(2017a) 97.40 8.0 70.30 35.00 _ 93.50 14.00 _ _ _ _ _ _ _ _
GAN/discriminatorRavanbakhsh
et al. (2017b) 96.80 7.0 70.80 34.00 _ 95.50 11.00 _ _ _ _ _ _ _ _
Proposed system
MLAD0+3(A) 82.34 23.50 66.60 22.65 60.79 97.52 4.68 94.45 4.58 93.99 71.54 36.38 52.82 38.82 51.76
MLAD (best for each dataset) 82.34 23.50 66.60 22.65 60.79 99.21 2.49 97.22 1.74 96.75 71.54 36.38 52.82 38.82 51.76
MLAD0+3(A) MLAD0+3(D) MLAD0+3(A)
Table 7.4: Anomaly detection results (AUC and EER) of our detectors versus the
state-of-the-art methods at the frame-level, pixel-level and dual pixel-level (α = 5%)
criteria. Higher AUC and lower EER indicate better performance. Meanwhile, high
dual-pixel values point out more accurate localisation. We do not report EER for the
dual-pixel level because this number does not always exist. Best scores are in bold
whilst the next best is underlined. A cell with “_” indicates “value not reported”.
is useful to localise abnormality in surveillance videos.
7.4 Closing remarks
This chapter proposed a multilevel video anomaly detector. By finding unusual
objects at high-level representations in addition to low-level ones and combining these
detection results, anomalous regions with high accuracy and low false detections
can be localised. Experiments on public datasets show that our proposed method
outperforms single-level detectors and other existing state-of-the-art systems on both
UCSD Ped 2 and Avenue datasets, and is competitive on the UCSD Ped 1 dataset.




We conclude this thesis by summarising our methods, highlighting their strengths
and weaknesses, pointing out our contributions and discussing some avenues for the
future research and extensions.
8.1 Summary
The goal of this thesis is to develop effective and efficient systems to detect anomalies
in surveillance videos. These systems can be successfully applied to a wide spectrum
of application domains including restricted-area surveillance, traffic analysis, group
activity detection, home security, among others. We concentrate on designing systems
that are able to deal with three main problems commonly encountered in practical
situations: a) the easy availability of unlabelled data but the lack of labelled training
data; b) an ambiguous definition of “anomaly” in reality and c) expensive hand-
crafted feature extraction exacerbated by the increasing complexity in videos. The
key idea of the thesis is based on the machine learning principle of deep generative
models, which are able to approximate real data distributions at a high level of
accuracy. Leveraging the data modelling and unsupervised learning capacities of
these models, we can avoid a dependence on limited labelled training data and
expensive annotation process. Feature learning offered by deep generative networks
enables abstractness to be automatically extracted from data and better represent
objects in video scenes. Our proposed detection systems built on deep generative
models are completely free from these problems and achieve outstanding performance
in finding abnormality.
The first part of the thesis focused on studying and extending a particular class of
generative models, which is Energy-based Models including RBMs (Chap. 3) and
DBMs (Chap. 4). In Chap. 3, we reviewed variants of RBMs and DBMs and their ca-
pacities of data distribution modelling, feature learning, latent factor disentanglement,
data reconstruction and data generation, which were only discovered and analysed
separately in prior studies. This chapter is the first work to investigate all these
136
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capacities systematically in a unified framework, rendering a deep understanding of
the capacities of RBMs and their significant extension. The key contributions include
the general form of Exponential Family DBMs, the introduction of a geometric
view to analyse Energy-based Models and the proposal of Mixed Factorial RBMs
(mfRBMs). The crucial results of mfRBMs include superior performance in data
distribution learning, latent factor analysis, data reconstruction and data generation
against vanilla RBMs.
In Chap. 4, we further explored the idea of integrating deep learning techniques such
as batch normalisation, convolutional layers, pooling, into the deep probabilistic
models of DBMs. Although these techniques are widely used in the deep learning
field, the complicated nature of probability modelling hinders the success of these
powerful advances in DBMs. As a result, DBMs gain no benefits from the rapid
development of deep learning research, restricting their popularity in practical
applications. To bridge the gap between DBMs and other deep learning studies,
Chap. 4 described the construction of a version of DBMs using batch normalisation,
termed Batch Normalised DBMs (BNDBMs), by proposing a novel energy function
inducing conditional distributions with batch normalised input signals. Thorough
experiments on MNIST, Fashion MNIST and Caltech 101 Silhouette show that
normalising the layers’ input distributions allows the better utilisation of hidden
states and outperforms the other variants of DBMs in both representation learning
and classification tasks. More stable input signals also help to facilitate a training
process and remove pretraining steps required in most existing DBM methods.
Finally, the key differences in using batch normalisation in deterministic networks,
e.g., CNNs, and probabilistic models, e.g., DBMs, are summarised and highlighted
in that chapter.
In the second part of the thesis, we focus on designing different VAD systems based on
generative models for the particular goals of simplicity (Chap. 5), multifunctionality
(Chap. 6) or accuracy (Chap. 7). The first framework presented in Chap. 5 contributes
a compact but effective system to find anomalies in videos. Unlike previous studies
relying on sophisticated deep networks, our system, called EAD RBM, only uses
the shallow but powerful architectures of RBMs for unsupervised learning and
representation learning, to effectively distinguish anomalous objects from the common.
These RBMs are used as the core modules to group video scenes into patch clusters
and model the distribution of these patches. Abnormal objects or behaviours can be
recognised due to their high reconstruction errors produced by these trained RBMs.
EAD RBM not only completely solves the three aforementioned problems of VAD
but also achieves excellent performance comparable with, or even better than that
of other deep detectors. This chapter has also presented a streaming version of
EAD RBM, which is useful in many streaming applications in practical settings.
8.1. Summary 138
Next, we extended the functions of EAD RBM by presenting a novel deep detector,
named EAD DBM, in Chap. 6. Leveraging the hierarchical structure in DBMs, in
which the low layers learn how to reconstruct data whilst the high layers can group
image patches, we simplify multiple modules in EAD RBM in order to obtain a single
unified module of both clustering and reconstruction steps. As a result, EAD DBM
maintains the same capacities as those of EAD RBM but is more compact. Moreover,
our EAD DBM is equipped with two additional functions of video analysis and model
explanation, which are especially useful for debugging during system development and
error diagnostics during deployment. These new capacities not only help EAD DBM
to stand out from EAD RBM they also have not previously been seen in standard
video anomaly detectors, which usually detect anomalies with high performance
but are unable to provide any explanation of their detection results. By contrast,
our EAD DBM is able to understand scenes, show the reasons for its fault alarms,
and explain its decisions. The experiment results reveal that EAD DBM obtains
comparable performance with EAD RBM and other state-of-the-art approaches on
many well-known datasets.
The last system described in Chap. 7 focused on reducing false detections and im-
proving performance. Most existing systems, including our EAD RBM and EAD DBM,
are single-level detectors that discover anomalous objects at one level of feature
representations, e.g., low-level features or high-level features but not both thereof.
We observed that single-level representations are unreliable and ineffective, posing
many issues of fragmented/interrupted detection regions and a lot of false detections
affected by noise and environment changes. These issues have a great impact on
the detection quality of these systems. Our proposed framework of the MultiLevel
Anomaly Detector (MLAD) is based on the idea that true abnormality should
be highlighted at many levels of detections and consolidating detection results at
multiple levels can help to increase detection accuracy. More specifically, MLAD
consists of two DAEs to extract high-level representations of frame and optical flow
data; and several pairs of cGANs to localise anomalies at different levels of feature
representations. A final decision is a strong agreement between the detection results
at all levels. Built on generative models, MLAD can easily deal with unlabelled data,
the ambiguity of anomaly definitions and automatic feature learning. Evaluating
detection performance on three benchmarks of UCSD Ped 1, UCSD Ped 2 and Avenue
confirms the superiority of MLAD over state-of-the-art video anomaly detectors and
shows a new detection record in UCSD Ped 2. Chap. 7 also contributed a new
label set, which corrects annotation mistakes of missing abnormality and mislabelled
partially occluded/distant objects in UCSD Ped 1 to the research community.
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8.2 Future directions
This section discusses the possible future extensions and applications of the ideas
and methods represented in this thesis, which are related to Energy-based Models,
including RBMs and DBMs, and VAD systems:
Deep Convolutional RBMs: The promising results in Chap. 3 point to the signi-
ficance of deep networks when applying RBMs to continuous image data. Our current
approach is to learn RBMs on features provided by AEs, rendering dependence on the
quality of extracted features and preventing RBMs to discover the interdependencies
and hidden structure in data. Although there are a few studies on the development
of deep versions of RBMs such as DBMs (Salakhutdinov and Hinton, 2009a) or
Convolutional Deep Belief Networks (Lee et al., 2009), the transformations between
their layers are fairly weak, i.e., linear and sigmoid operations, and this limits their
applicability and popularity. As a result, RBMs should be extended to accept any
common deep network structure.
Efficiently sampling and learning for RBMs and DBMs: Extending RBMs
and DBMs in both research directions of continuous data and deep networks causes
the increasing complexity of model training and sampling. Training with CD and
PCD currently works well on simple networks but becomes ineffective when network
size grows. Therefore, proposing a novel Deep Convolutional Energy-based Models
requires a discovery of an appropriate learning and sampling strategy. Although
our initial proposal of PCD2 (Chap. 3) seems to be encouraging, more effective and
efficient strategies should be designed.
Multi-typed factor analysis: The experiments on mfRBMs in this thesis have
been confined to the data of both binary and continuous attributes. In practice, one
data point can be a mix of any data types and therefore mfRBMs can be naturally
extended to other common data types such as count or categorical data. Studying
how mfRBMs behave and analyse hidden factors in the datasets with several attribute
types (≥ 3) is also an interesting research topic.
Temporal video anomaly detectors: All our video anomaly detectors described
in Chaps. 5, 6 and 7 have been designed to work on video frames individually.
However, videos are time-series data in nature rather than simply a set of frames.
Exploring temporal information is considered as one of our next extensions, in which
detectors should be trained on a stack of consecutive frames or optical flow maps.
This not only helps to better localise anomalous objects but also uncovers more
temporal types of abnormality such as irregular motion sequences or strange object
interactions, resulting in a wide range of useful applications.
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Real-time video anomaly detection: The detection speed is a crucial requirement
when deploying detection systems in real-world settings. In addition, real-time
detectors have to meet the requirements of utilising limited memories and resources.
In this thesis, we have only considered the detection accuracy of our systems and
have not provided any systematic evaluation of their performance time. For this
reason, another study should be conducted to make our systems ready for real-time
applications.
Hierarchical anomaly detection and analysis: MLAD was introduced in
Chap. 7 as a solution to mainly increase detection accuracy. However, it is also an
initial effort to realise our idea of a hierarchical anomaly detection system, which not
only identifies anomalous objects but also provides deep analysis and fine detection
of abnormal parts and details. This system is crucial since abnormality in videos can
be unusual part appearances of normal objects rather than irregular objects only.
Numerous anomaly types could be supported by the system to better understand and
isolate diverse irregularities, which are usually sources of danger in video surveillance.
This hierarchical detection capacity also allows the interpretability of the system to
be enhanced, where, in addition to indicating anomalies, the system has to give an
explanation of its detection results. For example, if the detector highlights a cyclist
as an anomaly, it should show that it is considering the bicycle as the anomaly part
and the rider as the normal part.
We have outlined several potential directions in both studies on generative models
and video anomaly detection. We wish to note that these studies are orthogonal and
thus any advances in RBMs and DBMs can be investigated to develop more efficient
and effective anomaly detectors, leaving many broad open questions to answer.
Appendix A
Supplementary Proofs
In this appendix, we provide all formal proofs and mathematic derivations of equations
presented in the thesis.
Equation 2.10 (page 13)
The first derivative of log-partition function A (θ) is the mean of the sufficient
statistics R (x):
µ = E [R (x)] = ∂A (θ)
∂θ
(A.1)




















R (x) r (x) eθ>R(x)−A(θ)dx
(b)=
∫
R (x) p (x;θ) dx
= E [R (x)]
we have used eA(θ) =
∫
r (x) eθ>R(x)dx from Eq. 2.9 in step (a) and the definition of
p (x;θ) from Eq. 2.8 in step (b). 
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Equation 2.11 (page 13)
The second derivative of log-partition function A (θ) is the variance of the sufficient
statistics:




















R (x) r (x) eθ>R(x)−A(θ)dx
=
∫









R (x) r (x) eθ>R(x)−A(θ)
(






R (x) p (x;θ) (R (x)− E [R (x)]) dx
=
∫
R2 (x) p (x;θ) dx− E [R (x)]
∫





− E2 [R (x)]
= Cov [R (x)]
where, we have applied p (x;θ) = r (x) eθ>R(x)−A(θ) (Eq. 2.8) and E [R (x)] = ∂A(θ)
∂θ
(Eq. A.1) to steps (a, b). 
Equation 2.17 (page 22)
The gradient of log-likelihood of an Energy-based Model is the difference of two
expectations of the derivative of its negative energy function:
∇Ψ logL = Edata [−∇ΨE (v,h; Ψ)]− Emodel [−∇ΨE (v,h; Ψ)]
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Proof. Separating logL into log∑h e−E(v,h;Ψ) and logZ (Ψ) before taking the
gradient:
∇Ψ logL = ∇Ψ log
∑
h







































p (h|v; Ψ)∇Ψ [−E (v,h; Ψ)]−
∑
v,h
p (v,h; Ψ)∇Ψ [−E (v,h; Ψ)]
= Ep(h|v;Ψ) [−∇ΨE (v,h; Ψ)]− Ep(v,h;Ψ) [−∇ΨE (v,h; Ψ)]
= Edata [−∇ΨE (v,h; Ψ)]− Emodel [−∇ΨE (v,h; Ψ)]







p(v;Ψ) and, in the last step, we define Edata = Ep(h|v;Ψ) and Emodel = Ep(v,h;Ψ)
respectively. 
Equations 2.26 and 2.27 (page 25)















































































































































































, if l = 2























, if l = 2
This completes the proof. 
Equations 2.6 (page 10)
























wi = r̂AIS (A.5)
Proof. To prove Eq. A.5, we show that there exists a simple importance sampling
procedure (there are a probability P and a proposal probability Q inducing Eq. A.5).
First, we introduce an extended variable y = (x0,x1, . . . ,xNT ). Then, we define a
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proposal distribution Q(y) in this extended space as:




and a target distribution P (y) as:








= pk (xk) πk (xk+1|xk)
pk (xk+1)
(A.6)




























π̃0 (x0|x1) dx0︸ ︷︷ ︸
=1
 dx1 . . . dxNT

















πk (xk+1|xk) dxNT . . . dx0
= 1
Next, we prove that Eq. A.5 can be derived via the importance sampling formula
with the target distribution P (y) and the proposal distribution Q (y). By defining
the unnormalised probabilities of Q (y) and P (y) as Q∗ (y) = Z0Q (y) and P∗ (y) =
ZNTP (y), we rewrite the ratio in a new form (following the derivation in Eq. 2.3 to
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) is called the importance
weight. This completes the proof. 
Proof of Mixed Factorial RBMs (Subsec 3.4)
In what follows, we provide the complete proofs of the likelihood function and the
conditional distributions of our Mixed Factorial RBMs described in Subsec 3.4 of
Chap 3.
Energy function
We define the energy function of a Mixed Factorial RBM of M Gaussian visible units
of v, K(b) Bernoulli hidden units of h(b) and K(g) Gaussian hidden units of h(g)as
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follows:













































The same energy function can be obtained from the general energy function of
EFDBM ( Eq. 3.3) for M Gaussian units in the visible layer, K(b) Bernoulli and
K(g) Gaussian units in the hidden layer.
Joint distribution
Similar to other energy-based models, the joint distribution of mfRBM is the
exponential function of negative energy function over the normalising constant
Z (Ψ) = ∑v,h(b) ∫h(g) e−E(v,h;Ψ)dh(g):








, we obtain the data log-
likelihood function as follows:




















































































































































































































































































We next substitute A into the likelihood function and rewrite it as:



























































































































































































































































































wherein σ (x) = 11+e−x is a logistic sigmoid function. Similarly, we can compute the













































































































p (vk = x|h; Ψ) = p (vk = x|v¬k,h; Ψ) =
p (vk = x,v¬k,h; Ψ)
p (v¬k,h; Ψ)
= p (vk = x,v¬k,h; Ψ)∫
vk












































































wherein N (x;µ, σ2) = 1√2πσ2 e
− (x−µ)
2
2σ2 is a Gaussian distribution.
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