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a b s t r a c t
We analyze an active set quasi-Newton method for large scale bound constrained
problems. Our approach combines the accurate active set identification function and the
projected search. Both of these strategies permit fast change in theworking set. The limited
memorymethod is employed to update the inactive variables,while the active variables are
updated by simple rules. A further division of the active set enables the global convergence
of the new algorithm. Numerical tests demonstrate the efficiency and performance of the
present strategy and its comparison with some existing active set strategies.
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1. Introduction
In this paper, we are concerned with the solution of the following simple bound constrained minimization
min f (x)
s.t. l ≤ x ≤ u, (1)
where x ∈ Rn. The objective function f (x) is assumed to be sufficiently smooth, l and u are given bound vectors in Rn which
satisfies li < ui for all i.
Since algorithms for solving Problem (1) fall mostly in the active set category, we begin with an overview of the
development of the active set methods. In this class of methods, a working set estimates the set of active constraints at
the solution and it is updated from iteration to iteration. Early active set methods restrict the changing of the working
set by only dropping or adding one constraint at each iteration. This implies that if there are k ≤ n constraints active at
the solution yet the initial point is in the interior of the feasible region, these methods will require at least k iterations to
converge. Obviously, it’s not suitable for large scale problems.
Recently, a number of algorithms have been designed to quickly identify the correct active set. It’s common to use the
gradient projection methods [1–4] to drop and add multiple constraints to the working set at each iteration by bending
the search direction along the constraint boundary. Gradient projection methods are suitable for solving large scale bound
constrained or linear constrained problems as the computation of projection onto the feasible region is simple. For quadratic
programming problems, these type of methods terminate in a finite number of steps without non-degeneracy assumption.
However, there is no sufficient numerical evidence of their effectiveness in the non-quadratic case.
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To accelerate the convergence, many efficient methods such as Newton methods and trust region methods for
unconstrained optimization have been extended successfully to handle the presence of bounds on the variables. A trust
region version of Newton’s method for bound constrained problems is analyzed in [5], it also uses a projected search during
the subspace minimization phase, which allows adding more indices to the active set in one step. Global and superlinear
convergence hold without the strict complementarity assumption.
We finally mention some algorithms based on the active set identification functions. A guessing technique is first
employed to predict which bounds are active at the solution in [6]. This procedure permits fast change in the working set.
Later, Facchinei and Lucidi [7] employ a similar identification technique to estimate the active set. Unlike the algorithms
for bound constrained problems that we have reviewed, it generates iterates that need not be feasible by employing a
differentiable exact penalty function.
The research of the active set identification functions stems from the work of Facchinei et al. We partition them into
approximate identification function [8,9] and accurate identification function [10]. From the former technique, the estimate
of active set A(x) satisfies I+ ⊆ A(x) ⊆ I0, where I0 is the index set of the active constraints at the solution and I+ is the index
set of strongly active constraints, i.e. the index set of active constraintswith positivemultipliers. In the latter,A(x) = I0 holds,
when x comes into a certain neighborhood of the solution. It is easy to see that, if the strict complementarity assumption
holds at the solution, the former also has A(x) = I0.
The guessing techniques employed in [6,7] belong to the approximate identification function. In this paper, we combine
two active set strategies together, that is, the accurate active set identification function [10] and the gradient projection
method. At each iteration k, we compute two sets of indices Lk, Uk of the variables that we suppose will be, respectively,
at their lower and upper bounds at the solution. We also compute an estimate F k of the variables we believe to be free.
The limited memory method is used to define the direction in the subspace spanned by inactive variables, while the active
variables are updated by subspace gradient and subspace modified gradient directions. When the search direction dk is
determined, the projected search has been used to find a steplength. The limited memory method and the combination of
two active set strategies make the algorithm competitive in solving large scale problems.
The paper is organized as follows. In the next section some basic definitions and assumptions are stated. In Section 3,
we discuss the construction of the algorithm whose global convergence is proved in Section 4. Some numerical tests are
reported in Section 5. Finally, some conclusions and the future research are summarized in the last section.
We end this section with a few words for the notation. A superscript k is used to indicate iteration numbers. For
simplicity, we often omit the arguments and write, for example, f k instead of f (xk). If H is an n × n matrix with elements
Hij, i, j = 1, . . . , n, and I is an index set such that I ⊆ {1, . . . , n}, we denote by HI the |I| × |I| sub-matrix of H consisting of
elements Hij, i ∈ I, j ∈ I . If w is an n vector, we denote by wI the sub-vector with components wi, i ∈ I . Finally, by ‖ · ‖ we
denote the Euclidean norm.
2. Preliminary definitions
In what follows we indicate byΩ the feasible set of Problem (1), that is,
Ω = {x ∈ Rn : l ≤ x ≤ u}.
A vector x ∈ Ω is said to be a stationary point for Problem (1), if for every i = 1, . . . , n,∇fi(x) ≥ 0, ∀i ∈ L,∇fi(x) = 0, ∀i ∈ F ,∇fi(x) ≤ 0, ∀i ∈ U, (2)
where∇fi(x) is the ith component of the gradient vector of f at x. L := {i : xi = li},U := {i : xi = ui}, F := {1, . . . , n}\(L∪U).
Strict complementarity is said to hold at x, if ∇fi(x) > 0 and ∇fi(x) < 0 in the first and third implication of (2).
It is well known that x ∈ Ω is a KKT point of Problem (1), if there exists the KKT multipliers λ ≥ 0, µ ≥ 0 such that∇f (x)− λ+ µ = 0,(l− x)Tλ = 0,
(x− u)Tµ = 0,
(3)
and the above KKT conditions are equivalent to{
(li + ui − 2xi)∇fi(x) ≥ 0, if i ∈ L ∪ U,
∇fi(x) = 0, if i ∈ F . (4)
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3. A framework of the algorithm
3.1. Identifying the active constraints
In this part, we introduce the technique for identifying the set of active constraints at x which is of great importance in
our approach. To begin with, we need to introduce identification function ρ(·), see Definition 2.1 in [10]. Similar to [10], we
introduce the following function ρ : R3n → [0,∞),
ρ(x, λ, µ) := √‖Φ(x, λ, µ)‖, (5)
where the operatorΦ : R3n → R3n is given by
Φ(x, λ, µ) :=
( ∇xL(x, λ, µ)
min{x− l, λ}
min{u− x, µ}
)
. (6)
The function min{·} is defined by
min{x, y} = (min(x1, y1), . . . ,min(xn, yn))T
and
L(x, λ, µ) := f (x)− λT(x− l)− µT(u− x)
is the Lagrangian of Problem (1).
It then follows from Theorem 3.7 in [10] that ρ(x, λ, µ) is an identification function for the active set of a KKT point of
Problem (1). Furthermore, it can accurately identify the active constraints in a certain neighborhood of a solution.
In order to make our algorithm suitable for large scale bound constrained problems, we define the sets of indices
L(x),U(x), F(x) as follows.
L(x) = {i : li ≤ xi ≤ li + min[ρ(x, λ, µ), ς ]},
U(x) = {i : ui − min[ρ(x, λ, µ), ς ] ≤ xi ≤ ui},
F(x) = {1, . . . , n} \ (L(x) ∪ U(x)).
(7)
We use the positive scalar ς ∈ (0, τ ), where τ = mini=1,...,m ui−li3 to guarantee that L(x) ∩ U(x) = ∅, so that F(x) is well
defined. The variables with indices in L(x) or U(x) are called active variables, while the variables with indices in F(x) are
called inactive variables. The algorithm uses limitedmemory quasi-Newtonmatrices to update the inactive variables, while
the active variables go to the boundary directly or go inside of the feasible region.
3.2. The scheme of search direction
Now let xk be the current point at iteration k. Consider the sets Lk = L(xk), Uk = U(xk) and F k = F(xk), and define the
directions of the inactive and active variables in the following statements. Define Ak = Lk ∪ Uk, we partition Ak into three
parts.
Ak1 = {i : (li + ui − 2xki )∇f ki ≥ 0 and {xki = li or xki = ui}},
Ak2 = {i : (li + ui − 2xki )∇f ki < 0 and {li ≤ xki ≤ li + min[ρ(x, λ, µ), ς ]
or ui − min[ρ(x, λ, µ), ς ] ≤ xki ≤ ui}},
Ak3 = {i : (li + ui − 2xki )∇f ki ≥ 0 and {li < xki ≤ li +min[ρ(x, λ, µ), ς ]
or ui − min[ρ(x, λ, µ), ς ] ≤ xki < ui}}.
(8)
Ak1 is the index set of variables which satisfy the KKT conditions. It is reasonable that we fix the variables with indices in
Ak1, as the corresponding steepest descent directions head towards the outside of the feasible region. A
k
2 and A
k
3 are the sets of
active variables where the steepest descent directions move into the interior or toward the boundary of the feasible region,
thus we can use the steepest directions as a search direction in the first case, and truncate the steepest decent directions to
ensure feasibility in the latter. It’s easy to see that (8) divides the active variables into two parts, the one that satisfies the
KKT conditions and the one that violates the KKT conditions. This kind of division enables us to obtain the global convergent
property of our algorithm.
Define Pkj as the matrix whose columns are {ei|i ∈ Akj } for j = 1, 2, 3, where ei is the ith column of the identity matrix in
Rn×n. The search direction of the active variables at the kth iteration is defined by
dki = −[(Pk2Pk
T
2 Θ
k + Pk3Pk
T
3 Γ
k)∇f k]i, i ∈ Ak. (9)
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HereΘk = diag(θ k1 , . . . , θ kn ) and Γ k = diag(γ k1 , . . . , γ kn ), which is given by
θ ki =

0, if i∈Ak2,
xki − ui
∇f ki
, if li ≤ xki ≤ li +min[ρ(x, λ, µ), ς ] and xki −∇f ki ≥ ui,
xki − li
∇f ki
, if ui −min[ρ(x, λ, µ), ς ] ≤ xki ≤ ui and xki −∇f ki ≤ li,
1, otherwise,
(10)
γ ki =

0, if i∈Ak3,
xki − li
∇f ki
, if li < xki ≤ li +min[ρ(x, λ, µ), ς ] and xki −∇f ki ≤ li,
xki − ui
∇f ki
, if ui −min[ρ(x, λ, µ), ς ] ≤ xki < ui and xki −∇f ki ≥ ui,
1, otherwise.
(11)
It’s easy to conclude the simple description of dkAk ,
dki =
−∇f
k, if li ≤ xki −∇fi(xk) ≤ ui,
li − xki , if xki −∇fi(xk) ≤ li,
ui − xki , if xki −∇fi(xk) ≥ ui.
(12)
where i ∈ Ak.
The definition of the subspace search direction (9) andΘk, Γ k in (10) and (11) ensure that,
li ≤ xki + dki ≤ ui
holds for i ∈ Ak.
Finally, we define the search direction of the inactive variables which depends on the limited memory method [11–13].
Let Pk0 be the matrix whose columns are {ei | i ∈ F k}, and HkFk ∈ Rmk×mk be an approximation of the reduced inverse Hessian
matrix, wheremk is the number of the elements in Fk, that is,mk = |Fk|. The search direction of the inactive variables is
dki = −[(Pk0HkFkPk
T
0 )∇f k]i, i ∈ F k. (13)
At each iterate xk, we store a small number, say m(m ∈ [3, 7]), of correction pairs {si, yi}, i = k − 1, . . . , k − m, where
si = Pk0PkT0 si, yi = Pk0PkT0 yi and si = xi+1 − xi, yi = ∇f i+1 − ∇f i. We can derive a recursive procedure to compute
(Pk0H
k
Fk
Pk
T
0 )∇f k efficiently.
Procedure 3.1. q := ∇f k;
for i = k− 1, . . . , k−m
∆i = 1
yi
T
si
; ai := ∆isiTq; q := q− aiyi;
end.
r := H0k q;
for i = k−m, . . . , k− 1
b := ∆iyir; r := r − si(ai − b);
end (stop with result r = (Pk0HkFkPk
T
0 )∇f k).
In our numerical test,
H0k =
sk−1
T
yk−1
yk−1Tyk−1
I,
and set Hk+1 = Hk when ykTsk < 0, which produces a positive-definite sequence of matrices {Hk}.
Then the search direction at kth iteration is defined by
dk = −(Pk0HkFkPk
T
0 + Pk2Pk
T
2 Θ
k + Pk3Pk
T
3 Γ
k)∇f k. (14)
The following lemma shows that dk is a valid search direction, because it is always a decent direction unless it is zero.
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Lemma 3.1. If HkFk is positive definite, then the search direction defined by (14) satisfies
∇f kTdk ≤ 0 (15)
and the equality holds only if dk = 0.
Proof. Define
H˜k = Pk0HkFkPk
T
0 + Pk1Pk
T
1 + Pk2Pk
T
2 Θ
k + Pk3Pk
T
3 Γ
k. (16)
It is easy to see that H˜k is positive definite. Since dki = 0, for i ∈ Ak1, it follows that PkT1 dk = 0. Then (14) and (16) give
∇f kTdk = −dkT H˜k−1dk ≤ 0.
This indicates that (15) is true and that ∇f kTdk = 0 only if dk = 0. 
3.3. Projected search
In general we do not set xk+1 = xk + dk, because this may produce an infeasible xk+1. Standard algorithms set
xk+1 = xk + α˜kdk, where α˜k is the minimizer of f (xk + αkdk) in the interval [0, βk] and
βk = max{˜α ≥ 0 : l ≤ xk + α˜dk ≤ u}. (17)
However, in this strategy only one constraint is usually added at each iteration, and this will lead to an inefficient
algorithm. We use a projected search to define αk, and set
xk+1 = PΩ [xk + αkdk], (18)
where PΩ [·] is the projection into the feasible regionΩ which is defined by
PΩ [x] =
{li, if xi ≤ li,
xi, if li < xi < ui,
ui, if xi ≥ ui.
The projected search requires a steplength αk be chosen that satisfies the sufficient decrease condition
ϕk(α) ≤ ϕk(0)+ σ∇ϕk(0)α, (19)
where ϕk(0) = ∇f kTdk, σ ∈ (0, 12 ) and ϕk is the piecewise twice continuously differentiable function
ϕk(α) = f (PΩ [xk + αdk]).
An initial trial value of αk,0 is chosen as 1. For j = 1, 2, . . ., let αk,j be the maximum of 0.1αk,j−1 and αk,j−1, where αk,j−1
is the minimizer of the quadratic function that interpolates ϕk(0),∇ϕk(0), ϕk(αk,j−1). Set αk = αk,jk , where jk is the first
index j such that αk,j satisfies (19).
Lemma 3.2. Let dk be the search direction defined by (14) and assume that dk 6= 0, then
min
{
1,
‖u− l‖∞
‖dk‖∞
}
≥ βk ≥ min
{
1,
k
‖dk‖∞
}
, (20)
where βk is defined in (17) and k = min{ρ(xk, λk, µk), ς}.
Proof. By the definition of βk, xk and xk + βkdk are feasible point of Problem (1), which give
‖βkdk‖∞ ≤ ‖u− l‖∞.
Thus the first part of (20) is true.
Now we show the second part of (20) holds. It is sufficient to prove that
li ≤ xki +
k
‖dk‖∞ d
k
i ≤ ui (21)
or
li ≤ xki + dki ≤ ui (22)
for all i = 1, . . . , n.
(1) If i ∈ F k, (21) follows from (7).
(2) If i ∈ Ak1, (21) or (22) is trivial as dki = 0.
(3) If i ∈ Ak2 ∪ Ak3, (22) follows from (12). 
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3.4. The projected accurate active set algorithm
Now, we are ready to give the projected accurate active set algorithm (PAAS) for solving Problem (1).
Algorithm 3.1 ((PAAS)). Step 0. Choose σ ∈ (0, 12 ) and x0 ∈ Rn, where x0 satisfies l ≤ x0 ≤ u, compute f 0,∇f 0,H0 and set
k = 0.
Step 1. Determine Lk = L(xk),Uk = U(xk) and F k = F(xk) by (7).
Step 2. Determine the search direction by (14), if dk = 0, stop.
Step 3. Find a steplength αk with the projected search in Section 3.3. Set xk+1 = PΩ [xk + αkdk].
Step 4. Compute sk = xk+1 − xk, yk = ∇f k+1 − ∇f k. Update the correction pairs {si, yi}, i = k, . . . , k − m + 1, k := k + 1,
goto Step 1.
Remark 3.1. Lk,Uk, F k in Step 2 could be determined by different kind of identification functions, which we shall compare
in our numerical tests.
4. Global convergence analysis
In this section we analyze the global convergence of Algorithm 3.1. To this end, we suppose that the following standard
assumption holds.
Assumption 1. There exist positive scalars c1, c2 such that any matrix HkFk , k = 1, 2, . . . satisfy
c1‖z‖2 ≤ zTHkFkz ≤ c2‖z‖2, ∀z ∈ Rmk , z 6= 0, (23)
heremk is the number of elements in F k.
Lemma 4.1. If Assumption 1 holds, xk ∈ Ω and dk is the direction defined by (14), then xk is a KKT point of f onΩ , if and only
if dk = 0.
Proof. First we suppose that dk = 0, according to (14), we have
Pk0H
k
FkP
kT
0 ∇f k = 0, Pk2Pk
T
2 Θ
k∇f k = 0, Pk3Pk
T
3 Γ
k∇f k = 0
As HkFk is positive definite and by the definition ofΘ
k, Γ k, it follows that
Pk
T
j ∇f k = 0, j = 0, 2, 3.
Therefore ∇f ki = 0, if i∈Ak1, which implies that (4) holds for x = xk.
Now suppose that xk is a KKT point of f onΩ . From (4) and (8), it follows that Ak2 = ∅.
The KKT conditions (4) imply that ∇f ki = 0 for i ∈ F k ∪ Ak3. Hence, we obtain dk = 0 from (14). 
The following theorem proves the global convergence of the proposed algorithm PAAS.
Theorem 4.2. Suppose that Assumption 1 is satisfied. Assume that f is twice continuously differentiable in Ω . Then every
accumulation point of the iterate sequence {xk} generated by PAAS is a KKT point of Problem (1).
Proof. From the definition of the search direction (14), we obtain that,
∇f kTdk = −∇f kTPk0HkFkPk
T
0 ∇f k − ‖Pk
T
2 Θ
k
1
2 ∇f k‖2 − ‖PkT3 Γ k
1
2 ∇f k‖2
≤ −c1‖PkT0 ∇f k‖2 −
∑
i∈Ak2∪Ak3
wki |∇f ki |, (24)
wherewki = min{|∇f ki |, |xki − li|, |xki − ui|}, the inequality of (24) follows from Assumption 1. From (14), we derive that
‖dk‖2 = ‖Pk0HkFkPk
T
0 ∇f k‖2 + ‖Pk
T
2 Θ
k∇f k‖2 + ‖PkT3 Γ k∇f k‖2. (25)
From Assumption 1, we obtain that,
‖Pk0HkFkPk
T
0 ‖ ≤ mkc2. (26)
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As θ ki , γ
k
i ∈ [0, 1], it follows from (24)–(26) that,
‖dk‖2 ≤ −max(mkc2, 1)∇f kTdk. (27)
Further, (25) and (26) yield
‖dk‖2 ≤ m2kc22‖∇f k‖2 + ‖∇f k‖2
≤ (m2kc22 + 1)η1, (28)
where η1 = maxxk∈Ω ‖∇f k‖2.
From (20), there exists a constant β˜ ∈ (0, 1) such that
βk ≥ β˜,
for all k. If αk < 0.1β˜ , by the definition of αk, there exists j ≥ 0 such that αk,j ≤ 10αk and αk,j is an unacceptable steplength,
which implies that
f (xk)+ σαk,j∇f kTdk ≤ f (xk + αkdk)
≤ f (xk)+ αk,j∇f kTdk + 12η2α
2
k,j‖dk‖2, (29)
where η2 = maxx∈Ω ‖∇2f k‖. (29) and (27) imply that
αk,j ≥ −2(1− σ)∇f
kTdk
η2‖dk‖2 ≥
2(1− σ)
η2max(mkc2, 1)
.
Since αk ≥ 0.1αk,j, then
αk ≥ min
(
0.1β˜,
(1− σ)
5η2max(mkc2, 1)
)
> 0, (30)
for all k. BecauseΩ is a bounded set,
∞ >
∞∑
k=1
(f k − f k+1) ≥
∞∑
k=1
−σαk∇f kTdk. (31)
(30) and (31) show that
∞∑
k=1
∇f kTdk <∞,
which implies
lim
k→∞∇f
kTdk = 0.
It follows from (24) that
lim
k→∞ P
k
0∇f k = 0, (32)
lim
k→∞Σi∈Ak2w
k
i |∇f ki | = 0, (33)
lim
k→∞Σj∈Ak3
wkj |∇f kj | = 0. (34)
Let x be any accumulation point of {xk} and there exists a subsequence {xki}, i = 1, 2, . . ., such that
lim
i→∞ x
ki = x.
Define A = {i : xi = li or xi = ui} and F = {1, . . . , n}/A. If x is not a KKT point, there exists j ∈ A such that
(lj + uj − 2xj)∇fj(x) < 0, (35)
or there exists j ∈A such that
∇fj(x) 6= 0. (36)
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If (35) holds for some j ∈ A, then
j ∈ A2(xki). (37)
For all sufficiently large i, (33) and (37) show that
∇fj(x) = 0,
which contradicts (35). If (36) holds for j ∈ F , we have
(lj + uj − 2xj)∇fj(x) 6= 0. (38)
(38) and (32)–(34) imply that for all sufficiently large i,
j ∈F(xki) ∪ A2(xki) ∪ A3(xki).
Therefore, j ∈ A1(xki) for sufficient large i. These contradicts xki → x and j ∈A. 
5. Numerical tests
Now, we deal with the numerical tests of PAAS. In PAAS, we choose σ = 10−1, ς = 10−4τ ,m = 4 in all runs. The
code was written inMatlab with double precision. For each problem, the termination condition is the Euclidean norm of the
projected gradient of the objective function below 10−6, namely, ‖xk − PΩ [xk − ∇f (xk)]‖ ≤ 10−6. We have also included
the additional two stopping flags, that is, the maximum iteration ITmax = 1000 in themain loop and themaximum iteration
number ITinner = 10 in the projected search loop. For each test function, we use the same initial value x0.
Firstly, we compare the active set identification function (7) with those proposed in [6,7,14,15]. Three different
identification functions will be employed in PAAS.
In ASNA [7],
L(x) =
{
i : xi ≤ li +min
[
ςλi(x),
ui − li
3
]}
,
U(x) =
{
i : xi ≥ ui −min
[
ςµi(x),
ui − li
3
]}
,
F(x) = {1, . . . , n} \ (L(x) ∪ U(x)).
(39)
Here ς is a positive constant, in our numerical tests we choose ς = 10−5, and λ(x), µ(x) are twomultiplier functions which
are defined as
λ(x) = [(u− x)2 + (x− l)2]−1 ◦ (x− u)2 ◦ ∇f (x),
µ(x) = −[(u− x)2 + (x− l)2]−1 ◦ (l− x)2 ◦ ∇f (x).
Recall the definition of a power with respect to Hadamard product
x ◦ y = (x1y1, . . . , xnyn)T.
ALBFGS [6,14,15]
L(x) = {i : xi ≤ li + ai(x)∇fi(x)},
U(x) = {i : xi ≥ ui + bi(x)∇fi(x)},
F(x) = {1, . . . , n} \ (L(x) ∪ U(x)).
(40)
where ai(x) and bi(x) are nonnegative continuous functions, such that if xi = li or xi = ui then ai(x) > 0 or bi(x) > 0,
respectively. In our numerical tests, we choose ai(x) = 10−5 and bi(x) = 10−5 directly.
We conclude that (39) and (40) belong to the approximate active set identification function, which can identify the
strongly active constraints in a certain neighborhood of the solution. There’s an interesting relationship between (39) and
(40). The identification function (39) is based on the multiplier functions which needs the computation of n × n linear
systems. A basic idea to reduce the computational costs is to obtain an approximation of λ andµ at each iteration. Consider
the first equality of the KKT conditions (3), we obtain the approximatemultipliers easily as follows, see [16] formore details.
λki =
{∇f ki , if xki = li,
0, otherwise. (41)
µki =
{−∇f ki , if xki = ui,
0, otherwise. (42)
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Table 1
Comparison with different identification functions.
n PAAS with (40) PAAS with (39) PAAS with (7)
GENROSE 10000 282/63 215/56 198/52
CHAINROSE 10000 69/28 74/34 71/28
DEGENROSE 10000 215/55 214/56 182/48
GENSING 2000 628/232 628/232 805/298
CHAINSING 2000 1210/448 1210/448 645/239
DEGENSING 2000 500/115 452/95 318/100
BROWN1 1000 78/29 70/24 53/20
CHAINWOOD 5000 1458/219 1388/222 980/186
HOSC45 8 68/27 61/25 75/30
PENALTY 1000 585/234 545/201 479/180
AUGMLANGN 1000 1203/220 893/197 724/161
Table 2
Comparison with PAAS and the GP.
n GP PAAS with (43) PAAS with (12)
GENROSE 10000 384/83 208/60 198/52
CHAINROSE 10000 79/34 98/38 71/28
DEGENROSE 10000 517/155 318/67 182/48
BROWN1 1000 74/24 ITinner > 10 53/20
HOSC45 8 127/64 68/26 75/30
PENALTY 1000 614/245 587/181 479/180
AUGMLANGN 1000 1114/204 847/160 724/161
It’s easy to say that the estimated multipliers can be determined directly by the gradient of the objective function as the
special structure of the bound constrained problems. Employ (41) and (42) instead of the multiplier functions in (39), we
obtain an identification function similar to (40).
The following test problems were chosen from [17], and the results are shown in Table 1. The number of the function
evaluation (IF) and the number of iterations (IT) are shown in the form of IF/IT in Tables 1 and 2.
Secondly, we compare the test results of PAAS with the gradient projection method (GP). We also employ the strategy
in [6,7,15] to define the search direction of the active variables, that is,
dki =
{
li − xki , if i ∈ Lk,
ui − xki , if i ∈ Uk, (43)
which is different from (12) in PAAS.
Numerical results show that the combination of two active set strategies, that is, the active set identification and
the projected search, is more efficient in terms of the number of the function and gradient evaluation. And the simple
modification of the search direction of the active variables (43) can, in some cases, increase IF and IT. These indicate that
these forms of dkAk cannot provide sufficient decrease as well as d
k
Ak in (12).
6. Conclusions
An active set quasi-Newtonmethod is analyzed in this paper. The active set strategy which belongs to the accurate active
set identification and the projected search allow the quick change in the working set. It is suitable for solving large scale
problems. We divide the active variables into two parts: the one that satisfies the KKT conditions and the other that violates
the KKT conditions. This kind of division enables us to obtain the global convergent property of our algorithm. Numerical
results show that PAAS is practical and efficient.
Nowadays, there are different kinds of software for solving bound constrained minimization, such as LANCELOT, TRON,
MINPACK. In LANCELOT [18], the algorithm for solving the bounded problems combines a trust region approach [19],
projected gradient techniques and special data structure to exploit the group partially separable structure of the underlying
problems [20]. We know that Support Vector Machine (SVM) training may be posed as a large quadratic program with
bound constraints and a single linear equality constraint. The active set strategies discussed in this paper are closely related
to decompositionmethods currently popular for SVM training [21,22]. Consequently, how to extend the active set strategies
to SVM remains to be considered in the future.
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