A level-set method for the simulation of fluid interfaces with insoluble surfactant is presented in two-dimensions. The method can be straightforwardly extended to three-dimensions and to soluble surfactants. The method couples a semi-implicit discretization for solving the surfactant The method is applied to study the effects of surfactant on single drops, drop-drop interactions and interactions among multiple drops in Stokes flow under a steady applied shear. Due to Marangoni forces and to non-uniform Capillary forces, the presence of surfactant results in larger drop deformations and more complex drop-drop interactions compared to the analogous cases for clean drops. The effects of surfactant are found to be most significant in flows with multiple drops. To our knowledge, this is the first time that the level-set method has been used to simulate fluid interfaces with surfactant.
Introduction
In this paper, we propose a level-set/immersed interface method for the evolution of deformable fluid interfaces with insoluble surfactant in two-dimensions. The method can be straightforwardly extended to three-dimensions and to soluble surfactants. Surfactants are surface-active molecules that selectively adhere to interfaces. Surfactants typically consist of a hydrophilic head and a hydrophobic tail -detergents are common examples. Surfactants play a critical role in numerous important industrial and biomedical applications ranging from enhanced oil recovery (e.g. [42] ) to pulmonary function (e.g. [16] ).
Surfactants are advected and diffused along interfaces by the motion of the fluid and by molecular mechanisms, respectively [9] . The surface tension depends on the surfactant distribution through the equation of state -regions of higher surfactant concentration have lower surface tension. Non-uniform surfactant concentration along an interface creates non-uniform Capillary (normal) and Marangoni (tangential) forces in the fluid. This in turn affect the fluid velocity that then couples back to affects the surfactant distribution. For example, the convection of surfactant toward the stagnation points at the tip of a drop tends to lower the surface tension there and increase the drop deformation. On the other hand, Marangoni forces resist the convection of surfactant toward the drop tip and thus restrain the deformation of the drop. Compression/ stretching of the interface results in a corresponding increase/decrease in the surfactant concentration.
Computing the motion of interfacial flows with surfactant is challenging. The Navier-Stokes equations must be solved in a complex, multiply connected moving domain with prescribed jumps in the normal (Capillary) and the tangential (Marangoni) stress across the interface separating the domains. The moving interface must be accurately simulated and topology transitions may occur as interfaces reconnect or break-up. Further, as surfactant is advected and diffused along the interface there may be adsorption/desorption of surfactant from/to the bulk to/from the interface [9] . For simplicity, we focus here on the case of insoluble surfactant so that the surfactant remains bound to the interface. In this paper, a level-set method for the simulation of fluid interfaces with insoluble surfactant is presented in two-dimensions. The method couples a semi-implicit discretization for solving the surfactant transport equation recently developed by Xu and Zhao [62] with the immersed interface method originally developed by LeVeque and Li [31] for solving the fluid flow equations and the Laplace-Young boundary conditions across the interfaces. Novel techniques are developed to accurately conserve component (domain) volume and surfactant mass during the evolution. Convergence of the method is demonstrated numerically. The method is applied to study the effects of surfactant on single drops, drop-drop interactions and interactions among multiple drops in Stokes flow under a steady applied shear. Due to Marangoni forces and to non-uniform Capillary forces, the presence of surfactant results in larger drop deformations and more complex drop-drop interactions compared to the analogous cases for clean drops. The effects of surfactant are found to be most significant in flows with multiple drops. To our knowledge, this is the first time that the level-set method has been used to simulate fluid interfaces with surfactant.
There are now a number of different numerical methods that have been developed to simulate the motion of surface-tension mediated interfacial flows (e.g., see [26] ). Popular approaches include boundary integral methods (e.g., see the reviews [20, 48] ) where the flow equations are mapped to the interface, front-tracking/ continuum surface force (CSF) methods (e.g., see the reviews [15, 47, 60] ) where the flow equations are solved in the volume domain, a separate mesh is used to describe the interface and nearly singular surface forces (continuum surface force) are introduced to approximate the singular surface tension force, volumeof-fluid/CSF methods (e.g., see the review [50] ) where a volume-fraction function is used to identify the interface, level-set/CSF methods (e.g., see the reviews [43, 44, 51] ) where the interface is characterized by the zero contour of a level-set function and phase-field methods where a concentration field is introduced to identify fluid components (e.g., see the review [3, 25, 64] ). A number of hybrid methods now exist including level-set/volume-of-fluid methods [56, 58] , particle level-set methods [12, 18] , marker/volume-of-fluid methods [4] and level-contour front tracking methods [52] .
In addition to CSF methods, other flow solvers have been developed that directly account for the Laplace-Young surface tension jump conditions without smoothing. Advantages of such an approach include (1) no introduction of intermediate non-physical states near the interface since the interface condition is sharp, (2) higher-order accuracy can be achieved as opposed to CSF based methods which are generally only first-order accurate. Methods without smoothing include the method developed by Helenbrook et al. [17] , the ghost-fluid (GF) method (e.g. [13, 38] ) and the immersed interface method (IIM, e.g. [19, 30, 32, 35] ). These algorithms have the common feature that standard finite difference schemes are used at grid points away from interfaces while the finite difference schemes are modified at grid points near interfaces. In the GF algorithm, subcell resolution is used to mark the interface position and the values of discontinuous quantities are artificially extended to grid points neighboring the interface via extrapolation. A fully second-order accurate GF method for moving interfaces with geometric boundary conditions has recently been developed [40] . A fourth-order GF method for the Laplace and heat equations has also been developed recently [14] . In the IIM, which is the approach we use here together with a level-set method, a local coordinate system is introduced to explicitly incorporate jump conditions and discontinuous coefficients into second-order accurate finite difference schemes. Advantages of this approach include its high-order accuracy, the ease of implementation and the fact that fast solvers (e.g., the FFT) can be used to invert the discrete systems.
Despite the vast literature on studies of drops and interfaces in multiphase flows, there are relatively few works in which the effects of surfactants are incorporated. Much of the previous work on surfactants has utilized the boundary integral method for axisymmetric (e.g., see [11, 41, 55] ) and 3D (e.g., see [33, 48, 63] ) Stokes flows. Recently, CSF-based methods have been developed for interfacial flows with surfactants using immersed boundary/front tracking methods [5, 22] and volume-of-fluid methods [10, 21, 49] . We remark that in [21] , an algorithm was developed to conserve both component mass and surfactant mass and is capable of simulating an arbitrary equation of state for the surfactant.
Recently, Xu and Zhao in [62] and Adalsteinsson and Sethian [2] presented methodologies to simulate transport and diffusion along deformable interfaces in conjunction with a level-set method. In the former work, Xu and Zhao applied their algorithm to study specifically the evolution of surfactant although they did not couple their method to a flow solver. Several test cases were presented in [62] in which a velocity field is prescribed. Here, we build upon this work by coupling the transport algorithm of Xu and Zhao to an IIM flow solver. We introduce modifications to conserve component and surfactant mass and we examine the effects of non-uniform Capillary forces and Marangoni forces on the evolution of interfaces in Stokes flow.
The remainder of this paper is organized as follows. The governing equations are presented in Section 2. The numerical method is described in Section 3, which includes the IIM for solving incompressible Stokes flow and the evolution schemes for the surfactant concentration and the level-set function. Numerical simulations are presented in Section 4 to illustrate the performance of the method. Conclusions and future directions are discussed in Section 5.
The governing equations

The Navier-Stokes equations
Consider an incompressible two-phase flow consisting of fluids 1 and 2 in a fixed domain X = X 1 [ X 2 where an interface R separates X 1 from X 2 . In each region, the Navier-Stokes equations govern the fluid motion
where i = 1, 2 denotes the fluid region,
Þ is the stress tensor, p i is the pressure, q i is the density, l i is the viscosity and g is the gravitational acceleration.
In the far-field, we assume that
Across the interface R, the velocity is continuous
and the Laplace-Young jump condition holds [28] 
where r is the surface tension coefficient, n is the normal vector to C directed towards fluid 2, j = $ AE n is the curvature of C (positive for spherical/circular interface) and $ s = (I À n n)$ is the surface gradient. The first term on the right-hand side of Eq. (5) is the capillary force and the second is the Marangoni force.
When surfactants are present, the Langmuir equation of state (EOS) [45] is often used to describe the relation between the surfactant concentration f and the surface tension r rðf
where r 0 is the surface tension for a clean interface (f = 0), f 1 is the surfactant concentration at maximum packing, R is the ideal gas constant and T is the temperature. When the actual surfactant concentration f ( f 1 , then the following linear approximation of Eq. (6) can be used:
Insoluble surfactants are convected and diffused along the interface. There is no transfer from/to the bulk either to/from the interface and the total surfactant mass
where d R is the surface delta function, is conserved in time. The local form of the conservation of surfactant mass is [21] 
where D s is the surfactant diffusivity. See also [54, 61, 62] for other forms of Eq. (9).
The non-dimensionalization and the Stokes system
In this paper, for simplicity, we assume that the two fluids (e.g., drop and matrix) are density-and viscosity-matched: q 1 = q 2 = q and l 1 = l 2 = l. We also assume that the far-field flow velocity is a simple shear: u 1 ¼ _ cye y , where e y is the coordinate vector in the y-direction and _ c is the shear rate. To make the problem dimensionless, we follow [21] and use the characteristic quantities: the radius of a drop a for length, the inverse shear rate _ c À1 for time, the product a_ c for velocity, the average surfactant concentration f e = 1/|R|ò R f dR for f and the corresponding equilibrium surface tension r e = r(f e ) for r. By using the equilibrium surface tension, rather than the clean surface tension, we scale out the effect of the uniform lowering of surface tension that would occur if the surfactant distribution were constant. Thus, by using this non-dimensionalization, we emphasize the effect of non-uniform surfactant distribution.
The relevant dimensionless parameters are the Reynolds number Re, the Capillary number Ca, the surface Peclet number Pe, the surfactant elasticity E and coverage x
For simplicity, in this paper we focus on the case in which the Re = 0 and the inertial terms on the left-hand side of Eq. (1) may be dropped. The resulting Stokes system is
in X i together with boundary conditions
and r is the non-dimensional surface tension given below in Eq. (16) . The Stokes equations may be written as a system of Poisson equations for the velocity and pressure [32] . The first is the Laplace equation for the pressure which is obtained by taking the divergence of Eq. (11) and deriving the appropriate boundary conditions. The result is [32] 
with jump boundary conditions on R
and Neumann boundary conditions on oX
Note that the non-dimensional surface tension r in Eq. (14) is derived from either Eq. (6) or (7) and is given by
respectively. Once the pressure is determined, the velocity is obtained by solving the Poisson system [32]
together with the jump boundary conditions
and the far-field Dirichlet boundary condition
The Poisson equations for pressure and velocity are exactly in a form appropriate for use with the immersed interface method (IIM). The IIM is described briefly in Section 3.1. The extension of this approach to flows with non-zero Reynolds numbers (but matched viscosities and densities) is straightforward using the techniques described in [27, 30, 37] for the IIM. The extension to flows with variable viscosity has also been recently developed [36] .
Finally, the non-dimensional form of the surfactant equation is identical to Eq. (9) with D s replaced by 1/Pe.
Interface representation
To represent the interface, it is convenient to use the level-set approach. The level-set method was introduced by Osher and Sethian [44] and has become an increasingly popular method for simulating multifluid flows (e.g., see the recent reviews [43, 51] ).
Let /(x, t) be a scalar function whose zero level set {x: /(x, t) = 0} represents the interface R. For example, we may set /(x, t) to be the signed distance from the point x to R at time t. Since the interface moves with the fluid, we may take
That is, all level surfaces of / move with the fluid. In practice, this causes spatial compression/expansion of the level surfaces which is detrimental for accurate interface resolution (e.g. [57, 59] ). To avoid this, the levelset function is re-initialized after each time step to be a signed distance function locally near the interface [57, 59] . This is performed by solving the following Hamilton-Jacobian equation to steady-state
where / 0 is the level-set function before the re-initialization, and the s is the pseudo-time and S(x) is the sign function of x defined as
In practice, the re-initialization is performed at every time step. One of advantages of the level-set method is that geometrical quantities can be easily computed. Assume that the set of x such that /(x, t) < 0 is contained in X 1 , then the outward normal, curvature and surface delta function of the interface R are
where d(x) = dS/dx is the usual one-dimensional delta function.
The numerical method
The immersed interface method
The Stokes equations are solved using the IIM. Let {x i,j = (x i , y j ): 0 6 i 6 N, 0 6 j 6 N 1 } denote a uniform Cartesian mesh. Let h be the step size in both x-and y-directions. The resulting scheme is an approximate projection method in that the velocity field is not exactly divergence-free on the discrete level.
A grid point x i,j is called irregular if the level-set function / changes the sign from x i,j to its four neighbors x i+1,j , x iÀ1,j , x i,j+1 , and x i,jÀ1 , otherwise it is called regular. At an irregular grid point, conventional (central) finite difference scheme may not be accurate since the stencil contains grid points from both sides of the interface and the solution and/or its derivatives may be discontinuous across the interface.
The idea of the IIM is to design truly second-order accurate finite difference schemes at all points-both regular and irregular. The schemes explicitly incorporate the jump conditions while maintaining standard forms of the discrete system so that fast solvers can be used. We refer the readers to [19, 31, 34] for the detailed construction of such finite difference schemes at irregular grid points. Here, we highlight the main idea by illustrating the scheme applied to a Poisson equation
with jump conditions ½w R and ½ow=on R given.
Using the IIM, the finite difference scheme, applied to the above equation, is simply the following:
where E i,j is O(h 2 ) at regular grid points, and is O(h) at irregular grid points, the correction term C i,j is zero at regular grid points but is non-zero at irregular grid points and depends on the jumps [w] R and [ow/on] R . Note that a fast Poisson solver such as the FFT can be used for solving the discrete system (24) . The derivation of the correction terms C i,j involves the following:
Identify the control points x* = (x*, y*)
T associated with each irregular point x = (x i , y j ) T . We take x* = (x*, y*)
T to be the orthogonal projection of x = (x i , y j ) T on the interface (e.g. [19] ). Use the Taylor expansions of w(x i , y j ), w(x i+1 , y j ), w(x iÀ1 , y j ), w(x i , y j+1 ), and w(x i , y jÀ1 ) at the control points x* up to second-order derivatives from the each side of the interface. Use the interface relations to represent all the quantities (up to second-order derivatives) after the Taylor expansions from one particular side in terms of those from the other. Solve for C ij in (24) after the procedures above and ignoring higher-order terms to get the correction term.
The interface relations are derived from the two given jump conditions, their surface derivatives, and the differential equations. The interface relations and the derivation can be found in [31, 34] .
Remark. For an elliptic equation with discontinuous coefficients, additional grid points ðx iþi 0 ; y jþj 0 Þ T , with i 0 ; j 0 ¼ À1 or 1 are required to construct second-order accurate finite difference schemes at irregular grid points, see [35] .
The technique described above is used for solving the scalar pressure and the vector velocity Poisson equations. However, since p is discontinuous across the interface, care needs to be taken to evaluate the right-hand side, $p, of the velocity Poisson equations (17) .
The approximation of p x is as follows (p y is treated similarly). At regular grid points we use the standard central finite difference scheme. If an irregular grid point (x i , y j ) is on the same side of the interface as (x i+1 , y j ) or (x iÀ1 , y j ), we use the forward or the backward finite difference scheme. If (x i , y j ) is in one side of the interface, but both (x i+1 , y j ) and (x iÀ1 , y j ) are on the other side, neither central finite difference scheme, nor the one-sided difference scheme is suitable because p is not continuous in [
In this case, the following finite difference scheme is used:
where l = i + 1 or l = i À 1 is chosen such that |x l À x*| = min{|x iÀ1 À x*|, |x i+1 À x*|}, and the Ô+Õ sign is taken if /(x i , y j ) > 0, otherwise ÔÀÕ sign is taken. In Eq. (25), (x*, y*) is the control point associated with (x i , y j ) on the interface. The derivation of the jumps [p x ], [p y ] and the error analysis can be found in [32, 34] .
Discretization of the interface jump conditions
To evaluate the jump conditions (14) and (18) on the discrete level, we use the following methodology. First, as discussed below, the surfactant concentration is extended and evolved in small tubes containing the interface. Accordingly, the surface tension is also defined in this region (see Sections 3.3 and 3.5). Standard centered difference schemes are then used to discretize j, $ s r and r 2 s r (using (28)) at grid points in a smaller tube containing the interface. These quantities are then interpolated at the control points of the irregular grid points using cubic interpolation.
The evolution of the surfactant concentration and its extension
As mentioned above, it is useful to extend the surfactant concentration f off the interface R into a small neighborhood around R. This has the advantage that conventional difference/element methods can be used for solving the surfactant transport equation [62] and for evaluating the interface jump conditions.
To extend f off the interface, we solve the following Hamilton-Jacobian equation:
where as before S(x) is the sign function of x, see Eq. (22) . The effect of this evolution equation is to leave the value of f at the interface unchanged (since the sign function is zero at /(x) = 0) while propagating the values of f in the normal direction away from the interface with speed one. This extension scheme first proposed in [65] is a standard method for extending quantities off interfaces in level-set method [1, 6] . In practice a smoothed sign function is used
where h is the spatial step size. An upwind third-order WENO method and a third-order TVD Runge-Kutta method are used for the spatial and temporal discretizations, respectively, of Eq. (26) . At every time step (in t), the extension is performed for a few pseudo-time (s) steps since we only need to extend f in a neighborhood of the interface. Further details can be found in [62] .
To solve the surfactant transport equation (9), we use a semi-implicit scheme developed by Xu and Zhao [62] . In this scheme, the surface Laplacian is rewritten as
and correspondingly, Eq. (9) is rewritten as
This makes it apparent that an explicit time marching method for Eq. (29) requires that the time step Dt $ h 2 for stability. To remove this restriction, the leading-order term $ 2 f can be discretized implicitly while all other terms can be treated explicitly [62] . To achieve second-order accuracy in time, a semi-implicit Crank-Nicholson scheme is used
In the spatial discretization of Eq. (30), central difference schemes are used for all terms except for the advection term u AE $f where an upwinding third-order WENO scheme is used (e.g. [23, 24] ). We refer the reader to [62] for the stability analysis of the semi-implicit Crank-Nicholson scheme. The resulting linear system at each time step is similar to that from a heat equation and can be solved easily since the coefficient matrix is symmetric and positive definite.
Advection of the level-set function
To evolve the level-set function from (20) with a given velocity field u, we use an upwinding third-order WENO method for the spatial discretization and a third-order TVD Runge-Kutta method (e.g. [53] ) for the time discretization. It is necessary to use high-order schemes to achieve accurate approximations of the normal vector and the interface curvature.
At every time step, the level-set is reinitialized by solving equation (21) using third-order WENO and the third-order TVD Runge-Kutta method. The sign function is smoothed as in the extension algorithm.
Local level-set method
To efficiently update the level-set function and the surfactant concentration f, we use the local level-set method [46] . Accordingly, we construct four tubes T i = {x: |/(x)| 6 c i }, i = 1, . . . , 4, around the interface in which PDEs for the level-set function and surfactant concentration are solved, respectively (see [62] ). The widths c i Õs are usually a few grid sizes. The exact choice depends on the stencils of the spatial discretization for the level-set convection equation, the jump conditions and the evolution of surfactant concentration. For our discretization choices, we choose tube widths as follows. Let h be the space step size, we take c 1 = 9h, c 2 = 8h, c 3 = 5h, c 4 = 12h. The surfactant concentration is extended into the region T 1 , the surfactant transport equation is solved in region T 2 , the surface tension r is calculated in region T 2 , $ s r, r 2 s r and the jump conditions used in IIM are calculated in region T 3 , the level-set convection equation is solved in region T 1 and reinitialization is performed in region T 4 .
Enforcing area and surfactant conservation
One of the drawbacks of the level-set method is that area (mass of component) is not exactly conserved by the flow. In addition, surfactant mass is not exactly conserved by our algorithm either. Typically, small errors in each step of the algorithm are incurred at every time step and after long times these errors may accumulate and lead to inaccurate results.
There have been a number of efforts to improve area conservation for a clean surface. For example, a constrained re-initialization method is proposed in [57] to improve the area conservation. However, we have found that the method does not work well for our problem. In [58] , the level-set method and the volume of fluid method were coupled together to achieve conservation, and in [12] a hybrid particle level-set approach was proposed to more accurately conserve mass.
In our numerical simulations, we have noticed that the discrete velocity field obtained from the IIM is typically not exactly divergence free. This is because the discrete divergence of the discrete gradient operator does not give the discrete Laplacian operator that is used in the IIM. This is especially true in the presence of interface jump conditions. As such, the IIM falls into the category of approximate projection methods where the divergence of the velocity is not zero on the discrete level but tends to zero as the grid size vanishes (at a second-order rate). Our results indicate that this is the main factor in the loss of area conservation. Therefore, to enforce area conservation, a small correction is added to the normal velocity of each moving interface. This is an approach frequently used in boundary integral simulations (e.g., see [8] ). Letũ h be the discrete velocity obtained from the IIM. Accordingly, we determine a small correction a such that Z
where X is the region enclosed by the interface R. This yields the explicit expression
The (modified) velocity u h ¼ũ h þ an, with n extended off the interface in the natural way n = $//|$/|, is then used to advect the level-set function and the surfactant concentration. The modification above ensures that the total mass flux across the interface is zero and is found to result in dramatically reduced mass loss overall. Although the (modified) velocity u h is also used in the evolution of the surfactant concentration (30) and does improve the conservation of surfactant mass, we find, however, that at long times there can still be significant loss of surfactant due to numerical diffusion (and leakage off the interface). We therefore introduce an additional correction step to enforce surfactant conservation. The simplest way to enforce this correction is to multiply the surfactant concentration by a constant factor to ensure that total surfactant mass is conserved. Letf h be the solution of the discrete surfactant equation (30) and let f 0 , / 0 and R 0 be the initial surfactant concentration, level-set function and interface, respectively. Then, we choose b such that Z
The surfactant concentration is then reset to be f h ¼ bf h . We refer the reader to [62] for numerical approximations of the delta function in the above integrals (recall from Eq. (23) 
The smoothing length of the delta function is less than the tube widths where the equations are solved. The integrals themselves are approximated by the trapezoid rule. Finally, we note that other, more sophisticated area and surfactant concentration corrections can be derived that take into account the interface curvature and the surfactant concentration gradients. Nevertheless, we found it sufficient to use the simpler corrections described above.
Numerical results
In this section, we present 2D simulations illustrating the effect of surfactant on the evolution of a single drop in shear flow, drop-drop interactions among two drops as well as interactions among multiple drops.
Single drop
Consider an initially circular drop of radius 1 placed in a computational domain X = [À4, 4] · [À2, 2]. The initial surfactant distribution f = 1 on the surface of the drop. A steady shear flow is applied, at times t > 0. When the Capillary number is small, e.g., Ca = 0.05, we find that the drop deforms only slightly and evolves fairly quickly to a steady-state (not shown) consistent with previous studies (e.g. [55] ). Here, we focus on the more interesting case with Capillary number Ca = 0.7 where the deformation is large. A uniform Cartesian grid is used with h x = h y = h = 0.005. The time step is Dt = h/8.
Linear equation of state
In Fig. 1a , the evolution of the drop under steady shear flow is shown at times t = 0, 3, 6 and 9 using the linear equation of state (16) with E = 0.2 and surfactant coverages x = 0 (dotted), x = 0.1 (dash-dot) and x = 0.3 (solid). The Peclet number is Pe = 10. As expected, the drop deformation is an increasing function of surfactant coverage.
In Fig. 1b , the corresponding surfactant concentration (left column) and surface tension (right column) are plotted versus arclength s for the cases x = 0.1 (dash-dot) and x = 0.3 (solid). In these plots, time increases from top to bottom. To make this plot, the interface is reconstructed by projecting the irregular grid points onto interface control points. A piecewise linear representation of the interface is used to calculate arclength. The starting point s = 0 corresponds to the control point closest to the positive x-axis and s increases in the counterclockwise direction. The surfactant concentration and surface tension on the interface are obtained by cubic interpolation at the control points. As seen in the figure, surfactant is swept to the drop tips by the flow. The resulting surface tension is non-uniform with the smallest surface tension occurring at the drop tips. Increasing the initial surfactant coverage has the primary effect of increasing the variation of the surface tension along the interface. The distribution of surfactant is only slightly affected by the surfactant coverage; the surfactant distributions are shifted slightly because they are plotted with respect to the arclength along the drop.
In Fig. 1c , the corresponding capillary (left column) and the Marangoni forces (right column) are plotted as a function of arclength for the different cases. The Capillary force is defined as Àrj/Ca and the Marangoni force is $ s r AE s/Ca (s is the tangential direction) which are calculated on the Cartesian mesh and obtained by cubic interpolation at the control points.
The capillary force is largest in magnitude at the drop tips due to the high curvature. At the tips, the force is negative indicating the tendency to drive the drop-tips inward and thus the drop shape to become more circular. The magnitude of the capillary force is largely independent of the surfactant coverage; the magnitude at the drop tips is slightly larger for the larger surfactant coverage because the corresponding drop-tip has a larger curvature.
At the drop tip, the Marangoni force is zero due to symmetry. Near the drop tips, the Marangoni force has positive and negative peaks that act to resist the surfactant redistribution and accumulation at the drop tip. The variation of the Marangoni force increases with increasing surfactant coverage. Nevertheless, near the drop-tip, the magnitude of the Marangoni force is more than two orders of magnitude smaller than the Capillary force for x = 0.3. Next, we examine the numerical errors associated with these calculations. In Fig. 1d À3 and 10 À5 , respectively. To test the convergence of the algorithm, we perform a resolution study and focus on the maximum distance from the drop interface to the drop center. The maximum distance is plotted as a function of time for three resolutions (x = 0.1) in Fig. 1e(left) . From these results, an order of convergence is estimated and is shown in Fig. 1e(right) . After an initial transient, the order of convergence seems to settle between 3 and 4.
Nonlinear equation of state
In Fig. 2a , the evolution of the drop under steady shear flow is shown at times t = 0, 3, 6 and 9 using the linear (solid) and nonlinear (dashed) equations of state from Eq. (16) with E = 0.2 and x = 0.3. Consistent with previous work (e.g. [45, 21] ), the drop deformation is seen to increase when the nonlinear equation of state is used. The corresponding surfactant concentrations and surface tensions are shown in Fig. 2b . At early times (t % 3.0), the surface tension at the drop-tip is lower when the nonlinear equation of state is used. This results in the observed larger deformation. As seen in Fig. 2c(right) , this also leads to a larger Marangoni force. The Capillary forces are roughly similar, see Fig. 2c(left) , with the nonlinear case having a slightly larger force at the drop-tip due to the larger curvature at the drop-tip. 
Two drops
We next consider the effect of surfactant on drop-drop interactions in a steady shear flow with Capillary number Ca = 0.5. We consider two initially circular drops with radii equal to 1 and with centroids located at (À1.7, 0.25) and (1.7, À0.25). The computational domain is [À7, 7] · [À5, 5], the spatial grid size is h x = h y = h = 0.01 and the time step is Dt = h/8.
In Fig. 3a , the drop evolution is shown, at times t = 0, 2, 4, 6, 8 and 10, in the absence of surfactant x = 0 (dotted) and with surfactant (solid) where E = 0.2, x = 0.3 and Pe = 10. The surfactant concentration f is initially uniform and equal to 1. As the drops approach one another, they are deformed by the flow with the surfactant case being slightly more deformed. As the drops interact, they flatten and a dimple forms in the near contact region due to lubrication forces. As the drops pass by one another the trailing-edge drop-tips in the near contact region first flatten and then elongate due to local straining flows that develop as the drops separate. The separated drops with surfactant are more elongated and rotated than the surfactantfree drops. We note that errors (not shown) in the drop areas and the surfactant masses on each of the drops are less than 1% throughout the entire simulation.
In Fig. 3b , the corresponding (unmodified) velocity vectors relative to the applied shear flow,ũ h À ðy; 0Þ, are shown for the drop with initial centroid located at (À1.7, 0.25). From top to bottom the times are t = 2, 6 and 10. The left column corresponds to the case without surfactant. Near the interface at this resolution the modified velocity field is identical to the unmodified velocity shown in the figure; this is to be expected since the area/velocity correction parameter a is approximately 10 À3 . The velocity fields with and without surfactant are qualitatively quite similar, however, there are quantitative differences that result in the enhanced rotation and stretching of the drop with surfactant. The differences are manifest in the structure and location of the two vortices off the drop as well as the velocity near the drop-tips and the drop-centers. The evolution of the surfactant concentrations on each drop are shown in Fig. 3c . The left column corresponds to the drop initially placed at (1.7, À0.25). During approach, the surfactant is swept to the drop tips and the distributions are similar to those observed in Section 4.1 for isolated drops. During interaction, surfactant is swept towards the part of the drops in near contact and the concentration near the leadingedge drop-tip is decreased. As the drops begin to separate, a large broad distribution of surfactant is present along the flattened drop-tip in the near contact region. Once the drops separate further, the distribution refocuses as surfactant is again swept towards the elongating drop-tips. In Fig. 3d , the minimum distance between the drops is plotted as a function of time for the clean (dotted) and surfactant covered (solid) drops. A blow-up of this graph is shown as an inset. During approach and interaction (times less than approximately 7.0) the presence of surfactant keeps the drops slightly farther apart than the clean case (see inset). However, as the drops begin to separate, the graphs cross and the drops with surfactant are closer to one another due to the fact that the trailing drop-tip is more elongated in the presence of surfactant. This has the following interesting consequence. Under conditions for which clean drops do not coalesce, surfactant laden drops will likely not coalesce upon approach since the drops are more deformed and hence there is more fluid to expel the fluid in the near contact region in order for the drops to coalesce compared to the clean case. However, the surfactant laden drops may coalesce upon separation since the trailing-edge drop tips are more elongated than in the clean case. This phenomena has been observed in experiments [29] .
Another measure of the drop separation is the difference Dy in the y-coordinate of the drop centroids. In Fig. 3e , Dy is plotted with respect to the difference Dx in the x-coordinate of the centroids. Note that Dy(t = 0) = 0.5 and Dx(t = 0) = À3.4. As the drops approach (i.e., Dx 6 À1.5), the clean drops have smaller Dy. During interaction and separation, the opposite is true. The difference between the Dy(t = 0) and Dy(t final ) after interaction and separation is a measure of the so-called hydrodynamic diffusion [39] . That is, through hydrodynamic interactions, drops become more widely spaced than they were initially. This mimics the effects of diffusion. From this figure, the presence of surfactants is seen to decrease the hydrodynamic diffusion compared to the clean case. This is primarily because the surfactant laden drops are more rotated than the clean drops. Interestingly, this result suggests that dilute dispersions of drops with surfactant may be less spread out and may have smaller drop-drop distances than their clean counterparts. Further studies are being conducted to determine how this result depends on the Capillary number, the surfactant coverage and the initial separation distances.
Multiple drops
Lastly, we consider the effect of surfactant on systems with four interacting drops in a steady shear flow with Capillary number Ca = 0.7. Initially, the four drops are circular with radii equal to 1 and with centroids (À7.7, 1.05), (À1.7, 0.25), (1.7, À.25) and (7.7, À1.05). The computational domain is [À9, 9] · [À5, 5], the spatial grid size is h x = h y = h = 0.01 and the time step is Dt = h/8.
In Fig. 4a , the drop evolution is shown, at times t = 0-10.5 in increments of 1.5. in the absence of surfactant x = 0 (dotted) and with surfactant (solid) where E = 0.2, x = 0.3 and Pe = 10. The surfactant concentration f is initially uniform and equal to 1. As in the two-drop case, the four drops are deformed by the flow with the surfactant case being slightly more deformed. The two inner drops interact first leading to Fig. 3a . Notation as in that figure. flattening followed by the formation of a dimple. As the outer drops approach the two inner interacting drops, the lubrication forces cause the leading edge of the outer drops to bend and roughly align with the inner drops. The bend is a precursor of the dimple that develops in the outer drops as all four drops interact. At later times, the inner drops broaden and the outer drops elongate to eventually span both inner drops. The drop morphologies are quite complex as the drops try to squeeze past one another. Note that the presence of the outer drops serves to confine the inner drop interaction leading to an overall compression of the drop morphologies. The effect of surfactant on the morphologies is more significant than in the other cases we have considered in Sections 4.1 and 4.2. The surfactant laden inner drops have significantly narrower and more rotated leading edges than do their clean counterparts. The surfactant laden outer drops are more stretched, particularly on the leading edges, than the corresponding clean drops.
In Fig. 4b , the surfactant distribution is shown on the drop interfaces. During the initial stages of the interaction of the two inner drops, the surfactant distribution on the inner drops is similar to that obtained in Section 4.2 for isolated two-drop interactions. By time t = 9.0, the surfactant on the inner drops becomes concentrated near the regions of closest approach which are not the flat regions but are near the trailingedge drop-tips and the curved regions near the leading edges. At time t = 10.5, the regions of high surfactant concentration in the curved regions of the inner drops moves toward the trailing edge drop tip as the inner drops are separating. The surfactant distribution on the outer drops is beginning to resemble that on the inner drops at the earlier stages of interaction. These results suggest that the effects of surfactants are more pronounced and more complicated for interactions of multiple drops than for either single drop or interactions of two drops.
In the clean case, the drops smoothly squeeze past one another (not shown) at later times. However, at times slightly larger than 10.5, the algorithm with surfactant breaks down because the surface tension becomes negative at a point of large surfactant concentration. Refining the time step did not significantly alleviate this difficulty. Computational costs prevented us from refining the spatial grid size further. We believe the breakdown of the surfactant simulation is due to a lack of spatial resolution in the near contact region between the inner and outer drops. This can be solved by increasing local resolution by using local mesh refinement. The development of adaptive mesh refinement by using overlapping patches of Cartesian meshes following the methodology in [7] is currently under study. Another possible remedy we are pursuing is the use of different level-set functions and surfactant concentration functions for each interface. This is discussed further in Section 5 and a preliminary result of such an approach is shown in Fig. 4c . It is known that the use of single surfactant concentration and level-set functions to described multiple interfaces may lead to numerical difficulties in extending these functions off the interfaces in near contact regions. For example, e.g., see [40] , extensions of the level-set function off interfaces may lead to poorly behaved discretizations of the interface curvature in regions of near contact. Since the discretization of the surfactant equation explicitly uses the interface curvature, see Eq. (30) , this can cause the surfactant concentration to become inaccurate. In addition, the extension of f off the interface may analogously lead to non-smooth derivatives of f which can also lead to inaccuracy in both f and the Marangoni force. We are also studying the use of one-sided differencing of both the levelset function and the surfactant concentration in regions of near contact following the approach developed by Macklin and Lowengrub [40] .
Conclusions
In this paper, we have presented a level-set method for the simulation of fluid interfaces with insoluble surfactant in two-dimensions. The method can be straightforwardly extended to three-dimensions and to soluble surfactants. The method couples the IIM for solving the fluid flow equations with a modification of scheme recently developed by Xu and Zhao [62] for the surfactant transport equation. Novel techniques were developed to accurately conserve component (domain) volume and surfactant mass during the evolution. Convergence of the method was demonstrated numerically and the method was applied to study the effects of surfactant on single drops, drop-drop interactions and interactions among multiple drops in Stokes flow under a steady applied shear. Due to Marangoni forces and to non-uniform Capillary forces, the presence of surfactant resulted in larger drop deformations and more complex drop-drop interactions compared to the analogous cases for clean drops. The effects of surfactant were found to be most significant in flows with multiple drops. To our knowledge, this is the first time that the level-set method has been used to simulate fluid interfaces with surfactant.
There are a number of future directions that should be pursued. The methods should be extended to three dimensions and the effect of viscosity ratio on the evolution should be considered. In addition, surfactant solubility as well as finite Reynolds number flows should also be investigated. From the numerical side, one of the most significant issues to be addressed is increasing the accuracy of interactions among many drops in multiphase flows. This is particularly evident from the simulation of four drops in Fig. 4 , where the surface tension becomes negative and the simulation breaks down. In this simulation, the computational constraints associated with using a uniform Cartesian mesh prevent us from achieving the resolution required to accurately simulate the drop interactions. To overcome this difficulty, adaptive mesh refinement strategies should be employed.
Another strategy that could be pursued is the use of different level-set and surfactant-concentration functions for each interface. That is, instead of using one function to describe the drop morphologies, four levelset functions could be used to describe the fluid morphology. The algorithm presented in this paper could then be used to simulate the evolution where the surface forces are obtained by summing the contributions from each drop. Using this strategy, in addition to enforcing symmetry in the flow, we are able to continue the simulation beyond the previous breakdown time t = 10.5 (in Figs. 4a and 4b) and the result is shown in Fig. 4c . However, using this strategy at later times becomes problematic because the drops interact only through the flow. As a result, the drops eventually overlap one another (rather than coalescing) leading to an unphysical configuration. To overcome this drawback in a general way, hydrodynamic repulsion forces (e.g., lubrication forces) could be introduced to prevent drop overlap. In addition, a locally adaptive mesh should also be used to better resolve the near contact regions. This is currently under study.
