The pre-patterning of a substrate to create more attractive or repulsive regions allows one to generate a variety of structures in vapour deposition experiments, specific of technological relevant semiconducting organic molecules. A particular interesting structure is generated if the attractive region is forming a rectangular grid. For specific combinations of the particle flux, the substrate temperature and the lattice size it is possible to generate exactly one cluster per cell, giving rise to nucleation control. Here we show that the experimental observations of nucleation control can be very well understood from a theoretical perspective. For this purpose we perform, on the one hand, kinetic Monte Carlo simulations and, on the other hand, use analytical scaling arguments to rationalise the observed behaviour. Overall we present and verify the connection from an analytical description together with a simulation approach and show a direct comparison with experimental data. For several observables, characterising nucleation control, we find a very good agreement between experiment and theory. This underlines the universality of the presented mechanism to control the deposition of material by manipulation of the environment. Generalisations are discussed.
I. INTRODUCTION
With physical vapour deposition (PVD) material can be condensed onto a substrate [1] , yielding films with desired thickness [2, 3] . One key application is the organic electronics e.g. semiconducting organic molecules have a great potential in microelectronics in terms of functionality and efficiency [4, 5] . To understand the mechanisms on the surface after PVD one has to take into account mainly the diffusion and the nucleation processes. For a nucleation process a critical number of molecules has to come together to form stable clusters [2, [6] [7] [8] [9] . By using different molecules one can even perform colour tuning with the simultaneous use of different molecules [10] [11] [12] [13] .
In [14] we have introduced a new approach to generate regular molecular clusters by an appropriate choice of a pre-patterned substrate. The clusters directly grow on the substrate and not only on the pre-pattern, which is energetically more favourable. In the interpretation, put forward in [14] , it is shown, that the randomness of the nucleation can be controlled without using defects in form of gold aggregates or step edges, by preparing the particle density in an confined area. The use of adsorbing boundaries leads to a parabolic like deposited particle density profile including a maximum in the centre of the cell. This property is independent from the structure of the deposited molecules, as shown by experiments and simulations [14] . In order to elucidate the mechanism behind this formation, we use a lattice based kinetic Monte Carlo model [15] [16] [17] [18] [19] . * To whom correspondence should be addressed: o.buller@wwu.de
Whereas in [14] we presented and explained the mechanism of the boundary-induced nucleation, the goal here is twofold. First, we present a quantitative comparison between the simulation and the experimental results for different observables which characterise properties of the clusters and in particular the nucleation control, i.e. the presence of exactly one cluster per cell. Second, we analyse the dependence on the external flux of molecules, based on an analytical approach and verify it with kinetic Monte Carlo (KMC) simulations. Thus, a direct connection between the analytical approach and the experimental data can be formulated.
The structure of this paper is as follows. In Sect. II we recap experimental results of cluster formation followed by the simulation setup in Sect. III. Afterwards we discuss the theory of single-cluster formation Sect. IV and the the qualitative behaviour of cluster growth in Sect. V. Nucleation-and position control is discussed in Sect. VI. The flux dependence of the nucleation control is presented in Sect. VII, the influence of the diffusion properties and scaling of multiple islands in Sect. VIII. Finally, we conclude with a discussion of our results in Sect. IX.
II. EXPERIMENTAL BACKGROUND
In the experiment the functional molecule N, N'-bis(1-naphthyl)-N, N'-diphenyl-1,1'-biphenyl'-4,4'-diamine (NPB, a molecule widely used for organic light emitting diodes), has been used [20] . This molecule was deposited on a silica surface. To create an attractive region for the molecules, a gold grid was put on the surface by standard beam lithography [10] . The gold grid is acting as an adsorbing environment for the central area of the squares. More details can be found in [14] .
In Fig. 1 we show the scanning electron microscope of the resulting structure for a gold array distance of 4.0 µm. The flux was increased going from left to right. In case of the lowest flux F = 0.042 nm min −1 , shown in Fig. 1 left, one cluster is created with a well-defined position in the centre of the cell. Due to the regularity of the grid the clusters also form a regular structure, i.e. show position control. With increasing the flux, the number of clusters increases, i.e. nucleation control is no longer present.
III. SIMULATION SETUP
For the simulations we use a lattice gas model on a three dimensional cubic lattice with a node distance of a. It is the same model as described in [14] . Every lattice site i = {i x , i y , i z } can be occupied by one of the three different particle types: deposited particles p i , substrate particles s i and the more attractive pre-pattern particle g i (in the experiment represented by gold). The lattice site i is either filled or empty. As we are only interested in the dynamics of the deposited particles the Hamiltonian can be written as
where the ε xy (x, y ∈ {p, g, s}) are the interaction parameters. The distance scaling function f (r ij ) depends on the distance r ij between the particles on position i and j and is defined as follows:
As in previous work [21] the interaction up to the third nearest neighbours (common corner) is taken into account. The interaction parameters are the same as in [14] , ǫ gp /k B T = 1.3, ǫ pp /k B T = 1.0 and ǫ sp /k B T = 0.3, but in general it can be said the presented effect of boundary-induced nucleation works when the boundary is more attractive than the substrate, i.e. ǫ pg > ǫ ps . In this way the boundary represents a sink for the central region, compare [14] . We use one cell with the more attractive environment as our simulation box with periodic boundary conditions in the substrate plane (x-and y-direction); see cell sizes L and a fixed stripe width of 20a. The substrate is composed of one layer including pre-pattern and substrate particles, which are fixed during the simulation. The simulation starts with a clean substrate. During one Monte Carlo (MC) step, corresponding to the time step ∆t, every particle on the substrate attempts one 3D nearest-neighbour move to a new position. The jump to the new position is accepted according to the standard Metropolis criterion [22] . Furthermore, all moves are discarded after which a particle has zero energy. In this way possible desorption processes are suppressed. After finishing the MC step, n particles are added to the system. n is a Poissonian random number with the mean valuē n, which is related to the average flux via
Here, A = (L + 20a) 2 is defined as the surface area. The added particles are directly attached on a randomly chosen free position of the surface. The resulting timedependence of the coverage (number of particles over A) is sketched in Fig. 3 .
All simulations are repeated 2000 times (representing 2000 cells) in order to obtain a good statistical description. This large number also acknowledges that the nucleation process has a significant random component which has to be appropriately averaged out.
IV. THEORY OF SINGLE-CLUSTER FORMATION
Here we derive a scaling relation for the single-cluster formation with the feature of one cluster per cell (see Fig. 1 left) . Since the creation process involves stochastic contributions, we define nucleation control by the condition that on average one cluster per cell is present, i.e. N = 1. The scaling relations, to be derived below, are based on the basic insight about nucleation control, described in our previous work [14] . Therefore, we first briefly summarise these results in Sect. IV.1.
IV.1. Existence of a critical density
We start by considering the particle density distribution ρ(x, y, t) under the condition that no nucleation has occurred until time t, i.e. no increase of the local density due to nucleation occurs. Thus we can apply a continuum approach based on Burton-Cabrera-Frank theory for the case of complete condensation [24] [25] [26] . Applying adsorbing boundary conditions, we get for the stationary solution
The function g(x/L, y/L) is explicitly derived in [14] . The stationary density ρ stat (x, y) displays a significant maximum in the centre of the cell. The density
with the constant C = g(
with coverage for N = 1 in the cluster-free sub-ensemble. The long-limit of ρ(L/2, L/2, t), denoted ρ * , defines the value of ρ * form .
dependence of ρ(x = L/2, y = L/2, t), obtained from simulations, has been analysed in detail. Note again, that only those realisations contribute for which until time t no nucleation process has occurred (cluster-free sub-ensemble). For the interesting case N = 1 a sketch of the time-dependence is shown in Fig. 4 . Its long-time limit agrees very well with the calculated value of ρ * ; see Eq. 4. We denote this value, obtained for this special case of N = 1, by ρ * form . This value is of major importance when analysing simulations with a different value of L. For smaller L, implying ρ * < ρ * form cluster formation is strongly suppressed, i.e. N < 1. In contrast, in the opposite limit many clusters start to grow as soon as ρ(x = L/2, y = L/2, t) approaches ρ * form . Thus, the stationary regime is never reached because of preceding nucleation events. As a consequence ρ * form can be interpreted as the density where nucleation suddenly sets in. Since the nucleation rate scales with a high power of the density (depending on the size of the critical nucleus), this observation is not surprising.
As a consequence of this interpretation it comes out quite natural that for N = 1 the nucleation process occurs close to the centre of the cell; see Fig. 1 , since only for a small spatial regime one has
To obtain a density ρ(x, y, t) from the simulation results we use the projection of the three-dimensional deposited particle distribution onto the surface plane P (i x , i y ). If the position (i x , i y ) is occupied by a deposited particle we choose P (i x , i y ) = 1, otherwise P (i x , i y ) = 0. The density ρ(i x , i y ) is then defined as the ensemble average of P (i x , i y ), i.e.
IV.2. Flux-dependence of the critical density
On a purely theoretical basis one can estimate the fluxdependence of the critical density ρ * form . According to standard nucleation theory [23] the local nucleation rate scales like Γ loc ∝ ρ I+1 if I denotes the critical nucleation size. Note that in Eq. 3 the spatial dependence is given by x/L and y/L, respectively. As a consequence, the spatial range close to the centre, where cluster formation can occur, i.e. ρ stat (x, y) ≈ ρ * form , is proportional to the total area L 2 . Thus, for the interesting case N = 1 one obtains for the total nucleation rate
The possible flux-dependence is explicitly indicated. Of course, this relation only holds under the condition that no nucleation has occurred so far. The growth of nuclei does not depend on the flux, as will shown in the next section Sect. V. As an immediate consequence one has the simple scaling Γ tot ∝ F , i.e. when doubling the flux and appropriately modifying the length L to keep N = 1 also the total nucleation rate will become twice as large. From Eq. 4 it follows that there is an direct relation between the chosen length scale L and the flux F . Choosing L 2 ∝ ρ * form (F )/F one explicitly keeps track of the flux dependence in order to keep ρ * ≡ ρ stat constant. Inserting both relations into Eq. 6 one gets F ∝ ρ * I+2
form (F )/F and thus
with p = 2/(I + 2) as an immediate consequence one can predict how one has to vary the grid size L in order to keep N = 1 when varying the flux. In general Eq. 4 yields L 2 F ∝ ρ * form (F ). Together with Eq. 7 this yields
with
As a matter of fact we end up with the same result given by Ranguelov et al. [27] , who used a related ansatz to analyse the island creation on stepped surfaces. The resulting scaling exponent of p = I/(2(I + 2)) is in accordance with island density scaling, one would expect on homogeneous substrate for complete condensation [28] . For other regimes of condensation the scaling changes, but the principle of forming islands, especially N = 1, holds true.
V. GROWTH OF CLUSTER -QUALITATIVE BEHAVIOUR
Our key observable is the average number of clusters in the cell N . For very small values of L most particles are finally adsorbed at the pre-pattern boundaries and no cluster can form. In contrast, for very large L the boundary only plays a minor role and standard nucleation behaviour can be observed [23] . Of particular interest is the single L value for which N is unity, i.e on average a single cluster is formed per cell. In practice we tune the chosen flux for fixed L, until N ≈ 1. Strictly speaking the value of N depends on the coverage of the surface. In Fig. 5 Table I . Interestingly, when expressing the time in terms of the coverage, one observes no major dependence on the length or the flux, respectively. As a consequence the doubling of the flux gives rise to a doubling of Table I . For L = 120 an exponential fit to the long-time behaviour is included. Bottom: N on grid lattice size of L = 160 with an increased flux F = 5.8 × 10 −6 /(a 2 ∆t).
the nucleation rate under the condition of an appropriate choice of the new length to guarantee N = 1. The exponential fit, also shown in Fig. 5 (top) , works quite well for a coverage larger than 0.2 ML. In this regime the nucleation rate is independent of time. Note that in the long-time regime for a coverage over 1.5 ML the value of N reaches a plateau, i.e. no new clusters are formed. Of course, the individual clusters are still growing. As a consequence, the value of N , determined for a coverage of 2.0 ML, is very well defined and insensitive on the chosen coverage. The exponential fit does not work for low coverage. A detailed analysis of the short-time behaviour, however, is beyond the scope of this work.
In contrast, for F = 5.8 × 10 −6 /(a 2 ∆t) and L = 160 on average more than 11 clusters are created per cell; see Fig. 5 (bottom) . Almost all nucleation proceeds before 0.1 ML are deposited. The curve displays a maximum at 0.4 ML and slightly decreases for longer times, indi-cating some coarsening effect which, however is small. Therefore we choose N after the deposition of 2 ML to characterise the formation.
VI. NUCLEATION AND POSITION CONTROL
One experimental goal is to generate a structure where ideally in every cell there is exactly one cluster which, furthermore, is located directly in the centre of the cell. This would correspond to ideal nucleation and position control, respectively. In what follows we compare the nucleation and position control from the simulations with the experiments. We always consider the case N = 1.
First, to check the quality of nucleation we determined the standard deviation of N , which is shown in Fig.  6 . It turns out that the quality of the nucleation control Second, to analyse the position control we identify for each cluster the centre of mass and then analyse the spatial distribution of these centres. Naturally, this distribution has its maximum in the middle of the cell. In the next step we determine the full width at half maximum (FWHM). Due to the scaling arguments, already discussed above, we expect that this width should scale with L. Indeed, as shown in Fig. 7 , the ratio FWHM/L is independent of L. Again, simulations and experiments basically displays the same values. Furthermore this ratio is quite small which is a quantitative confirmation that not only nucleation control but also position control works very well.
At last, we looked at the average cluster sizes s and the relative width of the cluster size distributions ω s in two and three dimensions, see Table II . By consideration of the average 2D and 3D sizes structural changes can be identied, which are expected in kinetically driven processes. Naively, one would expect a scaling with L 2 . Interestingly, the data in Table II show a weaker increase. The 3D size scales with L 2.00−0.17 and the 2D size with L 2.00−0.66 . The strong deviations for the 2D size from a quadratic scaling can be qualitatively related to the observation that the form of the cluster changes with the external flux. For high flux (small L) the cluster is relatively flat whereas for low flux (large L) it starts to become more compact, displaying a more spherical shape. Naturally, for lower flux the system has more time to approach the free energy minimum. Interestingly, the relative width of the size distributions in 3D and 2D is almost L independent. 
VII. FLUX DEPENDENCE
As discussed in Sect. IV.2 the key observable to characterise the underlying flux dependence of the cluster formation is the observable ρ * form . We have determined its value for different (F, L)-pairs, corresponding to N = 1 as given in Table I Indeed, as expected from Eq. 7 we observe a powerlaw relation between ρ * form and F with an exponent of p = 0.25. In Eq. 7 this exponent is expressed in terms of the critical cluster size I. We estimate the value of I by analysing the distribution of cluster sizes for a simulation on an un-patterned substrate. The minimum can be taken as a measure for I [29] . In this way we obtain I = 10. According to Eq. 7 this would give rise to an exponent of 0.17 which is close to the observed value of 0.25.
In the next step we can predict the dependence of the system size on the flux. As discussed in Sect IV.2 the slope should be given by q = (1 − p)/2 = 0.38. Indeed, the simulated data can be described very well by this exponent, see Fig. 9 top.
For studying the experimental F (L)-dependence we obtain on exponent q ≈ 0.5, compare Fig. 9 bottom. Due to the fact of unknown condensation mechanism in the experiment, which determines the scaling of L(F ) [28] , we cannot determine the exact critical cluster size. Nonetheless this shows that the scaling in general is not limited to a specific regime of condensation.
VIII. SCALING BEYOND N = 1
VIII.1. F/D-scaling
It is known from nucleation theory that the number of clusters in the stationary long time limit on a plain sub-strate is a function of F/D where D is the diffusion constant [23] . In the present case this would correspond to the limit of large N where the influence of the boundaries hardly matter. From our theoretical approach to nucleation control (Eq. 4) we also expect a perfect F/D scaling for N = 1.
Here we check whether this scaling with F/D indeed holds for the large range of N -values. For this purpose we vary the values of D and F individually. Specifically, we introduce a diffusion parameter D as the probability to make a MC move. Therefore D ∈ [0, 1] for D = 1.0 we have MC dynamic as before, for D = 0.5 every second try for a MC step is denied, for D = 0.0 the system does not move at all. Thus, for decreasing D the dynamics in the system is slowed down. In Fig. 10 a perfect scaling is observed for all values of N . As a practical consequence, we can always choose D = 1.0 in order to optimise the efficiency of the MC simulations but nevertheless cover all possible diffusion constants.
VIII.2. Impact of length L
Finally we look at the scaling of N for a fixed flux F = 5.8×10 −6 /(a 2 ∆t) and different cell sizes L following the experimental results in Fig. 1 . The data is shown in Fig. 11 . Is it possible to judge from which system size the boundary conditions only have a minor impact on the nucleation behaviour? Without boundaries one would expect the simple scaling N ∝ L 2 . For fixed flux values we show the relation between N and L in the inset of Fig. 11 , both for the simulation and the experimental data. Interestingly, both data set display a similar slope in the double logarithmic representation. It is, however, larger than two. These deviations have to do with the fact that nucleation can only occur in the centre of each cell. The area, where nucleation is possible, is denoted as A eff . For A eff we pick the area where the particle density of the overall ensemble is higher than 0.1 in the central region of the square. Plotting N as a function of A eff , indeed yields a slope of one. Thus, the number of clusters is extensive and boundary effect is just reflected by the presence of a zone where no nucleation can take place.
IX. DISCUSSION/SUMMARY
Based on a new experimental way to generate a regular array of clusters, possibly formed by fictionalised organic molecules, we have studied this boundary-induced nucleation control from a theoretical perspective. In particular we have compared the experimental data with the outcome from kinetic Monte Carlo simulations. More specifically, we have analysed the quality of nucleation and position control, the flux vs. length-dependence to guarantee the presence of a single cluster per cell and the dependence of the number of clusters on the effective growth area. In all cases we have obtained a very good agreement between analytical description, simulation and experiment. This work constitutes another example that analysis of a simple lattice model indeed captures many properties of the cluster formation of complex molecules.
Furthermore, via comparison with analytical expressions for the stationary concentration profile in the cluster-free sub-ensemble and employing key results of nucleation theory, the flux vs. length-dependence can be fully understood. It is important to mention that most properties result from surprisingly simple scaling relations. Of key importance is the proportionality of the nucleation rate and the external flux, giving rise to a universal behaviour how the number of cells with one cluster increases with increasing coverage. Actually, this universality was the major ingredient to connect the analytical and the numerical/experimental pieces of information.
We hope that combined experimental and theoretical analysis of boundary-induced nucleation control and the observed generality of this approach may inspire more work along this line. Possible extensions such as the simultaneous use of different molecules are conceivable.
