Abstract. We prove uniqueness of g-measures for g-functions satisfying quadratic summability of variations. Our result is in contrast to the situation of, e.g., the one-dimensional Ising model with long-range interactions, since 1 -summability of variations is required for general potentials. We illustrate this difference with some examples. To prove our main result we use a product martingale argument. We also give conditions for uniqueness of general G-measures, i.e., the case for general potentials, based on our investigation of the probabilistic case involving g-functions.
Introduction
In [8] Keane introduced the concept of g-measures, but the origin of "chains with complete connections" goes back to (at least) Doeblin and Fortet [4] . For a survey of the history and prehistory of some important results concerning gmeasures and related results, we refer to the recent [14] . Here we are concerned with the problem of uniqueness of g-measures.
Let T be an m-to-1 (m ≥ 2) covering transformation of a compact metric space (X, d). Let G be a positive measurable function G : X → R + . If 
G(y)f (y), f ∈ C(X).

Such a µ always exists if G is a continuous function (this follows from the Schauder-Tychonoff fixed point theorem).
In this paper we assume the existence of an eigen-measure µ and investigate conditions on G that imply uniqueness of G-measures. Our main result is really about a class of iterated function systems (including "overlapping" systems) where the concept of a g-function corresponds to what we call probabilistic weights. But, in this introductory section, we suppose that (T, X) is a dynamical system on a compact metric space (X, d) in order to make the connection with g-functions and g-measures.
We will moreover assume that T can be associated to an iterated function system with continuous functions on a compact metric space in the standard way: By choosing m inverse branches of T and possibly in conjunction with a topological cut of the space X. We will not deal with the issue when this association with an IFS is possible, we think it is enough to note that the canonical example of a covering transformation, the symbolic shift, is well-behaved in this regard. By a symbolic shift we mean the left shift on the space X = Σ
where Σ is a finite set of m symbols. We will assume the metric d(x, x ) = 2 − min{t|x t =x t } . The disconnected structure of the symbolic shift space ensures that the m inverse branches of the shift are continuously defined. For a well-behaved system, the images of the inverse branches of T n partition X into m n inverse images. It is enough that these sets are disjoint mod µ for all g-measures µ. Let I −n (x) denote the a.s. unique nth inverse image containing x and define the nth variation of g by
Our main result, Theorem 3.1, can now be stated as follows in this context.
is a (stochastic) sequence, such that each R n is measurable with respect to the algebra generated by I −n and that n R 2 n ∈ L 1 (µ) and suppose that
then we have a unique g-measure.
Corollary 1.2. We have at most one
where r n = sup x var n g(x). Remark 1. Observe that since inf g > 0, we may use var n log g instead of var n g in the square summability conditions of Theorem 1.1 and Corollary 1.2. Conditions on var n log g are standard in the literature, see, e.g., [15] .
Remark 2. Note that if we take R n := var n g in Theorem 1.1, then the condition becomes that n (var n g(x)) 2 should be integrable with respect to some g-measure µ.
Remark 3. We will sometimes refer to a condition like (1.2) as 2 -summability, and in general p -summability for other exponents.
The following example illustrates an important difference between one-sided and two-sided "spin systems". Compare with Example 3 below. Example 1. Take T to be the shift-operator on {+1, −1} Z + and define the g-function
where, for β > 0, α > 1,
It is then readily checked that var n g = O n −α+1 and that Theorem 1.1 implies the uniqueness of g-measures if α > 3/2. The existence follows from the fact that g is continuous.
Bramson and Kalikow [3] constructed an example showing that continuity and "regularity" (inf g > 0) of the g-function is not enough for uniqueness. Later Quas [13] constructed an example for an expanding C 1 covering map on the circle, using ideas from [3] .
Our proof does not depend on the coupling method, as in [2] for example. Instead we rely on a classic product martingale idea of Kakutani. We show uniqueness by proving uniform integrability relative µ of
where µ andμ are two hypothetical g-measures. Then we can take the relation (1.1) into account in ways that the standard coupling argument does not allow us to do.
We do not know if the square summability condition is optimal in the sense that p -summability is not enough for uniqueness when p > 2. We think that it is an interesting problem to decide whether or not such a best p exists. The example by Bramson and Kalikow does not, at least explicitly, give a bound for such a p. The Ising model described in Example 3 below shows that for general weights G the condition of 1 -summability of variations is sharp in the sense that we do not necessarily have uniqueness for p -summability, p > 1. We believe that it would be particularly interesting to find a critical value in a simple model similar to the one given above in Example 1.
For g-functions, it is known that there are weaker conditions than summability of variations that produce uniqueness of g-measures. In [14] we find a survey of some results in the past. Already in 1955, Harris [7] discovered quite a weak condition. Here we compare our result with a closely related condition investigated by Berbee [2] . Berbee considered symbolic shift spaces and the condition
where r i = sup x var i log g (x) . This is clearly a weaker condition than 1 -summability and not comparable with the condition of square summability
Example 2. It is easy to produce sequences r n ∈ 2 that do not satisfy (1.4): just take any r n n −α , 1/2 < α < 1.
To see that condition r n ∈ 2 is not weaker than (1.4): Let r n , n ≥ 1, take
k is a positive integer. In this way, summing the positive series n r 2 n block-wise gives
The condition of square summability is then clearly not satisfied. The Berbee condition (1.4) can however be satisfied for a suitable choice of k . The blockwise partial sums of (1.4)
l . The quotients S k+1 /S k of consecutive terms of the series in (1.4) summed block-wise are thus
this is greater than
for, say, k ≤ 1/10. Hence, by letting 1 = 1/10
k+1 is a positive integer, we obtain that S k+1 /S k ≥ 1. The series k S k in (1.4) will consequently diverge.
When one is concerned with general potentials, a standard condition is that of summable variation (or Dini continuity, see below) of G; see for instance [12] , [11] , [5] and [6] . In cases of proving uniqueness of a G-measure one usually uses the existence of a strictly positive eigen-function of the transfer operator. With a positive eigen-function h established one may then define a g-function g by
where λ is the maximum eigenvalue of the transfer operator. Then G-measures ν and g-measures µ are in a one-to-one correspondence with µ = hν. However, the construction of h is usually carried out by some compactness argument and it seems to be hard, in general, to estimate the variations of h and the resulting g.
Our next example shows, a little surprisingly, that square summability may not be stable under the normalization (1.5). This is in contrast to the situation of summability, since that condition is stable under the normalization (1.5).
Example 3. Consider Example 1, but now let
This is not a g-function since the weights now sum to 2 cosh(B(x)).
If one carries out the transformation above (provided that an eigen-function h exists) the resulting measure hν will give a variant of the one-dimensional Ising model with long-range interactions. It is known in this case, see [1] , that α = 2 is the critical value for uniqueness of a corresponding G-measure. We have uniqueness when α > 2 and non-uniqueness for α ≤ 2 and suitably large β.
Our result hence implies that the variations of g(x) = G(x)h(x)/λh(T x)
are not square summable for 3/2 < α ≤ 2, although this is the case for the variations of G.
We have discussed summability conditions on r n = sup x var n G(x), i.e., we start from a uniform bound on the nth variations. A condition often used is
for some (and then any) η < 1, where
Our result covers the weaker condition
One should note that the conditions of Theorem 1.1 apply to situations when the uniform bound on r n = sup x var n g(x) does not apply. The conditions on var n g(x) could, for instance, be verified for all Borel probability measures µ so that the theorem applies as soon as one has settled the question of existence of g-measures. Similar conditions and arguments is used by Keller in [10] where he considers piecewise monotonic systems T :
where the supremum is taken over all subdivisions a = t 0 < t 1 < · · · < t n = b of the interval. It is not too hard to show that any g-function having bounded pvariation will satisfy the conditions of Theorem 1.1 for any probability measure µ. The point we wish to make here is that one may find natural criteria on g such that the theorem applies without imposing uniform bounds on var n g(x).
The rest of this paper is structured as follows: In Section 2 we give some preliminaries of iterated function systems. In Section 3 we state our main result, which is then proved in Section 4. In Section 5 we give a new way of looking at the case with general weights, i.e., when y : T y=x G(y) = 1.
Iterated function systems
We will work in another setting than the formalism of g-functions for covering transformations. We study iterated function systems which are represented as a dynamical shift system on sequences of symbols and points in a compact metric space. The reason for choosing the following formalism is that we want to allow for a more general class of iterated function systems than the non-overlapping ones which arise, e.g., from inverse branches of covering transformations.
Let (X, d) be a compact metric space and Σ a finite set of symbols. By an iterated function system S (IFS) on Σ × X we mean a continuous map
Since Σ is discrete, the IFS S associates to each symbol σ ∈ Σ a unique continuous map X → X, which we will often refer to by the corresponding symbol σ.
n will refer to the composition ω n • · · · • ω 1 of the corresponding maps.
We are interested in weighted IFS, i.e., pairs (S, q) with a measurable nonnegative mapping
such that, for any fixed x ∈ X, q(σ, x) = 0, for some σ ∈ Σ.
We will work with the case when we have probabilistic weights, i.e., we have a weight function p such that σ p(σ, x) = 1 for all x ∈ X. In this case we think of the weights as defining the transition probabilities of a Markov chain (X n ) n≥0 , on X, where X n+1 is chosen among σX n , σ ∈ Σ according to the probability p(σ, X n ).
A stationary measure on X for such a Markov chain X n , n ≥ 0, is a probability measure invariant under the action of the adjoint L * p of the transition operator (defined on measurable functions)
The natural extensions of the systems we are considering correspond to biinfinite Markov chains (W n , X n ) n∈Z on Σ×X, such that X n+1 = W n X n and such that the distribution of W n ∈ Σ conditioned on X n is given by the probabilities p(·, X n ). The distribution of (X n ) is then a Markov chain on X as before and the chain (W n , X n ) is merely a lifting of (X n ) with the symbolic information retained. The sample space Ω of sequences ω = (ω n , x n )
Z such that x n+1 = ω n (x n ) is equipped with the induced product topology and the Borel σ-algebra B(Ω). For our purposes, we may take Ω as the basic probability space and define the stochastic variables X n and W n , n ∈ Z, on Ω by X n (ω) := x n and W n (ω) :
In fact, by the standard extension theorems, this marginal distribution determines µ uniquely. Dually, we can identify f •X 0 on Ω with a given function f on X.
The distributions of such stationary Markov chains make up a convex closed set M p of Borel probability measures on Ω and we refer to them as p-measures. The set M p is partially ordered under absolute continuity ( ). In additionand this will be used below -the set M p is generated by (is the closed convex hull of) the minimal ergodic elements of this partial order. We say that the weighted IFS (S, p) has the property of uniqueness of p-measures if M p has at most one element.
That the larger set M(T ) of T -invariant measures is generated by its minimal elements is well known: see [9] . The set M p is moreover a down-set in M(T ), i.e., ifμ ∈ M(T ) and ifμ µ ∈ M p , thenμ ∈ M p and it follows that M p must be generated by its own minimal elements. To show that M p is closed in this sense, let f = dμ/dµ be the density ofμ with respect to µ on B(X). The T -invariance ofμ and
Main result
Let C b a (ω), for ω ∈ Ω and a < b ∈ Z, be the symbolic cylinder set of all elements
For n ≥ 0, we write C n (ω) for the forward n-cylinder C n 1 and C −n for the backward n-cylinder C 0 −n+1 . Since forward and backward cylinders are the ones we will consider, we will, for n ≥ 0, lighten up the notation by replacing the sub-and super-scripts with subscripts n and −n. Thus, we write F n and F −n for F For n ≥ 0, the n:th variation of a function p : Σ × X − → R is the positive function
for n ≥ 1, and var 0 p := sup p − inf p. Note that var n p is F n -measurable for all n ≥ 0. In other words, (var n p) n≥0 is a process adapted to the filtration (F n ) n≥0 .
Theorem 3.1. Assume that inf p > 0 and assume that there is aμ
and suppose that
Then the IFS (S, p) has the property of uniqueness of p-measures.
To see how Theorem 3.1 relates to Theorem 1.1: For a "well-behaved" covering transformation T on X, we associate the IFS having the inverse branches of T as its continuous maps (this may entail some minor modification of the space). The corresponding probabilistic weights are p(σ, x) := g(σx) for the given g-function.
In the IFS formalism above we used the variations var n p, n ≥ 1, over forward cylinders. In Theorem 1.1 we used backward cylinders to define the variations var n g(x), n ≥ 1, of the g-function, since the nth inverse image I −n (x) is the a.s. unique elementary image ∆ −n (ω) containing x. Thus, var n g(x 1 ) equals var n p(T n ω). But this discrepancy is of no importance, since by the assumption thatμ is T -invariant, the conditions on var n p in Theorem 3.1 are also T -invariant, so that we havẽ
The proof of Theorem 3.1 and the martingale M n
We assume that the measureμ ∈ M p satisfies the conditions of the theorem. Let µ denote another p-measure. The purpose is to prove thatμ is absolutely continuous with respect to µ; hence there cannot be more than one ergodic p-measure and uniqueness follows. In Lemma 4.1 below, we prove absolute continuity ofμ with respect to µ, under the condition that the likelihood ratio martingale converge in L 1 (µ). The convergence is then shown in the subsequent subsection. Define, for n ≥ 0, the process M n : Ω → R + by
From the positivity condition inf p > 0 follows that the M n 's are finite, i.e., M n (ω) < ∞ for all n ≥ 0 and ω ∈ Ω. (4.2) It is now easy to see that the process {M n , n ≥ 0} is a martingale (a likelihood ratio martingale) relative the filtration (F n ), n ≥ 0 and the probability µ. Indeed, from (4.2) and the definition of M n , we deduce that if 0 ≤ m ≤ n and
In the sum over the C n , it is understood that we traverse a system of distinct representatives of the cylinders.
Recall that a process {U n } is uniformly integrable, UI, with respect to µ if
We only need this one-sided notion of tightness since M n > 0 and "tight" will henceforth refer to the property defined in (4.5). Note that M n is tight if and only if log M n is tight (in this sense) and that a process U n is tight if it is bounded in L p (μ), i.e., if sup n |U n | p < ∞. The Kakutani martingale approach of the paper is now formulated in the following lemma. Proof of Lemma 4.1. There is a well-known theorem (see [17, Ch. 14] Ω, B, µ) as n → ∞, where M ∞ is non-negative and measurable with respect to the σ-algebra generated by
Hence, on account of (4.3), we obtain
By the ergodic theorem there is an f ∈ L 1 (Ω, B, µ) such that
a is an arbitrary symbolic cylinder set then 1 , we obtain thatμ = fµ. It remains to show thatμ(Γ) = (fµ)(Γ). Let Γ 1 be the set of ω ∈ Γ such that X 1 (C −N (ω)) ⊂ G for some finite N (ω), i.e. Γ 1 is the union of all symbolic cylinders in ∪ n F −n such that the corresponding elementary image is contained in G. Sinceμ and fµ coincide on cylinders, we have thatμ(Γ 1 ) = (fµ)(Γ 1 ), so it is enough to show thatμ(Γ \ Γ 1 ) = (fµ)(Γ \ Γ 1 ).
Note that, we have diam ∆ −n → 0, (fµ)-almost surely as well asμ-almost surely, since the event is contained in the σ-algebra generated by the cylinders in ∪ n F −n . But, for an element ω of Γ \ Γ 1 , we must have, for all n ≥ 0
Remark 4. The second half of the proof of Lemma 4.1 is not necessary if, e.g., we are restricted to a one-sided shift dynamics on a symbol space.
Proving tightness.
To complete the proof of Theorem 3.1, it remains to verify the tightness property (4.5) of M n , where the µ-martingale M n is constructed as in (4.1) fromμ and any other µ ∈ M p . Let P n (ω) := µ C n (ω) | C n−1 (ω) and letP be defined analogously. Thus, M n =μ{ C n }/µ{ C n } may be written
Note that P n (ω) = p(ω n , x n ) dµ n (x n ) where µ n is the distribution of X n conditioned on C n−1 . Thus it is an integrated mean of p(ω n , ·) over the elementary image ∆ n−1 . It follows that |P n − P n | ≤ var n p and that inf p ≤ P n . Moreover, C n ⊂C n−1 P n = 1 where the sum is understood to be taken for one representative of each cylinder.
Taking the logarithm in (4.7) and using that log(1 + x) ≤ x we obtain, for any fixed positive integer m 0 , that (with n ∧ m := min{n, m})
.
Hence, we see that
where
Note that log M m 0 ∧n is bounded on account of (4.2). Let (R n ) ∞ n=0 be the adapted sequence satisfying the conditions of Theorem 3.1. Let > 0 be given and let m 0 = m 0 ( ) be the smallest m ≥ 1 such that
Furthermore, define τ = τ (ω) by (4.9) with the convention that inf ∅ = ∞. By the definition of m 0 we see that µ{ τ < ∞ } < .
Hence, since was chosen arbitrarily, it is clearly enough to show that M n∧τ is µ-tight.
From (4.8) we now see that, for all n,
Moreover, for m 0 < i ≤ n ∧ τ , we have P i − P i ≤ R i Thus theμ-integral of the last sum of (4.10) less than
We observe that Z n is aμ-martingale, sincẽ
The martingale difference sequence Z i − Z i−1 is equal to (P i − P i )/P i for i ≥ m 0 +1 and is zero otherwise. Consequently we can use the Pythagorean property to obtain
and hence
Note that τ , defined in (4.9), is a stopping time relative (F n ) since both (var n p) and (R n ) are adapted to (F n ). Therefore, Z n∧τ is also aμ-martingale and we can use the estimate (4.11). We find that Z n∧τ is bounded in L 2 (μ), since
The case with general weights
For general weights q, i.e., weights not necessarily summing to 1 pointwise, we may define a set M q of invariant measures -q-measures -as positive eigenmeasures belonging to the maximum eigenvalue λ of the adjoint to the positive operator L q . There is a well-known theory of translation from the case of general weights q to the case of probabilistic weights p. The essential ingredient is the existence of a strictly positive eigen-function h to the operator L q which makes it possible to use the probabilistic weights
Then there is a bijective correspondence between q-measures ν and p-measures µ given by M q ν
In order to apply Theorem 3.1 to the general case, one must then somehow compute the variations var n h(σx)/h(x) as well as those of q. But, the construction of h will many times be carried out in a highly non-constructive way by invoking various compactness theorems like the Arzela-Ascoli theorem. Proving square summability of variations of h can then be a very hard task.
We give therefore an alternative uniqueness result that might have applicability in such situations. We start from probabilistic weights given by general weights as in (5.1) for an a priori given eigen-function h. h(x 1 ) = dν(x 1 ). Hence, instead of the factorization (4.7), we obtain that M n = µ{ C n }/μ{ C n } is given by
where for n ≥ 1
q(ω j , x j ) dν(x 1 ). and the quantitiesQ n ,h n andν n are analogously defined. Note that, Q n is again a weighted average of the weights over the elementary image ∆ n−1 .
Corresponding to (4.8) we obtain log M n ≤ log M m 0 + | logh n − log h n | + | logh m 0 − log h m 0 | + Z n (5.5) where (with m 0 playing the same role as in the proof of Theorem 3.1)
Note that | logh n − log h n | ≤ var n log h isμ-tight by assumption. (But the process {Z n } is not aμ-martingale in this case.) Introducing a random time τ as in Theorem 3.1 and noting that
and the result follows; we omit the details.
