Summary: This study examines the convergence patterns of prices across 50 U.S. states over the period , by applying the convergence algorithm developed by Peter C. B. Phillips and Donggyu Sul (2007) . The empirical findings suggest the rejection of full convergence across the 50 U.S. states' prices, and the presence of 11 subgroups, or convergence clubs. The main implications of this paper point to the low degree of market integration across the U.S. states, the limitations of using a unique national price deflator to calculate real U.S. state variables, and the different effects that national monetary policy decisions will have on U.S. state prices.
According to Purchasing Power Parity (PPP), based on the Law of One Price, in the absence of transport costs and trade restrictions, competitive markets will equalise the price of an identical good in different countries/regions when the prices are expressed in the same currency (Kenneth Rogoff 1996) . At an international level, PPP implies that exchange rates would adjust to offset inflation differentials across countries, while within a country, at a regional level, it implies that regional prices would be equal in the long-run; that is, regional price differentials would be temporary and would tend to disappear in the long-run. However, this implication is difficult to reconcile with the empirical data. In fact, Regional Price Parities (RPPs), which measure the differences in the price levels of goods and services across U.S. states, estimated by the Bureau of Economic Analysis (2016) 1 show that the real purchasing power is 34 percent greater in Mississippi than in Hawaii, suggesting large price differences across U.S. states. Actually, in 2013 the states with the highest RPPs were Hawaii (with a price level of from 48 U.S. cities. They find that prices of tradable goods converge quickly, while this is not the case for non-traded goods. Yazgan and Yilmazkuday (2011) extend the analysis by Parsley and Wei (1996) by analysing the bilateral price-level convergence of 48 different goods across 52 U.S. cities for a longer period, 1990:Q1-2007 :Q4, and find evidence of convergence at fast rates (their estimated half-lives range from 1.37 for traded goods to 2.75 for non-traded goods). Cecchetti, Mark, and Sonora (2002) analyse price convergence using annual consumer price indices (CPIs) in 19 major U.S. cities for the period 1918-1995 using panel unit root tests (Andrew T. Levin, Chien-Fu Lin, and Chia-Sang J. Chu 2002; Kyung So Im, M. Hashem Pesaran, and Yongcheol Shin 2003) and find that the divergence across U.S. cities is temporary, although persistent, with a half-life of nearly 9 years. The slow rate of convergence obtained in this study has been revisited in the literature, applying different techniques to the same or very similar datasets. For example, Nath and Sarkar (2009) also use CPI data for a panel of 17 U.S. cities between 1918 and 2006 and, after correcting for different sources of bias (time aggregation bias and small-sample bias), obtain estimates of half-life estimates of 7.5 years, which, although smaller than those obtained by Cecchetti, Mark, and Sonora (2002) , also suggest the existence of slow price convergence rates. On the contrary, Carrion-iSilvestre (2009, 2011) also revisit the empirical analysis by Cecchetti, Mark, and Sonora (2002) , analysing price convergence among 17 U.S. cities for the period 1918-2005, and find that, allowing for structural breaks, U.S. city price level differentials are stationary with an estimated half-life of convergence equal to between 1.5 and 2.65 years, much lower than that obtained in Cecchetti, Mark, and Sonora (2002) and Nath and Sarkar (2009) . A similar result is obtained by Hegwood and Nath (2013) , who analyse relative price convergence among a sample of 17 U.S. cities during the period 1918-2010 by means of applying panel unit root tests and allowing for the presence of structural breaks. Their main results suggest that when allowing for a structural break in 1985, the speed of convergence they obtain is faster than when structural breaks are not accounted for. In fact, they obtain an estimated half-life of 3.9 years.
While the previous studies investigate relative price convergence by analysing the time series properties of the city price levels relative to the national price average (they do not deal with the problem of the numeraire city), Chmelarova and Nath (2010) show that the choice of the numeraire or base city is a key factor for explaining the price convergence results and the half-life estimates. For example, when using Atlanta, Chicago or Los Angeles as the numeraire cities, the authors find evidence of price convergence and lower half-life estimates than those in Cecchetti, Mark, and Sonora (2002) .
The slow rates of convergence obtained in some of the previous studies (Cecchetti, Mark, and Sonora 2002; Nath and Sarkar 2009 ) are interpreted by Phillips and Sul (2007) as evidence against convergence towards a unique index. They develop a time varying factor model and analyse convergence in the cost of living indices among 19 U.S. cities using annual data from 1918 to 2001, and they obtain evidence against convergence towards a unique index. On the contrary, they find evidence of three different convergence subgroups. The same methodology is used by Kim and Rous (2012) , who study house price convergence in 48 U.S. states and 119 metropolitan areas using quarterly data from 1975:Q1 to 2009:Q2, and find that there is little evidence of overall convergence and strong evidence of multiple convergence clubs. The non-trading characteristics of the housing markets is one of the factors explaining the low evidence of convergence found when analysing house price convergence.
Econometric Methodology
In this section we outline the methodology proposed by Phillips and Sul (2007) (henceforth PS) to test for convergence in a panel of countries/states/regions and to identify convergence clubs. PS propose a new econometric approach for testing the convergence hypothesis and for identifying convergence clubs. Their method uses a nonlinear time-varying factor model and provides the framework for modelling transitional dynamics as well as long-run behaviour. Furthermore, their statistical methodology can test for convergence in economic variables other than output.
Let y it denote a time series index i at time t. The new methodology adopts the following simple time-varying common-factor representation for y it of country i:
where  t is a single common component and  it is a time-varying idiosyncratic element that captures the deviation of state i from the common path defined by  t . Within this framework, all N states will converge to the steady state at some point in the future, if
lim for all i = 1, 2, ..., N, irrespective of whether states are near the steady state or in transition. This is important given that the paths to the steady state (or states) can differ significantly across U.S. states.
The goal of PS is to test whether economic variables y it , i = 1, 2, ..., N, tend to converge to a single steady state as t. To this end they adopt a factor representation y it =  it  t (Equation 1) for each economic variable in the sample. The factor  t is assumed to be common among individuals (economies), while the transition dynamics are captured by the idiosyncratic components  it , which are allowed to vary across time and cross section. Convergence is a dynamic process. Since  it traces the transition paths, convergence can be tested by examining the temporal relative evolution of  it . PS do not assume any parametric form for  t ; they simply factor it out and concentrate on  it .
Since we cannot directly estimate  it from Equation (1), due to over-parameterization, i.e. the number of parameters is greater than the number of observations, PS assume a semiparametric form for  it , which enables them to construct a formal test for convergence. In particular, they eliminate the common component  t through rescaling by the panel average:
The relative measure h it captures the transition path with respect to the panel average. Defining a formal econometric test of convergence as well as an algorithm
for defining club convergence requires the following assumption for the semiparametric form for the time-varying coefficients  it :
and it
 is weakly dependent over t, but is iid(0,1) over i. The function L(t) (in this paper we set L(t) = log t) varies slowly, increasing and diverging at infinity. Under this particular form for  it , the null hypothesis of convergence for all takes the form H 0 : , where h it is defined in Equation (2) and ˆ is the least squares estimate of α. Under the null hypothesis of convergence, the dependent variable diverges whether α > 0 or α = 0. In this case, we can test the convergence hypothesis by a t-test of the inequality α  0. The t-test statistic follows the standard normal distribution asymptotically and is constructed using a heteroskedasticity and autocorrelation consistent standard error. PS call the one-sided t-test, which is based on b tˆ, the log t test due to the presence of the log t regressor in Equation (4). The null hypothesis of convergence is rejected at the 5% level if the log t test is less than -1.65.
The empirical convergence literature also deals with the possible existence of multiple equilibriums. In this case, rejection of the null hypothesis, that all states in the sample converge, does not imply the absence of convergence clubs in the panel. In this study we implement the club convergence and clustering procedure proposed by PS, which can be summarised as follows: (1) order the N countries with respect to the lastperiod value of the time series; (2) form all possible core (club) groups C k by selecting the first k highest states, with k = 2, 3, ..., N, then test for convergence using the log t k test within each subgroup of size k; finally, define the core club C* of size k* as the club for which the maximum computed log t k* statistic occurs, given that the log t k statistic supports the convergence hypothesis; (3) from the remaining N-k* states, add one state at a time to the core club C*, and test for convergence through the log t test. If the test strongly supports the convergence hypothesis (log t  0), then add the state to the group C*. Find all countries that, according to the log t test, converge to the same steady state as the core group C*; these states, together with the states of the core group C*, form the first convergence club in the panel; (4) then, for the remaining states (if any), repeat the procedure described in steps 1-3 to determine the next convergence club, if one exists. Finally, terminate the procedure when the remaining economies fail to converge. However, since the sieve criterion (log t  0) set in step 3 is highly conservative, the club convergence and clustering procedure tends to find more clubs than the true number. In order to avoid such overestimation, PS suggest running logt test regressions across the subgroups to provide support for merging clubs into larger clubs.
Data and Empirical Results

Data
We collected annual observations of a cost of living index (COL index) for the 50 U.S. . As explained in Berry, Fording, and Hanson (2000) , the COL index uses the family budgets corresponding to an intermediate standard of living, calculated by the Bureau of Labor Statistics (BLS), which are comparable across space and time. The family budgets tally the costs of food, housing, transportation, clothing, personal items, medical care, and taxes for an urban family of four (see BLS 1976). The authors have assessed the quality and reliability of the state COL index, and conclude that there is strong evidence for the validity of this index. Table 1 reports the basic statistics of state price levels for each of the 50 U.S. states. The highest average price levels correspond to Connecticut, Hawaii and Massachusetts, while the lowest average prices are those of Montana, West Virginia and Arkansas. This data shows that, on average, real purchasing power in Montana has been 41 percent greater than in Connecticut. Furthermore, the highest price level was observed in Hawaii, and the lowest price level was observed in Montana. 
Empirical Results
It is well known that using consumer price indices (CPI) for testing convergence may lead to misleading evidence of convergence due to the base year problem in CPI time series. To solve this problem, we followed the suggestion of Phillips and Sul (2007) : for each one of the time series we took the first observation in our sample as the base year and discarded the first 20% of the observations. Notes: *, **, *** denote the rejection of the null hypothesis of convergence at the 10%, 5% and 1% significance levels, respectively.
Source: Authors' calculations.
The remaining rows of Panel A show the results obtained from a direct application of the clustering algorithm described above. The algorithm classifies the U.S. states into 11 subgroups (clubs), with Alabama, Georgia, Mississippi, North Carolina, South Carolina and Tennessee in the first; Arkansas, California and Texas in the second; Louisiana and Virginia in the third; Florida, Washington and West Virginia in the fourth; Arizona, Colorado, Maryland, New Mexico, Oklahoma, Oregon and Utah in the fifth; Idaho, Massachusetts, Michigan and Pennsylvania in the sixth; Hawaii, Illinois, Indiana, Iowa, Kansas, Minnesota, Missouri, New York, Ohio and Wisconsin in the seventh; Maine, Montana, Nebraska, New Jersey, North Dakota and South Dakota in the eighth; New Hampshire and Rhode Island in the ninth; Connecticut, Delaware, Vermont and Wyoming in the tenth; and finally, Alaska and Nevada in the eleventh. According to the PS algorithm, Kentucky is the only state that fails to converge to any of the existing steady states.
Panel B reports the results of the test conducted to determine whether any of the original subgroups reported in Panel A can be merged to form larger convergence clubs. These results clearly suggest that no merging can take place. Since no further merging seems possible, we accept the result from the PS clustering procedure reported in Panel A of Table 2 .
Convergence among Housing Prices
In order to better understand the lack of price convergence across U.S. states, this subsection analyses housing prices, which are considered to be one of the most significant determinants of geographical differences in the cost of living. For this purpose, we used seasonally adjusted quarterly data for the period 1975:Q1 to 2016:Q3, and applied the same methodology used in the previous section. The data we used, obtained from the Federal Housing Finance Agency (FHFA 2016) 3 , is the All Transactions Index, which adds prices from appraisal data to sales transactions from mortgage data.
At this stage it is important to explain why we could expect convergence in house prices across the U.S. states, even when housing is a non-tradable good. Two houses in two different locations are believed to be sold within the same market if house prices in one location impose a competitive constraint on house prices in the other location (Massimo Motta 2004; Dennis W. Carlton and Jeffrey M. Perloff 2005). In the long-run, given this competitive constraint, it is unreasonable to expect that house prices in different states will diverge indefinitely. However, if the prices do tend to diverge, we can conclude that the different housing markets operate as mutually independent local markets and that their prices should diverge. In light of this discussion, two questions arise. First, do the heterogeneity and spatial fixity of houses -implying non-tradability -not undermine the basis of arbitrage among the different geographical regions, leading to separate housing markets? The answer to this is that, even though houses are heterogeneous, they all provide an unobservable and non-tradable commodity called a "housing service"; therefore one can ignore the physical PANOECONOMICUS, 2019, Vol. 66, Issue 2, pp. 187-201 heterogeneity (Lawrence B. Smith, Kenneth T. Rosen, and George Fallis 1988) . Given that houses are non-tradable, a second question that arises is: why would one expect prices of such non-tradable services to converge across geographical areas? As Philippe Burger and Lizelle Janse Van Rensurg (2008) indicate, the housing market is comprised of institutional and wealthy individual investors who often have investments in more than one property, which are utilised to earn rental income and capital appreciation. Understandably, this is an attempt to reduce risk or to balance risk and return. Given this, if property prices in one area diverge too far from those in another location, an arbitrage opportunity will arise (William Nelson Goetzmann 1993; Joaquim J. Montezuma 2004) . Table 3 reports the results of applying the PS convergence and clustering procedure. As in the previous table, the first row of Panel A reports the result of testing the hypothesis that all prices converge to a single steady state, and suggests that the convergence hypothesis is rejected at any reasonably level of significance. Notes: *, ** and *** denote the rejection of the null hypothesis of convergence at the 10%, 5% and 1% significance levels, respectively.
Concluding Remarks
The main objective of the paper is to examine the price convergence patterns across 50 U.S. states over the period 1960-2007 by employing the convergence algorithm developed by Phillips and Sul (2007) . Although the price convergence across U.S. cities has been extensively studied in the literature, price convergence across U.S. states has not been previously analysed to the best of our knowledge, this is the first paper to study global price convergence across the 50 U.S. states. We believe that the use of state-level data for analysing price convergence complements the literature on price convergence across U.S. cities in different ways. First, it may help us understand how representative the sample of U.S. cities that is used extensively in the literature is for testing price convergence, given that this sample of cities does not represent all 50 U.S. states. Second, even for those states in which city prices are available, these prices are not always representative of state-level prices, especially for those states with a higher proportion of rural areas. In this context, the conclusions of this paper will allow us to analyse the degree of market integration across all of the U.S. states. Furthermore, this study will allow us to understand how prices across U.S. states adjust to monetary policy interventions. The main results are the following. First, the empirical results suggest the rejection of full convergence of relative prices across the 50 U.S. states. According to the literature, this result could be explained by different factors, such as distance, transportation costs, the inclusion of nontraded goods in regional price indices (i.e. house prices), the differences in prices between urban and rural states, and the differential speeds of adjustment to small and large shocks (Cecchetti, Mark, and Sonora 2002) . In this context, it would be interesting to distinguish between convergence in tradable and non-tradable good prices, but the lack of state-level price data for tradable goods makes it difficult to distinguish between convergence processes.
Second, among the 50 U.S. states, 11 subgroups or convergence clubs emerge. Taking a closer look at the states in each of these groups, some results are worth mentioning. For example, and as far as the first convergence group is concerned (Alabama, Georgia, Mississippi, North Carolina, South Carolina and Tennessee), distance seems to be the main factor explaining the convergence in prices among the six states in this group. The same variable, distance, seems to explain the convergence among some of
