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Abstract
In this paper we address the problem of state observation of linear time-varying systems with delayed measurements, which has
attracted the attention of many researchers—see [7] and references therein. We show that, adopting the parameter estimation-
based approach proposed in [3,4], we can provide a very simple solution to the problem with reduced prior knowledge.
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1 Main result
Proposition 1 Consider a linear time-varying (LTV)
system
x˙(t) = A(t)x(t) +B(t)u(t)
y(t) = C(ϕ(t))x(ϕ(t)), (1)
for t ≥ 0 with x(t) ∈ Rn, u(t) ∈ Rm, y(t) ∈ Rq, where
ϕ(t) is a known delay function verifying
t ≥ ϕ(t) ≥ 0.
The generalized parameter estimation-based observer
ξ˙(t) = A(t)ξ(t) +B(t)u(t)
Φ˙(t) = A(t)Φ(t), Φ(0) = In
xˆ(t) = ξ(t)− Φ(t)θˆ(t),
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with the gradient parameter estimator
˙ˆ
θ(t) = ΓΦ⊤(ϕ(t))C⊤(ϕ(t))[C(ϕ(t))ξ(ϕ(t))
− y(t)− C(ϕ(t))Φ(ϕ(t))θˆ(t)], (2)
with Γ > 0, which ensures
lim
t→∞
|xˆ(t)− x(t)| = 0, (exp.)
provided C(t)Φ(t) is persistently exciting (PE) [8], that
is, there exists positive constants T and δ such that
∫ t+T
t
C(s)Φ(s)Φ⊤(s)C⊤(s)ds ≥ δIq, ∀t ≥ 0. (3)
PROOF. Define the error signal e(t) := ξ(t) − x(t),
which satisfies
e˙(t) = A(t)e(t),
hence
e(t) = Φ(t)θ,
with θ := e(0). Consequently,
x(t) = ξ(t)− Φ(t)θ. (4)
The output of the system (1) then satisfies
y(t) = C(ϕ(t)) [ξ(ϕ(t)) − Φ(ϕ(t))θ] .
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From which we get the linear regression equation
C(ϕ(t))ξ(ϕ(t)) − y(t) = C(ϕ(t))Φ(ϕ(t))θ,
that, replacing in (2), yields the parameter error equa-
tion
˙˜
θ(t) = −ΓΦ⊤(ϕ(t))C⊤(ϕ(t))C(ϕ(t))Φ(ϕ(t))θ˜(t),
with θ˜(t) := θˆ(t)− θ.
Invoking standard adaptive control arguments [8, The-
orem 2.5.1] we conclude that, the PE assumption (3)
ensures
lim
t→∞
|θ˜(t)| = 0, (exp.)
The proof is completed noting that
xˆ(t)− x(t) = −Φ(t)θ˜(t).
Remark 1 Another, more complex, solution to this
problem that requires the knowledge of ϕ˙(t) is reported
in [7] under the classical assumption of existence of an
exponentially stable Luenberger observer for the LTV
system (1) with ϕ(t) = t, i.e. [7, Assumption 2]. That
estimator requires a more sophisticated implementation
since it is based on a PDE representation of the delay,
with an observer designed for the coupled LTV-PDE
system. As is well known [6] the PE assumption made
here is equivalent to uniform complete observability of
the pair (C(t), A(t)) and this, in its turn, is a sufficient
condition for the verification of [7, Assumption 2].
Remark 2 The PE assumption made here can be re-
laxed by the significantly weaker condition of interval
excitation [2] using the finite convergence time version
of the dynamic regressor extension and mixing (DREM)
estimator proposed in [5], with the additional advantage
of ensuring convergence in finite time. Adding fractional
powers in the estimator, as done in [9,10], it is also possi-
ble to achieve convergence in fixed time. The details are
omitted for brevity.
Remark 3 Notice that if the state transition matrix
converges to zero, e.g., for a constant, Hurwitz matrix
A, the estimation error converges to zero independently
of the excitation conditions. In this case, the observer
behaves like an open-loop emulator.
Remark 4 Following [7] assume that the function ϕ(t)
admits a (piece-wise) continuous time derivative, then
the PE condition can be rewritten as follows: there exist
T > 0 and δ > 0 such that∫ ϕ(t+T )
ϕ(t)
ϕ˙−1(s)Φ⊤(s)C⊤(s)C(s)Φ(s)ds ≥ δIn, ∀t ≥ 0,
which is equivalent to the previous formulation if ϕ˙(t) >
0 for all t ≥ 0, and also provides an additional degree
of freedom if ϕ˙(t) = 0 is allowed for some instants or
intervals of time.
2 Simulation Results
Consider the LTV system (1) withm = q = 1, n = 2 and
A =
[
0 1
− sin2(t) 0
]
, B =
[
0
1
]
, C =
[
1
0
]
For the estimation of θ we use the DREM approach [1]
with Γ = γI2. We consider three cases:
C1 ϕ(t) = t (Fig. 1 and Fig. 2);
C2 ϕ(t) = ϕ(t− τ), τ = 1 (Fig. 3 and Fig. 4);
C3 ϕ(t) = ϕ(t−τ), τ = 1+0.9 sin(t) (Fig. 5 and Fig. 6);
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Fig. 1. Error transients x1(t)− xˆ1(t) for diffrerent γ and case
C1
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Fig. 2. Error transients x2(t)− xˆ2(t) for diffrerent γ and case
C1
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