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     В связи с бурным развитием возможностей вычислительной техники и 
повсеместным использованием сетей передачи данных задачи обработки 
информации приобретают особую роль. Изначально задача сжатия информации 
предполагала необходимость полного и однозначного восстановления данных. 
С развитием и распространением цифровых средств мультимедиа 
(изображения, видео, аудио и т.д.) задачи сжатия стали еще более актуальными. 
Сжатие изображений с потерями качества - это отдельная группа алгоритмов и 
программ. Такие алгоритмы позволяют сжимать статические кадры в десятки 
раз, а видеофильмы в сто раз и более, используя тот факт, что различные детали 
изображений имеют разную важность для человеческого зрения, а, 
следовательно, наименее важные детали можно опустить, повысив за счет этого 
степень сжатия. Существует множество алгоритмов, одним из которых является 
алгоритм Ллойда, имеющий свои существенные недостатки. В  поставленной 
задаче предлагается метод с учетом теории экстремальных задач и алгоритм, 
отличный от алгоритма Ллойда. Для гладких функционалов можно 
использовать быстрые алгоритмы поиска экстремума[1]. 
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Система (1) имеет 2n-1 уравнений и 2n-1 неизвестных  
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В алгоритмах сжатия требуется приблизить функцию плотности 
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2
2
1
)( xexf 

 ступенчатыми функциями, таким 
образом, чтобы ошибка этого приближения была минимально возможной. В 
системе уравнений(1)  интегралы определялись численно с 12 –м порядком 
погрешности с учетом алгоритма[2]. Для решения этой задачи, обычно,  
применяется алгоритм Ллойда, а результат сходимости существенно зависит от 
начальных данных. Поэтому он не дает гарантии минимальности ошибки на 
множестве всех n-ступенчатых функций на отрезке [a,b]. Условия 
],[0)(,],[2 baxxfbaCf     гарантируют существование и единственность 
решения системы (1) для произвольного натурального n, а также наличие 
локального минимума для решения системы (1). Учитывая быстрое 
(экспоненциальное) убывание плотности нормального распределения к 0 в 
качестве правого края отрезка брались значения 3,4,5, левый край отрезка 
брался равным нулю. Авторами был разработан алгоритм решения системы(1),в 
предположении, что последняя ступенька равна нулю (то есть n ненулевых 
ступенек и одна – последняя равна нулю, всего  n+1  ступенька). Для 
реализации этого алгоритма написано консольное приложение, результат 
работы которого прилагается ниже для различных n(количество ненулевых 
ступенек).  
 
Рис.1. n=1 
n=2: (для n=2 происходит уменьшение ошибки наилучшего приближения почти 
в 3 раза по сравнению с n=2). 
 
Рис 2. n=2. 
 
Рис 3. n=3. 
 Рис 4. n=4. 
 
Рис 5. n=5. 
 
 Рис 6. n=10. 
Из приведенных вычислений хорошо видно, что ошибка наилучшего 
приближения монотонно убывает с ростом числа (ненулевых) ступенек от 
)2(1055,1 2   n до )10(103,3 4   n .  
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