Transient phase dynamics, synchronization, and desynchronization which are stimulus-locked ͑i.e., tightly time-locked to a repetitively administered stimulus͒ are studied in two coupled phase oscillators in the presence of noise. The presented method makes it possible to detect such processes in numerical and experimental signals. The time resolution is enormous, since it is only restricted by the sampling rate. Stochastic stimulus locking of the phases or the n:m phase difference at a particular time t relative to stimulus onset is defined by the presence of one or more prominent peaks in the cross-trial distribution of the phases or the n:m phase difference at time t relative to stimulus onset in an ensemble of poststimulus responses. The oscillators' coupling may cause a transient cross-trial response clustering of the poststimulus responses. In particular, the mechanism by which intrinsic noise induces symmetric antiphase cross-trial response clustering in coupled detuned oscillators is a stochastic resonance. Unlike the presented approach, both cross-trial averaging ͑where an ensemble of poststimulus responses is simply averaged͒ and cross-trial cross correlation ͑CTCC͒ lead to severe misinterpretations: Triggered averaging cannot distinguish a cross-trial response clustering or decorrelation from a mean amplitude decrease of the single responses. CTCC not only depends on the oscillators' phase difference but also on their phases and, thus, inevitably displays ''artificial'' oscillations that are not related to synchronization or desynchronization. 
I. INTRODUCTION
Synchronization is of great importance in physics, 1 chemistry, 2 biology, 3 neuroscience, 4 and medicine. 5, 6 A large number of studies addressed stochastic phase synchronization of periodic oscillators 2,1 and chaotic oscillators 7, 8 in physics 1, 9 and biology. 10, 11 The majority of these studies focused on stationary dynamics evolving on a long time scale, i.e., for time t→ϱ. Stochastic phase synchronization was defined as appearance of one or more prominent peaks in the distribution of the phase difference during a sufficiently long observation.
issue in various fields of the natural sciences. For example, transient short-term brain responses evoked by sensory stimuli play a key role in the study of cerebral information processing and diagnosis. 6 Up to now, a stimulus-locked response of a neuronal population is typically analyzed with a cross-trial averaging ͑CTA͒, where an ensemble of poststimulus responses is averaged across trials. 13, 14 To study the oscillators' interaction, cross-trial averaged responses of two neuronal oscillators are phenomenologically analyzed, e.g., by comparing changes of peak latencies or amplitudes under varying conditions. In addition to CTA, a cross-trial crosscorrelation ͑CTCC͒, i.e., a cross-correlation calculated across all trials at each time t relative to stimulus onset, may be used to detect linear correlations in an ensemble of pairs of responses.
Based on a stochastic phase resetting approach, 5 I present a method for the analysis of stimulus-locked transient phase dynamics, synchronization and desynchronization of two oscillators subject to noise. Stochastic stimulus locking of the phase dynamics and stochastic stimuluslocked n:m phase synchronization is characterized by the presence of one or more prominent peaks in the cross-trial distribution of the phases and of the n:m phase difference at each time t relative to stimulus onset in an ensemble of responses. The time resolution of this method is only restricted by the sampling rate. In contrast, both CTA ͑Refs. 13, 14͒ and CTCC lead to misinterpretations or even artifacts. A part of the results of this study was already presented in a rapid communication. 15 
II. STOCHASTIC MODEL
We consider two phase oscillators with phases 1 , 2 and constant amplitudes, given by j ϭ j ϪK sin͑ j Ϫ k ͒ϩX͑ t ͒ S j ͑ j ͒ϩF j ͑ t ͒, ͑1͒
where j,kϭ1,2 and j k. The eigenfrequencies read 1,2 ϭϮ/2 with detuning . The stimuli are modelled by 2-periodic, time independent functions S j ( j )ϭS j ( j ϩ2), since in biology the effect of a stimulus is typically phase dependent. 3 Both stimuli are delivered simultaneously. Switching on and off the stimuli is modelled by X͑t ͒ϭ ͭ 1: stimulus is on at time t 0: stimulus is off at time t. ͑2͒
The random forces F 1 and F 2 are Gaussian white noise fulfilling ͗F j (t)͘ϭ0 and ͗F j (t)F k ( t)͘ϭD␦ jk ␦(tϪ t) with constant noise amplitude D. Equation ͑1͒ may serve as a minimal model for two electrically stimulated neurons 5 or as a minimal model for two neuronal populations affected by sensory stimuli ͑see below͒. We set the amplitude of both oscillators equal to 1 and define the signal of the jth phase oscillator as x j ͑ t ͒ϭcos j ͑ t ͒. ͑3͒
III. CROSS-TRIAL ANALYSIS BASED ON STOCHASTIC PHASE RESETTING
Normalized phases,
and the normalized cyclic n:m phase difference, n,m ͑ t ͒ϭ n 1 ͑ t ͒Ϫm 2 ͑ t ͒ 2 mod 1 ͑5͒
are introduced. We want to detect whether in an ensemble of responses to the stimulus there are epochs during which the phases 1 , 2 and/or the phase difference n,m display a stereotyped, tightly stimulus-locked time course. For this, we deliver a series of l identical stimuli at random times 1 , 2 ,..., l . The length of the interstimulus intervals is randomized according to
where w is constant and large compared to the time scale of the transient dynamics, and k is uniformly distributed in ͓0,2/⍀͔. To each stimulus we attach an identical time window ͓t a ,t b ͔ (t a Ͻ0, t b Ͼ0, Fig. 1͒ . Each window has a time axis tЈ, so that tЈ͓t a ,t b ͔, where the onset of the stimulus in each window lies in tЈϭ0. The window length t b Ϫt a is smaller than the length of the interstimulus intervals: t b Ϫt a Ͻw.
For the sake of simplicity we drop the prime in tЈ, keeping in mind that from now on t denotes the window's time axis. To study the dynamics of the ensemble of stimuluslocked responses for each time t͓t a ,t b ͔ we introduce the time-dependent cross-trial (CT) distributions of the normalized phases from Eq. ͑4͒ and the cyclic n:m phase difference from Eq. ͑5͒ by
͑7͒
The time course of j and n,m is perfectly stimulus-locked at time t if the corresponding CT distributions from Eq. ͑7͒ are Dirac-type distributions, i.e., j (tϩ i )ϭ j (tϩ k ) and n,m (tϩ i )ϭ n,m (tϩ k ) for all i,kϭ1,...,l. On the other hand, if j and n,m are not at all stimulus-locked at time t, these distributions are uniform. To quantify the extent of stimulus locking of j and n,m for each time t, we introduce the time-dependent stimulus locking indices j () (t) of j with
͑8͒
and the n:m stimulus locking indices n,m () (t) of n,m by n,m
͑9͒
where ͉y͉ denotes the modulus of y, and is an integer. j () (t) and n,m () (t) detect whether j 's or n,m 's CT distribution from Eq. ͑7͒ at time t has peaks that are equally spaced in ͓0,1͔ ͑modulo 1͒ and fulfill 0р j () (t)р1, 0 р n,m () (t)р1 for t͓t a ,t b ͔ and for all integers . 
IV. TRANSIENT RESPONSE CLUSTERING, SYNCHRONIZATION, AND DESYNCHRONIZATION
We here focus on the simplest case with nϭmϭ1. Let us consider the effect of stimuli of first order with equal intensity defined by
͑Figs. 2 and 3͒. We assume that the coupling is strong enough compared to the noise amplitude D, so that without stimulation the two oscillators spontaneously synchronize inphase ͓Figs. 2͑f͒, 2͑g͔͒. The stimulation intensity I is large compared to the coupling strength K and to the noise amplitude D (KӶI, DӶI). The two strong stimuli quickly reset the oscillators: 1 is shifted close to 1 stat Ϸ0.36 ͓Fig. 2͑a͔͒, whereas 2 is forced close to 2 stat ϭ 1 stat ϩ0.5Ϸ0.86 because of the phase shift of in the argument of S 2 ͓Fig. 2͑d͔͒.
The reset of the oscillators' phases is reflected by an increase of the locking index j (1) ͓Fig. 2͑b͔͒. Due to this reset the oscillators undergo a transition from an in-phase synchronization to a particularly strong antiphase synchronization via a transient desynchronization in between ͓Figs. 2͑f͒, 2͑g͔͒. After the stimulation both oscillators relax back to the same in-phase synchronization as before stimulation. During this relaxation they pass through a desynchronization which lasts longer than the desynchronization during stimulation since KӶI. In the course of the desynchronization during and after stimulation the trajectories of 1,1 form two ''branches'' that converge to and diverge from 1,1 ϭ0.5 ͓Fig. 2͑f͔͒. The antiphase position of the two branches coincides with a local maximum of 1,1 (2) ͓Fig. 2͑h͔͒ and a local minimum of 1, 1 (1) ͓Fig. 2͑g͔͒. After the stimulation the trajectories of both 1 
V. COMPARISON WITH CROSS-TRIAL AVERAGING
To perform a cross-trial average of the signal x j from Eq. ͑3͒ of the jth phase oscillator, we use the stimulus onset k as trigger. The cross-trial averaged signal reads
The assumption behind the triggered averaging is that a response x j can be decomposed into a stereotyped evoked response e j occurring with a constant delay after the stimulus, and additive Gaussian noise j , so that
holds. 13, 14 Averaging then improves the signal-to-noise ratio by ͱl, where the number of responses l typically equals 20-300, and x j (t)→e j (t) for l→ϱ.
13,14
The assumption from Eq. ͑12͒ is, of course, not justified for the stochastic model given by Eq. ͑1͒, because the oscillators perform an ongoing oscillation, the stimulation effect depends on the phase of the oscillator, and the model's noise is not simply added to the signal x j , but inherent in the dynamics. Anyhow, the model given by Eq. ͑1͒ has basic features in common with stimulated brain activity: ͑i͒ Ongoing oscillations abound in the brain. 17 ͑ii͒ Evoked responses result from reorganizing part of these ongoing oscillations, in particular, by resetting their phase dynamics. 18, 19 For example, auditory stimuli cause an evoked EEG response mainly by changing the phases ͑but not the amplitudes͒ of the Fourier spectrum of the existing, spontaneous neuronal oscillatory activity. 18 ͑iii͒ Noise is inevitably inherent in neuronal action. 20 Hence, also in neuroscience the averaging assumption is highly questionable. Nevertheless, averaging is widely used for noise-reduction of electroencephalography ͑EEG͒ ͑Refs. 6, 13͒ and magnetoencephalography ͑MEG͒ signals 14, 17 and local field potentials ͑LFP͒.
4
The clustering of 1 and 2 has an important effect on the cross-trial averaged responses x 1 and x 2 . Before the stimulation x 1 and x 2 vanish due to the randomized stimulus administration ͓Figs. 3͑g͒, 3͑i͔͒. The stimuli reset 1 and 2 , and hence x 1 and x 2 approach a constant value. After the stimulation x 1 and x 2 display strongly damped oscillations. This strong damping is due to the clustering in the ensemble of responses of 1 and 2 . Averaging the signals belonging to the right and to the left peak of the distribution of j ͓Figs. 3͑a͒, 3͑d͔͒ separately, yields the slowly relaxing averaged signals x j a and x j b ͓Figs. 3͑h͒, 3͑j͔͒. x j ϭ(x j a ϩx j b )/2 vanishes rapidly since within only two cycles after the stimulation the phase relationship between x j a and x j b turns from in-phase into antiphase. From Figs. 3͑a͒-3͑f͒ we read off that x j a mainly belongs to 1,1 's upper branch, whereas x j b mainly belongs to 1,1 's lower branch. While x j a and x j b establish an antiphase relation, both pairs x 1 a and x 2 a as well as x 1 b and x 2 b get in-phase ͓Figs. 3͑h͒, 3͑j͔͒. To illustrate the impact of the type of reset on x j , we replace the second stimulus by S 2 ( 2 )ϭI cos( 2 ϩ␥) with constant ␥, while all other parameters are as in Fig. 2 . In a series of simulations we vary ␥ within ͓0,2͔, to cover the whole spectrum between in-phase resetting (␥ϭ0 or 2͒ and antiphase resetting (␥ϭ). Only in a narrow phase range around ␥ϭ the averaged responses x j vanish rapidly ͓Figs. 4͑a͒, 4͑d͔͒ due to the transient desynchronization ͓Fig. 4͑e͔͒ and the following clustering of j 's responses ͓Figs. 4͑b͒, 4͑c͔͒. In contrast, if no antiphase reset is achieved, i.e., if ␥ is not close to , the stimuli mainly strengthen the in-phase synchronization temporarily ͓Fig. 4͑e͔͒. In this case no desynchronization ͓Fig. 4͑e͔͒ and no clustering ͓Figs. 4͑b͒, 4͑c͔͒ occur, so that x j vanishes slowly ͓Figs. 4͑a͒, 4͑d͔͒.
Let us interpret the dynamics of x j in the spirit of the evoked response literature. 6, 13, 14 Before stimulation the oscillators are not active, the stimulus activates them, and their activity ͑i.e., amplitude of x j ) fades away quickly ͑for ␥ close to ͒ or slowly ͑else͒ ͓Figs. 4͑a͒, 4͑d͔͒. However, according to Eq. ͑1͒ the oscillators are permanently active with constant amplitude, irrespective of ␥. For ␥ close to the averaged responses x j rapidly relax to zero due to the poststimulus response decorrelation ͓Figs. 3͑h͒, 3͑j͔͒. Cross-trial averaging 13, 14 cannot distinguish between a mean amplitude decrease of the single responses and a response decorrelation. In contrast, this is possible with the stochastic phase resetting analysis presented here. 
averaged signals x 1 in ͑g͒ and x 2 in ͑i͒ according to Eq. ͑11͒. ͑h͒ Averaging those x 1 ( k ϩt) that belong to the left and right peak of the distribution in ͑a͒ separately, yields the averaged signals x 1 a ͑thick line͒ and x 1 b ͑thin line͒, respectively. ͑j͒ Analogously, x 2 a ͑thick line͒ and x 2 b ͑thin line͒ belong to the left and right peak of the distribution in ͑d͒. Note that after the stimulation the phase relationship of x j a and x j b changes from in-phase to antiphase, so that x j ϭ(x j a ϩx j b )/2 vanishes rapidly, whereas both x j a and x j b relax slowly. Dashed line in ͑g͒-͑j͒ at time t 1 Ϸ1.25. ͑k͒ C 12 ͑thick line͒ and S 12 ͑thin line͒ display ''artificial'' oscillations with twice the oscillators' frequency ͓cf. ͑h͒, ͑j͔͒. Format in ͑g͒-͑k͒ as in Fig. 2 . CTCC and CTSCC, i.e., C 12 from Eq. ͑13͒ and S 12 from Eq. ͑14͒ produce severe artifacts. To demonstrate the origin of CTCC's and CTSCC's ''artificial'' oscillations we study noise-free, idealized responses which are defined by Eqs. ͑15͒ and ͑16͒ ͓but not generated by the model from Eq. 
VI. COMPARISON WITH CROSS-TRIAL CROSS-CORRELATION
To detect linear correlations between the two oscillators across trials we apply the cross-correlation 21 across trials to either the signals or the signals' signs.
is the cross-trial cross-correlation (CTCC) between x 1 and x 2 at time t, which ͑to avoid a singularity͒ by definition is setϭ0 if all responses of x 1 or x 2 vanish at time t. To avoid singular behavior, alternatively, we may also use the crosstrial sign cross-correlation (CTSCC),
which corresponds to the CTCC of the signals' signs, where sign(a)ϭϪ1, 0 or 1 if aϽ0,ϭ0 or Ͼ0. Both C 12 and S 12 are normalized: Ϫ1рC 12 (t)р1 and Ϫ1рS 12 (t)р1 hold for all t. C 12 (t)ϭ1 or Ϫ1 if x 1 (t ϩ k )ϭcx 2 (tϩ k ) with constant cϾ0 or Ͻ0 for all k ϭ1,...,l. Analogously, S 12 (t)ϭ1 or Ϫ1 if x 1 (tϩ k ) and x 2 (tϩ k ) have either the same sign for all kϭ1,...,l or different sign for all kϭ1,...,l. S 12 (t)ϭ0 if at least one of the responses vanishes at time t for all kϭ1,...,l ͓Figs. 3͑l͒-3͑n͔͒.
Although different by definition, CTCC and CTSCC are very similar and do not only depend on the phase difference n,m , but inevitably also on the oscillators' absolute phases j . This is illustrated in Figs. 3͑l͒-3͑n͒ by means of noisefree, idealized responses. The latter are not generated by the model given by Eq. ͑1͒, but simply defined in order to reveal crucial features of CTCC and CTSCC. Imagine an ensemble of responses of both oscillators defined by
for kϭ1,...,l, where ⌬ is the mean phase difference between the responses of the two oscillators, and ͕ j,k ͖ kϭ1 l is constant and normally distributed with variance 1 for j ϭ1,2. By varying we modify the variance of the normal distributions of the responses. Note, the phase difference 1,1 (tϩ k ) of all responses kϭ1,...,l is invariant with respect to variations of time t. This is the very feature motivating the definition of the synthetic responses from Eqs. ͑15͒ and ͑16͒. CTCC and CTSCC of these synthetic stimulus-locked responses ''artificially'' oscillate with increasing time t, i.e., with increasing phases j although the phase difference n,m remains constant. These oscillations occur for all values of the phase difference ⌬ ͓Fig. 3͑l͒-3͑n͔͒.
Correspondingly, CTCC's and CTSCC's ''artificial'' oscillations are also observed when CTCC and CTSCC are applied to the simulated data belonging to the model from Eq. ͑1͒. In the simulation of Fig. 2 , prior to stimulation the oscillators are synchronized with phases that are not stimulus-locked due to the randomized stimulation according to Eq. ͑6͒. The values of C 12 and S 12 are nearly constantly close to 1 ͓Fig. 3͑k͔͒, and correspond to those from Figs. 3͑l͒, 3͑m͒ averaged over one period. The stimulus causes an antiphase reset, so that C 12 and S 12 come close to Ϫ1. While the stimulus-locked poststimulus responses resynchronize, C 12 and S 12 oscillate with twice the oscillators' eigenfrequency ͓as in Fig. 3͑l͒-3͑n͔͒ . The CTCC is set close to Ϫ1 only by an antiphase reset ͑i.e., for ␥ close to ͒, whereas it remains close to 1 else ͓Fig. 4͑f͔͒. However, independently of the type of reset ͑i.e., for all ␥) the stimulus-locked responses are connected with oscillations of the CTCC that do not reflect synchronization/desynchronization processes. CTSCC displays ''artifical'' oscillations that are very similar to those of CTCC shown in Fig. 4͑f͒ . Hence, CTCC as well as CTSCC are no appropriate measures for stimulus-locked synchronization and desynchronization.
VII. SHAPING STIMULUS-LOCKED RESPONSES
To further demonstrate the important effect of the oscillators' coupling on their cross-trial averaged responses x j we again turn to an antiphase reset of both oscillators, with stimuli as defined by Eq. ͑10͒: S 1 ( 1 )ϭI cos ( 1 ) and   FIG. 4 . In a series of simulations ␥Јϭ␥/(2) is varied within ͓0,1͔, where S 2 ( 2 )ϭI cos( 2 ϩ␥), and all other parameters as in Fig. 2 . Time course of x 1 from Eq. ͑11͒ in ͑a͒, 1 (1) from Eq. ͑8͒ in ͑b͒, 1 (2) in ͑c͒, x 2 in ͑d͒, 1,1 (1) from Eq. ͑9͒ in ͑e͒, and C 12 from Eq. ͑13͒ in ͑f͒ ͑0 is black and maximal values are white͒. 2 ( j) nearly coincide with 1 ( j) . The transient antiphase response clustering, characterized by a reincreasing j (2) and vanishing j (1) ͓Figs. 2͑b͒, 2͑c͒, 2͑e͔͒, only occurs for ␥ close to . Stimulation starts at tϭ0; the end of the stimulation is indicated by the vertical line. S 2 ( 2 )ϭI cos( 2 ϩ). We now vary the coupling strength K from Eq. ͑1͒ ͑Fig. 5͒. For vanishing coupling the amplitude of x j slowly relaxes, and x j runs through several cycles. Put otherwise, for Kϭ0 both oscillators exhibit a pronounced oscillatory cross-trial averaged response. Sufficiently strong coupling KϾ0, however, causes a strong transient antiphase response clustering with reincreasing j (2) and vanishing j (1) . This is related to strongly damped oscillatory crosstrial averaged responses x j . For strong enough coupling K the antiphase response clustering occurs so rapidly, that the cross-trial averaged response x j from Eq. ͑11͒ even vanishes.
With increasing coupling strength the transient poststimulus sequence, i.e., desynchronization after stimulation with following resynchronization, combined with the characteristic changes of the indices j (k) and n,m (k) ͑cf. Fig. 2͒ occurs on a shorter time scale. The time the oscillators need to undergo this sequence decreases with increasing coupling strength K.
Once more we interpret the dynamics of x j in a way that is typical for evoked response studies. 6, 13, 14 With increasing coupling strength K duration and amplitude of the response x j decrease and finally vanish. Equating the amplitude of the response x j with the stimulus-locked ''activity'' of the jth oscillator, we end up with the following interpretation: For sufficiently strong coupling strength K the oscillators no longer become active after having been stimulated. We know, however, that both oscillators are permanently active with constant amplitude 1 ͑cf. 3͒. It is the transient antiphase clustering which mimics a weak or even vanishing amplitude of the cross-trial averaged response. Obvioulsy, treating the amplitude of the response x j as equivalent to a stimuluslocked ''activity'' of the jth oscillator leads to severe misinterpretations. Nevertheless, this way of interpretation is still standard. 6, 13, 14 
VIII. THE ROLE OF NOISE

A. Motion in a double-well potential
To study the impact of noise on the poststimulus transients we consider the dynamics of the phase difference 1,1 that emerges after stimulus administration. According to Eq. ͑2͒ we set Xϭ0. With 1,1 from Eq. ͑5͒ and model equation ͑1͒ we immediately obtain
͑17͒
The random forces are given by F(t)ϭF 1 (t)ϪF 2 (t), which is Gaussian white noise obeying ͗F(t)͘ϭ0 and ͗F(t)F( t)͘ ϭ2D␦(tϪ t) with constant noise amplitude 2D. G( 1,1 ) is a shortform for the deterministic terms of the right-hand side of Eq. ͑17͒. Studying the poststimulus dynamics of 1,1 means considering an initial condition problem of Eq. ͑17͒:
The stimulus puts 1,1 on a particular value, which is 1,1 's initial value of the poststimulus period. Starting at that initial value, 1,1 relaxes towards a stable state. First, we consider the behavior occuring without noise, i.e., for Dϭ0. In this case the dynamics is governed by a potential 5 . In a series of simulations the coupling strength K is varied within ͓0,15͔, where the antiphase resetting stimuli are given by S 1 ( 1 ) ϭI cos( 1 ) and S 2 ( 2 )ϭI cos( 2 ϩ). All other parameters are as in Fig. 2 . Time course of x 1 from Eq. ͑11͒ in ͑a͒, 1 (1) from Eq. ͑8͒ in ͑b͒, 1 (2) in ͑c͒, x 2 in ͑d͒, 2 (1) in ͑e͒, 2 (2) in ͑f͒, 1,1 (1) from Eq. ͑9͒ in ͑g͒, and 1,1 (2) in ͑h͒ ͑0 is black and maximal values are white͒. A pronounced transient antiphase response clustering, with reincreasing j (2) and vanishing j (1) , occurs for sufficiently strong coupling KϾ0 and is connected with strongly damped oscillatory cross-trial averaged responses x j , which even vanish for large K. Stimulation starts at tϭ0; the end of the stimulation is indicated by the vertical line.
of V. Depending on whether 1,1 is greater or less than 1,1 max , the particle relaxes into the right or left minimum, respectively. Hence, by placing 1,1 to the right or to the left of 1,1 max , the stimulus completely determines whether 1,1 moves to the right or to the left minimum.
The situation is qualitatively different when noise is added, i.e., for DϾ0. Instead of predicting the trajectory of the particle, the dynamics can now only be described in a probabilistic sense. For instance, by means of a FokkerPlanck equation we can determine the time course of the probability density p ( 1,1 ,t The impact of noise during stimulation: In the absence of noise, the same stimulus applied to the oscillators in the same dynamical state always moves the particle to the same place in the potential V. In contrast, in the presence of noise the motion of the particle is perturbed by random forces, so that the outcome of the stimulus can no longer be predicted precisely, but only in terms of a probability. In other words, applying the same stimulus to the same dynamical state several times, leads to a noise-induced scattering of the position of the particle at the end of the stimulation.
The impact of noise after stimulation: The overdampled motion of the particle is perturbed by random forces and behaves in a way which has been studied in detail in the context of diffusion in a double-well potential ͑see Chap. 9 in Ref. 22͒. The dynamics for t→ϱ is no longer totally determined by the initial state, which means that the division into three different scenarios ͑i.e., staying at the unstable maximum or moving into the right or left minimum͒ is no longer valid. For sufficiently large noise amplitude the particle may end up in the right well although it started left from 1,1 max and vice versa.
B. Detection of symmetric cross-trial antiphase response clustering
In Sec. IV we have seen, that the poststimulus cross-trial branching of the phase difference 1,1 is tightly related to a cross-trial antiphase clustering of the phase j of each oscillator. The poststimulus cross-trial clustering of j shown in Figs. 2 and 3 is symmetrical, which means that the number of responses in both clusters are approximately the same. Accordingly, x j a and x j b , i.e., the averaged responses belonging to each of the two clusters, have approx. the same amplitude, so that x j ϭ(x j a ϩx j b )/2 vanishes as soon as the antiphase relationship between x j a and x j b is established ͓see Figs. 3͑h͒, 3͑j͔͒ .
To study the impact of noise on the averaged reponses x 1 and x 2 , it is necessary to investigate under which conditions a symmetric antiphase poststimulus response clustering occurs. With this aim in view we introduce the time-dependent antiphase clustering index of the jth oscillator by setting
Ϫ1р␣ j (t)р1 is fulfilled for all times t. ␣ j (t) specifically detects symmetric cross-trial antiphase response clustering which is stimulus locked in time. To illustrate this, let us define the time-dependent configuration of a cross-trial 2-cluster state. We assume that an ensemble of l responses of the jth oscillator at time t relative to the stimulus onset splits into two groups, which consist of l 1 (t) and l 2 (t) responses, respectively. Within each group the phase difference between the different repsonses at time t is small, whereas the mean phase difference between the two groups at time t is large, e.g., close to . The configuration of the cross-trial 2-cluster state at time t will be denoted by ͓l 1 (t),l 2 (t)͔. The definition of the configuration of a cross-trial 2-cluster state corresponds to the definition of the configuration of a 2-cluster state in a population of coupled oscillators. 23 To illustrate the configuration of a cross-trial 2-cluster state let us consider an ensemble of simple synthetic responses of the jth oscillator defined by
where ͕ k ͖ kϭ1 l is constant in time and normally distributed with unit variance. The variance of the distribution of the responses is modified by varying . For vanishing the responses belonging to each cluster are identical, respectively, and the only difference between the two clusters is their antiphase relationship. In the simple example given by Eqs. ͑21͒ and ͑22͒ the configuration ͓l 1 (t),l 2 (t)͔ is not timedependent. Note, the responses given by Eqs. ͑21͒ and ͑22͒ are not obtained by integrating model equation ͑1͒ numerically. Rather, for the sake of illustration these responses are simply defined by Eqs. ͑21͒ and ͑22͒ and, of course, they are artificial, but they serve their purpose. Figure 7 visualizes the two main factors that determine the value of the antiphase clustering index: ␣ j (t) is the larger ͑i͒ the more symmetrical the cross-trial 2-cluster state and ͑ii͒ the smaller the variance within the two clusters. In other words, ␣ j (t) specifically detects distinct symmetric cross-trial 2-cluster states of the responses of a single oscillator at time t relative to stimulus onset. Figures 8 and 9 show the dynamics caused by the same stimuli S 1 ( 1 )ϭI cos 1 and S 2 ( 2 )ϭI cos( 2 ϩ) as in Fig.  2 , which are applied to the two oscillators modeled by Eq. ͑1͒, where the noise amplitude D now vanishes. We consider the noise-free case with and without frequency detuning , where the eigenfrequencies are given by 1,2 ϭϮ/2. D ϭϭ0 in Fig. 8 , whereas Dϭ0 and ϭ0.5 in Fig. 9 .
C. Stimulus-locked dynamics with no noise
Let us first dwell on the noise-free case without frequency detuning (Dϭϭ0, Fig. 8͒ : Without stimulation the two oscillators are strongly synchronized in-phase ͓Figs. 8͑j͒, 8͑k͔͒. An antiphase reset is rapidly achieved by means of the two strong stimuli: After the stimulation 1 is close to 1 stat Ϸ0.36 ͓Fig. 8͑a͔͒, whereas 2 is close to 2 stat ϭ 1 stat ϩ0.5 Ϸ0.86 ͓Fig. 8͑f͔͒. The antiphase reset is a consequence of the phase shift of in the argument of S 2 ͑see also Fig. 2͒ . Since there is no noise, 1,1 relaxes from the maximum of the potential V to a minimum of V only slowly ͑Fig. 6, see Sec. 9.1.5 in Ref. 22͒. Accordingly, the transition from antiphase synchronization to in-phase synchronization takes much longer in the noise-free case ͓Fig. 8͑j͒, cf. Fig. 2͑f͔͒ .
For vanishing detuning the potential V from ͑18͒ is symmetrical about the line 1,1 ϭ0.5 ͓Fig. 10͑a͔͒. The antiphase reset places 1,1 on top of the potential's maximum or very close to it. Let us denote the time at the end of the stimulation by t off . The stimulus is not infinitely long, so that the antiphase reset is not perfect. This is why at the end of the stimulation the cross-trial distribution of 1,1 (t off ) splits into two peaks which are located to the right and to the left of 1,1 max , respectively ͓Fig. 10͑b͔͒. For higher stimulation duration, e.g., for twice the duration, the two peaks melt and form one peak with a maximum at 1,1 max ͑not shown for space constraints͒. As explained in Sec. VIII A, after the stimulation 1,1 moves to the left well of the potential V if 1,1 (t off )Ͻ 1,1 max ͓Fig. 11͑a͔͒, whereas 1,1 moves to the right well if 1,1 (t off )Ͼ 1,1 max ͓Fig. 11͑b͔͒. The cross-trial branching of 1,1 is connected with a cross-trial antiphase clustering of j which is connected with a relaxation of j (1) ͓Fig. 8͑b͔͒ and a reincrease of j (2) ͓Figs. 8͑c͒, 8͑g͔͒. The symmetric antiphase cross-trial response clustering leads to a relaxation of the cross-trial averaged signal x j from ͑11͒ ͓Figs. 8͑e͒, 8͑i͔͒ and is detected with the antiphase clustering index ␣ j defined by Eq. ͑20͒ ͓Figs. 8͑d͒, 8͑h͔͒.
Next, we consider the noise-free case with frequency detuning (Dϭ0, ϭ0.5, The l 1 responses of the first cluster read j (tϩ k )ϭ͓tϩ k ͔ mod 1 for k ϭ1,...,l 1 , whereas the l 2 responses of the second cluster read j (tϩ k ) ϭ͓tϩ0.5ϩ k ͔ mod 1 for kϭl 1 ϩ1,...,l, where l 1 ϩl 2 ϭlϭ400. We analyze 2-cluster states for tϭ1. In ͑a͒-͑c͒ the extent of asymmetry of the antiphase cross-trial 2-cluster is varied by varying l 1 /l, i.e., the ratio of the number of responses of the first cluster l 1 to the total number of responses l.
is constant in time and normally distributed with unit variance for all values of l 1 /l. The variance of the responses is modified by varying : ϭ0 in ͑a͒, ϭͱ0.01 in ͑b͒, and ϭͱ0.02 in ͑c͒. Put otherwise, the overall variance of ͕ k ͖ kϭ1 l in ͑a͒, ͑b͒, and ͑c͒ is 0, 0.01, and 0.02. Cross-trial antiphase response clustering is detected by means of ␣ j ϭ j (2) Ϫ j (1) , the antiphase clustering index of the jth oscillator defined by ͑20͒. ␣ j ͑bold line͒, j (1) from ͑8͒ ͑thin line͒, and j (2) from ͑9͒ ͑dashed line͒ are displayed in ͑a͒-͑c͒. In ͑d͒-͑f͒ the corresponding distributions of the phases j are plotted for the symmetric configuration, i.e., for l 1 ϭl 2 , where ͑d͒ belongs to ͑a͒, ͑e͒ to ͑b͒, and ͑f͒ to ͑c͒. The number of bins N bin is determined according to the formula N bin ϭexp͓0.626ϩ0.4 log(lϪ1)͔ ͑Ref. 24͒ and, hence, equals 21. The relative frequency r, which is the ratio of the number of responses j within a particular bin to the total number of reponses l is displayed in ͑d͒-͑f͒. For the responses j (tϩ k ) under consideration the indices ␣ j , j (1) , and j (2) shown in ͑a͒-͑c͒ are time-independent, whereas increasing t causes a linear shift mod 1 of the distributions displayed in ͑d͒-͑f͒.
left of 1,1 max ͓Fig. 10͑c͔͒. Therefore, in the majority of trials 1,1 decays to the right well of the potential V ͓Fig. 9͑j͔͒. Since there is practically no cross-trial branching of 1,1 , there is also no relevant cross-trial response clustering ͓Figs. 9͑a͒, 9͑f͔͒: Hence, j (1) does not relax ͓Fig. 9͑b͔͒, and ␣ j does not increase ͓Figs. 9͑d͒, 9͑h͔͒. Correspondingly, also the cross-trial averaged signal x j does not relax ͓Figs. 9͑e͒, 9͑i͔͒.
D. Stimulus-locked dynamics with noise
We run a simulation with the detuned oscillators from Fig. 9 , but now we introduce noise (Dϭ0.5). As discussed in Sec. VIII A this causes two effects: These two effects guarantee that-different from the noise-free case-we now observe a cross-trial response clustering of j for both 1,1 (t off )Ͻ 1,1 max ͓Fig. 11͑e͔͒ and 1,1 (t off )Ͼ 1,1 max ͓Fig. 11͑f͔͒.
E. Stochastic resonance of transient response clustering
In Secs. VIII C and VIII D we have seen that in identical oscillators symmetric cross-trial antiphase response clustering occurs already for vanishing noise amplitude D, whereas sufficiently detuned oscillators need a certain amount of noise in order to exhibit this dynamical phenomenon.
To study the relationship between noise amplitude and the extent of symmetric antiphase response clustering in detuned oscillators we introduce two quantities: We obtain the mean poststimulus antiphase clustering index of the jth oscillator by averaging ␣ j (t) from Eq. ͑20͒ over the poststimulus interval ͓t off ,t b ͔ according to
Analogously the maximal post-stimulus anti-phase clustering index of the jth oscillator reads
Again we turn to the oscillators with detuning ϭ0.5, which were shown in the simulation from Fig. 9 . ͑i.e., D around 0.25͒ the response clustering is strongest, whereas with further increasing D the extent of reponse clustering decreases again. A noise-dependence of this kind is a feature which is typical for stochastic resonance. 25 The stochastic resonance effect is more distinct for ␣ j max than for ␣ j ͓Figs. 12͑e͒, 12͑f͔͒, because the period, during which the pronounced symmetric response clustering occurs, is clearly smaller than the duration of the poststimulus interval ͓t off ,t b ͔ chosen in Fig. 12͑d͒ .
IX. DISCUSSION
In this work, I have introduced a model which allows to study transient phase dynamics, synchronization, and desynchronization of two coupled phase oscillators. Furthermore, appropriate data analysis tools have been presented which make it possible to detect these transient dynamical processes both in simulated and experimental data. These novel data analysis tools have been compared to standard data analysis techniques, applied in a cross-trial manner. Crosstrial cross-correlation inevitably causes massive artifacts in terms of artificial oscillations that are not related to synchronization or desynchronization processes ͓Figs. 3͑l͒-3͑n͔͒. Cross-trial averaging as used in evoked response studies 6, 13, 14 may lead to severe misinterpretations since it cannot distinguish between transient response clustering and an overall decrease of the amplitude of the single responses ͑Figs. 3-5͒.
Response decorrelation due to transient antiphase clustering is robust with respect to variations of the model parameters: It is neither restricted to symmetric stimulation intensities and couplings nor to in-phase coupling ͑as can be seen with the transformation j → j ϩc j with constant c j ). Effects of asymmetries of coupling and stimulation, higher 
are displayed in ͑k͒ and ͑l͒. Cross-trial averaged signals x 1 and x 2 are shown in ͑e͒ and ͑i͒. Same format as in Fig. 8 . Parameters of Eq. ͑1͒ as in Fig. 8 , except for the detuning ϭ0.5.
order coupling and stimulation terms, delays and stimuli applied at different times will be presented soon. If the stimuli S j are not strong enough, i.e., if intensity I and/or stimulation duration are not large enough, the analysis has to be performed for different values of the initial phases j (0) separately with a suitable binning of j (0) to determine the impact of the initial conditions. In this way the impact of the initial phase at the beginning of the stimulation on the outcome of the stimulation can be revealed ͑cf.
Ref. 5͒.
Noise plays a crucial role in the emergence of stimuluslocked symmetric antiphase response clustering. In identical oscillators ͑i.e., with vanishing detuning ͒ the response clustering occurs also in the absence of noise ͑Fig. 8͒. Without noise and with small detuning the clustering of j is strongly asymmetrical, so that x j vanishes slowly in time. Without noise and with sufficiently large detuning there is no response clustering any more ͑Fig. 9͒. However, sufficiently strong noise causes a symmetric response clustering also in detuned oscillators ͑Fig. 11͒. In fact, the mechanism by which noise induces symmetric antiphase cross-trial response clustering in detuned oscillators is a stochastic resonance ͑Fig. 12͒. Since in many applications, e.g., in biology, one typically encounters detuned oscillators, the inherent noise modeled by the random forces F j (t) in Eq. ͑1͒ has to be considered essential for the generation of transient stimulus-locked dynamical processes like transient symmetric antiphase response clustering. Inherent noise generates transient dynamical order, and as a consequence of the attempt to average out this type of noise, e.g., with cross-trial averaging as defined by Eq. ͑11͒, one will inevitably miss important transient processes.
Transient antiphase clustering may, e.g., enable the nervous system to switch between different coordinated reactions to the same stimulus. This may be an essential mechanism necessary for short-term adaptation in sensory information processing. The data analysis approach presented in Sec. III provides a key for the study of the interactions of oscillators during stimulus-locked transient shortterm dynamics with a superb time resolution. It prevents from misinterpretations originating from the standard crosstrial averaging as well as the cross-trial cross-correlation analysis and is already being applied to EEG/MEG signals and to the cerebral current source density.
In an application to experimental data also the oscillators' amplitudes have to be registered. To investigate the stimulus-locked dynamics one can either average them across trials as done in Eq. ͑11͒ with the signals or one can evaluate the cross-trial distribution of the amplitudes in a similar way as defined by Eqs. ͑8͒ and ͑9͒ for the phases. This was not necessary here, since the amplitude of the phase oscillators is constant. In experimental data a relevant oscil- FIG. 10 . The potential V from Eq. ͑18͒ is plotted in ͑a͒ for the detuned oscillators (ϭ0.5, bold line͒ and for identical oscillators (ϭ0, thin line͒, where in both cases Kϭ2. The distribution of 1,1 (t off ), i.e., the distribution of 1,1 at the end of the stimulation t off , is shown for three different cases: no noise and no detuning (Dϭ0, ϭ0) in ͑b͒, no noise and detuning (D ϭ0, ϭ0.5) in ͑c͒, noise and detuning (Dϭ0.5, ϭ0.5) in ͑d͒. In ͑b͒-͑d͒ the vertical arrow indicates 1,1 max , the location of the maximum of the potential V. ͑b͒, ͑c͒, and ͑d͒ belong to the simulations displayed in Figs. 8, 9 , and 11͑c͒-11͑f͒, respectively. The simulation shown in Fig. 9 was additionally performed with nonvanishing noise amplitude Dϭ0.5. The CT distribution ͕ 1,1 (tϩ k )͖ of the trials fulfilling 1,1 (t off )Ͻ0.5 is shown in ͑c͒ and the CT distribution ͕ 1,1 (tϩ k )͖ of the trials with 1,1 (t off )Ͼ0.5 in ͑d͒. Furthermore, for this noisy simulation the CT distributions ͕ 1 (tϩ k )͖ of the trials with 1,1 (t off )Ͻ0.5 is displayed in ͑e͒ and the CT distribution ͕ 1 (tϩ k )͖ of the trials with 1,1 (t off )Ͼ0.5 is shown in ͑f͒. In ͑a͒-͑f͒ black corresponds to minimal values, whereas white corresponds to maximal values. latory signal s(t) such as a particular brain rhythm is extracted out of a complex Fourier spectrum with bandpass filtering. A filter causing a phase shift of /2 for all frequencies yields the Hilbert transform s H (t) of s(t) and instantaneous phase (t) and amplitude A(t) of s(t) according to s(t)ϩs H (t)ϭA(t)exp͓i(t)͔. 26 For discrete signals like timing sequences of spiking neurons the phase can be estimated with linear interpolation.
From the physiological standpoint it should be mentioned that the shape of stimulus locked oscillatory responses, the so-called waveform of the response, crucially depends on the interactions between different oscillators ͑Fig. 4͒. As a consequence of the oscillators' interactions, equating the amplitude of the stimulus-locked cross-trial averaged response x j with a stimulus-locked ''activity'' of the jth oscillator causes massive misinterpretations. It is, thus, indispensable to study transient stimulus-locked coordinated dynamics appropriately in order to reveal transient dynamical processes and their potential meaning, e.g., in terms of mechanisms of short-term adaptation in sensory processing.
