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ABSTRACT
Host mobility has traditionally been solved at the network
layer, but even though Mobile IP has been standardised for
15 years, it hasn’t been supported by operators. IP’s dou-
ble role as a location identif er and communication endpoint
identif er brings a number of functional and performance
problems.
We argue that the best place to handle mobility is at the
transport layer. While this is not a new argument, we believe
that the emerging standard of Multipath TCP (MPTCP) can
be used to solve many issues related to mobility. MPTCP
naturally implements make-before-break, can be incremen-
tally deployed, is backwards compatible with standard TCP,
and could even ease incremental adoption of IPv6.
Using simulations and indoor experiments with WiFi and
3G, we show that MPTCP gives better throughput, achieves
smoother handoffs, and can be tuned to lower energy con-
sumption.
1. INTRODUCTION
It has become commonplace for mobile devices such as
smart phones and tablet PCs to have multiple radios such
as WiFi, 3G and Bluetooth. With increasing integration and
software-def ned radio, we expect this trend to continue, and
for devices to support more radio technologies. Each ra-
dio technology has its advantages and disadvantages; 3G
provides more ubiquitous coverage, but in large cities of-
ten suffers from suff cient congestion to be almost unusable;
WiFi gives high transfer rates, but coverage is patchy and for
mobile users is often transient. How can we best utilise all
the radio links available, so as to get the best coverage and
throughput, and use the least battery power while doing so?
Conventional solutions are crude; smart phones typically
connect via one network at a time using a f xed policy such
as “use WiFi if available, otherwise 3G”. As WiFi and 3G
networks each supply an IP address, transition between the
two is disruptive, requiring applications to re-establish con-
nectivity. Such simple policies work acceptably well if the
user is not mobile. When in a train or car, WiFi connectiv-
ity is transient - often good connectivity is available but only
for a few seconds[7]. Such policies are too disruptive to use
when connectivity (or loss of connectivity) is transient.
Mobile IP [1] might in principle be used to hand off an on-
going connection from one network to another. But even 15
years after Mobile IP was standardised, it is still too rarely
deployed for smartphone vendors to use. Worse, because
of its very nature as an IP layer protocol, Mobile IP has
no access to the information needed to perform optimally
in make-before-break mobility events. In particular, without
rewriting TCP, Mobile IP cannot stripe data between mul-
tiple “care-of” addresses for the same TCP connection be-
cause the different RTTs and bandwidths will confuse TCP
and severely impact performance.
An ideal mobility model would not only be make-before-
break (easily achieved with multiple radios), but would also
maintain more than one active link for as long as is feasi-
ble. Thus a download progressing over 3G while on a train
would not be transfered to WiFi, but would continue on 3G
and add additional download capacity over WiFi whenever
that is possible. The goal then is not to perform fast hand-off,
but to perform as slow a hand-off as possible whenever both
links remain usable. In order to do that, the mobility solution
must have access to information about the different available
paths, such as RTT and congestion information. These ob-
servations lead us to conclude that the IP layer is the wrong
place in the stack to support mobility; in fact the transport
layer is the lowest layer that has enough information to per-
form well.
Multipath TCP[5], as currently being standardised in the
IETF, might be the mechanism to enable such a mobility
model. MPTCP is a set of extensions to TCP that allow a
pair of hosts to negotiate MPTCP use, and then to estab-
lish multiple parallel subf ows using multiple IP addresses
for a single connection. Each subf ow performs its own con-
gestion control, and data is striped between the subf ows in
accordance with the available bandwidth on each path.
In a mobile scenario, an MPTCP connection can be es-
tablished via any working network interface and IP address.
Later, if connectivity can be achieved using another inter-
face and IP address, a second subf ow will be established,
and data can now be transferred via both subf ows. Later
still, if connectivity is lost for one subf ow, the remaining
one can continue without interruption.
2. MOBILE MPTCP ARCHITECTURE
By far the most common scenario is the mobile host ini-
tiating a TCP connection to a server on the f xed Internet,
issuing a request, and downloading data, with popular ex-
amples including HTTP and IMAP. The proposed MPTCP
architecture is optimised for this scenario.
The MPTCP mobility architecture encompasses the fol-
lowing main elements: the mobile host, an optional MPTCP
proxy, and the remote host.
The mobile host supports the MPTCP extensions and is
the device that changes its network attachment point, which
results in it acquiring or losing IP addresses. The mobile
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host communicates via TCP with the remote host, which
may or may not support MPTCP. If the remote host supports
MPTCP, the connection can be established directly between
the mobile host and the remote host. MPTCP is then used
to handle interfaces or IP addresses coming and going in the
middle of a connection. A single MPTCP connection can
simultaneously communicate using both IPv4 and IPv6 ad-
dresses, so it is possible for a mobile host to move seamlessly
between IPv4 and IPv6 networks.
If the remote host is not MPTCP capable, which is likely
to be the case during the early stages of deployment, the
MPTCP proxy comes into play. The MPTCP proxy is a
f xed anchor point associated to the mobile host, which sup-
ports MPTCP. When the mobile host communicates with a
remote host that does not support MPTCP, the mobile host
establishes a MPTCP connection to the proxy which in turns
establishes a regular TCP connection with the legacy remote
host. Mobility of the mobile host is supported though the
MPTCP connection with the MPTCP proxy, as in the previ-
ous case. The proxy also supports simultaneous movement.
There are additional scenarios that require additionalmech-
anisms, most notably support for non-TCP communications,
and for TCP connections incoming to the mobile host.
Dynamic DNS can be used to enable incoming connec-
tions, but in an IPv4 world, mobile hosts are almost always
behind a NAT. Thus the pressing case for incoming con-
nections is actually for peer-to-peer applications, and these
generally encompass an out-of-band rendezvous mechanism
followed by the use of simultaneous open from both ends.
We will discuss this in more detail later.
The main non-TCP case to consider is for real-time traff c
such as VoIP. The IETF is currently standardising multipath
extensions to RTP[10] that play an analogous role to that
performed by MPTCP for TCP connections.
In the following sections we describe the different scenar-
ios and the details of the different components of the pro-
posed architecture.
2.1 Client-Server Operation
The simplest and in the long run probably the most com-
mon scenario is communication initiated by an MPTCP mo-
bile host with an MPTCP-capable remote host. In this case,
communication f ows directly between the mobile host and
the remote host.
A connection is initiated by the mobile host performing
the TCP 3-way handshake with the remote host. A TCP op-
tion in the SYN and SYN/ACK signals MPTCP capability
of the endpoints as well as other relevant MPTCP informa-
tion. Once the MPTCP connection is established, there are
two basic mobility events that can occur: a new interface is
available, or an existing interface ceases to be available.
When a new interface becomes available and an IP ad-
dress is acquired, if its use is allowed by the host’s policy,
the mobile host adds the new IP address to the established
MPTCP connection. To do this it performs a new TCP 3-
way handshake using the new IP address as source address.
During the handshake, this new connection is identif ed as a
subf ow of the ongoing connection.
At this point, the MPTCP connection has two subf ows
using the original IP address and the new IP address of the
mobile host. Each subf ow runs its own congestion control
mechanism, but these are coupled. A separate congestion
window is maintained for each subf ow and each performs
slow start. However, in congestion avoidance mode the in-
crement of the window is related to the sum of all the con-
gestion windows of all the subf ows. A congested subf ow
increases its window more slowly than an uncongested one,
allowing MPTCP to move traff c away from congestion and
allow optimal utilisation of network resources as described
in [?]. In any case, the explicit management of the differ-
ent subf ows and their respective windows allows MPTCP to
keep track of the data exchanged through each interface and
perform f ow control, congestion control, error detection and
retransmissions accordingly. An additional connection-level
sequence number is carried in data packets using TCP op-
tions, allowing the receiver to cope gracefully with reorder-
ing and delivery of data to the application in order. More
details of the subf ow operation of MPTCP is in [5].
If an interface on the mobile host goes down, all subf ows
associated with that interface stop transferring data. Any
other subf ows continue exchanging data and will retransmit
any missing data that was in f ight on the failed subf ows. If
no other interfaces are available, the mobile host waits un-
til a new interface comes up, then instantiates a new subf ow
on the MPTCP connection, as described earlier, and resumes
exchanging data.
A make-before-break handoff is basically the acquisition
of a new interface/IP address while the current one is work-
ing, followed by the detachment of the original address. With
MPTCP, the mobile host adds a new subf ow to the ongoing
MPTCP connection using the new IP address, and exchanges
data though both subf ows. When the f rst interface goes
down, data is no longer sent through the initial subf ow.
A break-before-make handoff is where all subf ows were
using a given interface, and that interface then detaches from
the Internet. The MPTCP connection is still open, but is
stalled. A new IP address then becomes available to the mo-
bile host, at which point it uses the new address to establish
a new subf ow of the ongoing MPTCP connection. Data is
then exchanged through the new subf ow.
If the remote host supports MPTCP then this is a com-
plete mobility solution. In the long run, we expect all the
main operating systems to support MPTCP. In particular a
high adoption of MPTCP from servers is expected due to
the signif cant benef ts that MPTCP provides for data cen-
tres [?]. However, in the meantime, few servers will support
MPTCP. To allow mobility, a proxy solution is required.
2.2 MPTCP Proxies
The mobile host can be conf gured with the IP address
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of an MPTCP proxy server. In practice, wireless Internet
providers may provide proxy service, and announce this via
DHCP. The mobile host can then connect to the proxy server,
and indicate to it via an MPTCP option the IP address of the
remote host. The proxy then connects to the remote host,
establishes the TCP connection, and then becomes a passive
relay for the data. The mobile host can then initiate addi-
tional subf ows to the proxy server as described earlier in the
case of an MPTCP-capable remote host. The proxy stripes
data to the mobile host across the subf ows.
There are several key points to note about this use of a
proxy. First, the proxy is application-agnostic; it neither
knows nor cares what the application is. Similarly, TCP ap-
plications on both the mobile host and remote host are un-
aware of the existence of the proxy - all the requests are han-
dled by the mobile host’s MPTCP stack. Finally, the proxy
will attempt to negotiate MPTCP with the remote host. If
this does in fact support MPTCP, the proxy will signal the
remote host’s IP address to the mobile host as an additional
address for MPTCP to use. The mobile host can then estab-
lish a new subf ow direct to the remote host, drop the proxied
subf ow, and remove the proxy from the connection. Thus,
as remote hosts increasingly support MPTCP, very little data
traff c is relayed by the proxies.
2.2.1 MPTCP Proxy functionality
AlthoughMPTCP proxies play a key role in incrementally
deploying MPTCP for mobile use, the aim is that in the long
run they should rarely need to relay traff c. If MPTCP were
ubiquitous, and IPv6 were used so NAT traversal were not
an issue1, then the only requirement for a proxy would be to
cope with simultaneous move for peer-to-peer connections.
For the foreseeable future though,MPTCP proxies will be of
importance. Just what should an MPTCP proxy do? There
are two distinct modes, depending on whether the server ne-
gotiated MPTCP or not.
Case 1: MPTCP-capable Remote Host
If the remote host did negotiate MPTCP, the proxy serves
as a packet-level pass-through. If the mobile host initiates
a new subf ow, the proxy relays the subf ow request to the
remote host. Thus there is a one-to-one mapping between
mobile-host-to-proxyand proxy-to-remote-host subf ows. This
allows the proxy to simply pass packets through without
queueing them, and allows congestion control and retrans-
missions to work end-to-end.
Case 2: Legacy Remote Host
If the remote host did not negotiate MPTCP, then there can
be no subf ows that bypass the proxy. This simplif es the sit-
uation, but at the same time it requires the proxy to function
as a full proxy rather than a packet relay.
The proxy maintains its own congestion window when
sending to the remote host, and for each subf ow to the mo-
1One-to-one IPv6 NATs present no problem
bile host. Packets from the mobile host to the remote host
must be reassembled in-order, before being sent to the re-
mote host. Packets from remote host to mobile host do not
need to be reassembled in-order - they can simply be relayed
onto whichever of the active subf ows has free space in its
congestion window. The sequence numbers provided by the
remote host become MPTCP data sequence numbers, and
addition subf ow sequence numbers keep track of conges-
tion and retransmissions on each subf ow.
2.3 Peer-to-peer Operation
Peer-to-peer operation on mobile devices is complicated
by two factors: NATs often prevent direct connection, and
simultaneous mobility can cause peers to lose contact.
The state of the art in peer-to-peerNAT traversal is ICE[?],
which uses a combination of probing NAT behaviour and
proxy techniques to enable connection establishment when
both endpoints are behind NATs. In many cases though, con-
nection establishment is not possible without a proxy, be-
cause many NATs do not allow TCP simultaneous open.
To enable mobility with MPTCP then, the use of MPTCP
proxies is also desirable. Not only does this permit NAT
traversal, but it provides at least one subf ow with a stable
address (albeit a proxied address) so that simultaneous move
is not a problem. When a mobile host’s interface comes up,
a new subf ow can be set up from the new address to the
proxy, allowing immediate use of that interface. Simultane-
ously, the host can perform the ICE techniques, attempting
to establish a direct path between the end hosts, avoiding the
dogleg route through the proxy.
3. EVALUATION
Irrespective of whether a proxy is used, the benef ts of
MPTCP for mobile devices lie in the ability to overlap use
of more than one radio.
If mobility is hidden behind a single IP address, as with
Mobile IP, then themobile host is facedwith an all-or-nothing
choice to switch to a different radio link. If connectivity
were binary, then this would be sensible. One could then
optimise for performance, cost, power consumption or some
function of all three, based on predicted link performance.
Unfortunately connectivity on wireless networks is far from
binary - we consider here 3G andWiFi. What we really want
is to probe the WiFi link without abandoning the 3G link.
Obviously the best probe traff c is data traff c that is actually
wanted; when it is received, this increases goodput; when
it is not received it can be resent on the 3G link. MPTCP
provides precisely this capability.
Oncemore than one subf ow has been established, MPTCP
must decide whether to use either a single link or more than
one link simultaneously. If download performance were the
only factor, using all links simultaneously is normally the
right answer. On high-power devices such as a car computer
or a laptop, using all links simultaneously will normally give
the best user experience; both performance and robustness
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Figure 1: Comparison of MPTCP with Optimal TCP
single path strategy; indoor mobility experiment using
laptop with WiFi and 3G dongle.
are improved. However, on energy constrained devices, the
selection must also encompass power consumption consid-
erations making the decision algorithm more complex.
3.1 Indoor Mobility Experiment
Fig. 1 shows the results of an indoor mobility experiment
using a laptop equipped with WiFi and a 3G dongle. During
this experiment we transfered data over both 3G and WiFi.
The user moves about one f oor of the building with poor 3G
reception, walks down the stairs, and onto another f oor with
better 3G reception. While moving, the throughput achieved
over both 3G and WiFi is quite variable, and there are pe-
riods where each loses reception completely. The bottom
curves show the throughput on each link.
We wish to compare the performance of MPTCP with
what single-path Optimal TCP would achieve if it could tell
in advance which would be the better of 3G and WiFi. Al-
though we have a full Linux MPTCP implementation, we
do not have an Optimal TCP implementation, nor is the mo-
bility precisely reproducible, so we must resort to a trace-
driven comparison. The top curves show the performance
MPTCP would get, assuming the wireless link is the bottle-
neck. This is compared to the performance that a single-path
Optimal TCP would get using a solution such as Mobile IP
if it knew in advance which interface would be best for each
ten-second period and incurred no switching costs. Over the
duration of this trace, MPTCP transfers 622MB and the om-
nipotent TCP transfers 554 MB.
We have also run experiments where our Linux MPTCP
implementation transfers over both MPTCP and 3G com-
peting with separate single-path TCP transfers over 3G and
WiFi. Calculatingwhat single-pathOptimal TCPwould achieve
in such a case shows a similar 14% performance advantage
for MPTCP. In reality we cannot build an Optimal TCP, so
any real-world single-path TCP solution is going to perform
worse than this, and show greater benef ts for MPTCP.
3.2 Outdoor Mobility Simulations
Using the MPTCP stack presented in [?], we simulated
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Figure 2: Synthetic trace of link capacities for a walk-
ing scenario used in the simulation for 3G and WiFi in-
terfaces. 3G has better coverage, but is lower capacity,
shared with many subscribers. WiFi coverage is patchy,
but may offer higher rate when close to the hotspot.
two scenarios involving 3G and WiFi. Each scenario uses
parameters derived from existing measurement studies.
Based on a 60km/h vehicular scenario from the Boston
area [4], we simulated WiFi running at 1Mbps and offering
a mean connectivity time of 13 seconds. The reasons for us-
ing the lowest bitrate were that it gives the maximum range
from the AP, and there is very little time for link rate adap-
tation to take place. This achieved an average TCP uplink of
240Kbps. A more recent study [2] obtained a downlink TCP
throughput of about 280Kbps. These values are likely to im-
prove with the advent of 802.11n, increased urban WiFi de-
ployments, and pedestrian speeds. For 3G we simulated av-
erage downlink performance of 600Kbps as in [2], but with
100% coverage. Although these numbers are time and place
specif c, the precise values turn out to be unimportant to our
conclusions. We also simulated an outdoors walking sce-
nario; the primary difference is that associations with WiFi
last several minutes, and therefore the bitrate adaptation has
the chance to exploit better signal conditions. For this case
we assumed a maximum of 10Mb/s because hotspots are of-
ten limited by the DSL backhaul.
Figure 2 shows an extract from one of the traces for the
outdoor walking scenario, and illustrates the variable nature
of the 3G link and the transient but high-bandwidth associa-
tions with WiFi.
A key variable turns out to be the density of WiFi hotspots
and open access points. We simulated the full range of WiFi
coverage, from none up to ubiquitous. Figures 3 and 4 show
how the overall throughput varies depending on WiFi cover-
age. We show the performance achieved using standard TCP
with only one interface as TCP 3G and TCP WiFi, and com-
pare them against three dynamic strategies: Optimal TCP;
WiFi First – uses WiFi if it is available, otherwise it falls
back to 3G; and MPTCP – runs the full MPTCP multipath
algorithm and congestion control.
At walking speeds the WiFi first strategy performs fairly
well, but at vehicular speeds it gets worse throughput than
sticking with 3G; primarily this is due to the low link speed
achievable in such transient encounters. Unsurprisingly, op-
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Figure 3: Throughput comparison for a walking speed
scenario.
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Figure 4: Throughput comparison for a driving speed
scenario.
timal single-path TCP outperforms WiFi first. In all cases
we examined, MPTCP outperforms optimal TCP, typically
by 10-15%.
3.3 Power Consumption Simulations
Download performance is not the only factor, as today’s
smart phones are heavily optimised for low power consump-
tion. 3G and WiFi have different consumption patterns [8,
3]. WiFi has a higher cost to manage the connection, but
offers a power-save mode, and higher bitrates when close to
the AP. [6] shows that the following factors have little or no
effect over 802.11n power consumption: higher modulation
schemes, channel bonding, transmit power control. MIMO2
and MIMO3 increase power consumption only by 1.3x and
1.7x respectively, therefore the recommendation is to use the
highest rate possible, racing to sleep mode. TailEnder [3]
f nds that 2G and 3G are cheaper than WiFi to maintain, but
waste 6–12 seconds (controlled by the network operator) in
a high power state after the end of a transfer, which could be
wasteful for short transactions.
Power usage depends on the bitrate used, delivery rate,
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Figure 5: Energy Eff ciency for 3G andWiFi, in a sim-
ulated walking mobility scenario.
and signal strength. While a higher bitrate and a better deliv-
ery rate conform to the “race to sleep” philosophy of saving
power, some phones turn up amplif ers in low signal situa-
tions [9], drawing up to 50% more power than with better
SNR. These studies show that power cost of communication
in Joules/bit varies widely, depending on technology, usage
patterns and signal conditions, and so switching between in-
terfaces depending on local conditions can bring signif cant
power savings.
Fig. 5 shows the results of simulating the power models
described above, in a walking scenario with full coverage
for both 3G and WIFI. The f gure shows that most of the
time 3G offer more bits per Joule; however when WiFi has
good signal its eff ciency is much higher.
If the user requests the mobile host to download a large
f le, which interface should it use? Actively receiving on
both interfaces nearly doubles power consumption, so it makes
sense to only use one of them; the device is willing to trade
some download speed for increased battery life. Our strategy
is to useMPTCP and start downloading using both interfaces
for a probing period (10s) and then switch to the most eff -
cient interface for a longer period (100s). After this period
ends, another probing phase begins where both interfaces are
used, and so on. We simulated this simple strategy together
with the simpler strategies of using either 3G or WiFi for the
whole f le, and measured the overall eff ciency.
Algorithm TCP
3G
TCP
WIFI
MPTCP
3G+Wif
MPTCP
Scheduler
Eff ciency
(Mb/J)
1.16 1.44 1.30 1.55
Throughput
(Mb/s)
1.24 1.55 2.79 2.37
As expected, 3G is ineff cient overall, WiFi is much bet-
ter, andMPTCP using both interfaces achieves best through-
put but poorer energy eff ciency compared to WiFi alone.
The simple scheduler increases eff ciency by 7% compared
to WiFi alone in this case, while also delivering 50% more
throughput. We’ve also implemented a strategy that knows
beforehand which interface will be better and switches to it.
Surprisingly we found this performed worse than our simple
scheduler described above; the reason turned to be the fre-
quent switching back and forth, which created overheads on
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the 3G link (for ramp up and with the tail energy). When we
applied damping the omniscient strategy had similar perfor-
mance to our simple scheduler.
We’ve also run the same scheduler on the driving scenario;
there WiFi is only brief y available (13s), and is rarely more
eff cient than 3G. Because of this and the tail energy cost
of 3G, it makes no sense to turn 3G off in this scenario.
The simple scheduler does not take into account tail energy,
and gives worse power consumption than just using 3G. A
smarter scheduler could use the mean WiFi association time
to decide whether to turn 3G off. Even if the WiFi associ-
ation time were too small, it might be sensible to also use
WiFi when it has higher eff ciency. In any event, if vehicu-
lar power is available, power saving is of little relevance and
both radios should be used.
4. RELATED WORK
Handling mobility at the transport layer was proposed by
Snoeren [11], who used TCP options and DNS updates to
migrate the ends of a TCP connection to different IP ad-
dresses. We also believe that, given the double role of IP
as a host identif er, and location identif er, the best place
to handle mobility is at the transport layer. As Mobile IP,
this solution only allows TCP to use one interface at a time,
whereas multipath TCP allows splitting one f ow over mul-
tiple interfaces. Additionally, MPTCP requires no changes
to DNS, has an advanced standardisation status, and allows
incremental deployment.
Combining WiFi and 2G/3G is a well explored subject
due to the complementary natures of these two technologies
with respect to coverage, speed, and price. Wiff er [2] f nds
that 3G andWiFi have availabilities of 87% and 11% respec-
tively, but are negatively correlated, resulting in an overall
coverage of 96%. Whiff er proposes a system that off oads
traff c to WiFi when it is available. MPTCP is a general so-
lution to mobility, and can also be used to off oad traff c to
WiFi if needed.
Regarding the power consumption of different interfaces,
[8] aims at discoveringWiFi access to complement the more
energy hungry 2G. While the J/bit cost is an order of mag-
nitude higher for 2G, they f nd the cost of maintaining the
connection is lower than for the WiFi. All the mentioned
scenarios are naturally exploited by MPTCP with its make-
before-breakmodel and natural striping of traff c across mul-
tiple interfaces.
5. CONCLUSIONS
We proposed a mobility architecture based on MPTCP
that can naturally shield the application layer from lower
layer handoff implementations, IP address change, and all
the issues related to multiple interfaces and carriers. Use of
proxies can help with incremental deployment of MPTCP,
and even with a mix of IPv4 and IPv6 connections.
We found that MPTCP brings advantages to mobile sce-
narios in terms of both functionality and performance. Sim-
ulations and experiments using 3G and WiFi have shown
that MPTCP is able to harvest available bandwidth from the
existing interfaces even in highly variable scenarios. Even
when compared to an ideal Mobile IP implementation,MPTCP
does better as it is able to use both interfaces in parallel. For
the cases when battery life is more important, MPTCP can
be tuned to f nd and use the less power-hungry interface.
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