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В работе описан эффективный метод нахождения оптимального гео-
дезического маршрута в плоской среде со стационарными полигональ-
ными препятствиями. Рассмотрен непрерывный вариант решения за-
дачи с использованием графа видимости для полигональных объектов-
препятствий. Решается задача векторизации и аппроксимации с кон-
тролируемой точностью бинарного изображения для получения поли-
гональных областей. Применяется ускорение вычислений с использова-
нием графических процессоров.
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Введение
Задача поиска кратчайшего пути появилась довольно давно и включает в себя
большое количество алгоритмов, методов и вариантов решения. Выбор методов ре-
шения данной задачи зависит от конкретной постановки, от области применения,
инструментов, доступных для разработки. Поиск новых методов не теряет сво-
ей актуальности из-за постоянного развития приложений, которые требуют более
быстрых и точных решений. Большинство уже существующих методов поиска пу-
ти предполагают, что пространство разбито на квадратные или шестиугольные
ячейки. Для решения задачи непрерывное пространство сводится к нескольким
дискретным вариантам, к которым уже применяются различные алгоритмы по-
иска маршрута [5]. Однако дискретное решение имеет множество недостатков, ос-
новным из которых является появление ошибок накопления в ходе вычислений.
Кроме того, большинство существующих алгоритмов и методов решения задачи
нахождения маршрута имеют чрезмерную вычислительную сложность, а также
требуют точных алгебраических моделей препятствий.
В данной работе рассматривается задача в терминах непрерывной полигональ-
ной геометрии. Целью исследования является разработка метода маршрутизации,
дающего результаты с высокой точностью за оптимально возможное время рабо-
ты. Для ускорения времени работы алгоритмов в качестве вычислительного экс-
перимента используется параллельно-вычислительный подход, в частности гра-
фические процессоры.
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1. Постановка задачи
Дана плоская среда с заданными на ней двумя точками – точка A (начало пути)
и точка B (конец пути), и задан набор полигональных объектов, выступающих
в роли препятствий. Требуется найти минимально возможный маршрут между
двумя заданными точками (Рис. 1).
Рис. 1: Поиск минимального пути в среде с полигональными препятствиями
Рассматривается статичная двумерная плоскость, где набор полигональных
объектов – это препятствия на местности, сквозь которые невозможно пройти.
Данный набор представляет собой многоугольники без самопересечений, имею-
щие ненулевую площадь. Начальный и конечный пункты пути могут быть заданы
произвольными точками на карте, которые не являются частью препятствий. За-
метим, что искомый путь может проходить вдоль границы объектов, но не может
их пересекать.
2. Обработка изображения. Получение объектов-препятствий
Исходные данные могут быть представлены в двух формах. Непрерывное (век-
торное) описание препятствий подразумевает, что полигоны заданы путем явного
перечисления вершин с их координатами. Дискретное представление исходных
данных описывает набор полигонов как матрицу черных точек на белом фоне.
Таким образом, в качестве среды с препятствиями может быть использовано про-
извольное бинарное растровое изображение, которое подается алгоритму на вход.
Для получения набора полигонов нам необходимо преобразовать контуры изобра-
жений из дискретного представления в непрерывное представление [8].
2.1 Векторизация изображения
На вход задачи подается бинарное изображение, в котором присутствуют толь-
ко два цвета: 1 – белый, 0 – черный. На выходе имеем последовательность гра-
ничных точек. Вычисление границы растрового бинарного образа осуществляется
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через направленный перебор точек с целочисленными координатами вдоль грани-
цы объекта [10].
Алгоритм оконтуривания применяется последовательно ко всем объектам –
препятствиям входного изображения. На Рис. 2 представлен пример решения за-
дачи векторизации, где слева – исходное бинарное растровое изображение, спра-
ва – полученный контур объектов. Для иллюстрации произведено прореживание
граничных точек – крупным выделена каждая 30-я точка граничной последова-
тельности.
Рис. 2: Выделение контура объектов путем решения задачи векторизации
2.2 Аппроксимация границ объектов
Результатом выполнения алгоритма векторизации бинарного изображения яв-
ляется набор граничных точек. В том случае, когда на вход мы получаем изоб-
ражение существенного размера, граничная последовательность точек имеет за-
ведомо большую размерность описания (количество вершин). Применять какие-
либо вычислительные операции к такому списку точек нерационально, поэтому
для дальнейших действий необходимо уменьшить размерность описания набора
граничных точек объектов путем решения задачи аппроксимации.
На вход алгоритма аппроксимации мы получаем пронумерованную последова-
тельность точек. Для решения задачи будем использовать простой метод кусочно-
линейной аппроксимации, названный итеративным подбором концевых точек [12].
На выходе алгоритма мы получаем набор связных отрезков, которыми аппрок-
симируется заданная фигура. Вершины этих отрезков и составляют искомое нами
множество граничных точек, по набору которых в дальнейшем будут строиться
полигональные препятствия. Количество получаемых отрезков (соответственно,
вершин) прямо пропорционально зависит от выбранной точности аппроксимации.
В качестве примера на Рис. 3 отображен результат аппроксимации граничной по-
следовательности точек, полученной после векторизации изображения, с точно-
стью в 5 пикселей. Изображение, полученное на вход, содержало 1786 граничных
точек, в результате аппроксимации количество вершин сократилось до 76.
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Рис. 3: Аппроксимация границ меньшим количеством точек
3. Построение графа видимости
Решение исходной задачи осуществляется путем предварительного построения
графа видимости вершин с последующим применением алгоритма поиска пути на
графе. Будем называть две точки взаимовидимыми, если отрезок, их соединяю-
щий, не содержит в себе внутренних точек препятствий-многоугольников [1]. На
Рис. 4 отрезками соединены все взаимовидимые вершины полигональных объ-
ектов. Заметим, что смежные вершины ребер полигонов всегда являются вза-
Рис. 4: Взаимовидимые вершины многоугольников
имовидимыми. Вершинами графа видимости являются вершины препятствий-
многоугольников. Ребрами графа видимости являются отрезки, соединяющие вза-
имовидимые вершины графа.
Для решения задачи поиска минимального пути между двумя точками граф
видимости расширяется – добавляются начальная и конечная точки поиска пути к
списку вершин, после чего отрезками соединяются взаимовидимые с ними верши-
ны. По полученному графу ищется минимальный маршрут одним из стандартных
алгоритмов поиска пути на графе [9]. Найденный кратчайший путь, проходящий
МЕТОД МАРШРУТИЗАЦИИ С ПРЕПЯТСТВИЯМИ... 89
по графу видимости, и будет являться искомым минимальным маршрутом между
двумя точками [2].
Существует достаточное количество алгоритмов построения графа видимости
[3], далее рассмотрим самые известные из них.
Алгоритм Ли основан на сортировке ребер графа видимости по полярному
углу. Проверка на пересечение с препятствиями-многоугольниками ведется по по-
лученному отсортированному списку, что позволяет достигнуть времени работы
построения графа 𝑂(𝑛2 log 𝑛), где 𝑛 – общее количество вершин графа. Для реа-
лизации алгоритма используются АВЛ-деревья (сбалансированные по высоте дво-
ичные деревья поиска).
Алгоритм Овермарса и Велзла базируется на концепции вращающихся дере-
вьев (rotation trees [6]), что позволяет произвести вычисления за 𝑂(𝑛2).
В алгоритме Гхоша и Маунта используется идея заметающей прямой с постро-
ением триангуляций Мельхорна [4]. Время работы такого подхода 𝑂(|𝑒|+ 𝑛 log 𝑛),
где |𝑒| – общее количество ребер графа видимости.
4. Оптимизация работы метода с использованием GPU
Основной целью данной работы является разработка эффективного метода
маршрутизации. В связи с этим необходимо достигнуть минимально возможно-
го времени работы алгоритма. Быстродействие вычислительного процесса может
возрастать с увеличением числа параллельно работающих ядер. Таким образом,
одним из способов ускорения вычислений алгоритмов является использование
параллельно-вычислительного подхода. В рамках параллельно-вычислительного
подхода могут применяться многоядерные системы, вычислительные кластеры, а
также в качестве параллельной архитектуры можно использовать графические
процессоры.
Многие ресурсоемкие вычислительные задачи достаточно хорошо «ложатся»
на архитектуру GPU, позволяя заметно ускорить их численное решение. Основ-
ным условием пригодности задачи для реализации на GPU является наличие воз-
можности распараллеливания алгоритма [7]. Сравнительный анализ показал, что
описанные в предыдущем разделе методы построения графа видимости не могут
быть реализованы с использованием параллельно-вычислительного подхода, так
как в них задействованы структуры данных, которые априори не пригодны для
параллельных процессов. В связи с этим использование данных алгоритмов на
устройствах, обладающий параллелизмом, не представляется возможным. С дру-
гой стороны, существует наивный алгоритм [3], работа которого заключается в
полном переборе вершин и ребер препятствий-многоугольников. Такой подход вы-
полняется большим количеством итераций, что влечет за собой не совсем опти-
мальное время реализации, а именно 𝑂(𝑛3), где 𝑛 – общее количество вершин
графа. Однако наивный алгоритм не использует никаких сложных структур для
реализации и может быть весьма эффективно распараллелен при достаточном
количестве обрабатывающих устройств. С точки зрения пользователя, приложе-
ние на GPU просто будет работать значительно быстрее, выполняя те же функ-
ции, что и раньше. Для решения подобного вида задач могут быть использованы
программно-аппаратные решения на основе технологии CUDA компании NVIDIA.
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4.1 Технология CUDA
В рамках технологии CUDA графический процессор выступает в роли
массивно-параллельного сопроцессора к центральному процессору. CUDA стро-
ится на концепции, согласно которой GPU, называемый устройством, выступает
в роли массивно-параллельного сопроцессора к CPU. Таким образом, программа
задействует как CPU, так и GPU – обычный (непараллельный) код выполняется
на CPU, а код для параллельных вычислений – на GPU, как набор одновременно
выполняющихся потоков.
Технология CUDA реализует SIMD-архитектуру [11](Single Instruction Multiple
Data), все параллельные процессоры одного типа одновременно способны выпол-
нять одну и ту же операцию над многими данными. SIMD-процессор получает на
вход поток данных и параллельно их обрабатывает, порождая на выходе резуль-
тирующий поток данных. Обработка элементов осуществляется так называемым
ядром (kernel). Количество CUDA-ядер зависит от технических характеристик
графического процессора, установленного на вычислительной машине. Особенно-
стью архитектуры CUDA является блочно-сеточная организация, необычная для
многопоточных приложений (все нити, выполняющие ядро, объединяются в блоки,
а блоки, в свою очередь, объединяются в сетку), при этом драйвер CUDA самосто-
ятельно распределяет ресурсы устройства между нитями. Преимуществом такой
организации данных является то, что исходная задача разбивается на наборы от-
дельных подзадач, решаемых независимо друг от друга, и помещается в свой блок
нитей. Ключевой момент архитектуры CUDA – легкая масштабируемость. Едино-
жды написанный код будет запускаться на всех устройствах, поддерживающих
данную технологию.
4.2 Анализ и сравнение результатов
В рамках данной задачи были проведены вычислительные эксперименты
работы алгоритма вычисления матрицы видимости для вершин препятствий-
многоугольников на различных устройствах CPU и GPU с применением описанной
выше технологии CUDA.
Устройства, на которых проводились исследования, обладают следующими
техническими характеристиками:
1. CPU: Intel(R) Core(TM)2 Duo CPU E7200 @ 2.53GHz, GPU: GeForce 9600 GT
(64 CUDA ядра);
2. CPU: Intel(R) Core(TM) i5-2500K CPU @ 3.30GHz, GPU: GeForce GTX 560
Ti (384 CUDA ядер).
В Таблице 1 приведены результаты вычисления матрицы видимости, где
для расчетов задействован либо центральный процессор, либо графический про-
цессор, соответствующего устройства. Мы видим, что применение параллельно-
вычислительного подхода позволяет увеличить производительность почти в 10
раз. Данный параллельный алгоритм хорошо масштабируем. Усовершенствовав
графический процессор на вычислительном устройстве, можно получить крайне
высокие результаты времени работы алгоритма – в разы сократить время вычис-
лений для решения задачи.
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Таблица 1: Время вычисления матрицы видимости (в секундах)
Количество точек
Устройство
159 1108 1939 4366
CPU.1 0.04 10.4 37.56 344.19
CPU.2 0.02 4.56 17.53 164.67
GPU.1 0.016 3.58 17.53 187.68
GPU.2 0.003 0.45 2.05 19.42
Рис. 5: Зависимость времени вычисления от мощности исполняемого графиче-
ского процессора
Основной характеристикой, влияющей на быстродействие параллельно-
вычисляемого CUDA-приложения, является количество ядер CUDA в устройстве
GPU. На тех процессорах, где проводились тестирования алгоритма, количество
ядер, соответственно, равно 64 и 384. Применяя метод экстраполяции к имеющим-
ся реальным данным, можно предположить, как будет зависеть время выполне-
ния программы с увеличением CUDA ядер, имеющихся на графическом процес-
соре. Допустим, если мы возьмем новейший графический процессор GeForce GTX
Titan X, имеющий 3072 CUDA ядер, то можно предположить, что время работы
алгоритма вычисления матрицы видимости для решения нашей задачи на таком
устройстве будет крайне малым, расчеты будут производиться мгновенно (Рис. 5).
Заключение
В ходе работы был создан метод маршрутизации в среде с полигональными
препятствиями, который может работать как с вручную заданными двумерными
средами с объектами-многоугольниками, так и с произвольными бинарными раст-
ровыми изображениями в качестве «карты». Во втором случае «карта» преобра-
зуется к набору вершин полигонов путем векторизации объектов и последующей
аппроксимации граничных точек. Минимальный маршрут между точками вычис-
ляется с использованием графа видимости полигональных объектов-препятствий.
На выход мы получаем результат нахождения кратчайшего пути с высокой точно-
стью вычисления. Разработанный прототип программы имеет возможность актив-
но использовать ресурсы графического процессора. Применяемый параллельно-
вычислительный подход позволяет рассчитывать на существенное увеличение про-
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изводительности (скорости работы) на современных и будущих аппаратных плат-
формах.
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We propose a new effective method of finding the minimal geodesic path in a
2D environment with polygonal obstacles. We describe continuous solution
that uses visibility graph for polygonal obstacles. The problem of binary
image vectorization and approximation is solved with a controlled accuracy.
GPU computation is used to speed up the calculations.
Keywords: pathfinding, environment with obstacles, vectorization of
images, visibility graph, GPU, technology CUDA.
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