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R&urn& Nous introduisons ici un calcul de processus fond6 sur une composition parail~le 
asynchrone, et quelques primitives de synchroa isation. Nous montro~ls qu’on peut y formuler de 
nombreux mkcanismes de syncktronisition; en ;larticulier il s’av&e Cquivalent au cakul synchrone 
de Milner (1980, 1983). Nous Cvaluons sa ;:uissanze d’expression el: termes de langages de 
comportements. 
Abstract. We introduce here a calculus of processes, tnvolving an asynchronous parallel composi- 
tion and some synchronkation primitives. It is shown that, in this calculus, many synchronization 
mechanisms an be formulated; in fact, this calculus is equivalent to Milner’s synchronous calculus 
( 1980, 19831. We evaluate its expressive power by means of languages of behaviours. 
Mats clis. Simantique, parallelisme, synchronisation. calcul de processus. 
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Notre propos est de prksenter dans cet article un mod&k formel de la notion de 
processus, l’objectif Gtant d’klaborer un cadre adapt6 B la description des mkacismes 
de synchronisation. 11 ya de nombreuses approches possibXes de cette probl~mati~ue 
de la synchronisation des processus; nous adoptons ici complGtement le point de 
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we algibrique des calcuts de Milner [6, Sj. Un processus p y est conc;u abstraitement 
comme un objet qui accomplit certaines actions a (dont nous ignorons ici la &man- 
tique) et ce faisant se reconfigure en un autre processus p’, relation dknotke par 
Nous considhms ici que les actions sont instantankes. c’est-A-dire atomiques du 
point de we temporei. Traiter de la synchronisation suppose: 
( 1 j rcndre compte de la simultarGit5: un systkme de processus mis en parall& 
dait pouvoir accomplir une action rksultant de I’activitk simultarke de ses com- 
poSarW; 
12) rendre compte de co~~traintes temporelIes: ceci suppose un khange d’infor- 
mation, une certaine forme de ~omm~~nication (qui n’altkre pas autrement Ie com- 
portcmsnt d’uu processus qu’en contraignant le d&eloppement de ses actions dans 
k temps). 
(‘cs dcux points sont formalisPs par I’idee fondamuntale de Milner [7,8]: 
- I’erisemhle des actions forme un semi-groupe ah&ien: l’action qui r&u!t~X de Ia 
co-occurrence temporelle de deux actions u et b est leur produit a - h. I_‘ette 
opkation de c~~mposition est naturellement commutative et associative; 
- ccrtaines actions sent des actions d’khange, qui ont un inverse: la communication. 
Gmcnt ncutre pour la composition. r&&e de la co-occurrence de deux ac1ions 
d’khangcs inverws I’une de I’autre. 
tk:nt int6rcssks ici par la synchronisation pure, nous sommes conduits i adopter 
crtmmc f(~ndt~meflt tie nowe calcui la structure de I’ensemblc des actions d&rite 
cornme suit: 
- pour krirc dcs prrtgrammes parall@les, nous disposons d’un ensemble A d‘actions 
(OLI plutft: whknas d’actions) de calcul. tels “calculer’, ‘mettre’, prendre’, etc.: 
- mw~ nou\ donnon\ par aillcurs un ~nsemhle S de signaux, chayue signal 4 
rI~tcrrnin:tnt clcus actions ck ~Yynf:hronis.ttion (Y ct 6. qui fornwnt I’wscmhle S; 
- l’~nwmhlc M dcs actions est alors le quotient du monoide C~~I~rnut~~tif like (1~s 
p3qucts) ~:ngendr6 par A I/ S par fa ~~~r?gru~l~~e donn& pai 
l<n 0pt:rnt pour ccftc pri’wnt;ltion du monoidt_ d’action5. I~US HYOIIS un point de 
vuc un peu plus restrictif yue cclui de Milner. Cette structure de produit fait 
apparaitre Ie 6le ambigu de 1’6lGment neutrc: d’un c&6 action de nc: rien faire, ou 
tf‘:i:twfre. petlcfznt un instant: de l’autrr action dc ct~mniurlic~~ti~}n. De fait nous 
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n’utiliserons jamais explicitement, sauf & retrouver les constructions du calcul 
synchrone de Milner [8], I’action 1 commc: action d’attente. Ceci nous amene 5 une 
seconde diff&rence avec SCCS: dam ce calcul (voir aussi [7]) sont intraduits des 
opkateurs de d&ynchronisation explicit. 
A I’inverse nous voulons essayer de synchroniser de processus a priori temporelle- 
ment independants. Cette dernisre hypothi?se se traduit dans la dgfinition opiration- 
elle de la composition paratl&le d&rite par 
Ceci signifie que I p~q~ -G r ssi 
h 
tii) 3u.b3pf.y’:p-Lt,p’,q~ q’ et c==a* b,r=(p’bq’), ou hien 
(iii) 3q’ : q -5 q’ et r = ( pi/q’); 
t’est-&dire yue les premi&res actions de ( p/q) sent celles de !J ou q, m une action 
r&&ant de l’activite simultanke de p et 9. Ainsi on wit quc I’un des deux peut 
“attt:ndre’ par rapport i I’autre. sans accomplir pour autant I’action 1. 
Prkisons maintenant ies traits caractkristiques de I’approche alg&briyue adoptee: 
(I I un processus, ou plus exactement un agent, est un terme d’une algtitbre libre. 
Nous wons tlkjl vu l’un des constrclc:; urs de ce langage: la composition parall~le; 
nous d&zrivons les autres plus loin; 
(21 les transitions initiales possibfes d’un agent sont d&rites, ainsi que nous I’avons 
vu pour ( yj’qt. par induction structurelle. Nous suivons iri le style de Plotkin [!I] 
qui montre quo la semantiyue op&ationnelle d’un iangage s’exprimc trk naturelle- 
mcnt par ce genre de systeme de rkriture de termes conditionnel; 
(3) comme ce sont plus les comportements yue les termes qui nous intkessent, 
tes processus ont Ies ildments d’unc algebre quotient par une congruence compatible 
avec les transitions. 
Cette congruence induit de nombreuses propri&&, ce qui justitie le terme de ‘calcul’ 
pour I’algGbre des processus. Celui que nous introduisons dans la seconde section 
cst baptis6 MI:IJE. On peut, de faGon quelyue peu arbitraire, y distinguer deux types 
de primitives: 
1. I ) L.ts constructeurs propremcnt dits, qui sont 
- lo prktixage par une ;rction II, operation qui s’krit Q: p et dont la st?mantiqus est 
donn&2 par II : p Id+ p. 
- la composition parallkle, d6ji &oqu6e. 
- la declaration ou dkfinition rkcursive. Elle prends I:? forme 
(s, where x&p,,. . . .x,,(=P,,) 
oii les xi sent des identi~cate~rs et pi des termes. Sans donner le dktail de la 
simantique de cette construction, disons que ce tcrme se comporte comme le 
corps I>; de la d%nition de Xi, dans lequel les identifkateurs sont r&.wsivement 
lies h leur dkfinition. 
(2) Les primitives de synchronisation, qui visent i modifier le comportement d’un 
processus: 
- le renommage par un endomorphisme 9 du monoide d’action: (cp}p, 
- la restriction sur un signal s, qui s’krit p\cy. Cette opkration a pour effet d’interdire 
toute action qui comporte (de faGon irrdductible) 1’6mission ou la rkeption de 
ce signal. 
C’ctte famille d’opbration est plus restrictive qu’en SCCS puisque now n’autorisons 
ici des restrictions qu’& certains sons-monoides de M Par contre nous introduisons 
deux primitives de synchronisation qui n’apparaissent pas explicitement dans les 
calculs de Milner (mais y sont d6finissables): 
- 1-e dklenchement d’un agent p sur une action de synchronisation s E $, not6 
(s=+pf, qui vise 6 lier les premieres actions possibles de pi 1’6mission ou rkeption 
simultanic d’un signal; 
- Lc pilotage de it sur .FE S, que nous notons (s * p)$ qui lie toutes ICS actions 
pcnsibks Q partir de p A I’action de synchr(~nisati~~rl s: 
<‘cttc op6ratiitn consiste on qifelque sorte 5 rPgler Ie oompcwtement d’un agent 
sur tmc horloge. 
Lln ink& de ce type de formalisme est qu’il rr’y a Iri aucune diffirence entre 
prrxcssus t’t systt”mc (synchronis@) de processus. En effet un m6canisme de svn- 
chrwisation apparait comme un op&ateur fou plus gCn&-alement un syskmr 
d”rtpl-ratwrs,) qui organise 1~s comportements d’un certain nombrc de processus. 
Ici i’trn peut .~~~~.~~e~ un tel rn~~~~t~~srn~ wmme stunt d&rites lcs primitives: par la 
ckxription structureffe de sa ~~nl~ff~ti~~u~ t ~ r~~ti~~Iln~l]e. Par example, on peut ainsi 
d&.-f-if-c IS somrw dc ClCUS prw~ssus 
langage avec des variables likes) tel que, lorsqu’on y plonge les composants du 
systkme, le terme obtenu se ~omporte xactem~nt (5 la ~ongruenee pres) comme 
l’iadique la specification axiomatique du mecanisme de synchronisation. En general 
un tel contexte apparait sous la forme d’une mise en paraflele des ~omposants du 
systeme, soumis 5 des contraintes de reception de signau~, avec un agent syn- 
chronisateur ~souvent une horloge) qui distribue Ies signaux. Ainsi, par exemple, 
nous verrons que i’on peut definir la somme 
(ou 0 est un agent qui n’a pas d’action) et la composition synchrone 
~~x~~=(~*~~~*~~( x where XC=& 8 d : x))\g 
06 It =(x where x+=6 * ii!: x) est une horloge qui kmet deux tops simultan~ment. 
Nous consacrons la 3Gme section de cet article & illustrer cette demarche par de 
nombreux exemples, en montrant la validite des constructions proposees et en 
donnant quelques propriMs algebriques des operateurs dirives (avec lesquels la 
congruence st compatible puisqu’ils sont d&is par une expression du langage). 
Nous retrouver~ns en particuljer les constructions ~nita~res de SCCS, c’est-a-dire 
la s;ersion de ce calcul donnee en [7]. Nous montrons qu’en fait ce calcul et MEUE 
sent 6quivalents: chacu31 est sous-caleul de l’autre, au sens de [8]. Ceci signifie que 
les cteux appruches: d~synchron~ser des processus ynchrones (SCCS) ou syn- 
chroniser des processus asynchrcill _.--c (,MEIJE) ont la m6me puissance d’expression, 
Nous evaluons dans la 4eme partie cette puissance d’expression: mod&ant Ic 
comportement des processus par des langages de suite d’actions (et l’on retr~~uve 
I$ une approcne largement utiiis~e, **air par exemple 12, 4, 5, IO]), nous mon~rons 
que tout langage rkursivement enumerable apparait comme le comportement, en 
ce sens, d’un processus de notre caicul. En particuher pour tout rn~~arIisrne d  
synchr~~nisati~)n d&X-it (comme, par exempfe, celui qui rkgit les rapports de produc- 
tioIl/consommatiol~ 5 travers une file d’attente) par une grammaire algibrique (i.e.. 
‘context-free’) on peut construire un processus qui le r-Cake. 
2, Syntaxe et se~a~ti~~~ 
Ainsi yue nous i‘avons dit, notre calcul repose sur ra prksentatinn du monoide 
M drs actions (dans lequel a composition est notee * et le neutre 1) comme quotient 
du monoide ~~~rnnl~It~~tif like engendri par A u $ par la ~~~ngruence donnee par 
__ A est un ensemble d‘actions dc calcul, 
- .S est un ensenlb~e ~disjoint de A) de sign~~ux~ d&sign& par g,lr_, fz, .. . et $ = _ 
(n, 6 /_n__~ S) est I’cnszmble ~suppos~ disjoint de A u S) dcs actions ~~it~~rnj4~les~ 
dc syncbronisat~~n. 
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D’unc faGon gC&rale, un element de M sera dCsign6, B une permutation prk, par 
un mot rCduit de (A u $)*, et lorsque ce mot m n’est compost? que d’actions de 
synchronisation, A dksigne son inverse, de sorte que % = m. Par abus de langage 
encore, on dira qu’une action a est facteur d’une action b (ou divise b) si, h une 
permutation prks, le mot rkduit a est facteur du mot riduit b. Formellement: 
Pour k?r Au $ on note par B@ le quotient p ar la congruence engendke par 
(n * ci = I IKE S} du sous-semigroupe engendre par B du monoide commutatif libre 
engendrk par Au $. C’est-h-dire que B@ est I’ensemble des paquets non videc 
d’Cldments dc f3, quc l’on rkduit (on peut done avoir 1 E I?@). 
2.1. Exemple. Pour n E A. a5 = { a, a - u, a . a 1 a, . . .} et si 2 E S, 
{a.cu,(Y}~~c)={a.(~,a,a,a.cu.a.(~,CY. cu, a - a . a, . . .}. 
13’ = 13’ u{ I} (done M = (A u I$)’ par diifinition). 
M\IJ=f(AuS)-I?)*. 
Par abus de notation, pour B c A u S, on dkignera aussi par B”, B’“, M\B resp. 
Its structures C*, C”, M\C oii C=lBnA)u(a, ci igE 8). 
1-a htructurc adopt& pour le monoide des actions nous permet de dtkrire les 
cndomorphismes: ceux-ct wnt cntik-ement dGtermin& par leur image SW les g&l- 
i.ratcura, c’c*lt-ii-dir-e WI A u {u 1~ c S} puisque 
~unc action dc synchronisation ne peut &re rcnommk quc par 
iJC~iOJl5. C’CSt-~J-diW qUC q( $1 c $’ ). 
Pour &ire Its procccws nous nous donnerons un ensemble 
paquet de tclle:, 
(disjoint de M) 
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(vii) Pour s E $, si p est une expression alors (s=? p) et (s * p) sont des expressions, 
resp, declenchement et pilotage de p par s. 
2.2, Remarques. (1) On verra qu’on peut definir l’expression 0, mais il est commode 
d’en disposer. On pourrait Cgalement limiter les operations de prefixage au cas oti 
a E A u $, ce qui serait peut &tre plus naturel. 
(2) Nous n’utiliserons en fait l’operation (cp) que pour des endomorphismes tels 
que(a]ciEAz 3 & cp(a) f a) est un ensemble fini. Si c,:t ensemble est (a,, . . . , a,,} 
et si p(a,) = bi, on notera (6pp)p par 
(cettc operation n‘est pas une substitution). 
(3) L’un de nos objectifs est de developper un systerne de manipulation de 
processus formels. Aussi nous n’avons pas de primitive * infinitaire’ comme dans [ 81. 
Par contre nous admettons des primitives qui pourraient &re riduites (remarque 
( I)), pour obtenir plus de souplesse dans I’ecriture. 
Dans cet article nous prendrons quelques libertes avec la syntaxe formelle qui 
vient d’etre donnee en ce qui concerne le parenthesage (sans pour autant expliciter 
Its prioa-itis entre opchteurs). Comme ii est usuel, on peut definir inductivement 
les notions d’occurrence libre et liee dune variable dans une expression, et de variable 
libre ou lice. Le nom d’une variable muette est evidemment sans importance, et 
nnus consi&rons quz deux eripressions ont sylltaxiquement identiques, ce que rlous 
notons =, si elks IV’ _lifferent que par le nom des variables likes (c’est la ru-conversion 
du h-calcul). Cela &ant, on peut definir inductivement l’operation de substitution 
d’exprcssions pt, . . . , P,~ ti des variables yl,. . . , yn cn toutes Ieurs occurrences libres 
dans I’cxpression p (avec un changement de variables muettes dans p s’il y a lieu 
d’eviter des confiits). Le resultat de cette operation (defini mod -) est note 
ou, lorsqu’il n’y a pas d~ambigLlit~. [pi/Yc]P* 
Snns definir formellement ccs notions, notons seulement que 
[qr/.b *. . , q,l/y,l](x, where x, tip,. . . . . xk +pF) 
+: C.X: where X; ~[r?,/~j]Cx;l/xll]pl,. . . , xi +[~j/yj][~~,/~j,jp~) 
CC uhayu~ si, t’st une variable qui n’est ni un !;, ni uue variable libre d’un qk 
On considere ausyi yuc la restriction est unt operation liante: (cette hypothitse 
nous permettra de construire des operations de synchronisation derives conformes 
it leur specification pour routes les substitution>) 
oil @ n’apparait dans aucun pi, c’est-h-dire n’cst pas clans lcur sorte, comme now 
le vcrrons. 
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Nous appellerons agents les expressions closes (sans variable libre), qui forment 
i’ensemble ~4. 
Les transitions possibles d’une expression sont don&es par les relations -fi, pour 
a E M, qui sont les plus petites relations satisfaisant la d&hition inductive (ou 
structurelle, cf. [Q]) donnCe ci-dessous. Indiquons d’abord que lorsque nous krivons 
PI -~+.?;,_..,pn-+p:~ 
b, 
41 - s& 
j’k 
f . . , qk --+ qi 
c’cst ISI WI element de la difhition inductive de la (plus petite} relation T c 
Y X N X % qui satisfait (en&e autres) 
La s6mantique opirationnelle des constructeurs de 3’ est done sp&ifEe par 
fi) a:p:p, 
(ii) PS P‘ p%pI,qL9q8 _ 
( pljq) -% ( Pl,fG (pm- (P'/w 
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puis 
b:c:O~ c:o c:o-$-,o 
~*(b:c:O)=U.?*(c:O) a*(c:o)= 0 
(6 * (~:c~o)~~~c:o~~ (5 * (c:O)~O~ 
(& * (b: c:o)//cu*c:o)\cy~ (5 * (c:O)//O)\G 
et i’on peut tracer In; graphe des transitions passibles & partir de p (en omettant les 
expressions interkdiaires): 
P 
et I’expression I & * c: O//O)\(y est tkqu6e. 
2.5. Exemple. Soit p=(x where x~(n:n=jb:xiic:IYjd:O)\i~). Yosons 
pl=~:f~-ah:~j, p2= :( c Ir=3d:O) et q=(p,/;,z)\a_ 
de sctrte que p = (x where xeq). 
[(x where xey)/x]p, “* a=+b:(x where xeq), 
[(s where x+q)/_rJp2 1, cU=+d:O 
cl’& [(s where .u+=q)/x]q z q’ par exemple (le lecteur pourrzr &ire 
~‘expressi(~il q’) et done 
<L’ < 
(x where .uCq) --, q’ 
et Ic graphe des ~~nsitions po!;siMes ii p,lrtir de p est donnk par le dja~ramme suivant: 
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2.6, Exemple. Soit p= (x w~~rex~(~:O)~x)}. On peut voir que 
p.2 (O//p) done p: tOll(Ollp)) etc. 
C”est-h-dire que Vt1 F[-. N3pn: p -Z-+ P,,. 
Get exempfe montre que i’ensembie des actions possihles d’un agent et de ses 
actions injtiaies peut 6tre Mini (branchement infini). Cependant ces actions ne sent 
ctrmpos&es que d’un nombre fini d’actions atomiques. On peut le voir en de’finissant 
la sorre d’une expression, la plus petite partie de Au S satisfaisant 
(if sorte(0) = (3 = sorte(x) pour tout x E X, 
(ii! SOJtC(U:p) = B u sorte( p) oii B est le plus petit sowensemble de A u S tel 
yuc CI c B- (done par exempfe B = $4 si a = 1). 
[iii 1 sctrtc( p,#q 1 = sorte( p) w sort:?(y), 
I iv) Wrtel X, where K) = U I^ j- ,, ;orte([( sk where R )/ sk]p,) 
oil K = .T, (sp,. . . . , A-,, (II~,, (ici on pourrait avoir une dCfinition plus restrictive, on 
GL” faisant intervenir que les indice.;l j des variables .x; dont la definition cantribue 
etf~:ctivcmcnt aux actions de I’exnres:+ion consid&&), 
(vi S~~Jt~~~~}~~ = 13 &I ZJ rst Ic plus petit soLis-ens~nlble de AL .S tci que 
~~~ortc~~?~fC~ 13’. 
!cil ~ortel~ltu)-sort~fpj-(ru), 
(vii 1 cortcI .s=3/7) = w:tf.:( p) L, {g} = sorte( s * p) si s f {a, 6). 
Preuve. I%r induction sur I;t structure de y et la dkfinition dcs relations de transition, 
rcwtiric. : 
(i) [P/g]O=O et [P/ryJx=x pour XC X7 
(ii> EI+I(wI = P(~):E&WJ 
ou cp est I’endomorphisme deternline par cp(a ) = /3, 
(iv) [p/Ly](Xi where xi+pl,. . . , x,,epn) = 
oti 9 est i’endomorphisme d&G par q( cy )= /3. 
2.9. Rernarque. Cette operation n’est pas un r~n~~njrn~Ige (c’est une sorte de renom- 
mage avec port&). 
On a par example 
es 
= (@u/‘a)txa: O[(@/ b)Gb: CI,\&~. 
On a vu dam Ies exemples pi-k&dents que, par exemple, le terme (Cy * c: ~~O)~~, 
tout comme 0, n‘a pas d’actions, que (dans le second exemplef (p#O)\g, a le me”me 
graphe de transition que p (au nom des noeuds pr&). 
II importe, pour rendre compte de la signi~~tion intuitive des operations shoisies, 
de ne pas distinguer ces termes. C’est pourquoi nous definissons, en nous inspirant 
de la notion de bisimulation de Mihrer [8] et d’observation 131, des 6quivalences 
entre agents (rappelons ici yue I’ensemble ~2 des agents est form6 des termes clos, 
e’est-S-dire sans variable libre). Chacune de ces equivalences est relative 6 un criterc 
d’ohservation, qui est une famille d“observables’; chaque observable 5 son tour est 
un ensemble de suites (flnies) d’actions (sequences dans le temps) observables mais 
indistinguabI~s entre elles. Forn~eilement: 
un crit3ru d’ohseruntion est une frrniAle E de parties de M”; chaque element 
de e est un obsemable darts le crit&re consid6re. 
Ici fig* disigne Ie monoide libre (ensemble des suites ftniesl engendre par M. Nous 
dPsignerons par E son &Ement neutrc, ea’ la c~ncat~natj~~n d’un mot u et d’un mot 
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u sera dCnot6e par u: u (alors que la composition instantanke d’actions a et b est 
parfois notie ab plut6t que a - b). 
On peut hendre naturellement les relations de transition aux kquences finies 
d’actions, en dCfinissant G pour w E M”: 
pZpI ssi (i) W=E et p’=p ou bien 
(ii) w=a:u& 3q:p:qdsq:p’. 
Du point de vue d’un critke E, un agent p satisfait une observation e E E ssi, par 
dtifinition, 
rdation que I’on peut noter, suivant [3]: p 5 p’ (transition mod E). 
On pout alors dire qu’une relation d’iquivalence R sur I’ensemble .d des agents 
wisfait le crith-c d’observation E si deux termes equivalents (mod R) sont indis- 
finguahies via Its observables de E. Autrement dit: Si les relations de transition 
mod 1:’ pahhent au quctient .d/R (suivant Milner [8]. on pourrait appeler une tellt 
Cquivalencc une E-bisimulationj. Formellement: Une equivalence R sur .d sutisfclit 
1c critllre d’observation E ssi 
(propri6tC dt commutation: K Q 3 G =% 0 R pour c E E 1. 
Appelons .F le treillis complet des bquivalences sur .d pour I’ordre dc finesse s 
rc’est-h-dire I‘inclu:;ion inverse) et 3,. I’ensemble des equivalences wr .r/ qui 
wfi\font E. Rappthns que hns .-7 la borne inf0riwre d’unc fumille non vi& 
{K, i Lo 1) et donn&z par 
I 
P, K, = 
i I i 1 
I J K, f I’crmcturc tranhitiw Jc l’union). 
1. I 
E plus fine quc toutr autre. ri tout tZEmcnt R dc 
ff ( R 1 la p!us grossit=re des f?quivalences wtisfaisant 
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Cette application de 5’ vers 3-E est une fermeture de 9, i.e., 
(i) R d R’*f,(.R)S.f&R’), 
61 R =%IW, 
(iii) fE 0 f~ = f~. 
En particulier, elle est monotone, et done admet (th6orgme de Knaster-Tarski) un 
plus petit point fixe -d E qui est don& l pu~squ’~vid~mment ftt (R) = R #R E S,) par 
-E ==(G(R)R E TE})+. 
Comme nous l’avons dit, toutes Ies equivalences satisfaisant E sont points fixes de 
SC cette dquivalence (qui satisfait E) est la plus grossiere de toutes: ’ i.: ‘t 
Fe tl ;-F[: =$+ R c -vEi. 
Nous l’appelerons t;yfiiizzlence de E-obsen~ation (et nous pourrons parler en g&h-al 
d’gquivalence d’observatkn). La propriitC qui vient d’etre 6noncee fonde un prin- 
cipe de preuve, cas particulier du principe bien connu sous le nom d’induction de 
Park (voir [8]). Nous uti~iserons ici le 
Principe de preuve (relatif :3. WI crithe d’observation E). Pour que p - t: 4, ii (faut 
et il) suet qu’il existe une relation Psr_ .d X d symitrique, telle que ( p, 4) E P. qui 
satisfait tie principe de preuve‘l 
q&q et (p’.y’k(PLJ -pj*. 
Validiti. 11 sulfit de voir qu’alors (Pu -r..)* est dans XF, d’o3 pr --{+ 
Sans entreprendre ici une &ude systPmatique de ‘ia notion d’@ivalence 
d’observation. on peut donner queIyues exempIes (voir [8ji: 
f I ) La plus grossi?re equivalence d’~bservation est .C;r ic: .pl’, d&rmin& par le 
critPrc trivial _I_ = {RF}. 
(3) A I’oppok, si 1’011 SC donne comme critkre d’observation TIC:; toutes ies 
s6quences d‘;iL;iions sent obserwhles, et toutes distingukes, c’est-h-dire 
alors on obtient la plus fine de toutes les Quivalences d‘nbservaticn, que nous 
noterons simplement -1, et qui sera (provisoirement) d&ignie SOUS le nom 
d’~q~liva~~nce d’observatioi~ forte. 
Notons que te critkre d’~bser~~atjon T est ~quivale~lt 5 ~d~t~rmine la mzme 
ihquivalence yue) 
104 LX Austry, G. Boudal 
et c’est cette presentation de ~‘~quiva~encc forte qui sera adopter iorsquY s’agira 
dl: faire des ipreuves. 
(3) Cc que Milner appek ~qujva~~nce d~~~bservat~o~ (cf. [3,8]) est celle, no:& 
=. qui es: associke au critke 
0=:(7i~%~)~ WE M-W”) 
06 3 est la projection (morphisme) du monoide M* sur hi-mcme dCterminCe par 
riIf=~ (et rr(a)=a pour aEM-(J 
La signification intuitive de ce crithe d’observation est que I’action 1 est inter- 
prC.tk cornme une action d’attente ou de dklai, qui, entre les autres actions, n’est 
pas observable: toute autre action est observable cn elfe meme, mais non le moment 
exact auyucl clle intervient, puisque ks observables sent ici 
1 I)“. (r}%,(l)” = . * {l)*U,,(1)* pour CtiE M-i\). 
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Ou encore, si une action a ‘fait la mime chose’ qu’une 
admettra comme observable 
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Gquence bl : - - - : bk, on 
{a, b, : . . . : b,). 
La notion d’observable permet done d’introduire un peu de kmantique des actions. 
Les Equivalences d’observation concernent les agents. On peut les itendre aux 
expressions du langage, en considkrant celles-ci comme des contextes, ou plus 
exactement comme des schemas de fonctions sur l’ensemble des agents: si 
(Xi,, . . * , sj,; es:. “ensembie des variables libres de l’expression 4 E 9, cette expression 
dt3init unt; fonction B k arguments SW ~4, avec 
s^CPI*. . ..pd=[pJ+-7 pk / x,, ]q (substitution). 
U’olj la G6finition de l’extension d’une 6quivalence d’c>bservation -I< i .i%: 
pour I?. q d2ns 270: 
p = fC sj ssi pour pour toute substitution clsse (de X dans ~21 
P:EPIP-E- bfq. 
Sur Y. cette relation est ividemment une Equivalence stable par suostitution 
(quelconque), dans laquelle chaque identificateur constitue une classe (sauf si -l, est 
.cl’X.?/). 
D’une faqon g&k-ale, un calcul de processus (voir [8]) ,tppara$t comme la donnke: 
- d’une y.ntaxe: les opkateurs prinGiif< 
- d’une simanlique opirationneiie structurelle, 
- d’une Pquivalence d’ohser bration = I qui est une congruence. 
Les deux premiers points cpi dkfinissent le c;h~l que now appelons MLrlJI: ant dkj6 
t!tG inrraduits; il reste ;I voir la proposition suivante. 
2.10. Proposition. = e.68 UIlL? ~~~Ii~rL~eFZ~e f SW y) 1 kl ~~ngr~e~~~ _f@f‘k 
Preuve. La preuve en est exactement la ;nCme que celle yue donne Milner pour la 
proposition analogue concernant SC’CS [Xl. Nous ne la ripitons pas. Incl$ms 
seulcment dans deco cas (simpks) comment y est utiiisk le principe de preuw: 
(i) On vout mnntrt’r par t:xemple que 
p m= p’ & y --if ==3 ~.p~~~ = t ~?~~~i~~. 
Pour- crlir on consid&rt2 la relation (sym6trique) Per .54X .:I;] constitu6e jes couples 
(( pQ#, ( p’kq’)) prjur p, p’. q, (I’ darts .d tels quc ,7-p’ et q -q’, On montre quo 
I) s;itisfait IC principe de preuve relatif au crrtkre d’observatian qui d8init 
I’Gquivalence forte: 
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Par dCfinition des relations de transitions, on a ici trois cas: 
h 
P”r,,q& &I r=(rl//rz), ou bien 
Dans le second cas, par exemple, comme on a par hypoth&e p-p’ et 4 -q’, et 
puisqx, par dSnition, - satisfait le critlxe d’observation {(a} 1 a E M}: 
pb, &p--p’ =+ 3r;:p’-L:,; & r; -r1, 
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On a vu que la cor.;:iuence = est stable par substitution. En fait les opkations de 
substitution (la classt: d’un identificateur &ant reduite i cet identificateur) passent 
au quotient puisque. 
PropriM 1. Sip et p’ .sont des substitions relies que p = p’ (i. e., Vx E X: p(x) = p’(x)), 
azorsp=q=i[p]p~[p’]q. 
Preuve. Puisque p = q+[ p’]p = [ ~‘14, il suffit de montrer que 
p=p’ 3 V‘!?E2? [p]p=[p’]p* 
En fait on montre que 
P”P’& P’P’ * [PIP’[P’lP’ 
par induchon structurelle sur p, en utilisant le fait que = est unc congruence. Cl 
La congruence forte contient d’ailleurs i’identiti syntaxique. 
Proprie’ti 2 
p=q=+p=q 
(par in ditctiofl strzxturelle). 
Noton:; que ces deux propriitCs, ne tenant qu’8 la dkfinition de 1’6quivalence sur 
Y, sont vraies de toute congruence observationnelle. 
On peut voir kgalement que modulo la congruence forte, le n-uple de termes 
(s, wher& x,c%p,,. . .,~,,(=p,~)~~,~,, 
est solution du systkne d’kquations 
C’est-i-dire qu’on a la proprih? suhante. 
Proprie’ti! 3. Pour R = x, C=p,, . . . , x,, *pl et 1 d i 6 n: 
(x, where R) =[(x, where R)/x,,]p,. 
Preuve. On vhifie ai&ment que la fermeture symktrique de la relation 
P={([p)(.r, where R),[p][(xj where R)/xi]pi>l 
15 id n et p substitution close) 
satisfait le principe de preuve. Cl 
D’une fagon gh&afe la preuve des propriCh% don&es ici s’obtient en appliquant 
le principe de preuve $ la fermeture symhique des relations donnCes par les couples 
de termes e&s dent on veut montrer I’&quivaience. On obtient par exempie la 
suivante. 
Ceci s~gn~~e que, pour p, 4, r expressions du langage, 
t ~~(4~r~~ = (( p~q)~r~, Wp) = t pm = p9 (p/m a WPL 
De cc fait on pourra utiliser la notation (p,l * - * apex. El. y a 1$ une di~~ren~e 
essentielle avec SCCS, dans lequct I’t%ment neutrc de la composition paraWe 
~sy~~hrone) est doun~ par 
dcf 
1 = lx where x+=1:x) 
qui n’est done pas un terme ‘hi’. 11 n’y a pali non plus ici de relation simple entre 
pkfixage et composition paraWe (comparer avec la Proposition 5(3) de [g]). 
~~~~~nc~rnant les restrictions, on a les propri&i% suivarrtes. 
II n’y a PiiS dt: relation simple er;t;_= les restrictions et lit composition paraMe; 
cn +lPr;k 
~~~~~~~~r ~~~~{~~~~ (par cxcmple, p=a:U et q=G:O). 
t’ependant cctte proprEt@ de distributivitc2 est vraie si 9 &sorte(p) nsorte(ql. 
L.:I PropriG 5( I 3 autorise I’&rh-e d’esprcssions de ia forme 
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En utilisant les proprietes ci-dessus on peut montrer le fait, deja mentionn~, que 
certaines primitives du calcut paurraient &tre reduites. 
PmprWs 6 
(1) O-(x where x+=x). 
(21 a* b:x=(a==%a:Oj%*b:x)\g oii u, bEM\@, 
::x-(aO//a:x)\~. 









fs*t s’ * p)) = (s’ * (s*p))* 
des contextes perrnettant d’annuler l’efkt du dectenchement et du pilotagc sur 
action de sytlchr~~nisation: Si s E { IY, CT}, 
3. Synchronisations 
Un cxempte typlque de syIl~~r~nisati~n en&e processus est celui qui rigit It: 
partage d’une ressource a acc&s mutuellement exciusif. Supposons par exemple que 
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ce partage doive se. faire entre deux processus qui exkutent de manitire cyclique 
la s&pence d’actions: 
On peut 
“calculer’ : ‘prendre’ : ‘utiliser’ : ‘relacher’. 
les formaliser par les expressions (pour i = 1,2) 
4, =(x where x+ci:p: u,: u: x). 
Ce quc I’on veut obtenir, c’est un systeme synchronik t, mettant q1 et q1 en parallkle, 
qui r&Ike le g-aphe de transitions donnke dans la Figure 1. 
Fortnuler cctte synchronisation dans notrc langage cwAste ii trouver une 
c\prc.+ic)n qui. lorsqu’on v plongc ~7, ct ~1~. r0alise ce graphs dc transitions. Pour 
CC faire. cw vi1 wumettrc, par rcnomm;~ge, la possihilitP de prendre et relacher la 
rcwwrcc ;‘: Ia rcccption dc signaux (y et 1-3. Ces signaux seront kmis cy,:liquemcnt 
An\ I’cwdrc conv~ni~hlc par un proccsws synchronisatcur (semaphore), 1’6change 
Jc’\ Ggwus Ctant ~~hligC par rcstric.tion. l.c tcrme wchcrcht ici cst done 
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lorsque i’autre y est entr6. Avant de remedier g cela, on peut cependant voir un 
avantage de la s&mantique adopt&e ici pour la composition paralt&le: lorsque l’un 
des processus est entrk dans sa section critique, le processus synchronisateur attend 
(sans rien faire) la demande de sortie, sans bloquer l’agent actif. De mGme si l’autre 
nrocessus demande B entrer dans sa section critique, il attend sans bloquer le syst&me. 
Ici l’on n’a pas k introduire, comme dans SCCS 171, des attentes explicites dksyn- 
chronisant les processus, ce qui en g&&al conduit h des attentes infinies. 
Pour ksoudrc la petite difficult6 soulevCe ci-dessus, il faut pouvoir distinguer, 
dans le synchronisateur, h quel processus est dorke I’autorisation d’entrer ou de 
sortir de sa zone critique. Pour ce faire nous avons besoin d’une operation f,: soaps, 
not&e +, qui exprime que (p-t-q) se comporte comme l’un ou l’autre ties proccssus 
p et 4. Formellement, la skmantique opkationnelle de cette construction est spicifiee 
par (cf. [7]) 
Lii encore, nous vouloras dkfinir cette optkation comme une construction d&i&e. 
C’est-B-dire trouver un contexte qui, 5 la congruence prks, la realise. L’idke est 
simple: il sufIit de dkclencher tes agents sur la rkception d’un signal, et de ne donner 
qu’une seulc ‘autorisation’ (i.e., disposer d’un synchronisateur qui 6met un signal 
et puis s’arrcte). Formeller~ent, 
11 faut montter que cette definition est correcte, c’est-&dire satisfait bien la 
spkification annoncPe. Supposons que, pour p et 4 dans & 
tp/x,q/~“ff~x~ff~y~rE:O)\~~ r. 
En cxaminant les cas possibles (oti, compte tenu de la dCfinition de la subl;titution, 
on peut supposer g&sorte( p) u sorte(q)), on wit que ceci Gquivaut Li 
(i) 122 p’ & r = ( ~>‘/a =+q[O)\cy, ou bien 
(ii) 4% g’ CO r = {~~~~~~‘~O)~~. 
Dans le premier cas, 
( P’[‘Y * :j//O)\cy 
= ($~a *q)tg (PropriX 4) 
= (p’/(ru*~j)\cf) (car cy Bsclrte( p’), et on applique PropriM! 5(2) 
= ($10) (Propri&G S(S), car crs”sorte(qJ) 
= p’ f PropriitC 4). 
Et de mCme darts le cas (ii) on a r = 4’. Par consequent I’expression choisie rCpond 
Ken, modulo la congruence forte, & la spkification de la somme. On peut done 
manipuler cette optration, avec laquelfe I’kquivalence forte reste compatible, par 
sa spkification. Avant d’boncer quelques unes de ses proprietes, montrons com- 
ment l’utiliser pour le probleme du partage de ressource evoque au debut de cette 
section. l31 notant pour la circonstance par ,y cette s~nchronisati(~n: 
dcf 
0ir rpI(p)=cUjp,9j(V)=&U pour i=1,2 et 
sem=(z where zc%(ti,:p I:z+~,:&::2)) (semaphore) 
(on pourrait verifier que c’est 1ti une operation commutative et associative, qui 
adrnet 0 pour element neutre). Donnons maintenant des proprietes de la somme 
(en notant ( p+ q) pour [p/x, q/yJ(x + y), c’est-B-dire pour 
Propriktes 9 
(11 wrte( p+ y) = sorle( p) u sorte(y). 
(‘12% proprictk se inontrcnt wit par raisonncment cquationncl (c’est Ic cm par 
~ucrnlk ptw I idcmpotenceI, cn utilisant les proprietcs dej& connues de la con- 
gruence forte, wit en utilisant le principe de preuve. 
Dans I:t suite de cette section nous traitons ainsi de n~~nlbreux exempIes de 
~~nchFonis,ation: 
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On peut par exemple ktendre les operations de d~clen~hement et de pilotage, 
SW des actions CL E M queiconques. La specification en est evidente; pour les reaiiser, 
il suffit de dklencher (resp. piloter) simultanement le processus consider6 et un 
synchronisateur qui execute (resp. repetitivernent) l’action a : 
def 
(a * x) = (a * x,/(y where y-C=c?a:y))\g, 
oh 9 est tel que a E: M\g. 
Ces operations ont des propri%s analogues B celles de s=3 et s*, B quoi on peut 
ajouter les proprietes suivantes. 
PropridtCs 8’ 
Une autre opiration t&s souvent considkee dans la litt~rature [3,5, IO] est 
~‘e~~~e~uce~e~# ‘illterl~aving’ ou ‘shufhe’, ou encore ‘merge’) ( p 1 q j de p et la. 
C’est une composition parallele qui consiste A entrem6ler les skquences d’actions 
de p et 4, en interdisant leur simultaneite: 
Pour dennir cette operation dans le langage, ii suffit de piioter p et q wr la keption 
d’un m$me signal, avec un synchronisateur qui ne d6livre qu’un seul signal a la fois: 
(xl v) = (a * x/a: * yj(z where zecU:z))\g. 
En notant encore par ( pfq) Ie r&&at de la substitution de p B x et de q ?I J’ dans 
I’expression en membre droit, on a les propriMs suivantes. 
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Par contie (nous laissons au lecteur le soin de trouver les contre exemples) en 
g&n&al: 
(PllbmW(Pl/4) I mw7 
(p+q) IrJtpw+(qm 
s*(pIr) 7qs3p) I (s3r). 
Une autre forme de composition paralkle a it6 introduite par Milner [7,8], c’est 
la composition synchrone ( p X q) qui au contaire ne peut qu’exkcuter des actions 
qui r&ltent de I’activit6 simultanke de p et de q: 
p%p’,qLq’ 
(PX9) -% (p’xq’) 
1-c principe de rdaiisation de cette synchronisation est le mime que pour l’entrelace- 
rncnt, mais ici le synchronisateur doit forcer I’activitb simultanke, c’est-&dire emettre 
cn r&me temps Its deux signaux qui pilotent p et 4: 
(xxy) = (a * xlja * y/(r where r~iiLY:z))\g. 
On pcut aussi avoir ki une solution ‘distribuke’: 
On rerrouve pour cette opirati;>n les proprititis suivantes do&es par Milncr. 
ipXy)-(qxp). 
(1 x p) = p (oh, rappelons-le: 1 = (s where x * 1: s )). 
(OXpI-0. 
(21 (a:ppa:q) -=nh:(pxq!, 
iccN p”y) =.f~sc~Px~P~q). 
Dans les exemples qui viennent d’itre trait&s (dcmt certains tint descas particuliers 
d’ordonnancement purT qui prend la forme (a * pkp * q/syn)\c, &I ou les actions 
possibles de syn sont dans {&+ Is)@‘), c\n wit apparaitre une forme commune de 
processus syuc~ronisateur~ Ceux-ci font tine action dorm&e TE IW et se recou~g~rent 
en eux-memes, c’est-i-dire que kur sp&ification est 
C’est pourquoi nous les appe~~r~ns des ~~~~~ge~ (d~terministes, l’action T &ant le 
‘top’); on a &,j& vu comment Ies definir: 
tlef 
It, = fx where X+T: x). 
Par exemple 1 est une horloge, et I’on a ~videmment 
Lc :iCmaphore du premier exemple (seconde version) de cette section est un cas 
particulier d’horloge non-d~terministe. La forme generale de la sp~ci~~ation est ici, 
pourB={br,....b,)clM: 
(on verra plus loin comment, dam certains cas ~rticulj~rs~ r-baker des hoi-loges 
Nan-li~t~rmjnist~s $ ~ranchemeflt infmi). On peut les definir par 
Kevenant B SCC’S, on peut retrouver les operateurs de d~synchro~is~ti~n, pipr 
exemple le ~~~~u~ kitin! 6(p) [7. X] yui autorise A attcndre avant d’activcr p, 
C’omme Ic note Mifner [WI. cette operation peut-6tre definie par 
Clu encore, pour poursuivre dans ic style de wt article (avec un synchronisat~ur 
qui peut attendre et 2 tout moment ddcider de passer Ic contrcile au processus mis 
en defai): 
et l’on retrouve les ptwprietks uivantes. 
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Propricss 12 
S(0) = 1, S(p)=p+l:S(p)2=p+6(p), 
scy\cu)=~(P)\~~ 6(((P)p) = (cp)& YL sat p) = 6(p). 
A titre d’exemple, donnons la preuve de cette derniere propriete: on applique 
le principe de preuve a la fermleture symitrique de la relation 
en utilisant la specification de I’operateur de delai initral (a la congruence p&s). On 
a done 
fifi(p)-r @ (i) a= I & r=@(p), ou bien 
(ii) 6(p) -2 r’ & r 2 r’. 
3r”: S(p) 2 r” & rrr== 6(p)
done. darts fc premier cas, 
I:ans le t*wwd cas, on a directement (par definition de la specification): 
M(p) -2 r =3 3r’: S(p) -2 r’ & r’ = r. 
3r’: Sri(p)-- r’ & f-‘-r. 
l.‘autre opkation de desynchronisation utilisee darts la prtmiere version du calcul 
~~nchronc dc Milncr [7] est A. qui introduit des attentes entre les actions d’unc 
kukwe. Ik fac;on imagee, si I’on a 
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La specification de cet operateur est (cf. [7]) 
P%P’ 
Apa SAP” 
Pour formuler la definition de cet operateur dans notre langage, I’idee est de realiser, 
apres les premieres action de p, I’entrelacement des reconfigurations de p avec un 
processus qui ne fait qu’attendre, et qui n’est autre que 1. Pour imposer de commen- 
cer par P, on lie les premieres actions de p au premier top de l’horloge qui constitue 
le synchroniaz. +eur de l’entrelacement, par un diclenchement muiuel, 
def 
A(x) = (a.+(~ * X)//T * l//cT+hhQ)\~, T.
A titre d’exemple montrons I’adequation de cette definition; on a 
A(p): r e a~M\(y,r r = (r’\!?, 7) 
avec 
((Y*(‘i.* p)iT* l/L5*hi):* r'. 
Compte tenu des specifications de 1 et de II,, on voit en examinant les sept cas 
possibles qu’en fait on a nicissairement 
p:p’ et r’=(7*p’l/7*ll//hi), 
c’est-i-dire que, comme attendu, r = (p’ I 1) (la restriction sur (u ne servant pius 5 
rien). 
Utilisant la sptkification de 6, 1 et 1 et le fait que, par definition de A, comme 
on vient de le voir, 
A(p):: r = &p’& ~($11) 
il faut done montrer que 
Vq: GA(q) = (g I 1). 
On vPrifie ah-s quc la fermeture symetrique de la relation 
P=WA(qL(yl WkdI) 




a aA 5 r ssi 
a = 1 et r= aA( au quel cas, puisyue l--+ 1: (q I 1) -!+ r' &_ r'= (q I 1) 
done 3r’: (4 I 1) -!+ r' & (r', r) E =T 0 Pm’ 0 =, ou bien 
A(q) L r’ et r’ = r, done 3q’ : q$ q’ & r’ = (q’ I 1). 
Alors, par definition de I, 3r”: (4 I 1) -“, r” & E” = t’ = r. 
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(b) On pro&de de mime 
du lecteur. 
Nous ne kpiterons pas ici 
dans [7]. 
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pour (4 I 1) 5 r. Les d&ails sont llaissks au soin 
les propri6tis de cet operateur, qui sont donnies 
3.1. Remarque. II semblerait que la dksynchronisation ‘totale’ soit plut6t 
I’opCrateur V = 6L\, soit encore V(x) = (x I 1). Comme le note Milner [7], la notion 
d’asychronisme qui pourrait &re IiCe g V n’est pas respectke par la somme. Ceci 
s’explique ici par le fait que cette notion n’est kvidemment pas compatible avec les 
aptirations de synchronisation, comme le dkclenchement. II est intkessant de noter 
ccpcndant que c’est par cet opkrateur de dksynchronisation que I’on peut difinir 
en SCCS notre composition paralltle (compte tenu qu’on peut y dkfinir nos primitives 
de synchronisation. Propriiti 1 l(3)). En effel on a 
(x-/y)-(V(a * y):“V(p* y)X(z where z+=c5: z-i-6: r+s:t))\g,p 
!ccttc dtfinition est due i K. de Simone). 
C’ctte proprick explicite la signification de I’kquivalence entre SCCS de [7] et 
MI.I.I~;, c’est-h-dire la dualiti (interdkfinissabilitk) de deux calculs fond&s: 
( I ) I’un sur la composition parallk4e synchrone X , avec des operateurs de dksyn- 
chronisation (c)u d’attente) 6. 3, 
(2i l’autrc sur la composition parallele asynchrone //, avec de:, opkrateurs de 
svnchronisation s+ et s*. 
I.‘un des mdcanismes de synchronisation les plus utilisks (voir [2,4, 101) est le 
rcndcz-rous SW unc action, d&omm@e pour la circonstance C.vtJnement. ou 
opkratcur de diflwion de cet GvtZnement (pour Milner [8]: conjonction sur cet 
i.vi.ncmcnt 1. II s’agit Iri. dtani donnt? e c A LJ S, de faire fonctionner deux processus 
cn parallPle de fason que lorsque I’un exkcute une action contenant e. I‘autre doit 
faire de m<me simultanknent; et le systgme synchronist2 effectue alors une action 
qui contient un seul Gncment e: il rcsie done disponible pour une synchronis;\+ion 
du rncrne type avec I’t-nviror,nemenr. F~ormellement. I’op6rateur de diffusion &,, est 
\pticifik par: 
Si ~1. hi H’ avec 
L~express~o~ de cet ap&ateur se fait comme en SCCS 
On peut gitnetratiser cet op~rateur ;i la diffusing d’un ~v~nernent e non atomiq~~e 
fen M-(l)); dans cette fam~Ile de synchronisation~ fa plus interessante st sans 
doute celie qui rends eompte des rendez-vous SW paquets d’~v~~ements: c’est, &ant 
dorm6 un ensemble fini E ={et, . . . , e,) d’actions fque l’on supposera tomfques- 
mais coci n’est pas vraiment une restriction -i.e., E c Au $, et telles que E ne 
contienne pas deux actions inverses I’une de l’autre, i.e., 1 dF*‘), l’op~rateur &$ 
qui a la mCme s~~~cification, mais 06 I’on consjd~re que e est un 6i6ment que~~onque 
de E’ fun paquet- non vide-d’&&ements de E), 11 est aiskmenr d&fini dans le 
langage 
Get opkrateur a des propriitts remarquables; en ~articul~er~ if admet un &%wI~ 
neutrc: c’est I’~jgent qui acceptc tous ies rendez-vnus ur e E-I E *. Sa spkification 
cst done: du type horloge {noun-d~terministe, av c hranchement infinif: 
c 
we E I?+: If; --+ HZ. 
Pour dt3inir cet agent dam le langage, il faut utiliser tes c~~finit~ons non gardks 
(yui sent une manike de rkafiser des sommes infinies, vnir [8]). D’une fac;on g&Grafe 
pour R={cr,,...,uk)cZMsoit 
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Le pre,mier point & montrer est 
ii) pT&p:m ~EB”&~ET 
par induction sur la d~~nition de T: 
l danslecasoiip=H g, on pro&de par induction suy,’ I infbrence de 29% 5 r. Par 
d~~nit~on, on a 
0 wit 3_fi, ..., i,,)E{l,..., k)(nfO) tel que f2=air**‘ain et, si {jI ,..., jl}= 
(I,. . * , k)-(i,, * . _ , in), 
dtsnc YC T et la pr~~prj~t~ est vraie dans ce cas. 
l wit, avec les mCmes notations, 
l si 34 c T: p = (u,, : O// . ’ * /a,,, : O//q) ou si 3q E T: p-q on applique de faGon 
kidente I’hypothke d’induction sur 4. 
E2w~ilc ttn vk-ifi:: cpt’ 
(2) venous, ~our~,q~.~, uvecE’=(EnA)u(~~](~~,~)nEf~), 
(i) si sortef p! c E3 dors ( p ~9 2 p) - p, 
(ii) si (sorte( p) u sorte(q)) n E’ = 0, (p &*, +I - ( plfq). 
Un autre m&anisme d’ordo~~an~ement (i verse n yuelque sorte du rendez-vow) 
se recontre frequement (ace&s il une ressource paatagt?e par exemple): c’est celui 
qui rend compte de ~‘exclusjo~ mutuef~e d’actions. Supposons que B = (n, t . . , a,> c 
A soit un ensembIe d’actions de calcul atomiques decx i deux incompatibles, 
c’est-A-dire qui ne doivent pas avoir lieu simultankment (chaque action est incompat- 
ible avec elle-mGme-mais c’est une hypothbe dont on pourrait se passer: on 
considere g&t&-alement qu’une relation de compatibifite e,: reflexive et symetrique); 
alors on peut specifier J’operateur #@ de mise en parallele avec exclusion mutuek 
hur B par: C dknotant I’ensemble des actions qui contiennent au plus une occurrence 
ii’une action de I?, i.e., C = ((J}u B)M\B: 
p 3 PI, q 2. q’, a,bECetaEM\BoubfM\B 
(P#H4) -@-+ (p’ #Bq’) 
Cette sp~c~~~tion est satisfaite par 
def 
(X #By) = t(~}x~{~}y~~~~~~ oii 54ai)== arai pour ls:iwz 
(si on voulait seulement interdire Jes actions de (pl/ql qui ont un facteur a@ pour 
i # 1. on prendrait 
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Nous nous servirons dans Ja suite d’une op~ratjon de composition skquentielle, 
qui fait appet a une notion de tern~i~~aison; aussi nous rkservemns pour tOllif la 
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suite un signal distingue rr qui sera le signal de ter~i~~isu~. On peut d&j& definir 
l’ard sur I’emission de ce signal d’un processus p, operation notee (p L a) : ce 
terme se comporte comme p tant qu*il ne signale pas qu’il a termine, et bloque p 
lorsqu’il itmet 9 (on considere comme anormale Yemission simultanee de plusieurs 
signaux de terminaison). La specification est done 
p-IC”p’,a~M\rr pa p’, a E Mb 
(pld-Yp’L!?J fp\iTF-0 
I1 s’agit done de bloquer I’agent p dks qu’il a imis p: pout cela on va piioter p sur 
un signal et le contraler par un synchronisateur qui donne l’autorisation correspon- 
tiante tant qu’il n’enregistre pas la t~rminaison de p. Cependant il faut que (p I r) 
signale lui aussi sa termina~son B l’environnement: on est done conduit 2 renummer 
cette action dans p; d’oti la definition 
duf 
I rappelons yue le renommage (~‘/a) ‘renomme c? en 3). 
Kcmarquer qu’cn general on n’a pas distributivite de cette operation sur les 
compositions paralleles //, I et X. 
I!nc classc d’expressions qui parait p~~rticuii~renlent i ~ress~nte st celle des 
iI* .f yai Asfont p L= t p I CT). WI pcut, par excmple, form2kr I:i des proprGt6s 
de blocagc. 
On ;f dit yuc t’opcration ( p I Q) (:‘[I jusqri’;i G”) nous servait a Minir la 
~.~~~~~~~~~.~~t~~jl~ .s 4 f~J~ fie~le p :q La signification de cette synchromcation ec;t cvidente; 
prccisons seulement que la transmission du controle est instantanie, c’est-A-dire yue 
ia tcrminaison de p est simultanee avec I’activatinn de 4. De plus la tcrminaison de 
I’cxprcskn p;y c-S+ celle de 4. La specification cst 






On voit dwx que la composition s~quenti~~~e respecte la propriete p = f p b ej, 
et qut’ dans la classe de tels termes, Cs: 0 est I’SZment neutre de la c~~~lposit~on 
sCyuentielle. 
Pour t~rnl~ner cette section, nous donn~rolls UR dernier exemple tie syn~hronisa- 
tion, dont la specification est un peu plus eiaboree que celles deja tiaitees. II s’agit 
d’un mecanisme Fort utilise dans le cont&e des processus, celui du chien de gark 
(ou ‘time-out’. Nous nous inspirons 15 de la construction donnee par Mimer [8] 
darts un cas particulier). Intuitivement, &ant donne un dilai qui est un entier k, 
c’est un opkateur Ok{ p, 4, r) qui ailoue a p un ‘temps de travail’ k. Ici le temps est 
cetui d’une hot-loge Ii,{7 E A u S), et Ok dkompte Ies occurrences du top T darts la 
suite des actions de p (on considcre comme anormal un agent qui produit simuitan& 
ment plusicurs tops) de tclle fac;on que 
-si p tcrmine (i.e., &et Q) dans les d&is impartis, on passe 5. la suite normalc, 
c’est-a-dire que le cwttrijle est transmis instantan~ment 2 ~$5 
- sinon l’alarme r est d~clench~e au k&me top enregistre et p est instantan~ment 
bloque. 
Forme~Iement, k E N &ant donne, on peut specifier mutu~~lement les @j pour 
OSjS=-k par 
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et, pour j > 0 (s: k > 01, en tiotant 
B={lr)1~((~)nA)u{cul{7)rr{~~,~}Za3: 
T”w.K rkliser cette sfx%ication, on da piloter I? sur la rkeption ri’un signal y; le 
cnntr&le est assure par un ~~n~~r~nisa teur yui &met y tout en d~com~?tant 6vent&le- 
ment les T fpar rendez-vous &,) et qui. lorsque le d%ai imparti est Ccouik, d&Aenche. 
wr un signal spkial g, I’alarme r: Soient t,, = CT& :0 et pour O<j< k 
y, 7)) (Ie iecteur pourra dhelopper dans cctte forwit: les 
et + en fonction des primitives). 
I A prcuvc de cwrection de cette d$finition (par rtkurrence sur j. 0 5 j C: k, et par 
~;?r. cn r;rhwn;~!l! \ur la spkification dez; qkrateurs utilisPsj est facile mais fus- 
tidicuw: ntw i’ometirons ici. 
3.2. Renarque. On porrrrait considPrcr un antw cantr6Ic fI; ( p, r) dont la ttx- 
minaison est ccllc de p 4 cclle-ci se produit dans Iv temps imparti. ou sinon est 
cclle dc t’;kirme r. ILlais en fait on ;1 





Si de plus on considtltre les comportements (finis) ‘termin&’ de p comme formant 
I’ensemble 
(ce qui n’a en fait d’int&& que pour les expressions qui satisfont L(p) r 
((M\F) u {c7])*, et telles que p I- p I p) alors le triplet {L( p), A(p), L”( pl} forme 
un processus au sens d’Arnold et Nivat [2]. 
De meme on peut associer 6 un agent p un automate ‘!l(p) dont k&ensemble (en 
gin&al infini) des &tats est (en notant [qf la classe dans !jp de Yagent q) 
dont la fonction de transition A (de O(p) X M dans I’ensemble des parties de Q(p)) 
est don&e par 
dont Y&at initial est fpj, c/e telfe sooty que si (T= p L <r et t(p) s (AMMO) u(d))” 
ators .1(p) est reconnu p;~,r cet automate avec, pour ensemble d’itats finals, 
4.1. Rern~rq~~. Ii est facile de voir que p-q e ~~{pj=~~~~). 
L’objet de ce paragraphe est d’kvaluer la puissance de notre calcul i wavers 
I’application .I. Pour ce faire now introduisons un ‘sous-calcul’ (au scns de [II]) de 
!kIt:1Jt:. qui est celui des (schimas de) processus siqquentiels non dkterministe.~: On 
considt=re yue A est un alphabet fini #actions. X est le plus petit sous-ensemble 
de 9 qui c~~ntient (la classe de) r? 0 et les identi~~teurs, satisfaisant: 
(i) si PE .+‘ et Q E A, alors a:p~ .*V’. 
(ii) 4 pFI-.1’ct qE.11 alas (p Ly)E*t: et (p;q)cTyC 
(iii) si (.v ,,..., x,,}c:s et {p ,,..,, P,~)c~N, alors, pour l~-i’zn, (xiwhlere 
.Y,e”=jI,,. * .x,,*p,,k~t: 
4.2. Lemme. Si p E .,% et p -5 p’, ators p’ E ,1‘ et a E A u (CT), et si de plus a = Cs, 
alors p’ = 0. 
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IXfinissons alors, pour 1 5 in, 
pi =(xi where n,eq,, . , . ,x,+4,,) 
Oti 
s,=dw:)+- - *+~(w[,) si {w:.. . . , wi,}={w/(i$ w)EP}. 
On verifie alors g&e au Lernme 2 que le n-uple de langages (ii ( pl), . . . , ..I ( p,,)) 
est une solution de P qui, la grammaire itant propre, admet une seule solution 
(th6or2me de Schutzenberger). D’oti le lemme si I’on pose p =pi pour i tel que 
5 = (i- Cl 
Ce r&.Atar (ou plut6t cette construction) est inGresSa.,* en lui-m$me dans ia 
mesure oti il perrnet de rendre compte dans notre calclrl de synchronisations qui 
s’expriment naturellement par un langage algkbrique (ordo~..rlancement). Supposons 
par exemple que p et 4 soient deux processus qui c( .:lnruniquent par une file 
d’attente non bornke, et que les actions de ‘mettre’ et oc ‘prendre’ sur cette file 
soient resp. a et b (dans A). Les processus p et 4 fonctiongant en parallele, il faut 
synchroniser leur accrs 9 la file, de fagon A ce qu’une a&on 6 ne puisse avoir lieu 
que si la file est non vide. Pour ce faire on va renommer a et b de fac;on A lier A 
I’emission d’un signal p (production) et b r3. la Gception d’un signal y (consomma- 
tion). Le synchronisateur chargk de distribuer les signaux correspondants doit 6tre 
tel que 
L(syn)={ w( w E { p, y)* et pour tout facteur gauche u de w: IuI,, 3 /u/~}. 
Ce langage (algebrique) n’est rien d’autre que I’ensemble des facteurs gauches des 
mots du langage de Dyck restreint sur une Icttre. Comme tout facteur gauche d’un 
mot de L(syn) est encore un mot de L(syn), il suffit en fait de trouver un agent t 
tel que A(r) soi; ie langage de Dyck &cJq&, engendre par Ia gramnlaire 
D’oti le terme 
I=U where x+=ii:O+(p:x);(Y:x)). 
Naturellement on veut que le synchronisateur ne s’arrete pas; on posera done (syn 
= r’*, voir plus loin) 
syn = (y where y+r;y). 
Finalcnient le systcme synchronis6 est d&r-it par 
(Gnln, yb/b)xllWla, yblb?yllsynJ\p. y 
(En fait cette synchronisatidn vaut pour un nombre quelconque de processus en 
parall&Ie partageant une mEme file d’attentc; on pourrait aussi I’kcrire en terme de 
A:,,,, Et: synchronisateur 6tant alors une expression de chemin.) 
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On peur figurer l’automate (?I pile) tie I’agent r: 
En f,, ii on peut ohtenir par .t beaucoup plus que les langages alg&riques (si I’on 
considhe des processus qui ne sont pas dans .h‘). Par exemple. on peut construire 
PC- .:J tel que 
.l(p)=(a”b”c”In~~} ((a.6,c)cA). 
L’idCe est de dupliquer I’agent qui permet d’obtenir {n’*h” 1 ri E Pi:), et :fui est donni 
(grice au Lemme 3) par 
q=(x where ~~:~:O+(a:s);(,h:cr:O)) 
en fiant h :I I’kmit;Gon (J’un signal (y qui w forcer une copie de q (dans laquelle on 
wnomme a par Ly et b par C) i produire (pour terminer) autant de c que q produit 
JC a ct de h: 
(~ci on pcut avoir un blocage de p. par exempfe sur cd: LI: h: c). D’aillcurs on pwt 
ioir facilcmcnt qu’on a I:: lemme suivant. 
~4.5. Lemme. Si sorte( p 1 LJ sorte(cj) c: A u {IT}. nlots 
upa2 ;,,,, ~y)=.t(ph1(q). 
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ob I, est uri opkrateur d’entrelacement avec rendea-vow SW le signal de ter- 
minaison: 
et le Mange it&r& t est donni par 
A(p+= .4(x where x-~==(c?O+(pl,~x))?. 
Par contre il est. moins kvident de rendre compte des operations qui ~omportent la 
notion d’effacemerlt (par exemple, ‘inverse shuffle, cancellation’, cf. [Sj). Quoique 
nous n’en ayons pas de preuve formelle, ceci semble inherent au caractke syn~hro~e 
de notre calcul (muni de la congruence forte): 1~ possibilit~s de discril~inatio~ 
temporeile sont trop fortes pour que 1’011 puisse effacer autre chose que I’image 
commutative d’un langage (done quelque chose qu” z.e peut gukre dkrire de 
syn~hronisation). Qn trouve par exemple dans les expressions de i3ot ou d’&Cne- 
ments (cf. [lo, 5]) des mkanismes de ce type: mais 12 encore, la synchronisation 
prends du temps, que I’on dkcide d’ignorer. C’est pourquoi on retrouve ici un 
rksultat analogue i ceux de f I, 51: mod&o I’kquivalence observati~~nnelle ==-* tout 
iangagc rkursivement &lum&able est rkalisable par un expression MEIJE. 
Preuve. II est bien connu que tout langage rkursivement &mm&able L cst image 
par un homom{~rphisme rpde I’intersection de deux langages aIg~bri~!~~~-~~: t h a c!<.i& 
vu comment obtenir les langages algibriques et comment r&riser I’intersection. Ii 
faut done montrer, en supposant I’alphabet A assez grand pour qu 1 4p FGsse Gtre 
consid& comme un endomorphisme de A*, que pour 4 E .d tel quc L(q) G 
t A u (6, )* il existe p E S$ tel que 
L(p)r.(Au@, I})* et ~+i(p))=&l(lq)j. 
Pour ccla on pose 
p = (M?qllsyn)\{~y,, Ia E A} 
ilti 
((;YIZia f A3c: S. 
4(u) = cy, pour tout a E A, 
syn= x where xG= 1 w,: x 
( aF A 
f&a: :. . .:a,, si cp(a)=a,:. . _;a,,, 
avec ‘Vq = 
4, si cp(a) = E. 
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5. Canclnsion 
Le calcul MrifJE que nous avons present& est equivalent au calcul SCCS de Milner, 
darts sa version finitaire [7]: dans le sens formel de [S], les constructeurs de i’un 
des deux calcuk sont d~~nissab~es par une expression de l’autre, la congruence &ant 
Ia meme (chacun est un sous-caIcu1 de I’autre). Ce resultat est interessant dans la 
mesure ou il montre I’equivalence de deux points de vue: l’un consiste 6 penser le 
processus comme des unites ~autonomes’, done asynchrQnes (dans un sens qui n’est 
pas le sens formel de [7., 8]), et a se donner les moyens d’organiser la coherence 
d’un systeme de processus. De I’autre on voit tous les processus regles sur une 
horloge universel~e, et i’on se donne des outils pour rompre cette organisation. Le 
choix entre les deux modeles n’est qu’une question de convenance. 
C’eci nous amtke A une seconde remarque: notre objectif etait d’elaborer un 
falcul yui permette de traiter culrn~od~rnent des problcmes de synchronisation, 
Notis pensons que la troisieme section de cet article montre que nos primitives sont 
Iti assez bien adaptees. Cependant pour 6tre entierement convaincants sur ce point. 
if nous faudrait definir formeljemcnt fa notion de synchronisation (effective) et de 
+cification, et prouver qsie toute synchronisation est realisable dans notre calcu1. 
L’ctudc mcnce dans la yuatrieme section est un premier pas dans ce sens. Elle n’est 
ccpendant pas enti~re~ent satisf~isante, mime s’ii ktait vrai que tout langage de 
~:omportcmcnts recursi’~ement &urn&able est ‘riafisabfe’. Car un resultat de ce 
type ne concerne que I’ordonnancement des tkhes, au sens strict. I1 ne dit rien des 
~~rnuit~in~it~s pos ihles fet souhaitahles, si I’on veut vraiment traiter du pa~iI~lis~~e?. 
~lu~kp_i’il cn wit notre calcul parait &re un cadre hien adapt6 pour aborder cctte 
pr0hlL;matiqi.w. 
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