In this paper we describe the use of visualization tools and facilities in the collaborative design of a replacement weapons system, the Reliable Replacement Warhead (RRW). We used not only standard collaboration methods but also a range of visualization software and facilities to bring together domain specialists from laboratories across the country to collaborate on the design and integrate this disparate input early in the design. This was the first time in U.S. weapons history that a weapon had been designed in this collaborative manner. Benefits included projected cost savings, design improvements and increased understanding across the project.
INTRODUCTION
The Reliable Replacement Warhead initiative was intended to provide a replacement device to address future stockpile needs without testing, with emphasis on the safety and security of the designs. The RRW initiative was a competition between two multi-lab teams, and both the Los Alamos National Laboratory (LANL) team and the other team included participants from several labs and a variety of scientific and engineering disciplines. .
The multi-lab, multi-disciplinary nature of the project meant that it was necessary to integrate many disparate points of view into the design process. Historically, this was done with a pipelined design process. Components were designed and then passed down the pipeline to engineers, manufacturing and assembly experts. However, the LANL RRW project leaders wanted to incorporate input across the spectrum early in the design, to achieve cost savings and a better design.
To accomplish this goal, the LANL project made the visualization resources developed at the lab by the Department of Energy National Nuclear Security Administration Advanced Simulation and Computing (ASC) program a central part of the plan. Over the past ten years, this program has invested in a wide range of techniques for use in visualizing large-scale simulations of national security interest. These investments have included software, infrastructure support, visualization cluster development and design and deployment of large-scale facilities. In the past, these resources had been dedicated to the visualization of large-scale computational fluid dynamics (CFD) simulations in the range of billions of cells.
For the RRW project, however, the emphasis was on an integrated use of engineering and scientific CFD visualization, and the use of immersive technology as a tool to enhance collaboration among scientists and engineers of different backgrounds and from different laboratories and plants, who may not have even met before this project. Standard visualization of CFD simulation was useful, but equally important was the visualization of engineering CAD data on individual workstations, in the theater and in the more intimate immersive CAVE setting.
All visualization resources and facilities available were used during the project. Individual design and analysis work on a desktop was, as always, very important, but the 90+ person meetings in the theater were indispensable to the engineering design process, and the smaller CAVE meetings clarified the manufacturing and assembly process.
VISUALIZATION REQUIREMENTS
The most important visualization requirement was the need to view the rapidly changing design. At some points in the process, there was a new, modified design daily, and this had to be viewed and analyzed not only individually, but sometimes also in a group setting. The rapid turnaround necessitated an agile approach to the visualization. To achieve this speed, we developed tools that automated this task, allowing rapid turnaround time for the visualizations.
We were required to support many different methods of analyzing the design. Engineering visualization was very important, including both the use of traditional CAD packages in a large-scale environment, and also interaction with the design with the same tools on an individual, immersive basis. Traditional CFD visualization was important in analyzing the physics component of the design. Training tools were needed for those who would manufacture, assemble and disassemble the device, and for that, the layout of the workspace and the analysis of work procedures were important.
Finally, presentation of the in-process design and of the finished design was essential. Such presentations were made to project stakeholders and evaluators at various levels of the government, and also to team members. It was extremely important to include design team members from the different laboratories in an effective way. Our visualization had to support multi-discipline, multi-site meetings in a way that supported and encouraged collaboration. Security requirements on the project made some standard ways of interacting at a distance more difficult, and so made it essential that the very limited time team members were at LANL was used to greatest advantage. Our challenge was to maximize that interaction using the facilities and techniques we had available.
LANL VISUALIZATION RESOURCES

Desktop and smaller-scale shared environments
The most routinely used display environment used at LANL is the office desktop display. These are most generally highdefinition LCDs or stereo displays, and sometimes displays of higher resolution, and have in the past included experimental displays, such as the IBM Bertha, which had screen resolution of 3840x2400.
Resolution is highly valued in the LANL visualization project, as it permits more accurate rendering of small details in the image. Stereo is also important. We find that it helps in the interpretation of objects where the size of features is not obvious from context. This often applies to CFD simulations. Stereo adds to motion cues to give a fuller understanding of these features.
These displays are either connected to desktop workstations or to our visualization cluster via an optical fiber infrastructure.
Stereo immersive theater
The stereo immersive theater is a large-scale theater environment, accommodating 88 people in stadium seating. The display is composed of 24 panels, each at 1280x1024 resolution, for a total resolution of 31M pixels. The theater is stereocapable, and each seated person has an unobstructed view of the screen. As in any theater of this type, seat position does distort the stereo perspective slightly, but in practice, this effect is unnoticeable. The projectors are light-chip Christie Mirage 2000s, and they each project onto a 4'x5' screen. The theater is usually operated in some darkness, but these projectors are bright enough so that the facility lights may be turned on when participants need the extra lights.
This display screen is driven by a video switch that will accept three different input signals: one from our visualization cluster, one from a single Windows desktop machine, and one from a document camera. We run stereo and scientific visualization applications from our visualization cluster, with one node per projector. We use the Windows machine to display PowerPoint slides. The video switch is configured in such a way that it is possible to drive the display wall with multiple sources. Thus it is possible to display a PowerPoint presentation with a stereo scientific visualization right beside it.
Large-scale immersive environment
La Cueva Grande is a five-sided CAVE-type environment. It is a much smaller environment than the PowerWall, and supports up to ten people comfortably for small-group exploration. The display is composed of 33 panels: nine in front, and six on each of the side walls, the ceiling and the floor. The projectors are dark-chip Christie Mirage 2000s, and are run at 1280x1024, giving a resolution of 43M pixels. At the time of standup, this was the highest-resolution CAVE in the world [1] . 
Software
LANL ASC has standardized on CEI's EnSight software for the visualization of large-scale CFD simulations [2] . EnSight supports visualization of simulations of billions of cells, and supports stereo and immersive environments as well. EnSight was used for visualizing the CFD portion of the design process. ProE was used to look at CAD models in a non-stereo environment, and we wrote software designed for interaction with these models in a CAVE-type environment. This software used CAVELib and Open Scene Graph.
Visualization compute and infrastructure
LANL's largest-scale visualization takes place on the Viewmaster visualization cluster. This cluster is a 264-node HP xw8200 cluster, with two 3.4 GHz Xeons per node. Graphics are powered by NVidia 4500s and 3400s. Video signal is sent to user offices and to displays point-to-point via optical fiber connections.
This visualization infrastructure serves simulations run on LANL's large-scale compute resources. These include such machines as Roadrunner, the Cell-based petaflops machine, and also smaller systems. LANL also does remote visualization of simulation runs produced across the country, such as Purple at Lawrence Livermore National Laboratory and RedRose at Sandia National Laboratory.. EnSight software works hand in hand with the infrastructure involved to enable this remote visualization. The data can be too large to feasibly move, so EnSight handles the visualization by extracting the (much smaller) visible geometry from the data on the remote platform, and sending it to LANL to be rendered on Viewmaster. This general process was used for some of the RRW design simulations.
LANL RRW VISUALIZATION PROJECT GOALS
Hundreds of different individuals participated in this project from a variety of disciplines across multiple departments at five separate Department of Energy sites. Participants included scientists from a broad range of disciplines, and engineers specializing in electrical, mechanical, manufacturing, processes and assembly. One of the visionary goals of the RRW project was to involve all of these disparate disciplines at the very early stages of the design and keep them engaged throughout the various design iterations.
This was a major transformational departure from the traditional design of weapons systems. Historically, the physics requirements have driven the design, and once completed, the physics design was delivered to engineering for manufacturing, packaging, and assembly process planning. Integration across the entire project did not occur until much later in the process, which means issues seen only at later stages are more difficult and expensive to correct. One of the transformational goals on this project was to improve the efficiency and quality of the end product by involvement of all stakeholders from the earliest stages of design.
PROJECT WORKFLOW
The workflow started with desktop work and small, integrated sub-teams working together, generating simulations on LANL supercomputers and smaller machines, and studying the results of these simulations.
From time to time, large collaborative meetings were held in the visualization theater, with representatives from all five labs. During these meetings, sub-teams would present their results, by using the stereo facilities, or by using traditional PowerPoint presentations, or both. Typically, the design would be altered and improved in the course of these large meetings. There were also breakout sessions focused on the assembly process, which took place in the immersive environment. Then the new design product would go back to sub-teams for further study and elaboration.
The design development thus followed a spiral model, integrating input from a wide range of stakeholders at the beginning of each cycle, and not the traditional highly pipelined model. The visualization and facilities work played a major role in facilitating the integration of the disparate input.
MODES OF VISUALIZATION WORK
Individual work
Traditionally, visualization work on a project of this nature has been individual, in front of a desktop machine. This, of course, was essential on this project as well. Individual visualization and analysis work included both 2-and 3-D visualizations of the results of simulations. 
Large collaborative meetings
Several 90-person collaborative meetings were hosted in the high-resolution stereo theater. These meetings covered the range of visualization and presentation, from PowerPoint slides, to CAD viewing, to pre-generated movies of CFD simulations, to interactive geometry viewing. We were able to link the mechanical CAD models with the CFD simulations in a very natural way in this facility.
People from all involved disciplines were involved in these meetings, from physics designers to package engineers to manufacturing and assembly technical people. The impressive thing about these meetings is that they were truly working design meetings, on a very large scale, incorporating the input from people from a very wide range of disciplines. Each day, the real, working design was different at the end of the meeting from what it had been before the meeting. The CAD design of record was changed on the fly during these meetings, and those changes reflected input from the engineers, the manufacturing engineers and assembly engineers, as well as the design physicists. This was a major change from the traditional pipelined way design had taken place in the past, with the design moving from the physicists, to the engineers, to the manufacturing and then to assembly process planners.
Small immersive sessions
Smaller working sessions were also held in the immersive CAVE to increase the understanding of the device, and to train people in its assembly and disassembly. The human scale and the use of proprioception were helpful here, as another route to learning about the device.
We found that not only was this facility useful for training, but it also called forth a different kind of interaction. Because of the small space, informal environment, and individual, non-passive interaction, a less inhibited mode of interaction was fostered, as evidenced by many individual conversations, lots of cross-talk, and people walking around to explore the device on their own. 
SOFTWARE USE AND DEVELOPMENT
We used CEI's EnSight [2] for CFD visualization, and ProE [6] for working CAD models. To meet other collaborative needs, several other applications were developed.
To keep pace with the rapidly changing engineering design a software package was designed and implemented that could directly plug in to the ProE CAD package used on the project. This plug-in directly converted the CAD models into polygonal format data that could be used for analysis and visualization. This automation software enabled the current state of the design to be shown in the visualization facilities in a matter of several minutes.
In order to visualize the process, function and assembly/disassembly of the design, another feature in the plug-in was the automatic generation of animation paths from the converted CAD models. Using this feature, the current state of the design could be animated in a matter of several minutes.
The interactive exploration of the total design was an important aspect of the project. Given the complexity of the device, an understanding of dependencies of the engineering design with the tooling fixtures, the room layout and the safety procedures was critical to the success of the project. We developed software for the project for use in the immersive CAVE that facilitated the exploration of the design, manufacturing, assembly and disassembly in a virtual environment [7] . The software, as shown in Figure 3 , supported stereo, motion-tracked, immersive interaction with full object collision detection [8] . Using this software, designers and engineers could walk around in the workspace, grab objects, move them around and assemble components. This kind of virtual interaction made it possible to explore the design, manufacturing and assembly space before any parts were actually manufactured.
IMPACT ON PROJECT
The use of visualization and virtual environments made several major impacts on the overall project.
-Several important engineering issues were discovered very early in the design process and were analyzed and fixed.
-The discovery of an important safety factor was also identified only upon visualization of the design in a large, highresolution stereo visualization environment.
-Probably most significantly, the use of visualization and immersive environments allowed integration of all the sites involved in ways that would not have been otherwise possible. People who had been working on isolated components commented on the insights and understanding that were gained by being able to see and explore the entire design, together with the manufacturing and assembly processes, in the company of others of differing background representing a large body of knowledge. Such a setting made many "a-ha" moments possible.
-Several aspects of the manufacturing and assembly process were modified and/or simplified after insight obtained through virtual exploration of models.
-Projected cost savings as a result of all of the above were large.
LESSONS LEARNED
Large-scale visualizations were very useful in facilitating communication across disciplinary boundaries, if only in providing something non-abstract to comment on.
A major lesson was that no one single tool served all needs. A variety of tools and techniques from desktop to large stereoscopic theatre to the immersive CAVE were deployed and each served a critical need. These techniques, used from the very beginning stages of the project, provided an important means of information communication across a disparate set of specialists.
Desktop visualization was useful for individual design and exploration. The powerwall theater was very effective in communicating information to large groups of people. One very effective use of the powerwall was the simultaneous viewing of traditional slides and high-resolution stereoscopic visualizations of the designs. The observed impact of the ability to quickly toggle back and forth between these two modes cannot be understated.
Finally, the immersive CAVE proved particularly effective in exploring process engineering and assembly and disassembly. The ability to see life-sized visualizations of the design, together with the fixtures, tooling and work environment allowed the designers to understand implications and think further into design future.
One interesting thing that we noted was the effect of control of the environment on the collaboration. We allowed only one person to "drive" at a time, and as is usual in the CAVE, only one person was tracked (usually the driver). We found that this single-person control enhanced social communication, in that the driver had to be directed verbally. Also, other participants were freed from the need to drive, and so could naturally observe the object and interact with the others. On the other hand, the unmediated exploration of individual ideas was decreased.
Quantifying the impact of visualization and facilities use on this problem is difficult. One reason for this is the fact that we were in a real production environment, helping to accomplish a real-world task. The actual goal of the overall project was not visualization. Also, it is very difficult to measure results in this kind of real-world collaborative experiment without disturbing the collaboration. However, there was widely expressed agreement from the involved stakeholders on the critical benefit of visualization to this project. This has lead to further projects of this nature at LANL brought in by the stakeholders.
CONCLUSION
Use of visualization and visualization facilities enabled the integration of a large-scale cross-disciplinary project on a scale not seen before in the U.S. weapons complex. These techniques led to greater collaboration, better design and projected cost savings, and are now in use in other projects. Our experience is that a range of interaction paradigms, in addition to the standard individual use of workstations, leads to greater collaboration and better incorporation of disparate domain knowledge.
