Abstract-In the theory of quantum dynamical filtering, one of the biggest issues is that the underlying system dynamics represented by a quantum stochastic differential equation must be known exactly in order that the corresponding filter provides an optimal performance; however, this assumption is in general unrealistic. Therefore, in this paper we consider a class of linear quantum systems subject to time-varying norm-bounded parametric uncertainty and then propose a robust observer such that the variance of the estimation error is guaranteed to be within a certain bound. Although the proposed observer is different from the optimal filter in the sense of the least mean square error, it is demonstrated in a typical quantum control problem that the observer is fairly robust against a parametric uncertainty even when the other estimators, the optimal Kalman filter and the risk-sensitive observer, fail in the estimation due to the uncertain perturbation.
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I. INTRODUCTION
Quantum filtering theory was pioneered by Belavkin in the remarkable papers [1] , [2] , [3] and was reconsidered by Bouten et al. in a clearer manner [4] , [5] . This theory is now recognized as a quite important basis for the development of various engineering applications of quantum theory: quantum feedback control [6] , [7] , [8] , [9] , [10] , [11] , quantum dynamical parameter estimation [12] , [13] , [14] , and quantum information processing [15] , [16] .
We here provide a brief summary of quantum filtering theory; The same notations as in [4] , [5] are used. Let us consider an open system in contact with a field, typically a vacuum electromagnetic field. This interaction is completely described by a unitary operator Ut that obeys the following quantum stochastic differential equation (QSDE) termed Hudson-Parthasarathy equation [17] :
hdUt -iH.-ctc)dt+cdB ct-tdBt] Ut, UoI, (1) Ut XUt, the infinitesimal change of which is calculated to t. This implies that the observation is a classical stochastic process. We also note that the output field Yt satisfies the quantum nondemolition (QND) condition, [Ye, Jt(X)]= 0 Vs < t, for all system operators X. Our goal is to obtain the best estimate of the system's observable Jt(X) based on the observations Y, (0 < s < t), which generate the von Neumann algebra Yt = vN(Y, : 0 < s < t).
Similar to the case of the classical filtering theory, the best estimate in the sense of the least mean square error, K(X'-it(X))2) min., is given by (a version of) quantum conditional expectation: X' = t(X) (jt(X) Yt). Here, the mean operation (X) is taken for the product state of the system's quantum state p and the field vacuum state 1>, that is, (X) := Tr [X(p X 1>)]. We have to note that the following two conditions must hold in order for the above quantum conditional expectation to be defined; First, Yt must be a commutative algebra, and second, Jt (X) must commute with Y, for all s < t. But these conditions are actually satisfied as seen above. Consequently, the optimal filter for the system dynamics (2) is given by the change of wt(X) as
We can furthermore incorporate some control terms in the above equation; typically, a bounded real scalar control input ut, which should be a function of the observations Y, up to time t, is included in the coefficients of the Hamiltonian.
The filter equation (4) provides the best estimate of the (controlled) system observable. However, the critical issue is that the system dynamics (2) must be known exactly; Otherwise, the precise update of the filter (4) cannot be performed, which not only violates the optimality of the estimation but also possibly causes the instability of the estimation error dynamics. This problem is well recognized in the classical filtering theory and many investigations have been done in order to exploit an appropriate robust estimator of a system dynamics subject to some uncertainty. (We use the term "filter" only for the optimal estimator.) For example, in the risk-sensitive control problem where an exponentialof-integral cost function is minimized with respect to the control input, it is known that the corresponding risk-sensitive 1-4244-0171-2/06/$20.00 ©2006 IEEE.
ThBO4.6 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 observer enjoys enhanced robustness property to a certain kind of system uncertainty [18] , [19] , [20] . Moreover, by considering a specific form of uncertainty, it is possible to derive a robust observer such that the variance of the estimation error is guaranteed to be within a certain bound for all admissible uncertainties [21] , [22] , [23] .
It is considered that the above robust estimation methods are also quite useful in the quantum case since it is hard to specify exact parameters of a quantum system in any realistic situation, e.g., the total spin number of a spin ensemble [14] . With this background, James has developed a quantum version of the risk-sensitive observer for both continuous [24] and discrete case [25] and applied them to design an optimal risk-sensitive controller for a single-spin system. Therefore, in this paper we focus on the robust observer and develop a quantum version of it. Specifically, we consider a class of quantum linear systems subject to timevarying norm-bounded parametric uncertainty and obtain the quantum robust observer that guarantees a fixed upper bound on the variance of the estimation error.
This paper is organized as follows. Section II provides a basic description of general linear quantum systems, in which case the optimal filter (4) is called the quantum Kalman filter. In addition, we will derive the linear risk-sensitive observer. In both cases, an explicit form of the optimal control input is given. In Section III, the quantum version of the robust observer is provided. Section IV is devoted to the performance comparison of the above three observers by considering a typical quantum control problem: feedback cooling of a particle motion. Section V concludes the paper.
The complete version of this paper is found in [26] .
Notations: For a matrix X = (xij), the symbols XT and X* represent the matrix transpose and the elementwise complex conjugate of X, i.e., XT (xji) and X* (X*j) (Xt)T, respectively; these rules are applied to any rectangular matrix including column and row vectors.
II. LINEAR QUANTUM SYSTEM
A. Quantum Kalman filter We consider a single one-dimensional particle interacting with a vacuum electromagnetic field. The extension to the multi-particle case is straightforward [11] . Particularly, we focus on the particle position q and momentum p. The system Hamiltonian and operator are respectively given by H '1TGT 
Vt is the symmetrized covariance matrix defined by
where Aqt = qt -wt(q) and Apt covariance matrix Vt is governed by (8) (9) where D := hERe(CtC)ZT. Consequently, the optimal filter for the linear quantum system (6) is described by the closed set of equations (7) and (9), which is refered to as the quantum Kalman filter [7] , [11] , [13] (Pt) = Mp(t YO)) = (Vt) = Vt. Now, the quantum version of Linear Quadratic Gaussian (LQG) control problem is addressed as follows; For the linear quantum system driven by the quantum Gaussian noise, we aim to find an optimal control input u't°, which is a function of the observations Y, (0 < s < t), such that the following quadratic cost function is minimized: J[ut] Ki t + 2U2dt + 2zTNXT (10) The positive semidefinite matrices M, N > 0 and the scalar number r > 0 reflect our control strategy. This problem can be solved by using the dynamic programming method, and the optimal input is given by uopt = _(2/r)BTKtWt(x), 1 1) with KT = N. The optimal input u'to is not a function of the entire history of observations up to time t, but only depends on the solution of the Kalman filter (7) and (9) at time t. A controller that satisfies the above desirable property is called a separated controller. A general discussion on the optimality of the separated control can be found in [27] .
ThB04.6 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 B. Quantum risk-sensitive observer The risk-sensitive control problem was originally formulated by Jacobson within the framework of the classical control theory [18] , and recently a quantum version of it was developed by James [24] . The objective is to design an optimal input that minimizes the following cost function: (12) J (14) That is, the risk-dependent term is added to the filtering equation (4) in order that the cost function (12) can be expressed only in terms of quantities defined on the system space that is driven by the output Yt. This implies that our knowledge about the system is tempered by purpose. Due to the modification of the filter equation, it turns out that <(X) is no longer the optimal estimate of the system observable. Therefore, we call Eq. (14) the risk-sensitive observer.
We now apply the risk-sensitive control theory to the linear system (6) 
Consequently, the risk-sensitive observer (14) in linear case reduces to the closed set of equations, (15) (17) Therefore, the risk-sensitive optimal controller is composed of Eqs. (15) , (16) , and (17) . Note that these equations are identical to Eqs. (7), (9), and (11) when the risk parameter ,u is zero. In this sense, the LQG optimal controller is sometimes referred to as the linear risk-neutral controller.
III. ROBUST OBSERVER FOR UNCERTAIN LINEAR QUANTUM SYSTEMS
This paper deals with a linear quantum system with the following uncertain system Hamiltonian: (18) Motivated from the structure of the Kalman filter (7), we aim to design an observer of the form dxt = Rxtdt + Butdt + kdYt, (19) where R and k are a matrix and a vector to be determined such that the variance of the estimation error is guaranteed to be within a certain bound. The vector xt = [qt p/jT ThB04.6 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 represents the estimate of the system observable Xt. Note that, similar to the case of the risk-sensitive observer, xt is not necessarily the optimal estimate of Xt. Furthermore, we assume that the control input ut is fixed to a linear function of the observer state, ut = Lxi, where L is a low vector with the size 2. Then, an explicit form of (R, k) that enjoys a guaranteed error bound is provided in the following theorem. (24) is satisfied for all admissible uncertainties. Under this condition, we can prove that the covariance matrix Vt satisfies fimt__O Vt < X. In order to obtain a sufficient condition that does not involve AGt, we use the following relation: (Tij) with 2 x 2 matrices Tij, we obtain Til = (A+ BL)P1 + P1 (A+ BL)T + D + EgI +P2/jE,
Let us now assume that the Riccati equation (20) , which is equal to T,, = -61I < 0, has a solution P1 > 0. Then, the equality T421 = 0 yields R = A' -kF' -P2LTBTP 1 ThB04.6 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 Then, the existence of a solution P2 > 0 in Eq. (21) directly implies the condition T22 = -2' < 0. As a result, X = diag{Pl,P2} leads to T = diag{-11, -621} < 0, which indicates that the objective condition (24) holds. Therefore, we obtain fimt,,, Vt < X. Then, as the third and fourth diagonal elements of the matrix Vt are respectively given by V33 =KZ) K(t q2)2) and V44 = z42) K(Pt )2), we arrive at the assertion. G
IV. EXAMPLE: FEEDBACK COOLING OF PARTICLE

MOTION
This section is concerned with a control problem of the one-dimensional particle motion. The control objective is to stabilize the particle position q at the origin by continuously monitoring and controlling it based on the homodyne measurement scheme; The system observable is thus given by C q, i.e., C = [1 0].
We then aim to achieve (wt(q)) = Kq) = 0 with small error variance. Let us next consider the Hamiltonian part, H = Hfree + Hcontrol. First, we take a control Hamiltonian proportional to the position operator:
Hcontrol= utq, i.e., B= [0 1] (25) with the input ut = Lx'. We secondly determine the free Hamiltonian. The potential energy of a particle is in general complicated. For example, Doherty et al. have considered a feedback control problem of a particle in a double-well potential H = p2 _ q2 + q4 [28] . Thus, we here consider a spatially local control of the particle and approximate the potential energy to the second order around the origin. Especially in this example, we examine following two approximated free Hamiltonians: Hfree 005q2 + 2p2 free 0.05q2 + 2P2.
The former is sometimes called an anti-harmonic oscillator, while the latter is a standard harmonic oscillator approximation. The system matrices corresponding to Hfree are respectively given by G1 = diag{-0.05, 2}, G2 = diag{0.05, 2}.
In the case of harmonic oscillator Hamiltonian, the system is autonomously stable. In contrast, in the anti-harmonic oscillator case the particle turns out to be unstable at the origin if we do not invoke any control. However, it is readily seen that the control Hamiltonian (25) with an appropriate control input can stabilize the unstable point. An example of the stabilizing input can be produced from the optimal Kalman filter with the LQG strategy, where the tuning parameters are given by M = diag{3, 1}, r = 1/5, N = diag{2, 0}. (26) Figure I illustrates an estimated value of the particle position in the cases of both the unstable autonomous trajectory and the controlled stable trajectory, the latter of which shows that the control objective W7t(q)) = 0 is actually satisfied. However, as mentioned in Section I, the Kalman filter is not always a good estimator when the system dynamics includes some uncertainty. Therefore, for the purpose of comparing the robustness property of the three types of estimators, we consider a situation where uncertain Hamiltonians AH1 = _dtq2 and AH2 = dtq2 are added to H1 and H2, respectively. Here, the unknown time-varying parameter dt is bounded by the known constant g > 0,
i.e., dt C [0,g]. For the comparison, we use the following measures: For the Kalman filter with the LQG optimal controller and the risk-sensitive observer with the risksensitive optimal controller, we consider the stationary mean square error between the "true" system and the estimator for the "nominal" system corresponding to dt = 0. In both cases, the tuning parameters in the cost function are set to Eq. (26) . Next, for the robust observer we consider the guaranteed upper bound of the estimation error, Tr P2 in Eq. (23) . The control input in the robust observer is set to the stationary LQG controller for the nominal system: ut = Lx' =-(2/r)BTKOtx', where Ko, is the stationary solution of Eq. (11) .
First, we consider the case where the total system Hamiltonian is given by H = Hfree + Hcontrol + AH Table I displays the above-mentioned three estimation errors for several values of g. Here, the uncertainty dt is set to the "worst case" dt = g for every g. In the first line, the notation "N/A" implies that the error dynamics between the uncertain actual system and the nominal Kalman filter is unstable. In other words, the Kalman filter fails in the estimation. We also note that two excessively large values of the estimation error, which appear in the first and second lines, indicate that the error dynamics is nearly unstable. Therefore, it can be concluded that the Kalman filter and the risk-sensitive observer for the nominal system does not work well when the uncertainty dt (= g) takes a large value. On the other hand, as seen in the third line in Table I , the robust observer is not so sensitive to the magnitude of the uncertainty and provides a good estimation even when g becomes large. The above discussions suggest that the robust observer is possibly the best choice if we have to deal with a large uncertainty; otherwise the risk-sensitive observer will be useful.
ThB04.6 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 Table II , the estimation errors of the robust observer are always bigger than that of the others, while the risk-sensitive observer shows a good performance especially when g takes a large value. Hence, in this case the risk-sensitive observer should be used. An interesting feature of the robust observer is that in the cases of both the harmonic and anti-harmonic Hamiltonians it provides almost the same trends of the estimation error with respect to g, whereas the Kalman filter and the risksensitive observer show drastically different trends of the error. This indicates that the robust observer is designed so that the estimation error is insensitive to the stability property of the system. However, this design policy sometimes causes an over conservative stability of the error dynamics, and eventually the estimation performance is reduced.
V. CONCLUSION
In this paper, we have considered a linear quantum system subject to time-varying parametric uncertainty and developed a quantum version of the robust observer. This observer is different from the optimal Kalman filter and the risk-sensitive observer, but instead it guarantees the upper bound of the variance of the estimation error. We then investigated the robustness property of the above-mentioned three estimators to some specific uncertainties, by considering a typical quantum control problem: stabilization of a particle motion. This examination clarified that the robust observer is superior to the others when the autonomous system is unstable and moreover is subject to an unknown perturbation that has a large magnitude.
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