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Figure 1: Visualization tool for the easy traversal of result-set produced by the elaborate empirical study
ABSTRACT
Improving energy efficiency of mobile applications is a topic that
has gained a lot of attention recently. It has been addressed in a
number of ways such as identifying energy bugs and developing a
catalog of energy patterns. Previous work shows that users discuss
the battery related issues (energy inefficiency or energy consump-
tion) of the apps in their reviews. However, there is no work that
addresses the automatic extraction of the battery related issues
from users’ feedback.
In this paper, we report on a visualization tool that is developed
to empirically study machine learning algorithms and text features
to automatically identify the energy consumption specific reviews
with the highest accuracy. Other than the common machine learn-
ing algorithms, we utilize deep learning models with different word
embeddings to compare the results. Furthermore, to help the de-
velopers extract the main topics that are discussed in the reviews,
two state of the art topic modeling algorithms are applied. The vi-
sualizations of the topics represent the keywords that are extracted
for each topic along with a comparison with the results of string
matching.
The developed web-browser based interactive visualization tool
is a novel framework developed with the intention of giving the app
developers insights about running time and accuracy of machine
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learning and deep learning models as well as extracted topics. The
tool makes it easier for the developers to traverse through the
extensive result set generated by the text classification and topic
modeling algorithms. The dynamic-data structure used for the tool
stores the baseline-results of the discussed approaches and are
updated when applied on new datasets. The tool is open sourced to
replicate the research results. 1
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1 INTRODUCTION
Improving energy efficiency of mobile applications is a topic that
has gained a lot of attention recently [4]. This challenge is addressed
in a number of ways including energy consumption profiling [3],
developing a catalog of energy patterns [4], and investigating users’
reviews discussed on app stores [11]. Previous work shows that
users discuss the battery related issues (energy inefficiency or en-
ergy consumption) of the apps in their reviews [11], [9]. However,
there is no work that addresses the automatic extraction of the
battery related issues from users’ feedback. Although many works
classify the app users’ reviews automatically [1], there is still a need
to retrieve reviews on specific features [5].
1https://github.com/Mohammad-Abdul-Hadi/Empirical_Study_on_Text_Classification
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Figure 2: Different Illustrations of the Empirical Data
Considering the importance of energy efficiency in mobile apps
[4] and the fact that it is a main topic discussed by app users [9], we
empirically studied 90 different models to extract energy-related
issues from app reviews. These models include different machine
learning (with various feature combinations) and deep learning
models. The usage of deep learning models leveraged with three
pre-trained word embeddings is a first step toward transferring the
knowledge for automatic extraction of specific features from app
users’ reviews.
The results of computational analysis can be effectively com-
bined with human reasoning with the help of powerful visualization
and can lead to increased efficiency and more valuable results [7].
For the empirical study, we developed an interactive web based
visualization tool that enables the users compare the accuracy of
the results and the computational time of different algorithms, as
well as investigating the main topics in the filtered reviews. We
developed the tool for the usage of app developers in mind, giving
them the flexibility of choosing among different techniques based
on their requirements for running time or accuracy.
In this paper, we explain the architecture and technical details
of the developed tool. The tool is evaluated by 8 participants and
is effective in examining the results set, when exploring a large
number of models, feature combinations, and techniques. The main
contributions of our work are empirical studies of machine learning
and deep learning models for automatic extraction of app-specific
features (energy consumption) from user reviews, and developing
a visualization tool for app developers to explore the results.
2 TOOL ARCHITECTURE
For developing the tool, we have assessed different methods [6]
to find a convenient and concise way of presenting the generated
data so that developers can compare and utilize the extracted in-
formation with maximum efficiency. The tool contains two main
components that are structured based on two essential purposes.
Each component is necessary to accomplish insightful data inter-
pretation for helping developers to process all the information in a
consistently comparable way. This section discusses both compo-
nents of the visualization tool.
2.1 Component to Visualize Results of
Different Classification Techniques
This component of the tool provides various visualizations: (1) a
tree visualization that enables the users to explore the results by
selecting a model, features of the model, and the evaluation metrics
(e.g. accuracy, running time); (2) various plots such as bar chart and
line chart that provides comparisons of the evaluation metrics for
different feature combinations of the same algorithm (see Fig. 2)
and comparison of one or more evaluation metric among all of the
trained models (see Fig. 4).
For the classification of energy-related data, four developers
exhaustively performed 90 combinations of different models and
features, recording the accuracy, F1-score, Precision, Recall, and
Runtime information of each model. In Fig. 1, we presented a com-
prehensive visualization technique for users’ effortless traversal of
the result set. This horizontal interactive visualization tree helps
developers choose their itinerary without being exposed to the
complete information. We have used a JavaScript library named
Data-Driven Document (D3.js), which helps to produce dynamic,
interactive data visualizations in web browsers [10]. The reason
behind choosing D3.js is that this library uses a wide variety of pre-
built JavaScript functions to create and manipulate Scalable Vector
Graphics (SVG) objects and apply suitable transitions and dynamic
effects to them. Furthermore, large datasets of various formats, such
as JSON and CSV, can easily be bound to these objects to generate
rich graphic charts and diagrams. Our visualization tool depends
on the dataset compiled in JSON file format. Using the data binding
technique, we load the dataset from the generated file and use the
data to drive the creation of elements such as an SVG object.
The visualization tree consists of four levels. The dissection of
the structure is shown in Fig. 3. The levels are annotated as the Root,
Model Selection, Feature Selection, and Terminal. The Root works as
the starting point for the user; when completely collapsed, only
Root node is visible. Upon clicking this Root node, all the nodes
(referencing to 10 different models) of the second horizontal level,
Model Selection, get expanded for user selection. If we add any new
untrained model, the associated node for that model will appear
in a different color. Each node has a dynamic tool-tip. The size of
each node in the Model Selection level is determined by the number
Figure 3: Analysis of visualization technique presented in
Figure 1
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Figure 4: Different Illustrations (Overall Representation) of the Empirical Data
of different features performed on the respective model. A higher
number of features for a model would result in a bigger node.
A further selection of a node (model) from the second level
would enforce all its’ associated nodes form the third level (Feature
Selection level) to expand. These nodes represent features that are
used to train the model (for performance analysis). Selecting any
node from the third level would expand the three next-level nodes
for Accuracy, F1-score, and Run-time. Each node has tool tips to
state the actual values of these metrics. These nodes also vary in
sizes depending on the value of the metrics.
All the nodes can be dragged, dropped, zoomed, and collapsed
anywhere on the screen to provide more flexibility and convenience
for the users. Zooming in can be performed by either double click
or by scrolling the mouse-wheel; zooming out can be performed
by holding shift when double-clicking. Clicking on the desired
node achieves the expansion and collapse of the node. The tree
auto-calculates its sizes both horizontally and vertically so that the
maximum number of nodes can be presented on the screen while
keeping the view comfortable and aesthetically pleasing.
Users can choose from a range of techniques to visualize the
data; the options include horizontal, vertical bar-charts, line chart,
and scatter plot. For brevity, we chose to include only the outputs
of horizontal column charts in Fig. 2. Here, all traditional machine
learning models have individual charts, whereas the neural net-
work models are presented together for better comparison purposes
(right side of Fig. 2). Each column of a chart represents a feature
utilized with the respective model; the first and seconds bars of
each column represent the accuracy and F1-score for the model-
feature combination, respectively. Users can sort each chart in the
ascending or descending order. We modified the tool to give users
the option to combine all these representations for any given met-
rics: accuracy, precision, recall, f1-score, and run-time. Top and
bottom parts of Fig. 4 demonstrate accuracy, f1-score combination
and run-time for all model feature combinations respectively.
The .json file used for data-binding in our visualization tool con-
tains the average values for all metrics. Whenever a user performs
any model-feature combination using the replication package of
our empirical study, all the resulting information gets updated in
the file, which in turn is loaded by the tool for data binding. Details
of different parameterization of provided models are saved and the
tool-tips display the changing outcome for user-convenience.
2.2 Component to Visualize Results of
Different Topic Modeling Techniques
In our study, we compared two state of the art topic modeling
algorithms, namely OBTM [2] and AOLDA [8] with the results of
string matching to automatically investigate the emerging issues
responsible for energy inefficiency of the apps. OBTM is used as it
can extract topics from short texts [2] andAOLDA is chosen because
it can capture version-sensitive emerging topics from mobile app
reviews [8].We usedD3.js to develop the visualization tool shown in
Fig. 5 to exhibit the result of a qualitative study on the performance
of the techniques. The result of a topic modeling algorithm is a
number of topics with a set of keywords for each extracted topic,
which are shown in the visualization.
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Figure 5: Circle Packing Visualization technique for key-
words presentation in topic modeling
The topic visualization is divided into four levels: light gray
(level-1), dark gray (level-2), black (level-3), and white (level-4)
circle. The level-1 circle is the main container holding the results of
all algorithms, where each one is represented in dark gray circles.
The extracted topics for each algorithm are shown as black level-3
circles (one for each topic) with keywords inside them (level-4).
The size of the white circles depends on the probability of the term
(keyword) to appear in a review providing that the review falls
into the term’s associated topic. For string matching, the size of the
circle depends on term’s frequency in the review-set.
For example, in Fig. 5, OBTM has two main topics that are shown
by black circles, with all of their keywords inside them respectively.
In our study, the developers explored the dataset with string match-
ing which yielded to only 2 main topics that are related to energy
efficiency of the apps. Therefore, the number of topics (that should
be set manually) for OBTM and AOLDA is set to two.
In this visualization, all the circles are zoomable and equipped
with dynamic tool-tips and textual information. For further investi-
gation, circles can be expanded to occupy the whole screen upon
clicking. It helps the user to annotate each topic adequately based
on the terms, as these keywords are presented with different sizes
to represent their contribution in the extracted topic. Users can
change visualization technique to "StreamRiver visualization" which
is excluded from the paper for brevity.
2.3 Replication package
To encourage replicability of the research results, we make all
scripts, codes, and graphs available to the community 2 and will
provide the annotated dataset upon request.
3 EXPERIMENTS
We experimented the models on a well curated dataset of Google
Play reviews. The dataset contains more than 400 apps from 24 dif-
ferent app categories. The training data includes <date>, <rating>,
<review>, <app_name>, <app_category> records that are labeled
as energy related reviews. The results of our empirical study re-
veals that six deep learning models achieved the highest accuracy
among 90 different model-feature combinations tested. However,
as expected, the machine learning algorithms prevail when we take
2https://github.com/Mohammad-Abdul-Hadi/Result-Set-Visualization-d3js
run-time into consideration. Due to the space limits, we report on
the experiments and results of the study briefly. More details are
provided in the tool page.
Four developers participated in our empirical study who had
the independence of not choosing the visualization tool for careful
inspection of the dataset and models. However, all of them found
that the visualization tool was effective for the exploration of the
result set. Moreover, we invited four undergraduate students (who
had the basic knowledge of machine learning and were paid) to
evaluate the tool. The purpose of the tool development and the
results were explained to the participants. They worked with the
tool to explore the results and choose the models. Specifically, we
asked (i) whether the tool was necessary for exploring the results
over a manual analysis, (ii) comprehensiveness of the visualizations,
(iii) which (sub)-components that are not necessary for our purpose,
and (iv) the sections of the tool that requires improvement.
All of the participants reported that the visualization tool is
required for exploring and deciding the model to use for filtering
the reviews. One of the participants pointed out the lack of options
presented in the topic modeling part, which we found to be true.
The comprehensiveness, smooth interactability, aesthetic features,
and user-friendliness of the tool was also highly commended.
4 CONCLUSION
We have successfully delivered an interactive visualization tool to
support the developers who frequently analyze and inspect users’
feedback to identify energy efficiency issues. The tool is provided
as part of the research on empirical studies of automatic extraction
of app-specific features from app users’ reviews with transfer learn-
ing. For this study, we focused on energy efficiency issues. In the
future, we plan to work on providing different choices for result-set
visualization of different topic modeling algorithms and perform
an extensive qualitative study on the usage of the tool.
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