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Abstract
We consider the ordinary differential equation (ODE) dxt = b(t, xt)dt+dwt where
w is a continuous driving function and b is a time-dependent vector field which possibly
is only a distribution in the space variable. We quantify the regularising properties
of an arbitrary continuous path w on the existence and uniqueness of solutions to
this equation. In this context we introduce the notion of ρ-irregularity and show that
it plays a key role in some instances of the regularisation by noise phenomenon. In
the particular case of a function w sampled according to the law of the fractional
Brownian motion of Hurst index H ∈ (0, 1), we prove that almost surely the ODE
admits a solution for all b in the Besov-Ho¨lder space Bα+1
∞,∞ with α > −1/2H . If
α > 1− 1/2H then the solution is unique among a natural set of continuous solutions.
If H > 1/3 and α > 3/2 − 1/2H or if α > 2 − 1/2H then the equation admits a
unique Lipschitz flow. Note that when α < 0 the vector field b is only a distribution,
nonetheless there exists a natural notion of solution for which the above results apply.
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1 Introduction
In [7] A. M. Davie showed that the integral equation
xt = x0 +
∫ t
0
b(s, xs)ds+ wt, t ∈ [0, 1], (1)
with x,w ∈ C([0, 1];Rd) and b : R × Rd → Rd bounded and measurable has a unique
continuous solution for almost every path w sampled from the law of the d-dimensional
Brownian motion. This result can be interpreted as a phenomenon of regularisation by
noise, in the sense that it is well known that the same equation without w can show
non-uniqueness.
Regularisation by noise in the case of stochastic differential equations (SDEs) driven
by Brownian motion is nowadays a well understood subject: see for example Vereten-
nikov, Krylov and Roeckner [15], Flandoli, Gubinelli and Priola [8], Zhang, Flandoli and
Da Prato [6]. All these work are essentially based of the use of Itoˆ calculus to highlight the
regularising properties of Brownian paths. Meyer-Brandis and Proske [17] use Malliavin
calculus to derive similar conclusions. Davie’s contribution [7] is more subtle in the sense
that it is a result for an ordinary differential equation (ODE) and not for the related SDE,
i.e. the existence and uniqueness of solutions is studied in the space of continuous paths
and not in the more common probabilistic framework of continuous adapted processes on
a given filtered probability space. This has been clearly pointed out by Flandoli [10] which
called these more general solutions path-by-path. In this respect Davie’s contribution is
purely analytical and one of the aim of the present work is to analytically caracterize the
regularisation effect for general continuous perturbation w (whether random or not) to
the evolution dictated by an irregular vector field.
Regularisation by “fast” or “dispersive” motions is an interesting phenomenon which
appears also in some deterministic PDE situations, for example for Korteweg-de-Vries
equation [14, 2] and for fast-rotating Euler and Navier-Stokes equations [1]. In particu-
lar the technique of Young integration we employ in the present work is essentially the
same used in the paper [14] to study the periodic Korteweg-de-Vries equation and take
inspiration in the theory of rough paths [16, 13, 11].
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In a recent paper [4, 5] Chouk and Gubinelli analyse the regularisation phenomenon in
the context of non-linear dispersive PDEs modulated by an irregular signal. In particular
they considered equations of the form
d
dt
ϕt = Aϕt
dwt
dt
+ N (ϕt), t ≥ 0 (2)
where w : R+ → R is an arbitrary continuous function, A is an unbounded linear operator
(like the Schro¨dinger operator i∂2 or the Airy operator ∂3 acting on periodic or non-
periodic functions) and N some local polynomial non-linearity with possibly derivative
terms. The unifying theme of this last study and the present one is the fact that the
regularising properties of w ∈ C([0, 1];Rd) are analysed in terms of the averaging operator
Twt defined as
Twt f(x) =
∫ t
0
f(x+ wr)dr, x ∈ Rd (3)
for any measurable functions f : Rd → R. Characterising the mapping properties of Tw for
various kind of perturbations w seems very interesting and not straightforward. Mapping
properties of Tw for deterministic smooth curves w are, for reasons not related to the
regularisation by noise phenomenon, an interesting subject in analysis: we have in mind,
for example the work of Tao and Wright [19] on Lp improving bounds for averages along
curves (we thank F. Flandoli and V. M. Tortorelli for having pointed us the existence of
these results).
The averaging operator can be seen as the convolution against the occupation measure
Lwt of the path w defined as
Lwt (dy) =
∫ t
0
δwu(dy)du.
Indeed, for continuous b, the following computation holds
Twt b(x) =
∫ t
0
b(x+wu)du =
∫ t
0
du
∫
R
d
b(x− y)δwu(dy) = (b ∗ Lwt )(x).
The basic observation contained in Davie’s paper [7] is that if b : Rd → Rd is a given
bounded function then for almost every d-dimensional Brownian path w : [0, T ]→ Rd and
for all 0 6 t 6 T the function x 7→ Twt b(x) has almost Lipschitz regularity (its modulus
of continuity is of the type |x| log1/2(1/|x|)). Morally this is a gain of almost 1 degree of
the regularity and one of the key steps to prove uniqueness of the ODE (1) for a bounded
measurable drift b.
In this paper we analyse the behaviour of the averaging operator Tw in the scale of
Ho¨lder-Besov spaces C α = C α(Rd,Rn) = Bα∞,∞(Rd,Rn) for arbitrary regularity α ∈ R.
We consider a class of perturbations w given by the sample paths of the d-dimensional
fractional Brownian motion (fBm) of Hurst index H ∈ (0, 1), that is the unique centered
Gaussian process (BHt )t>0 with values on R
d and covariance function
E[BHt B
H
s ] = cH(|t+ s|2H − |t|2H − |s|2H)Id
3
for all t, s > 0.
As an application of the averaging properties we obtain various existence and unique-
ness results for solutions of the ODE (1) and relative flow properties for distributional
vector field b.
The choice of fBm has the advantage of being a simple process for which many other
results about existence and uniqueness of associated SDE are available [18]. More interest-
ingly, the approach based on Itoˆ calculus, used in most of the papers on the regularisation
effect for Brownian motion, does not easily extend to the fBm case, nor does the explicit
computations of Davie [7]. The freedom in the choice of the Hurst parameter gives us the
possibility to explore the effect of different degrees of irregularity of the perturbation on
the regularisation phenomenon and the quasi-invariance of the law of the fBm will allow
us to study the effect of perturbations on the the averaging properties of the paths.
Returning to the averaging behaviour of fBm paths we obtain the following result
Theorem 1.1 Take H ∈ (0, 1) and ρ < 1/2H. Then there exists γ > 1/2 such that for
all f ∈ C(Rd;R) there exists a Borel set Nf,γ ⊆ C([0, 1],Rd) (which depends on f, γ)
of zero measure with respect to the law of the d-dimensional fractional Brownian motion
(fBm) of Hurst index H such that for all w /∈ Nf,γ we have for α > −ρ,
‖Twt f − Tws f‖Cα+ρ,ψ .w ‖f‖Cα |t− s|γ
for all 0 6 s < t 6 1.
In this statement the weighted space C α,ψ is a subspace of the space of local Ho¨lder
continuous functions with given grow at infinity described by the weight ψ, and its precise
definition is given in Definition 1.16 below. The space C α is the usual Besov-Ho¨lder define
below in (6).
Letting for a moment aside the time regularity, this result shows that the averaging
against fBm paths gains almost 1/2H derivatives in the space variable. Unfortunately
the result stated in Theorem 1.1 is not very satisfying since one would really like to have
the almost sure boundedness of Twt : C
α → C α+ρ,ψ. The difficulty is, of course, the
fact that the exceptional set Nf of Theorem 1.1 depends itself on the function f . Using
the Littewood–Paley decomposition of Besov–Ho¨lder distributions and the scaling of the
fractional Brownian motion, the problem of finding a version of Tw which is almost surely
continuous can be related to the following conjecture:
Conjecture 1.2 Let (BHt )t>0 be a d-dimensional fBm of Hurst index H ∈ (0, 1). Let
K : Rd → R be a smooth function such that
|K(x)| . (1 + |x|)−N ,
∫
R
d
K(x)dx = 0,
where N > d can be chosen arbitrarily large. Then
E(‖TBH0,t K‖pL1(Rd)) = E
[(∫
R
d
∣∣∣ ∫ t
0
K(x+BHs )ds
∣∣∣dx)p] . tp/2
as t→ +∞.
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If the function K has a bounded support the estimation is true as an easy consequence
of our results, however currently we are unable to prove or disprove this conjecture.
On the positive side if we replace C α by the Fourier–Lebesgue spaces FLα,p defined
as
FLα,p(Rd) = {f ∈ S ′(Rd) : Nα,p(f)p =
∫
Rd
|fˆ(ξ)|p(1 + |ξ|)αpdξ <∞},
with FLα = FLα,1, then it is easy to see that for 0 6 γ 6 1 and ρ ∈ R:
‖Twt − Tws ‖L(FLα;FLα+ρ) = sup
f∈FLα
Nα+ρ(T
w
t f − Tws f)
Nα(f)
. ‖Φw‖Wρ,γT |t− s|
γ ,
where Φwt (a) =
∫ t
0 e
i〈a,wr〉dr = e−i〈a,x〉Twt (ei〈a,·〉)(x) and where we introduced the norm
‖Φw‖Wρ,γT = sup
a∈Rd
sup
06s<t6T
(1 + |a|)ρ |Φ
w
t (a)− Φws (a)|
|s − t|γ .
This observation reduces the question of the boundedness of Tw to that of the decay of
the Fourier transform a 7→ Φwt (a) of the occupation measure of w (for generalities about
occupation measures and densities for deterministic and random functions see for example
the review of Geman and Horowitz [12]). This suggests to introduce the following novel
notion of ”irregularity” of the perturbation w :
Definition 1.3 Let ρ > 0 and γ > 0. We say that a function w ∈ C([0, T ];Rd) is
(ρ, γ)-irregular if
‖Φw‖Wρ,γT < +∞.
Moreover we say that w is ρ-irregular if there exists γ > 1/2 such that w is (ρ, γ)-irregular.
The time regularity of this Fourier transform, measured by the Ho¨lder exponent γ,
will also be crucial in our analysis. The notion of ρ-irregularity is also relevant to the
boundedness of Tw in other functional spaces, for example we easily see that for all α ∈ R:
‖Twt f − Tws f‖Hα+ρ(Rd) 6 ‖Φw‖Wρ,γT |t− s|
γ‖f‖Hα(Rd),
where Hα(Rd) = FLα,2 are the usual Sobolev spaces on Rd and in general similar in-
equalities holds in Fourier–Lebesgue spaces FLα,p of arbitrary integrability p ∈ [1,+∞].
However the notion of ρ-irregularity does not seem enough to control the boundedness of
the averaging operator in Besov spaces.
The limiting value 1/2 for γ does not seem to have any special meaning, as far as the
occupation measure is concerned, however if γ > 1/2 we are able to develop a quite simple
integration theory for the averaging operator using Young integral techniques and quite
surprisingly it turns out that this is sufficient for the purpose of this paper. Indeed a proof
similar to that of Theorem 1.1 gives the existence of (plenty of) perturbations w which
are ρ-irregular :
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Theorem 1.4 Let (BHt )t>0 be a fractional Brownian motion of Hurst index H ∈ (0, 1)
then for any ρ < 1/2H there exist γ > 1/2 so that with probability one the sample paths
of BH are (ρ, γ)-irregular.
In particular there exist continuous paths which are ρ-irregular for arbitrarily large
ρ and thus paths which deliver an arbitrary degree of regularisation. Using well known
properties of support of the law of the fractional Brownian motion it is also possible to
show that there exists ρ-irregular trajectories which are arbitrarily close in the supremum
norm to any smooth path.
As a direct corollary of Theorem 1.4 we have the boundedness of Tw in the Fourier–
Lebesgue spaces FLα:
Corollary 1.5 Let H ∈ (0, 1) and ρ < 1/2H. Then almost surely with respect to the law
of the fBm of Hurst index H we have that for all 0 6 s 6 t 6 T the averaging operator
Tw is bounded from FLα to FLα+ρ and satisfy
‖Twt − Tws ‖L(FLα;FLα+ρ) 6 Cw,γ,ρ|t− s|γ
for some constant Cw,γ,ρ which depends only on w, γ, ρ. This means that
Tw ∈ C γ ([0, T ];L (FLα,FLα+ρ)) .
One of the contributions of our work is the observation that the regularity of the
occupation measure of w seems to play a major role in the understanding of the regularising
properties of w in a non-linear context and it would be desirable to understand more deeply
the link of the notion of ρ-irregularity with the pathwise properties of w, for example
linking them to the notion of true roughness appearing in the literature on densities for
differential equations driven by rough paths [9].
It would also be interesting to study more deeply the notion of irregularity for “generic”
continuous paths (for example in the class of Ho¨lder continuous paths). Indeed, set aside
the classic contribution of Geman and Horowitz [12] mentioned above, the authors are not
aware of any systematic study of occupation measures of random processes from the point
of view of their action on spaces of functions or distributions, topic which seems central
to our analysis.
An open problem is, for example, understanding what happens if we replace w with
a regularised version wε or with a perturbed version. In this respect we conjecture that
if w is (ρ, γ)-irregular then for any smooth function ϕ ∈ C([0, 1];Rd) the perturbed path
wϕ = w + ϕ is still (ρ, γ)-irregular. In relation to this last problem we have obtained the
following general result:
Theorem 1.6 Let ρ ∈ R and ϕ ∈ C β([0, T ];Rd) with 1/2 6 β < 1. Then if w is
ρ-irregular the path wϕ = w + ϕ is (ρ− 1/2β)-irregular. Moreover for γ > 1/2 we have
‖Tw+ϕf‖
C γ([0,T ];Cα+ρ−1/2β) .T,β,γ ‖Twf‖C γ,ψ([0,T ];Cα+ρ)‖ϕ‖C β .
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In particular if Tw ∈ C γ ([0, T ];L (C α;C α+ρ,ψ)) then
Tw+ϕ ∈ C γ
(
[0, T ];L
(
C
α;C α+ρ−1/2β
))
.
In particular the irregularity property is preserved at the price of a loss at least 1/2 in
regularity (which happens when β is close to 1).
If w is sampled according to the law of a fBm and if the perturbation ϕ is adapted
to the natural filtration of w then it is possible to exploit the quasi-invariance of the fBm
measure with respect to adapted shifts to prove the irregularity of the perturbed path
without any loss on the irregularity exponent:
Theorem 1.7 Let BH be a fBm of Hurst index H ∈ (0, 1) and let Φ : [0, T ] → Rd be an
Ho¨lder continuous process which is adapted to the natural filtration of BH. Then, for all
ρ < 1/2H almost surely the process BH +Φ is ρ-irregular and for any f ∈ C α
‖TBH+Φf‖
C γ([0,T ];Cα+ρ,ψ) < +∞ almost surely.
The disadvantage of this result is that the exceptional set where the irregularity prop-
erty fails depends a priori on Φ and this poses problems in applications to pathwise results
valid for a large class of perturbations (for example smooth and adapted Φ).
One of our aims is to apply these results on the averaging properties of paths w and
of its perturbations to the study of existence and uniqueness of solutions to the ODE (1)
for distributional b. Two main situations will be considered:
1. b ∈ C α (or b ∈ FLα) for some α > 0. In this case b will be a bounded continuous
function and the ODE (1) has a natural meaning and allows for continuous solution,
we will then consider the related uniqueness problem and the existence of a Lipshitz
flow.
2. b ∈ C α (or b ∈ FLα) for some α < 0. In this case even the appropriate meaning to
give to the ODE (1) is not clear and we will investigate this problem and the related
well-posedness and continuity issues.
In the case α > 0 we have the following results:
Theorem 1.8 Let b ∈ C (Rd) and assume that ‖Twb‖
C γ([0,T ];C 3/2,ψ) < +∞. Then for any
x0 ∈ Rd there exists a unique continuous solution x ∈ C([0, 1];Rd) of the ODE (1) and
the flow map x0 7→ xt of the equation is locally Lipshitz continuous in space uniformly in
t ∈ [0, 1].
Theorem 1.9 Let b ∈ C α and assume that α > 1 − 1/2H. Then for any x0 ∈ Rd there
exists a measurable set of perturbations Nb,x0 ⊆ C([0, 1];Rd) which is of zero measure with
respect to the law of the fBm with index H ∈ (0, 1) and such that, for all w /∈ Nb,x0 there
exists a unique continuous solution x ∈ C([0, 1];Rd) of the ODE (1).
7
As we already remarked, in the case where b ∈ C α for α < 0, the ODE (1) is not well
defined since in general the evaluation of the distribution b along a continuous curve is not
possible. However if we take into account a particular class of continuous paths we can
show that this coupling has a meaning. A suitable class of continuous functions is given
by a space of paths which are perturbations of w:
Definition 1.10 Let γ ∈ (0, 1). The space Qwγ of (w, γ)-controlled paths is the space
Q
w
γ = {x ∈ C([0, 1];Rd) : x− w ∈ C γ([0, 1];Rd)}.
Then for controlled paths we can prove the following result.
Theorem 1.11 Let b ∈ S ′(Rd;Rd), γ > 12 and assume that ‖Twb‖C γ([0,T ];C 0,ψ) < +∞.
Let ρ ∈ S(Rd) be a positive function with ρ(0) = 1 and let ρε(x) = ε−dρ(x/ε). Then, for
all x ∈ Qwγ ,
lim
ε→0
∫ t
0
(ρε ∗ b)(xs)ds =:
∫ t
0
b(xs)ds (4)
exists uniformly in t ∈ [0, T ], is independent of ρ and extends the usual definition of
the right hand side for continuous b. Moreover the function t 7→ ∫ t0 b(xs)ds is Ho¨lder
continuous of exponent γ.
Theorem 1.11 allows to give a natural meaning to
∫ t
0 b(xs)ds for all x ∈ Qwγ and from
this we can say that x ∈ Qwγ is a solutions of the ODE (1) if
xt − wt =
∫ t
0
b(xs)ds
for all t ∈ [0, 1]. That is the ODE has a meaning not in the space of all continuous
functions, as it was when b is a function, but in the more restricted space of functions
which can be seen as “not too irregular” additive modifications of w. In this context we
have natural generalisations of the Theorems 1.8 and 1.9 provided we restrict the space of
allowed functions to Qwγ :
Theorem 1.12 Assume that ‖Twb‖
C γ([0,T ];C 3/2,ψ) < +∞. Then for any x0 ∈ Rd there
exists a unique continuous solution x ∈ Qwγ of the ODE (1) and the flow map x0 7→ xt of
the equation is Lipshitz continuous uniformly in t ∈ [0, 1].
Theorem 1.13 Let b ∈ C α+1 and assume that α > −1/2H. Then for any x0 ∈ Rd there
exists a measurable set of perturbations Nb,x0 ⊆ C([0, 1];Rd) which is of zero measure with
respect to the law of the fBm with index H ∈ (0, 1) and such that, for all w /∈ Nb,x0 there
exists a unique continuous solution x ∈ Qwγ of the ODE (1).
Note that Theorem 1.12 and 1.13 are applicable also when α > 0. In this case
existence of solutions is simply a result of a compactness argument in C([0, 1];Rd) and
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given a continuous solution it belongs necessarily to Qwγ so, in this case, Theorem 1.12
and 1.13 are natural generalisations of Theorems 1.8 and 1.9.
When w is sampled according to the law of the fBm with Hurst parameter H The-
orem 1.12 give the following corollary
Theorem 1.14 Fix H ∈ (0, 1) and assume that b ∈ C α+3/2 for some α > −1/2H. Then
there exists a measurable set of perturbations Nb ⊆ C([0, 1];Rd) which is of zero measure
with respect to the law of the fBm with index H ∈ (0, 1) and such that, for all w /∈ Nb and
for all x0 ∈ Rd there exists a unique continuous solution x ∈ Qwγ of the ODE (1) and the
corresponding flow map Φt : x0 7→ xt is globally Lipshitz. Moreover the exceptional set Nb
can be chosen to be the same for all b ∈ FLα.
An interesting consequence of Theorem 1.14 is the fact that if one consider the ODE (1)
as a strong SDE (that is an equation for stochastic processes adapted to the filtration
generated by the process w) and if w has the law of the fBm of index H then we can allow
general random b ∈ FLα and still retain uniqueness under the regularity conditions of the
theorem. This was one of our main motivation to introduce the scale of Fourier-Lebesgue
regularities (FLα)α. Similar results for the Besov scale (C
α)α are not known since we are
not able to prove the corresponding mapping properties for the averaging operator Tw.
Note that even in the case of the Brownian motion this was an open problem [8] since
the standard approach using stochastic calculus cannot be applied in this case. Allowing
random b could open the way to the study of a general class of stochastic transport
equations where the drift itself depends on the solution.
The key to obtain these results (the existence part when α < 0 and the uniqueness
part for α > 0 or α < 0) lies in the fact that in all cases the ODE (1) is equivalent to an
equation of Young type (YE) of the form
θt = θ0 +
∫ t
0
Xds(θs), (5)
where here X : [0, 1] × Rd → Rd plays the role of a time-varying, integrated, vector
field and θt = xt − wt is the perturbation which by the hypothesis x ∈ Qwγ belongs to
C γ([0, 1];Rd). The integral operation featuring in (5) has to be understood as a natural
non-linear generalisation of the Young intergal [20] defined as limit of Riemman sums:∫ t
0
Xds(θs) = lim|Π|→0
∑
Xti,ti+1(θti),
where Xs,t(x) = Xt(x)−Xs(x). In the case of the ODE (1) the integrated vector field X
corresponds to the average of the original vector field b given by Xt(x) = T
w
0,tb(x) for all
t ∈ [0, 1] and x ∈ Rd. Young differential equations of the type (5) are used also in [4, 5]
to study the regularisation phenomenon for some non-linear dispersive equations. The
theory of such equations is very similar to the theory for standard Young-type equation
but for the sake of the reader we rederive here the main results in our slightly non standard
setting.
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This paper is then divided naturally into two parts: in the first we study the non-linear
Young integral and the YE (5) and derive the results announced above about existence
and uniqueness for the ODE (1). In the second we analyse the averaging properties of
fBm sample paths and apply the results to the study of the regularisation phenomenon
for eq. (1) driven by fBm paths.
1.1 Notations
Several function spaces are involved in the rest of the article. In this section we define
those spaces, and specify some notations. Let ψ,ϕ ∈ D be a nonnegative radial functions
such that
1. The support of ψ is contained in a ball and the support of ϕ is contained in an
annulus;
2. ψ(ξ) +
∑
j≥0 ϕ(2
−jξ) = 1 for all ξ ∈ Rd;
3. supp(ψ) ∩ supp(ϕ(2−j .)) = ∅ for i ≥ 1 and if |i − j| > 1, then supp(ϕ(2−i.)) ∩
supp(ϕ(2−j .)) = ∅.
For the existence of ψ and ϕ see [3]. The Littlewood-Paley blocks are now defined as
∆−1u = F−1(ψFu) and for j ≥ 0 ∆ju = F (ϕ(2−j .)Fu).
The ∆ju are smooth function with Fourier transform with compact support. We define
the Ho¨lder-Besov space C α by
C
α(Rd;Rn) = Bα∞,∞(R
d;Rn) =
{
u ∈ S ′(Rd,Rn) : ‖u‖α = ‖(2jα‖∆ju‖∞)j‖∞ <∞
}
. (6)
While the norm ‖.‖α depends on the choice of ψ and ϕ, the space C α does not and each
choice of ψ,ϕ correspond to an equivalent semi-norm on C α. If α ∈ R+ − N, then the
space C α is the space of [α] times differentiable functions , whose partial derivatives up
to order [α] are bounded, and whose partial derivatives of order [α] are (α − [α])-Ho¨lder
continuous. Note that we have the following continuous embedding, for α′ 6 α then
C α ⊂ C α′ and ‖u‖α′ . ‖u‖α. When f ∈ C ([0, T ],C α), we denote abusively ‖f‖α =
supt∈I ‖u(t, .)‖α. When α > 0, the space C α = Bα∞,∞ is the space of bounded Ho¨lder
continuous functions, indeed, for m ∈ N\{0} and m − 1 6 α < m, when we defineJfKν = supx 6=y |f(x)− f(y)|/|x− y|ν for ν ∈ (0, 1] and
C
α = {f : Rd → Rd : ‖f‖∞,Rd + JDm−1fKm−ν < +∞}.
Furthermore ‖.‖α and ‖f‖∞ + JfKm−α are equivalent norms. We will equally use either
one or the other. We will also need some localised Ho¨lder spaces described as follows:
Definition 1.15 Let ν ∈ [0, 1). A weight is a continuous non-decreasing function ψ :
R+ → R+ such that for c > 0, there exists a constant Cc,ψ > 0 such that
ψ(cx) 6 Cc,ψψ(x).
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A ν-weight is a weight such that
x−(1−ν)ψ(x) −−−−→
x→+∞ 0.
Hence, in that setting we define some weighted Ho¨lder spaces as
Definition 1.16 Let ψ be a weight, ν ∈ (0, 1] and V and W be two Banach spaces. The
ψ-weighted Ho¨lder space of index ν is the space C ν,ψ(V ;W ) defined by
C
ν,ψ(V ;W ) =
{
f : C νloc : JfKν,ψ = sup
x 6=y∈V
|f(x)− f(y)|W
|x− y|V ψ(|x|V + |y|V ) < +∞
}
.
When n ∈ N we say that a continuously n-times (Fre´chet) differentiable function f ∈
Cn(V ;W ) is in the ψ-weighted Ho¨lder space of order n+ ν if Dnf ∈ C ν,ψ(V ;Ln(W ;W )),
where Ln(W ;W ) denote the space of n-linear continuous applications from W into itself.
To simplify the notation, we introduce also the following spaces related to time de-
pendent nonlinear mappings between Banach spaces V and W .
Definition 1.17 Let 0 < γ, ν 6 1 and ψ be a weight. Let I = [0, T ] and V and W be two
Banach spaces. For all n ∈ N and any G : I × V →W we define
JGKγ,ν,ψ = sup
s 6=t
sup
x 6=y
|(Gt(x)−Gs(x))− (Gt(y)−Gs(y))|
|t− s|γ |x− y|νψ(|x|+ |y|) ,
‖G‖γ,n+ν,ψ = JDnGKγ,ν,ψ + n∑
k=0
sup
s 6=t
|DkGt(0) −DkGs(0)|
|t− s|γ
and
C
γ,n+ν,ψ(I, V,W ) =
{
G ∈ L∞
(
I;C ν,ψ(V ;W )
)
: ‖G‖γ,n+ν,ψ <∞
}
.
When V = W we write C γ,ν,ψ(I, V, V ) = C γ,ν,ψ(I, V ). Furthermore, when it is not
ambiguous we only use C γ,ν,ψ. When ψ = 1 and there is no ambiguity, we only write
C γ,ν.
As stated in the introduction, in order to have estimates for the averaging operator Tw
which will not depend on the functions f , we introduce the following Fourier–Lebesgue
spaces
Definition 1.18 Let α ∈ R,
Nα,p(f) =
(∫
Rd
|fˆ(ξ)|p(1 + |ξ|)pαdξ
)1/p
and FLα,p(Rd) = {f ∈ S ′(Rd) : Nα(f) < ∞}. Then Nα,p is a norm on FLα,p(Rd).
When p = 1 we only write FLα and Nα.
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When α > 0 and f ∈ FLα implies that fˆ is in L1 and f is bounded continuous
function. Furthermore if α ≥ 1, f ∈ FLα is globally Lipschitz continuous in the second
variable. Furthermore for α ∈ (0, 1), f ∈ FLα is globally Ho¨lder continuous in the second
variable. Note that when α < 0 the vector fields are only distributions.
Remark 1.19 An easy computation gives FLα ⊂ C α for all α ∈ R, and for α > 0 and
ψ a weight, C α ⊂ C α,ψ.
It is natural to make some approximations in C α and in FLα. Although the quantity∑
i∆if does not converge in C
α, it converges in all C α
′
with α′ < α, which gives the
following lemma :
Lemma 1.20 Let α ∈ R and u ∈ C α(Rd). The sequence (pi6Nu)N≥−1 = (
∑
j6N ∆ju)N
converges to u in C α
′
for all α′ < α. Furthermore, for all α, pi6Nf
FLα−−−→ f for f ∈ FLα.
Finally if G : [0, T ]×Rd → Rd we write Gs,t(x) = Gt(x)−Gs(x).
2 The non-linear Young integral and Young-type equations
As already said, we intend to study the ODE (1) where w : R+ → Rd is a continuous
function (with w0 = 0) and b : R×Rd → Rd is a (time-dependent, distributional) vector
field. We think w as a very rough function whose oscillations dominate in small time
scales the effects of the integrated vector field b. In this situation the function x behaves
at small scales very much like w and the effects of b are seen only via a average over
these fast oscillations. All this will cooks up some regularisation effect which will allow
to prove existence and uniqueness even when the vector field b does not enjoys sufficient
space regularity.
To highlight the effect of the translations induced by w on the flow of b let us introduce
the change of variables θt = xt − wt so that the above equation now reads:
θt = θ0 +
∫ t
0
b(ws + θs)ds.
If we believe that w oscillate faster than θ then it seems reasonable to approximate the
integral in the right hand side by a sum over a partition t0 = 0, . . . , tn = t of [0, t] where
we have fixed the θ parameter at the initial time of each segment:∫ t
0
b(s,ws + θs)ds ≃
n−1∑
i=0
∫ ti+1
ti
b(s,ws + θti)ds =
n−1∑
i=0
(Twti,ti+1b)(θti). (7)
where Tws,t = T
w
t − Tws .
Under appropriate conditions the expression on the right hand side of eq.(7) will have
a well defined limit as the size of the partition goes to zero and it defines a kind of integral
which we naturally denote by∫ t
0
(Twdsb)(θs) = lim
n−1∑
i=0
(Twti,ti+1b)(θti).
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and will enable us to set up an alternative formulation of the above ODE as an integral
equation involving the time-dependent integrated vector field Gt = T
w
t b which is an aver-
aged version of b. The integral appearing in this equation is a kind of non-linear Young
integral [20]. Existence and uniqueness of solutions for equations involving Young integrals
are by now standard [16, 13, 11] and easily extended to this context as shown below. In
particular the equation
θt = θ0 +
∫ t
0
Gds(θs)
will have a solution θ ∈ C γ([0, 1],Rd) (the space of γ-Ho¨lder continuous functions from
[0, T ] to Rd) provided (x, t) 7→ Gt(x) is a γ-Ho¨lder function of time, locally Lipshitz in
space with γ > 1/2, that is
|Gs,t(x)−Gs,t(y)| . |x− y||t− s|γψ(|x|+ |y|)
for all x, y ∈ Rd and 0 6 s 6 t 6 1. Note that some space regularity is already needed to
have existence (to be compared with the classical setup where bounded vector fields are
sufficient for existence).
A strategy to prove uniqueness is to consider the difference between a solutions θ and
a solution θ′ of a similar equations
θ′t = x0 +
∫ t
0
G′du(θ
′
u).
It is the necessary to estimate the difference
(θt − θ′t)− (θs − θ′s) =
∫ t
s
Gdu(θu)−G′du(θ′u).
To deal with such an estimates, we will need an averaged translation operator τfGs,t(z) =∫ t
s Gdu(fu + z) in order to have an equation on θ − θ′.
In order for these estimates to be useful we need a way to link the regularity of the
original vector field b with its averaged version Tws,tb along an arbitrary continuous path
w.
Theorem 2.1 Assume that for α ∈ R, f → Twf is defined on the whole space FLα+ν
for all ν > 0. Assume also that there exists γ > 1/2 such that for all ν > 0, there
exists a ν-weight ψ such that Tw maps C α+ν into C γ,ν,ψ. Then there exists a solution
θ(x0) ∈ C γ([0, 1],Rd) to the Young-type equation
θt(x0) = x0 +
∫ t
0
(Twdsb)(θs(x0))
for any b ∈ C α+ν for ν such that γ(1 + ν) > 1. If b ∈ C α+2 (or α + 3/2 > 0 and
b ∈ C α+3/2) this is the unique γ-Ho¨lder solution to this equation, and for all t ∈ [0, 1], the
flow map x0 → θt(x0) is well defined and locally Lipschitz continuous, uniformly in time.
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Remark 2.2 To prove such a theorem, we need the two hypothesis about Tw. The first
one is that this map is well defined. This will follow either from the definition of the map
(when α ≥ 0) or from section 3. The second one is to prove that Tw maps C α into C γ,ν,ψ.
We also need a theory of integration for vector fields in C γ,ν,ψ. In the next section we will
build such a theory.
This theorem is obtained when we apply Theorem 2.9, Remark 2.10, Theorem 2.17
and Corollary 2.18 to the operator Tw with the wanted hypothesis.
When α > −1 the vector field b ∈ C α+1 is continuous and the solutions are simply
solutions to the classical ODE
θt = θ0 +
∫ t
0
b(u,wu + θu)du.
In the case that α < −1 the vector field b is a distribution and the previous ODE does
not make sense. In that situation the natural meaning of these solution is the following.
Let bn = pi6nb for b ∈ C α then∫ t
0
bn(u,wu + θu)du =
∫ t
0
(Twdsbn)(θs)→
∫ t
0
(Twdsb)(θs)
by continuity of the Young integral and of the averaging with respect to the norm of
FLα+1. Then θ solves the equation
θt = θ0 + lim
n
∫ t
0
bn(u,wu + θu)du,
where the right hand side is well defined for any θ ∈ C γ([0, 1],Rd). At this point we can
identify ∫ t
0
b(u,wu + θu)du = lim
n
∫ t
0
bn(u,wu + θu)du
and give meaning to the ODE with a distributional drift b.
Remark 2.3 When the vector field b is in FLα, the limiting procedure does not depend
on the choice of the sequence. That is the principal reason of the introduction of that
spaces.
One of the aims of this paper is to show that the above program can be carried out
successfully in the case of w given by a sample path of a fractional Brownian motion BH
of Hurst parameter H ∈ (0, 1).
2.1 Definition of the Young integral
We define now the Young integral [20, 16, 13] for non linear operators.
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Theorem 2.4 Let γ, ρ, ν > 0 with γ + νρ > 1, a ν-weight ψ, and V and W two Banach
spaces and I a finite interval on R. Let G ∈ C γ,ν,ψ(I, V,W ) and f ∈ C ρ(I;V ). Let s, t ∈ I
with s 6 t. Then the following limit exists and is independent of the partition∫ t
s
Gdu(fu) := lim
Π partition of [s, t]
|Π| → 0
∑
i
Gti,ti+1(fti).
Furthermore
1. For all s 6 u 6 t with s, u, t ∈ I we have∫ t
s
Gdr(fr) =
∫ u
s
Gdr(fr) +
∫ t
u
Gdr(fr).
2. ∣∣∣∣∫ t
s
Gdr(fr)−Gs,t(fs)
∣∣∣∣
W
6 Cγ,ρ,νJGKγ,ν,ψJfKνρ,I|t− s|γ+νρψ(‖f‖∞,I).
3. For all s 6 t ∈ I and R > 0, the map (f,G) 7→ ∫ ts Gdr(fr) is continuous as a function
of
({
g ∈ C ρ(I, V ), ‖g‖γ,[s,t] 6 R
}
, ‖.‖∞,[s,t]
)× (C γ,ν,ψ(I, V,W ), ‖.‖γ,ν,ψ) to W .
Proof. Let s, t ∈ I with s 6 t be fixed until the end of the proof. Suppose first that
G is differentiable (in time) and G′ ∈ C γ,ν,ψ(I, V,W ) and G ∈ C γ,ν,ψ. For simplicity, in
all the proof we write ‖G‖ and JGK instead of ‖G‖γ,ν,ψ and JGKγ,ν,ψ. Then we define for
s 6 t ∫ t
s
Gdu(fu) :=
∫ t
s
G′u(fu)du := Is,t(f,G)
and also define Js,t(f,G) := Is,t(f,G)−Gs,t(fs). For u ∈ [s, t] we have
Js,t(f,G) = Js,u(f,G) + Ju,t(f,G) +Gu,t(fu)− δGu,t(fs),
hence, for n ≥ 1, i ∈ {0, . . . , 2n} and tni = s+ (t− s)i2−n,
Js,t(f,G) =
2n−1∑
i=0
Jtni ,tni+1(f,G) +
n∑
k=1
2k−1∑
i=1
(Gtk2i−1,tk2i
(ftk2i−1
)−Gtk2i−1 ,tk2i(ftk2(i−1))).
But, as G is differentiable, the following computation holds
|Jtni ,tni+1(f,G)|W 6
∫ tni+1
tni
|G′u(fu)−G′u(ftni )|W du
6
∫ tni+1
tni
JG′uKν,ψ|fu − ftni |νV ψ(|fu|+ |ftni |)du
6 2‖JG′Kν,ψ‖∞ ∫ tni+1
tni
|f |νρ|u− tni |νρψ(‖f‖∞,[s,t])du
. 2−(1+νρ)n.
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Hence ∣∣∣∣∣
2n−1∑
i=0
Jtni ,tni+1(f,G)
∣∣∣∣∣ . 2−nνρ →n→∞ 0,
and then
|Js,t(f,G)| 6
∞∑
k=1
2k−1∑
i=1
|Gtk2i−1,tk2i(ftk2i−1)−Gtk2i−1 ,tk2i(ftk2(i−1))|W .
For k ≥ 1 and i ∈ {1, . . . , 2k − 1}, we have
|Gtk2i−1 ,tk2i(ftk2i−1)−Gtk2i−1,tk2i(ftk2(i−1))|
6 JGK|tk2i−1 − tk2i|γ |ftk2i−1 − ftk2i−2 |νψ(|ftk2i−1 |+ |ftk2i−2 |)
. JGKJfKνρ,[s,t]ψ(‖f‖∞,[s,t])|t− s|γ+νρ2−(γ+νρ)k .
Hence, the following bound holds
∞∑
k=1
2k−1∑
i=1
|Gtk2i−1 ,tk2i(ftk2i−1)−Gtk2i−1,tk2i(ftk2(i−1))|W
. JGKJfKνρ,[s,t]ψ(‖f‖∞,[s,t])|t− s|νρ+γ ∞∑
k=1
2k−1∑
i=1
2−(γ+νρ)k
.
2−(νρ+γ−1)
1− 2−(νρ+γ−1) JGKJfKνρ,[s,t]ψ(‖f‖∞,[s,t])|t− s|νρ+γ .
(8)
The result is proved for differentiable G. Let us now take G ∈ C γ,ν,ψ(I, V,W ) and f as
wanted. Let Gn be differentiable as above such that Gns,t(fs) → Gs,t(fs) as n → ∞; for
all γ′ < γ limn→∞ ‖G − Gn‖γ′,ν,ψ = 0 and for all n ≥ 0, ‖Gn‖γ,ν,ψ 6 ‖G‖γ,ν,ψ . As Is,t is
linear in the second variable, we have, for γ′ < γ
|Js,t(f,Gn)− Js,t(f,Gn+m)|W = |Js,t(f,Gn −Gn+m)|W
. JGn −Gn+mKγ′,ν
→
n→∞ 0.
The sequence (Js,t(f,G
n))n is Cauchy in W which is a Banach space. Let us say it con-
verges to a number Js,t(f,G). Furthermore, the sequence G
n
s,t(fs) converges obviously to
Gs,t(fs). Then as Is,t(f,G
n) = Js,t(f,G
n) +Gns,t(fs) the sequence (Is,t(f,G
n))n converges
to a limit called Is,t(f,G). Furthermore,
|Js,t(f,Gn)|W .γ,ρ JGnKJfKρ,[s,t]ψ(‖f‖∞)|t− s|γ+νρ
. JGKJfKρψ(‖f‖∞)|t− s|γ+νρ
and so does |Is,t(f,G) − Gs,t(fs)|W . The Chasles property and the triangular inequality
are obvious with the definition of I. Moreover since I(f,G) is linear in G it is easy to see
that the definition does not depend on the particular sequence Gn.
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Let us show that Is,t(f,G) is the limit of Riemann sum. Let Π = {s = t0 < t1 < . . . <
tn = t} a partition of [s, t]. Let
SΠ =
n−1∑
k=0
Gti,ti+1(fti+1)
be the Riemann sum corresponding to this partition. As Gti,ti+1(fti+1) = Iti,ti+1(f,G) −
Jti,ti+1(f,G) the following equality holds
SΠ − Is,t(f,G) = −
n−1∑
i=0
Jti,ti+1(f,G).
Hence
|SΠ − Is,t(f,G)|W 6
n−1∑
i=0
|Jti,ti+1(f,G)|W .
n−1∑
i=0
|ti+1 − ti|γ+νρ . |Π|γ+νρ−1 →|Π|→0 0.
It remains to show the continuity of the map (f,G) 7→ I(f,G). Take f, f ′, G,G′ and
assume for simplicity that G(0) = G′(0) = 0 then
Is,t(f,G)− Is,t(f ′, G′) = [Is,t(f,G)− Is,t(f ′, G)] + Is,t(f ′, G−G′)
and
|Is,t(f ′, G−G′)|W 6 |(G −G′)s,t(fs)− (G−G′)s,t(0)|W + |(G−G′)s,t(0)|+ |Js,t(f,G−G′)|W
. ‖G−G′‖|t− s|γ(|fs|γψ(|fs|) + 1 + |t− s|νρJfKνρψ(‖f‖∞))
. ‖G−G′‖|t− s|γ(‖f‖ν∞ψ(‖f‖∞) + 1 + |t− s|νρJfKνρψ(‖f‖∞)).
. ‖G−G′‖|t− s|γ(1 + ‖f‖νρψ(‖f‖ρ)).
Furthermore
Is,t(f,G)− Is,t(f ′, G) = Gs,t(fs)−Gs,t(f ′s) + Js,t(f,G)− Js,t(f ′, G).
We have also
|Is,t(f,G)− Is,t(f ′, G)|W . ‖G‖‖f − f ′‖ν∞ψ(‖f‖∞ + ‖f ′‖∞)|t− s|γ
+(JfKνρψ(‖f‖∞) + Jf ′Kνρψ(‖f ′‖∞))‖G‖|t − s|νρ+γ .
. ‖G‖‖f − f ′‖ν∞ψ(‖f‖ρ + ‖f ′‖ρ)|t− s|γ
+(‖f‖νρψ(‖f‖ρ) + ‖f ′‖νρψ(‖f ′‖ρ))‖G‖|t − s|νρ+γ .
By partitioning the interval [s, t] in subintervals [ti, ti+1] of size 2
−n and summing up the
contributions according to these bounds we obtain an improved estimate
|Is,t(f,G)− Is,t(f ′, G)|W . ‖G‖‖f − f ′‖ν∞ψ(‖f‖ρ + ‖f ′‖ρ)2(1−γ)n|t− s|γ
+‖G‖(‖f‖νρψ(‖f‖ρ) + ‖f ′‖νρψ(‖f ′‖ρ))(2−n|t− s|)νρ+γ2n.
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Taking n large enough so that
2−νρn 6
‖f − f ′‖ν∞ψ(‖f‖ρ + ‖f ′‖ρ)
(‖f‖νρψ(‖f‖ρ) + ‖f ′‖νρψ(‖f ′‖ρ))|t− s|νρ
6 2−νρ(n−1),
we have
|Is,t(f,G)− Is,t(f ′, G)|W . ‖G‖‖f − f ′‖ν∞ψ(‖f‖ρ + ‖f ′‖ρ)2(1−γ)n|t− s|γ ,
which means that it is possible to choose n such that
|Is,t(f,G)− Is,t(f ′, G)|W . ‖G‖‖f − f ′‖ν∞ψ(‖f‖ρ + ‖f ′‖ρ)|t− s|γ
×
(
(‖f‖νρψ(‖f‖ρ) + ‖f ′‖νρψ(‖f ′‖ρ))|t− s|νρ
‖f − f ′‖ν∞ψ(‖f‖ρ + ‖f ′‖ρ)
)1−γ
νρ
. ‖G‖{‖f − f ′‖ν∞ψ(‖f‖ρ + ‖f ′‖ρ)}(γ+νρ−1)/νρ|t− s|
× (‖f‖νρψ(‖f‖ρ) + ‖f ′‖νρψ(‖f ′‖ρ))(1−γ)/(νρ)
and this allows us to infer the continuity of I(f,G). 
Remark 2.5 It is easy to construct a suitable sequence (Gn)n≥1. Let h : R → R be a
compactly supported, smooth positive function with integral 1. Define hn(t) = nh(nt) and
define for all v ∈ V and all t ∈ R
Gnt (v) =
∫
R
hn(t− s)Gs(v)ds = Gnt (v) =
∫
R
hn(s)Gt−s(v)ds.
Then Gn is as wanted. Indeed,
|Gns,t(v)−Gns,t(w)|W
6
∫
R
hn(r)|(Gt−r −Gs−r)(v)− (Gt−r −Gs−r)(w)|W dr
6
∫
R
hn(r)|t− s|γ |v − w|νV ψ(|v| + |w|)dr
6 ‖G‖γ,ν,ψ |t− s|γ |v − w|νV ψ(|v|+ |w|)
(9)
which proves that Gn ∈ C γ,ν,ψ(R, V,W )) and that ‖Gn‖γ,ν,ψ 6 ‖G‖γ,ν,ψ. Furthermore Gn
is differentiable and (Gn)′ ∈ C γ,ν,ψ(R, V,W ). As we can chose hn to be a good kernel, all
the properties required on Gn are satisfied.
Definition 2.6 The limit functional I defined in the last theorem is obviously an integral
and then we will refer to it as
∫ t
s Gdu(fu).
Remark 2.7 Let g ∈ C γ(I, V ′) and f ∈ C ρ(I, V ) with γ + ρ > 1, where V and V ′ are
(finite–dimensional) Banach spaces. Let W = V ⊗ V ′ and for all x ∈ V , Gt(x) = x⊗ gt.
Then G ∈ C γ,1(I, V,W ) and the above integral is the standard Young integral.
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Remark 2.8 The bound in Theorem 2.4 is∣∣∣∣∫ t
s
Gdu(fu)−Gs,t(fs)
∣∣∣∣ . JGKγ,ν,ψ|t− s|γ+ρνJfKνγψ(‖f‖∞).
But as JfKγ 6 ‖f‖γ and ‖f‖∞ 6 (1 + |I|)‖f‖γ and ψ is a weight, we also have this other
useful bound ∣∣∣∣∫ t
s
Gdu(fu)−Gs,t(fs)
∣∣∣∣ . JGKγ,ν,ψ|t− s|γ+ρν‖f‖νγψ(‖f‖γ),
where the new constant depends on the length of the interval |I| and ψ. In the following,
we will exploit these three bounds equally and without further notice.
We intend to solve differential equations driven by such G. Thanks to the definition
of the integral and the bound in Theorem 2.4, we are able to define the equation, prove
the existence of solutions and give an a priori bound on the norm of the solutions. Here
we will use the notion of ν-weight, in order to control the growth of the norm.
Theorem 2.9 Let γ > 12 , ν ∈ [0, 1) such that γ(1 + ν) > 1 and ψ be a ν-weight as in
Definition 1.15. Let G ∈ C γ,ν,ψ([0, T ],Rd) and x ∈ Rd. There exists a solution θ ∈
C γ([0, T ];Rd) to the non-linear Young differential equation
θt = θ0 +
∫ t
0
Gdu(θu).
Furthermore, there exists two universal constants K1 and K2 depending on γ, ν, ψ and T
such that
‖θ‖∞,[0,T ] 6 K1(1 + ‖G‖γ,ν,ψ)K2‖G‖
1/νγ
γ,ν,ψ (|θ0|+ 1)
and
‖θ‖γ,[0,T ] 6 K˜1‖G‖1/νγ(1 + ‖G‖γ,ν,ψ)K˜2‖G‖
1/νγ
γ,ν,ψ (1 + |θ0|).
Proof. Let us first deal with the existence of the solutions. Let t0 ∈ I = [0, T ], K > 0
and 0 < S 6 T to be specify later. Let J = [t0, (t0+S)∧T ] and let us define for all x ∈ V ,
Ct0,x = {θ ∈ C γ(J) : θt0 = x, ‖θ‖γ,J 6 K}
and
Φt0,x :
C γ(J, V ) → C γ(J, V )
θ → x+ ∫ .t0 Gdu(θu).
By Theorem 2.4 the map Φt0,x is well defined. Furthermore we always have
|θs| 6 |θt0 |+ T νJθKγ,J .T ‖θ‖γ,J .
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Hence for s < t ∈ J we have
|δ(Φt0,x(θ))s,t| 6
∣∣∣∣∫ t
s
Gdu(θu)−Gs,t(θs)
∣∣∣∣+ |Gs,t(θs)−Gs,t(0)|+ |Gs,t(0)|
. ‖G‖γ,ν,ψ |t− s|γ(Sνγ‖θ‖νγ,Jψ(‖θ‖γ,J ) + |θs|νψ(|θs|) + 1)
. ‖G‖γ,ν,ψ |t− s|γ(Sνγ‖θ‖νγ,Jψ(‖θ‖γ,J ) + |θt0 |νψ(|θ0|) + 1). (10)
Now take θ ∈ Ct0,x,
JΦt0,x(θ)Kγ,J . ‖G‖γ(Sνγ‖θ‖νγ,Jψ(‖θ‖γ,J ) + |x|νψ(|x|) + 1).
But since ν < 1 and ψ is a ν-weight,, there exists a constant Cν,ψ such that ‖θ‖νγ,Jψ(‖θ‖γ,J ) 6
Cν,ψ(1 + |x|). Hence, there is a universal constant C > 0 such that
‖Φt0,x(θ)‖γ,J = JΦt0,x(θ)Kγ,J + |x| 6 |x|+ C‖G‖γ(Sνγ‖θ‖γ,J + |x|νψ(|x|) + 1).
For S such that C‖G‖γSνγ < 1/2, and for K > 2{|x|+ C(|x|νψ(|x|) + 1)}, we have
‖Φt0,x(θ)‖γ,J 6 K.
Then Φt0,x(θ) ∈ Ct0,x, moreover by the property of the Young integral the map Φt0,x is
continuous on Ct0,x for the norm ‖.‖∞,[t0,(t0+T )∧1]. By its definition Ct0,x is immediately
a closed convex set of C(J). Let us show that Φt0,x(Ct0,x) is relatively compact in C0. It
is obviously equicontinuous as ‖Φt0,x(θ)‖γ 6 K and relatively bounded as |Φt0,x(θ)t| 6
|x|+Kνψ(K)(t− t0)γ . Hence by Ascoli theorem Φt0,x(Ct0,x) is relatively compact. Thanks
to Leray-Schauder-Tychonoff fixed point theorem, there exists θt0,x such that θt0,x =
Φt0,x(θ
t0,x) = x+
∫ t
t0
Gdu(θ
t0,x
u ). We then construct by induction a solution on the whole
interval. For n such that nS 6 T let θ0 = θ0,x0 and θn = θnS,θ
n−1
S . Let us define
θt = θ
n
t if t ∈ [nS, (n + 1)S]. By an immediate induction, θ is solution of the equation
θt = x0 +
∫ t
0 Gdu(θu) and then is obviously in C
γ .
We have all the tools to bound the norm of a solution of the equation. Again take t0
and S to be specify lated, and θ a solution of the non-linear Young differential equation.
And take J = [t0, (t0 + S) ∧ T ]. We have
|δθs,t| 6
∣∣∣∣∫ t
s
Gdu(θu)−Gs,t(θs)
∣∣∣∣+ |Gs,t(θs)−Gs,t(θt0)|
+|Gs,t(θt0)−Gs,t(0)| + |Gs,t(0)|
. |t− s|γ‖G‖γ,ν,ψ(SγνJθKνγ,Jψ(‖θ‖γ,J ) + |θt0 |νψ(|θt0 |) + 1, )
hence JθKγ,[t0,t0+S] . ‖G‖γ,ν,ψ(Sγν‖θ‖νγ,Jψ(‖θ‖γ,J ) + |θt0 |νψ(|θt0 |) + 1).
Let S be such that C‖G‖γ,ν,ψSγ,ν 6 1, and we have
‖θ‖γ,[t0,t0+S] . ‖θ‖νγ,Jψ(‖θ‖γ,J ) + |θt0 |+ C‖G‖γ,ν,ψ|θt0 |νψ(|θt0 |) + C‖G‖γ,ν .
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As x→ xνψ(x) is sublinear (as before), there exists a constant depending on ν and ψ such
that
‖θ‖γ,[t0,t0+S] .ν,ψ 1 + |θt0 |+ ‖G‖γ,ν,ψ |θt0 |νψ(|θt0 |) + ‖G‖γ,ν,ψ .
There also exists a constant C such that
|θt0 |νψ(|θt0 |) 6 C + |θt0 |
and
‖θ‖γ,[t0,t0+S] 6 (1 + ‖G‖γ,ν,ψ)|θt0 |+ C(‖G‖γ,ν,ψ + 1). (11)
From this we deduce
|θt| 6 |θt − θt0 |+ |θt0 | .T ‖θ‖γ,J + |θt0 | . (1 + ‖G‖γ,ν,ψ)|θt0 |+ ‖G‖γ,ν,ψ + 1
and then
‖θ‖∞,J . (1 + ‖G‖γ,ν,ψ)|θt0 |+ ‖G‖γ,ν,ψ + 1.
Now let n be such that S = T/n and 1/2 6 C‖G‖T νγn−νγ 6 1 hence n > T (C‖G‖)1/νγ
and we have for Ji = [iT/n, (i + 1)T/n]
‖θ‖∞,Ji . (1 + ‖G‖γ,ν,ψ)‖θ‖∞,Ji−1 + ‖G‖γ,ν,ψ + 1
and
‖θ‖∞,J0 . (1 + ‖G‖γ,ν,ψ)|θ0|+ ‖G‖γ,ν,ψ + 1.
Hence
‖θ‖∞,Ji . Ci(1 + ‖G‖γ,ν,ψ)i((1 + ‖G‖γ,ν,ψ)|θ0|+ ‖G‖γ,ν,ψ + 1)
and finally
‖θ‖∞,[0,T ] 6 K1(1 + ‖G‖γ,ν,ψ)K‖G‖
1/νγ
γ,ν,ψ (|θt0 |+ 1),
where K1 and K2 are two universal constants depending on ν, γ, ψ and T . From the
equation (11), we can deduce, with the same induction argument, that
‖θ‖γ,[0,T ] 6 |θ0|+ C‖G‖1/νγT ((1 + ‖G‖γ,ν,ψ)‖θ‖∞,[0,T ] + ‖G‖γ,ν,ψ + 1)
and the result follows. 
Remark 2.10 The bounds on the solutions of the differential equation allows us to get
rid of the ν-weight ψ. Indeed, we have, for a solution θ of the non-linear Young equation
we have
‖θ‖∞,[0,T ] 6 K1(1 + ‖G‖γ,ν,ψ)K2‖G‖
1/νγ
γ,ν,ψ (|θt0 |+ 1).
Then for R > 0, and θ0 ∈ B(0, R) ‖θ‖∞,[0,T ] 6 K1(1 + ‖G‖γ,ν,ψ)K‖G‖
1/νγ
γ,ν,ψ (R + 1). Hence,
it is enough to consider the localised norm of G
‖G‖Rγ,ν = sup
t6=s∈I
sup
x 6=y∈B(0,RG,R)
|Gs,t(x)−Gs,t(y)|
|x− y|ν |t− s|γ + sups 6=t
|Gs,t(0)|
|t− s|γ ,
where
RG,R = K1(1 + ‖G‖γ,ν,ψ)K‖G‖
1/νγ
γ,ν,ψ(R + 1).
From now we will consider only bounded G, namely G ∈ C γ,ν , and we will extend the
results to C γ,ν,ψ thanks to the previous remark.
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2.2 Uniqueness of solutions
2.2.1 Comparison Principle
From now, thanks to remark 2.10 we can restrict the study of the properties of the solu-
tions, their uniqueness and their regularity with respect to the parameters for bounded
G. Hence, we define the space C γ,n+νb = {G ∈ C γ,ν : ‖G‖bγ,n+ν < +∞} with
‖G‖bγ,n+ν := JDnGKγ,ν + n∑
k=0
sup
s 6=t∈[0,T ]
sup
x∈Rd
|DkGs,t(x)|/|t − s|γ .
As there will be no ambiguity in the following, we will usually avoid to mention explicitly
the b in the norm on that space. Those spaces are nicer than the whole space C γ,ν as
there are natural embeddings:
Lemma 2.11 Let 0 < γ 6 1, 0 6 ν ′ 6 ν and G ∈ C γ,νb then ‖G‖bγ,ν′ . ‖G‖bγ,ν .
Proof. Let x, y ∈ Rd s, t ∈ [0, T ]. For 0 6 ν 6 ν ′ 6 1, we have
|Gs,t(x)−Gs,t(y)|
|x− y|ν′ 6
( |Gs,t(x)−Gs,t(y)|
|x− y|ν
)ν′/ν
|Gs,t(x)−Gs,t(y)|1−ν′/ν
6 21−ν
′ |t− s|γJGKν′/νγ,ν (‖G‖bγ,ν)1−ν′/ν
. 21−ν
′/ν |t− s|γ‖G‖bγ,ν
and the following bound holds
‖G‖bγ,ν′ = (1 + 21−ν
′/ν)‖G‖bγ,ν .
Furthermore, we also have
|Gs,t(x)−Gs,t(y)| 6
∫ 1
0
dr|DGs,t(r(x− y) + y)||x− y|
6 ‖DG‖bγ,1+ν |x− y||t− s|γ
and
‖G‖bγ,1 6 2‖DG‖bγ,1+ν .
The general result follows by an easy induction. 
Remark 2.12 These embeddings allows us to state a result for the existence of the solu-
tions when G ∈ C γ,1b with γ > 12 . Indeed, as for all ν < 1, G ∈ C γ,νb and ‖G‖bγ,ν . ‖G‖bγ,1,
there exists a solution θ and the non-linear Young differential equation. Furthermore, for
all ν < 1, there exists a constant K2 such that
‖θ‖∞ . (1 + ‖G‖bγ,ν)K2(‖G‖
b
γ,ν )
1/νγ
(|θ0|+ 1) . (1 + ‖G‖bγ,1)K2(‖G‖
b
γ,1)
1/νγ
(|θ0|+ 1).
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In fact, a deeper look at the proof of Theorem 2.9, allows us to get rid of the ν, and state
that there exists a constant K depending on T and γ such that
‖θ‖∞ . (1 + ‖G‖bγ,1)K(‖G‖
b
γ,1)
1/γ
(|θ0|+ 1)
and a similar bound holds for ‖θ‖γ .
In order to study the properties of the solutions of the non-linear Young differential
equation, we intend to compare two solutions θ1 and θ2. In the classical case (when G is
differentiable in time), we would have
θ1t − θ2t = (θ10 − θ20) +
∫ t
0
(
G′u(θ
1
u)−G′u(θ2u)
)
du
= (θ10 − θ20) +
∫ t
0
(
G′u(θ
1
u − θ2u + θ2u)−G′u(θ2u)
)
du
= (θ10 − θ20) +
∫ t
0
(τθ2G)
′
u(θ
1
u − θ2u)du−
∫ t
0
G′u(θ
2
u)du,
where (τθ2G)t(x) =
∫ t
0 G
′
u(θ
2
u+ x)du. Hence θ
1− θ2 solve a differential equation, but with
a translated and averaged function (τθ2G) and a second member. In order to prove some
properties on the solutions, we then have to study this differential equation.
In the case of the Young differential equation, this strategy will be very profitable, we
have to define the averaged translation and to study some of its properties. Hence, we
define the natural action of the additive group of C ρ paths on the integrated vector fields
C ∈ C γ,νb .
Definition 2.13 Let γ, ν, ρ ∈ [0, 1] such that γ + ρν > 1, G ∈ C γ,νb and f ∈ C ρ. We
define the average translation of G by f , and we write τfG the following quantity
τfG : (t, x)→
∫ t
0
Gdu(fu + x).
Due to the requirements of Young integration, the estimations for the translated in-
tegrated vector field τfG show a loss of regularity quantified by the next lemma.
Lemma 2.14 For γ+νρ > 1 and γ+ηρ > 1, f ∈ C ρ and G ∈ C γ,ν+ηb we have τfG ∈ C γ,ν
and
‖τfG‖γ,ν . ‖G‖γ,ν+η(1 + ‖f‖ηρ).
Proof. Suppose first that η+ν 6 1. Let x, y ∈ V and define G˜(z) = G(x+z)−G(y+z).
There is two bounds for the increments of G˜:
|G˜s,t(z1)− G˜s,t(z2)| . JGKγ,ν+η|t− s|γ |x− y|ν+η
and
|G˜s,t(z1)− G˜s,t(z2)| . JGKγ,ν+η|t− s|γ |z1 − z2|ν+η.
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Hence, by interpolating these two inequalities
|G˜s,t(z1)− G˜s,t(z2)| . JGKγ,ν+η|t− s|γ |x− y|ν |z1 − z2|η .
When 2 > η + ν > 1, we have
|G˜s,t(z1)− G˜s,t(z2)| =
∣∣∣∣∫ 1
0
dr{DGs,t(x(r) + z1)−DGs,t(x(r) + z2)}.(x − y)
∣∣∣∣
. JGKγ,ν+η|t− s|γ |x− y||z1 − z2|ν+η−1,
where x(r) = y + r(x− y),
|G˜s,t(z1)− G˜s,t(z2)| . JGKγ,ν+η|t− s|γ |x− y|ν+η−1|z1 − z2|
and again
|G˜s,t(z1)− G˜s,t(z2)| . JGKγ,ν+η|t− s|γ |x− y|ν |z1 − z2|η .
In these two cases, we have
JG˜Kγ,η . JGKγ,ν+η|t− s|γ |x− y|ν .
Hence
τfGs,t(x)− τfGs,t(y) =
∫ t
s
Gdu(fu + x)−Gdu(fu + y)
6
∫ t
s
G˜du(fu)− G˜s,t(fs) + G˜s,t(fs).
Hence,
|τfGs,t(x)− τfGs,t(y)| . JG˜Kγ,η(‖f‖ηγ + 1) + |G˜s,t(fs)|
and as |G˜s,t(fs)| 6 2|t− s|γ‖G‖γ,ν+η ,
JτfGKs,t 6 ‖G‖γ,ν+η(‖f‖ηγ + 1).
Furthermore
|(τfG)s,t(0)| 6
∣∣∣∣∫ t
s
Gdu(fu)−Gs,t(fs)
∣∣∣∣+ |Gs,t(fs)| 6 ‖G‖γ,η |t− s|γ(‖f‖ηγ + 1)
and by the embedding of Lemma 2.11, the result follows. 
The averaged translation is a suitable tool to control the difference of two non-linear
Young integrals, as soon as we have enough regularity to estimate the integral. The
following lemma states the estimation for generic functions.
Lemma 2.15 Let γ, ν, ν ′, ρ ∈ [0, 1] such that γ+ρν > 1 and γ+ρν ′ > 1. Let f1, f2 ∈ C ρ,
G ∈ C γ,νb , and suppose that τf2G ∈ C γ,ν
′
b . Then∥∥∥∥∫ .
0
Gdu(f
1
u)−Gdu(f2u)
∥∥∥∥
∞,[0,T ]
. ‖τf2G‖γ,ν′T γ(Jf1 − f2Kν′ρ + ‖f1 − f2‖ν′∞)
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and s∫ .
0
Gdu(f
1
u)−Gdu(f2u)
{
γ,[0,T ]
. ‖τf2G‖γ,ν′(Jf1 − f2Kν′γ + ‖f1 − f2‖ν′∞).
Furthermore when 1 > η > 0 such that ρη + γ > 1 and G ∈ C γ,ν′+η∥∥∥∥∫ .
0
Gdu(f
1
u)−Gdu(f2u)
∥∥∥∥
∞,[0,T ]
. T γ‖G‖γ,ν′+η(1 + ‖f2‖ηρ)(Jf1 − f2Kν′ρ + ‖f1 − f2‖ν′∞).
Proof. It is a direct application of the definition of the averaged translation. Let
s, t ∈ [0, T ], by definition we have ∫ ts Gdu(f2u) = τf2Gs,t(0). Hence∣∣∣∣∫ t
s
Gdu(f
1
u)−
∫ t
s
Gdu(f
2
u)
∣∣∣∣ 6 ∣∣∣∣∫ t
s
τf2Gdu(f
1
u − f2u)− τf2Gs,t(f1s − f2s )
∣∣∣∣
+|τf2Gs,t(f1s − f2s )− τf2Gs,t(0)|
. Jτf2GKγ,ν′ |t− s|γ(Jf1 − f2Kρ|t− s|ν′γ + |f1s − f2s |ν′).
Hence, ∥∥∥∥∫ .
0
Gdu(f
1
u)−Gdu(f2u)
∥∥∥∥
∞,[0,T ]
. Jτf2GKγ,ν′T γ [‖f1 − f2Kν′ρ + ‖f1 − f2‖ν′∞]
and s∫ .
0
Gdu(f
1
u)−Gdu(f2u)
{
γ,[0,T ]
. Jτf2GKγ,ν′(Jf1 − f2Kν′ρ + ‖f1 − f2‖ν′∞).
For the second part of the lemma, we use the bound of Lemma 2.14. 
We are now ready to prove a comparison principle between two solutions. In order to
keep a high degree of generality, we do not use the estimation of the Lemma 2.14, but
prefer to state a general assumption for the regularity of the averaged translation of the
first vector field.
Theorem 2.16 Let γ > 12 , ν ∈ [0, 1] such that γ(1 + ν) > 1. Let G1, G2 ∈ C γ,νb , θ1
(respectively θ2) be a solution of the nonlinear Young differential equation driven by G1
(respectively by G2). Suppose that τθ2G
1 ∈ C γ,1. Then
‖θ1 − θ2‖∞,[0,T ] 6 c1ec2‖τθ2G
1‖1/γγ,1 (‖θ2‖νγ + 1)(|θ10 − θ20|+ ‖G1 −G2‖γ,ν).
Proof. Let t0 ∈ [0, T ], S > 0 and define J = [t0, (t0 + S) ∧ 1]. For s 6 t ∈ J we have
δ(θ1 − θ2)s,t =
∫ t
s
τθ2G
1
du(θ
1
u − θ2u)− τθ2G1s,t(θ1s − θ2s)
+τθ2G
1
s,t(θ
1
s − θ2s)− τθ2G1s,t(0)
+
∫ t
s
(G1 −G2)du(θ2u)− (G1 −G2)s,t(θ2s)
+(G1 −G2)s,t(θ2s)− (G1 −G2)s,t(0)
+(G1 −G2)s,t(0).
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Hence,
|δ(θ1 − θ2)s,t| . ‖τθ2G1‖γ,1|t− s|γ(SγJθ1 − θ2Kγ + |θ1s − θ2s |)
+‖G1 −G2‖γ,ν |t− s|γ(SγνJθ2Kνγ + |θ2s |ν + 1).
When C1 is the universal constant in the previous inequality and for S small enough such
that 14 6 C1‖τθ2G1‖γ,1Sγ 6 12 , there exists another constant C2 such that
|δ(θ1−θ2)s,t| 6 1
2
|t−s|γ(Jθ1−θ2Kγ+S−γ |θ1s−θ2s |)+C2‖G1−G2‖γ,ν |t−s|γ(Sγν‖θ2‖νγ+1).
Hence Jθ2 − θ2Kγ 6 S−γ‖θ1 − θ2‖∞,J + C3‖G1 −G2‖γ,ν(‖θ2‖νγ + 1)
and
‖θ1 − θ2‖∞,J 6 1
2
(‖θ1 − θ2‖∞,J + |θ1s − θ2s |) + C4‖G1 −G2‖γ,νSγ(‖θ2‖νγ + 1).
Finally
‖θ1 − θ2‖∞,J 6 2|θ1s − θ2s |+ C5‖G1 −G2‖γ,νSγ(‖θ2‖νγ + 1).
By the same gluing argument as in Therorem 2.9, we have
‖θ1 − θ2‖∞ . 21/S(|θ10 − θ20|+ C5‖G1 −G2‖γ,νSγ(‖θ2‖νγ + 1)).
Remind that 14 6 C1‖τθ2G1‖γ,1Sγ 6 12 , and there exists two universal constants (depending
on γ, ν, T ) c1 and c2 such that
‖θ1 − θ2‖∞ 6 c1ec2‖τθ2G1‖
1/γ
γ,1 (|θ10 − θ20|+ ‖G1 −G2‖γ,ν(‖θ2‖νγ + 1)),
which ends the proof. 
2.2.2 Uniqueness of solutions
We prove here the uniqueness of the solutions when G is regular enough using the com-
parison principle given in Theorem 2.16. In order to use the comparison principle, we
ask that the vector field is regular enough (in space) and as stated in Lemma 2.14, we
are able to estimate the averaged translation if we accept a additional loss of space reg-
ularity. Furthermore, as we will use uniqueness results in different contexts, especially in
situation when we will have a priori regularity properties for the solutions, we will give a
pretty general theorem of uniqueness, Theorem 2.17, and specialise it in the two following
corollaries.
Theorem 2.17 Let γ > 1/2, ν ∈ [0, 1] such that γ(1 + ν) > 1 and G ∈ C γ,νb . Suppose
that there exists a sequence (Gε)ε ∈ C γ,νb such that
i. For all γ′ < γ and all, ‖G−Gε‖γ′,ν → 0.
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ii. For all ε > 0 and ‖Gε‖γ,ν 6 ‖G‖γ,ν .
iii. For all ε > 0 and all x ∈ Rd there exists a unique solution θε for the equation
θεt (x) = x+
∫ t
0
Gεdu(θ
ε
u(x))du.
iv. For all ε > 0, τθεG ∈ C γ,1b and supε>0 ‖τθεG‖γ,1 < +∞.
Then the solution of the nonlinear Young equation driven by G is unique.
Proof. This theorem is a direct consequence of the comparison principle of Theorem
2.16. Let x ∈ Rd be an initial condition, and let θ be a solution of the nonlinear Young
differential equation with initial condition x. Furthermore let Gε and θε be as in the
hypothesis of the theorem. Take 12 < γ
′ < γ such that γ(1 + ν) > 1. Remark that we
can apply the comparison principle to θ and θε with γ′ instead of γ, and as ‖Gε‖γ′,ν 6
‖G‖γ′,ν . ‖G‖γ,ν , we have
‖θε‖γ′ . ‖Gε‖1/νγ
′
γ′,ν (1 + ‖Gε‖γ′,ν)
K˜2‖Gε‖1/νγ
′
γ′,ν (1 + |x|)
. ‖G‖1/νγ′γ,ν (1 + ‖G‖γ,ν)K˜2‖G‖
1/νγ′
γ,ν (1 + |x|),
but also
‖θ(x)− θε(x)‖∞ . ec2‖τθεG‖
1/γ
γ′ ,1‖G1 −Gε‖γ′,ν(‖θε‖νγ′ + 1)
. ‖G‖1/νγ′γ,ν (1 + ‖G‖γ,ν)K˜2‖G‖
1/νγ′
γ,ν (1 + |x|)ec2‖τθεG‖1/γγ,1 ‖G1 −Gε‖γ′,ν.
As supε>0 ‖τθεG‖γ,1 < +∞, we have ‖θ(x)− θε(x)‖∞ →ε→0 0. As θε is unique, and since
this convergence holds true for every function θ(x) solution of the equation, the solution
is unique. 
We can now use the averaged translation operator to establish uniqueness in the case
where we have a priori informations of the regularities of the solutions θε.
Corollary 2.18 Let γ > 1/2, δ > 0 and G ∈ C γ,1+ηb . Suppose that there exists a sequence
(Gε)ε ∈ C γ,1+ηb such that
i. For all γ′ < γ and all, ‖G−Gε‖γ′,1 → 0.
ii. For all ε > 0 and ‖Gε‖γ,1+η 6 ‖G‖γ,1+η.
iii. For all ε > 0 and all x ∈ Rd there exists a unique solution θε for the equation
θεt (x) = x+
∫ t
0
Gεdu(θ
ε
u(x))du.
iv. There exists ρ > 0 such that ηρ+ γ > 0 and for which for all ε > 0, θε(x) ∈ C ρ and
supε>0 ‖θε(x)‖ρ < +∞.
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Then solution of the non-linear Young equation driven by G is unique.
Furthermore, when the function x → supε>0 ‖θε(x)‖ρ is locally bounded in time, the
flow (t, x) → θt(x) of the equation is locally Lipschitz continuous in space, uniformly in
time and
‖θ(x)− θ(y)‖∞ . exp(C(1+ log(1+ ‖G‖γ,1+η)+ (sup
ε>0
‖θε(y)‖ρ)η)‖G‖1/γγ,1+δ)|x− y|(|y|+1).
Proof. Condition i., ii. and iii. are the same of those of Theorem 2.17. We only
have to prove that the point iv. of Theorem 2.17 is satisfied. But thanks to Lemma 2.14,
we know that τθεG ∈ C γ,1b . Furthermore
‖τθεG‖γ,1 . ‖G‖γ,1+η(‖θε‖ηρ + 1) . ‖G‖γ,1+η((sup
ε>0
‖θε‖ρ)η + 1)
and the uniqueness follows by Theorem 2.17. Furthermore, for y ∈ Rd since ‖Gε‖γ,1+η 6
‖G‖γ,1+η , we have
‖τθε(y)Gε‖γ,1 . ‖Gε‖γ,1+η((sup
ε>0
‖θε‖ρ)η + 1) . ‖G‖γ,1+η((sup
ε>0
‖θε‖ρ)η + 1).
Since supε>0 ‖Gε‖γ,1 . ‖G‖γ,1+η we have, thanks to the a priori bounds for the solutions
of Theorem 2.9, and Remark 2.12, that
‖θε(y)‖γ . ‖θ‖∞ . (1 + ‖G‖γ,1+η)K(‖G‖γ,1+η)1/γ (|y|+ 1),
which implies
‖θε(x)−θε(y)‖∞ . exp(C(1+log(1+‖G‖γ,1+η)+(sup
ε>0
‖θε(y)‖ρ)η)‖G‖1/γγ,1+δ)|x−y|(|y|+1),
the conclusion then easily follows when we let ε go to zero. 
Remark 2.19 Suppose furthermore that for all t ∈ [0, T ], x → θεt (x) is differentiable in
space. Then
sup
ε>0
|Dθεt (x)| . exp(C(1 + log(1 + ‖G‖γ,1+η) + (sup
ε>0
‖θε(x)‖ρ)η)‖G‖1/γγ,1+δ)(|x| + 1).
Finally, we state the more general results of uniqueness, where all the needed inform-
ations are the regularity of G.
Corollary 2.20 Let γ > 12 , ν ∈ [0, 1] such that γ(1+ν) > 0 and suppose that G ∈ C γ,ν+1b ,
then there exists a unique solution θ(x) for the non-linear Young equation with initial
condition x. Furthermore θ is locally Lipschitz continuous in space uniformly in time.
Proof. We only have to check the conditions of Corollary 2.18 with ν = η and γ = ρ.
Let Gε ∈ C γ,1+ν such that the time derivative (Gε)′ exists and lies in C γ,1+νb , and such
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that ‖Gε‖γ,1+ν 6 ‖G‖γ,1+ν and for all γ′ < γ, ‖G −Gε‖γ′,1+ν → 0. In that case, θε(x) is
the solution of
θε(x) = x+
∫ t
0
(Gεr)
′(θεr(x))dr = x+
∫ t
0
Gεdr(θ
ε
r(x)).
As Gε ∈ C γ,1+νb , θε is unique and furthermore θε is differentiable in space, and the differ-
ential is the solution of the following equation
Dθε(x) = id+
∫ t
0
D(Gεr)
′(θεr(x))dr.
Thanks to Remark 2.12 we have
‖θε(x)‖∞ + ‖θε(x)‖γ . (1 + ‖G‖bγ,1)K(‖G‖
b
γ,1)
1/γ
(|x|+ 1).
Hence x→ supε ‖θε(x)‖γ is locally bounded in space. All the conditions of the Corollary
2.18 are fulfilled, and the result follows. 
2.3 Localisation of unbounded vector fields
In order to give a complete survey of the question, we need to go back to the weighted
spaces C γ,ν,ψ and to state the existence and uniqueness theorems in that case.
Let γ > 1/2, ν < 1 and γ(1 + ν) > 1 and ψ > 0 a ν-weight. Let r > 0 and
r = K1(1 + ‖G‖bγ,1)K2(‖G‖
b
γ,1)
1/γ
(r + 1), where K1 and K2 are define as in Theorem 2.9
and depend on ψ. As we intend to use the averaged translation operator, and since any
solution lies in balls of radius R, we need to localize G on balls B of center 0 and of radius
2R. We then let G|R ∈ C γ,νb ([0, T ], B) the restriction of G on [0, T ]×B. We have of course
‖G|R‖bγ,ν . ψ(2R)‖G˜‖γ,ν,ψ. Furthermore, as all the arguments hold locally, as we have
done all the estimations for x, y ∈ B(0, r) in the previous section.
When ν = 1, it is necessary to have the existence and a bound for the solution in order
to localise. As this holds only for ν < 1, the good hypothesis is that there exists ν < 1, ψ˜
a ν-weight such that G ∈ C γ,ν,ψ˜ ∩ C γ,1,ψ. In that case, we are again able to localise and
to use the result of the previous section. The following theorem holds:
Theorem 2.21 Let γ > 12 , 1 > ν > 0 with γ(1 + ν) > 1 and ψ a weight. Let 1 < ν
′ 6 ν
with ν ′ < 1 such that γ(1 + ν ′) > 1, and ψ′ a ν ′-weight. Let G ∈ C γ,ν′,ψ′ ∩ C γ,ν,ψ. For all
x ∈ Rd there exists a solution θ(x) ∈ C γ([0, T ]) to the equation
θt(x) = x+
∫ t
0
Gdu(θu).
Furthermore, there exists K1 and K2 two constants depending on γ, ν
′ and ψ′ such that
‖θ‖γ,[0,T ] 6 K1‖G‖1/ν
′γ(1 + ‖G‖γ,ν′,ψ′)K2‖G‖
1/ν′γ
γ,ν′ ,ψ′ (1 + |x|).
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Let r > 0, R = K1‖G‖1/ν′γ(1 + ‖G‖γ,ν′,ψ′)K2‖G‖
1/ν′γ
γ,ν′ ,ψ′ (1 + |r|) and B = B(0, 2R). Let us
take G˜ ∈ C γ,ν′,ψ′ ∩ C γ,ν,ψ such that ‖G˜‖γ,ν,ψ′ 6 ‖G‖γ,ν,ψ′ , suppose furthermore that for
y ∈ B(0, r), τθ˜(y)G ∈ C γ,1,ψ where θ˜ is the solution of the following equation
θ˜t(y) = y +
∫ t
0
G˜du(θ˜u).
Then
‖θ(x)− θ˜(y)‖∞ . ϕ(R)ec2ϕ(R)‖τθ˜(y)G‖
1/γ
γ,1,ψ (|x− y|+ ‖G− G˜‖γ,ν,ψ),
where ϕ(R) = (R + 1)ψ(R).
3 Averaging of paths
We turn now to the study of the averaging operator Tw proper. One of our main results
is a proof that fBm paths are ρ-irregular for any ρ < 1/2H and as a consequence that the
averaging operator Tw is bounded from the Fourier–Lebesgue space FLα to C γFLα+ρ
for any α ∈ R and for almost every fBm path w. This result was one of our main reasons
to look at the scale of Fourier–Lebesgue spaces.
For the scale of Besov spaces (C α)α we were unable to prove similar results and we
limited ourselves to study the averaged vector-fields Twf for fixed f ∈ C α.
In this section we will first study the almost-sure irregularity of fBm paths. This study
proceeds in two steps: first we use well known chaining arguments (essentially going back
to Kolmogorov lemma in the form given to it by Garsia, Rodemich and Rumsey) to go
from supremum norm to “integral” norms more suitable to probabilistic estimates and
then use Hoeffding inequality to prove these estimates.
The use of Hoeffding inequality replaces what in Davie’s paper [7] are explicit and
painful computations on Brownian motions (relying on the Markov property) and what in
other works (e.g. in [8]) is achieved via stochastic calculus (and thus martingale proper-
ties). In the fBm context neither technique is applicable and explicit computations using
Gaussian tools, while possible are quite cumbersome and moreover we were unable to
use them to obtain the exponential square integrability we show here to be valid. So we
think that our observation that discrete martingale techniques like Hoeffding inequality
are useful in the fBm context is one of the interesting points of our research.
3.1 Chaining lemmas
To see the average properties of the fractional Brownian path, we will need some chaining
lemmas, to infer global estimates from pointwise ones.
Lemma 3.1 Let X from I2 to Rd such that for all s 6 u 6 t
|Xs,t| 6 |Xs,u|+ |Xu,t| andXs,s = 0.
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And let us define for µ > 0,
Rµ(X) =
∑
n∈N
2n−1∑
k=0
2−2n exp(µ2n|Xk2−n,(k+1)2−n |2).
Then there exists a constant K > 0 such that for all s 6 t,
exp(µ|Xs,t|2/|t− s|) . |t− s|−KRµK(X).
Proof. Let 0 6 s < t 6 1, n ∈ N be the largest n′ ∈ N such that 2−(n′+1) 6 t− s 6
2−n′ . By definition of n there exists l such that l/2n 6 s < t 6 (l + 1)/2n. We can find
some sequences (sk)k≥1 and (tk)k≥1 such that (sk) decreases, (tk) increases, s1 = t1 =
(2l+1)/2n+1, limk→∞ sk = s, limk→∞ tk = t, sk+1− sk 6 2n+k+1, tk+1− tk 6 2n+k+1 and
2n+ktk ∈ Z and 2n+ksk ∈ Z. Hence [s, t) = ∪k≥1[sk+1, sk) ∪ ∪k≥1[tk, tk+1) and thanks to
the definition of the sequences, the following inequalities hold for sk, but also for tk.
First, if sk+1 = sk,
√
µ|Xsk+1,sk | = 0. Now, if sk+1 < sk then there exists lk ∈
{0, . . . , n+ k} such that sk+1 = (2lk − 1)/2n+k+1 and sk = lk/2n+k. Hence
√
µ|Xsk+1,sk | = 2−(n+k+1)/2 log(2(n+k+1)2−(n+k+1) exp(µ2k+n+1|Xsk+1,sk |2))1/2
. 2−(n+k)/2{(n+ k) + log(Rµ(X))}1/2.
But 2−(n+1) 6 |t− s| 6 2−n, hence
√
µ|Xsk+1,sk | . |t− s|1/22−k/2{k + log(1/|t− s|) + log(Rµ(X))}1/2.
Thanks to the definition of (sk)k and (tk)k, we have
√
µ|Xs,t| 6
∑
k>1
√
µ|Xsk+1,sk |+
√
µ|Xtk ,tk+1 |
. |t− s|1/2{1 + log (1/|t− s|)+ log(Rµ(X))}1/2.
Hence,
exp(µ|Xs,t|2/|t− s|) . exp(K log(1/|t − s|) +K logRµ(X))
. |t− s|−KRµK(X)
and by Jensen inequality Rµ(X)
K 6 RµK(X). 
In the following, to approach a point of Rd we will use a similar argument. Namely
we will use the graph (2−mZ)d as a good approximation of Rd. Hence we need to have an
approximation of the biggest error we can make using such an approximation. It is well
known that for all d and all m ∈ N, supx∈Rd infy∈(2−mZ)d |x− y| =
√
d/2m+1.
Lemma 3.2 Let X be a function from Rd to Rd and g such that g > 1, sup|ζ−ζ′|6
√
d/2 g(ζ
′)/g(ζ) <
∞ and with ‖g−1‖L1(Rd) < +∞. Suppose furthermore that the following quantity is finite
CX := sup
m ∈ N
ζ : 2 > g(ζ)/2m > 1/2
|ζ − ζ′| 6
√
d/2
|X(ζ)−X(ζ ′)|/(2m|ζ − ζ ′|) < +∞.
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Let
Sµ(X) =
∑
n∈N
∑
ζ∈(2−nZ)d
2−(d+1)ng(ζ ′)−1 exp(µ|X(ζ ′)|2).
Then, there exists a constant C > 1 be such that
exp(µ|X(ζ)|2) . g(ζ)−C exp(µKC2X)SµC(X).
Proof. Let ζ ∈ Rd and m such that g(ζ) ∼ 2m. Let ζ ′ ∈ (2−mZ)d such that
|ζ − ζ ′| 6 2−m√d/2 then |X(ζ) − X(ζ ′)| 6 CX2m|ζ − ζ ′| . CX . Furthermore, the
hypothesis on g gives us that log(g(ζ ′)) . 1 + log(g(ζ)). Hence
√
µ|X(ζ)| 6 √µ|X(ζ)−X(ζ ′)|+√µ|X(ζ ′)|
6
√
µCX + {log(2m2−mg(ζ ′)g(ζ ′)−1 exp(µ|X(ζ ′)|2))}1/2
.
√
µCX + {m+ log(g(ζ ′)) + log(Sµ(X))}1/2
.
√
µCX + {1 + log(g(ζ)) + log(Sµ(X))}1/2.
Finally we have
exp(µ|X(ζ)|2) 6 exp(K{µC2X + 1 + log(g(ζ)) + logSµ(X)})
. g(ζ)K exp(µCC2X)SµC(X).

We can think of g as g(ζ) = (1 + |ζ|)d+1.
Lemma 3.3 For all β ∈ R and all R > 0 there exists a constant C(β,R) such that for
all ζ ′ ∈ B(ζ,R)
|(1 + |ζ|)β − (1 + |ζ ′|)β | 6 C(β,R)(1 + |ζ|)β−1|ζ − ζ ′|.
Proof. Let us suppose first that |ζ ′| > |ζ| by the choice of ζ ′ we have 0 6 |ζ′|−|ζ|1+|ζ| 6 R.
Then
|(1 + |ζ|)β − (1 + |ζ ′|)β | = (1 + |ζ|)β
∣∣∣∣∣
(
1 +
|ζ ′| − |ζ|
1 + |ζ|
)β
− 1
∣∣∣∣∣
6 (1 + |ζ|)β sup
x∈[1,R]
|f ′β(x)|
||ζ ′| − |ζ||
1 + |ζ|
6 sup
x∈[0,R]
|f ′β(x)|(1 + |ζ|)β−1|ζ − ζ ′|,
where the function fβ is define from [0, R] to R by fβ(x) = (1 + x)
β . We have
|f ′β(x)| = |β(1 + x)β−1| 6 |β|((1 +R)β−1 ∨ 1).
If |ζ| > |ζ ′|, the same computation gives
|(1 + |ζ|)β − (1 + |ζ ′|)β | .R,β (1 + |ζ ′|)β−1|ζ − ζ ′|.
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When β − 1 > 0, the result follows. Suppose now that β − 1 < 0, we have to prove that
(1 + |ζ|) . (1 + |ζ ′|). When |ζ| 6 2R, then we have
(1 + |ζ ′|)/(1 + |ζ|) > 1/(1 + 2R).
When |ζ| > 2R,
(1 + |ζ ′|)/(1 + |ζ|) > (1 + |ζ| − |ζ ′ − ζ|)/(1 + |ζ|) > 1− |ζ ′ − ζ|/(1 + |ζ|) > 1/2
and the result follows. 
3.2 Application of the chaining lemmas, control of the averaging along
curves.
The last lemmas allows us to control the average of a function (or a distribution) along
the curve w. Indeed, to estimate on the quantity
∫ t
s fu(x + wu)du it will be enough to
have a control on simpler quantities. We will apply those lemmas in two similar situations,
namely when f ∈ C α and when f ∈ FLα. In this latter case, we will see that it is enough
to control Φw.
3.2.1 Averaging property of the occupation measure
Recall that we have already defined Φwt (ξ) =
∫ t
0 e
i〈ξ,wr〉dr and
‖Φw‖Wρ,γT = sup
ξ∈Rd
sup
06s<t6T
(1 + |ξ|)ρ |Φ
w
t (ξ)− Φws (ξ)|
|s− t|γ .
Lemma 3.4 For all −β < α there exist a constant a > 0 and γ > 0 such that for all
λ > 0,
|Φwt (ξ)− Φws (ξ)| . |t− s|γ(1 + |ξ|)−α
′
(1 + log1/2(eaµ‖w‖∞Kwα (λ))),
where
Kwα (λ) =
∑
n,m ∈ N
0 6 k 6 2n − 1
ξ′ ∈ (2−mZ)d
2−2n+(d+1)m(1+|ξ′|)−(d+1) exp(λ2n(1+|ξ′|)2β |Φwk2−n,(k+1)2−n(ξ′)|2).
Proof. We apply the Lemmas 3.1 and 3.2 to
Xs,t(ξ) = (1 + |ξ|)β |Φws,t(ξ)|/|t− s|1/2.
Thanks to Lemma 3.3 and the definition of Φws,t, for all ξ ∈ Rd, and all ξ′ ∈ B
(
ξ,
√
d/2
)
,
we have
|Xs,t(ξ)−Xs,t(ξ′)| 6 |(1 + |ξ|)β − (1 + |ξ′|)β ||Φws,t(ξ′)|/|t − s|1/2
+(1 + |ξ|)β |Φws,t(ξ)− Φws,t(ξ′)|/|t− s|1/2
. (1 + |ξ|)β |ξ − ξ′|(1 + ‖w‖∞)|t− s|1/2
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Here we take ζ = ξ, g(ζ) = (1 + |ζ|)β+Cd such that β + Cd > d + 1. With those choices,
Xs,t and g verify the hypothesis of lemma 3.2, furthermore CX . (1 + ‖w‖∞),hence
exp(µ|Xs,t(ξ)|2) = exp(µ(1 + |ξ|)2β |Φws,t(ξ)|2/|t− s|)
. (1 + |ξ|)C(d+1)SCµ(Xs,t) exp(µC‖w‖2∞).
Now, let us apply Lemma 3.1 to (1 + |ξ|)βΦws,t(ξ), then
exp(µ|Xs,t(ξ)|2) . |t− s|−KRKµ((1 + |ξ|)βΦw. (ξ)).
But
RKµ((1 + |ξ|)βΦ.(ξ)) =
∑
n∈N
2n−1∑
k=0
2−2n exp(µK2n|Φwk2−n,(k+1)2−n(ξ)|2(1 + |ξ|)2β)
. (1 + |ξ|)C(d+1)
∑
n∈N
2n−1∑
k=0
2−2nSµCK(Xk2−n,(k+1)2−n) exp(µCK‖w‖2∞)
. (1 + |ξ|)C(d+1) exp(λ‖w‖2∞)Kwβ (λ).
When we take the logarithm, we have
|Φws,t(ξ)| . µ−1/2|t−s|1/2(1+|ξ|)−β(1+log(1/|t−s|)+log(1+|ξ|)+log(exp(λ‖w‖2∞)Kwβ (aµ))).
Hence, for all ε1, ε2 > 0, we have
|Φws,t(ξ)| .ε1,ε2 µ−1/2|t− s|1/2−ε1(1 + |ξ|)−β+ε2(1 + log(exp(λ‖w‖2∞)Kwβ (aµ))).
Furthermore, by interpolating with the trivial estimate |Φs,t(ξ)| 6 |t− s|, for all −β < α,
there exists γ > 1/2, and a constant a > 0 such that
|Φws,t(ξ)| . |t− s|γ(1 + |ξ|)α(1 + log1/2(exp(aµ‖w‖2∞)Kwβ (aµ))).

3.2.2 Averaging of Besov functions along paths
In this section we analyse the averaging effect of paths on functions belonging to the scale
of Besov spaces (C α)α. Note the following. If we write ∆˜i =
∑
j:|i−j|≤1∆j, we have
∆˜i∆i = ∆i for all i ≥ −1 and then Tws,t(∆if)(x) = Tws,t(∆˜i∆if)(x) = (Tws,t(K˜i) ∗∆if)(x)
where K˜i is the integral kernel corresponding to the operator ∆˜i. In this case
‖Tws,t(∆if)‖L∞ . ‖∆if‖L∞‖Tws,t(K˜i)‖L1 .
So any control of quantities like
∑
i≥−1Ψ(2
αi‖Tws,t(K˜i)‖L1) for increasing functions Ψ will
imply bounedness properties of Tw in Ho¨lder–Besov spaces. However in the case of frac-
tional Browian sample path (or even just in the case of Brownian motion) we were unable
to devise useful estimates for this kind of quantities. Due to this difficulty which pre-
vents us from having (useful) estimates which are uniform in C α, the chaining argument
now depends on the chosen function f and the computations follows closely those in the
previous section.
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Lemma 3.5 For all −β < α there exists γ > 1/2 such that for all f ∈ S ′(Rd), all λ > 0
and all i,
|Tws,t(∆if)(x)| .λ 2αi‖∆if‖∞|t− s|γ(1 + log1/2(1 + |x|) + log1/2(Kwf,β(λ))),
where
Kwf,β(λ) =
∑
n,m ∈ N
i > −1
0 6 k 6 2n − 1
x′ ∈ (2−mZ)d
2−cβ(m+n+i)
(1 + |x′|)(d+1) exp(λ2
n+2iβ |Twk/2n,(k+1)/2n(∆if)(x′)|2/‖∆if‖2∞)
and cβ is a constant depending only of β and d such that the sum without the exponential
is finite.
Proof. The proof is very similar to the proof of Lemma 3.4. We will apply the
Lemmas 3.1 and 3.2 to
Xis,t(x) = 2
iα|Tws,t(∆if)(x)|/(‖∆if‖∞|t− s|1/2),
with the convention that Xi = 0 when ∆if = 0. We have, thank to the definition of T
w,
|Tws,t(∆if)(x)| 6 ‖∆if‖∞|t− s|. (12)
Furthermore, as the Fourier transform of ∆if is compactly supported in an annulus, we
have the obvious estimate
|Xis,t(x)−Xis,t(x′)| . 2iβ‖∇∆if‖∞|t− s|1/2|x− x′|/‖∆if‖∞
. 2i(β+1)|x− x′|.
Let us take gi(x) = 2
(a+β)i(1 + |x|)d+1 with a > 1 and a+ β > cβ. Hence, CXis,t . 1. By
Lemma 3.2, there exists b, c > 1 such that
exp(µ|Xis,t(x)|2) . 2b(a+β)i(1 + |x|)b(d+1)Sµb(Xis,t).
Now, thanks to Lemma 3.1, there exists a′, b′, c′, d′ such that
exp(µ|Xis,t(x)|2) 6 2a
′i(1 + |x|)b′ |t− s|−c′Kwf,β(d′µ).
Hence by taking the logarithm, and by losing a small power of time and on i, we have
|Tws,t∆if(x)| . 2(−β+ε1)i‖∆if‖∞|t− s|1/2−ε2(1+ log1/2(1+ |x|)+ log1/2(Kwf,β(d′µ))). (13)
Now we interpolate (13) and (12) and for all α > −β, there exists ρ > 0 and γ > 1/2
such that
|Tws,t(∆if)(x)| . 2αi‖∆if‖∞|t− s|γ(1 + log1/2(1 + |x|) + log(Kwf,β(d′µ)))1/2.

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3.2.3 The operator Tw
We are now able to define the function Twf for all f ∈ C α (respectively FLα) for all
α > −β, as soon as there exists λ > 0 small enough such thatKwf,β(λ) (respectively Kwβ (λ))
is finite. As already mentioned, it remains an open problem to study the boundedness of
Tw as an operator with range in Besov spaces so we restrict ourselves to study the image
of Twf for fixed f and with w in the support of the fBm law without any attempt to
obtain estimates which are uniform in f . On the contrary, for FLα, the estimate on Φw
are good enough to define Tw as an operator on the whole space.
Definition 3.6 Let β ∈ R, α > −β and let f ∈ C α. We define
Tws,tf(x) =
∑
i>−1
Tws,t(∆if)(x) = lim
N→∞
Tws,t(pi6Nf)(x)
and
Tws,tg(x) = lim
h ∈ FL0∨α
h
FLα−−−−→ g
Tws,th(x).
As these objects are defined by some limiting procedures, it is not straightforward that
they exist. Furthermore, for the consistency of the definition, we must show that when
f ∈ FLα these two limiting procedures give the same object, and that the limit does not
depends of the choice of sequence (∆i). This is the purpose of the following theorem.
Theorem 3.7 Let β ∈ R and let α > −β.
i. Suppose that there exists λ0 such that K
w
β (λ0) < +∞. Then for all g ∈ FLα, Twg
exists and does not depends of the choice of the sequence. Furthermore, for all λ 6 λ0
we have
|Tws,tg(x)| . |t− s|γNα(g)(1 + log1/2Kwβ (λ)).
Hence, (Tws,t)06s6t61 is well defined as a family of operators on FL
α.
ii. For f ∈ C α suppose that there exists λ0 such that Kwf,β(λ0) < +∞. Then Twf exists
and the following bound holds
|Twfs,t(x)| .λ |t− s|γ‖f‖α(1 + log1/2(1 + |x|) + log1/2Kwf,β(λ)).
Furthermore let us suppose that for g ∈ C α, Kwg,β(λ0) is also finite, then for all
λ 6 λ0/2
|Tws,t(f − g)(x)| . |t− s|γ‖f − g‖α(1 + log1/2(1 + |x|) + (Kwf,β(λ) +Kwg,β(λ))).
iii. These two limiting procedures are compatible when f ∈ FLα.
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Proof. The proof is quite straightforward when g ∈ FLα. Indeed, for h1 and h2 in
FL0 ∩FLα, we have
Tws,t(h1 − h2)(x) =
∫
R
d
dξ(hˆ1 − hˆ2)(ξ) exp(iξ · x)Φws,t(ξ),
hence
|Tws,t(h1 − h2)(x)| . Nα(h1 − h2)|t− s|γ(1 + log1/2(Kwβ (λ0)))
and the result of (i) follows.
Let us prove (ii). For f ∈ C α let us show as the quantity Tws,t(pi6Nf)(x) converges
when N → +∞. Indeed, thanks to Lemma 3.5, for ε > 0 such that −β < α − ε < α, we
have
|Tws,t(pi6Nf)(x)− Tws,t(pi6N+Mf)(x)| .
N+M∑
i=N+1
|Tws,t(∆if)(x)|
. Cs,t,x(log
1/2Kwf,β(λ0))‖f‖α2−εN .
Hence,
(
Tws,t(pi6Nf)(x)
)
N>0
is Cauchy, and then the limit Twf exists. Furthermore we
have the straightforward bound for all λ < λ0
|Tws,t(pi6Nf)(x)| . |t− s|γ‖f‖α(1 + log1/2(1 + |x|) + log1/2(Kwf,β(λ)))
and the same bound holds as N → +∞. For f and g we have
|Tws,t(f − g)(x)| . |t− s|γ‖f − g‖α(1 + log1/2(1 + |x|) + log1/2(Kwf−g,β(λ))),
but thanks to the definition of the constants, Kwf−g,β(λ) . K
w
f,β(2λ) +K
w
g,β(2λ), and the
result follows. For (iii) let us consider f ∈ FLα, we have
|Tws,t(pi6Nf)(x)− Tws,t(pi6N+Mf)(x)| = |Tws,t(pi6Nf − pi6N+Mf)(x)|
. Cs,t,xNα(pi6Nf − pi6N+Mf) log1/2Kwβ (λ0)
and as the sequence (pi6Nf)N converges in FL
α the limit also exists, and of course it is
the same. Furthermore, for two functions in FLα∨0,
|Tws,t(pi6Nf)(x)− Tws,t(pi6N+Mf)(x)| .s,t,x Nα(f − g)
and the limiting procedure in the FLα case is correct. 
Remark 3.8 The definition of Twf given above seems to depend on the choice of the
Littlewood-Paley decomposition (∆i)i. It is indeed the fact. When we will consider w
being a stochastic process, this will lead us to a choice of a version of this averaging
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process defined almost surely. In fact, if (∆˜i)i is another sequence of Littlewood–Paley
operators, and K˜i is the associated integral kernels, we have
|Kj | ∗ log(1 + | · |)(x) 6 log(1 + |x|) +
∫
R
d
dy|K˜j(y)|| log(1 + |x− y|)− log(1 + |x|)|
. log(1 + |x|) + 2−j
∫
R
d
|2jy|2jdK˜(2jy)dy
. 1 + log(1 + |x|).
Hence, there exist two constants c < C such that for all α > −β and for all ε > 0 small
enough, we have
|(Tws,t∆˜jf)(x)| 6
∑
c+j6i6C+j
|(∆˜jTw∆if)(x)|
. 2−jε‖f‖α|t− s|γ
∑
c+j6i6C+j
∫
R
d
K˜j ∗ (1 + log(1 + |.|) +Kwf,β(λ0))(x)
. 2−jε‖f‖α(1 + log(1 + |x|) +Kwf,β(λ0)),
which gives the convergence of Twp˜i6Nf to a limit we called T
w,∆˜f , and with the same
stochastic constant Kwf,β(λ0).
In order to apply the results of the section related to the Young integral, it is necessary
to have a better understanding of the space regularity of an average function. Thanks to
the property of the operator Tw, as soon as we ask f to be regular, this regularity will
holds. Furthermore the definition of Tw allows us to differentiate it whenever f is regular
enough, and the constant is finite. Namely we have the following propositions.
Proposition 3.9 Let ν ∈ [0, 1], α > −β, and f ∈ FLα+ν (respectively in C α+ν).
Furthermore we suppose that there exists λ0 > 0 such that K
w
β (λ0) < ∞ (respectively
Kw∇f,β(λ0) < +∞). Then Twf ∈ C γ,νb (respectively Twf ∈ C γ,ν,ψ where ψ(r) = 1 +
log1/2(1 + r)) and the following bounds hold
|Tws,tf(x)− Tws,tf(y)| . Nα+ν(b)|t− s|γ |x− y|ν(1 + log1/2Kwβ (λ0))
( respectively
|Tws,tf(x)−Tws,tf(y)| . |t−s|γ|x−y|ν‖f‖α+ν(ψ(|x|+|y|)+log1/2Kw∇f,β(λ0)+log1/2Kwf,β(λ0)).
Proof. For f ∈ C α+ν , and for all β < α′ < α
|Tw∆if(x)− Tw∆if(y)| =
∣∣∣∣∫ 1
0
∇Tw∆if(r(x− y) + y) · (x− y)dr
∣∣∣∣
6 |x− y| sup
r∈[0,1]
|Tw∆i∇f(r(x− y) + y)|
. 2iα‖∆i∇f‖∞|x− y||t− s|γ(1 + sup
r∈[0,1]
log1/2(1 + |r(x− y) + y|) +Kw∇f,β(λ0))
. 2i(α+1)‖∆if‖∞|x− y||t− s|γ(1 + log1/2(1 + |x|+ |y|) +Kw∇f,β(λ0)).
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Furthermore, we also have
|Tw∆if(x)−Tw∆if(y)| . 2iα‖∆if‖∞|t−s|γ(1+log1/2(1+|x|)+log1/2(1+|y|)+Kwf,β(λ0)),
and by interpolation we have the bound for Tw∆if . The argument of Theorem 3.7 gives
us the result. A similar argument holds when f ∈ FLα. 
The next proposition shows that the definition of the averaging operator T is compat-
ible with the space differential in the Ho¨lder spaces.
Proposition 3.10 Let r ∈ Nd, |r| = r1 + . . . .rd, and α > −β. Suppose furthermore
that for f ∈ C α+|r| there exists λ0 such that KwD|r|f,λ0(λ0) < +∞ (respectively there exists
λ0 > 0 such that K
w
β (λ) < +∞. Then the derivative ∂rTwf is well defined and we have
∂rTwf = Tw∂rf .
Proof. First, let us take f ∈ FLα+r. For N > 0, the projection pi6N is a convolution
operator, hence
∂rTw(pi6Nf)(x) = T
wpi6N(∂
rf)(x).
But for f ∈ FLα+|r| , pi6N (∂rf) →FLα ∂rf , which gives the result for f ∈ FLα. Now
take −β < α′ < α. We know that for all f ∈ C α+r, pi6N∂rf →Cα
′
∂rf , and the result
follows for f ∈ C α. 
4 Averages along Fractional Brownian paths
4.1 Fractional Brownian motion case
The results of Lemmas 3.4 and 3.5 show that in order to control the irregularity constant
of fBm paths it is enough to prove that the there exists λ > 0 and α ∈ R such that the
random variable eλ‖BH‖2∞KBHα (λ) is almost surely finite when BH is a continuous random
path with the law of the fBm. Then we only have to consider the following two quantities:
exp(λ‖BH‖2∞), exp(λ(1 + |ξ|)α|ΦB
H
s,t (ξ)|2/|t− s|).
If the expectation of those quantities are bounded independently of s, t, x, ω, ξ then the
expectations of KB
H
f and e
λ‖BH‖∞KB
H
α (λ) are finite and the variable are finite almost
surely. For exp(λ‖BH‖2∞) it is an application of a well known theorem due to Fernique
Theorem 4.1 Let X be a Gaussian random variable which takes values in a Banach space
(B, ‖.‖). Then there exists a constant µ > 0 such that
E[exp(µ‖X‖2)] < +∞.
Remark 4.2 This holds for the fractional Brownian motion of Hurst parameter H ∈ (0, 1)
and for the Banach spaces
(
CH−ε([0, 1],Rd), ‖.‖0,H−ε
)
and for (C([0, 1],Rd), ‖.‖∞,[0,1]).
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To control the square exponential integrability of ΦB
H
s,t (ξ) we devised a novel technique
based on an elementary application of Hoeffding inequality for discrete martingale incre-
ments. This bypasses the explicit Gaussian computations or the computations based on
Malliavin calculus usual in the studies involving the fBm. The following theorem then
gives general estimates for additive functionals of the fBm of the form∫ t
s
fu(B
H
u )du,
where f : [0, 1] × Rd → R is a measurable and bounded function. Note that the follow-
ing theorem suggest in general that such functionals have the same Gaussian deviation
behavior of Brownian martingales.
Theorem 4.3 Let BH = (BH,(1), . . . , BH,(d)) be a d-dimensional fractional Brownian mo-
tion of Hurst parameter H ∈ (0, 1) and let f be a function bounded by 1 and such that
Cf := sup
u
∫ ∞
0
|Pt2Hfu|∞dt < +∞,
where P is the heat kernel on Rd. Then for µ > 0 small enough independent of f we have
sup
t6=s
E
[
exp
(
µ
∣∣∣∣∫ t
s
fu(B
H
u )du
∣∣∣∣2 /(|t− s|Cf )
)]
< +∞.
Proof. The fBm BH can be represented as a stochastic integral over a d-dimensional
standard Brownian motion W = (W (1), · · · ,W (d)) defined on the whole R (with W0 = 0):
BH,(i)u =
∫ u
−∞
(K(u, r)−K(0, r))dW (i)r ,
whereK(u, r) = (u−r)H−1/2+ /Γ(H+1/2). Let (Ft)t∈R be the natural filtration of (Wt)t∈R.
For v 6 u we have the decomposition
BH,(i)u =
∫ u
−∞
(K(u, r)−K(0, r))dW (i)r
=
∫ u
v
K(u, r)dW (i)r +
∫ v
−∞
(K(u, r)−K(0, r))dW (i)r
= W 1,(i)u,v +W
2,(i)
u,v ,
where the random variable W
1,(i)
u,v is independent of Fv and W 2,(i)u,v is Fv measurable. We
define W j = (W j,(1), . . . ,W j,(d)) for j ∈ {1, 2} and in the following we will note abusively
Var(W j) = Var(W j,(1)). Now there is two cases we have to consider. Suppose first that
t− s/Cf 6 1. Then ∣∣∣∣∫ t
s
fu(B
H
u )du
∣∣∣∣ 6 |t− s|2 6 |t− s|Cf
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and the result follows in that case. Suppose now that |t − s|C−1f > 1. Let N ∈ N to be
specify later. For n ∈ {0, . . . , N}, let us define tn = s+ (t− s)n/N and
Zn = E
[∫ t
s
fu(B
H
u )du|Ftn+1
]
− E
[∫ t
s
fu(B
H
u )du|Ftn
]
.
Thanks to the previous decomposition of the fractional Brownian motion, we are able
to bound Zn and to apply Hoeffding Lemma to the sum of the martingale increments
(Zn)16n6N . Let SN =
∑N−1
n=0 Zn, then∫ t
s
fu(B
H
u )du = SN + E
[∫ t
s
fu(B
H
u )du
∣∣∣∣Fs] . (14)
Let us first estimate the conditional expectation in Equation (14) : for all u > 0 we have∣∣∣∣E [∫ t
s
fu(B
H
u )du
∣∣∣∣Fs]∣∣∣∣ = ∣∣∣∣∫ t
s
PV ar(W 1u,s)fu(W
2
u,s)du
∣∣∣∣
6
∫ t
s
|PVar(W 1u,s)fu|∞du 6 Cf < +∞
since Var(W 1u,s) = C(u− s)2H . But we also have the trivial bound∣∣∣∣E [∫ t
s
fu(B
H
u )du
∣∣∣∣Fs]∣∣∣∣ 6 |t− s|.
Hence ∣∣∣∣E [∫ t
s
fu(B
H
u )du
∣∣∣∣Fs]∣∣∣∣ 6 |t− s|1/2C1/2f . (15)
Next we bound Zn by decomposing it into three pieces which are easier to estimate. We
have
Un =
∫ t
tn
E[fu(B
H
u )|Ftn ]du =
∫ t
tn
E[fu(W
1
u,tn +W
2
u,tn)|Ftn ]du
=
∫ t
tn
PVar(W 1u,tn)
fu(W
2
u,tn)du
=
∫ tn+1
tn
PVar(W 1u,tn)
fu(W
2
u,tn)du+
∫ t
tn+1
PVar(W 1u,tn)
fu(W
2
u,tn)du.
Hence
Zn =
∫ tn+1
tn
fu(B
H
u )du+ Un+1 − Un,
moreover
|Un| 6
∫ t
tn
|PVar(W 1u,tn)fu(W
2
u,tn)|du 6
∫ t
tn
|PVar(W 1u,tn )fu|∞du 6 Cf < +∞
41
and of course | ∫ tn+1tn fu(BHu )du| 6 (t − s)/N , which implies that |Zn| . (t − s)/N + Cf .
By the standard Hoeffding inequality we obtain
P(|SN | > λ) . exp(−2λ2/((t − s)N−1/2 +N1/2Cf )2).
Hence for 0 6 ν < 1, we have
E[exp(2ν|SN |2/((t − s)N−1/2 +N1/2Cf )2)] . ν/(1− ν) + 1
Now, we can chose N = [1 + |t− s|/Cf ], hence
((t− s)N−1/2 +N1/2Cf ) . |t− s|Cf ,
and thanks to (15) we have
E
[
exp
(
µ
∣∣∣∣∫ t
s
fu(B
H
u )du
∣∣∣∣2 /(|t− s|Cf )
)]
. E[exp(Cµ|SN |2/(|t− s|Cf ))] .µ 1.

As an immediate corollary we have the wanted result for the ρ-irregularity constant
for the fractional Brownian motion.
Corollary 4.4 For λ small enough,
E exp(λ(1 + |ξ|)1/H |ΦBHs,t (ξ)|2/|t− s|) 6 C < +∞
uniformly in ξ, t, s.
Proof. When ξ 6 1, we have
exp(λ(1 + |ξ|)1/H |ΦBHs,t (ξ)|2/|t− s|) 6 exp(λ21/H ).
For |ξ| > 1, we have (1 + |ξ|)1/H . |ξ|1/H . But we also have
|Pt2Hf(x)| = |E[exp(iξ(x+BHt ))]| = exp(−|ξ|2t2H/2),
therefore |ξ|−1/H . Cfξ . |ξ|−1/H . Finally there exists a constant C > 0 such that
E exp(λ(1 + |ξ|)1/H |ΦBHs,t (ξ)|2/|t− s|) 6 E exp(Cλ|ΦB
H
s,t (ξ)|2/(|t− s|Cfξ))
and for λ small enough, thanks to Theorem 4.3 the right hand side is bounded by a
constant independent of ξ, s, t. 
We are now in condition to prove Theorem 1.4 (ρ-irregularity of the fBm paths for all
ρ < 1/2H).
Proof. (of Theorem 1.4) By Lemma 3.4 we have
‖ΦBH‖Wρ,γ1 = sup
ξ∈Rd
sup
06s<t61
(1 + |ξ|)ρ |Φ
BH
t (ξ)− ΦB
H
s (ξ)|
|s− t|γ . 1 + log
1/2(eλ‖B
H‖∞KB
H
1/2H (λ)).
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Moreover by Theorem 4.1 the quantity eλ‖BH‖2∞ is almost surely finite and by Corollary 4.4
we readily have that
E[KB
H
1/2H (λ)] < +∞
as soon as λ is small enough. 
Remark 4.5 A byproduct of the proof of Theorem 1.4 is that the irregularity constant
‖ΦBH‖Wρ,γ1 is exponentially square integrable, as easily shown: for small λ > 0 and all
γ > 1/2 and ρ < 1/2H we have
E
[
e
λ‖ΦW ‖2
W
ρ,γ
1
]
< +∞.
When we consider the spaces C α instead of FLα,the ρ-irregularity of the fractional
Brownian path is not enough. Nevertheless Theorem 4.3 allows us to give the correct
bound for TB
H
∆if in order to define T
BHf for any f ∈ C α.
Corollary 4.6 Let BH be a d-dimensional fractional Brownian motion of Hurst para-
meter H ∈ (0, 1). There exists λ > 0 such that for f ∈ C([0, T ];S ′(Rd)), all i > −1
sup
x∈Rd,i>−1,s 6=t
E[exp(λ2i/H |Tw(∆if)(x)|2/(|t− s|‖∆if‖2∞))] < +∞.
Proof. The function gu = ∆ifu/‖∆if‖∞ is bounded by 1. Furthermore, for i > 0,
supp gˆu ⊂ 2iA where A is an annulus. Hence by the Lemma 2.4 page 54 of [3], there exists
a constant c > 0 independent of g such that
‖Pt2H gu‖∞ . exp(−ct2H22i),
hence Cg . 2
−i/H and the result follows immediately by applying Theorem 4.3 to g.
When i = −1, we have∣∣∣∣∫ t
s
∆−1f(BHu )du
∣∣∣∣2 6 21/H |t− s|‖∆−1f‖2∞
and the result follows. 
The result is exactly the needed hypothesis of Theorem 3.7, but also Propositions 3.9
and 3.10, depending on the regularity of f . Hence, the averaging operator TB
H
, or its
finite dimensional marginals depending of the space, is well defined and has the right range
for applying results of the Section 2. This operator is defined almost surely, hence, almost
surely (depending of b when b ∈ C α) the following equation has a solution
θu = θ0 +
∫ t
0
TB
H
du b(θu),
when b ∈ C α. The existence of such a solution is guaranteed by Theorem 2.9. Furthermore,
when b ∈ C α+2, α > −1/2H (or C α+γ+1) there is uniqueness and the flow is Lipschitz-
continuous, thanks to the Corollary 2.18. As the set where Twb is not defined does not
depend on b when b ∈ FLα, those results does not depend on b. The uniqueness for
b ∈ C α+1 or b ∈ FLα+1 is a more probabilistic argument and is the subject of the
following section.
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Remark 4.7 If the regularity of b is not enough to guarantee uniqueness by the above
arguments the solution constructed via Theorem 2.9 lacks, a priori, measurability with
respect to BH . If a measurable solution is needed the fix–point argument of Theorem 2.9
has to be repeated in a space of random processes, for example in Lp(Ω,C γ([0, 1];Rd)).
4.2 Averaging for absolutely continuous perturbations of the fBm
In this section, we analyse the properties of the averaging operator along a path of the
form BH + θn where θn is a solution to the approximate equation dθn = TB
H
du b
n(θn).
In order to do so we will use a version of the Girsanov theorem for fractional Brownian
motion. The results holds of course for both types of functions spaces C α+1 and FLα+1.
We will only give the proof for b ∈ C α+1, and give some comments for the case FLα+1.
Let (bn)n≥1 be a sequence of smooth vector fields such that ‖bn‖α 6 C uniformly in n ≥ 1.
By a standard fixed point argument, it is well known that the following equation
Xnt = x0 +
∫ t
0
bns (X
n
s )ds+B
H
t (16)
has an adapted solution Xn (to the standard filtration of the fractional Brownian motion).
Here we analyse the averaging constant of Xn and we prove that it satisfy the require-
ments of Theorem 2.17 implying uniqueness of the limit ODE for b ∈ C α+1 and convergence
of Xn to this unique solution. Furthermore, if we consider, as in Section 2.2.1, the aver-
aged translation by θn = Xn−BH , we only have to check the hypothesis of Theorem 2.17.
Indeed, if θ is the solution of
θt = θ0 +
∫ t
0
TB
H
du b(θu)
and θn is the solution of
θnt = θ0 +
∫ t
0
TB
H
du b
n(θnu),
then θn + BHu = X
n and by the averaged translation by θn, as τθnT
BH b = TXnb. Then
θ − θn is the solution of the following Young equation
(θ − θn)t =
∫ t
0
TX
n
du b(θu − θnu) +
∫ t
0
TB
H
du b
n(θnu).
These considerations are the motivation to introduce the comparison principle based on
averaged translations in the proof of uniqueness in Section 2.2.
Below we will take advantage of the absolute continuity of the law of Xn w.r.t. the
law of the fractional Brownian motion BH to transfer the averaging properties of the
fractional Brownian motion to the stochastic process Xn. This approach is an extension
of an observation of Davie [7] to the fractional Brownian motion’s context.
A drawback of this approach is that the exceptional set will necessarily depend on
the initial point x0 and on the vector field b. This prevents us from easily applying the
uniqueness result to the case of random b and to the analysis of the flow of the ODE.
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The computation of the Radon-Nikodym derivative between the law of Xn and the
law of BH will result in a Girsanov transform. For technical reasons we will do this
transformation only on a subinterval [0, TGir] ⊂ [0, 1]. For bn regular enough, and as Xn is
regular enough, according to Nualart and Ouknine [18], there exist a Brownian motion W
adapted to the filtration associated with BH and a probability Pn such that the process
(Xnt )t∈[0,TGir ] is a fractional Brownian motion of Hurst parameter H, where
dPn
dP
= exp
(
−
∫ TGir
0
Hnt · dWt −
1
2
∫ TGir
0
|Hnt |2dt
)
,
where for H ≥ 12
Hnt =
tH−
1
2
Γ(32 −H)
(
t1−2Hbn(t,Xnt ) +
(
H − 1
2
)∫ t
0
t
1
2
−Hbnt (Xnt )− s
1
2
−Hbns (Xns )
(t− s)H+ 12
ds
)
and for H < 12
Hnt =
tH−
1
2
Γ(12 −H)
∫ t
0
(s(t− s)) 12−Hbns (Xns )ds.
Thanks to that Girsanov transform, the almost sure bound for TB
H
b can be used to estimate
TXnb since Pn and P are equivalent.
Lemma 4.8 Let 0 > α > −1/2H. There exists a constant λ > 0 and a constant Cλ
independent of n such that for all b ∈ CH−ε ([0, 1];C α+1) ∩ C α+1 (Rd,CH−1/2+ε([0, T ])),
E[KXnb,1/2H (λ)] 6 Cλ.
Until the end of the section, we will only consider KXnb,1/2H . For simplicity we only
write it as KXnb .
Proof. Let K > 0. By using the notation above, we have
E[KXnb (λ)]
2 = E
Pn
[
KXnb (λ)
dP
dPn
]2
6 E
Pn [K
Xn
b (λ)
2]E
Pn
[(
dP
dPn
)2]
. E[KB
H
b (2λ)]EPn
[
exp
(
2
∫ T
0
Hnt dWt +
∫ T
0
Hnt dt
)]
.
Where we have used that under Pn, X
n is a fractional Brownian motion of same Hurst
parameter H. If ρ is small enough the first term is finite by the above results. To prove
the lemma, it is sufficient to prove that
E
Pn
[
exp
(
2
∫ T
0
Hnt dWt +
∫ T
0
|Hnt |2dt
)]
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is bounded by a constant independent of n. As W is a Brownian motion, it is enough to
bound
E
Pn
[
exp
(∫ T
0
|Hnt |2dt
)]
.
The arguments are quite different depending whether H > 1/2 or H < 1/2. First suppose
that H < 12 .
|Hnt |2 =
∣∣∣∣K−1H (∫ .
0
bns (X
n
s )ds
)
(t)
∣∣∣∣2
=
∣∣∣∣∣ tH−
1
2
Γ(12 −H)
∫ t
0
(s(t− s)) 12−Hbns (Xns )ds
∣∣∣∣∣
2
=
∣∣∣∣∣∣∣∣∣
− (12 −H) tH− 12
Γ(12 −H)
∫ t
0
(s(t− s))−( 12+H)(t− 2s)
∫ s
0
bnu(X
n
u )du︸ ︷︷ ︸
(TXns b
n)(0)
ds
∣∣∣∣∣∣∣∣∣
2
. t2H
∫ t
0
(s(t− s))−(1+2H)|t− 2s||(TXns bn)(0)|2ds
. ‖bn‖2Cα(1 + log1/2(KXnb (λ)))2t2H
∫ t
0
(s(t− s))−(1+2H)|t− 2s|s2γds
. ‖bn‖2Cα(1 + log(KXnb (λ)))t2(γ−H)
∫ 1
0
(u(1 − u))−(1+2H)|1− 2u|u2γds
6 C(b,H, γ, λ)(1 + log(KXnb (λ))).
Hence,
E
Pn
[
exp
(∫ T
0
|Hnt |2dt
)]
. E
Pn [K
Xn
b (Cλ)]
. E[KB
H
b (Cλ)].
For λ small enough, this quantity is bounded, and the Lemma is proved in this case.
For H > 12 , b
n is (1 + α)-Ho¨lder continuous and ‖bn‖Cα+1 . ‖b‖Cα+1 . Furthermore,
|(bn(0, 0))n| is uniformly bounded, then
|Hnt | .
∣∣∣∣∣tH−1/2
(
t1−2Hbn(t,Xnt ) +
∫ t
0
t1/2−Hbnt (Xnt )− s1/2−Hbns (Xns )
(t− s)H+1/2 ds
)∣∣∣∣∣
. t1/2−H(‖bn‖α+1 + ‖bn. (0)‖∞)(|Xnt −Xn0 |1+α + 1)
+tH−1/2
∫ t
0
(t− s)−(H+1/2)|(t1/2−H − s1/2−H)(bnt (Xnt ) + bns (Xns ))|ds
+tH−1/2
∫ t
0
|(t− s)−(H+1/2)(t1/2−H + s1/2−H)(bnt (Xnt )− bns (Xns ))|ds.
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The first term is bounded by (‖bn‖α + ‖bn. (0)‖∞)(‖Xn‖1+αH−ε + 1)t1/2−H and is integrable.
The second is bounded by
tH−1/2
∫ t
0
ds(t− s)−(H+1/2)|t1/2−H − s1/2−H |
× (|bnt (Xnt )− bn(t, 0)| + |bns (Xns )− bnt (0)| + 2‖b.(0)‖∞)
. tH−1/2+1−H−1/2+1/2−H
∫ 1
0
(1− u)−H−1/2(1− u1/2−H)(‖bn‖α + ‖bn. (0)‖∞)‖Xn‖α+1∞
.x0 t
1/2−H((‖bn‖α + ‖bn. (0)‖∞)(‖Xn‖α+1H−ε + 1) + ‖b.(Xns )‖H−1/2+ε|t− s|H−1/2+ε).
The third term is bounded by
tH−
1
2
∫ t
0
∣∣∣(t− s)−(H+ 12 )s 12−H(|bnt (Xnt )− bnt (Xns )|+ |bnt (Xns )− bns (Xns )|)∣∣∣ ds
. (‖bn‖α + ‖b(., 0)‖H−1/2+ε)(‖Xn‖1+αH−ε + 1)tH−
1
2
×
∫ t
0
(t− s)−(H+ 12 )s 12−H
(
|t− s|H− 12+ε + |t− s|(α+1)(H−ε)
)
ds
. (‖bn‖α + ‖bn. (0)‖H−1/2+ε + ‖bn. (0)‖∞)(‖Xn‖1+αH−ε + 1)tε
∫ 1
0
(1− u)−1+εu−H+1/2du.
Finally, we choose bn such that (‖bn‖α + ‖bn. (0)‖H−1/2+ε + ‖bn. (0)‖∞) .b 1, hence
|Hnt | . Cb,x0(‖Xn‖1+αH−ε + 1)tε.
Under Pn, X
n is a fractional Brownian motion of Hurst parameter H. Thanks to Fernique
theorem, ‖Xn‖1+αH−ε is exponentially integrable in Pn and the result follows. 
This bound in L1 is not enough to use the Theorem 2.17, as we need an almost surely,
uniformly in n, bound for ‖TXnb‖C γ,1,ψ . Nevertheless, by using the results of Section 3.2.3,
we already know that
exp
(
C‖TXnb‖C γ,1,ψ
)
. 1 +KX
n
b (λ).
We have all the tools to prove the following theorem
Theorem 4.9 Assume that b ∈ C α+1. There then there exists λ > 0 and sequence of
smooth vector fields (bn)n such that b
n → b in C α′ for all α′ < α and almost surely
KXnb (λ)‖b − bn‖α′+1 → 0,
which implies uniqueness of the Young equation for b by Theorem 2.17.
Proof. By the previous result we have that the L1 norm of KXnb (λ) is uniformly
bounded in n. Moreover consider bn such that bn = ρn ∗ b where ρn(x) = 12nd exp(−n|x|).
Then bn is smooth, bn → b in C 1+α′ for all α′ < α by the dominated convergence theorem
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and there exists a subsequence which will still denote with bn such that ‖b−bn‖α′+1 . n−2.
On this subsequence (which depends on b) consider the random variable
D =
∑
n≥1
KXnb (λ)‖b− bn‖α′+1.
Then
ED =
∑
n≥1
E[KXnb (λ)]‖b − bn‖α′+1 .
∑
n≥1
n−2 . 1,
so that almost surely D <∞ which implies that KXnb (λ)‖b− bn‖α′+1 → 0. 
Note that this argument give an exceptional set of zero measure which a priori depends
on b (and on the sequence (bn)n) and of x0. As remarked previously, this fact prevents
straightforward extension of the uniqueness results in C α to random b. Furthermore, it
also prevent to consider the regularity of the flow of the equation by pathwise methods.
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