This paper gives a broad overview of a complete framework for assessing the predictive uncertainty of scientific computing applications. The framework is complete in the sense that it treats both types of uncertainty (aleatory and epistemic) and incorporates uncertainty due to the form of the model and any numerical approximations used. Aleatory (or random) uncertainties in model inputs are treated using cumulative distribution functions, while epistemic (lack of knowledge) uncertainties are treated as intervals. Approaches for propagating both types of uncertainties through the model to the system response quantities of interest are discussed. Numerical approximation errors (due to discretization, iteration, and round off) are estimated using verification techniques, and the conversion of these errors into epistemic uncertainties is discussed. Model form uncertainties are quantified using model validation procedures, which include a comparison of model predictions to experimental data and then extrapolation of this uncertainty structure to points in the application domain where experimental data do not exist. Finally, methods for conveying the total predictive uncertainty to decision makers are presented.
I. Introduction
cientific computing plays an ever-growing role in predicting the behavior of natural and engineered systems. In many cases, scientific computing is based on mathematical models that take the form of highly-coupled systems of nonlinear partial differential equations. The application of a model to produce a result, often including associated numerical approximation errors, is called a simulation. While scientific computing has undergone extraordinary increases in sophistication over the years, a fundamental disconnect often exists between simulations and practical applications. Whereas the simulations are generally deterministic in nature, applications are steeped in uncertainty arising from a number of sources such as those due to manufacturing processes, natural material variability, initial conditions, condition of the system, and the system surroundings. Furthermore, the modeling and simulation process itself introduces uncertainty related to the form of the model as well as the numerical approximations employed in the simulations. The former is commonly addressed through model validation, while the latter is addressed by code and solution verification. Each of these different sources of uncertainty must be estimated and included in order to estimate the total uncertainty in a simulation prediction. In addition, an understanding of the sources of the uncertainty can provide guidance on how to reduce uncertainty in the prediction in the most efficient and costeffective manner. Information on the magnitude, composition, and sources of uncertainty in simulation predictions is critical in the decision-making process for natural and engineered systems. Without forthrightly estimating and clearly presenting the total uncertainty in a prediction, decision makers are ill advised, possibly resulting in inadequate safety, reliability, and performance of the system. This paper presents a high level overview of our comprehensive framework for verification, validation, and uncertainty quantification (VV&UQ) in scientific computing. This framework has much in common with previous work in VV&UQ, but it also includes new concepts for estimating and combining various uncertainties. For more details on the approach, see Ref. [1] . The organization of this paper is as follows. First, the two different types of
II. Types of Uncertainty
While there are many different ways to classify uncertainty, we will use the taxonomy prevalent in the risk assessment community which categorizes uncertainties according to their fundamental essence [2] [3] [4] [5] . Thus, uncertainty is classified as either a) aleatory -the inherent variation in a quantity that, given sufficient samples of the stochastic process, can be characterized via a probability distribution, or b) epistemic -where there is insufficient information concerning the quantity of interest to specify either a fixed value or a precisely known probability distribution. In scientific computing, there are many sources of uncertainty including the model inputs, the form of the model, and poorly-characterized numerical approximation errors. All of these sources of uncertainty can be classified as either purely aleatory, purely epistemic, or a mixture of aleatory and epistemic uncertainty.
A. Aleatory Uncertainty
Aleatory uncertainty (also called irreducible uncertainty, stochastic uncertainty, or variability) is uncertainty due to inherent variation or randomness and can occur among members of a population or due to spatial or temporal variations. Aleatory uncertainty is generally characterized by a probability distribution, most commonly as either a probability density function (PDF) -which quantifies the probability density at any value over the range of the random variable -or a cumulative distribution function (CDF) -which quantifies the probability that a random variable will be less than or equal to a certain value (see Figure 1) . Here we will find it more convenient to describe aleatory uncertainties with CDFs. An example of an aleatory uncertainty is a manufacturing process which produces parts that are nominally 0.5 meters long. Measurement of these parts will reveal that the actual length for any given part will be different than 0.5 meters. With sufficiently large number of samples, both the form of the CDF and the parameters describing the distribution of the population can be determined. The aleatory uncertainty in the manufactured part can only be changed by modifying the fabrication or quality control processes; however, for a given set of processes, the uncertainty due to manufacturing is considered irreducible. a) probability density function (PDF) b) cumulative distribution function (CDF) Figure 1 . Example of probability distributions 3
B. Epistemic Uncertainty
Epistemic uncertainty (also called reducible uncertainty or ignorance uncertainty) is uncertainty that arises due to a lack of knowledge on the part of the analyst, or team of analysts, conducting the modeling and simulation. If knowledge is added (through experiments, improved numerical approximations, expert opinion, higher fidelity physics modeling, etc.) then the uncertainty can be reduced. If sufficient knowledge is added, then the epistemic uncertainty can, in principle, be eliminated. Epistemic uncertainty is traditionally represented as either an interval with no associated probability distribution or a probability distribution which represents degree of belief of the analyst, as opposed to frequency of occurrence discussed in aleatory uncertainty. We will represent epistemic uncertainty as an interval-valued quantity, meaning that the true (but unknown) value can be any value over the range of the interval, with no likelihood or belief that any value is more true than any other value. The Bayesian approach to uncertainty quantification characterizes epistemic uncertainty as a probability distribution that represents the degree of belief on the part of the analyst [6] [7] [8] .
The distinction between aleatory and epistemic uncertainty is not always easily determined during characterization of input quantities or the analysis of a system. For example, consider the manufacturing process mentioned above, where the length of the part is described by a probability distribution, i.e., it is an aleatory uncertainty. However, if we are only able to measure a small number of samples (e.g., three) from the population, then we will not be able to accurately characterize the probability distribution. In this case, the uncertainty in the length of the parts could be characterized as a combination of aleatory and epistemic uncertainty. By adding information, i.e., by measuring more samples of manufactured parts, then the probability distribution (both its form and its parameters) could be more accurately characterized. When one obtains a large number of samples, then one can characterize the uncertainty in length as a purely aleatory uncertainty given by a precise probability distribution, i.e., a probability distribution with fixed values for all of the parameters than define the chosen distribution.
In addition, the classification of uncertainties as either aleatory or epistemic depends on the question being asked. In the manufacturing example given above, if one asks "What is the length of a specific part produced by the manufacturing process?" then the correct answer is a single true value that is not known, unless the specific part is accurately measured. If instead, one asks "What is the length of any part produced by the manufacturing process?" then the correct answer is that the length is a random variable that is given by the probability distribution determined using the measurement information from a large number of sampled parts.
III. Sources of Uncertainty in Scientific Computing
For a complete uncertainty quantification framework, all of the possible sources of uncertainty must be identified and characterized. When fixed values are known precisely (or with very small uncertainty), then they can be treated as deterministic. Otherwise, they should be classified as either aleatory or epistemic and characterized with the appropriate mathematical representation. Sources of uncertainty can be broadly categorized as occurring in model inputs, numerical approximations, or in the form of the mathematical model. We will briefly discuss each of these categories below; see Ref. [1] for a complete description.
A. Model Inputs
Model inputs include not only parameters used in the model of the system, but also data from the surroundings (see Figure 2 ). Model input data includes things such as geometry, constitutive model parameters, and initial conditions, and can come from a range of sources including experimental measurement, theory, other supporting simulations, or even expert opinion. Data from the surrounding includes boundary conditions and system excitation (mechanical forces or moments acting on the system, forcing fields such as gravity and electromagnetism, etc.). Uncertainty in model inputs can be either aleatory or epistemic. 
B. Numerical Approximation
Since complicated differential equation-based models rarely admit exact solutions for practical problems, approximate numerical solutions must be used. The characterization of the numerical approximation errors associated with a simulation is called verification [9, 10] . It includes discretization error, iterative convergence error, round-off error, and also errors due to coding mistakes. Discretization error arises due to the fact that the spatial domain is decomposed into a finite number of nodes/elements and, for unsteady problems, time is advanced with a finite time step. Discretization error is one of the most difficult numerical approximation errors to estimate and is also often the largest of the numerical errors. Iterative convergence errors are present when the discretization of the model results in a simultaneous set of algebraic equations that are solved approximately or when relaxation techniques are used to obtain a steady-state solution. Round-off errors occur due to the fact that only a finite number of significant figures can be used to store floating point numbers on digital computers. Finally, coding mistakes can occur when numerical algorithms are implemented into a software tool. Since coding mistakes are, by definition, unknown errors (they are generally eliminated when they are identified), their effects on the numerical solution are extremely difficult to estimate.
When nondeterministic methods are used to propagate input uncertainties through the model (as will be discussed in Section IV.D), then the numerical convergence of the propagation technique itself must also be considered. The key issue in nondeterministic simulations is that a single solution to the mathematical model is no longer sufficient. A set, or ensemble, of calculations must be performed to map the uncertain input space to the uncertain output space. Sometimes, this is referred to as ensemble simulations instead of nondeterministic simulations. Figure 3 depicts the propagation of input uncertainties through the model to obtain output uncertainties. The number of individual calculations needed to accurately accomplish the mapping depends on four key factors: a) the nonlinearity of the partial differential equations, b) the dependency structure between the uncertain quantities, c) the nature of the uncertainties, i.e., whether they are aleatory or epistemic uncertainties, and d) the numerical methods used to compute the mapping. The number of mapping evaluations, i.e., individual numerical solutions of the mathematical model, can range from tens to hundreds of thousands. Many techniques exist for propagating input uncertainties through the mathematical model to obtain uncertainties in the system response quantities (SRQs). Sampling techniques (e.g., Monte Carlo sampling, Latin hypercube sampling) are the most common techniques to propagate input uncertainties through the model. Monte Carlo sampling will be discussed in Section IV.D below.
Figure 3. Propagation of input uncertainties to obtain output uncertainties (from [1])
For cases where numerical approximation errors can be estimated, their impact on the SRQs of interest can be eliminated, given that sufficient computing resources are available. If this is not possible, they should generally be converted to epistemic uncertainties due to the uncertainties associated with the error estimation process itself. Some researchers argue that numerical approximation errors can be treated as random variables and that the variance of the contributors can be summed in order to obtain an estimate of the total uncertainty due to numerical approximations [11, 12] . We believe this approach is unfounded and that traditional statistical methods cannot be used. Estimates of numerical approximation errors are analogous to bias (systematic) errors in experimental measurements; not random measurement errors. As is well known, bias errors are much more difficult to identify and quantify than random errors.
C. Model Form
The form of the model results from all assumptions, conceptualizations, abstractions, and mathematical formulations on which the model relies such as ignored physics or physics coupling in the model [1] . The characterization of model form uncertainty is commonly estimated in model validation. Since the term validation can have different meanings in various communities, we expressly define it to be: assessment of model accuracy by way of comparison of simulation results with experimental measurements. This definition is consistent with Refs. [9, 10] . Although model validation has been a standard procedure in science and engineering for over a century, our approach takes two additional steps. First, it statistically quantifies the disagreement between the simulation results and all of the conditions for which experimental measurements are available. Second, it extrapolates this error structure from the domain of available experimental data to application conditions of interest where experimental data are not available. This approach was recently presented in Ref. [13] . In this approach, model form uncertainty is treated as epistemic.
It should be noted that the experimental data used for model validation also contains aleatory uncertainty, and may include significant epistemic uncertainty due to unknown bias errors. While there are well-established methods for treating aleatory uncertainty in experimental data (e.g., see Ref. [14] ), it is generally the bias errors that are most damaging to model validation efforts. Figure 4 presents the astronomical unit (the mean distance between the earth and the sun) as measured by various researchers over time, along with their estimated uncertainty [15] . It is striking to note that in each case, the subsequent measurement falls outside the uncertainty bounds given for the previous measurement. This example suggests that epistemic uncertainty due to bias errors are generally underestimated (or neglected) in experimental measurements. When possible, methods should be employed which convert correlated bias errors into random uncertainties by using techniques such as Design of Experiments [16] [17] [18] . 
IV. Uncertainty Framework
The proposed framework for treating predictive uncertainty is referred to as probability bounds analysis (PBA) and is based on the work of Refs. [13, 19, 20] . Only a high-level description of this uncertainty framework is given here, additional details can be found in Ref. [1] . A novel aspect of the framework is that it addresses all sources of uncertainty in scientific computing including uncertainties due to the form of the model and numerical approximations. The purpose of this framework is to be able to estimate the uncertainty in a system response quantity (SRQ) for which no experimental data are available. That is, the mathematical model, which embodies approximations to the relevant physics, is used to predict the uncertain SRQ, which includes input uncertainties, numerical approximation uncertainties, and an extrapolation of the model form uncertainty to the conditions of interest. The basic steps in the uncertainty framework are described next, with emphasis on aspects of the framework that are new in the field of predictive uncertainty.
A. Identify All Sources of Uncertainty
All potential sources of uncertainty in model inputs must be identified. If an input is identified as having little or no uncertainty, then it is treated as deterministic, but such assumptions must be justified and understood by the decision maker using the simulation results. The goals of the analysis should be the primary determinant for what is considered as fixed versus what is considered as uncertain. The general philosophy that should be used is: consider an aspect as uncertain unless there is a strong and convincing argument that the uncertainty in the aspect will result in minimal uncertainty in all of the system response quantities (SRQs) of interest in the analysis.
As discussed earlier, sources of uncertainty are categorized as occurring in model inputs, numerical approximations, or in the form of the mathematical model. We point out that there are types of model form uncertainty that are difficult to identify. These commonly deal with assumptions in the conceptual model formulation or cases where there is a very large extrapolation of the model. Some examples are a) assumptions concerning the environment (normal, abnormal, or hostile) to which the system is exposed, b) assumptions concerning the particular scenarios the system is operating under, e.g., various types of damage or misuse of the system, and c) cases where experimental data are only available on subsystems, but predictions of complete system performance are required. Sometimes, separate simulations are conducted with lower-fidelity models (using different assumptions) in order to help identify the additional sources of uncertainty in the model inputs or the model form.
B. Characterize Uncertainties
By characterizing a source of uncertainty we mean a) assigning a mathematical structure to the uncertainty and b) determining the numerical values of all of the needed elements of the structure. Stated differently, characterizing the uncertainty requires that a mathematical structure be given to the uncertainty and all parameters of the structure be numerically specified such that the structure represents the state of knowledge of every uncertainty considered. The primary decision to be made concerning the mathematical structure for each source is: should it be represented as a purely aleatory uncertainty, a purely epistemic uncertainty, or a mixture of the two?
For purely aleatory uncertainties, the uncertainty is characterized as a precise probability distribution, i.e., a CDF is given with fixed quantities for each of the parameters of the chosen distribution. For purely epistemic uncertainties, such as numerical approximations and model form, the uncertainty is characterized as an interval. For an uncertainty that is characterized as a mixture of aleatory and epistemic uncertainty, then an imprecise probability distribution is given. This mathematical structure is a probability distribution with interval-valued quantities for the parameters of the distribution. This structure represents the ensemble of all probability distributions that exist whose parameters are bounded by the specified intervals. This structure commonly arises in characterization of information from expert opinion. For example, suppose a new manufacturing process is going to be used to produce a component. Before inspection samples can be taken from the new process, a manufacturing expert could characterize its features or performance as an imprecise probability distribution.
C. Estimate Uncertainty due to Numerical Approximation
Recall that the sources of numerical approximation error include discretization, incomplete iteration, and round off. Methods for estimating discretization error include Richardson extrapolation [21] , discretization error transport equations [22, 23] , and residual/recovery methods in finite elements [24] [25] [26] . Regardless of the approach used for estimating the discretization error, the reliability of the estimate depends on the solutions being in the asymptotic grid convergence range [1, 27] , which is extremely difficult to achieve for complex scientific computing 7 applications. Various techniques are available for estimating iterative convergence errors (e.g., see [1] ). Round-off errors are usually small, but can be reduced if necessary by increasing the number of significant figures used in the computations (e.g., by going from single to double precision). Since errors due to the presence of unknown coding mistakes or algorithm inconsistencies are difficult to characterize, their effects should be minimized by employing good software engineering practices and using specific techniques for scientific computing software such as order of accuracy verification (e.g., see [1, 21, 28] ).
Because of the difficulties of obtaining accurate estimates of the different numerical approximation errors, in most cases they should be converted to and explicitly represented as epistemic uncertainties. The simplest method for converting error estimates to uncertainties is to use the magnitude of the error estimate to apply bands above and below the fine grid simulation prediction, possibly with an additional factor of safety included. For example, Roache's Grid Convergence Index [21, 29] is a method for converting the discretization error estimate from Richardson extrapolation to an uncertainty. The resulting uncertainty is epistemic since additional information (i.e., grid levels, iterations, digits of precision) could be added to reduce it. When treating epistemic uncertainties as intervals, the proper mathematical method for combining uncertainties due to discretization (U DE ), incomplete iteration (U IT ), and round off (U RO ) is to simply sum the uncertainties
It can easily be shown that U NUM is a guaranteed bound on the total numerical error, given that each contributor is an accurate bound.
Implementing Eq. (1) in practice is a tedious and demanding task, even for relatively simple simulations because of two features. First, Eq. (1) must be calculated for each SRQ of interest in the simulation. For example, if the SRQs are pressure, temperature, and three velocity components in a flowfield, then that U NUM should be calculated for each quantity over the domain of the flow field. Second, each of the SRQs varies as a function of the uncertain input quantities in the simulation. One common technique for limiting the computational effort involved in making all of these estimates is to determine the locations in the domain of the partial differential equations and the conditions for which the input uncertainties are believed to produce the largest values of U DE , U IT , and U RO . The resulting uncertainties are then applied over the entire physical domain and application space. This simplification is a reasonable approach, but it is not always reliable because of potentially large variations in the SRQs over the domain of the differential equation, and because of nonlinear interactions between input uncertainties.
D. Propagate Input Uncertainties through the Model
This section briefly describes Monte Carlo sampling methods for propagating both aleatory and epistemic uncertainty in model inputs through the model in order to determine the effects on the SRQ. Recall that model inputs can arise from the parameters used either in describing the system of interest or from the surroundings. Although both aleatory and epistemic uncertainties can be propagated using sampling methods, they must each be treated independently because they characterize two different types of uncertainty. Sampling an aleatory uncertainty implies a sample is taken from a random variable and that each sample is associated with a probability. Sampling an epistemic uncertainty implies a sample is taken from a range of possible values. The sample has no probability or frequency of occurrence associated with it; we only know it is possible, given the information available concerning the input quantity. The treatment of model form uncertainty and numerical approximation uncertainty are dealt with Sections IV.E and IV.C, respectively.
Aleatory Uncertainty
Recall that aleatory uncertainties are represented with a CDF (e.g., see Figure 1b ). For Monte Carlo sampling, a sample is chosen between 0 and 1 based on a uniform probability distribution. Then this probability is mapped, using the CDF characterizing the input uncertainty to determine the corresponding value of the input quantity (see top of Figure 5 ). When more than one uncertain input is present (e.g., x 1 , x 2 , and x 3 ), Monte Carlo sampling randomly (and independently) picks probabilities for each of the input parameters as shown in Figure 5 . Once the input parameter samples are chosen, the model is used to compute a SRQ (y) for each sample. This sequence of SRQs is then ordered from smallest to largest, making up the abscissa of the CDF of the SRQ. The ordinate is found by separating the corresponding probabilities into equally-spaced divisions, where each division has a probability of 1/N, where N is the total number of Monte Carlo samples (see bottom of Figure 5 ). The CDF of the SRQ is the mapping of the uncertain inputs through the model to obtain the uncertainty in the model outputs. A more advanced approach for propagating aleatory uncertainty through the model is to use polynomial chaos [30] . In polynomial chaos, the SRQ is expanded as a polynomial in terms of the uncertain model inputs, and the coefficients of this expansion are themselves allowed to be random variables. While initial polynomial chaos implementations were code intrusive, more recently non-intrusive forms of polynomial chaos have become popular. When only a few aleatory uncertain variables are present (e.g., less than ten), then polynomial chaos can significantly reduce the number of samples required for statistical convergence of the CDF. For larger numbers of uncertain variables, or when statistical correlations exist between input quantities, more traditional sampling methods have proven to be more robust.
Combined Aleatory and Epistemic Uncertainty
When aleatory and epistemic uncertainties occur in the input quantities, the sampling for each type of uncertainty must be separated. As mentioned above, each of the samples obtained from an aleatory uncertainty is associated with a probability of occurrence. When a sample is taken from an epistemic uncertainty, however, there is no probability associated with the sample. The sample is simply a possible realization over the interval-valued range of the input quantity. For example, if one takes a sample from each of the epistemic uncertainties, and then one computes the aleatory uncertainty as just described, the computed CDF of the SRQ can be viewed as a conditional probability. That is, the computed CDF is for the condition of the given vector of fixed samples of the epistemic uncertainties. This type of segregated sampling between aleatory and epistemic uncertainties is usually referred to as double-loop or nested sampling.
For epistemic uncertainties, Latin hypercube sampling (LHS) is recommended [31, 32] . For LHS over a single uncertain input, the probabilities are separated into a number of equally-sized divisions and one sample is randomly chosen in each division. Since there is absolutely no structure over the range of the interval of the epistemic 9 uncertainty, an appropriate structure for sampling would be a combinatorial design. The number of samples, M, of the epistemic uncertainties must be sufficiently large to insure satisfactory coverage of the combinations of all of the epistemic uncertainties in the mapping to the SRQs. Based on the work of Refs. [32] [33] [34] , we recommend that a minimum of three LHS samples be taken for each epistemic uncertainty, in combination with all of the remaining epistemic uncertainties [1] . For example, if m is the number of epistemic uncertainties, the minimum number of samples would increase as m 3 . Recall that for each of these combinations, one must compute all of the samples for the aleatory uncertainties. For more that about four or five epistemic uncertainties, the total number of samples required for convergence becomes extraordinarily large.
For each sample of all of the epistemic uncertainties, combined with all of the probabilistic samples for the aleatory uncertainties, a single CDF of the SRQ will be produced. After all of the epistemic and aleatory samples have been computed, one has an ensemble of M CDFs. The widest extent of the ensemble of CDFs is used to form a probability box (also called a p-box) [13, 19, 20] . The probability box is a special type of CDF which contains information on both aleatory and epistemic uncertainties (see Figure 6) . A probability box expresses both epistemic and aleatory uncertainty in a way that does not confound the two. A probability box shows that an SRQ cannot be displayed as a precise probability, but it is now an interval-valued probability. For example, in Figure 6 , for a given value of the SRQ, the probability that that value will occur is given by an interval-valued probability. That is, no single value of probability can describe the uncertainty, given the present state of knowledge. Likewise, for a given probability value of the SRQ, there is an interval-valued range for the SRQ of interest. Stated differently, the probability box accurately reflects the system response given the state of knowledge of the input uncertainties. 
E. Estimate Model Form Uncertainty
Model form uncertainty is estimated through the process of model validation. As mentioned above, there are two aspects to estimating model form uncertainty. First, we quantitatively estimate the model form uncertainty at the conditions where experimental data are available using a mathematical operator referred to as a validation metric. During the last ten years there has been a flurry of activity dealing with the construction of validation metrics [13, [35] [36] [37] [38] . Second, we extrapolate the error structure expressed by the validation metric to the application conditions of interest. As is common in scientific computing, no experimental data is available for the application conditions of interest. Then the extrapolated model form uncertainty is included in the prediction of the model at the conditions of interest as an epistemic uncertainty. This section discusses both of these topics.
Validation Metrics
A validation metric is a mathematical operator that requires two inputs, the experimental measurements of the SRQ of interest, and the simulation prediction for the SRQ at the conditions used in the experimental measurements. A flowchart for computing a validation metric is given in Figure 7 . In the ideal case, the validation metric is computed using specially-tailored validation experiments; but more commonly one must use existing experimental data, e.g., from the literature or from an industrial/laboratory database. A key part of computing the SRQ of interest 10 is that the uncertainty in all model input parameters should be carefully measured during the experiment. Once the input uncertainties have been characterized, they are used as input to the model and are propagated through it (as discussed above) to obtain the SRQ of interest. Depending on the nature of the model input uncertainties (purely aleatory, mixed, or purely epistemic), the SRQ will be a precise CDF, a probability box, or an interval, respectively. The key point that should be stressed is that when the input uncertainties are propagated through the model, the model is expected to predict the experimentally measured variability in the SRQs that is due to the experimental variability of the inputs. Any disagreement between the experimentally measured and simulated SRQs (whether they are CDFs, probability boxes, or intervals) are attributed to model form error.
Figure 7. Flowchart detailing the key steps in computing a validation metric (from [1])
One additional important point should be made concerning Figure 7 . The concept behind Figure 7 is that the experimental processes of nature, symbolized on the left, are expected to be reproduced to some degree by the mathematical model on the right. However, the existence of experimental uncertainty in the measurement of the SRQ can potentially interfere with this seemingly reasonable expectation of the model. Even if bias errors in the measurements have been reduced to a negligible level, there is always random measurement uncertainty in the SRQ. However, measurement uncertainty is not expected to be modeled on the right. As a result, there will be increased variance in the experimental results due to measurement uncertainty. Since this will not be exhibited in the model predictions, the model will be (incorrectly) assessed to be in error due to this effect.
When only aleatory uncertainties are present in the model inputs, then propagating these uncertainties through the model produces a CDF in the SRQ. Experimental measurements are then used to construct another CDF of the SRQ. The area between these two CDFs is called the area validation metric d (also called the Minkowski L 1 norm) and is given by:
where F(x) is the CDF from the simulation, S n (x) the CDF from the experiment, and x is the SRQ. The area validation metric d has the same units as the SRQ and effectively provides a measure of the evidence for disagreement between the simulation and the experiment [13] .
An example of this area validation metric for a case with only aleatory uncertainties in the model input parameters is given in Figure 8 . In this figure it is assumed that a large number of simulations, i.e., Monte Carlo samples, are obtained, but only four experimental measurements are available. With the large number of simulation samples, one is able to construct a smooth CDF for the prediction. The stair-steps in the experimental measurements are the locations of each of the four experimental measurements. As a result, each measurement is assigned a probability of 0.25. The area validation metric is the smallest area between the simulation CDF and the experimental CDF. In can be seen in the figure that the model is assessed an error (i.e., an area) whether the model prediction is greater than or less than the individual measurements. When little experimental information is available on needed model input parameters, the parameters are characterized as an interval, i.e., epistemic uncertainties. This situation occurs very commonly with published experimental data and experiments that were not designed to be validation experiments. As a result, when these intervals are propagated through the model, the predicted SRQ of interest is represented as a probability box. The validation metric can also deal with this situation. Figure 10 shows the case where the model prediction is a probability box and only a single experimental measurement is available. Figure 10a occurs when the measurement falls entirely within the probability box and Figure 10b occurs when the measurement is slightly larger than the probability box. When the experimental measurement falls entirely within the simulation's probability box (Figure  10a ), then the area validation metric is zero. When a portion of the experimental measurement falls outside of the probability box (Figure 10b ), then the area validation metric is nonzero. Recall that the area validation metric is the smallest area between the probability box and the experimental CDF. That is, the validation metric reflects the evidence for disagreement between the model and the experiment. When the simulation is a probability box due to insufficient information provided by the validation experiment, the model is given more leeway in comparing with the experiment, as is appropriate. 
Model Extrapolation
Numerous validation experiments would be required in order to estimate the area validation metric over the entire space of model input parameters for the application of interest. In many cases, however, it is not even possible to obtain experimental data at the application conditions of interest. As a result, the more common case is that the model must be applied at conditions where there are no experimental data. Consider a simple example when there are only two input parameters for the model: α and β ( Figure 11 ). The validation domain consists of the set of points in this parameter space where experiments have been conducted and the validation metric has been computed (denoted by a "V" in Figure 11 ). The application domain, sometimes referred to as the operating envelope of the system, is generally larger than the validation domain. Thus, one must choose between either extrapolating the validation metric outside of the validation domain or performing additional validation experiments. In Figure 11 , conditions for candidate validation experiments are given by a "C". In the past, it has been common practice to either a) ignore the model form uncertainty in the predictions for the application conditions or b) calibrate and update adjustable parameters in the mathematical model so that improved agreement could be obtained with the available experimental data at conditions "V". We, however, believe a more forthright approach is to explicitly account for the mismatch between the model and the experiments and include this mismatch as additional uncertainty in the predictions of the SRQ in the application domain. When the validation metric results are extrapolated to new conditions, there is a subsequent increase in the uncertainty due to the extrapolation process itself. It should be stressed that this extrapolation is a statistical extrapolation of the uncertainty structure of the validation metric d that has been observed over the validation domain. The extrapolation of the uncertainty structure is completely separate from any extrapolation of the simulation prediction results to conditions where experimental data are not available. A common example of the latter is the use of an aerodynamics model to extrapolate from wind tunnel conditions (where data exist) to flight Reynolds numbers.
F. Determine Total Uncertainty in the SRQ
The total uncertainty in the SRQ at the application conditions of interest is computed as follows. First, one begins with the probability box that was generated by propagating the aleatory and epistemic uncertainties in the model input parameters through the model (recall Figure 3 and Figure 6 ). Next, the area validation metric is appended to the sides of the probability box, thus showing that the epistemic uncertainty in the SRQ has increased due to model form uncertainty. As discussed above, if extrapolation of the model form uncertainty is required, then it is the extrapolated d values that are appended to the SRQ probability box. This process is shown graphically in Figure 12 . Finally, the uncertainty due to numerical approximations is treated as an additional epistemic uncertainty and, in a similar fashion as the model form uncertainty, it is appended to the probability box of the SRQ.
I. This approach for representing total uncertainty in the predicted SRQ of interest provides valuable information to decision makers using the results from the simulations. The width of the original probability box provides information on the effects of epistemic uncertainties in the model inputs on the predicted SRQ. The shape, or the range, of the two bounding CDFs of the probability box provides information on the effects of aleatory uncertainties in the model inputs. The validation metric d that is appended to the probability box of the SRQ tells the decision maker the magnitude of the uncertainty that is due to model form uncertainty. Finally, U NUM that is appended to the probability box informs the decision maker of the magnitude of the uncertainty due to numerical approximations. In limited testing of this approach, it has been found that the contribution of model form uncertainty has been a dominant contributor to the uncertainty in the predicted SRQ, even for relatively accurate models of the system of interest [1, 13] .
V. Conclusions
The framework for verification, validation, and uncertainty quantification in scientific computing presented here represents a conceptual shift in the way that scientific and engineering predictions are presented to decision makers. The philosophy of the present approach is to rigorously segregate aleatory and epistemic uncertainties in input quantities, and explicitly account for numerical approximation errors and model form uncertainty directly in terms of the predicted quantities of interest. In this way the decision maker is clearly and unambiguously shown the uncertainty in the predicted system response. For example, if the model has been found to be relatively inaccurate in previous comparisons with experimental data, the decision maker will starkly see this in any new predictions; as opposed to a newly calibrated model based on recent experiments. We believe this philosophy of presenting predictions to decision makers is needed to reduce the often seen failure in under estimating predictive uncertainty. We believe that with this clearer picture of the uncertainties, the decision maker is better served. This approach is particularly important for predictions of high-consequence systems, such as those where human life, the public safety, national security, or the future of a company is at stake.
VI. Acknowledgments
We would like to thank Scott Ferson of Applied Biomathematics, Jon Helton (consultant), and Tim Trucano of Sandia National Laboratories who were instrumental in developing many of the ideas behind the predictive uncertainty framework.
