Abstract
Introduction
Source code cloning is a practice commonly adopted in the development of software systems. It has been estimated that industrial code contains up to 20% of cloned code [17] and that, roughly, the same percentage can be found in code from open source projects [2] . Clones are often thought to be bad smells: maintenance interventions performed on a source code fragment, even due to bug fixing or to evolution purposes, may need to be propagated on all clones of such a fragment (if any). This would not happen in code not containing clones, or where the clones have been refactored. Nevertheless, whilst automatic support for clone re-factoring has been proposed [3] and, sometimes, clones tend to be re-factored during software evolution -like in the case of the Linux Kernel [2] -clone re-factoring is a risky activity and a potential source of faults. For this reason, developers are almost always reluctant in performing it [7] .
Several recent studies contradict the common wisdom that cloning constitutes a risky practice: as found by Kim et al. [16] . As shown in a paper by Kasper and Godfrey [15] , source code clones are not necessarily to be considered harmful but, many times, as a way to develop software creating, for example, new features starting for existing, similar ones. Whilst this creates duplications, it also permits the use of stable, already tested and used code.
This paper aims to report results from an empirical study aiming to investigate how clones, detected in a given release of a software system, are affected by maintenance intervention. The analysis is performed by intersecting cloned classes with data from Modification Transactions (MTs) mined from source code repositories. A MT identifies groups of source code lines co-changed in the same time window. The work is built upon the idea of clone patterns described by Kasper and Godfrey and of clone evolution patterns described by Kim et al. , and investigates whether clones (i) are updated consistently during the same MT or near MTs, confirming the correlation between MTs and clones, as experienced by Geiger et al. [10] ; (ii) evolve independently; or (iii) are subject to updates or bug fixes in different time frames. The latter constitutes a potential problem, especially when the maintenance intervention aims to fix a bug. The bug is fixed on the first clone but, either because the maintainer is not aware of the presence of a clone, or s/he for some reason cannot propagate the fix, a new bug appears later, raising the need for a new corrective maintenance intervention.
The empirical study was carried out on source code extracted from the CVS repositories of two Java software systems, ArgoUML and DNSJava. Both case studies indicated that in a very few cases clones were not consistently maintained. In particular, when this happens in correspondence of a bug fixing, developers almost always took care of propagating the change. This was especially true for smaller size, single contributor systems like DNSJava.
The paper is organized as follows. Section 2 describes the possible evolution patterns for source code clones. Section 3 explains the tasks we performed to analyze clone maintenance activities. Section 4 reports and discusses results from the empirical study. After a discussion of related work in Section 5, Section 6 concludes the paper and outlines directions for future work.
Patterns for clone evolution
The study on source code clone maintenance presented in this paper has been carried out by classifying clone evolution according to patterns inspired from those identified by Kim et al. [16] . A clone evolution pattern describes how a clone class, i.e., a set of source code artifacts classified as clones, is affected by maintenance activities. The patterns are defined for clone classes instead of single clones, since one of the aims of this work is to analyze how/whether maintainers update -or not -clones belonging to a given class. In the following we report the pattern classification of Kim et al., extended by better analyzing what happened in case of inconsistent changes. On the other hand some of the Kim et al. patterns were not treated in our study, focused in particular on the analysis of inconsistent changes. Each evolution pattern is defined as a relationship between a clone class C k−1 in the (k − 1) th source code revision and a clone class C k in the k th revision, such that there exists a cloning relationship between C k−1 and C k .
• Same: all clones in the class C k did not change from the class C k−1 .
• Add: at least one clone not present in the class C k−1 is added to the new class C k .
• Subtract: at least one clone in the class C k−1 does not appear in the new class C k . For example, programmers re-factored or removed a clone.
• Shift: at least one clone in the new class C k partially overlaps with at least one clone in the class C k−1 .
• Consistent Change: all clones in the class C k−1 were changed consistently, and they continue to belong together to the class C k .
• Inconsistent Change: at least one clone in the class C k−1 underwent a change different from the others. Because of that, the clone does not belong to the class C k anymore. In our study we detailed inconsistent changes in:
-Independent evolution: two or more clones belonging to the same class underwent, between revision k − 1 and revision k, a different evolution. This, very often, happens when programmers clone code and then adapt it to implement new pieces of functionality. -Late Propagation: a change is propagated consistently across clones, however this does not happens immediately. In other words, while a clone is maintained at revision k, others will be maintained at revision k + j. This happens either when maintainers are not aware of the presence of clones when performing bug fixing or when a late change -e.g., in case of code re-factoringdoes not affect the functionality, and thus can be performed at different stages.
The relationship between evolution patterns presented by Kim et al. and the ones used in our approach is shown in the Venn diagram of Figure 1 . Patterns considered in our study are colored in grey. Our study focused on clone maintenance, rather than observing how clones evolved across releases. Because of this, we did not consider the Same pattern (clones were not maintained in that case) nor the Add and Shift patterns (we just studied how clones, as detected at a particular release were maintained, regardless of the addition or shift of new clones).
The Analysis Approach
This section describes how the analysis of cloned code maintenance is performed. The objective of the analysis is to detect clones at a given source code release and then to investigate how these clones have been maintained by analyzing changes occurred after that release. The analysis requires the following steps:
1. Extract clones from the reference release; 2. Extract change information and log from the project CVS repository;
3. Merge the above two; and 4. Manually inspect clone classes.
Clone detection
Clones have been automatically extracted using an ASTbased clone detection technique, to some extent similar to the technique described by Baxter et al. [4] . In particular, we used the SimScan 1 tool, a freely available clone detection tool able to identify clones into Java source code. To limit the number of false positives, the tool has been configured to use its strictest similarity threshold which, although, permit the detection of gapped clones as well [19] .
The result of clone detection is a set of n clone classes {C 1 , . . . , C n } obtained from the source code belonging to a Snapshot, S k , of the software system. Each clone class has cardinality |C i |, i.e., contains |C i | duplicates of the same code fragment. A cloned code fragment belonging to the class |C i | will be hereby referred as c R i,j . Where R ∈ S k , is a file revision belonging to the snapshot k, i, is the i − th clone class, and j, is the j − th clone fragment. Each clone fragment is defined by its delimiting line numbers interval, c
Extracting line co-changes and line history tables from CVS
In order to exploit CVS for studying software evolution we have defined an approach that let us to observe how source code lines are co-changed by developers during their maintenance activities. The approach considers two main aspects of evolution: line co-changes, that is the set of lines of code belonging to a logical change, and when/who have inserted/changed/deleted a source code line.
CVS handles revisions of textual files by storing the difference between subsequent revisions in a repository. CVS does not support the commit of multiple files in a single transaction, nor commit at a level of granularity finer than files (e.g., source code line). Programmers usually perform logical changes that simultaneously impact different file revisions and are related to source code entities finer than files. Such a logical change, hereby referred as MT, is usually related to a bug fixing or to the addition of a new feature and is performed by a single developer with a sequence of CVS file commits not so far in time. The extraction of MTs information from CVS requires additional analysis of CVS history logs. We have used an approach similar to the one proposed by Fischer et al. [8] , that consider a sequence of file revisions sharing the same author, branch, notes, and such that the difference between the time-stamps of two subsequent commits is less or equal than 200 seconds (as Zimmermann et al. empirically estimated [20] ).
Each M T generates a new snapshot of the system. A snapshot S i is recursively defined as the set obtained from 
The evolution of source code lines can be extracted by considering the differences, computed using the diff tool [18] , between two subsequent revisions. This approach has been used in literature mainly for the purpose of discovering the changes performed in past revisions [6, 21] . In the context of this paper we are also interested in extracting changes performed in future revisions with respect to a reference MT. For each source code line we extract its overall evolution, starting from its addition, going across its changes, until its deletion (if any).
Let us consider the example shown in a table structure  called history table. A history table H(R) has a column for each revision and a row for each source code line belonging to the reference revision R. The intersection between a row and a column, H(R){l, r}, is filled with a marker that identifies the type of changes performed at revision r, on the line number l of revision R. Allowed markers are a, c, d, and x, that indicate addition, change, deletion, and non existent line respectively. The absence of a marker means that the source code line was not changed.
Analyzing clone evolution
To analyze how cloned code is modified, it is necessary to merge clone detection information with the data extracted from the CVS repository.
First, it is necessary to identify the set of MTs where a cloned fragment, c R i,j , has been modified. Let, L x y is the set of lines l of file revision x, such that H(x){l, y} is filled with one of the following markers: a,c, or d.
The set defined as:
permits to identify, for each clone of each clone class, the list of MTs where the clone has been modified. The focus of this study is more on understanding how clones were maintained to fulfill bug fixing or evolution needs. Hence, we excluded from the analysis clones that, at a given MT, were removed or factored out.
To investigate how clones were maintained, the obtained sequence of changes have to be manually inspected (see Section 3.4) , to understand what changes were actually performed.
To reduce the manual work necessary for classifying clones, we adopted some heuristics for pruning out clone classes that are not particularly interesting for our analysis:
1. Clone classes where all clones were maintained in the same MTs (briefly referred as "Same MT"). In other words, if any MT impacting the clone class involved changes to all clones belonging to that class, most probably clones were modified consistently or evolved separately. Vice versa, we are interested in analyzing cases in which there is at least one MT where at least one clone belonging to the class did not change.
Clone classes involving clones all belonging to the same source code file (briefly referred as "Same File").
Even if it may always happen, it is unlikely that the clone maintenance is not correctly propagated on clones belonging to the same source code files.
Inspecting results
A manual inspection of clone classes remained after filtering has been performed to:
1. Verify that clones were not false positives; 2. Classify clones according to patterns described in Section 2;
3. Check whether cloned code has been maintained because of bug fixing;
4. Analyze the rationale of the maintenance intervention. Also we checked, in cases a given change was propagated during different MTs, whether or not the MTs were temporally close.
The analysis has been supported by two tools realized combining Perl scripts, Unix utilities (like diff) and the Emacs editor. In particular, a clone viewer was used to show the clone fragments belonging to a given clone class in different Emacs buffers. Similarly, another viewer was used to open the version of a given file before and after a particular MT in two Emacs buffers. In that case, the Ediff utility was used to identify the changes made in the MT. The tool also shows the MT date and time, the author of the change and the change log in a different window.
Results of the inspection have been collected using a checklist which required to specify, for each clone class: 
Empirical Study
This section describes the empirical study we performed to investigate how source code clones were maintained. The following subsections report the study definition and context, the research questions, and the measured variables. Then, it presents and discusses the results.
Study definition and context
The purpose of this study is to analyze to what extent changes made because of evolution or because of bug fixing propagate across all clones. The study is made from the perspective of researchers aiming to study effects produced by clones. The study has been carried out in the context of two Java open-source software systems, ArgoUML and DNSJava. Table 2 . Clone classes and clones after applying different filterings except in the interval between releases 0.11.x and 0.13.x where an almost exponential increment can be observed. The number of non-comment lines of code (NLOC) has grown from 45000 to 200000 in the same interval. Also the average NLOC densities per class (NLOC/class) has similarly grown from 95 to 130. We extracted 5525 M T s from the ArgoUML CVS repository, considering only the HEAD development trunk. The exclusion of all branches has not affected our results as they are used very rarely. We performed clone detection on the first stable snapshot that corresponds to the release 0.9.0, and then studied how these clones were maintained. DNSJava 3 is an open-source Domain Name Server written in Java. The project started in September 1998. It comprises classes for handling DNS names, records, addresses, and for caching name resolutions. The interval of observation considered ranges from March 1999 (release 0.3) to June 2006 (release 2.0.2). The total number of releases produced in this range is 52 including pre and beta releases. The CVS system is managed by a single user account, probably because the submission of changes are performed in a strictly controlled way. The number of classes grew from 55 to 179 in a non linear fashion, while the number of non commented lines of code ranges between 5000 and 25000. The average NLOC density per class (NLOC/class) ranges between 60 and 160, and the maximum peak is reached around release 1.4. The total number of M T s extracted from the HEAD development trunk is 1200. Also for DNSJava, we excluded branches from our analysis. We performed clone detection on the first stable snapshot that corresponds to the release 0.3, and then studied how these clones were maintained. 4. Is there any relationship between the clone granularity and the evolution pattern followed by the clone? Table 2 reports the number of clone classes and the number of clones detected in the two systems, and the numbers obtained after applying the two filtering heuristics described in Section 3.3. The table also reports descriptive statistics about clone class sizes (in terms of number of clones) and clone sizes (in terms of LOC). Such statistics -especially clone sizes -are important since they affect the results. In particular, to limit manual inspection we calibrated SimScan so to prune out clones smaller than 6 LOC. While this is reasonable when studying clone evolution [2] , we are aware that using this heuristics some clones are discarded from the analysis.
Results
After clone classes have been filtered, a manual inspection was performed following the procedure and the checklist described in Section 3.4. All the clones found were true clones -i.e., no false positive was found. This is due to the clone detection algorithm used (AST-based, known to be highly precise even if with a small recall) and to the minimum clone size set as parameter of the clone detection tool. In the following we report and discuss results of the inspection for the two case studies, ArgoUML and DNSJava. Figure 4 . The largest percentage (45%) of clones underwent consistent changes, i.e., it always happened that maintenance interventions, either due to bug fixing or to evolution purposes, were properly and, above all, immediately propagated to all clones belonging to the same class. Then, a consistent percentage of clones (32%) evolved independently. This indicates that developers adopted cloning as a development strategy, i.e., copying similar code fragments to create sort of "templates" and then evolved them. A nonnegligible percentage of clone classes (18%), characterized by late propagation of changes, indicated possible problems or inconsistencies due to the use of cloning. Finally, a few clones were removed or re-factored into new clones.
It is worth investigating whether clones having different granularity (i.e., class, method, block) underwent different evolution pattern. As shown in Figure 5 , most of classlevel clones were consistently changed. This is not surprising given the large granularity of such a clone. Nevertheless, in a few cases (6) a new class was created from a similar one and then evolved independently. For method-level clones, the number of cases with consistent change was almost the same as for independent evolution. This is due to the fact that, in many cases, methods were cloned from a class to another, and then followed the evolution of the new class where they were placed.
Let us analyze now the clone maintenance activities due to bug fixing. It is particularly interesting to focus on this category of changes because, in case they were not properly propagated to all clones, they could have caused new problems. Table 3 shows information related to clone classes impacted by bug fixing. Each row reports the evolution pattern (CC = Consistent Change, IE = Independent Evolution, LP = Late Propagation), the clone granularity (M = Method, B 
Figure 6. Clone in class FigMNodeInstance
= Block, C = Class), the number of clones per class, the clone size (lines of code), the Issue IDs 4 as reported in the CVS notes if any, and the Java classes involved. Interestingly, only 4 out of 17 bug fixings were consistently propagated, while in 6 cases the code evolved independently, i.e., the bug was only corrected in some of the clones because it did not impact all of them. Finally, 7 cases are worth of attention, since concern late propagation of bug fixing, i.e., potential cases in which clones may introduce risky effects. Other late propagations were due to activities such as restyling, privatizing attributes/namespaces, and other re-factoring activities that do not have to be necessarily performed at the same time. For example, the behavior of changes performed in seven clones belonging in DeploymentDiagramGraphModel, ClassDiagramGraphModel, and CollabDiagramGraphModel classes depends on they relative distance in the package hierarchy. The first four clones belong to the first class, while the other threes belong to other two classes. It happens that clones belonging to the same source file change together, and such changes are usually propagated in the others source files later. The co-changes history reveals that the maintenance has been performed by changing together highly coupled entities, such as code belonging to class hierarchies or packages, rather than clones.
Another case of late propagation pattern in re-factoring activities happens in two cloned methods belonging to classes FigMNodeInstance and FigComponentInstance. Such clones are shown in Figures 6 and 7 . Some of the subclasses behavior has been pulled up in the FigNodeModelElement superclass, while the re-factoring activity that affected clone code has been performed in different time by the same author, mvw. The result, as shown in Figure 8 , is a set of two new, smaller clones.
An example of consistent changes happens with the evolution of cloned classes CrClassWithoutComponent and CrInterfaceWithoutComponent, both subclasses of CrUML. The common code that belongs to each subclass should be pulled up in the superclass [9] . However, here the common code is maintained within M T s affecting the two classes together. After a while, the classes grow partially as clones, however with the addition of code belonging to a specific subclass behavior. Finally, a case of indepen- Figure 10 . DNSJava: clone classification into evolution patterns dent evolution happens with the setup() method belonging to StylePanelFig, SPFigEdgeModelElement classes. Clones never changed together and, after a while, the first clone was removed during a code cleanup activity. Figure 9 classifies Late propagations into three subclasses, depending on the reason of change. In particular, 10 classes did not constitute a problem since, as happened for DeploymentDiagramGraphModel, ClassDiagramGraphModel, and CollabDiagramGraphModel, they were due to evolution made at different times on different subsystems. Six -the only potential "harmful" cases -were due to bug fixing. Finally, three cases the change was propagated during different MTs, however within 24 hours: this can be considered as a set of consistent changes, detected as late propagations only because of the heuristic used to identify MTs.
DNSJava clone classification into patterns is shown in Figure 10 . Consistent change is almost the only pattern followed in clone maintenance (74%) and Method is the most type of clones detected (62%). Consistent changes have been performed either for bug fixing and re-factoring activities. The single case of late propagation is not of real interest as it has been performed within 24 hours. The single case of independent evolution is related to four classes that have been consistently changed together for a while, until a re-factoring activity eliminated two classes and transformed one in a Java interface and the other in its implementation. Results from DNSJava indicate that in small, single contributor case studies clones are maintained more consistently than in larger systems with more contributors, such as ArgoUML. Clearly, this claim need to be confirmed or confuted with further case studies.
Threats to Validity
Threats to validity worth to be discussed are mainly threats to conclusion validity and to external validity. Threats to conclusion validity can be due to the measure- Figure 11 . DNSJava: clones classified according to granularity and patterns ment instruments adopted. In particular, it is known that AST-based clone detection does not exhibit a high recall. Further studies with different techniques ensuring a high recall (e.g., token-based) need to be performed. The definition of co-change in terms of a 200 s time window does not constitute a limitation since the following manual analysis revealed later propagations happened in a longer, even if reasonable period of time (only 3 cases propagated within 24 hours). Regarding threats to external validity, the two chosen systems are representative of a medium, multi-contributor system and of a small, single contributor system. Nevertheless, further studies need to be performed, also considering systems developed with programming languages different from Java.
Related Work
The literature reports several empirical studies concerning the use of clones in large software systems, and evolution of clones across releases. Mayrand et al. [17] proposed a metric-based clone detection approach, and studied the presence of clones in a telecommunication system, finding that between 5% and 20% of source code was cloned code.
Clone detection case studies on the Linux Kernel have been performed by Godfrey et al. [11, 12] , who performed a preliminary investigation of cloning among Linux SCSI drivers. Antoniol et al. studied the presence [5] and then the evolution [2] of code clones in the Linux Kernel using a metric-based approach. They found that the percentage of cloned code did not change during software evolution and that, while new clones were added, some were factored out.
Kapser and Godfrey [13] proposed a classification of clones based on their distance, i.e., within the same function, file, or directory, and based on their granularity, i.e., block, function, file. They used such a classification on clones detected on the Linux Kernel. They also proposed a tool support for the comprehension of software clones [14] .
An empirical study of code clone genealogies has been presented by Kim et al. [16] . They proposed a formal definition of clone evolution and built a clone genealogy tool to automatically extract the history of code clones from a source code repository. According to the empirical study they performed, re-factoring does not necessarily constitute an improvement and, in many cases, is not worth doing it, since many clones tend to quickly disappear either because they evolve independently or because they are removed. Moreover, even for long-lived clones, where re-factoring could be desirable, it is very often hard to be performed due to programming language limitations. As shown in Section 2, we share with Kim et al. part of their clone classification, whilst the objective of our study was different, i.e., analyze how clones were maintained. Because of that, we used a restricted, though finer-grained clone classification, filtering out patterns not interesting for our purposes. Finally, we share with Kim et al. one case study (DNSJava), for which we reached conclusions consistent with them.
Patterns of cloning have been described also by Kapser and Godfrey [15] , that presented a taxonomy of cloning patterns, describing for each pattern the motivation, the pros and cons, the way clones manifest in the code structure, and clone management issues. Each pattern is described using examples detected in large software systems such as the Linux Kernel or the Apache Web server. Our study agrees with findings of Kapser and Godfrey: cloning is not necessarily a harmful practice. In many cases cloning has been used as a development practice and "harmful" situations such as the need for correcting bugs appeared in a clone have been almost always properly handled. As reported by Al-Ekram et al. [1] it also happens that, in some cases, the similarity between source code fragments happens "by accident" since different developers solve similar problems in the same way.
The relationship between clones and change couplings has been examined by Geiger et al. [10] . They proposed a framework to examine code clones and relate them to change couplings taken from release history analysis. The results showed that, although the relationship is not statistically significant, the analyzed systems exhibit reasonable amount of cases where the relationship holds.
Conclusions and Work-in-progress
Despite the common wisdom about the potential risks introduced by the presence of clones in software systems, source code cloning is widely used as a development practice: programmers create related pieces of functionality by cloning similar, related code fragments. This paper combined the analysis of Modification Transactions on source code repositories with clone detection to investigate how maintenance interventions, due to evolution purposes or to bug fixing, are propagated across clones. Results from a study conducted on ArgoUML and on DNSJava indicated that the majority of clone classes is always maintained consistently. When this does not happen, it is because clones evolve independently since, whilst having been created from the same origin, they implement different pieces of functionality subject to different maintenance activities. Also, in most cases, developers tend to delay the propagation of maintenance over clones when this does not introduce risks like when the maintenance is not corrective, for example.
Work-in-progress is devoted to extend the study to further software systems, and to combine the study on clone maintenance with origin analysis approaches to investigate on the maintenance of cloned code, though this is subject to re-factoring activities. Finally, more advanced heuristics -such as the analysis of textual similarity between change log and the analysis of code similarity before and after the maintenance -will be used to reduce the manual inspection necessary to perform this kind of study.
