This paper establishes a product rule for fractional derivatives of a realvalued function defined on a finite dimensional Euclidean vector space. The proof uses Fourier transforms.
Introduction
The purpose of this paper is to prove a product rule for vector fractional derivatives. The product rule for scalar fractional derivatives is known. The proof in Podlubny [15] uses a finite difference approach, and the proof in Osler [14] uses the Cauchy integral formula. We provide a simple proof using Fourier transforms, and then extend to vector fractional derivatives, using the same approach.
The one dimensional Fourier transform If f (x), Df (x) = f (x), . . . , D n f (x) are all integrable, then it is well known (e.g., see [13, Section 1.1]) that (ik) nf (k) is the Fourier transform of the nth derivative D n f (x). Then it is natural to define the fractional derivative D α f (x) as the function with Fourier transform (ik) αf (k) for some α > 0.
The fractional derivative can also be defined as the limit of a difference quotient. The first derivative is
h when the limit exists. Higher order derivatives are defined by
using the binomial formula. The fractional difference operator
extends the usual definition, since Γ(n + 1) = n! for positive integers n. Then the Grünwald-Letnikov fractional derivative can be defined as
whenever the limit exists. If f (x) is bounded, and if f (x) and its derivatives up to order n > 1 + α are integrable, then [13, Proposition 2.1] implies that the Grünwald fractional derivative (1.1) exists, and its Fourier transform also exists, and equals (ik) αf (k). Some alternative forms of the fractional derivative are also useful in applications. If 0 < α < 1, then an explicit computation [13, Proposition 3.10] shows that
Invert the Fourier transform (ik) αf (k), and use the fact that
This is called the generator form of the fractional derivative. If f, f are integrable, and vanish at infinity, then the generator form of the fractional derivative exists and has Fourier transform (ik) αf (k), see [13, Example 3.24 ]. For 1 < α < 2, a computation [13, Proposition 3.12] shows that
Then it follows that 
that models the flow and transport of pollutants in underground water.
Here C = C(x, t) represents the concentration of pollutants at time t > 0 at location x ∈ R, and ∂ α /∂x α = D α x , the fractional derivative D α applied to the x variable. See Benson et al. [2] for more details.
The one variable case
The product rule states that if f (x) and g(x) are two differentiable functions, then
For higher order derivatives, the product rule follows by repeated application of the first derivative formula:
A fractional product rule can be found in the book of Podlubny [15] :
When j > α, the term D α−j f (x) is called a fractional integral and is also denoted by I j−α f (x). The fractional integral is defined as
The proof in Podlubny [15] uses an expansion of the Grünwald formula (1.1). A different proof, using the Cauchy integral formula, is given in Osler [14] . Liouville [9] proved (2.1) using Fourier series, while Grünwald [4] and Letnikov [8] proved (2.1) directly from the definition of I j−α f (x). This paper provides an alternative proof, using Fourier transforms. Then in Section 3, the product rule (2.1) is extended to vector fractional derivatives, using the same approach.
First note that the Fourier transform of a product is (up to a constant) a convolution:
To see this, apply the Fourier inversion formula [ 
for all x ∈ R. Now we will apply this result to the function h(
Then under certain conditions (see Theorem 2.1), the fractional derivative D α [f (x)g(x)] can be defined as the function with Fourier transform
We will prove the fractional product rule in the sense of tempered distributions, which is the natural setting for Fourier transforms. Recall that the space of rapidly decreasing functions S(R d ) consists of the infinitely differentiable functions g :
where n = (n 1 , . . . , n d ) and m = (m 1 , . . . , m d ) are vectors of non-negative integers, and
is called the space of tempered distributions. The Fourier transform, and inverse Fourier transform, are linear continuous mappings of 
Ch.VI] for more details. If f is a tempered distribution, then the fractional integral I j−α f (x) always exists as the convolution with the tempered distribution
is integrable and has a continuous integrable first derivative that vanishes at infinity if 0 < α < 1, or continuous integrable first and second derivatives that vanish at infinity if 
converges for any complex |z| ≤ 1 and any α > 0 (e.g., see Hille [6, p. 147] ). Since this is a power series, the convergence is uniform on |z| ≤ 1. It follows that
for any complex numbers z, w. To see this, suppose (without any loss of generality) that |w| ≤ |z|. Then we may write 
for any ϕ ∈ S(R). Its Fourier transform satisfies
and hence
converges uniformly, and can be integrated term by term with respect to F (dy, dk) =f (k − y)ĝ(y)ϕ(k) dy dk, see [17, Theorem 7.16] . Then it follows that
The jth integral term is the action of D α−j f on the function Hence
and
which agrees with (2.1), provided that (2.4) holds. Now suppose that the series (2.4) converges pointwise. For any fixed y, defineφ(x) = ω (x − y), where the approximate identity
and the constant c is chosen so that ω (x)dx = 1. Then for any locally integrable function h(x), ω (x − y)h(y) dy converges to h(x) uniformly on compact sets as → 0. Since (2.7) holds for everyφ(x) = ω (x − y), it follows that the product rule (2.1) holds pointwise. 2 Remark 2.1. An alternative proof of Theorem 2.1 can be written using pointwise Fourier transforms, and the Fourier inversion formula. However, to apply this result, it is required that D α−j f (x) and D j g(x) are integrable for every j ≥ 0. There are few (if any) practical examples of functions f (x) whose (fractional) integrals exist and are integrable for all j ≥ 0. Consider for example the step function f (x) = 1 {0≤|x|≤1} (or a smooth approximation of this function). For this reason, we use generalized functions, and then we only require that D α−j f (x) is of polynomial growth for every non-negative integer j. The interpretation of fractional derivatives and Fourier transforms as generalized functions is common in applications, see for example [5, 7, 18] . Remark 2.2. A different proof of Theorem 2.1 can be written using Laplace transforms. This only requires that D α−j f and D j g are exponentially bounded, so that the Laplace transforms exist. The proof is quite similar to Theorem 2.1, after smoothing so that f, g and all their derivatives vanish at at x = 0 . However, for applications to functions on R 1 or R d , the Fourier approach is most useful. Example 2.2. The product rule for fractional derivatives has been applied to chemical mixing in a heterogeneous porous medium [3] . In a simple chemical reaction C 1 + C 2 → C 3 , the local concentrations c i (x, t) satisfy a coupled system of space-fractional reaction-diffusion equations: 
using the fact that D α = D α−1 D 1 . Using the semi-analytic solution to the constant coefficient FADE (1.4) for u in terms of a smooth α-stable probability density function [2] , an explicit solution for the local reaction rate can be obtained using the fractional product rule (2.1). To apply Theorem 2.1 with f = ∂c 1 /∂u and g = ∂u/∂x, approximate the stable density u(x) by a tempered stable [1, 16] , so that g ∈ S(R), and then let the tempering constant go to zero.
Vector fractional derivatives
Suppose that f (x) = f (x 1 , . . . , x d ) is a scalar-valued function of the vector argument x = (x 1 , . . . , x d ) in d dimensions. Its Fourier transform is defined byf
where k = (k 1 , . . . , k d ) is also a d-dimensional vector, and
k j x j is the scalar product (dot product, inner product). The gradient
is a vector-valued function whose Fourier transform is
where the integral is defined componentwise. The proof is a direct application of the corresponding one dimensional formula. The product rule for two such functions f, g is
. . .
The Laplacian
is a scalar-valued function whose Fourier transform is (ik) · (ik)f (k) = − k 2f (k). It is also customary to write Δf (x) = ∇ 2 f (x) by an abuse of notation. The product rule for the Laplacian is
For 0 < α < 1 or 1 < α < 2, this formula is valid when f and all of its partial derivatives up to order two exist, are integrable, and vanish at infinity, see Examples 6.28-6.29 in [13] . A very similar argument shows that
When j > α, the fractional integral
where we integrate with respect to the variable t ∈ R, and
The multi-variable FADE model for pollution migration is
is the velocity vector that gives the average velocity of the pollution plume, and a > 0 is a constant. Note that we can also write ∂C ∂t = −v · ∇C + a∇ α−1 M · ∇C, in which the dispersive term is the fractional divergence of the concentration gradient [12] . The fractional partial differential equation (3. 3) governs the long-time limit of a random walk with jumps X = RΘ, where we assume P(R > r) ∼ Cr −α and P(Θ ∈ B) = M (B) for any finite Borel subset B of the unit sphere. See [13] for more information.
The product rule for the fractional derivative D α M f (x) and the fractional gradient ∇ α M f (x) can now be stated and proven using Fourier transforms. The next theorem is the main result of this paper.
is integrable and has continuous integrable first order partial derivatives that vanish at infinity if 0 < α < 1, or continuous integrable partial derivatives up to order two that vanish at infinity if 1 < α < 2. Suppose that, for a fixed θ on the unit sphere, D α−j θ f (x) exists and is of polynomial growth for every integer j ≥ 0, g ∈ S(R d ), and the series
Continuing as in the proof of Theorem 2.1, using the Fourier inversion formula (3.7), we have 
