In manipulating data such as in supervised learning, we often extract new features from the original features for the purpose of reducing the dimensions of feature space and achieving better performance. In this paper, we show how standard algorithms for independent component analysis (ICA) can be appended with binary class labels to produce a number of features that do not carry information about the class labels -these features will be discarded -and a number of features that do. We also provide a local stability analysis of the proposed algorithm. The advantage is that general ICA algorithms become available to a task of feature extraction for classification problems by maximizing the joint mutual information between class labels and new features, although only for two-class problems. Using the new features, we can greatly reduce the dimension of feature space without degrading the performance of classifying systems.
I. Introduction
In supervised learning, one is given an array of attributes to predict the target value or output class. These attributes are called features, and there may exist irrelevant or redundant features to complicate the learning process, thus leading to incorrect prediction.
Even when the features presented contain enough information about the output class, they may not predict the output correctly because the dimension of feature space may be so large that it may require numerous instances to determine the relationship. This problem is commonly referred to as the curse of dimensionality [?] . Some experiments have also reported that the performance of classifier systems deteriorates as new irrelevant features are added [?] . Though some of the modern classifiers, such as support vector machine (SVM), are surprisingly tolerant to extra irrelevant information, these problems can be avoided by selecting only the relevant features or extracting new features containing the maximal information about the class label from the original ones. The former methodology is called feature selection or subset selection, while the latter is named feature extraction which includes all the methods that compute any functions, logical or numerical. This paper considers the feature extraction problem since it often results in improved performance by extracting new features which are arbitrary linear combinations of original features, especially when small dimensions are required.
Though the principal component analysis (PCA) is the most popular [?] , by its nature, it is not well-fitted for supervised learning since it does not make use of any output class information in deciding the principal components. The main drawback of this method is that the extracted features are not invariant under transformation. Merely scaling the attributes changes resulting features.
Unlike PCA, Fisher's linear discriminant analysis (LDA) [?] focuses on classification problems to find optimal linear discriminating functions. Though it is a very simple and powerful method for feature extraction, the application of this method is limited to the case in which classes have significant differences between means, since it is based on the information about the differences between means.
Another common method of feature extraction is to use a feedforward neural network such as multilayer perceptron (MLP). This method uses the fact that in the feedforward structure the output class is determined through the hidden nodes which produce transformed forms of original input features. This notion can be understood as squeezing the data through a bottleneck of a few hidden units. Thus, the hidden node activations are in- Recently, in neural networks and signal processing circles, independent component analysis (ICA), which was devised for blind source separation problems, has received a great deal of attention because of its potential applications in various areas. Bell and Sejnowski [?] have developed an unsupervised learning algorithm performing ICA based on entropy maximization in a single-layer feedforward neural network. ICA can be very useful as a dimension-preserving transform because it produces statistically independent components, and some have directly used ICA for feature extraction and selection [?] - [?] . Recent research [?] , [?] is focused on extraction of features relevant to task based on mutual information maximization methods. In this research, Renyi's entropy measure was used instead of that of Shannon.
In this paper, we show how standard algorithms for ICA can be appended with binary class labels to produce a number of features that do not carry information about the class label -these features will be discarded -and a number of features that do. The advantage is that general ICA algorithms become available to a task of feature extraction by maximizing the joint mutual information between class labels and new features, although limited only for two-class problems. It is an extended version of [?] and this method is well-suited for classification problems. The proposed algorithm greatly reduces the dimension of feature space while improving classification performance. This paper is organized as follows. In Section II, we briefly review some aspects of ICA.
In Section III, we propose a new feature extraction algorithm and present a local stability analysis of the algorithm. In Section IV, we give some simulation results showing the advantages of the proposed algorithm. Conclusions follow in Section V. 
II. Review of ICA
T , such that the components s i (t)'s are mutually independent, and an observed data vector
T is composed of linear combinations of sources s i (t) at each time point t, such that x x x(t) = As s s(t)
where A is a full rank N × L matrix with L ≤ N . The goal of ICA is to find a linear mapping W such that each component of an estimate u u u of the source vector
is as independent as possible. The original sources s s s(t) are exactly recovered when W is the pseudo-inverse of A up to some scale changes and permutations. For a derivation of an ICA algorithm, one usually assumes that L = N , because we have no idea about the August 12, 2002 number of sources. In addition, sources are assumed to be independent of time t and are drawn from independent identical distribution p i (s i ).
Bell and Sejnowski [?] have used a feed-forward neural processor to develop the Infomax algorithm, one of the popular algorithms for ICA. The overall structure of the Infomax is shown in Fig. 1 . This neural processor takes x x x as an input vector. The weight W is multiplied to the input x x x to give u u u and each component u i goes through a bounded invertible monotonic nonlinear function g i (·) to match the cumulative distribution of the sources. Let y i = g i (u i ) as shown in the figure.
From the view of information theory, maximizing the statistical independence among variables u i 's is equivalent to minimizing mutual information among u i 's. This can be achieved by minimizing mutual information between y i 's, since the nonlinear transfer function g i (·) does not introduce any dependencies.
In [?] , it has been shown that by maximizing the joint entropy H(y y y) of the output
T of a processor, we can approximately minimize the mutual information among the output components y i 's I(y y y) = p(y y y) log p(y y y)
Here, p(y y y) is the joint probability density function (pdf) of a vector y y y, and p i (y i ) is the marginal pdf of the variable y i .
The joint entropy of the outputs of this processor is H(y y y) = − p(y y y) log p(y y y)dy y y
where J(x x x) is the Jacobian matrix whose (i, j)th element is partial derivative ∂y j /∂x i .
Note that J(x x x) = W . Differentiating H(y y y) with respect to W leads to the learning rule for ICA:
By multiplying W T W on the right, we get the natural gradient [?] speeding up the convergence rate
where
The parametric density estimation p i (u i ) plays an important role in the success of the learning rule in (6). If we assume p i (u i ) be Gaussian,
linear function of u i with a positive coefficient and the learning rule (6) becomes unstable.
Also note that the sum of Gaussians is a Gaussian, and thus with given observations x x x which are mixtures of sources s s s, the sources cannot be separated by any density related criterion if we assume s s s to be Gaussian. This is why we assume non-Gaussian sources.
There is a close relation between the assumption on the source distribution and the choice of the nonlinear function g i (·). By simple computation with (3) and (4), the joint entropy H(y y y) becomes
The maximal value for H(y y y) is achieved when the mutual information among the outputs is zero and their marginal distributions are uniform. For a uniform distribution of y i the distribution of u i must be
because the relation between the pdf of y i and that of u i is
By the relationship (9), the estimate u i of the source has a distribution that is approximately the form of the derivative of the nonlinearity. 
: super-Gaussian
Here d i is the ith element of the N -dimensional diagonal matrix D, and it switches between sub-and super-Gaussian using the stability analysis. The main idea of the proposed feature extraction algorithm is simple. In applying standard ICA algorithms to feature extraction for classification problems, it makes use of the binary class labels to produce two sets of new features; one that does not carry information about the class label (these features will be discarded) and the other that does (these will be useful for classification). The advantage is that general ICA algorithms become available to a task of feature extraction by maximizing the joint mutual information between class labels and new features, although only for two-class problems.
Before we present our algorithm ICA-FX (feature extraction algorithm based on ICA), we formalize the purpose of feature extraction.
A. Purpose
The success of a feature extraction algorithm depends critically on how much information about the output class is contained in the newly generated features.
Suppose that there are N normalized input features
T and a binary output class c ∈ {−1, 1}. Our purpose of the feature extraction is to extract M (≤ N ) new
T from x x x containing maximal information of the class.
A useful lemma in relation to this is Fano's inequality [?] in information theory.
Lemma 1: (Fano's inequality) Let f a f a f a and c be random variables which represent input features and output class, respectively. If we are to estimate the output class c using the input features f a f a f a , the lower bound of error probability P E satisfies the following inequality:
where H(·), H( · | · ), and I( · ; · ) are entropy, conditional entropy, and mutual information, respectively, and N c is the number of classes.
Because the entropy of class H(c) and the number of classes N c is fixed, the lower bound of P E is minimized when I(f a f a f a ; c) becomes maximum. Thus it is necessary for good feature extraction methods to extract features maximizing mutual information with the output class. But there is no transformation T (·) that can increase the mutual information between input features and output class as shown by the following data processing inequality
Lemma 2: (Data processing inequality) Let x x x and c be random variables that represent input features and output class, respectively. For any deterministic function T (·) of x x x, the mutual information between T (x x x) and output class c is upper-bounded by the mutual information between x x x and c:
where the equality holds if the transformation is invertible.
Thus, the purpose of a feature extraction is to extract M (≤ N ) features f f f a from x x x, such that I(f f f a ; c), the mutual information between newly extracted features f f f a and output class c, becomes as close as to I(x x x; c), the mutual information between original features x x x and output class c.
B. Algorithm : ICA-FX
In this subsection, we propose a feature extraction method by modifying a standard ICA algorithm for the purpose presented in the previous subsection. The main idea of the proposed method is to incorporate the binary class labels into the structure of standard ICA to extract a set of new features that provide information about class labels, as LDA does but using a method other than orthogonal projection.
Consider the structure shown in Fig. 2 . Here, the original feature vector
, and
And let us denote the upper left N × N matrix of W W W as W . Now our aim is to separate the input feature space x x x into two linear subspaces: one
T that contains maximal information about the class label c, and the other spanned by
T that is independent of c as much as possible.
The condition for this separation can be derived as follows. If we assume that the weight matrix W W W is nonsingular, we can see that
T span the same linear space and it can be represented with direct sum of f f f a and f f f b . Then by Lemma 2, we can see that
The first equality holds because W is nonsingular and in the inequality on the last line,
If this is possible, we can reduce the dimension of input feature space from N to M (< N ) by using only f f f a instead of x x x, without losing any information about the target class.
To solve this problem, we interpret the feature extraction problem in the structure of the blind source separation (BSS) problem in the following. Then the unmixing equation becomes
Suppose we have made u u u somehow equal to e e e, the scaled and permuted version of source
e e e ΛΠs s s
where Λ is a diagonal matrix corresponding to an appropriate scale and Π is a permutation matrix. Then, u i 's (i = 1, · · · , N ) are independent of class c, and among the elements of
by a linear transformation of x x x containing the maximal information about the class if the relation u u u = e e e holds.
Now that the feature extraction problem is set in a similar form as the standard BSS or ICA problem, we can derive a learning rule for W W W , using the the similar approach for the derivation of a learning rule for ICA. Because the Infomax approach, MLE approach, and negentropy maximization approach were shown to lead to the identical learning rule for ICA problems, as mentioned in the previous section, any approach can be used for the derivation. In this paper, we use MLE to obtain a learning rule.
If we assume that
T is a linear combination of the source s s s; i.e., it is made to be equal to e e e, a scaled and permutated version of the source s s s as in (18), and that each element of u u u is independent of other elements of u u u and it is also independent of class c, the log likelihood of the given data becomes
Now, we are to maximize L, and this can be achieved by the steepest ascent method.
Because the last term in (19) is a constant, differentiating (19) with respect to W W W leads to
where adj(·) is adjoint and
Note that c has binary numerical values corresponding to the two categories.
We can see that
Thus the learning rule becomes
Since the two terms in (22) have different tasks regarding the update of separate matrices W and W N +1 , we can divide the learning process, and applying natural gradient on updating W , we get
Here
N is a N × N identity matrix, and µ 1 and µ 2 are learning rates that can be set differently. By this updating rule, the assumption that u i 's are independent of one another and of c will most be likely fulfilled by the resulting u i 's.
Note that the learning rule for W is the same as the original ICA learning rule [?] , and also note that f f f a corresponds to the first M elements of Wx x x. Therefore, we can extract the optimal features f f f a by the proposed algorithm when it finds the optimal solution for W by (23).
C. Stability of ICA-FX
In this part, we will present the conditions of local stability of the ICA-FX algorithm.
The local stability analysis in this paper undergoes almost the same procedure as that of general ICA algorithms in [?].
C.1 Stationary points
To begin with, let us first investigate the stationary point of the learning rule given in (23). Let us define
Now assuming that the output u u u is made to be equal to e e e, then (16), (17), and (18) 
and we get
Because c and e e e are assumed to be independent of each other, W and v v v must satisfy
if u u u were made to be equal to e e e. This solution is a stationary point of learning rule (23) by the following theorem.
Theorem 1: The W and v v v satisfying (27) is a stationary point of the learning rule (23), and the scaling matrix Λ is uniquely determined up to a sign change in each component.
Proof: See Appendix I.
In most cases, we use odd increasing activation functions ϕ i for ICA, and if we do the same for the ICA-FX, we can get the unique scale up to a sign and W and v v v in (27) is a stationary point.
C.2 Local asymptotic stability
Now let us investigate the condition for the stability of the stationary point given in (27) . In doing so we introduce a new version of weight matrix Z and a set of scalars k i 's such that If we multiply W * −1 to both sides of the learning rule for W in (23), we get
Here, we denote
In the learning rule for v v v a , to avoid difficulties in the derivation of the stability condition, we modify the notation of the weight update rule for v v v a in (23) near the stable point v v v * a a little as follows:
Here we assume that the learning rate µ (t) i (> 0) changes over time t and varies with different index i such that it satisfies µ
i is near a stationary point v * i . Note that the modification applies only after v v v a has reached sufficiently near a stable point v v v * a . Using the fact that v
where August 12, 2002 Using the weight update rules (29) and (32) for the new variables Z and K, the local stability condition is obtained in the following theorem.
Theorem 2: The local asymptotic stability of the stationary point of the proposed algorithm is governed by the nonlinear moment
and it is stable if
for all 1 ≤ i, j ≤ N . Thus the sufficient condition is Consider a normalized zero-mean binary output class c, with its density
where δ(·) is a dirac delta function, and p 1 , p 2 are the probabilities that class c takes values c 1 and c 2 , respectively. ] , where by the assumption that u i 's and c are independent; i.e., grows, the density of f i has two peaks, which are separated from each other, and the shape is quite like a sub-Gaussian model with a large mean. For the sub-Gaussian model of u i ,
we can see that it also takes two peaks as the weight w i,N +1 grows, though the peaks are smoother than those of super-Gaussian. In both cases, as w i,N +1 grows, the influence of output class c becomes dominant in the density of f i , and the classification problem becomes easier: for a given f i check if it is larger than zero and then associate it with the corresponding class c.
This phenomenon can be interpreted as a discrete source estimation problem in a noisy channel, as shown in Fig. 4 . If we regard class c as an input and u i as noise, our goal is to estimate c through channel output f i . Because we assumed that c and u i 's are independent, the higher the signal-to-noise ratio (SNR) becomes, the more class information is conveyed in the channel output f i . The SNR can be estimated using powers of source and noise, which in this case leads to the following estimation:
Therefore, if we can make large w i,N +1 , the noise power in Fig. 4 is suppressed and we can easily estimate the source c.
In many real-world problems, as the number of input features increases, the contribution of class c to u i becomes small; i.e., w i,N +1 becomes relatively small such that the density of f i is no longer bimodal. Even if this is the case, the density has a flatter top that looks like a sub-Gaussian density model, which is easier to estimate classes than those with normal densities.
IV. Experimental Results
In this section we will present some experimental results which show the characteristics of the proposed algorithm. In order to show the effectiveness of the proposed algorithm, 
A. Simple problem
Suppose we have two input features x 1 and x 2 uniformly distributed on [-1,1] for a binary classification, and the output class y is determined as follows:
Here, y = 0 corresponds to c = −1 and y = 1 corresponds to c = 1.
Plotting this problem on a three-dimensional space of (x 1 , x 2 , y) leads to Fig. 5 where the class information, as well as the input features, correspond to each axis, respectively.
The data points are located in the shaded areas in this problem. As can be seen in the figure, this problem is linearly separable, and we can easily distinguish x 1 + x 2 as an important feature. But feature extraction algorithms based on conventional unsupervised learning, such as the conventional PCA and ICA, cannot extract x 1 + x 2 as a new feature because they only consider the input distribution; i.e., they only examine (x 1 , x 2 ) space. For this problem, we performed ICA-FX with M = 1 and could get u 1 = 43.59x 1 + 46.12x 2 +36.78y from which a new feature f 1 = 43.59x 1 +46.12x 2 is obtained. To illustrate the characteristic of ICA-FX on this problem, we plotted u 1 as a thick arrow in Fig. 5 and f 1 is the projection of u 1 onto the (x 1 , x 2 ) feature space.
B. IBM datasets
These datasets were generated by Agrawal et al.
[?] to test their data mining algorithm CDP . Each of the datasets has nine attributes: salary, commission, age, education level, make of the car, zipcode of the town, value of the house, years house owned, and total amount of the loan. We have downloaded the data generation code from [?] and tested the proposed algorithm for several datasets generated by the code. The datasets used in our experiments are shown in Table I .
As can be seen from Table I , these datasets are linearly separable and use only a few features for classification. We generated 1000 instances for each dataset with noise of zero mean and either 0% or 10% of SNR added to the attributes, among which 66% were used as training data while the others were reserved for test. In the training, we used C4.5 [?], one of the most popular decision-tree algorithms which gives deterministic classification rules, and a three-layered MLP. To show the effectiveness of our feature extraction algorithm,
we have compared the performance of ICA-FX with PCA, LDA, and the original data with various number of features. For the original data, we applied the feature selection algorithm MIFS-U, which selects good features among candidate features, before training.
In training C4.5, all the parameters were set as the default values in [?] , and for MLP, three hidden nodes were used with a standard back-propagation (BP) algorithm with zero momentum and a learning rate of 0.2. After 300 iterations, we stopped training the network.
The experimental results are shown in Table II. In the table, we Table II . The parentheses after the classification performance of C4.5 contain the size of the decision tree.
As can be seen from Table II, C4.5 and BP produce similar classification performances on these data sets. For all three of the problems, ICA-FX outperformed other methods.
We also can see that PCA performed worst in all cases, even worse than the original features selected with MIFS-U. This is because PCA can be thought as a result of unsupervised learning, and the ordering of its principle components has nothing to do with the classification. Note that the performances with 'all' features are different for different feature extraction/selection methods, although they operate on the same space of all the features. They operate on the same amount of information about the class. But the classifier systems do not make full use of the information.
In the cases of 0% noise power, with only one feature we achieved very good performance for all the cases. In fact, in IBM1 and IBM2, the first feature selected among the original ones was salary, while the newly extracted feature with M = 1 corresponds to (salary + commission) and (salary + commission − 6500 × ed level), respectively. Comparing these with Table I , we can see these are very good features for classification. The small numbers of tree size for extracted features compared to that for the other methods show our feature extraction algorithm can be utilized to generate oblique decision trees resulting in rules easy to understand. For the case of 10% SNR, ICA-FX also performed better than others in most cases. From these results, we can see that ICA-FX performs excellently, especially
for linearly separable problems.
C. UCI datasets
The UCI machine learning repository contains many real-world data sets that have been used by numerous researchers [?] . In this subsection, we present experimental results of the proposed extraction algorithm for some of these data sets. Table III shows the brief information of the data sets used in this paper. We conducted conventional PCA, ICA, and LDA algorithms on these datasets and extracted various numbers of features and compared the classification performances with that of the ICA-FX. Because there is no measure on relative importance among independent components from ICA, we used MIFS-U in selecting the important features for the classification. For comparison, we have also conducted MIFS-U on the original datasets and report the performance.
As classifier systems, we used MLP, C4.5, and SVM. For all the classifiers, input values of the data were normalized to have zero means and standard deviations of one. In training MLP, the standard BP algorithm was used with three hidden nodes, two output nodes, a learning rate of 0.05, and a momentum of 0.95. We trained the networks for 1,000 iterations. The parameters of C4.5 were set to default values in [?] . For SVM, we used 'mySVM' program by Stefan Ruping of University of Dortmund [?] . For the kernel function we used radial (Gaussian) kernel and the other parameters were set as default.
Because the performance of the radial kernel SVM critically depends on the value of γ, we have conducted SVM with various values of γ = 0.01 ∼ 1 and report the maximum classification rate. Thirteen-fold cross-validation was used for the sonar dataset and tenfold cross-validation was used for the others. For MLP, ten experiments were conducted for each dataset and the averages and the standard deviations are reported in this paper.
C.1 Sonar Target data
The sonar target classification problem is described in [?] . This data set was constructed to discriminate between the sonar returns bounced off a metal cylinder and those bounced off a rock. It consists of 208 instances, with 60 features and two output classes: mine/rock.
In our experiment, we used 13-fold cross validation in getting the performances as follows.
The 208 instances were divided randomly into 13 disjoint sets with 16 cases in each. For each experiment, 12 of these sets are used as training data, while the 13th is reserved for testing. The experiment is repeated 13 times so that every case appears once as part of a test set.
The training was conducted with MLP, C4.5, and SVM for various numbers of features. Table IV We can see that the overlapping region of the two classes is much smaller in ICA-FX than the other two. This is why the performance of ICA-FX is far better than the others with only one feature. We also present the density estimate p(f ) of the feature from ICA-FX in Fig. 6(d) . Note that in Fig. 6(d The result shows that with only one extracted feature, we can get nearly the maximum classification performance that can be achieved with at least two or three original features.
The performance of LDA is almost the same as ICA-FX for this problem.
C.3 Pima Indian Diabetes data
This data set consists of 768 instances in which 500 are class 0 and the other 268 are class 1. It has 8 numeric features with no missing value.
For this data, we applied PCA, ICA, LDA, and ICA-FX, and compared their performances. Original features selected by MIFS-U were also compared. In training, we used C4.5, MLP, and SVM. The meta-parameters for the classifiers were set to be equal to the previous cases. For verification, 10-fold cross validation was used.
In Table VI , classification performances are presented. As shown in the table, the performance of ICA-FX is better than those of other methods regardless of what classifier system was used when the number of features is small. We can also see that the performances of different methods get closer as the number of extracted features becomes large.
Note also that for ICA-FX, the classification rate of one feature is as good as those of the other cases where more features are used.
V. Conclusions
In this paper, we have proposed an algorithm ICA-FX for feature extraction and have presented the stability condition for the proposed algorithm. The proposed algorithm is based on the standard ICA and can generate very useful features for classification problems.
Although ICA can be directly used for feature extraction, it does not generate useful information because of its unsupervised learning nature. In the proposed algorithm, we The stability condition for the proposed algorithm suggests that the activation function ϕ i (·) should be chosen to well represent the true density of the source. If we are to use a squashing function such as sigmoid or logistic as an activation function, the true source density should not be Gaussian. If it is so, the algorithm diverges as in standard ICA.
Since it uses the standard feed-forward structure and learning algorithm of ICA, it is easy to implement and train. Experimental results for several data sets show that the proposed algorithm generates good features that outperform the original features and other features extracted from other methods for classification problems. Because the original ICA is ideally suited for processing large datasets such as biomedical ones, the proposed algorithm is also expected to perform well for large-scale classification problems.
The proposed algorithm has been developed for two-class problems, and more work is needed to extend the proposed method for multiclass problems. One possible approach may start from appropriately choosing a coding scheme for multiclass labels.
I. Proof of Theorem 1
If (27) 
E{ϕ ϕ ϕ(u u u a )c} = 0 (40) must be satisfied. The second equality is readily satisfied because of the independence of u u u a and c and the zero mean assumption on c. The first equality holds if
In the equation the last term E{ϕ ϕ ϕ(u u u)c} = 0 because u u u and c are independent and c is a zero mean random variable. Thus, the condition (41) holds if
where δ ij is a Kronecker delta. When i = j, this condition is satisfied because of the independence assumption on u i (= e i )'s, and the remaining condition is
Here we used the fact that u i = e i = λ i s Π(i) , where λ i is the ith diagonal element of scaling matrix Λ and s Π(i) is the ith signal permuted through Π.
Assuming that s i has an even pdf, then u i has an even pdf and ϕ i (=ṗ i (u i )/p i (u i )) is an odd function. Therefore, λ i that satisfies (43) always comes in pairs: if λ is a solution, so is −λ. Furthermore if we assume that ϕ i is an increasing differentiable function, (43) has a unique solution λ * i up to a sign change.
II. Proof of Theorem 2
For the proof, we use a standard tool for analyzing the local asymptotic stability of a stochastic algorithm. It makes use of the derivative of the mean field at a stationary point.
In our problem, Z ∈ N ×N and k k k ∈ M constitute an N ×N +M dimensional space, and we can denote this space as a direct sum of Z and k k k; i.e., Z ⊕k k k. Then the derivative considered here is that of a mapping H :
The derivative is of (N × N + M ) 2 dimension, and if it is positive definite, the stationary point is a local asymptotic stable point. As written in [?] , because the derivative of the mapping H is very sparse, we can use the first-order expansion of H at the point (Z * , k k k * ) rather than trying to use the exact derivatives.
For convenience, let us split H into two functions H 1 and H 2 such that
Note that H = H 1 ⊕ H 2 . To get the first order linear approximation of the function at a stationary point (Z * , k k k * ), we evaluate H 1 and H 2 near a small variation of the stationary
, where E ∈ N ×N and ε ε ε ∈ M .
and
Using the independence and zero mean assumptions on e i 's and c, these can be further expanded as
Now, we develop the local stability conditions case by case. 
T and can be represented as a linear equation Substituting (47) and using E{ϕ i (e i )e i } = 1 ∀i = 1, · · · , N , we get
If we assume thatφ j (·) is nonnegative, as we did in the proof of the uniqueness of the scalar λ j , the last term is nonnegative. Thus, a sufficient condition for this equation to be positive is to make the first term positive, and this condition is satisfied if and only if equation (35) 
