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Abstract
We present an off-shell formulation of a matter-Yang-Mills system coupled to su-
pergravity in five-dimensional space-time. We give an invariant action for a general
system of vector multiplets and hypermultiplets coupled to supergravity as well as
the supersymmetry transformation rules. All the auxiliary fields are retained, so that
the supersymmetry transformation rules remain unchanged even when the action is
changed.
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§1. Introduction
It is a revolutionary and interesting idea that our four-dimensional world may be a ‘3-
brane’ embedded in a higher-dimensional spacetime. In order to investigate various problems
seriously in such brane world scenarios, however, we need to understand supergravity theory
in five dimensions. 1), 2)
We are interested in five-dimensional space-time since it provides us with the simplest
case in which we have a single extra dimension. Also, in a more realistic situation, it is
believed that M-theory, whose low energy effective theory is described by eleven-dimensional
supergravity, is compactified on Calabi-Yau 3-folds and that it can then be described by
effective five-dimensional supergravity theories. 3), 4)
In the framework of the ‘on-shell formulation’ (that is, the formulation in which there are
no auxiliary fields and hence the supersymmetry algebra closes only on-shell), Gu¨nayden,
Sierra and Townsend 5) (GST) proposed such a five-dimensional supergravity theory which
contains general Yang-Mills/Maxwell vector multiplets. Their work was extended recently
by Ceresole and Dall’Agata 6) to a rather general system containing also tensor (linear)
multiplets and hypermultiplets.
However, in various problems we need an off-shell formulation containing the auxiliary
fields with which the supersymmetry transformation laws are made system-independent and
the algebra closes without using equations of motion. For instance, Mirabelli and Peskin 7)
were able to give a simple algorithm based on an off-shell formulation for finding how to
couple bulk fields to boundary fields in a work in which they considered a five-dimensional
super Yang-Mills theory compactified on S1/Z2. They clarified how supersymmetry breaking
occurring on one boundary is communicated to another. Moreover, if we wish to study
problems by adding D-branes to such a system, then, without an off-shell formulation, we
must find a new supersymmetry transformation rule of the bulk fields each time that we
add new branes, since the supersymmetry transformation law in the on-shell formulation
depends on the Lagrangian of the system.
A 5D supergravity tensor calculus for constructing an off-shell formulation has been given
by Zucker. 8) In a previous paper, 9) which we refer to as I henceforth, we derived a more
complete tensor calculus using dimensional reduction from 6D superconformal tensor calcu-
lus. 10) Tensor calculus gives a set of rules in off-shell supergravity: i) transformation laws of
the various types of supermultiplets; ii) composition laws of multiplets from multiplets; and
iii) invariant action formulas. In this paper, we construct an action for a general system of
vector multiplets and hypermultiplets coupled to supergravity based on the tensor calculus
presented in I. This is, in principle, a straightforward task (containing no trial-and-error
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steps). Nevertheless it requires considerable computations to simplify the form of the action
and transformation laws; in particular, we must perform a change of variables in order to
make the Rarita-Schwinger term canonical by solving the mixing between the gravitino and
matter fermion fields.
In §2, we present an invariant action for the system of vector multiplets. Although a
certain index must be restricted to be of an Abelian group in order for the tensor calculus
formulas to be applicable, we find that the action can in fact be generalized to non-Abelian
cases by a slight modification. The action for the system of hypermultiplets is next given
in §3, where the mass term is also included. In §4, we combine these two systems and
make a first step to simplifying the form of the total action. In §5, we fix the dilatation
gauge and perform a change of variables to obtain the final form of the action, in which
both the Einstein and Rarita-Schwinger terms take canonical forms. This gauge fixing and
change of variables modify the supersymmetry transformation into a combination of the
original supersymmetry and other transformations, which are carried out in §6. In §7, we
give comments on i) the relation to the independent variables used in GST, ii) compensator
components in the hypermultiplets, iii) the gauging of SU(2)R and U(1)R, and iv) the scalar
potential term in the action. We conclude in §8. Appendix A gives a technical proof for the
existence of a representation matrix. In Appendix B, we explicitly show how the manifold
U(2, n)/U(2)×U(n) is obtained as a target space of the hypermultiplet scalar fields for the
case of two (quaternion) compensators. 14)
In this paper, we do not give the tensor calculus formulas presented in our previous paper
I, but we freely refer to the equations given there. For instance, (I 2·3) denotes Eq. (2·3) in
I. For clarity, however, we list in Table I the field contents of the Weyl multiplets, vector
multiplets and hypermultiplets, which we deal with in this paper. (The dilatation gauge
field bµ and spin connection ω
ab
µ are also listed, although they are dependent fields.) The
notation is the same as in I, with one exception: Here we use χi to denote the auxiliary
fermion component of the Weyl multiplet denoted by χ˜i in I.
§2. Vector multiplet action
Let V I ≡ (M I , W Iµ , ΩI i, Y I ij) (I = 1, 2, · · · , n) be vector multiplets of a gauge group
G, which we assume to be given generally by a direct product of simple groups Gi and U(1)
groups:
G =
∏
i
Gi ×
∏
x
U(1)x. (Gi : simple) (2.1)
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Table I. Field contents of the multiplets.
field type restrictions SU(2) Weyl-weight
Weyl multiplet
eµ
a boson fu¨nfbein 1 −1
ψiµ fermion SU(2)-Majorana 2 −12
V ijµ boson SU(2) gauge field V
ij
µ = V
ji
µ = V
∗
µij 3 0
Aµ boson gravi-photon Aµ = e
z
5e
5
µ 1 0
α boson ‘dilaton’ α = ez5 1 1
tij boson tij = tji = t∗ij (= −V ij5 ) 3 1
vab boson real tensor vab = −vba 1 1
χi fermion SU(2)-Majorana 2 3
2
C boson real scalar 1 2
bµ boson D gauge field bµ = α
−1∂µα 1 0
ωµ
ab boson spin connection 1 0
Vector multiplet
Wµ boson real gauge field 1 0
M boson real scalar, M = −W5 1 1
Ωi fermion SU(2)-Majorana 2 32
Yij boson Y
ij = Y ji = Y ∗ij 3 2
Hypermultiplet
Aαi boson Aiα = εijAβj ρβα = −(Aαi )∗ 2 32
ζα fermion ζ¯α ≡ (ζα)†γ0 = ζαTC 1 2
Fαi boson F iα = −(Fαi )∗ 2 52
The structure constant fIJ
K of G, [tI , tJ ] = −fIJKtK , is nonvanishing only when I, J and
K all belong to a common simple factor group Gi, and then it is the same as the structure
constant of the simple group Gi. The gauge coupling constants can, of course, be different
for each factor group Gi and U(1)x, but for simplicity, we write the G transformation of
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M I , for instance, in the form δG(θ)M
I = g[θ,M ]I = −gfJKIθJMK . The quantity g here,
therefore, should be understood as representing the coupling constant gi of Gi when I ∈ Gi.
(M here in [θ,M ] denotes a matrix such that M =M ItI .)
In addition to these V I (I = 1, 2, · · · , n), we have a special vector multiplet called the
‘central charge vector multiplet’, which consists of the dilaton α = ez5 and the gravi-photon
Aµ = e
z
5e
5
µ among the Weyl multiplet:
V I=0 = (M I=0, W I=0µ , Ω
I=0 i, Y I=0 ij) ≡ (α, Aµ, 0, 0). (2.2)
We henceforth extend the group index I to run from 0 to n and use I = 0 to denote this
central charge vector multiplet as written here. Corresponding to this extension, the gauge
group G should also be understood to include the central charge Z as one of the Abelian
U(1)x factor groups. Note that the fermion and auxiliary field components of this multiplet
are zero: ΩI=0 = Y I=0 = 0. Thus the number of scalar and vector components is each n+1,
while the number of Ω and Y components is each n, at this stage. (Below the number of
scalar components is reduced by 1 through D-gauge fixing.)
In I, we show that we can construct a linear multiplet L = (Lij , ϕi, Ea, N), denoted by
f(V ), from vector multiplets V I using any homogeneous quadratic polynomial in M I ,
f(M) = 12fIJM
IMJ , (2.3)
where I, J run from 0. The vector component Ea of a linear multiplet is subject to a
‘divergenceless’ constraint, and it can be replaced by an unconstrained anti-symmetric tensor
(density) field Eµν when L is completely neutral under G. The explicit expression for the
components of this multiplet, L = f(V ), Lij , ϕi, Ea, N and E
µν , in terms of those of V I
is given in Eqs. (I 5·3) and (I 5·5). We also have the V-L action formula in Eq. (I 5·7),
which gives an invariant action for any pair consisting of an Abelian vector multiplet V =
(M,Wµ, Ω
i, Y ij) and a linear multiplet L = (Lij , ϕi, Ea (orE
µν), N):
e−1LVL = Y ijLij + 2iΩ¯ϕ+ 2iψ¯iaγaΩjLij + 12M(N − 2iψ¯bγbϕ− 2iψ¯iaγabψ
j
bLij)
− 1
2
Wa(E
a − 2iψ¯bγbaϕ + 2iψ¯ibγabcψjcLij) . (2.4)
This formula is valid only when the liner multiplet L carries no gauge group charges or is
charged only under the abelian group of this vector multiplet V . When the linear multiplet
carries no charges, the constrained component Ea can be replaced by the unconstrained
anti-symmetric tensor Eµν , and the action formula (2.4) can be rewritten in a simpler form:
e−1LVL = Y ijLij + 2iΩ¯ϕ+ 2iψ¯iaγaΩjLij + 12M(N − 2iψ¯bγbϕ− 2iψ¯iaγabψ
j
bLij)
+ 14e
−1Fµν(W )E
µν . (2.5)
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Now we use this invariant action formula (2.5) to construct a general action for our set of
vector multiplets {V I}. Since this formula applies only to an Abelian vector multiplet V , we
first choose all the Abelian vector multiplets {V A} from {V I}, and, for each abelian index A
we prepare a G-invariant quadratic polynomial fA(M) to construct a neutral linear multiplet
LA = fA(V ) using Eqs. (I 5·3) and (I 5·5). We apply the V-L action formula (2.5) to these
pairs of V A and LA = fA(V ) and sum over all the Abelian indices A. Then we rewrite
super-covariantized quantities like Gˆab(W ), DˆaM I , DˆaΩI , etc., as non-supercovariantized
quantities:
GˆIab(W ) = G
I
ab(W ) + 4iψ¯[aγb]Ω
I ,
DˆaΩIi = DaΩIi + (14γ ·GI(W ) +
1
2
/DM I − Y I)ψia + iγbcψia(ψ¯bγcΩI)− iγbψia(ψ¯bΩI),
DˆaM I = DaM I − 2iψ¯aΩI . (2.6)
Here, Dµ is the usual covariant derivative, which is covariant only with respect to the ho-
mogeneous transformations Mab, Uij , D and G. Then, interestingly, many cancellations
occur, and the resultant expression is no more complicated than that written with superco-
variantized quantities. Using the notation
fA ≡ fA(M) = 12fA,JKMJMK , fA,J ≡
∂fA
∂MJ
, fA,JK ≡ ∂
2fA
∂MJ∂MK
, (2.7)
the result is given by
Y AijLAij + 2iΩ¯
AϕA + 2iψ¯
i
aγ
aΩAjLAij
= fA
(
2Y A ·t− 4iψ¯ ·γtΩA − 8iΩ¯Aχ
)
+ fA,J
 −Y A ·Y J + 2iΩ¯A( /D −
1
2
γ ·v + t)ΩJ + iΩ¯Aγa(1
2
γ ·G+ /DM)Jψa
− 2(Ω¯Aγaγbcψa)(ψ¯bγcΩJ) + 2(Ω¯Aγaγbψa)(ψ¯bΩJ)

+ fA,JK

−2iΩ¯A(14γ ·G−
1
2 /DM + Y )JΩK − iΩ¯JY AΩK
+ 2(Ω¯AγabΩJ)(ψ¯aγbΩ
K) + 2(Ω¯AγaΩJ)(ψ¯aΩ
K)
+ 2(ψ¯i ·γΩAj)(Ω¯J(iΩKj) )
 , (2.8)
1
2M
A(NA − 2iψ¯bγbϕA − 2iψ¯iaγabψjbLAij) + 14e−1FAµν(W )E
µν
A
= 12fA,JDaMA(DaMJ − 2iψ¯bγaγbΩJ )
+ 12fAM
A
 −4C − 16t·t−
1
2α
Fab(A)(4v
ab + iψ¯cγ
abcdψd)
+ 8iψ¯ ·γχ+ 4iψ¯aγabtψb

6
+ 1
2
fA,JM
A
 4t·Y J − 16iΩ¯Jχ− 8iψ¯ ·γtΩJ + 2ig[Ω¯, Ω]J− 1
2
GJab(W )(4vab + iψ¯cγ
abcdψd)

+ 1
2
fA,JKM
A

−14GJ(W )·GK(W ) +
1
2DaMJDaMK − Y J ·Y K
+2iΩ¯J( /D − 12γ ·v + t)ΩK + iψ¯a(γ ·G− 2 /DM)JγaΩK
+(Ω¯JγabΩK)(ψ¯aψb)− 2(ψ¯iaγabψjb)(Ω¯Ji ΩKj )
−4(ψ¯aγabcΩK)(ψ¯bγcΩK) + 4(ψ¯[aγb]ΩJ )(ψ¯aγbΩK)
−2(ψ¯aΩJ )(ψ¯aΩK)

−14GAµν(W )
(
fA(4v
µν + iψ¯ργ
µνρσψσ) + ifA,JKΩ¯
JγµνΩK
+ fA,J(G
Jµν(W )− 2iψ¯λγµνγλΩJ)
)
− e−1 1
4
fA,JKǫ
λµνρσWAλ F
J
µν(W )F
K
ρσ(W ) . (2.9)
Here and throughout this paper, we use the following convention for the SU(2) triplet
quantities X ij, like tij, Y Iij and V ijµ : If their SU(2) indices are suppressed, they represent
the matrix X ij, so that Xψ
i, when acting on an SU(2) spinor ψi like ΩIi, represents X ijψ
j,
and, similarly, Xψi = Xijψ
j , as obtained by lowering the index i on both sides. X · Y , for
two triplets X and Y , represents tr(XY ) = X ijY
j
i = −X ijYji = −X ijYij, and X ·X is also
written X2. For instance, Ω¯AY JΩK in the above represents Ω¯AiY JΩKi = Ω¯
AiY JijΩ
Kj.
The action is given by the sum of Eqs. (2.8) and (2.9), where the indices J and K
run over the whole group G, while the (external) index A of fA(M) is restricted to run
only over the Abelian subset of G. However, interestingly, this action can be shown to be
totally symmetric with respect to the three indices A, J and K of fA,JK if J and K are
also restricted to the Abelian indices. In view also of the fact that this action formula itself
gives an invariant action, including the case of non-Abelian indices for J and K, we suspect
that this action gives an invariant action even if we extend the the index A of fA(M) to I
running over the whole group G. In that case, the function fI(M) for the indices I belonging
to the non-Abelian factor groups Gi of G should, of course, be a function giving the adjoint
representation of Gi to satisfy the G invariance, and the Chern-Simons term should also be
generalized to the corresponding one. (A similar situation also exists in the 6D case. 10))
Then the product M IfI(M) becomes a general G-invariant homogeneous cubic polynomial
in M , which, with a sign change, is called a ‘norm function’ and denoted N (M), following
Gu¨nayden, Sierra and Townsend: 5)
N (M) ≡ cIJKM IMJMK (= −M IfI(M)). (2.10)
Here the coefficient cIJK is totally symmetric with respect to the indices. Now the resul-
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tant action is characterized solely by this cubic polynomial N (M), and we find the vector
multiplet action
e−1LVL
= +12N
(
4C + 16t·t+ 12αFab(A)(4vab + iψ¯cγabcdψd)− 8iψ¯ ·γχ− 4iψ¯aγabtψb
)
−NI
 2t·Y I − 8iΩ¯Iχ− 4iψ¯ ·γtΩI + ig[Ω¯, Ω]I−GIab(W )(vab + i4ψ¯cγabcdψd)

− 12NIJ

−1
4
GI(W )·GJ(W ) + 1
2
DaM IDaMJ − Y I ·Y J
+2iΩ¯I( /D − 12γ ·v + t)ΩJ + iψ¯a(γ ·G(W )− 2 /DM)IγaΩJ
−2(Ω¯Iγaγbcψa)(ψ¯bγcΩJ ) + 2(Ω¯Iγaγbψa)(ψ¯bΩJ )

−NIJK
 −iΩ¯I(
1
4
γ ·G(W ) + Y )JΩK
+ 23(Ω¯
IγabΩJ)(ψ¯aγbΩ
K) + 23(ψ¯
i ·γΩIj)(Ω¯J(iΩKj) )

+ e−1LC-S , (2.11)
where NI = ∂N /∂M I , NIJ = ∂2N /∂M I∂MJ , etc., and LC-S is the Chern-Simons term:
LC-S = 18cIJKǫλµνρσW Iλ
(
F Jµν(W )F
K
ρσ(W ) +
1
2
g[Wµ,Wν ]
JFKρσ(W )
+ 110g
2[Wµ,Wν ]
J [Wρ,Wσ]
K
)
. (2.12)
We have checked the supersymmetry invariance of this action for general non-Abelian
cases as follows. When the gauge coupling g is set equal to zero, the action reduces to one
with the same form as that for the Abelian case, and thus the invariance is guaranteed by
the above derivation. When g is switched on, the covariant derivative Dµ comes to include
the G-covariantization term −gδG(Wµ), and the field strength Fµν(W ) comes to include the
non-Abelian term −g[Wµ,Wν ]. We, however, can use the variables Dµφ (φ = M I , ΩI) and
Fµν(W ) as they stand in the action and in the supersymmetry transformation laws, keep-
ing these g-dependent terms implicit inside of them. Then, we have only to keep track of
explicitly g-dependent terms and make sure that these terms vanish in the supersymme-
try transformation of the action. The explicitly g-dependent terms in the action are only
the term −igNI [Ω¯, Ω]I , aside from those in the Chern-Simons term. The Chern-Simons
term is special because it contains the gauge field W Iµ explicitly, and its supersymmetry
transformation as a whole yields no explicit g-dependent terms, as we show below. In the
supersymmetry transformations δφ, explicitly g-dependent terms do not appear for φ = M I ,
ΩI , GIµν(W ) or F
I
µν(W ), but appear only in δY
Iij , δ(DµM I) and δ(DµΩI). (For the latter
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two, the supersymmetry transformation ofWµ contained implicitly inDµ produces additional
explicitly g-dependent terms). It is easy to see that all these g-dependent terms cancel out
in the transformation of the action.
In carrying out such computations, it is convenient to use a matrix notation to represent
the norm function N . One can show that, for any G-invariant N (M) = cIJKM IMJMK ,
there is a set of hermitian matrices { TI } which satisfies
cIJK =
1
6
tr(TI {TJ , TK}) (2.13)
and gives a representation of G up to normalization constants ci for each simple factor group
Gi; that is, the rescaled matrices tI ≡ iTI/c[I], where c[I] = ci for I ∈ Gi and c[I] = 1 for
I ∈ U(1)x, satisfy
[tI , tJ ] = −fIJKtK . (2.14)
In Appendix A, we give a simple example of the representation of G which realizes these
properties. Using the matrix notation X˜ ≡ XITI , we have
N ≡ cIJKM IMJMK = 13 tr(M˜3),
NIXI = tr(X˜M˜2), NIJXIY J = tr(X˜{Y˜ , M˜}),
NIJKXIY JZK = tr(X˜{Y˜ , Z˜}). (2.15)
With these expressions, we can simply use cyclic identities for the trace instead of referring
to various cumbersome identities for cIJK resulting from its G-invariance property. Note the
difference from the ordinary matrix notation X ≡ XItI : In the present case we have the
relations ˜[X, Y ] = [X, Y ]ITI = −fIJKXIY JTK = [X˜, Y ] = [X, Y˜ ], since fIJK is nonvanishing
only when I, J,K belong to a common simple factor group Gi.
Using this matrix notation for the gauge fieldW Iµ and the field strength F
I
µν , we can define
the matrix-valued 1-form as W˜ ≡ W˜µdxµ and the 2-form as F˜ ≡ 12 F˜µνdxµdxν = dW˜ − gW˜ 2
(where gW˜ 2 = g{W˜ ,W}/2), with which the Chern-Simons term (2.12) can be rewritten in
the form ∫
LC-S d5x =
∫
1
6 tr
(
W˜ F˜ F˜ + 14{W˜ , gW˜ 2}F˜ +
1
10W˜ gW˜
2 gW˜ 2
)
. (2.16)
For an arbitrary variation of W Iµ , i.e., δW˜ = X˜ in the matrix-valued 1-form notation, we
find δF˜ = dX˜ − g ˜{W,X}. Using the Bianchi identity DF˜ = dF˜ − g ˜[W,F ] = 0 and the
properties g ˜{W,X} = {gW˜ ,X} = {gW, X˜}, g ˜[W,F ] = [gW˜ , F ] = [gW, F˜ ] and [gW˜ 2,W ] =
[gW 2, W˜ ] = g ˜[W 2,W ] = 0, we can show
δ tr
(
W˜ F˜ F˜
)
= tr
(
3F˜ F˜ X˜ − {F˜ , gW˜ 2}X˜
)
,
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δ tr
(
{W˜ , gW˜ 2}F˜
)
= tr
(
4{F˜ , gW˜ 2}X˜ − 2gW˜ 2 gW˜ 2X˜
)
,
δ tr
(
W˜ gW˜ 2 gW˜ 2
)
= tr
(
5gW˜ 2 gW˜ 2X˜
)
, (2.17)
so that the variation of the Chern-Simons term indeed gives no explicitly g-dependent term,
as claimed above:
δ
∫
LC-S d5x =
∫
1
2
tr(F˜ F˜ δW˜ ) . (2.18)
§3. Hypermultiplet action
Now let Hα = (Aαi , ζα, Fαi ) (α = 1, 2, · · · , 2r) be a set of hypermultiplets which belongs
to a representation ρ of the gauge group G. Under the G transformation it transforms as
δG(θ)H
α =
∑n
I=1 gθ
Iρ(tI)
α
βH
β. The ordinary matrix notation used for the vector multiplet
in the preceding section was, for instance, M = M ItI , and the matrix tI denoted an adjoint
representation ad(tI) of G. The representation ρ here can, of course, be different from
the adjoint representation ad. However, to avoid cumbersome expressions, we simplify the
matrix notation and write, e.g., MAαi = MαβAβi to represent ρ(M)αβAβi = M Iρ(tI)αβAβi .
(Note MAαi = MαβAβi .)
The invariant action for the hypermultiplets is derived in I from the action in 6D and
is given by Eq. (I 4·11).∗ Again we rewrite the supercovariant derivative Dˆµ in terms of
the usual covariant derivative Dµ, which is covariant only with respect Mab, Uij , D and G.
(Note that covariantization with respect to the central charge Z transformation is also taken
out.) Then we obtain the following action for the kinetic term of the hypermultiplets:
e−1Lkin = DaAα¯i DaAiα − 2iζ¯ α¯ /Dζα + i2α ζ¯ α¯γ ·F (A)ζα − iζ¯ α¯γ ·vζα
+ 2igζ¯ α¯Mα
βζβ +Aα¯i (t+ gM)2Aiα − 4iψ¯iaζαγbγaDaAα¯i
+

2iζ¯αγ
abRabi(Q)− 8iζ¯αχi
+ i
α
ψ¯iaγ
abcζαFˆbc(A)− 4iψ¯iaγbζαvab + 4iψ¯ajγaζαtij
−8igΩ¯iαβζβ + 4igψ¯iaγaMαβζβ
Aα¯i
− 2iψ¯(ia γabcψj)c Aα¯jDbAαi
+

C + 14R(M) +
i
2 ψ¯aγ
abcRbc(Q)
−2iψ¯aγaχ+ 18α2 Fˆ (A)2 − v2 + 2t·t
− i
4α
ψ¯aγ
abcdψbFˆcd(A) + iψ¯aψbv
ab − iψ¯iaγabψjb tij
A2
∗ This action can also be derived if we make a linear multiplet L = dαβH
α×ZHβ from the hypermul-
tiplets Hα and their central-charge transforms ZHβ by using the formula (I 5·6), and then apply the linear
multiplet action formula (I 5·9) to it.
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+ 2gY ijαβAα¯i Aβj + 4igψ¯(ia γaΩj)αβAα¯i Aβj
+ 2igψ¯(ia γ
abψ
j)
b Aα¯i MαβAβj + (1−AaAa/α2)F α¯i F iα
+ ψ¯aγbψcζ¯
α¯γabcζα − 12ψ¯aγbcψaζ¯ α¯γbcζα , (3.1)
where the contraction between a pair with a barred index α¯ and α is defined as
Aα¯i Aαj ≡ Aβi dβαAαj, A2 ≡ Aα¯i Aiα, ζ¯ α¯ζα ≡ ζ¯βdβαζα, (3.2)
by using the G-invariant metric dα
β introduced in Eqs. (I B·22) and (IB·23). This metric
dα
β is, in its standard form, diagonal and takes the values ±1. 11) Note in the above that
(t+ gM)2Aiα = tiktkjAjα + 2gMαβtijAβj + gMαγgMγβAβi with our present convention. The
hypermultiplets can have masses, and the invariant action for the mass term is given by
Eq. (I 4·14), which reads
e−1Lmass = mηαβ

−AaDaAαiAiβ − (1−AaAa/α2)αFαiAiβ
−2iψ¯iaζαAaAβi + αAiα(t+ gM)Aiβ
+i(−αζ¯αζβ + Aaζ¯αγaζβ)
+2iAαi(−αψ¯iaγaζβ + ψ¯iaγabζβAb)
+iAαiAβj(−αψ¯iaγabψjb + ψ¯iaγabcψjcAb)

. (3.3)
(Note that m is a dimensionless parameter, and the actual mass is proportional to m〈α〉.)
Here ηαβ is a symmetric G-invariant tensor. 11) Interestingly, this mass term turns out to
be automatically included in the previous kinetic term action (3.1), and it need not be
considered separately, provided that we complete the square for the terms containing the
auxiliary fields Fαi in Lkin + Lmass. (Essentially the same observation is made in Ref. 11).)
Doing so, the Fαi terms become
(1− AaAa/α2)F˜ α¯i F˜ iα with F˜αi ≡ Fαi + 12mα(d−1)γαηγβAβi , (3.4)
and then, all the other terms in Lmass can be absorbed into the kinetic Lagrangian Lkin if
we extend the gauge index I of the generators tI acting on the hypermultiplets to run also
from 0 and introduce
(gtI=0)
αβ ≡ 12m(d−1)γαηγβ , (3.5)
so that gWµ in Dµ and M are now understood to be
gWµ =
n∑
I=1
W Iµ (gtI) + Aµ(gt0) ,
gM =
n∑
I=1
M I(gtI) + α(gt0) . (3.6)
11
§4. First step in rewriting the action
Now, the invariant action for our Yang-Mills-matter system coupled to supergravity is
given by the sum L = LVL[(2.11)] + Lkin[(3.1)], where in Lkin the F2 term is replaced by
(3.4), and Eq. (3.6) is understood.
We first note that the auxiliary fields C and χ appear in the action L in the form of
Lagrange multipliers:
C(A2 + 2N )− 8iχ¯(ζ +Ω) , (4.1)
where ζi and Ωi are defined as
ζi ≡ Aα¯i ζα = Aβi dβαζα, Ωi ≡ NIΩIi . (4.2)
That is, A2 = −2N and ζi = −Ωi are equations of motion. Although we do not use
equations of motion, we can rewrite the terms multiplied by A2, A2X , as −2NX with
the shift C → C +X , and, similarly, we can rewrite the terms X¯ζ as −X¯Ω with the shift
χ→ χ+iX/8. Using this, we replace all the terms containing the factor A2 and all the terms
containing the factor ζi = Aα¯i ζα in Lkin by those multiplied by N and by Ωi, respectively.
When doing this, we also rewrite the covariant derivative Dµ in the following form,
separating the terms containing gauge fields bµ (= α
−1∂µα) and V
ij
µ :
Dµ = ∇µ − δD(bµ)− δU(V ijµ )− δM(−2eµ[abb]). (4.3)
The last term appears because the spin connection ωabµ contains the bµ field as
ω abµ = ω
0 ab
µ + i(2ψ¯µγ
[aψb] + ψ¯aγµψ
b)− 2e [aµ bb] ,
ω0 abµ ≡ −2eν[a∂[µe b]ν] + eρ[aeb]σeµc∂ρeσc . (4.4)
Then, the covariant derivative ∇µ is now covariant only with respect to local-Lorentz and
group transformations, and the spin connection is that with bµ set equal to 0:
∇µ = ∂µ − δM (ωabµ |bµ=0)− δG(Wµ). (4.5)
We perform this separation of the bµ and V
ij
µ gauge fields also for R(M) and Riab(Q). This
separation also yields several terms proportional to A2 and ζi, which also can be rewritten
as terms proportional to N and Ωi with shifts of C and χ.
Thus, we finally define C ′ and χ′ in terms of C and χ as follows:
C ′ = C + 1
4
R(M) + i
2
ψ¯aγ
abcRbc(Q)− 2iψ¯aγaχ+ 18α2 Fˆ (A)2
− v2 − i4α ψ¯aγabcdψbFˆcd(A) + iψ¯aψbvab − iψ¯iaγabψ
j
b tij
12
+ 94b
2 + 52t·t+
3
2e
−1∇µ(ebµ) + 12V ija V aij + iψ¯ibγbacψjcVa ij ,
χ′i = χi − 14γabRabi(Q) +
1
8αγ
abcψaiFˆbc(A)
+ 1
2
γbψaiv
ab + 1
2
tγ ·ψi + γaγb(12Vb −
3
4
bb)ψai . (4.6)
We also separate and collect the terms containing Fab(A) and the auxiliary fields v
ab, V ijµ ,
tij ,Y Iij , F iα. Then the action L is found to take the following form at this stage:
L = L′hyper + L′vector + LC-S + L′aux ,
e−1L′hyper = ∇aAα¯i ∇aAiα − 2iζ¯ α¯( /∇+ gM)ζα
+Aα¯i (gM)2αβAiβ − 4iψ¯iaγbγaζα∇bAα¯i − 2iψ¯(ia γabcψj)c Aα¯j∇bAαi
+Aα¯i
(
8igΩ¯iαβζ
β − 4igψ¯iaγaMαβζβ
+ 4igψ¯(ia γ
aΩ
j)
αβAβj − 2igψ¯(ia γabψj)b MαβAβj
)
+ ψ¯aγbψcζ¯
α¯γabcζα − 12ψ¯aγbcψaζ¯ α¯γbcζα ,
e−1L′vector = N
(
−12R(M)|b=0 − 2iψ¯µγµνρ∇νψρ + (ψ¯aψb)(ψ¯cγabcdψd + ψ¯aψb)
)
−NI
 −4iΩ¯Iγµν∇µψν + 2Ω¯Iγabcψaψ¯bψc
+ ig[Ω¯, Ω]I − i4ψ¯cγabcdψdF Iab(W )

− 12
(
NIJ − NINJN
) (
−14F I(W )·F J(W ) +
1
2∇aM I∇aMJ
)
− 12NIJ
 +2iΩ¯I /∇ΩJ + iψ¯a(γ ·F (W )− 2 /∇M)IγaΩJ−2(Ω¯Iγaγbcψa)(ψ¯bγcΩJ) + 2(Ω¯Iγaγbψa)(ψ¯bΩJ)

−NIJK
 −iΩ¯I
1
4
γ ·F J(W )ΩK
+ 23(Ω¯
IγabΩJ)(ψ¯aγbΩ
K) + 23(ψ¯
i ·γΩIj)(Ω¯J(iΩKj) )
 ,
e−1L′aux = C ′(A2 + 2N )− 8iχ¯′(ζ +Ω)− ba∇aN
+ 2N
(
v − 12αF (A) +
NI
4N F
I(W )
)2
− i
(
v − 12αF (A)
)ab(
2N ψ¯aψb + ζ¯ α¯γabζα − 4ψ¯aγbΩ − 12NIJΩ¯IγabΩJ
)
−NV ija V aij − V aij
(
2Aα¯i∇aAjα + 4iΩ¯iψja − iNIJΩ¯IiγaΩJj
)
− 12NIJ(Y ijI −M Itij)(Y Jij −MJtij)
+ (Y Iij −M Itij)(2Aiα(gtI)α¯βAjβ + iNIJKΩ¯JiΩKj)
+
(
1− A2/α2
)
(F α¯i − F α¯sol i)(F iα − F isolα) , (4.7)
where F αsol i is the solution of the equation of motion for Fαi ,
F αsol i = −12αm(d−1)αγηγβAβi = −α(gtI=0)αβAβi = (gM0t0)αβA
β
i . (4.8)
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Here it is quite remarkable that all the terms explicitly containing either bµ (= α
−1∂µα) or
Fµν(A) have completely disappeared from the action, other than L′aux, except for the terms
contained in the form M I and F I(W ). That is, α = M I=0 and Fµν(A) = F
I=0
µν (W ), which
carry the index I = 0, do not appear by themselves, but are only contained in the action in
a form that is completely symmetric with the components with I ≥ 1.
§5. Final form of the action
In view of the action (4.7), we note that the Einstein term can be made canonical if
N (M) = 1. (5.1)
N (M) is a cubic function of M I , but we fortunately have local dilatation D symmetry, so
that we can take N (M) = 1 as a gauge fixing condition for the D gauge. 12)
However, the action (4.7) is still not in the final form, since there remains a mixing
kinetic term 4iNIΩ¯Iγµν∇µψν between the Rarita-Schwinger field ψiµ and the gaugino field
component Ωi = NIΩIi . If we had superconformal symmetry, we could remove the mixing
simply by imposing
NIΩIi ≡ Ωi = 0 (5.2)
as a conformal S supersymmetry gauge fixing condition. Unfortunately, we already fixed
the S gauge when performing the dimensional reduction from 6D to 5D, and thus we no
longer have such S symmetry. Therefore we here must remove the mixing by making field
redefinitions. The proper Rarita-Schwinger field is found to be
ψNµi = ψµi −
1
3N γµΩi . (5
.3)
We also redefine the gaugino fields as
λIi ≡ ΩIi −
M I
3N Ωi = P
I
JΩ
J
i , (5.4)
where PIJ is the projection operator
PIJ ≡ δIJ −
M INJ
3N → P
I
JM
J = PIJNI = 0 . (5.5)
This new gaugino fields λIi satisfy
NIλIi = 0 , (5.6)
so that they correspond to the gaugino fields ΩIi which we would have had if we could have
imposed the S gauge fixing condition (5.2). Note, however, that the number of independent
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components of λI is the same as that of the original ΩI , since the I = 0 component of the
latter vanishes: ΩI=0 = 0. Note also that Eq. (5.4) and the relation ΩI=0 = 0 lead to
λ0i = −
α
3N Ωi, (5
.7)
so that Ωi = N IΩIi is now essentially the I = 0 component of λIi .
We have Aα¯i ζa ≡ ζi = −Ωi on shell, implying that the hypermultiplet fermions ζα contain
the Ωi degree of freedom. To separate it out, we define new hypermultiplet fermions ξα by
ξα ≡ ζα − A
i
α
N Ωi . (5
.8)
Then, ξα is indeed orthogonal to Aα¯i on-shell:
Aα¯i ξα = ζi −
A2
2N Ωi = (ζi +Ωi)−
1
2N Ωi(A
2 + 2N ) . (5.9)
In the Lagrangian, the quadratic terms of the form ζ¯ α¯Γζα yield ‘cross terms’ proportional to
Aα¯i ξα, which do not vanish but can be eliminated by further shifts of the multiplier auxiliary
fields χ and C. Explicitly, we have
ζ¯ α¯ /∇ζα = (ζ¯ α¯ /∇ζα)′ +
{
1
N
(
e−1∇µ(eeµa) Ω¯i + 2∇aΩ¯i
)
γa(ζi +Ωi)
+
1
2N 2 Ω¯ /∇Ω(A
2 + 2N )
}
,
ζ¯ α¯Γζα = (ζ¯
α¯Γζα)
′ −
{
2
N Ω¯
iΓ (ζi +Ωi)− 1
2N 2 Ω¯ΓΩ(A
2 + 2N )
}
, (5.10)
up to a total derivative term in the action, where the primed terms are the ‘diagonal’ parts:
(ζ¯ α¯ /∇ζα)′ ≡ ξ¯α¯ /∇ξα + 1N Ω¯ /∇Ω +
1
N 2 (Ω¯
iγaΩj)Aα¯i ∇aAαj +
2
N (ξ¯
α¯γaΩi)∇aAiα ,
(ζ¯ α¯γabζα)
′ ≡ ξ¯α¯γabξα + 1N Ω¯γabΩ . (5
.11)
Collecting all the contributions from the bilinear terms in ζα, we find that the cross terms
can be eliminated by replacing C ′ and χ′ by the shifted quantities C ′′ and χ′′ defined as
C ′′ = C ′ +
1
2N 2
{
−2iΩ¯ /∇Ω +
(
ψ¯aγbψc(Ω¯γ
abcΩ)− 1
2
ψ¯aγbcψa(Ω¯γ
bcΩ)
)
− iΩ¯γ ·(v − 12αF (A))Ω
}
+
i
N e
−1∇µ(eψ¯aγµγaΩ) ,
χ′′i = χ
′
i +
1
4N
{(
e−1∇µ(eeµa) γaΩi + 2 /∇Ωi
)
+ i
(
γabcΩi(ψ¯aγbψc)− 12γbcΩi(ψ¯aγbcψa)
)
+ γ ·(v − 1
2α
F (A))Ωi
}
. (5.12)
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Here, in the last term of C ′′, we have also added a contribution from the term−4iψ¯iaγbγaζα∇bAα¯i
in L′hyper, which yields a term proportional to A2 + 2N after partial integration when ζα is
rewritten by using Eq. (5.8).
We now rewrite the action (4.7) by using the field redefinitions (5.3), (5.4) and (5.8)
everywhere. From this point, the Rarita-Schwinger field always stands for the new variable
ψNµ , and we omit the cumbersome superscript N.
Rewriting (4.7) actually involves a very tedious computation. Note, for instance, that
the spin connection ωabµ |bµ=0 contained in the covariant derivative ∇µ and R(M) is given in
Eq. (4.4) in terms of the original Rarita-Schwinger field ψµ, which should also be rewritten
in terms of the new variable ψNµ in Eq. (5.3). Surprisingly, however, all the terms containing
Ωi ≡ N IΩIi completely cancel out in the action if the auxiliary fields are eliminated by the
equations of motion. This action, which is obtained by eliminating the auxiliary fields, is just
the action in the on-shell formulation, which we term the ‘on-shell action’. Since Ωi ∝ λI=0i ,
as noted above, this fact that the Ωi completely disappear is the fermionic counterpart of
the previously observed fact that the M I=0 = α and F I=0µν (W ) = Fµν(A) terms disappeared
from the action. That is, there appear no terms that carry an explicit I = 0 index, and the
upper indices I, J , etc., are always contracted with the lower indices of NI ,NIJ , etc., in the
on-shell action.
We can demonstrate this noteworthy fact as follows. First, we can confirm that the index
I is ‘conserved’ in all the supersymmetry transformation laws of the physical fields (fields
other than the auxiliary fields); that is, the supersymmetry transformation of a physical field
with the index I contains only the terms carrying the same index, and that of a physical field
without the index I contains only the terms carrying no index. Thus the fields Ωi, α and
Fµν(A), carrying the I = 0 index explicitly, appear only in the transformation of those I = 0
fields. This can be confirmed relatively easily, as we see in the next section. Therefore, if such
terms carrying the I = 0 index explicitly remain in the on-shell action, the supersymmetry
invariance of the action implies that the parts of the action containing different numbers of
I = 0 fields are separately supersymmetry invariant. But we know already that the bosonic
I = 0 fields α and Fµν(A) do not appear. Clearly, no such invariant term can be made from
the Ωi without using their superpartners α and Fµν(A). This proves the total cancellation
of the Ωi terms in the on-shell action. (We have also confirmed this cancellation explicitly
by direct rewriting of the action, except for some four-fermion term parts.)
Completing the square of the auxiliary field terms in the action (4.7), we can rewrite the
action in a sum of the on-shell action and the perfect square terms of the auxiliary fields.
The auxiliary fields implicitly contain Ωi-dependent terms in them. This can be seen by
substituting the field redefinitions (5.3), (5.4) and (5.8) into their solutions of the equations
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of motion. If we redefine the auxiliary fields as follows by subtracting these implicitly Ωi-
dependent terms, then the Ωi-dependent terms completely disappear also from the perfect
square terms of the auxiliary fields, and we have
V˜ ija = V
ij
a +
1
2N
(
4iΩ¯(iψj)a +
2i
3N Ω¯
iγaΩ
j
)
,
v˜ab = vab − 1
2α
Fab(A) + iψ¯aψb + i
2
3N ψ¯[aγb]Ω +
i
9N 2 Ω¯γabΩ,
Y˜ Iij = PIJY Jij −
2i
3N λ¯
I(iΩj) ,
t˜ij = tij − NIY
Iij
3N +
i
9N 2 Ω¯
(iΩj), (5.13)
where PIJ is the projection operator introduced in Eq. (5.5), and we have taken into account
the fact that Y I − M It = PIJY J − M I(t − NJY J/3N ). Note that the vector multiplet
auxiliary fields Y˜ I as well as PIJY J are orthogonal to NI , as are the fermionic partners λI .
The solutions of the equations of motion for these auxiliary fields are now free from the Ωi
and given by
V˜ ijsol a = −
1
2N
(
2Aα¯(i∇aAj)α − iNIJ λ¯IiγaλJj
)
,
v˜sol ab = − 1
4N
{
NIFab(W )I − i
(
6N ψ¯aψb + ξ¯α¯γabξα − 12NIJ λ¯IγabλJ
)}
,
Y˜ Iijsol = −12aIJPKJ Y
ij
K = −12PIJaJKY
ij
K = −
(
1
2a
IJ − 13M IMJ
)
Y ijJ
with Y ijI ≡ 2A(iα(gtI)α¯βAj)β + iNIJKλ¯JiλKj,
t˜ijsol = −
1
6NM
IY ijI = −
1
6N
(
2A(iα(gM)α¯βAj)β + iNIJ λ¯IiλJj
)
, (5.14)
where aIJ is the inverse of the metric aIJ of the vector multiplet kinetic terms:
aIJ ≡ −12
∂2
∂M I∂MJ
lnN = − 1
2N
(
NIJ − NINJN
)
, aIJ ≡ (a−1)IJ . (5.15)
It possesses the properties
aIJM
J = NI/2N → aIJNJ/2N = M I , aIJPKJ = PIJaJK . (5.16)
We here have assumed that aIJ is invertible. However, there are some interesting cases in
which det(aIJ) = 0. Such a situation implies that some vector multiplets have no kinetic
terms, since aIJ gives the metric of the vector multiplets. We comment on such a possibility
below.
After all of the above calculations, the action is finally found to take the form
L = Lhyper + Lvector + LC-S + Laux ,
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e−1Lhyper = ∇aAα¯i ∇aAiα − 2iξ¯α¯( /∇+ gM)ξα
+Aα¯i (gM)2αβAiβ − 4iψ¯iaγbγaξα∇bAα¯i − 2iψ¯(ia γabcψj)c Aα¯j∇bAαi
+Aα¯i
(
8igλ¯iαβξ
β − 4igψ¯iaγaMαβξβ
+ 4igψ¯(ia γ
aλ
j)
αβAβj − 2igψ¯(ia γabψj)b MαβAβj
)
+ ψ¯aγbψcξ¯
α¯γabcξα − 12 ψ¯aγbcψaξ¯α¯γbcξα ,
e−1Lvector = −12R(ω)− 2iψ¯µγµνρ∇νψρ + (ψ¯aψb)(ψ¯cγabcdψd + ψ¯aψb)
−NI
(
ig[λ¯, λ]I − i
4
ψ¯cγ
abcdψdFab(W )
I
)
+ aIJ

−1
4
F (W )I ·F (W )J + 1
2
∇aM I∇aMJ
+2iλ¯I /∇λJ + iψ¯a(γ ·F (W )− 2 /∇M)IγaλJ
−2(λ¯Iγaγbcψa)(ψ¯bγcλJ) + 2(λ¯Iγaγbψa)(ψ¯bλJ)

−NIJK
 −iλ¯
I 1
4γ ·F (W )JλK
+ 23(λ¯
IγabλJ)(ψ¯aγbλ
K) + 23(ψ¯
i ·γλIj)(λ¯J(iλKj))

+18
(
2ψ¯aψb + ξ¯
α¯γabξα + aIJ λ¯
Iγabλ
J
)2
+ i1
4
NIF (W )I
(
2ψ¯aψb + ξ¯
α¯γabξα + aIJ λ¯
Iγabλ
J
)
+
(
Aα¯i∇aAjα + iaIJ λ¯IiγaλJj
)2
− 14(aIJ −M IMJ)Y
ij
I YJ ij . (5.17)
Here Laux represents the perfect square terms of the auxiliary fields, which vanish on shell:
e−1Laux = C ′′′(A2 + 2)− 8iχ¯′′iAα¯i ξα
+ 2(v˜ − v˜sol)2 − (V˜ − V˜sol)ij(V˜ − V˜sol)ij
− 3(t˜− t˜sol)ij(t˜− t˜sol)ij + aIJ(Y˜ I − Y˜ Isol)ij(Y˜ J − Y˜ Jsol)ij
+
(
1− A2/α2
)
(F α¯i − F α¯sol i)(F iα − F isolα) . (5.18)
Here the multiplier term C ′′(A2 + 2N ) − 8iχ¯′′(ζ + Ω) has been rewritten into the form of
the first line by using Eq. (5.9) and defining C ′′′ in terms of the C ′′ field as
C ′′′ = C ′′ − i 4N χ¯
′′Ω . (5.19)
Expressed in this way, the explicit Ωi have been completely removed from the action. Note
that the final action (5.17) with (5.18) is everywhere written in terms of the new variables,
although the superscript N has been omitted. In particular, the spin connection ωabµ in the
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covariant derivative ∇µ and R(ω) is the new one given by Eq. (4.4) with the new ψµ used
and bµ set equal to 0. By using this ω
ab
µ , R(ω) is given as usual:
Rµν
ab(ω) = 2∂[µων]
ab − 2ω[µ[acων]cb], Rab(ω) ≡ Raccb(ω) , R(ω) ≡ Raa(ω) . (5.20)
§6. Supersymmetry transformation
Now we should modify the supersymmetry (Q) transformation δQ(ε), since we have fixed
the D gauge by (5.1) and made various field redefinitions, (5.3), (5.4) and (5.8). The proper
Q transformation is found to be given by the following linear combination of the original
transformations of Q, dilatation D, local-LorentzM and SU(2) U :
δNQ(ε) = δQ(ε) + δD(ρ(ε)) + δM(λ
ab(ε)) + δU(θ
ij(ε)),
ρ(ε) ≡ − 2i
3N ε¯Ω, λ
ab(ε) ≡ 2i
3N ε¯γ
abΩ, θij(ε) ≡ − 2iN ε¯(iΩj). (6.1)
The dilatation part δD(ρ(ε)) is determined so as to maintain the D gauge fixing condition
(5.1): (δQ(ε) + δD(ρ(ε)))N = 0. The local-Lorentz part δM (λab(ε)) is fixed by requiring
that the transformation of the fu¨nfbein take the canonical form δN(ε)eµ
a = −2iε¯γaψNµ in
terms of the new Rarita-Schwinger field ψNµ . In the first part of this section, we revive the
superscript N to distinguish the new variables from the original ones. Finally, the SU(2)
part δU (θ
ij) is added so that the hypermultiplet scalar field Aiα is transformed in the new
fermion component ξα to yield the form δ
N(ε)Aiα = 2iε¯iξα.
To write the supersymmetry transformation rules concisely and covariantly, we should
use the supercovariant derivative Dˆµ and the supercovariantized curvatures Rˆµν . But these
supercovariant quantities are also modified by theD gauge fixing and field redefinitions. We
define a new supercovariant derivative DˆNµ in the usual form, but by using the new gauge
fields and the new supersymmetry transformation:
DˆNµ = ∂µ − δM(ωNabµ )− δU(V˜ ijµ )− δG(Wµ)− δNQ(ψNµ ). (6.2)
The relation with the original supercovariant derivative Dˆµ, which also contains the D
covariantization, is found to be given by
Dˆµ = DˆNµ−δD(bNµ )+δM
(
2eµ
[abNb] + i9N 2 Ω¯γµ
abΩ
)
−δU ( i3N 2 Ω¯(iγµΩj))−δNQ(
1
3N γµΩ), (6.3)
where bNµ is the supercovariantized bµ (= α
−1∂µα) defined as b
N
µ ≡ α−1DˆNµα = bµ+ 2i3αN ψ¯NµΩ.
The new curvatures RˆNabA¯ are defined as usual by Eq. (I 2·28) by using the new covariant
derivative DˆNa with flat index a: [DˆNa , DˆNb ] = −RˆNabA¯XA¯. Hence, using the relation (6.3)
19
between Dˆµ and DˆNµ , we can find the relations between the new curvatures and the original
curvatures RˆabA¯. The Yang-Mills group G is also regarded as a subgroup of our supergroup,
and so, for example, in the case A¯ = I of G, we find
Fˆ Iab(W ) = Fˆ
NI
ab (W ) +
4i
3N Ω¯γabλ
I + 2i9N 2M
IΩ¯γabΩ . (6.4)
From this point, we again suppress the cumbersome superscript N of ψNµ , ω
Nab
µ , DˆNµ , RˆNµνA
(FˆNIµν ) and δ
N
Q(ε), since every quantity that appears in the following is always one of these
new ones.
As mentioned in the preceding section, we find that the (new) supersymmetry trans-
formation ‘conserves’ the index I, and thus the Ωi ∝ λI=0i , as well as Fab(A) = F I=0ab (W )
and α = M I=0 (or bµ = α
−1∂µα), carrying an I = 0 index, do not explicitly appear in the
transformation laws, unless the transformed field itself carries I = 0. (The only exception is
the transformation δF iα, which contains Aµ = W I=0µ and α = M I=0 explicitly. However, F iα
is defined to be δZ(α)Aiα with α = M I=0, and so it may be regarded as carrying the index
I = 0 implicitly.) It is quite easy to demonstrate the disappearance of Fab(A) = F
I=0
ab (W )
and α = M I=0 by direct computation.
To see the disappearance of explicit Ωi factors, however, we have proceeded in the fol-
lowing way. For the physical fields, eµ
a, ψiµ,W
I
µ ,M
I , λI ,Aiα, ξα, we have explicitly computed
their supersymmetry transformation laws and directly checked that the explicit Ωi cancel
out completely. For the auxiliary fields φ = V˜ ijµ , t˜
ij , v˜ab, Y˜
ij ,F iα, other than χ′′ and C ′′′, such
rigorous computations become quite tedious, and so we checked the cancellation indirectly:
For such auxiliary fields φ, the supersymmetry transformation of φ−φsol, δ(φ−φsol), should
vanish on-shell, that is, when the equations of motion for auxiliary fields are used. (But note
that the equations of motion for the physical fields need not be used.) Therefore, if an Ωi
appears explicitly in δ(φ− φsol), it must be multiplied by the factors (φ− φsol) which vanish
on-shell, or it must appear in the form Ωi + ζi. For the former possibility, we can easily
see whether such terms appear or not, by keeping track of auxiliary fields explicitly. It is
seen that the latter possibility does not occur by confirming that ζi = Aα¯i ζα never appears
in δ(φ− φsol). Once Ωi is seen to be absent in δ(φ− φsol), it is seen that it does not appear
in δφ either, since φsol consists of physical fields alone, and hence δφsol does not contain any
Ωi explicitly.
Computations to derive transformation laws of the new auxiliary fields χ′′ and C ′′′ directly
from those of the original fields χ and C become terribly tedious, because the relations
between these new and original fields are very complicated. Instead of doing this, we can
use the invariance of the action to find δχ′′ and δC ′′′. Then, since they appear in the form
δC ′′′ (A2+2N )−8iδχ¯′′iAα¯i ξα in δL, we have only to compute the terms whose supersymmetry
20
transformations can yield the factor A2 or Aα¯i ξα. There are not a great number of such terms
in the action. The cancellation condition for the terms proportional to (A2+2N ) and Aα¯i ξα
determines the supersymmetry transformation laws δC ′′′ and δχ′′ as follows:
δχ′′
i
= 12ε
iC ′′′ + χ′′
i
(2iε¯γ ·ψ)− ψja(2iε¯jγaχ′′i)− 12 /∇(Γ εi)
+ i2γ
aΓ εi(ψ¯aγ ·ψ)− i4γabcΓ εi(ψ¯aγbψc) +
i
8γ
abΓ εi(ψ¯cγabψc + 2ψ¯aψb)
−1
4
γ ·v˜Γ εi − 1
2
e−1∇λ(eV˜ λ)εi + i2e−1∇λ(eψ¯iµγµλνψjν)εj ,
δC ′′′ = −2ie−1∇µ(eε¯γµχ′′)− ie−1∇µ(eψ¯aγµγaΓ ε)
+ C ′′′2iε¯γ ·ψ + 4iχ¯′′Γ ε . (6.5)
Here Γ is a field-dependent matrix acting on a spinor with an SU(2) index which is defined
by
Γ εi ≡ (−γ ·V˜ + 3t˜)ijεj + γ ·v˜εi + NI4N γ ·Fˆ I(W )εi +
NIJ
N λ
iI(2iλ¯Jε) . (6.6)
Note that there appear derivative terms of the transformation parameter, ∂µε
i, in these,
implying that χ′′ and C ′′′ are not covariant quantities. For this reason we redefine these
fields once again as follows by adding proper supercovariantization terms:
χ˜i ≡ χ′′i + 1
2
γaΓψia , C˜ ≡ C ′′′ + 2iψ¯ ·γχ˜− iψ¯aγabΓψb . (6.7)
Here we have used the identity (∇µε¯)Γψa = ψ¯aΓ∇µε in deriving the covariantization terms
for C ′′′.
We must next derive the supersymmetry transformation law for these covariant variables
χ˜ and C˜ from Eq. (6.5). Note here the simple fact that the transformation of any covariant
quantity gives a covariant quantity and hence cannot contain gauge fields explicitly; that
is, gauge fields can appear only implicitly in the covariant derivatives or in the form of
supercovariant curvatures (field strengths). Otherwise, the two sides of the commutation
relation of the transformations would lead to a contradiction. This observation greatly
simplifies the computations of δχ˜ and δC˜, in which we can discard such explicit gauge field
terms, since they are guaranteed to cancel out anyway.
We now write the final supersymmetry transformation laws derived this way. The Q
transformation laws of the Weyl multiplet are
δeµ
a = −2iε¯γaψµ ,
δψiµ = Dµεi + γµt˜ijεj + 12γµabεiv˜ab +
NI
12N γµγ ·Fˆ I(W )εi +
NIJ
3N γµλ
Ii(2iλ¯Jε) ,
δV˜ ijµ = −4iε¯(iγµχ˜j) − iε¯(iγµabRˆabj)(Q) + 4iε¯(iγ ·
(
v˜ + NI4N Fˆ
I(W )
)
ψj)µ
− 6i(ε¯ψµ)t˜ij + 4NIJN
(
(ψ¯µλ
I)ε¯(iλj)J − (ε¯λI)ψ¯(iµλj)J
)
,
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δt˜ij = 4iε¯(iχ˜j) + iε¯(iγ ·Rˆj)(Q) + 2iNIJ3N
(
ε¯(i /ˆDM Iλj)J − (ε¯λI)Y˜ Jij
)
,
δv˜ab = −2iε¯γabχ˜− i2 ε¯γabγ ·Rˆ(Q) +
i
4 ε¯γabcdRˆcd(Q)− iε¯Rˆab(Q) ,
δχ˜i = 1
2
εiC˜ − 1
2
( /ˆDΓ ′)εi − 1
4
γ ·v˜Γ ′εi + 1
4
γ ·Rˆ(U)εi
+12γ
aΓ ′
(
γat˜ε
i + 12γabcε
iv˜bc + NI12N γaγ ·Fˆ I(W )εi −
NIJ
3N γaλ
Ii(2iε¯λJ)
)
,
δC˜ = −2iε¯ /ˆDχ˜+ 12 iε¯{γab, Γ ′}Rˆab(Q) +
2i
3 ε¯Γ
′χ˜+ i3 ε¯γ ·v˜χ˜ ,
δωµ
ab = −2iε¯γ[aRˆµb](Q)− iε¯γµRˆab(Q)
− 2iε¯γabcdψµ
(
v˜cd +
NI
6N Fˆ
I
ab(W )
)
+ 2iε¯ψµ
NI
3N Fˆ
I
ab(W )
− 4iε¯iγabψjµt˜ij + 4NIJ3N
(
(ε¯λI)ψ¯µγ
abλJ − (ε¯γabλI)ψ¯µλJ
)
, (6.8)
where Dµ is the covariant derivative that is covariant only with respect to homogeneous
transformations Mab,U
ij and G, and the prime on Γ implies that U -gauge field in Γ is
removed: Γ εi = Γ ′εi−γ·V˜ ijεj . Here we have also written the transformation law of the spin
connection for convenience, although it is a dependent field.
The supersymmetry transformation laws of the vector multiplet are
δW Iµ = −2iε¯γµλI + 2iε¯ψµM I ,
δM I = 2iε¯λI ,
δλIi = PIJ(−14γ ·Fˆ J(W )εi −
1
2 /ˆDMJεi + Y˜ Jij εj)−
M INJK
3N 2iε¯λ
JλKi ,
δY˜ Iij = 2iε¯(iPIJ /ˆDλJj) − iε¯(iγ ·v˜λIj) − iNJ6N ε¯(iγ ·Fˆ J(W )λIj)
+ 2iε¯(it˜j)kλ
Ik + 4iε¯λI t˜ij − 2igε¯(i[M, λ]Ij)
+ 4NJK3N ε¯λ
J λ¯K(iλIj) − M INJK3N 2iε¯λJ Y˜ Kij. (6.9)
Finally, the hypermultiplet transformation laws are given by
δAiα = 2iε¯iξα ,
δξα = − /ˆDAiαεi + εigMαβAiβ + Γ ′εiAiα +
(
1 + /A
α
)
εiF˜ iα ,
δF˜ iα = −2iε¯i
(
1− /Aα
)−1(
/ˆDξα + 2χ˜jAjα + gMαβξβ + 2gλjαβAjβ
+ 12γ ·v˜ ξα +
2
αλ
0
jF˜ jα
)
+ 2iα ε¯λ
0F˜ iα . (6.10)
Here gM = M IgtI and gλi = λ
I
i gtI include the I = 0 part with gtI=0 as defined in Eq. (3.5),
and the G covariantization for I = 0 in Dˆµ is understood to be −Aµ(gt0), instead of the
original central charge transformation −δZ(Aµ). It is, however, interesting that the super-
symmetry transformation rules for the latter two fields can be rewritten in slightly simpler
forms if we refer to the original central charge transformation:
δξα = − /ˆD∗Aiαεi + εigM∗Aiα + Γ ′εiAiα ,
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δF iα = −2iε¯i
(
/ˆD∗ξα + 2χ˜jAjα + gM ′αβξβ + 2gλ′jαβAjβ + 12 v˜ξα
)
+ 4iα ε¯
(iλ0j)Fαj .
(6.11)
Here Dˆ∗ andM∗ denote that the group action for the I = 0 part is the original central charge
transformation Z; that is,
Dˆ∗µ = Dˆ′µ − δZ(Aµ), gM∗φα = gM ′αβ φβ + δZ(α)φα, (6.12)
and the primes on Dˆ′, gM ′ and gλ′i denote that the I = 0 parts are omitted.∗ The central
charge transformation given in Eq. (I 4·5) can be rewritten in terms of our new variables,
and reads, explicitly for Aiα and ξα, as δZ(α)Aiα = F iα and
δZ(α)ξα = −
(
/ˆD∗ξα + 2χ˜jAjα + gM ′αβξβ + 2gλ′jαβAjβ + 12 v˜ξα
)
− 2αλ0jF jα . (6.13)
The last equation is equivalent to the central charge property of the Z transformation on
Aiα, 0 = α [δZ , δQ(ε)]Aiα = 2iε¯iδZ(α)ξα − αδQ(ε)(F iα/α), which can also be rewritten in the
following form, with gλj∗ ≡ gλ′j + (λ0j/α)δZ(α):
/ˆD∗ξα + 2χ˜jAjα + gM∗ξα + 2gλj∗Ajα + 12 v˜ ξα = 0 . (6.14)
For convenience, we list here the explicit forms of the covariant derivatives appearing in
these transformation laws:
Dµεi =
(
∂µ − 14γabωabµ
)
εi − V˜µijεj,
Dˆµt˜ij = Dµt˜ij − 4iψ¯(iµ χ˜j) − iψ¯(iµ γ ·Rˆj)(Q)− 2iNIJ3N
(
ψ¯(iµ /ˆDM Iλj)J − ψ¯µλI Y˜ Jij
)
,
Dˆµv˜ab = Dµv˜ab + 2iψ¯µγabχ˜+ i2 ψ¯µγabγ ·Rˆ(Q)−
i
4
ψ¯µγabcdRˆcd(Q) + iψ¯µRˆab(Q) ,
Dµt˜ij = ∂µt˜ij − 2V˜ (iµ k t˜j)k, Dµv˜ab = ∂µv˜ab + 2ωµ[acv˜b]c ,
DˆµM I = DµM I − 2iψ¯µλI , DµM I = ∂µM I − g[Wµ, M ]I ,
DˆµFˆab(W )I = DµFˆab(W )I − 4iψ¯µγ[aDˆb]λI − 2iψ¯µRˆab(Q)M I − 4iψ¯µγ ·v˜γabλI
− 8iψ¯µλI v˜ab − 4iψ¯µγabt˜λI − NI3N iψ¯µγ ·Fˆ (W )IγabλI +
8NIJ
3N (ψ¯µλ
J)λ¯Iγabλ
K ,
DµFˆab(W )I = ∂µFˆab(W )I − g[Wµ, Fˆab(W )]I + 2ωµ[acFˆb]c(W )I ,
DˆµλIi = DµλIi + PI J(14γ ·Fˆ (W )Jψµi +
1
2
/ˆDMJψµi − Y˜ Jijψjµ) + M
INJK
3N (2iψ¯µλ
J)λKi ,
DµλIi =
(
∂µ − 14γabωabµ
)
λIi − V˜µijλIj − g[Wµ, λi]I ,
DˆµAiα = DµAiα − 2iψ¯iµξα , DµAiα = ∂µAiα − V˜ iµjAjα − gWµαβAβi,
Dˆµξα = Dµξα + /ˆDAiαψµi − ψµigMAiα − Γ ′ψµiAiα −
(
1 + /A
α
)
ψµiF iα ,
Dµξα =
(
∂µ − 14γabωabµ
)
ξα − gWµαβξβ. (6.15)
∗ It may be worth mentioning that the transformation rules in Eq. (6.10) can also be rewritten equiva-
lently by making the replacements F˜ iα, Dˆ, gM, gλi → F iα, Dˆ′, gM ′, gλ′i.
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The supercovariant curvatures Rˆµν are obtained from [Dˆa, Dˆb] = −RˆabA¯XA¯ as noted
above, or can be read directly from the above transformation laws of the gauge field, (6.8),
via the formulas (I 2·29), RˆµνA¯ = 2∂[µhA¯ν]−hC¯µ hB¯ν f ′B¯C¯ A¯, and (I 2·24), δhA¯µ = ∂µεA¯+εC¯hB¯µ fB¯C¯ A¯.
Explicitly, they are given by
Rˆµνi(Q) = 2D[µψiν] + 2γ[µt˜ijψjν] + γ[µabψiν]v˜ab
+ NI6N γ[µγ ·Fˆ I(W )ψiν] +
4iNIJ
3N γ[µλ
Ii(λ¯Jψν]) ,
Rˆµνij(U) = 2∂[µV˜ ijν] − [V˜µ, V˜ν ]ij + 8iψ¯(i[µγν]χ˜j) + 2iψ¯(i[µγν]abRˆabj)(Q)
−4iψ¯(iµ γ ·
(
v˜ + NI4N Fˆ
I(W )
)
ψj)ν + 6iψ¯µψν t˜
ij + 8NIJN (ψ¯[µλ
I)ψ¯
(i
ν]λ
j)J ,
Fˆ Iµν(W ) = F
I
µν(W ) + 4iψ¯[µγν]λ
I − 2iψ¯µψνM I . (6.16)
§7. Compensators, gauged supergravity and scalar potential
7.1. Independent variables
We have labeled the vector multiplet (M I ,W Iµ , λ
Ii, Y˜ Iij) by the index I, taking 1+n values
from 0 to n. However, it is only the vector componentW Iµ that actually has 1+n independent
components. All the others have only n components, since the scalar componentsM I satisfy
theD gauge conditionN (M) = 1, and the fermion and auxiliary fields satisfy the constraints
NIλI = NI Y˜ I = 0. Thus our parametrizations for them are redundant, although the gauge
symmetry is realized linearly for these variables, and hence is more manifest there.
It is, of course, possible to parametrize these fields with independent variables, as was
done by GST from the beginning in their on-shell formulation. 5) GST parametrized the
manifold M of the scalar fields by φx with curved index x = 1, · · · , n, and the fermions by
λa with tangent index a = 1, · · · , n. We can assign the same tangent index to our auxiliary
fields and write Y˜ a.
The basic correspondence between the GST parametrization and ours is as follows:
GST parametrization our parametrization
N = CIJKhI(φ)hJ(φ)hK(φ) ↔ N = cIJKM IMJMK
hI(φ) = −
√
2
3M
I |N=1
hI(φ) = − 1√6NI |N=1
(7.1)
From this, various geometrical quantities defined by GST can be translated into their coun-
terparts in our formulation. The metric aIJ of the ambient 1 + n dimensional space is the
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same as ours, and the metric gxy of the scalar manifold M, induced from aIJ , is given by
gxy ≡ aIJhIxhJy , with hIx ≡ −
√
3
2
hI,x = M
I
,x , (7.2)
where , x denotes differentiation with respect to φx. The indices I, J, · · · are raised and
lowered by the metric aIJ and its inverse a
IJ , and the indices x, y, · · · are raised and lowered
by the metric gxy and its inverse g
xy. The curved indices x, y, · · · are converted into the
tangent indices a, b, · · · by means of the vielbein fax and its inverse fxa , satisfying faxf byδab = gxy
and faxf
b
yg
xy = δab. Some useful relations are
hIx ≡ aIJhIx =
√
3
2hI,x , h
I
a ≡ fxa hIx , Txyz ≡ CIJKhIxhJyhKz ,
hIh
I = 1, hxIh
I
y = δ
x
y , hIh
I
x = h
IhxI = 0,
aIJ = gxyhIxh
J
y + h
IhJ → δIJ = gxyhIxhJy + hIhJ = PIJ +
M INJ
3N ,
aIJh
I
ah
J
b,x = Ωxab −
√
2
3Tabx ,
1
2aIJ,xh
I
ah
J
b =
√
2
3Tabcf
c
x , (7.3)
where Ωabx is the ‘spin-connection’ of M defined as usual by fa[x,y] +Ω ab[y f bx] = 0.
Now it is easy to rewrite our action and supersymmetry transformation laws in terms of
the independent variables φx, λai and Y˜
a
ij . M
I is simply −
√
2/3hI(φ), and the indices I and
a of λ and Y˜ are mutually converted by
λa = haIλ
I , λI = PIJλJ = hIahaJλJ = hIaλa. (7.4)
For instance, the supersymmetry transformation laws (6.9) are rewritten as
δW Iµ = −2ihIaε¯γµλa − i
√
6hI ε¯ψµ ,
δφx = 2ifxa ε¯λ
a,
δλai = −14haIγ ·Fˆ I(W )εi −
1
2f
a
x /ˆDφxεi + Y˜ aijεj − (Ωabx −
√
2
3Tx
ab)δφxλbi ,
δY˜ aij = 2iε¯(i /ˆDλbj) + 2iε¯(i
(√
3
2h
IgLI
a
b + (Ωx
a
b −
√
2
3Tx
a
b) /ˆDφx
)
λbj)
+ i 1√
6
hI ε¯(iγ ·Fˆ I(W )λaj) − iε¯(iγ ·v˜λaj) − 2iε¯(it˜j)kλak + 4i(ε¯λa)t˜ij
− 83 ε¯λb(λ¯a(iλbj))− (Ωxab −
√
2
3Tx
a
b)δφ
xY˜ bij . (7.5)
Here, LI
a
b(φ) is a function of φ
x appearing in the gauge transformation in the GST notation:
δG(θ)φ
x = gKxI (φ)θ
I , δG(θ)λ
a = gLI
a
b(φ)λ
bθI ,
KxI (φ) = −
√
3
2h
x
KfJI
KhJ ,
LI
a
b(φ) = −(Ωxab −
√
2
3Tx
a
b)K
x
I + h
a
KfJI
KhJb . (7.6)
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One can see that these transformation laws for the physical components W Iµ , φ
x and λai
agree with the GST result 5) if the auxiliary fields are replaced by their solutions [and 2λa,
2ψµ, 2ε and iγµ(−iγµ) here are identified with λa, ψµ, ε and γµ(γµ) of GST.] One can also
easily rewrite the action and see the agreement with GST for the on-shell part in the absence
of the hypermultiplet.
In the case of the hypermultiplet, Aiα and ξα are independent variables off-shell. However,
on-shell they become mutually dependent variables, since they satisfy the equations of motion
A2 = −2 and Aα¯i ξα = 0. Moreover, there remains the SU(2) U gauge symmetry, with which
three components ofAiα can be eliminated. (Thus at least four of theAiα and two of the ξα can
be eliminated. Generally, compensator components of the hypermultiplets can be eliminated
by equations of motion and the gauge symmetries, as explained below.) It is possible to
separate the variables even off-shell into genuine independent variables and other variables
that vanish on-shell or can be eliminated by gauge fixing. Such independent variables are
those used in the on-shell formulation, for instance, by Ceresole and Dall’Agata, 6) and they
are formally very similar to the GST variables for vector multiplets. Hence, the rewriting of
the hypermultiplet variables can be done in a manner similar to that in the vector multiplet
case. The only complications in this case are the above mentioned separation of the on-shell
(or gauge) vanishing variables, which depend on the number of the compensators (i.e., the
structure of the hypermultiplet manifold).
7.2. Compensator
The D gauge fixing N = 1 was necessary to obtain the canonical form of the Einstein-
Hilbert term. Owing to the equation of motion A2 + 2N = 0, this in turn implies that the
relation
A2 ≡ Aαi dαβAiβ = −2 (7.7)
must hold on-shell. But this is possible only if some components of the hypermultiplet Aαi
have negative metric. 13) To see this, we recall the fact that the metric dα
β of the hypermul-
tiplet can be brought into the standard form 11)
dα
β =
(
12p
−12q
)
. (p, q : integer) (7.8)
We distinguish the first 2p components of the hypermultiplet Aαi with index α = 1, 2, · · · , 2p
from the rest of the 2q components, and use the indices a and α to denote the former 2p and
the latter 2q components, respectively. Also taking account of the hermiticity Aiα = −(Aαi )∗,
the quadratic terms of the hypermultiplet read
A2 ≡ Aαi dαβAiβ = −(Aai )∗(Aai ) + (Aαi )∗(Aαi ) ≡ −|Aai |2 + |Aαi |2,
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∇µAα¯i ∇µAiα = −(∇µAai )∗(∇µAai ) + (∇µAαi )∗(∇µAαi ). (7.9)
Thus we see that the first 2p components Aai (corresponding to p quaternions) have negative
metric and hence should not be physical fields. Indeed, they are so-called compensator fields,
which are used to fix the extraneous gauge degrees of freedom. In the simplest case, p = 1,
for instance, the compensator Aai has four real components, among which one component
is already eliminated by the above condition (7.7). The remaining three degrees of freedom
can also be eliminated by fixing the SU(2) U gauge by the condition
Aai ∝ δai → Aai = δai
√
1 + 12 |A
α
i |2 = −Aia. (7.10)
The target manifold MQ of the scalar fields Aαi becomes USp(2, 2q)/USp(2)× USp(2q) in
this case. For p ≥ 2, we need to have more gauge freedom to eliminate more negative metric
fields. In particular, if we add vector multiplets which couple to the hypermultiplet but do
not have their own kinetic terms, the corresponding auxiliary fields Y ij do not have quadratic
terms and act as multiplier fields to impose further constraints on the scalar fields Aαi on-
shell.∗ For instance, it is known that the manifold SU(2, q)/SU(2)×SU(q)×U(1) is realized
for p = 2 by adding a U(1) vector multiplet without a kinetic term. 14) (See Appendix B for a
detailed explanation.) This manifold reduces to SU(2, 1)/SU(2)×U(1) when q = 1, which
is the manifold for the universal hypermultiplet appearing in the reduction of the heterotic
M-theory on S1/Z2 to five dimensions.
4)
7.3. SU(2)R or U(1)R gauging
The so-called gauged supergravity is the supergravity in which the R symmetry GR is
gauged, and GR may be either the U(1) subgroup
2) or the entire SU(2) group, 15) which
act on the indices i of ψiµ, λ
Ii and Aαi . In our framework, this SU(2) is already the gauge
symmetry U , whose gauge field is V ijµ . However, this gauge field V
ij
µ has no kinetic term
and is an auxiliary field. To obtain a physical gauge field possessing a kinetic term, we must
prepare another gauge field WRµ
a
b for GR, under which only the compensator field Aai is
charged:
DµAai = ∂µAai − VµijAaj − gRWRµabAbi . (7.11)
In this expression, we are assuming that the compensator has no group charges other than
GR and that p = 1 so that the index a runs over 1 and 2. The generator tR of GR is given
by i~σab in the case of SU(2)R with the Pauli matrix ~σ, and by i~q · ~σab with an arbitrary real
∗ The corresponding fermion component, the gaugino λi, also becomes a multiplier to impose a con-
straint on the hypermultiplet fermion fields ξα.
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3-vector ~q of unit length |~q | = 1 in the case of U(1)R:
WRµ
a
b =
{
~WRµ · i~σab for SU(2)R,
WRµ i~q · ~σab for U(1)R.
(7.12)
It should be noted that the GR gauging interferes with the possibility of a hypermultiplet
mass term. Indeed, the symmetric tensor ηαβ of the mass term (3.3) must be invariant
under G, implying the constraint [tI , η] = 0 on the matrix η = (η
α
β) for any generators tI
of G. In particular, for the generator tR of GR, which we are now assuming to rotate only
the compensator components Aai , this constraint implies that the 2 × 2 matrix ηab in the
compensator sector must commute with the above tR. However, for the GR = SU(2)R case,
there is no such ηab that commutes with all the Pauli matrices, so that the mass term cannot
exist for the compensator. For the GR = U(1)R case, on the other hand, the constraint allows
ηab ∝ i~q · ~σab. The mass term with this η yields, in the above DµAai , an additional ‘central
charge term’ −Aµ(gtI=0)abAbi , with gt0 defined in Eq. (3.5). However, since ηab ∝ i~q · ~σab,
this term can be absorbed into the −gRW aRµbAbi term, and Eq. (7.11) remains unchanged.
Generally speaking, the U(1)R-gauge field WRµ is, of course, a member of our complete set
of vectors {W Iµ } and is given by a linear combination of the latter as
WRµ = VIW
I
µ , (7.13)
with real coefficients VI , which are non-vanishing only for the Abelian indices I. Therefore,
if the mass term exists with ηab = i~q · ~σab, it is implied that the I = 0 coefficient V0 is given
by gRVI=0 = m/2.
The gauge fields Vµ and WRµ mix with each other. We redefine the U gauge field Vµ
i
j as
V Nijµ ≡ V ijµ − gRWRµij , (7.14)
while keeping the SU(2)R gauge field WRµ intact. Then, noting the SU(2) U gauge-fixing
condition Aai ∝ δai , we see that the compensator couples only to this new SU(2) gauge field
V Nµ and no longer couples to the SU(2)R gauge field WRµ:
DµAai = (δai ∂µ + V Nµ ai )
√
1 + 12 |A
α
i |2. (7.15)
On the other hand, other fields carrying the original SU(2) indices i now come to couple
both to V Nµ and WRµ, since Vµ should now be replaced by V
N
µ + gRWRµ. Therefore the net
effect of the SU(2)R [or U(1)R] gauging is simply that 1) the auxiliary field Vµ is replaced
by V Nµ , and 2) the covariant derivative ∇µ (or Dµ) should be understood to contain the WRµ
covariantization term −δR(WRµ) if acting on the fields carrying the SU(2) indices i. The
previously derived action remains valid as it stands with this understanding.
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7.4. Scalar potential
The scalar potential term can be read from the action (5.17) to be
V = 14(a
IJ −M IMJ )Y ijI YJij|bosonic part −Aα¯i (gM)2αβAiβ. (7.16)
Here the first term has come from the elimination of the auxiliary fields Y Iij of the vector
multiplet and tij of the Weyl multiplet, and the second term from the hypermultiplet. Using
Eq. (5.14) for Y ijI , this potential can be rewritten in the form
V = (aIJ −M IMJ)P ijI PJij +Qα¯i Qiα
= (aIJ −M IMJ)P ijI (P ijJ )∗ − |Qai |2 + |Qαi |2 , (7.17)
where
P ijI ≡ A(iαgtα¯βI Aj)β = dγαA(iαgtγβI Aj)β , Qαi ≡ gδG(M)Aαi = M I(gtI)αβAβi , (7.18)
and we have used the hermiticity properties (P ijI )
∗ = PIij and Q
i
α = −(Qαi )∗. Since aIJ is
the metric of the vector multiplet, the first term aIJP ijI (P
ij
J )
∗ is positive definite. Negative
contributions result from the terms −|M IP ijI |2 and −|Qai |2, the latter of which comes from
the compensator component of the hypermultiplet.
Equation (7.17) is our general result for the scalar potential. Consider here the special
case of U(1)R-gauged supergravity in which p = 1 and q = 0; that is, there is a single
(quaternion) compensator and no physical hypermultiplets. Then, the compensator Aai
becomes simply a constant δai , by Eq. (7.10). If the compensator is charged only under the
U(1)R in G, we have
P ijI = A(ia gtabI Aj)b = gRVIǫjk(i~q · ~σ)ik ,
Qai =M
IVIgR(i~q · ~σ)ai , (7.19)
and the scalar potential
V = 2g2R(a
IJ − 2M IMJ )VIVJ = 2g2R(gxyhIxhJy − 2hIhJ)VIVJ
= g2R
(
9
2
gxy
∂W
∂ϕx
∂W
∂ϕy
− 6W 2
)
, (7.20)
where we have used the relations aIJ = gxyhIxh
J
y + h
IhJ and hI = −
√
2/3M I in Eqs. (7.1)
and (7.3), and the definitions 16)
W ≡
√
2
3h
IVI = −23M IVI ,
∂W
∂ϕx
= −23hIxVI = −
2
3M
I
,xVI . (7.21)
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This agrees with the result by GST. 5) If the physical vector multiplets are not contained in
the system, the scalars ϕx do not appear either, and only the graviphoton with I = 0 exists.
In this case N = c000α3, and α = M I=0 is determined to be
√
3/2 by the normalization
requirement of the graviphoton kinetic term, a00 = 1. Then, W = −
√
2/3V0, and hence the
potential further reduces to
V = −4g2RV 20 , (7.22)
which agrees with the well-known anti-de Sitter cosmological term in the pure gauged su-
pergravity. 2)
§8. Conclusion and discussion
In this paper, we have presented an action for a general system of Yang-Mills vector
multiplets and hypermultiplet matter fields coupled to supergravity in five dimensions. The
supersymmetry transformation rules were also found. We have given these completely in
the off-shell formulation, in which all the auxiliary fields are retained. Our work can be
considered an off-shell extension of the preceding work by GST 5) and its generalization by
Ceresole and Dall’Agata. 6) [The latter authors also included ‘tensor multiplet matter fields’
(linear multiplets, in our terminology) with regard to which our system is less general.]
We have several applications in mind, such as compactifying on the orbifold S1/Z2 and/or
adding D-branes to the system. Then, the power of the present off-shell formulation will
become apparent. In particular, for the case of S1/Z2, it should be straightforward to
determine how to couple the bulk fields to the fields on the boundary planes, since we can
follow the general algorithm given by Mirabelli and Peskin for the case of the bulk Yang-Mills
supermultiplet. 7) Indeed, this program has been started very recently by Zucker 17) using his
off-shell formulation. He used a ‘tensor multiplet’ (linear multiplet) as a compensator for
the five-dimensional (pure) supergravity and found that the 4D supergravity induced on the
boundaries is a non-minimal version of N = 1 Poncare´ supergravity with 16+16 components
containing one auxiliary spinor, which was presented by Sohnius and West long ago. 18) This
non-minimal version is related to the new minimal version by the same authors. 19) Another
version of N = 1 Poncare´ supergravity, which is related to the usual minimal version, 20) will
appear if we start with our 5D supergravity in which the compensator is a hypermultiplet.
Adding D-branes in the system is not so straightforward. First of all, a D-brane is a
dynamical object whose position Xµ(x) in the bulk and its fermionic counterpart become a
supermultiplet in 4D that realizes the bulk (local) supersymmetry non-linearly. The problem
of identifying a supersymmetry transformation law for this multiplet and writing an invariant
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action is already quite non-trivial, even in the case of rigid supersymmetry, and has long been
studied by several authors. 21) Once this problem is settled, coupling the bulk supergravity
to the fields on the D-brane should be easy also in this case. The off-shell formulation is
essential in any case.
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Appendix A
A Representation Realizing Eq. (2.13)
The following is an example of the set of hermitian matrices {TI}, realizing the property
(2.13).
Let us prepare a representation vector ψi for each simple factor group Gi in G that gives
a faithful representation Ri of Gi, and a suitable numbers of singlet vectors {ψα}. Assigning
to them suitable U(1)x charges also, we consider a representation of G whose representation
vector is given by {ψj , ψα}, which transforms as follows under G = ∏iGi ×∏x U(1)x:
under Gi U(1)x charges
ψj repr. Rj for i = j and singlet for i 6= j qxj
ψα singlet q
x
α
Let Ai be the generator label of the simple factor group Gi, ai be the component label of
the dimRj vector ψj = (ψ
ai
j ), and ρRi(tAi) = (ρRi(tAi)
ai
bi) be the representation matrices of
the generators acting on ψi in the representation Ri. Then the generators tI = (tAi, tx) of G
are given in this representation by
tAi
aj
bj = δijρRi(tAi)
ai
bi , tAi
α
β = 0,
tx
aj
bj = iδ
aj
bj
qxj , tx
α
β = iδ
α
β q
x
α. (A.1)
The desired matrices TI are given by TAi = citAi/i and Tx = tx/i. Equations given by (2.13)
to be satisfied are
G3i : 6cAiBiCi = −ic3i tr
(
ρRi(tAi){ρRi(tBi), ρRi(tCi)}
)
,
G2iU(1)x : 3cAiBix = −c2i qxi tr
(
ρRi(tAi)ρRi(tBi)
)
,
U(1)xU(1)yU(1)z : 3cxyz =
∑
i
qxi q
y
i q
z
i dimRi +
∑
α
qxαq
y
αq
z
α.
The constants ci and U(1)x charges q
x
i of ψi are fixed by the first and second equations,
respectively. The third equation should be satisfied by adjusting the U(1)x charges q
x
α of ψα.
Clearly, there are such solutions for qxα if there are sufficiently many ψα.
Appendix B
U(2, n)/U(2)× U(n) as a Hypermultiplet Manifold for p = 2
In this appendix we explain how the manifold U(2, n)/U(2) × U(n) appears as a target
space manifold MQ of the physical hypermultiplet scalar fields for the case p = 2. This
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is merely a detailed version of what was essentially shown long ago by Breitenlohner and
Sohnius. 14)
We consider the hypermultiplet Aαi in the standard representation, in which the matrices
dα
β and ραβ take the form 11)
dα
β =
(
12p
−12q
)
, ραβ = ραβ =

ǫ
ǫ
. . .
 . (ǫ ≡ iσ2) (B.1)
The hypermultiplet Aαi is regarded as the 2(p+ q)× 2 matrix
A =
Aαi
 =

...
A2a−1,1 A2a−1,2
A2a,1 A2a,2
...
 , (a = 1, 2, · · · , p+ q) (B.2)
which consists of p+ q 2× 2-blocks. Each block can be identified with a quaternion, which
is also mapped equivalently to a 2× 2 matrix:
q ≡ q0 + iq1 + jq2 + kq3 ↔ q012 − i~q · ~σ =
(
q0 − iq3 −iq1 − q2
−iq1 + q2 q0 + iq3
)
. (B.3)
This is consistent with the hermiticity condition for the hypermultiplet:
(Aαi)∗ = Aαi = ραβǫijAβj , → A† = −ǫATρ . (B.4)
The group G transformation and SU(2) U transformation act on A as
A → A′ = gAu†, g ∈ G, u ∈ SU(2). (B.5)
The G invariance of the quadratic form
AαidαβAβj ↔ A†dA = −ǫATρdA (B.6)
requires that the two conditions for g ∈ G,
g†d g = d, gTρd g = ρd , (B.7)
be satisfied. The former implies g ∈ U(2p, 2q) and the latter g ∈ Sp(2p+2q;C), so that the
group G must be a subgroup of USp(2p, 2q) = U(2p, 2q) ∩ Sp(2p+ 2q;C).
Now we consider the case p = 2, in which we gauge the U(1) group, which acts on A as
a phase rotation eiθ for the odd rows and as e−iθ for the even rows; that is, the generator is
given by T3 = σ3 ⊗ 1p+q. We do not give a kinetic term for the vector multiplet V3 coupling
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to this charge T3. Then, the auxiliary field component Y
ij
3 of this multiplet appears only
in a linear form in the action: 2Y3
i
jAαidαβT3βγAγj = 2 tr(Y3A†d T3A). Thus it acts as a
multiplier to impose the following three constraints on the hypermultiplet on-shell:
tr(σaA†d T3A) = 0 for a = 1, 2, 3. (B.8)
Moreover, we have one more constraint on-shell,
tr(A†dA) = 2 , (B.9)
which comes from the equation of motion A2 = −2N and the D gauge fixing condition
N = 1. Recall that we have two quaternion compensators for the present p = 2 case. Hence
there are eight (real) scalar fields with negative metric which should be eliminated. The
above constraints eliminate four components, and we still have SU(2) U symmetry acting
on the index i and the U(1) gauge symmetry for the charge T3. We can eliminate the
remaining four negative metric components by the gauge-fixing of these gauge symmetries,
so that the theory is consistent.
The manifold of the hypermultiplet specified by these four constraints (B.8) and (B.9)
have dimension 4(p + q) − 4 = 4 + 4q, and it is seen to be U(2, q)/U(2) × U(q) as follows.
First, we find that a representative element of A satisfying these constraints is given by
Arepr = 1√
2

12
iσ2
02
...
02

. (B.10)
Second, to identify the manifold, it is sufficient to consider the half size (p+ q)× 2 complex
matrix Aodd that consists of the odd rows of A alone, since the even row elements are
essentially the complex conjugates of the odd row elements, as stipulated by the reality
condition of A. In this half-size representation, we can see that unitary transformations of
the above representative element,
Aodd = UAreprodd =
1√
2
U

1 0
0 1
0 0
...
0 0

, U ∈ U(p, q), (B.11)
all satisfy the above constraints. But here, the subgroup U(q) ⊂ U(p, q) rotating the lower
q rows alone is inactive, so that the manifold of Aodd given by this form is U(p, q)/U(q) and
34
has dimension (p+ q)2− q2 = p2+2pq. However, when p = 2, this dimension already equals
the above dimension 4q + 4 for the hypermultiplet A specified by the constraints (B.8) and
(B.9), and thus the manifold of the latter is proved to be U(2, q)/U(q).
The manifold of the physical hypermultiplets is further reduced by the gauge fixing of
SU(2) and U(1), and hence becomes U(2, q)/U(q)× U(2).
Note also that the gauge group G is reduced to a subgroup of U(p, q) as a result of
the gauging of U(1). Indeed, the gauge transformation g ∈ G, compatible with the U(1)
symmetry, should commute with the U(1) generator T3: gT3 = T3g. One can easily see that
the group element g in USp(2p, 2q) satisfying this condition further must have the form
g =
(
U 0
0 UT−1
)
, on
( Aodd
Aeven
)
U ∈ U(p, q). (B.12)
This element clearly belongs to U(p, q).
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