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ANDREW P. INGERSOLL AND JAMES R. LYONS 
Division of Geological and Planetary Sciences, California Institute of Technology, Pasadena 
The hypothesis is that the global climate system, consisting of atmospheric dust interacting with the 
circulation, produces its own interannual variability when forced at the annual frequency. The model 
has two time-dependent variables representing the amount of atmospheric dust in the northern and 
southern hemispheres, respectively. Absorption of sunlight by the dust drives a cross-equatorial 
Hadley cell that brings more dust into the heated hemisphere. The circulation decays when the dust 
storm covers the globe. Interannual variability manifests itself either as a periodic solution in which the 
period is a multiple of the Martian year, or as an aperiodic (chaotic) solution that never repeats. Both 
kinds of solution are found in the model, lending support to the idea that interannual variability is an 
intrinsic property of the global climate system. The next step is to develop a hierarchy of 
dust-circulation models capable of being integrated for many years. 
1. INTRODUCTION 
Interannual variability is perhaps the most puzzling aspect 
of Martian global dust storms. It is not enough to explain 
how dust storms work; one must also explain why they do 
not work every year. On Mars there are no obvious long-
term variables like oceanic heat storage, seasonal snow 
cover, sea ice, or vegetation that might fluctuate from year to 
year and provide some basis for long-term variability. The 
longest natural time constant, about 1110 the Martian year, is 
associated with the fallout of dust from the atmosphere. One 
can invoke hidden microphysical variables, like the place-
ment of dust grains in relation to surface roughness ele-
ments, or one can assume that the Martian climate is in such 
a delicate balance that even small random fluctuations from 
one year to the next determine whether a global dust storm 
occurs. But it is also possible that the global distribution of 
atmospheric dust, with its attendant effects on the global 
circulation, provides enough memory so that the state of the 
system one year determines the initial conditions for the 
next. Toss in some nonlinear interaction among the vari-
ables, add seasonal forcing, and one may have a recipe for 
chaos. That is the hypothesis of this paper. 
Martin and Zurek have summarized the observations of 
Martian global dust storms [Martin, 1974a, b, 1976, 1984; 
Zurek, 1982; Zurek and Martin, 1993]. Zurek and Martin 
[1993] use the phrase "planet encircling" to describe the six 
large storms that were observed. Although good observa-
tions were made in 1905-1911, 1922-1926, 1937-1943, and 
1986-1991, no planet-encircling storms were seen during 
these years. The first planet-encircling storm seen from 
Earth was in 1956. Other such storms were seen in 1971 and 
1973. Two storms in 1977 and one in 1982 were not seen from 
Earth but were detected by the Viking instruments. Zurek 
and Martin estimate that the chance of a planet-encircling 
storm occurring in any arbitrary Mars year is ::s:50%, if such 
occurrence is random by year and yet restricted seasonally 
to southern spring and summer. 
The seasonality of the planet-encircling dust storms is an 
important feature. The six that were observed all occurred 
during southern spring and summer. They develop in the 
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southern subtropics and spread into the northern hemisphere 
in 10-20 days [Martin, 1974a, b, 1976]. Southern summer 
solstice (Ls = 270°) occurs just after perihelion passage (Ls 
"" 250°, where Ls is the angle of Mars in its orbit from spring 
equinox), so most theories of the dust storms have focused 
on the extra amount of sunlight incident at this time (the 
orbital eccentricity e is 0.093). Interannual variability is a 
separate issue that has not been addressed in a quantitative 
way. 
Theories of Martian global dust storms have been de-
scribed by a number of authors [Gierasch and Goody, 1973; 
Leavy et al., 1973, 1985; Gierasch, 1974; Pollack et al., 1979; 
Schneider, 1983; Haberle, 1986; Zurek et al., 1992]. Giera-
sch and Goody [1973] developed the idea of a dust-driven 
circulation, whereby absorption of sunlight by the dust sets 
up horizontal temperature gradients that intensify the winds 
and bring in more dust. They were thinking of a dusty 
hurricane, but the idea applies as well to the cross-equatorial 
Hadley cell that intensifies itself by picking up dust and 
bringing it into the summer hemisphere. There is abundant 
evidence that dust heats the atmosphere. Both two- and 
three-dimensional numerical models have demonstrated that 
solar heating of airborne dust provides positive feedback 
leading to a stronger and more extensive meridional circu-
lation [e.g., Haberle et al., 1982, 1993; Schneider, 1983; 
Pollack et al., 1990; Zurek et al., 1992; Murphy et al., 1993]. 
Viking Lander data revealed much about the interaction 
between dust storms and baroclinic wave activity in the 
northern winter hemisphere. These data help define the two 
regimes that can occur during this season, one with global 
dust storms and one without [Leavy et al., 1985; Haberle, 
1986], but they do not explain the occurrence of one regime 
in some northern winters and the other regime in other 
northern winters. The problem of interannual variability 
remains. 
Our hypothesis is that the global climate system, without 
exotic microphysical processes or delicate balances, is the 
source of its own interannual variability. We use the circu-
lation-dust feedback idea and apply it to the cross-equatorial 
Hadley cell, but realism is not the primary goal. Rather, we 
ask the question whether such a system, whose natural time 
constant is the lifetime of a global dust storm, can exhibit 
interannual variability when forced at the annual frequency. 
We assume that the dust storm lifetime is 1/10 of the Mars 
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Fig. 1. Phase space trajectories for model 1 with zero forcing. 
The abscissa is x from -1 to 1; the ordinate is y from zero to I. At 
each location the straight line points downstream from the dot. The 
left and right parts of the figure correspond to dust predominantly in 
the south and north, respectively. The top and bottom parts of the 
figure correspond to large and small amounts of dust, respectively. 
The separatrix x = 0 terminates at the unstable equilibrium point x 
= 0, y = 0. Stable equilibrium points occur at x = ±0.5, y = 0.5. 
The circulation is clockwise for x < 0 and is counterclockwise for x 
> 0. 
year, which is consistent with the 1977 storms observed by 
Viking [Zurek, 1982]. We ruthlessly shrink the problem 
down to two nonlinear time-dependent differential equations 
with seasonal forcing. If all the solutions to these equations 
were periodic with a 1-year period, then we would have to 
look for hidden microphysical variables or accept the idea of 
a delicately balanced climate. But if the solutions exhibited 
multiyear periodicities or aperiodic (chaotic) behavior for a 
wide range of parameters, then the global climate system 
might be the culprit. The next step would be to search for 
interannual variability in more comprehensive global models 
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Fig. 2. Same as Figure I but for model 2. 
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Fig. 3a. Time series of x(t), y(t),f(t) for model I with F = 0.8 
and e = 0. The initial conditions are x = -0.3, y = 0.5, and the 
integration step is 11200 of the forcing period. The dotted curve is 
x(t); the upper solid curve is y(t); the horizontal line is the zero of 
x(t) and y(t), and the distance between the horizontal line and the 
top of the box is one unit. The lower solid line is f (t) with arbitrary 
amplitude scale. The tick marks along the abscissa are 1 year apart 
and are located at the times whenf(t) has its maximum value. 
of Martian climate. The same philosophy underlies the 
attempts of Lorenz [1963], Vallis [1986], and Pedlosky [1987] 
to understand irregular cycles in the Earth's atmosphere and 
oceans. 
2. EQUATIONS 
Let n be the amount of dust in the atmosphere in the 
northern hemisphere, and s be the corresponding amount in 
the southern hemisphere. The model computes the time 
derivatives dn/dt and ds/dt from the current values n(t), 
Fig. 3b. Phase space trajectory corresponding to Figure 3a. 
The scales are the same as in Figures I and 2. The dots show the 
state of the system on successive years at maximum positive forcing 
(t/J = oo). 
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Fig. 4. Phase space trajectory for model I with e = 0 and F = 
0.85. One hundred years are shown. Although the overall pattern is 
the same from year to year, the trajectories do not repeat exactly. 
The system is aperiodic. 
s(t), and a seasonal forcing function f(t). The forcing is 
known, with period equal to the Mars year, so the model can 
be integrated forward from initial conditions n(O), s(O) at 
time t = 0. The model describes the following processes: 
atmospheric dust absorbs sunlight and heats the air. Air rises 
in the hemisphere where the heating is greatest and sinks in 
the opposite hemisphere, giving rise to a cross-equatorial, 
zonally symmetric circulation. The winds associated with 
this circulation pick up dust and advect it into the hemi-
sphere where air is rising. Dust is carried to high altitudes 
and spreads into the opposite hemisphere, thereby removing 
the drive for the circulation. Dust falls out, and the amount 
of dust in the atmosphere decays toward the background 
level. 
In each hemisphere the heating rate R is assumed to be 
proportional to the amount of atmospheric dust. The 
strength of the cross-equatorial Hadley cell depends on the 
difference in heating rates between the northern and south-
em hemispheres. First, consider equinox conditions, when 
the sun is overhead at the equator; seasonal forcing will be 
considered later. At equinox the difference in heating rates is 
proportional to n - s. The rate m at which air is exchanged 
between hemispheres is therefore given by c(n - s), where 
c is a positive constant. This relation is consistent with the 
dynamics of steady, zonally symmetric circulations [e.g., 
Holton, 1992, equation 10.15] when the eddy heat and 
momentum fluxes are negligible. Positive and negative val-
ues of m correspond to air rising in the northern and 
southern hemispheres, respectively. 
If the dust is concentrated close to the surface, the net 
effect of the cross-equatorial Hadley cell is to bring dust into 
the hemisphere where the air is rising. We define (1 + a)l2 as 
the fraction of dust in the lower half of the atmospheric 
column and (1 - a)l2 as the fraction of dust in the upper half. 
Note that a is l when all the dust is in the lower half, a is 
zero when the dust is evenly distributed, and a is negative 
when more of the dust is in the upper half of the atmospheric 
column. When air is rising in the northern hemisphere (m > 
0), dnldt includes a term slml(l + a)l2, representing air 
entering the northern hemisphere from the southern hemi-
sphere, and a term (-n)lml(l - a)/2, representing air 
leaving the northern hemisphere into the southern hemi-
sphere. The same terms appear with opposite signs in the 
expressions for dsldt. When air is rising in the southern 
hemisphere (m < 0), the same expressions apply but with a 
replaced by -a. The total dust in the atmosphere n + s does 
not change as a result of these advections, but the dust 
asymmetry n - s does change. With m = c(n - s), the 
equations are 
dn (n + s) (n - s) ulml b n 
- = + rna -- - lml -- + --+---
dt 2 2 2 2 T' 
(1) 
ds _ (n + s) (n - s) ulml b s 
-- -ma -- + lml -- +--+---dt 2 2 2 2 T. 
(2) 
The first two terms in each equation describe interhemi-
spheric advections. The ulml12 term describes raising of dust 
from the surface by winds that are part of the dust-driven 
circulation; this term is proportional to the magnitude of m. 
The b/2 term describes raising of dust by background winds 
that are independent ofthe dust-driven circulation. The niT 
and siT terms represent the fallout of dust onto the surface. 
The quantities b, c, g, and T are constants, while the 
quantity a may depend on n and s. We will choose a to be 
a decreasing function of atmospheric dust amount, with 
maximum value equal to unity. 
We now rewrite the equations in dimensionless form. 
When the circulation is zero (m = 0, n - s = 0) the total 
dust amount n + s approaches the background level bT. We 
therefore define dimensionless variables u and v as the dust 
asymmetry and total dust amount above background, re-
spectively, scaled by b T: 
Time is scaled by T, and the equations for the time deriva-
tives duldt and dvldt are obtained by adding and subtracting 
(1) and (2) after substituting m = c(n - s). 
du 
dt = {3u(av +a- lui)- u, (4) 
dv 
dt = Ylul- v. (5) 
Here f3 and yare dimensionless constants, 
y =geT, (6) 
and a is a dimensionless function of u and v, as yet 
unspecified. We define x as ulv and derive its time derivative 
from (4) and (5): 
dx 
dt = x[af3(v + l)- ({3v + y)lxl]. (7) 
When x is equal to zero, the dust is evenly distributed 
between the northern and southern hemispheres. When x is 
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Fig. 5. Time slices in phase space from a 250-year run of model! for the same values of e and F as Figure 4. The 
scales are the same as in Figures I and 2. Within each panel the dots record the state of the system at different years 
for the same phase cf>. The value of cf> is 0° in the upper left panel, and increases by 60° from left to right and then down. 
Slices at cf> = 240° and cf> = 300° may be obtained by noting that a phase shift of 180° is equivalent to a reflection about 
the line x = 0. The initial conditions are x = -0.3 andy = 0.5. At each phase the dots form a line in phase space, 
so the system is aperiodic. 
greater than zero, more of the dust is in the northern 
hemisphere. When x is less than zero, more of the dust is in 
the southern hemisphere. We also define y as v/(v + 1), so 
that y is confined to the range 0 < y < 1. When y is small, 
the total dust amount is close to the background level, and 
when y is close to 1, the total dust amount is large compared 
to the background level. 
The model is still rich with possibilities, and we consider 
only two. In both cases we choose f3 = y = 2. The choice y 
= 2 makes the time scale for raising dust the same as the time 
scale for dust fallout. Equation (5) becomes 
dv 
- = v(2lxl- 1). 
dt 
(8) 
When lxl < 112, the dimensionless total dust amount v 
decays exponentially, but when lxl > 112, v grows. The 
changeover represents the interplay between fallout of dust 
and raising of dust by the dust-driven circulation. The 
strength of the circulation is proportional to In - sl and 
therefore to I xl. Fallout prevails when the dust is evenly 
distributed between the northern and southern hemispheres 
and the circulation is weak. Raising prevails when more dust 
is in one hemisphere and the circulation is strong. Increasing 
the value of y increases the region in phase space where dust 
can grow. 
The choice f3 = 2 guarantees that x never goes outside the 
range -1 :S x :S 1, according to (7) with y = 2 and lal :S 1. 
This is a convenient choice because the phase space of the 
model is then - 1 :S x :S 1 , 0 :S y :S 1. 
In model1 we choose a= 11(v + 1). This is equivalent to 
a = 1 - y, which has the dust concentrated in the lower half 
of the atmosphere (a = 1) when the total dust amount is 
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small ( v << 1), and has the dust evenly distributed with 
altitude (a~ 0) when the total dust amount is large (v >> l). 
Contours of a are horizontal lines in the x-y plane with a 
decreasing upward. 
We choose a seasonal forcing function of the form (I -
lxl)f(t) in the equation for dx!dt. Heref(t) is given by F 
cos fit, where F is the dimensionless forcing amplitude and 
n is the dimensionless forcing frequency' given by 27T7·/ 
(Mars year). The factor ( 1 - I xl) ensures that the forcing can 
never drive the system outside the domain -1 < x < 1. The 
fact that f(t) changes sign every half year simulates the 
alternate heating of the northern and southern hemispheres. 
In terms of x and y the equations are 
dx = 2x[1- _lxl_] + (1- lxl)f, 
dt (1 - y) (9) 
dy 
dt = y(l - y)(2lxl - 1). (10) 
When the forcing is zero, model1 has stable equilibria (dxldt 
= dyldt = 0) at the points x = ± 1/2, y = 1/2, toward which 
the system decays with dimensionless time constant unity 
(decay timeT). Figure 1 shows the trajectories in phase space 
with/= 0. The circulation is clockwise in the left half of the 
figure and is counterclockwise in the right half of the figure. 
The trajectories are not closed; rather, they converge toward 
the stable equilibrium points. Model 1 therefore describes a 
dissipative system. 
Model 2 was deliberately chosen to give closed trajecto-
ries in phase space. Without forcing, model 2 is a Hamilto-
nian system: the phase space velocities dxldt and dyldt are 
derivable from the gradient of a stream function, which is the 
Hamiltonian. We choose the same form of the forcing 
function as in model 1. In terms of x and y, the equations for 
model2 are 
dx ah 
- =- + (1 - lxl)f= (1 - lxl)[(l - 2y)x + !], 
dt ay 
Fig. 6b. Phase space trajectory corresponding to Figure 6a. 
The dots show the state of the system at a phase c/J = 0°. The motion 
along the trajectory is generally clockwise in the left half of the 
figure and counterclockwise in the right half of the figure. 
dy ah 
dt = -ax= y(l- y)(2lxl- 1), (12) 
where the Hamiltonian h is given by 
h = x(l -lxl)y(l- y). (13) 
This Hamiltonian is algebraically simple and has the desir-
able property that the phase space boundary ( y = 0, y = 1 , 
lxl = l) is a streamline, i.e., h = 0. Requiring consistency 
between these equations and (7)-(8) yields the a(x, y) for 
model2: 
2a = 1 + lxl + (1- lxl)(2y 2 - 3y). (14) 
(11) The a contours form an elliptical hull's eye pattern centered 
· .. 
Fig. 6a. Same as Figure 3a, but for model2 with F = 0.25 and e 
= 0. The initial conditions are x = -0.3 andy = 0.5. 
at x = 0, y = 3/4, where a has its minimum value of -1/16. 
At smaller values of y, a is a decreasing function of 
atmospheric dust amount, as with model 1. The models 
differ, however, in the location of the a = I contour. In 
model1 the a= 1 contour (dust confined to the lower half of 
the atmosphere) occurs where y = 0 (low dust amount). In 
model 2, the a = I contour occurs where lxl = 1 (dust 
confined to either the northern or southern hemisphere). The 
former seems more realistic than the latter, but both models 
oversimplify. 
When the forcing is zero, model 2 has stable equilibria at 
the points x = ± 112, y = 1/2, around which the system 
circulates with dimensionless frequency 1/2 (period 47TT). 
Figure 2 shows the trajectories in phase space with f = 0. 
The direction of circulation is the same as for model I. 
Because each trajectory closes on itself, model 2 describes a 
dissipationless system. 
3. RESULTS 
The goal is to see whether time-dependent forcing with an 
annual period can lead to interannual variability. Both 
models 1 and 2 have a separatrix at x = 0 that terminates at 
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Fig. 7. Time slices in phase space from a series of 2500-year runs of model 2 fore= 0 and various F: 0.10 (upper 
left), 0.13 (upper right), 0.25 (center left), 0.50 (center right), 0.55 (lower left), and 0.70 (lower right). The initial 
conditions are x = -0.3, y = 0.5. The dots record the state of the system in different years at the same phase (cp = 
180°). As with model l (Figures 4 and 5), the system is aperiodic, but here the dots fill areas of phase space. 
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the unstable equilibrium point x = 0, y = 0. The time-
dependent forcing can move the system back and forth 
across the separatrix, from the domain of the steady north-
em hemisphere dust storm (x = 112, y = 112) to the domain 
ofthe steady southern hemisphere dust storm (x = -112, y 
= 112) and back. With periodic forcing, the response of the 
system could be either periodic or aperiodic (chaotic). The 
response period could be equal to the forcing period, which 
is the Mars year, or to any integer multiple of it. The fact that 
model 2 is a Hamiltonian system with a separatrix and 
time-dependent forcing guarantees that it will have chaotic 
trajectories. Many of these possibilities involve interannual 
variability. The question is, how pervasive is this variability 
and what are its properties? 
In the results that follow, the dust storm decay time T is 
taken to be 1/10 of the Mars year. With Tthe unit of time, the 
dimensionless forcing frequency fi is therefore 271'/10. The 
forcing function is either f(t) = F cos fit, or else 
f(t) = F[(cos fit)(l- 2e cos fit)+ e]. (15) 
With e = 0.093, (15) crudely simulates the eccentricity of the 
Martian orbit. We define the phase c/J of the forcing as 360° 
times the remainder of the quotient fit divided by 271'. Since 
the forcing appears in the equation for dx/ dt, maximum 
positive forcing ( cP = 0°) corresponds to northern summer 
solstice (Ls = 90°). Thus Ls = c/J + 90°. Equation (15) 
tends to produce short, intense summers in the south (Ls = 
270°, c/J = 180°) and long, mild summers in the north. This 
is consistent with the Mars orbit, where perihelion passage 
occurs at Ls = 250° corresponding to c/J = 160°. 
The forcing amplitude F can be regarded as the steady 
state value of x that would result if the circulation were zero 
and dust merely settled out of the atmosphere with time 
constant T. For finite F, the factor (1 - lxl) in (9) and (11) 
reduces the response amplitude. A value ofF of the order of 
0.5 or 1.0 therefore represents a reasonable seasonal ampli-
tude for Mars. 
Figure 3a shows the time series x(t), y(t), f(t) for model 
1 with a forcing amplitude F = 0.8 and eccentricity e = 0. 
Figure 3b shows the corresponding trajectory in phase 
space. The dots in Figure 3b show the state of the system on 
successive years when c/J = 0°, corresponding to Ls = 90°. 
The direction of motion along the trajectory is consistent 
with the unforced motion shown in Figure 1, clockwise in the 
left half of the figure and counterclockwise in the right half of 
the figure. The trajectory is periodic with a period of 4 years 
and is asymmetric about x = 0 despite the symmetry of the 
forcing. Some values ofF give symmetric trajectories when 
e = 0, and other values give asymmetric trajectories with 
different periods. For certain other initial conditions, the 
system shown in Figure 3 settles into a trajectory that is the 
mirror image of this one reflected about the line x = 0. The 
time constant for decay into one of these trajectories is about 
1 year. 
The forcing amplitude in Figure 3 is an intermediate value. 
For values ofF less than 0.6 there are two trajectories, each 
with a period of 1 year. One trajectory oscillates about the 
equilibrium point x = 112, y = 112, and the other oscillates 
about the equilibrium point x = -1/2, y = 112. For values 
ofF greater than 0.85 there is only one trajectory; its period 
is 1 year, and the state of the system loops back and forth 
between the two equilibrium points in a figure-eight pattern. 
For intermediate values ofF, multiyear periods are possible. 
Fig. 8. Model2 with multiple initial conditions. The coordinates 
of the plot and the values of e and Fare the same as in the lower left 
panel of Figure 7. The phase here is 0°, so the trajectory of the 
Figure 7 panel appears as its own mirror image reflected about the 
line x = 0. 
Since y is v/(v + 1), where vis proportional to the total dust 
amount, the ratio of the largest dust storm in Figure 3 
(largest maximum of y) to the smallest dust storm (smallest 
maximum of y) is about 2.25 to 1. The largest dust storm in 
Figure 3 occurs in the south, just after summer solstice in the 
southern hemisphere. Both northern and southern hemi-
sphere storms are equally likely in this model, when e = 0. 
In general, the maxima of y in each hemisphere occur during 
the summer season of that hemisphere (0 < c/J < 90° in the 
north and 180 < c/J < 270° in the south). Adding eccentricity 
to the forcing (15) adds a small asymmetry to trajectories 
that were symmetric before, but does not change the general 
amplitude or phase relations illustrated in Figure 3. 
Model 1 becomes aperiodic (chaotic) in a narrow band of 
forcing amplitudes centered at F = 0.85. An example is 
shown in Figure 4. The trajectory spans 100 years beginning 
900 years after the initial start-up. Although the general 
shape of the pattern does not change from year to year, the 
phase of the response relative to the forcing (the location of 
the dot on each trajectory) is seen to wander. Figure 5 shows 
a 250-year history sampled (sliced) at four different times of 
the year (c/J = oo, 60°, 120°, 180°). Within each panel, the state 
of the system during each year is represented by a dot. A 
trajectory with a period of N years would appear as N dots. 
An aperiodic trajectory, or one with a period that is incom-
mensurate with the forcing period, would appear as a con-
tinuous line or filled area. Whether this trajectory is periodic 
with a very long period (large N), or is truly aperiodic, is 
hard to say. In either case the state of the system (location of 
the dot) at a given time of year (value of c/J) can take on many 
values. 
Model 2 shows much more spectacular examples of ape-
riodic trajectories. Figures 6a and 6b show a time series and 
a phase space trajectory of a model 2 integration with F = 
0.25 and e = 0, respectively. Only a portion ofthe integra-
tion is shown, long after any initial transients have died 
away, but the pattern never repeats. Figure 7 shows time 
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Fig. 9. Time slices in phase space from a 2500-year run of model 2 fore= 0 and F = 0.55, the same parameter 
values used in Figure 8 and in the lower left panel of Figure 7. The values of cf> range from oo to 180° (increasing by 60° 
from left to right and then down). The initial conditions are x = - 0. 3, y = 0. 5. The cases cf> = 240° and cf> = 300° may 
be obtained by reflecting the cases cf> = 60° and cf> = 120° about the line x = 0. 
slices, similar to those of Figure 5, from a series of 2500-year 
runs of model 2 (e = 0, different values of F), in which the 
state ofthe system is recorded once each year (at cf> = 180°) 
as a single dot in the x-y plane. Except for the change in 
phase (from cf> = 0° to cf> = 180°), the dots have the same 
significance as in Figure 6b. The fact that the dots fill a finite 
area means that the system is chaotic for these values of 
parameters. 
Model2 is not always chaotic. As shown in Figure 2, all of 
the trajectories of the unforced system are periodic. Those 
closest to the stable equilibrium points at lxl = 1/2, y = 1/2 
have the shortest periods, one-fifth of the Mars year. Those 
outside have longer periods, with two infinite-period trajec-
tories circulating in opposite directions down the line x = 0 
and around the outer boundaries. Both the long-period and 
the short-period trajectories become aperiodic when forcing 
is added, as the upper two panels of Figure 7 illustrate. All 
six panels were started at the same initial condition, x = 
-0.3, y = 0.5. For F = 0.10 (upper left panel), the initial 
point is inside the domain of the short-period trajectories. 
These circulate around the equilibrium points, as in the 
unforced system, but their domain shrinks as F increases. 
For F = 0.13 (upper right panel) the initial point is in the 
domain of the long-period trajectories, which fill most of 
phase space. 
In the center left panel (F = 0.25) of Figure 7 the 
trajectory appears to fill all of the phase space. All states of 
the system are allowed at any time of the year. But for F = 
0. 50 (center right panel) there are islands sheltering different 
trajectories, which are confined in phase space. Increasing F 
to 0.55 produces the strange attractor shown in the lower left 
panel. The white areas of that panel are occupied by different 
trajectories, which are reached by different initial condi-
tions. Some of these trajectories are shown in Figure 8, 
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Fig. lOa. Time slices in phase space from a 2500-year run of 
model2 withe= 0.093 and F = 0.50. The initial conditions are x = 
-0.3, y = 0.5, and the phase of the slice is c/J = 180°. 
which also has F = 0.55. The phase (4J = 0°) differs by 180° 
from that of Figure 7, so the trajectory in the lower left panel 
of Figure 7 appears reflected about the line x = 0 in Figure 
8. The spiral pattern of dots in the lower right panel (F = 
0. 7) represents a transient that decays to a periodic trajec-
tory with a period of one year. 
For comparison with dust storms on Mars, an important 
question concerns the phasing (seasonality) of the major 
events (large values of y). Figure 9 shows time slices for F = 
0.55, e = 0, at a range of phases from 0° to 180°. The lower 
right panel (4J = 180°) of Figure 9 corresponds to the lower 
left panel of Figure 7. The upper left panel of Figure 9 is for 
northern summer solstice. The cluster of points moves into 
the summer hemisphere (upper right panel), circulating 
around counterclockwise in the right half of the figure (lower 
left panel), and then back to the equator at southern summer 
.. .. .. 
.. 
Fig. lOb. Time series corresponding to a short section of the run 
in Figure lOa after the transient has died away. 
Fig. lOc. Phase space trajectory corresponding to Figure 1 Ob. 
The dots show the state of the system at c/J = 0°. 
solstice (lower right panel). The symmetry of (11)-(13) under 
the transformations x --+ - x, y --+ 1 - y means that the 
mirror image of each pattern appears during the second half 
of the cycle. According to the figure, the dust is most likely 
to be concentrated in one hemisphere at the end of summer, 
e.g., between the upper right and lower left panels. 
The trajectory shown in Figure 9 is just one of many, as 
illustrated in Figure 8. The other trajectories occupy the 
white spaces in Figure 9, and these white spaces also 
circulate counterclockwise in the right half of the figure. 
Some of these white spaces reach large amplitude (large 
values of y) and large hemispheric asymmetry (large values 
of x) at different phases in the seasonal cycle than the 
trajectory of Figure 9. Because model 2 is nondissipative, 
the trajectories do not cross. The system remembers its 
initial conditions for all time. Even though the region with 
the most dots shifts from one hemisphere to the other, every 
corner of phase space has dots in it. Large dust storms (large 
values ofy) can occur at any season, according to this figure. 
In general, changing the eccentricity e from 0 to 0.093 has 
little effect on the trajectories. However, when the initial 
point is near a boundary between trajectories of different 
types, then that particular solution changes dramatically. In 
the top two panels of Figure 7 we saw the effect of changing 
F from 0.10 to 0.13 while holding the initial condition 
constant. In Figure 10 we see the effect of changing e. The 
forcing (F = 0.50) and the initial condition (x = -0.3, y = 
0.5) are the same as for the middle right panel of Figure 7, 
but the eccentricity is now 0.093. Changing this parameter 
moves the trajectories so that the system is now confined to 
one of the white spaces in the center right panel of Figure 7. 
Instead of wandering around phase space, the system is 
periodic, as shown in Figure 10. Figure lOa is a time slice at 
4J = 180°, as in Figure 7, but the pattern shows a transient 
that decays to a trajectory that has a period of 3 years. The 
three concentrations of dots are located close to three 
islands in the center right panel of Figure 7. Figure lOb 
shows the time series after the transient has died away, and 
Figure 1 Oc shows the periodic trajectory in phase space. The 
circulation in Figure 1 Oc is counterclockwise. As in Figure 
10,960 INGERSOLL AND LYONS: VARIABILITY AND CHAOS OF MARS DUST STORMS 
3b, the dots in Figure lOc show the state ofthe system at cjJ 
= oo. 
The two maxima of y occur in the northern hemisphere, 
according to Figure 10. The largest of these occurs at the 
beginning of northern fall, well after the time of maximum 
heating in the north. Mars has large dust storms that origi-
nate in the south during southern summer. However, a 
different initial condition would put the system on a trajec-
tory that is almost (because e is nonzero) a mirror image 
(about x = 0) of the one shown. Such a trajectory has a 
major dust storm (large y) in the southern hemisphere at the 
beginning of southern fall. Although other trajectories are 
lurking nearby, the general appearance of Figures 7-9 is not 
changed by setting e = 0.093. 
4. CoNCLUSIONS 
The calculations demonstrate that interannual variability 
is possible in simple global dust storm models, even when 
the natural response time of the system is an order of 
magnitude shorter than the period of the forcing. Both 
models employ two predicted variables, representing the 
amount of atmospheric dust in the northern and southern 
hemispheres, respectively. Algebraic relations connect these 
two variables to the strength of the circulation, the vertical 
distribution of the dust, and the interaction with the surface. 
The dust storm decays when it spreads into both hemi-
spheres. This spreading is controlled by a function a, which 
describes how the vertical distribution of dust depends on 
the circulation. Model I uses a straightforward relation for a: 
the dust is concentrated close to the ground in a clear 
atmosphere and is more uniformly distributed in a dusty 
atmosphere. Model 2 has this same general feature, but the 
relation was specially chosen to give oscillating behavior in 
the absence of forcing. 
For reasonable parameter settings, model! gives solutions 
that behave like Martian dust storms. Dust storms develop in 
the springtime hemisphere and reach their peak in the 
summer, which is more or less in accord with the observa-
tions. The intensity and timing may vary from one year to 
the next, but the patterns usually repeat after a few years. 
Some patterns repeat every year; others repeat after several 
years. A few patterns have such long periods that they are 
essentially aperiodic. Some patterns are asymmetric and 
favor one hemisphere over the other; these solutions come in 
pairs, so the overall symmetry between hemispheres is 
preserved. Adding orbital eccentricity to the forcing does 
not greatly alter this symmetry. The principal weakness of 
model 1, when compared to Martian dust storms, is that 
most of the solutions are periodic. Mars dust storms do not 
seem to be periodic, but the statistics are poor. A more 
realistic model, with more variables, might be either more or 
less periodic depending on the strength of the annual forcing 
compared to the model's own internal variability. 
Model 2 has the advantage that it gives solutions that are 
clearly aperiodic (chaotic). For many parameter settings, the 
patterns never repeat from year to year. Large-amplitude 
interannual variability is the norm for this model, in seeming 
agreement with the observations, although the observational 
statistics are not adequate to draw a firm conclusion. Dust 
storms can occur at all seasons according to this model. The 
most frequent occurrence is at the end of summer or 
beginning of fall, which is significantly later than what is 
observed. Dust storms are equally likely in the northern and 
southern hemispheres. The orbital eccentricity, as modeled, 
does little to alter this behavior. On Mars the dust storms 
develop in the south and reach their peak around southern 
summer solstice. 
The main disadvantage of a simple model like this one is 
the need to parameterize important physical processes. 
Physically interpreting the model becomes a complex task, 
even though the mathematics is simple. We have not ex-
plored all of parameter space with the present model. The 
constants {3 and y were chosen to divide phase space equally 
between regions where dust storms decay and regions where 
they grow. By adjusting these constants, it might be possible 
to simulate the difference between the rapid growth (10-20 
days) and slow decay (60-80 days) of global dust storms. 
Differences in topography between the northern and south-
ern hemispheres were not taken into account. By exploring 
the effect of topography on dust storms, it might be possible 
to simulate the tendency of dust storms to begin in the south. 
And by further adjusting a, it might be possible to move the 
preferred time for major dust storms from the beginning of 
fall to the beginning of summer, where they are observed. 
But perhaps a better approach is to reduce the number of 
parameters by making the model more realistic, by exploring 
the large middle ground between the global general circula-
tion models and models of the sort presented here. 
It is hoped that this paper will stimulate further research, 
first, to study the statistics of Martian dust storms, and 
second, to look for multiyear periods and chaotic behavior in 
more realistic global models. Our plan is to build upward 
from the two-parameter model, in order to further test the 
hypothesis that the global circulation is the source of inter-
annual variability. Exotic microphysical processes may be at 
work, but simple models of the global circulation have great 
unexplored potential for generating their own exotic behav-
ior. 
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