Introduction
Let II " I[z denote the supremum norm on the set E. Two of the most used inequalities for the derivatives of polynomials are the Bernstein inequality valid for polynomials Pn of degree at most n. In this paper we are primarily interested in what form these inequalities take on several intervals. We shall see that the extension to general sets involves the equilibrium measure of these sets. We shall give the precise form of the Bernstein inequality for arbitrary compacts, and an asymptotically best form of the Markoff inequality for sets consisting of finitely many intervals. Actually, in this case we shall prove different Markoff inequalities one-one-associated with each one of the endpoints of the system of intervals.
The proofs will heavily use sets that are obtained as the inverse images of intervals under (special) polynomial mappings. We shall see that the original Bernstein and This research was supported in part by the National Science Fundation, DMS-9801435, and by the Hungarian National Science Foundation for Research, T/022983.
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Markoff inequalities instantly transfer to such polynomial inverse images (at least for some special polynomials). From here we shall get the extension to more general sets and more general polynomials by approximation. The approximation is based on the density of polynomial inverse images in the family of compact sets, and we shall also verify this density property.
We shall start with the just mentioned density property in the next section. Then in w we shall consider the extension of the Bernstein inequality. Finally, the extension of the Markoff inequality will be done in the last section. 
Polynomial inverse images of intervals

T-~(L,)(A):=~,(T(A)
forACE,, i=1 .... ,N.
Polynomial inverse images of intervals, i.e. sets of the form T-1([-1, 1]) with admissible T, have many interesting properties. They are the sets that support weights for which the recurrence coefficients of the associated orthogonal polynomials are periodic, E or they are the sets = [-Ji=l [ai, bi] for which the Pell equation
p2 (z) -Q(z) S 2 (z) = 1 l with Q(x) = II(x-ai)(x-bi),
i=1 that goes back to N.H. Abel, has polynomial solutions P and Q. They are also connected with continued fractions and Toda lattices. For all these and many more interesting results connected with polynomial inverse images see the papers [8] - [11] , [13] by F. Peherstorfer and the references there (see also [14] ). However, the question if these sets are dense among all sets consisting of finitely many intervals has been open. In this section we prove this density, and in the subsequent sections we shall apply this result to polynomial inequalities on several intervals. The theorem immediately implies its strengthened form when we also prescribe if a given a~ (or b~) is smaller or bigger than ai (or bi). In particular, it is possible to require e.g. that ECE'. The proof also shows that in the theorem we can select a'i=ai for all i, and even b~ =bl. Alternatively we can fix any other br N.I. Akhiezer [1] described polynomial inverse images of [-1, 1] consisting of two intervals via elliptic functions. From here the validity of Theorem 2.1 follows when l=2. However, if we use the characterization of polynomial inverse images given in Lemma 2.2, then one can see that the two-interval case (l=2 in Theorem 2.1) can be obtained by simply changing continuously one endpoint of one of the intervals. When l>2 the situation is more complex.
After having learned of Theorem 2.1, F. Peherstorfer [12] has also given a proof using a completely different approach.
We shall need the following known characterization of polynomial inverse images of intervals (see [2] and also [10] ). Since the terminology is somewhat different from those in the papers [2] or [10] , for completeness we present a short proof. For the concept of the equilibrium measure and of the logarithmic capacity of a compact set see any text on logarithmic potentials, e.g. [20] , [15] or [16] ; but actually we shall only use the defining properties (2.1) (2.2) below. 1] ) and N is the degree of T, then (see [6, Theorem 11] 
Proof. If E=T-I([-
1,
H(z) =exp(N f log(z-t) d#E(t)-Nlogcap(E))
on the Riemann sphere C cut along E, where cap(E) denotes the logarithmic capacity of E.
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We need the following properties of equilibrium measures (see e.g. [15] , [20 , and this is a disjoint union. This is a mapping of a subset of R 2t to R l, so it is singular. It is singular even if we fix, say, the left endpoints (to obtain a mapping from R l to R z), namely the image set is on a hyperplane, for the sum of the coordinates in the image set is 1. Now we show that if we also fix hi, thereby obtaining a mapping from R z-1 into the hyperplane mentioned before, then this mapping is nonsingular. cf. also [21] ) that #z is of the form
(for the existence and properties see e.g. [16, w or [7] ). Since the balayage of (fo~ onto E is #z, and since a fractional linear transformation preserves the balayage measure (see below), these two questions are basically the same. We set R=RU{oc}, and identify -oc with oc.
for tEE, where the numbers Tj lie in the intervals (bj, aj+l). We shall need more precise information on where these numbers lie, therefore we derive again this formula in a way that also supplies this additional information. Actually, we need the same form and information on the balayage measure of a Dirac mass (fa, aER\E, onto E. This measure is defined as the unique measure ~, on E that has total mass 1 and for which LEMMA 2.3. Let Z=U~=l[ai , b~], (bt, al+i)=(bl, oc]U(--cx), al), and for aER\E let i(a) be that index l <. i<.l for which aE (b~,ai+l) . The density of the balayage measure ~a of the Dirac delta mass 6a onto E is given by
where the polynomial
This system of equations uniquely determines each "ri, i # i( a), and we have "tic (bi, ai+l)-In particular, for a--+ec we get that the equilibrium measure #r~ is of the form (2.4) with ~-1, ..., rl-t satisfying for all l <~
(2.8)
I-Ill I(t-aj)(t-bj)lU 2
Note that the first numerator and second denominator in (2.7) are constant, so they could be omitted from the formulae. However, it may well happen that TZ equals oo, in which case the factor (t--7-1)li(a--~-l) should be omitted from all formulae. This difficulty can be overcome by applying a fractional linear transformation as will be done in the proof. The same remark applies if we want to speak of the balayage of 5oo, in which case all the terms that contain a should be dropped.
(2.7) gives a linear ((l-1)x (l-1))-system for the l-1 free coefficients of Pz-1-This system has a nonsingular matrix (see below), and therefore the solution is unique. It is clear from (2.7) that Pl-1 must have at least one zero on each (bi,ai+l), l~i~l, i~i(a), and then it cannot have more than one, so it has exactly one zero in each of these intervals. It also follows that the coefficients of Pl-1 are C~~ of the endpoints aj, bj, which, in view of the fact that the zeros of Pl-1 are separated, implies that the zeros 7-i are also C~-functions of the endpoints aj,bj (Coo at co should be understood in a proper sense, but we can always speak of normal C ~ after applying a fractional linear transformation as is done below). Thus, altogether, the density of #E is Proof of Lemma 2.3. Consider the set E* obtained from E via a mapping x*= 1/(x-c~), and for a measure u defined on E let u* be the image of u under the same mapping x*=l/(x-(~), i.e. if E* is the image of a set E, then we set S(E*)=u(E).
Since the balayage measure 5a of 5a onto E is characterized by the facts (see [16, w and Theorem II.4.6]) that it is supported on E, it has total mass 1 and its logarithmic
equals a constant plus log Iz-al on E, it is easy to see that u is the balayage of 5~ onto E if and only if u* is the balayage of 5a* onto E*, where a*=l/(a-a). It is also straightforward to see that this same transformation also preserves the validity of Lemma 2.3, i.e. the lemma is true for E and a if and only if it is true for E* and a*.
However, by an appropriate choice of a we can achieve that a* is bigger than any of the endpoints of E*, hence we may assume from the outset that a>bl. In this case i(a)=l. 
Take again real parts, and notice that on (b~, a~+l) the function H(z) is real, and for z=x• xE(bi, ai+l) we have log --From these we obtain z-/3 = log Ix-/31
[x-al Log~dx-log~
Jb~ x--a
Here the last term is zero by the choice of the polynomial Pz-1, and we can conclude that V(a) is constant on all of E. Furthermore, Since each of the sets E(xl, ..., xl-1) is just like E, it is enough to do that at the origin. for polynomials Pn of degree at most n play a fundamental role in several branches of mathematics (see e.g. [19] and [5] ).
In the second part of the paper we are going to deal with the analogues of the aforementioned classical inequalities for sets E consisting of several intervals. First we show that the Bernstein inequality (actually, the sharper Szeg5 inequality) holds with replacing n/~ by zr times the equilibrium measure of the set E, namely we prove the following generalization of (3.1).
THEOREM 3.1. Let E be a set consisting of a finite number of intervals, and let WE be the density of the equilibrium measure of E. Then for any n and any polynomial Pn of degree at most n we have (IPrn(x)l +n2P2n(X) ~n211Pnll2E, xEE. (3.3)
As a corollary we obtain
IP'~(x)l <~ Tr~E(x)nllPnHE , xeE, (3.4)
which is the extension of (3.1) to several intervals.
which is a well-known generalization of the Bernstein inequality due to Szeg5 [18] .
For possible later reference let us state here the following corollary, which is the same theorem but for general compact sets.
THEOREM 3.2. Let EcR be a compact set with nonempty interior, and let wE be the density of the equilibrium measure of E on that interior. Then for any n and any polynomial pn of degree at most n we have ~'~(x)l)2+n2p2(x)<~n2 P x E Int(E).
2 n E~ (3.5) v. TOTIK This immediately follows from Theorem 3.1. In fact, we can approximate any compact set by sets E* consisting of finitely many intervals in such a manner that in the interior of E the densities wE.(x) converge to WE(X). Since Theorem 3.1 holds with universal constant independent of the sets E*, its validity will be preserved from the sets E* to the set E. We shall not give more details, for they are fairly standard. Of course, the equilibrium measure PE is absolutely continuous in the interior of E, so WE is meaningful there.
As an immediate corollary we obtain (3.4) for an arbitrary compact set E and for xEInt(E). Next we show that (3.4) is sharp for any compact E: THEOREM 3.3. Let s:>0. 
For each x lying in the interior of E, and for every large n, there is a polynomial P,~O of degree at most n such that [Ply(x)[ >1 (1--S)~WE(X)n[IPn[]E.
Furtheremore, if E is the polynomial inverse image of an interval, then the equality sign holds in (3.4) for some appropriate polynomials for infinitely many degrees and for a set of points that becomes dense as the degree tends to infinity.
Proof of Theorem 3.1. The outline of the proof is the following: First we show the validity of (3.4) for a special class of sets and for a special class of polynomials. Then, by approximation, we obtain (3.4) with an additional (l+o(1))-faetor on the right, where o(1) may depend on x and the degree n, but tends to zero as n tends to infinity. Finally, from here we obtain the full (3.3) by a transformation. which, in view of (3.8) and IIRmll [_l,1] =llPnllE, is (3.4).
Next let E be an arbitrary set consisting of a finite number of intervals. We show that for any x0 lying in the interior of E we have ]P'~(xo)l ~< (l+o(l))~E(xo)ntfP~llE, (3.9) where o(1) denotes a term that is independent of Pn, and tends to zero as n-+oo. 
~0
Let P~ be an arbitrary polynomial of degree n, and consider the polynomial
P; (x) = (1-~(X-Xo)2)[~d]
Pn(x), (3.11) where c~>0 is fixed so that 1-c~(x-x0)2>0 on E. Clearly, P* has degree at most 
from which the claim that S is a polynomial of TN (x) follows. On comparing the degree of the homogeneous parts of these polynomials, we can see that the degree of
Sn(u) := S(rNlio(u) )
is at most deg(P~)/N< (n+2v~)/N in u.
From the properties (3.12) and (3.13) it is also clear that
IISIIE-~< ( I + N/~'/~ ) {{PnIIE, {S'(xo)-P;~(xo){ <<. N~'/~ IIPn{IE.
Now S is already of the type for which we have verified (3.4) above, so if we apply to S the inequality (3.4) at x=xo, and if we use (3.10) and the preceding estimates, we obtain (3.9): with some constant C, but this produces only a rough estimate on the best possible constant. Our aim is to determine the asymptotically best constant in the inequality (4.1).
Actually, we shall be interested in several Markoff inequalities, one-one around each endpoint of E. In fact, by Theorem 3.1 we have
uniformly on compact subsets K of the interior of E, and this shows that inside E the Bernstein-Markoff factor is O(n). However, around the endpoints of E this factor is of the order O(n2), and the best constant may depend on which endpoint we are considering.
We shall prove that the analogue of (3.2) around any endpoint of the set holds with an asymptotically best constant that depends on the endpoint in question. We shall determine these best constants, and it turns out that they are also connected with the equilibrium measure #E of the set E. (l+o (1))( 2yj) llPnllE.
(4.8)
Here the maximum cannot be attained for j=2 or j =2/-1 (because, as elementary consideration shows, M2 < M1 and M21-1 < M2t), but otherwise (depending on the structure of the l intervals [a2j-1, a2j]) the maximum can occur at any other j. One can also show (see [3] ) that in (4.8) the factor 1+o(1) cannot be dropped. 
Proof of Theorem
T~(aj)=NUN_l(aj)r(aj).
If we express from here UN_ 1 (%), and substitute the resulting equality into the previous formula, then we obtain 
IP'~(x)t = IR'~(E~(x) )I'IT'N(x)I <~ m2NRmll[-a,ll(l +e)MjN 2 <~ (l +e)Mjn21lP~llE,
where we used that the norm of Rm over [-1, 1] coincides with the norm of P~ over E, and that n=Nm.
Finally, let E be an arbitrary set consisting of a finite number of intervals. By Theorem 2.1 we can choose a polynomial inverse image set E*= TNI([--1, 1]) consisting of l intervals that lies arbitrarily close to E. Furthermore, in selecting E* we can also achieve that aj is an endpoint of E*, and E*cE (see the remarks made after Theorem 2.1). It is also true that the numbers 7- and otherwise 0~< Lv~ (x)~< 1 on E*. Instead of (3.11) consider the polynomial uniformly for x E E* \Ei*o, where we have also used the classical Markoff inequality (3.2) in the estimates of the derivatives. These show that if we define N S(x) : Z < (T;',(T~ (z)))
P~(x)=L,/~(x)P,(x),
i----1 as in (3.13), then exactly as after (3.13) we can conclude that this is a polynomial of TN, and
IISllE-~< (I+O(~V-~))IIP,,IIE ., IS'(x)-P'(x)l <<. O(n2m'~)lIPnllE.
for all xc=E*M [aj-rhaj+rl] . Now S is already of the type for which we have verified (4.6) above, so if we apply to S the inequality (4.6) and also take into account (4. follows.
[]
