We propose a recurrent neural network for a "model-free" simulation of a dynamical system with unknown parameters without prior knowledge. The deep learning model aims to jointly learn the nonlinear time marching operator and the effects of the unknown parameters from a time series dataset. We assume that the time series data set consists of an ensemble of trajectories for a range of the parameters. The learning task is formulated as a statistical inference problem by considering the unknown parameters as random variables. A variational inference method is employed to train a recurrent neural network jointly with a feedforward neural network for an approximately posterior distribution. The approximate posterior distribution makes an inference on a trajectory to identify the effects of the unknown parameters and a recurrent neural network makes a prediction by using the outcome of the inference. In the numerical experiments, it is shown that the proposed variational inference model makes a more accurate simulation compared to the standard recurrent neural networks. It is found that the proposed deep learning model is capable of correctly identifying the dimensions of the random parameters and learning a representation of complex time series data.
1. Introduction. Dynamical systems have been widely used in the modeling of complex physical, biological, and engineering processes [15, 36, 39] . Most of the dynamical systems have a few parameters that have to be identified either by a theoretical analysis or experiments [32, 41] . However, because of the high complexity of the physical (biological) systems, noise in the experimental data, and unresolved dynamics, it is very challenging to correctly identify those parameters, which introduces an uncertainty. Quantifying the effects of uncertainty in the simulation of a dynamical system has been extensively studied over the last two decades [14, 29, 42] . While most of the uncertainty quantification methods require almost complete knowledge on the system dynamics, such as the time marching operator and the source or distribution of the uncertainty, it is not uncommon, particularly in real-world applications, to encounter a very complex system, of which dynamics is not well understood.
"Model-free" approaches, which aim to identify the system dynamics from data, have been a long-standing research topic across many disciplines, e.g., statistics, physics, engineering, and so on. Classical statistical models based on autoregressive stochastic processes or state-space models [5, 20] assume a linear transition of a state space to make an inference analytically tractable. Although nonlinear extensions of the classical methods have been widely used [1, 11] , most of the nonlinear methods require at least partial knowledge on the system dynamics [18] . There has been a progress in the data-driven modeling of nonlinear dynamical systems based on a delay-coordinate embedding [19, 37] . A new class of methods, employing the dynamic mode decomposition supplemented with machine learning approaches, has been proposed to learn the governing equations directly from the data [7, 40] . Yet, purely data-driven modeling of nonlinear dynamical systems remains as a challenging problem.
Recently, there has been a surge of interest in adopting deep learning techniques in the modeling of physical systems [6] . Due to its strength in learning nonlinear structures of the data, deep learning offers a powerful tool to build a computationally efficient and accurate surrogate model for the uncertainty quantification of physical systems [47] . The physics informed neural network (PINN) proposed by [30] uses the governing equations to impose a physical constraint in the training of an artificial neural network (ANN), which makes it possible to train an ANN with a sparse data. The new approach has inspired numerous follow-up studies, extending the framework to tackle the uncertainty quantification problems [16, 38, 43] . Although the initial results of PINN look promising [31] , it requires a set of governing equations to impose physical constraints. For data-driven identification of nonlinear dynamical systems, [27] proposed a novel deep learning framework to learn a linear embedding of nonlinear dynamics based on the Koopman operator theory. [33] has proposed a feedforward neural network to learn the nonlinear time marching operator and a measurement noise, which employs a Runge-Kutta time integration scheme. [45] has proposed a recurrent neural network model, which is capable of approximating the probability distribution of a stochastic process without any distributional assumptions.
In a data-driven modeling, it is typically assumed that the data is acquired from one source, or under an identical condition. However, in practice, many of the dataset consist of an ensemble over a range of parameters. For examples, an experimental data consists of many sets of experiments with varying parameters, and a real-world observation data may be affected by changes in the environmental conditions. In general, it is very challenging to separate the effects of each parameter in the dynamics without knowing a functional relation even without a noise in the data due to complex nonlinear interactions. Data-driven identification of the effects of parameters can be thought as a representation learning problem, which has been of great interest in the data mining community [2] . In representation learning, we aim to find a low-dimensional representation from a complex data. In the context of the dynamical systems, if we can successfully find such a "representation" of the effects of the parameters from a dataset, the learned representation can be used to constrain the data-driven simulation to follow the correct dynamics. Built upon the recent advancement in a variational inference technique [24] , a promising approach have been proposed [22, 46] , where two neural networks are jointly trained to "disentangle" a time-invariant factor from a time-dependent feature.
In this study, we are interested in learning the time marching operator of a dynamical system from noisy observations, when the dataset consists of an ensemble of trajectories generated from a wide range of parameters. We formulate the learning task as a variational inference problem. It is shown that the proposed deep learning approach can identify the dimensionality of the parameters and make a more accurate simulation by exploiting the learned representation. This paper is organized as follows. A formal description of the problem setup is given in section 2.1. Section 2.2 describes the variational inference techniques and a probabilistic model is proposed to learn the nonlinear dynamics with unknown parameters. In section 3, the proposed model is tested against three nonlinear time series. Finally, the conclusions are given in section 4.
Methodology.
2.1. Problem formulation. Let µ ∈ R d be the state of a physical system. The dynamics of µ is governed by a system of differential equations;
in which u ∈ R Nu is an exogenous forcing and α ∈ R Nα denotes the parameters of the governing equations. The exogenous forcing may come from an ambient condition, such humidity, temperature, and pressure, or a driving force, for example, electromagnetic field or pressure gradient. We do not assume a prior knowledge on the time marching operator, F(·; α). In general, the ground truth, µ(t), is not accessible. We only observe a corrupted measurement, y t , at a discrete time interval, i.e.,
where µ j = µ(jδt), δt is a sampling interval, and t is a stochastic noise process. The time series data set consists of K trajectories of the noisy observations and exogenous forcing; D = {(Y k 0:T , U k 0:T ); k = 1, · · · , K}, where Y k 0:T = (y k 0 , · · · , y k T ) and U k 0:T = (u k 0 , · · · , u k T ). We assume that D is generated by gathering data from the systems under a range of environmental conditions.
Here, we aim to build a data-driven model for the dynamics from an ensemble of the systems in (2.1), where the physical parameter, α, changes from one trajectory to another. To account for the variability of α, we consider α as a random variable with a probability distribution, p(α). A trajectory in D is assumed to be one realization from p(α), i.e., (2.3) dµ k dt = F(µ k , u k ; α k ), α k ∼ p(α), for k = 1, · · · , K, and y k t = µ k t + k t . Note that both u and α varies from one trajectory to another, while the random parameter, α, does not change over time. Further, we do not assume a prior knowledge on p(α).
The data generating distribution for D is (2.4) D ∼ p(Y 0:T , α|U 0:T ) = p(Y 0:T |α, U 0:T )p(α), Without a prior knowledge on F(·; α), even the dimensionality of α is not known, which makes it challenging to directly model the data generating distribution (2.4) .
To circumvent the difficulties, we introduce a latent variable, z ∈ R Nz , and aim to learn a probabilistic model, such that (2.5) D ∼ p(Y 0:T |U 0:T , z)p(z).
Note the similarity between (2.4) and (2.4) . In the probabilistic model, it is not of central interest to find the marginal distribution of z. The major goal is to find an accurate time marching operator for y, Hence, there are two major tasks. The first task is to train an inference model for z given a trajectory (Y 0:T , U 0:T ) ∈ D, i.e., p(z|Y 0:T , U 0:T ). Then, a generative model is trained with respect to the latent variable, i.e., p(Y 0:T |U 0:T , z), in which z ∼ p(z|Y 0:T , U 0:T ). In this study, we employ a variational inference technique to jointly train the inference and generative models.
Variational Inference.
Variational inference (VI) has been widely used in the Machine Learning community due to its strength in learning an inference model of a latent variable [4] . The original formulation of VI imposes some restrictions on the probabilistic model to make the inference problem analytically tractable [3] . Recently, [24] proposed a VI formulation for artificial neural networks. The new VI method allows more flexible probabilisitic models by using artificial neural networks. In this study, we employ the VI formulation by [24] .
In a variational inference, we aim to find an approximate posterior distribution of the latent variable, q(z|Y 0:T , U 0:T ), because the true posterior distribution, p(z|Y 0:T , U 0:T ), is intractable. Hereafter, we omit the obvious dependence on the exogenous forcing, U 0:T , in the notation for simplicity. The marginal log likelihood function of D can be written as
D KL (q(z|Y i 0:T )||p(z|Y i 0:T )) + ELBO.
Here, D KL (q||p) denotes the Kullback-Leibler divergence,
The evidence lower bound (ELBO) is
in which p(z) is a prior distribution. It is straightforward to prove (2.7) by expanding the terms on the right-hand side of (2.7) and applying Bayes' theorem, p(Y 0:T ) = p(Y 0:T |z)p(z) p(z|Y 0:T ) .
The Kullback-Leibler divergence defines a distance between two probability distributions and is always non-negative. Hence, ELBO on the right-hand side of (2.7) provides a "lower bound" of the marginal log likelihood. Maximizing ELBO corresponds to minimizing the difference between the true and an approximate posterior distributions. The second term in ELBO is computed by using a recurrent neural network (RNN), such as the Long Short-Term Memory Network or the Gated Recurrent Unit. A recurrent neural network is a nonlinear state-space model to tackle a sequential inference problem [17] . A recurrent neural network consists of two steps, h t+1 = Ψ h (h t , y t , z), (2.10) p(y t+1 |h t+1 ) = Ψ y (h t+1 ), (2.11) in which h t is a hidden state, and Ψ h and Ψ y are the nonlinear functions of the RNN. It is clearly shown that y t+1 becomes conditionally independent from the past, Y 0:t , given the hidden state, h t+1 . From the conditional independence, the marginal likelihood function of a trajectory becomes (2.12) p(Y 0:T |z) = · · · T t=1 p(y t |h t )p(h t |h t−1 , y t−1 , z) p(y 0 )p(h 0 )dh 0 · · · dh T .
Due to the deterministic nature, the transition probability of RNN is given by a Dirac delta function, (2.13) p(h t+1 |h t , y t , z) = δ(h t+1 − Ψ h (h t , y t , z)).
If we further assume the prior distribution, p(h 0 ) = δ(0), the marginal likelihood function (2.12) becomes log p(y t |h t ) + log p(y 0 ).
Note that h t is a function of the entire trajectory up to t−1, i.e., Y 1:t−1 , as well as the latent variable, z. Here, we use a Gaussian distribution with a diagonal covariance as a probabilistic model for RNN, (2.16) p(y t |h t ) = N (y t ; µ t , diag(σ 2 t )).
Here, µ t ∈ R d and σ t ∈ R d are, respectively, the mean and standard deviation of the Gaussian distribution, and diag(·) denotes a diagonal matrix. The recurrent neural network, Ψ = (Ψ y • Ψ h ), takes (y t−1 , h t−1 , z) as an input, and the output is a R d×2 matrix, which provides µ t and σ t ;
(µ t , log σ t ) = Ψ(y t−1 , h t−1 , z).
Note that the artificial neural network computes log σ t , instead of σ t , which makes it easier to satisfy the positivity constraint, σ t > 0. Then, the log likelihood function Here, the constant terms are lumped together in C. Note that, if the probabilistic model for RNN is given as a Gaussian with a constant diagonal covariance, i.e., σ t = σ, and σ is not estimated, (2.17) reduces to the standard mean-square loss function, which is typically used in a standard RNN. Since (2.17) provides a measure about how well the time series data is reconstructed by RNN, it is called a "reconstruction error". It is typical to minimize negative ELBO instead of maximizing ELBO. The loss function of the variational inference problem is (2.18) L = Similar to the generative RNN model, we use a Gaussian distribution with a diagonal covariance for the posterior distribution;
q(z|Y 0:T ) = N (z; m q , diag(σ 2 q )),
where m q ∈ R Nz and σ q ∈ R Nz denote the mean and standard deviation, respectively. We use a feed-forward artificial neural network, η, to approximate the posterior distribution, such that (2.19) (m q , log σ q ) = η(Y 0:T ).
Again, the output of η is a R Nz×2 matrix, which provides m q and σ q . Then, the Kullback-Leibler divergence in ELBO can be computed analytically,
After [9] , it has become popular to use an artificial neural network for the prior distribution, p(z), which is jointly trained with q(z|Y 0:T ). However, as shown in A, training the prior and posterior distributions jointly leads to an ill-posed problem and, thus, should be avoided. Finally, the loss function is Again, all the constant terms are lumped together in C.
The first term in the loss function (2.23) plays a role of a regularization to keep q(z|Y 0:T ) around p(z), while the second term tries to move q(z|Y 0:T ) away from p(z) in the direction of minimizing the reconstruction. The loss function has a similar structure with a standard regularized optimization problem, but without an explicit regularization coefficient. Note, however, that L y depends on the length of the time series, T . If we limit our interest to a stationary, or ergodic, system, the distribution of the reconstruction error per one time step is also stationary, log p(y t |h t ) = · · · = log p(y t+T |h t+T ) ,
where · denotes an ensemble average. Then, the loss function can be written as Now, it is obvious that L y increases linearly with T , while L q is fixed. So, for a larger T , the relative contribution of L q to L becomes smaller, which makes the effects of the regularization (Kullback-Leibler divergence) weaker. Hence, the length of a time series, T , implicitly plays a role of a regularization coefficient. In fact, T is a free parameter that one has to choose when training a RNN. For a standard RNN, T is chosen to be larger than a characteristic time scale of the process, but short enough to have the training computationally tractable.
Let T ref be the length of a time series for an optimal regularization, and T be the length of the time series chosen for a proper training of the RNN. When T ref T , due to the stationarity of the reconstruction error, it is unnecessary to compute the RNN for T ref . Instead, we only need to rescale the loss function, such that Note that (2.25) has a similar structure with β-VAE (variational auto-encoder) proposed by [21] . While they derived β-VAE from a constrained optimization formulation, here we show that the same formulation naturally arises from a variational inference method for a time series problem.
In most of the current deep learning frameworks, such as TensorFlow and Py-Torch, once the network and loss functions are defined, the computational graph is automatically constructed and the gradients of the loss function with respect to the network parameters can be automatically computed, which makes it easy to train a deep learning model without understanding the mathematical details. Nevertheless, we provide a more detailed explanation about the model training in B.
2.3. Artificial Neural Network. The recurrent neural network used in this study consists of three layers. The first layer transforms the input variable, (2.26 )
Here, x t ∈ R Nx is the input variable, N c is the number of neurons in the RNN, L a (x) is a linear transformation,
in which W ∈ R a×Nx and b ∈ R a denote the weight matrix and bias vector, respectively, and R(·) is a linear rectifier, R(x) = max(0, x).
In the variational inference problem, the input variable is x T t = (y T t , z T ) T and, for a standard RNN, x t = y t . We use a two-level Gated Recurrent Units (GRU) for the second layer to compute the time evolution of the state variables [8] , (2) t denote the internal states of GRU 1 and GRU 2 , respectively. Finally, the last layer computes the mapping between the state vector and the generative distribution, g = (R • L Nc g )(h (2) t+1 ) (2.29) µ t+1 = L d µ (g), log(σ t+1 ) = L d σ (g). (2.30) In the numerical experiments for the dynamical systems considered in this study, the difference between LSTM and GRU is not noticeable, while GRU has a smaller number of parameters. For more complex problems, however, LSTM may outperform our RNN model due to the large number of parameters [13] .
The approximate posterior distribution, q(z|Y 0:T ), has an explicit dependence on the length of the sequence used in the training, i.e., η(Y 0:T ). Because the length of the training sequence, T , is nothing but a free parameter we choose to facilitate the training, it is undesirable to have η fixed to T . Note that the purpose of q(z|Y 0:T ) is to identify the correct latent state that can explain the dynamics observed in the conditioning sequence, Y 0:T . Hence, as long as the length of the conditioning sequence is longer than a characteristic timescale of the process, it is desirable to have η adaptable to any sequence length.
To develop a more flexible model, we propose to use a pre-trained RNN to provide the conditioning variable to q(z|Y 0:T ). Let Ψ pre h be a pre-trained RNN, e.g., the first two layer of the RNN defined above, (2.26 -2.28) . Ψ pre h may be trained as a standard RNN for the entire data set, D. From the state-space model description of RNN, it is clear that [17] , h pre t+1 = Ψ pre h (y t , Ψ pre h (y t−1 , Ψ pre h (· · · Ψ pre h (y 1 , Ψ pre h (y 0 , h 0 )) · · · ) = f (y t , · · · , y 0 , h 0 ). (2.31) Here, h pre t = (h (1) t , h (2) t ). It is shown that the hidden state, h pre t+1 , provides a representation of Y 0:t . Because Ψ h approximates a relaxation process [45] , the dependence on h 0 will vanish when t is larger than a relaxation timescale. Now, let define an artificial neural network for the approximate posterior as (2.32) η = ( η • Ψ pre h,t )(Y 0:t ).
Here, Ψ pre h,t indicates computing the pre-trained RNN over an input sequence, Y 0:t , to compute h pre t+1 . The artificial neural network, η, consists of the following operations, v i = (R • L Nv i vi )(v i−1 ), for i = 1, · · · , N η , (2.33) m q = L Nz m (v Nη ), log(σ q ) = L Nz σq (v Nv ), (2.34) in which v 0 = h pre t+1 , N η is the number of the layers, and N vi is the number of neurons in each layer. In other words, η is a multi-layer feedforward network.
In summary, the proposed variational inference model requires training two recurrent neural networks and one feedforward neural network; p(y t |Y 0:t−1 ) = (Ψ pre y • Ψ pre h )(y t−1 , h pre t−1 ) for t = 1, · · · , T, Here, the first RNN (2.35) is trained independently by using the standard backpropagation through time method. Once Ψ pre h is obtained, the VI models (2. 36-2.37) are jointly trained as explained in B. feedforward network and the number of neurons in each layer is equal to the dimension of h pre , i.e., N η = 3 and N vi = 2 × N c = 256 for i = 1, 2, 3. The dimension of the latent variable is N z = 10.
Both the conditioning RNN and the variational inference model (Ψ V I + η) are trained by using a minibatch stochastic gradient descent method, called ADAM [23] . The initial learning rate is set to ξ max = 10 −3 and decreased by the following cosine function [26] ,
in which l is the iteration count. The minimum learning rate and the maximum number of iterations are set to ξ min = 10 −4 and L = 3 × 10 4 , respectively. The momentum coefficients of ADAM are set to the default values recommended in [23] . The size of the minibatch is 20. At each SGD iteration, 20 training data are randomly selected from D by first randomly sampling from the K trajectories with replacement and then randomly selecting the starting point of those trajectories. The length of the training sequence is set to 200 time steps. The size of the Monte Carlo samples to evaluate the loss function L y is 25.
In all of the experiments, the dataset consists of 500 trajectories, each with a length of 1,000 time steps, i.e., K = 500 and T = 1, 000. The variables are normalized by the respective maximum and minimum values, e.g.,
The dataset (D) is separated into two disjoint datasets, one for the training and the other for the validation. The training dataset (D T ) consists of the first 400 trajectories in D and the rest 100 trajectories are in the validation dataset (D V ).
3.1. Mackey-Glass Time Series. We first consider the Mackey-Glass time series with random parameters. The Mackey-Glass equation is a nonlinear time-delay dynamical system [28] , (3.2) dφ(t) dt = αφ(t − τ ) 1 + φ 10 (t − τ ) − γφ(t).
The dynamics of the Mackey-Glass system switches between periodic and chaotic, depending on the set of parameters. The Mackey-Glass equation has been extensively used as a benchmark system to investigate time-delay dynamics [12, 35, 10] .
To create the dataset, D = {(y k 0 , · · · , y k T ); k = 1, · · · , 500, T = 1000}, first, ground-truth trajectories are generated by randomly sampling the three parameters in (3.2) from uniform distributions, (3.3) α ∼ U(0.2, 0.4), γ ∼ U(0.05, 0.1), τ ∼ U (20, 40) .
The parameters are chosen around an onset of a chaos regime [12] . Figure 1 shows four sample trajectories in the data set. The Mackey-Glass equation is integrated by using a third-order Adams-Bashforth method with the time-step size of 0.01. Then, the ground-truth trajectories are downsampled to make time series data with a sampling interval of δt = 1. Finally, the time series data is perturbed by an uncorrelated random noise, (3.4) y k t = φ k (tδt) + k t , for k = 1, · · · , 500 and t = 1, · · · , 1000. Here, the noise process is k t ∼ N (0, σ 2 ). The standard deviation of is σ = 0.03, which is about 5% of the standard deviation of D.
We first compare the performances of the proposed variational-inference problem (VI-RNN) and the standard RNN for an one-step-ahead prediction task, i.e., sequentially making a prediction of (µ t , σ t ) by using (y 0 , · · · , y t−1 ). Hereafter, we use RNN to refer to the results from the standard RNN model, unless stated otherwise. The one-step-ahead prediction of VI-RNN is evaluated with (M = 200) samples as outlined in section 2.4.
The model performance is evaluated against the 100 trajectories in D V . The length of the testing trajectory is T = 600. After the simulations are performed for t = 1, · · · , 600, the first 200 time steps are discarded and the error metrics are computed for t = 201, · · · , 600 to remove the data used for the conditioning of the latent variable, q(z|Y 0:200 ), from the evaluation. Two error metrics are considered. The normalized root mean-square error is defined with respect to the ground-truth;
, in which the overline denotes a time average over the length of the evaluation period, V ar(φ k ) is the variance of the k-th ground-truth times series, and |D V | is the size of the validation dataset. The log likelihood (LL) is computed without the constant term,
Then, LL is normalized by that of a perfect model,
.
The normalized log likelihood (NLL) provides a relative performance of the model with respect to a perfect inference model and is always less than one. The two error metrics are shown in table 1. VI-RNNs are trained with four different penalty parameters, λ = 0.01, 0.1, 1, 10. It shows that, in general, VI-RNN makes better inferences compared to RNN. But, the improvement is only marginal. For VI-RNN, the model performance becomes better as λ is increased from 0.01 to 1. When λ becomes too large, the error of VI-RNN starts to increase. It is shown that at λ = 10 the errors of VI-RNN become larger than those of RNN. This is a typical behavior of a penalized maximum log likelihood, or a regularized optimization, method, in which the model performance starts to degrade when the regularization term becomes too large. For the one-step-ahead prediction task, although the error metrics of VI-RNN are smaller than RNN for a proper range of λ, the difference is within a range of statistical noise. This is due to the nature of a sequential inference problem; simply, when y t is provided as a input, the prediction of y t+1 will not deviate too much. Figure 2 shows the multiple-step forecasts from RNN and VI-RNN for two trajectories. The Monte Carlo simulations are performed with N s = 1, 000 samples. To initiate the RNN models, Y −200:0 is used. The advantages of the variational inference model are clearly shown in the multiple-step forecast tasks. Although RNN makes good predictions at a short forecast horizon, it quickly starts to deviate from the ground truth for t > 100. On the other hand, the multiple-step prediction of VI-RNN stays very close to the ground truth for the simulation horizon shown in figure 2. It is also shown that the model uncertainty, represented by the 95% prediction interval, of VI-RNN stays much tighter than that of RNN over the forecast horizon.
For a quantitative comparison, the temporal growth of a normalized mean absolute error (NMAE) and a normalized width of the 95% prediction interval (W 95 ) are shown in figure 3 . The metrics are defined as
. (3.9) Here, N test is the number of testing trajectories, std(φ) is the standard deviation of a trajectory φ, and U 95 and L 95 , respectively, denote the upper and lower bounds of the 95% prediction interval. Multiple-step forecasts are performed from five different initial conditions, t 0 = (300, 350, 400, 450, 500), for the entire 100 trajectories in D V ,(d)0 100 200 300 400 time NMAE0.0 0.2 0.4 0.6 (a)0 100 200 300 400 time W 950.0 0.5 which makes N test = 500. It is clearly shown that the multiple-step forecast of RNN shows much more rapid growth of NMAE and W 95 than those of VI-RNN. At t = 400, NMAE of VI-RNN is only about 58% of RNN.
To have a better understanding on VI-RNN, the posterior distributions are computed from the training data, D T . The posterior distributions are computed at 5 different time stamps for the entire 400 trajectories in D T . Figure 4 shows absolute value of the correlation coefficients between the latent variables, i.e., |Cor(z, z)|, for four different penalty parameters, λ. The contribution of the Kullback-Leibler divergence to the loss function (2.25) increases linearly with λ, which pushes q(z|Y ) towards the prior distribution, p(z). Because p(z) is given by an independent Gaussian distribution, it is shown that z also becomes linearly independent from each other as λ increases. In the posterior distribution, the mean components (m q ) contain information about the physical parameters, e.g., (α, γ, τ ), while the standard deviation (σ q ) represents uncertainty around the estimation. To investigate the behavior of z, a principal component analysis (PCA) is performed for m q . Figure 5 (a) shows the cumulative eigenvalues of the PCA components of m q ;
(3.10)
in which ν j is the j-th eigenvalue of PCA. The cumulative eigenvalue, ζ i , indicates the fraction of variations in the data captured by the first i-th PCA modes. It is shown that, for the range of λ in this study, the first thee modes can represent more than 90% of the variations in the data, i.e., ζ 3 > 0.9 for 0.01 ≤ λ ≤ 10. Note that the Mackey-Glass time series has three random parameters. In particular, for λ = 1, ζ 3 becomes larger than 0.998, indicating the variations in the data can be almost completely explained by only the first three modes. When λ = 10, the posterior distribution becomes almost isotropic, which makes ζ 1 > 0.98. Here, the standard deviation of the prior p(z) is σ z = 1. When λ = 1, the distributions of only three elements of z (z 4 , z 5 , z 9 ) become significantly different from p(z). When λ = 10, q(z|Y ) is almost equal to p(z), i.e., the latent variable becomes just a random noise.
A recurrent neural network models a stationary process. After a characteristic time scale, effects of an impulse vanishes and the internal state of an RNN recovers a stationary dynamics [44] . Considering this stationary nature of RNN, we employ a pre-trained RNN to provide the conditioning variable for q(z|Y 0:t ). It is assumed that q(z|Y 0:t ) will be invariant once t is larger than the characteristic timescale of the conditioning RNN. To test this assumption, in figure 6 , q(z|Y 0:t ) are computed for t = 1, · · · , 300; h pre i = Ψ pre h (y i−1 , h pre i−1 ), (3.12) z i ∼ η(h pre i ), for i = 1, · · · , 300. 
Table 2
Correlation between the latent variables and the random parameters α γ τ z 4 0.28 0.93 -0.22 z 5 -0.95 -0.14 -0.04 z 9 -0.04 -0.12 0.98
In figure 6 (a-c) , it is shown that indeed q(z|Y 0:t ) converges to a stable distribution for t > 100. It is also shown that σ q of the three non-trivial latent variables (z 4 , z 5 , z 9 ) are much smaller than the prior, σ z . On the other hand, figure 6 (d) shows that the distributions of the other seven trivial latent variables follow that of the prior, N (0, 1), from the begining and remain unchanged.
The results so far suggest that VI-RNN is capable of correctly identifying the dimensions of the random parameters from the data in an unsupervised way, i.e., without giving any direct information about the dimensionality of the random parameters. To show a more direct evidence, in figure 7, we show z projected onto the three non-trivial dimensions (z 4 , z 5 , z 9 ) and color-code with the random parameters. First, q(z|Y ) are evaluated at five different time stamps for all 400 trajectories in D T . Then, 20 samples are drawn from the each q(z|Y ). Those samples are plotted on the z 4 − z 5 and z 4 − z 9 planes, and color-coded with the values of (α, γ, τ ) of the corresponding trajectories. It is clearly shown that those three non-trivial latent variables indeed capture the variations of the random parameters without having any prior information about the complex nonlinear dynamical system. Table 2 shows the correlation between the random parameters and z. It is shown that the correlation between a random parameter and the corresponding dimension of z is larger than 0.9.
Forced Van der Pol
Oscillator. For the next example, we consider a forced Van der Pol oscillator (VDP), which is given by the following equations,
An Ornstein-Uhlenbeck process is used as the exogenous forcing, u(t), Here, we are interested in an inference on Y given U . Hence, the random variable, θ, does not play a role in the inference. Because the forcing amplitude, α, is a random variable, the effects of u(t) on the dynamics of VDP vary from one trajectory to another, which makes it a challenging inference problem. Figure 8 shows two sample trajectories of (Y , U ). The equations of the forced VDP, (3.14 -3.15), are numerically integrated by using a third-order Adams-Bashforth method with a time step size of 0.001, and a time series is generated by downsampling to make the sampling interval, δ = 0.2. Then, a zero-mean Gaussian white noise is added as shown in (3.4) . The standard deviation of the noise process is, σ = 0.075, which is about 5% of the standard deviation of Y ∈ D. Note that the noise is added only to Y , not U .
In figure 9 , the multiple-step forecasts of RNN and VI-RNN are compared. VI-RNN is trained with λ = 1. In the multiple-step forecast, the exogenous forcing, u, is given for the entire forecast horizon and the observation is given only up to t = 0, i.e., the dataset consists of (Y −200:0 , U −200:300 ). Similar to the Mackey-Glass time series, VI-RNN is able to make a much more accurate long-term forecast compared to RNN.
The multiple-step forecast accuracies and the uncertainty ranges are shown in figure 10 . As expected, both NMAE and W 95 of VI-RNN show much slower growths in time compared to those of RNN. In a short-range forecast, t < 50δt, the difference between VI-RNN and RNN is not noticeable. However, as the forecasting horizon, t, increases, the advantage of VI-RNN becomes more pronounced.
In [45] , it is shown that a RNN, trained on one long trajectory, can make an accurate long-term forecast of VDP, where the prediction uncertainty remains stable even for 3000-step ahead forecasts. However, in this problem, the RNN is trained with an ensemble of trajectories with different parameters, which makes it difficult for the RNN to identify the dynamics of the trajectory. For t = −200δt ∼ 0, the observations, y t , are provided to constrain the behavior of the RNN. In the shortterm forecast, 0 < t < 100δt, the RNN simulates the dynamics close to what it learned from Y −200:0 due to an inertia. Eventually, the internal states of the RNN start to diverge, resulting in the increase in the prediction uncertainty. On the other hand, VI-RNN constrains the behavior of its decoder RNN around the one identified by q(z|Y −200:0 ), which makes it possible to make a stable simulation for a much longer time horizon. Figure 11 shows inferences from q(z|Y ) for the training dataset, D T . It is shown in figure 11 (a) that the cumulative eigenvalues becomes larger than 0.99 from the second PCA modes, ζ 2 = 0.998, indicating the variations in z for D T can be almost totally explained with only two variables. In fact, figure 11 (b) shows that only two dimensions (z 8 , z 10 ) are significantly different from the prior distribution.
The two meaningful dimensions of z color-coded with the random parameters are shown in figure 12 . Similar to the Mackey-Glass time series, the random parameters show almost linear variations in the z 8 − z 10 plane.
Summary.
A deep learning approach is proposed to learn the dynamics from a time series dataset of a dynamical system with unknown parameters without any prior knowledge on the dynamical system or the dimensionality of the parameters. The learning problem is formulated as a variational inference problem, in which the effects of the parameters are approximated by introducing a latent variable, z. In the variational inference framework, two artificial neural networks are jointly trained, one feedforward network to compute the approximate posterior distribution, q(z|Y ), and a recurrent neural network to approximate the dynamics given the latent state, e.g., y t+1 = Ψ V I (y t , z). To make the inference model flexible, the conditioning variable for q(z|Y ) is obtained from a pre-trained recurrent neural network, which is trained in a standard way without considering the randomness in the parameters. The loss function is derived from the evidence lower bound of the marginal data likelihood function. The loss function resembles a penalized maximum likelihood method, in which the Kullback-Leibler divergence acts as a penalization to impose a sparsity in z, while the reconstruction error term provides the standard maximum likelihood estimator of a recurrent neural network. It is shown that due to the lack of a reference0 100 200 300 400 time NMAE0.0 0.2 0.4 0.6 (a)0 100 200 300 400 time W 95γpoint, the loss function can be rescaled, introducing a penalty parameter, λ. The penalty parameter controls the relative contribution between the Kullback-Leibler divergence and the reconstruction error terms to the loss function.
The proposed variational-inference model, VI-RNN, is tested by using two nonlinear dynamical systems with random parameters. It is shown that, although VI-RNN does not show advantages over RNN in a simple one-step prediction task, VI-RNN outperforms RNN in the multiple-step predictions as the prediction horizon increases. In the beginning of the stochastic simulation, the RNN prediction shows a good agreement with the ground truth due to an inertia developed in the spin-up period. However, as the simulation time increases, the effects of the inertia vanishes and the RNN prediction quickly diverges from the ground truth, which is accompanied by a rapid increase in the prediction uncertainty. On the other hand, VI-RNN first makes an inference about the effects of the unknown parameters from the data in the spin-up period and use the outcome to drive the simulation. Hence, VI-RNN proves a much more stable and accurate simulation compared to RNN.
In the numerical experiments, we keep the structures of the recurrent neural network used for VI-RNN and the standard RNN approaches exactly the same, except for the input dimensions. The input variable of VI-RNN is appended with the latent state, z. Hence, any improvement of VI-RNN over RNN can be attributed to how well the approximate posterior, q(z|Y ), represents the effects of random parameters. It is shown that VI-RNN is capable of identifying the dimensionality of the random parameters and each meaningful dimension of z has a direct correspondence to one of the random parameters. The penalty parameter, λ, plays a role in the inference of VI-RNN. Increasing λ makes q(z|Y ) be similar to the prior distribution. Because an independent Gaussian distribution is used as the prior distribution, a large λ makes z linearly independent. Since it was empirically shown that a large value of the penalty parameter, λ 1, results in a better inference in [21] , many of the follow-up studies adopt the suggestion. However, as shown in our derivation, the loss function does not have a reference scale, and it also depends on a few parameters, such as the dimensions of y t and z, and the length of the training sequence. Hence, it is difficult to assert what is the proper range of λ. From the numerical experiments, we suggest to use a small λ, which makes z almost linearly independent, e.g., λ * = min λ s.t.
Cor(z, z) − I max < δ,
where the tolerance level, δ, may be chosen to be 0.1 or smaller. Note that, however, the numerical experiments suggest that the results are not highly sensitive to λ. Even though z becomes linearly dependent at a small λ, a principal component analysis of z can be used to identify an effective dimension of the problem.
In the present study, we focus only on a stationary process, in which the unknown parameters do not change over time. We expect the present method can be applied to identify a quasi-steady process, where the temporal changes of the parameters occur at a much longer timescale than the time required to identify the latent state (see figure  6 ). It is a subject of a follow-up study to expand the proposed framework to make a robust inference on the dynamical systems with time-varying random parameters. in which X is the data, p(z) is a prior distribution, and q(z|X) is the approximate posterior distribution. Let assume that the prior distribution, p(z), is a Gaussian distribution with a diagonal covariance, p(z) = N (z; m 0 , diag(γ 0 )), and similarly the approximate posterior distribution is q(z|X) = N (z; m q , diag(γ q )).
Here, γ 0 and γ q denote the variances of the respective Gaussian distributions. We use an artificial neural network (η) to approximate the posterior distribution, such that (A.2) (m q , γ q ) = η(X).
Following the formulation of [9] , let assume that the prior distribution is computed from another artificial neural network, (A.3) (m 0 , γ 0 ) = ζ(X).
Without loss of generality, we assume N z = 1. Then, the Kullback-Leibler divergence in (2.9) can be written as Because both (m 0 , γ 0 ) and (m q , γ q ) are unknown variables, i.e., outputs of artificial neural networks, the probabilistic model is unidentifiable. It is also important to note that the formulation leads to (A.14)
∂ ∂z E z∼q(z|X) [log p(X|z)] = 0, which implies that the reconstruction error is not dependent on the latent variable. In other words, the latent variable does not play a role in the inference.
Appendix B. Training of VI-RNN. Let θ η and θ Ψ be the parameters of η and Ψ, respectively. In the model training, we aim to find the parameters, which minimize the loss function by solving the following optimization problem, , for n = 1, · · · , N max , in which n is the iteration count, N max is the maximum number of iterations, ξ is a learning rate, and s n ∼ U(D) is a uniform random variable in D to sample a trajectory
