The Golgi apparatus is a key organelle for protein synthesis in eukaryotic cell. Any dysfunction of Golgi-resident proteins can lead to different diseases, especially neurodegenerative and inherited diseases, such as diabetes, cancer, and cystic fibrosis, and so on. Therefore, the accurate classification of Golgi-resident proteins may contribute to drug development and further to drug therapy. This paper presents a novel Golgiresident protein types prediction method called Golgi-XGBoost. First, the feature vectors of protein sequence are extracted by fusing pseudo-amino acid composition (PseAAC), dipeptide composition (DC), pseudoposition specific scoring matrix (PsePSSM) and encoding based on grouped weight (EBGW). Secondly, the conditional covariance minimization (CCM) is used to reduce the dimension of the feature vectors. Then, we adopt the synthetic minority over sampling technique (SMOTE) to balance the samples. Finally, the optimal feature vectors are input into the extreme gradient boosting (XGBoost) classifier to predict the type of Golgi-resident protein. The overall prediction accuracy is 92.1% on training set via jackknife test, which achieves better performance than other state-of-the-art methods. The accuracy of independent testing dataset is 86.5%. And the results show that this paper provides a new method for predicting the type of Golgi-resident protein. The source code and all datasets are available at https://github.com/QUST-AIBBDRC/Golgi-XGBoost/.
I. INTRODUCTION
The Golgi apparatus is an important subcellular organelle for protein synthesis within eukaryotic cell, which is composed of a pile of membrane-bounded cisternae located between the endoplasmic reticulum and the cell surface. The main function of the Golgi apparatus is to process, compare, classify and package proteins synthesized by the endoplasmic reticulum, and then send them to specific parts of the cell The associate editor coordinating the review of this article and approving it for publication was Nuno Garcia. or secrete them out of the cell [1] . The Golgi apparatus has three elements, namely, cis-Golgi, medial-Golgi, and trans-Golgi [2] . The cis-Golgi completes the receiving jobs, which is closer to the endoplasmic reticulum and receives the vesicles for sorting and further processing before they are transferred to the trans-Golgi. The medial-Golgi accomplishes the embellishment of glycosylation and the synthesis of polysaccharides and lipids. The trans-Golgi is responsible for the release of tagged and processed proteins into plasma membranes or lysosomes by secretory vesicles.
Existing studies have shown that any functional deviation of the Golgi apparatus in cells may trigger inheritable and neurodegenerative diseases, such as diabetes [3] , cancer [4] , Alzheimer's disease [5] and Parkinson's disease [6] . At present, these diseases are mainly treated with different chemical drugs, such as anti-inflammatory and neuroprotective therapies, but in most cases, these treatments cannot provide a permanent cure [7] . In order to better understand Golgi dysfunction, it is very important to detect abnormalities and injuries in time. Therefore, correctly identifying the type of Golgi-resident proteins can help researchers better understand the role of Golgi proteins for the above problems.
Many machine learning methods have been presented to build prediction tools for protein sub-cellular localization [8] - [19] . However, only few have been specifically designed to study the Golgi-resident proteins. Van Dijk et al. [20] proposed a method to predict Golgiresident protein types for type II membrane portent proteins, in which they adopted support vector machine (SVM) with linear kernel as the classifier. Ding et al. [21] used PseAAC with customized Mahalanobis discriminant to identify Golgi protein types. The overall accuracy was 74.7%. And then they improved their methods using g-gapped dipeptide compositions [22] , the maximum overall prediction accuracy was improved to 85.4%. Jiao and Du [23] carried out another relevant study, in which they used position specific physicochemical properties (PSPCP) of the amino acid residues to establish a computational model. The prediction accuracy was 86.9% after reducing the feature vector through analysis of variance. Jiao and Du [24] combined PSPCP with Chou's pseudo amino acid composition, and used the minimal redundancy maximum relevance (mRMR) to reduce the feature vector. The average prediction accuracy was 87.1% by using jackknife test.
The discussed methods developed for discriminating Golgi-resident protein types have employed discrete and evolutionary methods for the extraction of relevant information. However, the results reveal that more rigorous technique may be developed which can distinguish the Golgi resident proteins with better accuracy. This paper proposes a new prediction method called Golgi-XGBoost for Golgi-resident protein types prediction. Firstly, considering the comprehensiveness of feature information extraction, we integrate four feature extraction methods (PseAAC, DC, PsePSSM and EBGW) to extract the feature vectors. Then, comparing different dimension reduction methods for prediction results, the optimal CCM is used to select the feature vectors. Thirdly, since the dataset is imbalanced, SMOTE is used to balance the dataset. Finally, after comparing multiple classifiers, we select the optimal XGBoost as the classifier for prediction. In order to evaluate the performance of the prediction model, jackknife test is carried out on the training dataset. Different parameters are selected and the results are analyzed to determine the best parameters of the prediction model. In order to further test the generalization ability of the prediction model, the prediction model is analyzed in the independent test set and compared with the existing methods. The experimental results show that the proposed method can significantly improve the accuracy of the Golgi resident protein types.
II. MATERIALS AND METHODS

A. DATASETS
In order to make a reasonable comparison with the predicted results of Golgi-resident protein types, Ding's dataset [22] was applied in this paper. Using the following methods to extract the training database: 1) Only those proteins, which have been clearly annotated with cis-Golgi or trans-Golgi, have been selected. 2) Only those proteins with experimentally verified annotations were retained, while proteins with ambiguous annotations, such as ''uncertain'', ''predicted'', ''inferred from homology'' and so on, were excluded. 3) The sequences which are fragments of other proteins and the sequences containing nonstandard letters, such as ''B'', ''X'' or ''Z'', were excluded. 4) The sequence similarity level was controlled at less than 25%.
After all the above filtering procedures, a benchmarking dataset was obtained. It contains 42 cis-Golgi proteins and 95 trans-Golgi proteins. And then we collected 13 cis-Golgi and 51 trans-Golgi proteins from Uniprot, which constituted the testing set and were independent of the training set. All of the training data and independent testing data can be found at http://lin.uestc.edu.cn/server/SubGolgi/data.
B. PSEUDO-AMINO ACID COMPOSITION
In order to avoid loss of the order information of proteins, Chou [25] proposed the PseAAC method to extract the feature vectors. And it has been widely used in protein-protein interaction prediction and subcellular locations [26] - [32] . The method maps protein sequences to the following vectors:
Each of these components is given as follows:
where X is the feature vector, ω is the weight factor [33] , the value is 0.05. And f µ is the frequency at which the µth amino acid in the protein appears. It can be seen from the above formulas, the first 20 dimensions are the frequency of occurrence in the sequence of the conventional 20 kinds of amino acids, and the latter λ dimensions are sequence related factors that reflect different levels of amino acid sequence information, which are obtained through the physicochemical properties of amino acids. For the selection of parameter λ of PseAAC, λ max is shorter than the length of the shortest sequence in the protein datasets. VOLUME 7, 2019 In this paper, λ ranges from 0 to 50. By selecting different parameters, the optimal λ can be determined by the accuracy of prediction results.
C. DIPEPTIDE COMPOSITION
The dipeptide composition [34] model calculates the frequency of amino acid pairs, that is, the frequency of dipeptides. There are 20 × 20 = 400 combinations of amino acid pairs composed of 20 amino acids. The feature vector elements extracted by dipeptide composition model are shown in equation (3):
where K j is the frequency of amino acid pairs and L is the length of the protein sequence.
D. PSEUDO-POSITION SPECIFIC SCORING MATRIX
In order to express the characteristic information in the amino acid sequence as reasonably as possible, the pseudo-PsePSSM are used to encode the evolution and sequence information of the protein sequence. For a target protein sequence with L amino acid residues, we use the position specific scoring matrix (PSSM) as its descriptor introduced by Jones etc [35] . The PSSM can be expressed for each protein sequence as the following:
where M i,j is the score of the residue of the i-th position in the amino acid sequence being mutated to the j-th amino acid residue, which can be searched using the PSI-BLAST [36] . In this paper, the parameters of PSI-BLAST are set as: the maximum number of iterations for multiple searches is 3, the threshold of e-value is 0.001, and the rest of the parameters are set by default.
The indicators in the matrix are normalized to the interval (0, 1) using the following equation:
Since each protein sequence generates a matrix L × 20 and the length L of the protein sequence is different, the PSSM matrices of different protein sequences need to be transformed into vectors with uniform dimensions by the following formula:
whereM j represents the average score of a protein sequence. However, this method only considers the average score of the residue of the i-th position in the amino acid sequence being mutated to the j-th amino acid residue, without considering the sequence information of amino acid residues in the protein sequence. In order to overcome this shortcoming, PsePSSM [37] was proposed. The feature extraction process is:
where θ ξ j is the correlation factor. In summary, a protein sequence can be expressed as equation (10) using PsePSSM and generate a 20 + 20 × ξ dimensional vector.
The PsePSSM algorithm converts the protein sequences with different lengths in the dataset into vectors with the same dimension after feature extraction. In this paper, ξ is set to 10 after executing the optimization program for the training sample by jackknife (see in section III). So, each protein sequence generates 20 + 20 × 10 = 220 dimensional feature vector.
E. ENCODING BASED ON GROUPED WEIGHT
The basic unit of protein is amino acid, which forms various protein sequences through a series of biochemical reactions. Studies have shown that different amino acids have different physical and chemical properties. Zhang et al. [38] proposed the EBGW method. Based on the physicochemical properties of amino acids, they reduced the protein sequences to binary feature sequences using the idea of ''coarsening'' in physics and introduced normal weight function to realize the grouping weight coding of protein sequences. These amino acids are classified into four categories: neutral and hydrophobic amino acids
Thus, we can get three combinations, each of which can divide the 20 amino acid residues into two disjoint group: {C1, C2} vs {C3, C4}, or {C1, C3} vs {C2, C4}, and {C1, C4} vs {C2, C3}. Let P : R 1 R 2 · · · R L be a protein sequence, we can transform it into three binary sequences by three homomorphic maps i (P) = i (R 1 ), i (R 2 ), . . . , i (R L )(i = 1, 2, 3) which are defined as follows:
Then 1 (P), 2 (P), 3 (P) are three binary sequences of length L. These sequences are divided into a number of subsequences of increasing length successively. A fixed parameter N is set and the length of sub-sequence can be expressed as kL/N (k = 1, 2, .., N ), where . represents the integer operator. Calculate the frequency of 1 in each sub-sequence, each i (P) can be converted into an N -dimensional feature vector. To sum up, for a protein sequence P with length L, a 3N -dimension vector can be obtained.
In this paper, N is set to 30 after executing the optimization program for the training sample using jackknife test (see in section III). So, each protein sequence generates 90 dimensional feature vectors.
F. CONDITIONAL COVARIANCE MINIMIZATION
Feature selection is an important issue in machine learning, and can lead to both computational benefits and statistical benefits. After the conditional covariance operator was proposed by Baker Charles [39] , Fukumizu et al. [40] , [41] have further studied it and applied it into dimensionality reduction, which provides a conditional dependence measure for random variables. Chen et al. [42] recently proposed a new feature selection method called CCM, which is based on minimizing the trace of the conditional covariance operator for feature selection.
For a binary vector ω ∈ {0, 1} d , the optimization model is
where y = (y 1 , y 2 , · · · , y n ) T is an n-dimensional vector, x ∈ R d , denotes the Hadamard product between two vectors and G ω X is the centralized version of the kernel
And then approximate (14) by relaxing the domain of ω to the unit hypercube [0, 1] d and replacing the equality constraint with an inequality constraint:
This objective can be optimized using projected gradient descent, and represents the approximation to (14) . By setting the m largest values of ω to 1 and remaining values to 0, a solution to (15) is converted back into a solution for the original problem.
In this paper, several dimension reduction methods are compared, and finally the CCM method is chosen to select the feature vectors according to the prediction accuracy.
G. SMOTE METHOD
Because there is a high degree of imbalance in the samples used in this study and the number of trans-Golgi proteins is significantly lower than that of cis-Golgi proteins. To handle the problems brought by data resampling, this paper uses the SMOTE method proposed by Chawla et al. [43] . The SMOTE method is a method of randomly undersampling a large scale of samples while randomly oversampling a small scale of samples. This algorithm is a common method to deal with imbalanced data [44] - [50] . Its detailed operation is as follows:
(1) Set the multiplier of upward sampling to N .
(2) Find the K-nearest neighbor of the sample x i from the samples of the interface residue, denoted by x i(near) , near ∈ {1, . . . , k}, and choose N samples at random, denoted by y 1 , . . . , y N .
where ξ 1 is a random number in (0, 1). Repeat the above procedure N times until we got N new samples:
Add these newly synthesized samples to the original samples and form a new, more balanced dataset. The visual display of SMOTE sample synthesis method is shown in Table 6 .
H. EXTREME GRADIENT BOOSTING METHOD
In the case of consistent feature vector dimensions, this paper adopts multiple classifiers. Based on the prediction accuracy, XGBoost method is chosen. The method is an optimized distributed gradient boosting library designed to be highly efficient, flexible and portable. It implements machine learning algorithms under the Gradient Boosting framework. XGBoost provides a parallel tree boosting (also known as GBDT, GBM) that solves many data science problems in a fast and accurate way. The same code runs on major distributed environment (Hadoop, SGE, MPI) and can solve problems beyond billions of examples [51] .
XGBoost is a monitor model, and its corresponding model is a bunch of CART trees. For a given data set with n examples and m features D = {(x i , y i ), x i ∈ R m , y i ∈ R} (|D| = n) a tree ensemble model uses K additive functions to predict the output.ŷ
where K is the number of trees,
} is the set of all possible CARTs, q represents the structure of each tree that maps an example to the corresponding leaf index, and T is the number of leaves in the tree. The objective function to be optimized is given by
). VOLUME 7, 2019 XGBoost's sharding operation is different from general decision tree. The general decision tree does not consider the complexity of the tree, but relies on the subsequent pruning operation to control. XGBoost already takes into account the complexity of the tree, and it doesn't require a separate pruning operation.
I. JACKKNIFE TEST
In this paper we use Jackknife method to test the prediction results. Jackknife test is a re-sampling method proposed by Maurice Quenouille(1949) [52] , which is used for hypothesis testing and interval estimation. The method is based on that one sample is randomly selected as testing set in turn, and the remaining samples are employed as training set.
The motivation behind the jackknife is as follows. Ifx denotes the mean for a sample of size n, we can also compute the sample mean when the j-th data point is removed (or jackknifed), andx
Observe that if we know bothx x andx −j we can compute the value of the j-th data point as
J. MODEL BUILDING AND PERFORMANCE EVALUATION
The flowchart of the Golgi resident protein types prediction model based on the multi-information fusion proposed in this paper is shown in Figure 1 . Our experimental environment is Intel (R) Core (TM) i5-4258U CPU @2.40 GHz 4.00GB of RAM and uses MATLAB2014a programming. The steps of the Golgi resident protein types prediction method based on the Golgi-XGBoost method are described as:
(1) Input protein sequences and the corresponding class labels. (2) Feature extraction: protein sequences are converted into numerical signals by PseAAC, DC, PsePSSM and EBGW, and their sequence information, physical and chemical information and evolutionary information are obtained and used as initial feature vectors. (3) Feature selection: the CCM method is performed on the feature vectors obtained by fusion of PseAAC, DC, PsePSSM and EBGW, and the redundant information in the sequence is removed to obtain the optimal feature vectors. (4) Imbalanced data procession: apply the Smote algorithm to balance the dataset. (5) Prediction algorithm: using XGBoost classifier to construct a Golgi type prediction model. (6) Using the model constructed in (1)-(5), the independent test set is used to test the prediction model. In this paper, sensitivity (SE), specificity (SP), matthew's correlation coefficient (MCC) and overall accuracy (ACC), which are well-established performance metrics [53] , [54] , are used to evaluate the results of the prediction system. They are defined as follows:
where the symbols TP, TN , FP, FN respectively denote the number of true positives, true negatives, false positives and false negatives. Additionally, we use ROC (receiver operating characteristic curve) and PRC (precision recall curve) curves to evaluate the generalization performance of the model. The area under the ROC curve (AUC) and the PRC curve (AUPR) are used as a quantitative indicator of the robustness of the model. In general, the larger AUC and AUPR values are, the better model prediction performance is [55] .
III. RESULTS AND DISCUSSION
A. THE CHOICE OF MODEL PARAMETERS λ, ξ AND N
The selection of parameters is very important for a prediction system. How to extract effective feature information from protein sequences is the key to the success of a prediction model for Golgi-resident protein types. In this paper, PseAAC algorithm, PsePSSM algorithm and EBGW algorithm are used to extract feature vectors from protein sequences. During the feature extraction process of these three algorithms, the selection of λ, ξ and N values is crucial to the construction of the model.
Parameter λ represents the sequence proximity, i.e. the sequence information of the protein sequence. Parameter ξ not only considers the sequence information, but also considers the evolution information of protein sequence. If the values of λ and ξ are set too big, the feature vector dimension of the protein sequence will be too high, which will bring more redundant information and affect the prediction effect.
If the values of λ and ξ are set too small, we may get too little information about the protein sequence. In order to find the optimal value of λ in the model, since the shortest protein sequence length for the two protein datasets is 50, λ is set from 0 to 50. The XGBoost classifier is used to classify the data set. The results are tested by the method of jackknife, so as to obtain the prediction overall accuracy of the protein data set, as shown in Figure 2 . Similarly, in order to find the best parameters of the model, we set the value of ξ to be 2 to 14. For different ξ values, XGBoost is used to classify the data set, and the results are tested by the method of jackknife, so as to obtain the prediction overall accuracy of the protein interaction data set, as shown in Figure 2 .
As can be seen from Figure 2 , when λ = 30 prediction overall accuracy reaches the highest, which is 65.69%. PseAAC is used to extract features of protein sequences, and each protein sequence generates 20 + 30 = 50 dimensional feature vector. When ξ = 10, prediction overall accuracy reaches the highest, which is 67.15%. PsePSSM is used to extract features of protein sequences, and each protein sequence generates 20 + 20 × 10 = 220 dimensional feature vector.
Features of protein sequences are extracted by EBGW, and each protein sequence in the data set is transformed into a 3N dimensional numerical sequence. With the EBGW algorithm, the impact of parameter N on model construction needs to be taken into account. For different N values, XGBoost is used to classify the data set, and the results are tested by the method of jackknife, so as to obtain the prediction overall accuracy of the protein interaction data set, as shown in Figure 2 .
It can be seen from Figure 2 that with different values of N , the results of the prediction results using the EBGW method are also different. When N = 30, prediction overall accuracy reaches the highest, which is 70.07%. The optimal value of N in the EBGW feature extraction method is 30. It means that the EBGW is used to extract features of protein sequences, and each protein sequence generates 3×30 = 90 dimensional feature vector.
B. FUSION OF MULTIPLE FEATURE EXTRACTION METHODS
Since only one feature extraction method is used for feature extraction of protein sequences, some information will be lost. Currently, multiple feature extraction methods are often used to characterize protein sequences [49] - [60] . In this paper, four feature extraction methods are adopted, namely PseAAC, DC, PsePSSM and EBGW. The values of the parameters are λ = 30, ξ = 10, and N = 30 respectively. Table 1 is the feature extraction scheme of the dataset. Considering the comprehensiveness of feature information extraction, this paper fuses four feature extraction methods, and the fused feature vector dimension is 760.
C. THE CHOICE OF DIMENSION REDUCTION METHODS
In the case of consistent feature vector dimensions, this paper adopts the methods of LASSO [61] , elastic net (EN) [62] , mutual information (MI) [63] , extremely randomized trees (ET) [64] and CCM to select feature, and the prediction effects of these methods are compared. XGBoost is used to classify the data set, and the results are tested by the method of jackknife, so as to obtain the prediction accuracy, sensitivity, specificity, and Matthews correlation coefficient of the protein interaction data set, as shown in Table 2 . Table 2 shows that the prediction results of the Golgi resident protein types under five dimension reduction methods. It can be seen from Table 2 that the highest values of ACC, SE, SP and MCC obtained by the CCM method are 92.60%, 89.68%, 94.44% and 0.8422, respectively. Its ACC is 3.57%, 4.36%, 1.19%, and 1.58% higher than that obtained by EN, ET, LASSO and MI methods, respectively. The MCC of CCM method is 7.23%, 8.53%, 2.41, and 3.23% higher than the EN, ET, LASSO and MI methods, respectively. Figure 3 shows the ROC and PRC curves of the training dataset under different dimension reduction methods. It can be seen from Figure 3 that the area under the ROC curve obtained by the CCM method has the largest AUC value of 0.9763, which is 1.14%, 2.31%, 0.93% and 1.21% higher than that of the EN, ET, LASSO and MI methods, respectively. The area under the PRC curve obtained by the CCM method has a maximum AUPR value of 0.9735, which is 1.24%, 1.93%, 1.30%, and 0.97% higher than that of the EN, ET, LASSO and MI methods, respectively.
In summary, we use the CCM method to obtain the highest ACC, which indicates that it can fully consider the protein sequence information and improve the performance of the Golgi resident protein types prediction model. The dimension of feature vector is reduced from 760 to 200 by using CCM.
D. THE CHOICE OF METHOD FOR UNBALANCED PROBLEM
Since the dataset is imbalanced, the number of trans-Golgi proteins is significantly lower than that of cis-Golgi proteins. This paper adopts synthetic minority over-sampling technique (SMOTE) to balance the dataset. In the training data set, the comparison of the predicted results before and after using SMOTE method is shown in Table 3 .
It can be found from Table 3 , the prediction results of ACC, SE, SP and MCC by using the SMOTE method are 90.48%, 92.86%, 88.10% and 0.8104, which are 24.30%, 7.75%, 64.29% and 70.23% higher than without the SMOTE method, respectively. It shows that the SMOTE method can achieve a relatively good prediction effect.
E. SELECTION OF CLASSIFICATION ALGORITHMS
This paper focuses on five classification algorithms: random forest (RF), K-nearest neighbor (KNN), support vector machine (SVM), naïve Bayes (NB), and extreme gradient boosting (XGBoost). Following the principle of selecting the best through repeated tests, K is 5 in KNN, SVM selects the linear kernel function, and RF uses 200 trees. The specific results of the prediction under the five classification algorithms are tested with the method of jackknife, as shown in Table 4 . In order to more intuitively see the comparison of prediction effects, Figure 4 shows the ROC and PRC curves of the training dataset. Table 4 shows that the prediction results of the Golgi resident protein types under five classification algorithms. It can be seen from Table 4 that the highest values of ACC, SE, SP and MCC obtained by the XGBoost algorithm are92.60%, 89.68%, 94.44% and 0.8422, respectively. Its ACC is 5.55%, 3.57%, 13.49% and 13.49% higher than that obtained by RF, KNN, SVM and NB algorithms, respectively. The MCC of XGBoost algorithm is 11.12%, 9.01%, 27.05% and 27.01% higher than the RF, KNN, SVM and NB algorithms, respectively. Figure 4 shows the ROC and PRC curves of the training dataset under different classification algorithms. It can be seen from Figure 4 that the area under the ROC curve obtained by the XGBoost algorithm has the largest AUC value of 0.9763, which is 3.24%, 4.70%, 14.10% and 11.69% higher than that of the RF, KNN, SVM and NB algorithms, respectively. The area under the PRC curve obtained by the CCM method has a maximum AUPR value of 0.9735, which is 2.53%, 4.29%, 14.61% and 13.57% higher than that of the RF, KNN, SVM and NB algorithms, respectively.
As the prediction algorithm of the model, the results of the XGBoost algorithm are significantly better than other classification algorithms. Therefore, we choose XGBoost classification algorithm as the classification algorithm of the model.
F. COMPARISON WITH OTHER METHODS
Several prediction methods have been proposed for the prediction of Golgi resident protein types. In order to prove the effectiveness of the model presented in this paper, based on jackknife test, we compare its prediction accuracy with other models on the same dataset. The comparison results of the four methods of the training dataset are shown in Table 5 .
It can be seen from Table 5 that the ACC of the Golgi-XGBoost prediction model proposed on the training dataset VOLUME 7, 2019 is 92.1%, which is 2.5%-6.7% higher than other methods. The results show that our method significantly improves the prediction accuracy of Golgi resident protein types. Similarly, our proposed prediction model has the highest SP and MCC, which are 94.4% and 0.842, respectively. Among them, MCC is 19% higher than Ding's model [22] and 15.8%, 16% higher than the Jiao's model [23] , [26] . Overall, the method in this paper has obvious advantages in the training dataset.
In order to further verify the actual prediction ability of our model, we collected 13 cis-Golgi and 51 trans-Golgi proteins from Uniprot as the independent testing dataset. The results of comparison with others are shown in Table 6 . We can see that the ACC of the Golgi-XGBoost prediction model proposed is 86.5%, which is 0.6% higher than other methods.
In a word, the method proposed in this paper significantly improves the prediction accuracy of Golgi-resident protein types, and the prediction results are satisfactory.
IV. CONCLUSION
With the advent of the era of big data, protein sequence data in biological databases are increasing rapidly. It is far from enough to obtain sequence information by experimental methods. Therefore, it is more and more important to study the prediction of protein structure and function based on machine learning. In this paper a new method to predict Golgi resident protein types, called Golgi-XGBoost, is proposed. At first, we fuse PseAAC, DC, PsePSSM and EBGW to extract the feature vectors. Then CCM is used to reduce the dimension of the feature vectors. Thirdly, SMOTE is used to deal with the imbalance of dataset. Finally, select XBoost as the classifier. Among them, PseAAC feature extraction contains the frequency and order information for amino acids. PsePSSM feature extraction can get the evolutionary information and sequence information. The physicochemical information of protein sequences can be extracted by EBGW feature extraction. The information of amino acid pairs in a protein sequence can be extracted by using DC feature extraction. Using CCM dimensionality reduction method can effectively eliminate redundant information in protein sequences. XGBoost classification algorithm can handle high dimensional data, avoid over-fitting and it is efficient, flexible, and convenient. The experimental results show that the proposed method can effectively improve the prediction accuracy of Golgi-resident protein types. We expect this method to be useful not only for the prediction of Gogli-resident protein types but also as a powerful tool in related fields such as bioinformatics, proteomics and molecular biology. In future work, we will strive to provide a web server for the prediction method proposed in this paper. HONGYAN 
