In this paper a new model for the eld strength prediction for mobile communication networks inside buildings is presented. The model consists of a neural network, trained with measurements and combines the advantages of empirical models (short computation time) with the advantages of deterministic models (waveguiding). The prediction results compare favourably with measurements.
INTRODUCTION
Despite cable and satellite communication networks, the number of terrestrial radio communication services is increasing. Typical networks are personal communication systems (PCS), mobile radio and wireless LANs. For the planning of these networks a detailed information about the quality of the communication link is necessary. One of the main parameters determining quality is the received electric eld strength from a central base station. A number of models for the prediction of the eld strength is given in literature, but all models have their individual advantages and disadvantages. There is no standard model, especially for the prediction of the electric eld strength inside buildings.
PREDICTION MODELS
Two di erent approaches for the eld strength prediction inside buildings are mentioned in literature, empirical ones and ray{optical models. Empirical models are based on the regression of measurements 1]. The models determine the direct ray between transmitter and receiver and the number of transmissions through obstacles (see gure 1). Empirical models are very fast, but they are not able to consider waveguiding in corridors or propagation around corners 2]. Ray{optical models (ray tracing and ray launching) for the prediction of the eld strength 3] determine possible rays between transmitter and receiver as shown in gure 1. It is possible to include re ections, di ractions and transmissions in the determination of the rays. The eld strength along these rays
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Receiver Receiver Figure 1 : Empirical and deterministic models for the eld strength prediction is computed with the GTD/UTD. For these models a v ery accurate data base is necessary, but it is not possible to include time variant e ects in the database such a s p e o p l e m o ving around. The determined re ection and di raction points seem to be time{invariant in this model but in reality they are not. All determined rays are only valid in a special situation but not in general. Determination of rays also leads to a excessive computation time. Waveguiding and propagation around corners are included in these models, however. On the basis of the well{known propagation models four requirements are de ned for the development o f a new prediction model:
Fast computation time (comparable to empirical models) Small in uence of the accuracy of the building database Prediction results are independent from time variant e ects in the databases Waveguiding and propagation around corners are included
In this paper a new prediction model is presented which ful lls these requirements. The prediction model is based on arti cial neural networks, trained with measurements.
NEURAL NETWORKS
Arti cial neural networks work parallel and are very fast in computing an output vectorõ from input datã i without any analytic information about the function f(~i) = o. Only representative o u t p u t v alues and their corresponding input data are necessary to train the neural network. These representative v alues are called training patterns and determine the structure of the network 5]. An arti cial neural network is a computer model consisting of two elements: neurons and links between the neurons. In gure 2 a very simple neural network is shown with three input neurons, two hidden neurons and one output neuron. Networks with this structure are called perceptrons. Each output of a neuron is multiplied with the weight of the corresponding link. All inputs of a neuron are accumulated and the output of the neuron is derived from this value and a user de nable activation function. In the training phase, the training patterns are presented to the network in many cycles. If the training phase is very long, the network tends to be overadapted to the training patterns. All input values not included in the training will lead to big errors. To avoid overadaption, the neural network is validated with di erent patterns, not used for the training. The error of these validation patterns is determined after each 10 training iterations. If the error of the validation patterns increases, the network tends to be overadapted and the training should be stopped. Di erent training algorithms and network structures have been examined. Perceptrons trained with the Backpropagation{Algorithm 6] g i v e best results concerning accuracy and generalisation.
FIELD STRENGTH PREDICTION WITH NEURAL NETWORKS
The principle of the eld strength prediction with neural networks is the training of a network with measurements. If all relevant parameters are included in the input data of the neural network, a very good prediction is possible 4]. In this paper a new prediction model is described which i s c a l l e d recursive prediction model. The model is based on Huygens' principle for the propagation of electromagnetic waves. In this model each point is the starting point for a n e w spherical wave.
Prediction model
Step 1: Grid of prediction points
In a rst step a grid of prediction points is generated from the database (see gure 3). The distance between the prediction points should be equidistant. Distances used for our predictions are in the range of 0.4 m to 0.6 m. Larger distances lead to less accuracy, smaller distances to a longer computation time.
The eld strength for each p o i n t is predicted by the eld strength of its neighbouring points using a neural network. Step 2: Prediction of neighbouring points Based on the known eld strength at a central point C, the eld strength at the four neighbouring points N 1 , N 2 , N 3 and N 4 is predicted with a neural network, as shown in gure 4.a. The neural network used for the prediction is trained with representative measurements inside buildings and is described in the following section. 
Structure of the neural network
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Fieldstr. Distance Visibility Orientat. Transm. Shape Immunity Guide The network contains one simple output, only representing the eld strength in one of the neighbouring points. While in principle, the network could be designed with four outputs, giving eld strengths in the four adjacent p o i n ts, this approach p r o ved to be less accurate than the former. In contrast the model of Motley{Keenan 1] o n l y d etermines the distance between transmitter and receiver and the transmission loss of the direct ray, while all other parameters are omitted.
Step 3: Determination of eld strength Each pixel is predicted from its four neighbouring pixels as shown in gure 4.b. From four di erent values of the eld strength thus obtained the maximum value is chosen. The four predictions from the neighbouring points are not computed at the same time and if one or two predictions for a point have been made, this point can be a centre point for new predictions. If the third prediction for this point is higher than the rst or second prediction, the eld strength for this point will be set to this higher eld strength and all predictions, based on the old eld strength for that point m ust be computed again. For example, in a rst step the eld strength for pixel C is predicted and then the neighbouring pixels N 1 , N 2 , N 3 and N 4 are predicted and their neighbouring pixels and so on. After some steps a new prediction for pixel N 1 is made from another direction. If the new prediction of the eld strength is higher than the old prediction, all pixels, predicted from pixel N 1 must be predicted again in a new step. To reduce the number of iterations, the di erence of the predicted eld strength for the same pixel must be more than 1 dB to start a new iteration.
Tree structure for the determination of pixels
The prediction model can be visualized by a tree structure as shown in gure 6. The root of the tree is the transmitter and for each of the four prediction directions a branch l i n k s with a further pixel. Prediction back to the centre point is not possible, so only three branches must be considered for all pixels except the transmitter. A large number of predictions with this model have been computed and the number of pixels who were set to a higher eld strength in a further step and leading to a new prediction iteration was very small, so the model is very fast in computing the eld strength.
As shown in gure 7, it is possible to include the waveguiding of corridors in this model and also the propagation around corners. The dependence on the accuracy of the database is very small, because no coordinates of any re ection or di raction point are necessary. Only the orientation and the materials of the walls are included in the prediction. This new prediction model ful lls therefore all requirements, de ned at the rst page of this paper. It can also be calibrated by measurements, because the neural network is trained with measurements in di erent e n vironments.
RESULTS
After the training of the network, predictions were made in buildings and with transmitting positions not trained with the measurements to show the generalization capability of the neural network prediction model. In gure 8 the results of a measurement campaign in an o ce building of the university of Stuttgart is shown. Good agreement b e t ween measurement and prediction is obtained as shown in gure 9.
SUMMARY
A new model for the prediction of the eld strength for mobile communication networks is presented. It is based an a neural network and combines the fast computation time of empirical models with the wave{guiding{e ects of ray{optical models. Prediction results are compared with measurements and a good agreement between measurement and prediction is shown.
