Introduction
In this chapter we will apply the classic theory of Harmonic Analysis and the Conformal Geometric Algebra to evaluate the Radon transform on the unit sphere 2 S and on the rotation group   3 SO to recover the 3D camera rotation. Since the images taken by omnidirectional sensors can be mapped to the sphere, the problem of attitude estimation of a 3D camera rotation can be treated as a problem of estimating rotations between spherical images. From [Geyer & Daniilidis, 2000] , we know that the parabolic, hyperbolic and elliptic mirrors are equivalent to the equivalent sphere, that is, a 3D-point P is projected to the sphere in a point  which is the intersection of the sphere and the line from the origin to P. Then, if the mirror is parabolic,  is stereographically projected from the north pole to the image plane 0  z . See Figure 1 . This is the reason to study harmonic analysis on 2 S and   3 SO . In recent years harmonic analysis has been used in computer vision to obtain 3D rotations with the Radon and Hough transforms. In [Geyer et al., 2004] harmonic analysis is used to obtain
Geometric Algebra
The algebras of Clifford and Grassmann are well known to pure mathematicians, but since the beginning were abandoned by physicists in favor of the vector algebra of Gibbs, the commonly algebra used today in most areas of physics. The approach to Clifford algebra that we adopt here has been developed since the 1960's by David Hestenes. See [Hestenes & Sobczyk, 1984] and [Li et al., 2001 ].
Basic definitions
Let n V be a vector space of dimension n . We are going to define and generate an algebra 
The basis vectors must square in +1,−1 or 0, this means that there are no-negative integers p , q and r such that r q p n    and It will be convenient to define other products between the elements of this algebra which will allow us to set up several geometric relations (unions, intersections, projections, etc.) between different geometric entities (points, lines, planes, spheres, etc.) in a very simple way. Firstly, we define the inner product b a  , and the exterior or wedge product b a  , of any two 1-vectors a and b , as the symmetric and antisymmetric parts of the geometric product ab , respectively. That is, using the expression
we can define the inner product
and the outer or wedge product
Now, from (4), (5) and (6) we can express the geometric product of two vectors as
From (5) and (6) 
and
Conformal Geometric Algebra
The geometric algebra of a 3D Euclidean space
G has a point basis and the motor algebra 1 0 3 , , G a line basis. In the latter the lines expressed in terms of Plücker coordinates can be used to represent points and planes as well, [Bayro-Corrochano et al., 2000] . In the conformal geometric algebra the unit element is the sphere, which will allow us to represent other entities. We begin giving an introduction in conformal geometric algebra following the same formulation presented in [Li et al., 2001] 
where from (4) and (5) we have the properties
A unit pseudoscalar
, representing the Minkowski plane, is defined by
and from (10), (11), (12), (17) and (18) we have that
that is , for the Minkowski plane E , 1 2  E . One of the results of the non-Euclidean geometry demonstrated by Nikolai Lobachevsky in the XIX century is that in spaces with hyperbolic structure we can find subsets which are isomorphic to a Euclidean space. In order to do this, Lobachevsky introduced two www.intechopen.com
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constraints to the now so-called conformal point
. See Figure 2 . The first constraint is the homogeneous representation of the conformal point c x , which is obtained by the normalization
and the second constraint is to made the conformal point a null vector, that is,
Thus, conformal points are required to lie in the intersection space, denoted n e N , between the null cone
The constraints (21) and (22) define an isomorphic mapping between the Euclidean and the conformal space. Thus, for each conformal point
there is a unique Euclidean (21) and (22) we can now obtain the values of the scalars, 
Orthogonal Expansion in Spherical Coordinates
We use the spherical coordinates as a parameterization of 
Since sine function is defined only for  , the volume element in (25) 
www.intechopen.com 
where 
In analogy with the Sturm-Liouville theory, an eigenfunction of the Laplacian operator is defined as
for some eigenvalues  . Moreover, in spherical coordinates the boundary conditions are
, and a solution set of eigenfunctions of the Laplacian (32) is the set of spherical harmonics (28) with eigenvalue
Representation Theory on SO(3)
From a classical result of linear algebra a matrix R is a rotation matrix or a special orthogonal matrix if and only if I RR T  , where I is the identity matrix, and the determinant satisfies
be the special orthogonal group or rotation group for three dimensional space. In the same way that with the square integrable functions on the unit circle or on the line, we can say that a function is square integrable on the space
( 33) www.intechopen.com
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is a vector space with the usual addition and scalar multiplication, that is,
We can now define the convolution of two functions f and
See [Chirikjian & Kyatkin, 2001] . On the contrary to the classical case, the convolution on
is not a commutative product. With the Euler parameterization ZYZ now we can state one of the most important properties of the spherical harmonics
and l mn P are the generalized associated Legendre functions . In fact, the unitary matrices l U are the representation group of ) 3 ( SO and they constitute a basis which can be used to obtain a Fourier transform on the rotation group, that is
where the Fourier coefficients of f on the rotation group
Now, from (35) we can obtain a shift theorem, relating the coefficients of the rotation functions
(39)
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This shift theorem is telling us that the effect caused by a rotation R on a spherical function f , is equivalent in the Fourier space to the effect of the Fourier coefficients 
where the Fourier transform on
Also, a shift theorem exists for functions on
These expressions have been used in [Makadia et al., 2005] and [Makadia & Daniilidis, 2003 ] to obtain the Euler angles of a 3D rotation, using the point correlation of two given images without correspondences.
Radon Transform with Lines
In this section we will extend the way of obtain the Euler angles of a 3D rotation as presented in [Makadia et al., 2005] . As these authors used correlation between points of two images, we will use lines instead of points. Note that lines are less noise sensitive. From [Makadia et al., 2005] the Radon transform on points is defined as
where the similarity function g is based on the SIFT points. See [Lowe, 2004] for details of the SIFT algorithm. For sake of simplicity from now on we will call sift points to the sift descriptors returned by the SIFT algorithm. The  function is the Kronecker delta function relating the points of two images with the epipolar constraint of a stereo camera system. Now, to extend the Radon transform to a correlation of lines to estimate pure rotations, we 
where g is a similarity function between the lines of both images and  the delta Kronecker function over the constraint with lines. So, (44) S , see [Driscoll & Healy, 1994] for details.
Similarly , The expressions (61) and (62) obtained for lines and a pure rotation is consistent with the formula for points obtained in [Makadia et al., 2005] .
Radon Transform with Lines using Conformal Geometric Algebra
The conformal geometric algebra is a mathematical framework that helps to unify matrices, vectors, transformations, complex numbers in one unique theory using the geometric product, with its inner and wedge products, to generate the former mathematical concepts. Let   3 SO R  be a rotation relating two 3D lines, 1 L and 2 L , which were projected to two omnidirectional images Im1 and Im2 using the equivalent sphere as depicted in Figure 1 . In conformal geometric algebra the 3D rotation can be expressed as
, where n is unit bivector which represents the dual of the rotation axis, and the  angle, which represents the amount of the rotation. Then, these lines satisfy
, where the lines are expressed in conformal form too, that is, the dual form is 
where E represents the Minkowski plane. The intersection these planes and the unit sphere 
for 0   depending of the band-limit used in the discretization process. Thus, the characteristic function (66) is measuring how close the two lines 1 L and 2 L are.
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Finally, following the work in [Makadia & Daniilidis, 2003] and [Makadia et al., 2005] , we take the similarity function as   Notice that in the Radon transform with lines (44) the domain of the integral is now on the unit sphere but in conformal representation. Future implementations with real and simulated images will be used to verify and compare the efficiency of the theory with respect to the works in [Makadia et al., 2005] and [Falcon & Bayro-Corrochano, 2007] .
Conclusions
This chapter can give us an idea about how conformal geometric algebra can be used with traditional mathematical theory in order to expand the applications of this almost forgotten framework. The authors believe that this theoretical framework can be used to obtain different approximations to old and new computer vision problems. The author believe the use of harmonic analysis based on Radon transform using lines and conformal geometric algebra on incidence algebra is promising for omnidirectional image processing.
