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COUNTING HYPERBOLIC COMPONENTS
JAN KIWI AND MARY REES
Abstract. We give formulae for the numbers of type II and type IV hyper-
bolic components in the space of quadratic rational maps, for all fixed periods
of attractive cycles.
1. Introduction
The aim of this paper is to solve some basic counting problems which arise in
the study of quadratic rational maps as dynamical systems acting on the Riemann
Sphere. In particular, given any integers n,m ≥ 1, we compute the number of
quadratic rational maps such that both critical points are periodic, one of period n
and the other of period m. A computation with a finite output is only possible (and
interesting) if our counting takes place in an appropriate moduli space, namely, the
moduli space Mcm2 formed by conjugacy classes of quadratic rational maps with
marked critical points (see Section 1.1 below).
Without neglecting the intrinsic interest that enumerative problems in moduli
spaces have, our motivation finds its origin in the study of the open and conjec-
turally dense subset of Mcm2 formed by hyperbolic maps. For short, we say that a
connected component of this subset is a hyperbolic component. Relevant dynam-
ical features such as number and period of attractors remain unchanged within a
hyperbolic component. In fact, the dynamics over the Julia set of maps within a
hyperbolic component is quasiconformally conjugate. According to [10], counting
hyperbolic components and computing numbers as the one mentioned above are
essentially equivalent problems.
Hyperbolic maps are uniformly expanding on the Julia set and are characterised
as the maps for which all its critical points lie in the basin of some attracting periodic
orbit. The various possible combinatorial arrangements that the orbits of the Fatou
components containing critical points might have, give a first rough classification of
hyperbolic components. More precisely, given a hyperbolic component H in Mcm2 ,
then one and exactly one of the following holds for all maps in H [10]:
(i) Both critical points lie in the Fatou component of an attracting fixed point.
(ii) There is one periodic orbit of Fatou components and the critical points
belong to different components of this orbit.
(iii) There is one periodic orbit of Fatou components and only one critical point
belongs to a component of this orbit, and the other eventually maps into
this orbit of components.
The idea for this paper first developed during a visit to Liverpool by the first author in Sep-
tember 2006, partially funded by the LMS Scheme 4. The importance of this support is gratefully
acknowledged. The first author is partially supported by the Research Network on Low Dimen-
sional Dynamics ACT-17, Conicyt, Chile.
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(iv) There are two periodic orbits of Fatou components, each one containing a
critical point.
We say that H is of type I,II, III or IV, according to which one of the statements
above holds.
There is exactly one type I hyperbolic component inMcm2 , it is formed by maps
having a disconnected Julia set. The other hyperbolic components are formed by
maps having connected Julia set [10].
According to [10], each hyperbolic component H ⊂ Mcm2 of quadratic rational
maps with connected Julia sets contains a unique critically marked postcritically
finite rational map, modulo conjugacy, called the centre of the hyperbolic compo-
nent. Thus, counting centres and counting hyperbolic components is completely
equivalent.
A type II component H such that its periodic orbit of Fatou components has
period n is centred at a map with both critical points in the same cycle of period n.
Similarly, a type IV componentH, with the first critical point in a Fatou component
of period n and the second in one of period m, is centred at a map where the first
critical point has period n and the second m. In the first case we say that H is a
type II component of period n, and in the second case we say that H is a type IV
component of period (n,m).
The aim of this paper is to obtain formulae for the following numbers:
ηII(n) = #{H ⊂M
cm
2 | H is a type II component of period dividing n},
ηIV(n,m) = #{H ⊂M
cm
2 | H is a type IV component of period (j, k) where j|n and k|m}.
The value of ηIV(1,m) is well known. In fact, since quadratic rational maps
that fix a critical point are quadratic polynomials, modulo putting the fixed critical
point at ∞. Thus, ηIV(1,m) is the number of elements of the quadratic family
Qc(z) = z
2 + c for which the critical point z = 0 is periodic of period dividing m.
In the early 1980’s, it was established that ηIV(1,m) = 2
m−1, (see [3, Expose XIX]
for three different proofs of the fact that all solutions of Qm−1c (c) = 0 are simple).
For higher degree polynomials it is likely that the available techniques may lead
to answers for analogue counting problems. However, similar problems for moduli
spaces of rational maps of degree ≥ 3 are open.
1.1. Statement of the results. The elements of the critically marked moduli
space of quadratic rational mapsMcm2 are the conjugacy classes of triples (f, ω1, ω2)
where f is a quadratic rational map with critical points at ω1 and ω2. More pre-
cisely, (f, ω1, ω2) and (g, ω
′
1, ω
′
2) are conjugate if there exists a Mo¨bius transforma-
tion γ such that γ ◦ f = g ◦ γ and γ(ωj) = ω
′
j for j = 1, 2. We will denote the
conjugacy class of (f, ω1, ω2) by [f, ω1, ω2]. The space Mcm2 is naturally identified
to a complex algebraic surface with a unique singular point at the centre of the
unique type II component of period 2, that is [z−2, 0,∞] (see [6, Section 6]).
To state our results we will also need to introduce the numbers νq(n) as follows.
For q > 1 and n ≥ 1, let
r ≡ nmod q,
such that 0 ≤ r < q.
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If n < q define νq(n) = 0, otherwise let
νq(n) =


2n−1 − 2r−1
2q − 1
if q ∤ n,
1
2
+
2n−1 − 2−1
2q − 1
if q | n.
In Lemma 3.8, we deduce from well known results about the quadratic polyno-
mial family that νq(n) is the number of hyperbolic components of period dividing
n in a p/q-limb of the Mandelbrot set (e.g. for the definition of limbs see [3] or [7]).
Denote by φ(n) the Euler Phi function of n (i.e., the number of integers 1 ≤ k ≤ n
which are relatively prime to n).
We shall prove the following theorems.
Theorem 1.1. For all integers m ≥ n ≥ 1 we have:
ηIV(n,m) =
1
3
(
5 · 2n+m−3 + 2n−2 + 2m−2
)
−
1
2
∑
2≤q≤n
φ(q)νq(n)νq(m)
− ηII(gcd(n,m)) +
1
6
((−1)n + (−1)m + (−1)n+m).
(1.1)
In particular, given n ≥ 1,
ηIV(n,m) =

5
3
· 2n−3 +
1
12
−
1
4
∑
2≤q≤n
φ(q)νq(n)
2q − 1

 · 2m + εn(m),
where εn(m) is a bounded function of m. More precisely,
|εn(m)| ≤ 2
n + 22 gcd(n,m).
For example, the asymptotic behaviour, as m → ∞, of the number of type IV
hyperbolic components with one cycle of period exactly n and the other of period
dividing m, when n ≤ 7 is:
2m−1 if n = 1,
1
3
· 2m +O(1) if n = 2,
23
21
· 2m +O(1) if n = 3,
78
35
· 2m +O(1) if n = 4,
6103
1085
· 2m +O(1) if n = 5,
202371
19530
· 2m +O(1) if n = 6,
29316701
1240155
· 2m +O(1) if n = 7.
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Remark The analogue result for type III components is proved when n = 3 in [11],
in a very simple-minded way, where it is pointed out that the type IV calculation
can be done similarly. The simple-minded calculation for n = 3 agrees with the
above result.
It is easier to write the formula for ηII in terms of the number η
′
II(m) of type II
hyperbolic components of period exactly m, so that
ηII(m) =
∑
d|m
η′II(d).
Theorem 1.2. For m ≥ 3,
(1.2) ∑
d|m,d≥3
m
d
η′II(d) =
7
36
m2m −
37
108
2m −
m
4
− (−1)m
5
36
m+
1
2
+ (−1)m
5
54
−
1
2
∑
3≤q,q≤j≤m−q
φ(q)νq(j)νq(m− j).
Thus, for m ≤ 8, the number η′II(m) of type II components of period m is:
1 if m = 2,
2 if m = 3,
6 if m = 4,
20 if m = 5,
46 if m = 6,
128 if m = 7,
284 if m = 8.
There is a (negative) contribution from φ(q)νq(j)νq(m− j) only for m ≥ 6.
As usual in enumerative problems of geometric nature, the proofs of our main
results rely on counting a larger set contained in partial compactifications of moduli
space and then subtracting off the intersections at infinity. Mostly, we will consider
a large portion R of Mcm2 and identify it with an open and dense subset of the
projective plane CP2. The centres of the hyperbolic components of types II and IV
of given periods will be the intersection locus in R of two algebraic curves. To apply
Bezout’s Theorem, we use well known results which show that intersections are
transverse and which are also useful to compute the degrees of these curves. These
well known results are concerned with parametrisations of hyperbolic components
of quadratic rational maps [10]. To count the intersections of these curves at infinity
(i.e., outside R in CP2), we rely on results from Stimson’s Thesis [15] as well as
some new results.
The proof of Theorem 1.1 regarding type IV components is contained in Sec-
tion 3, and the proof of Theorem 1.2 regarding type II components is contained in
Section 4. In Section 2 we discuss some of the necessary background results.
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2. Preliminaries: hyperbolic components and periodic curves
Recall that we work in the moduli space Mcm2 of conjugacy classes [f, ω1, ω2]
where f is a quadratic rational map, and ω1, ω2 are its critical points. Accord-
ing to [10] each hyperbolic component of type II or IV in Mcm2 contains a unique
postcritically finite quadratic rational map, called the centre of the hyperbolic com-
ponent. We consider the periodic curves Vn (resp. Wm) inMcm2 where ω1 has period
exactly n (resp. ω2 has period exactly m). Thus, our task is related to understand-
ing and computing the cardinality of Vn∩Wm, since the elements of this intersection
are the centres of type II or IV hyperbolic components with a Fatou component of
period n containing ω1 and a Fatou component of period m containing ω2.
2.1. Parametrisation of type II and IV components. In order to compute the
cardinality of Vn ∩Wm it is convenient to know that Vn and Wm have transversal
intersections except at the singular point ofMcm2 . This well known result is a direct
consequence of the parametrisations [10] of type II and IV hyperbolic components,
which we proceed to describe.
According to part 2. (a) of the Main Theorem in [10] we have that multipliers
parametrise type IV components:
Theorem 2.1. Denote the open unit disk in C by D. Let H ⊂ Mcm2 be a type IV
hyperbolic component. Given f = [f, ω1, ω2] ∈ H, for i = 1, 2, denote by λi(f) the
multiplier of the attracting periodic orbit which contains ωi in its basin. Then the
map λ : H → D× D given by λ(f) = (λ1(f), λ2(f)) is biholomorphic.
Observe that a non-empty intersection of a periodic curve Vn (resp. Wm) with
a type IV hyperbolic component H corresponds to the disk λ1 = 0 (resp. λ2 = 0).
In order to parametrise type II components we will model the first return map
to critical Fatou components by a pair of Blaschke products of the form
βa(z) = z
1− a¯
1− a
z − a
1− a¯z
,
where a ∈ D = {z ∈ C | |z| < 1}. Note that βa(D) = D, βa(0) = 0 and βa(1) = 1.
Theorem 2.2. Consider a period m ≥ 3 type II hyperbolic component H ⊂ Mcm2
such that the Fatou component containing the first critical point maps in j < m
iterates onto the one containing the second critical point. Then there exists a home-
omorphism h : H → D× D such that the following holds:
If h(f) = (a, b) where f = [f, ω1, ω2] ∈ H and U1 (resp. U2) is the Fatou com-
ponent of f containing ω1 (resp. ω2), then for an appropriate choice of conformal
maps hi : D → Ui where i = 1 and 2 we have that f j : U1 → U2 coincides with
h2 ◦ βa ◦ h
−1
1 and f
m−j : U2 → U1 coincides with h1 ◦ βb ◦ h
−1
2 .
Although this theorem is a consequence of the main result in [10], it is easier to
deduce the above statement from the literature with the aid of [8, Theorem 9.3].
Proof. In [8], Milnor works in the moduli space Mfm2 of quadratic rational maps
with marked fixed points. This moduli space Mfm2 is formed by conjugacy classes
of (f, x1, x2, x3) where f is a quadratic rational map with fixed points at x1, x2, x3
listed with repetitions according to multiplicity. The conjugacy class of (f, x1, x2, x3)
is formed by the quadruples (γ ◦ f ◦ γ−1, γ(x1), γ(x2), γ(x3)) where γ is a Mo¨bius
transformation. It follows that Mfm2 is a complex (affine) algebraic surface with a
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singularity at the class of the map possesing a triple fixed point [6, Lemma 6.6]. We
will also employ the totally marked moduli space Mtm2 defined as the conjugacy
classes of (f, ω1, ω2, x1, x2, x3) where ω1, ω2 are the critical points of f and the xi
are the fixed points as above. This latter moduli space is a smooth complex alge-
braic surface [6, Lemma 6.6]. According to Milnor [6, page 51], the forgetful map
Mtm2 →M
cm
2 is a degree 2 covering ramified only over [z
−2, 0,∞] andMtm2 →M
fm
2
is a degree 6 covering ramified only over the unique singular point of Mfm2 .
Given a type II hyperbolic component H′ in Mfm2 , Theorem 9.3 [8] produces
a homeomorphism h′ : H′ → D × D that assigns to each element of H′ a pair
of Blaschke products (βa, βb) which model the first return map to critical Fatou
components (as in the statement of the theorem). Let us now translate this result
to a period m ≥ 3 type II hyperbolic component H ⊂ Mcm2 . From [10] we know
that H is simply connected and from [8, Theorem 9.3] the same holds for hyperbolic
components in Mfm2 . Thus, via lifting H to M
tm
2 , and then projecting into M
fm
2 ,
we obtain a natural biholomorphic map from H onto a hyperbolic component in
Mfm2 . The postcomposition of this homeomorphism with Milnor’s parametrisation
gives us the desired parametrisation h : H → D× D. 
Corollary 2.3. For all n ≥ 1 and m ≥ 1, any intersection of Vn with Wm at a
non-singular point of Mcm2 is transverse.
Proof. Any point f in Vn∩Wm lies in a type II or IV hyperbolic component. In view
of theorems 2.1 and 2.2, there is a homeomorphism which maps a neighbourhood
of the origin in C2 onto a neighbourhood of f in Mcm2 such that the germ of
{(x, y) ∈ C2 | xy = 0} at the origin maps onto the germ of Vn∪Wm at f . From [13,
Theorem 1] it follows that the intersection of Vn∪Wm with a small 3-sphere around
f consists of a link of two unknotted curves with linking number 1. Thus, the
intersection at f is transverse. 
We will also need a result regarding transversal intersections of other critical
orbit relations. More precisely, given m ≥ 2 and 1 ≤ j < m we consider the curve
P ′j consisting of all elements [f, ω1, ω2] ∈ M
cm
2 such that f
j(ω1) = ω2. Also, we
let Q′m−j be the curve formed by all [f, ω1, ω2] ∈ M
cm
2 such that f
m−j(ω2) = ω1.
Clearly, any intersection point of these curves is the centre of a type II hyperbolic
component of period n which divides m.
Corollary 2.4. For all m ≥ 3 and 1 ≤ j < m, any intersection of P ′j with Q
′
m−j
at a non-singular point of Mcm2 is transverse.
Proof. To prove this corollary it is more convenient to reparametrise any type II
hyperbolic component by pairs of Blaschke products having a critical point at the
origin. With this purpose, for each a ∈ D let us consider
γa(z) =
1− a¯
1− a
z2 − a
1− a¯z2
.
Note that γa(D) = D, γ
′(0) = 0, and γ(1) = 1. Since γa has only one critical point
z = 0 in D and βa has only one fixed point z = 0 in D, it is not difficult to see
that there exists a diffeomorphism ϕ : D×D→ D×D such that if (c, d) = ϕ(a, b),
then there exist automorphisms h1, h2 of D such that γc = h
−1
2 ◦ βa ◦ h1 and
γd = h
−1
1 ◦ βb ◦ h2.
It follows that given a period n ≥ 3 type II hyperbolic component H, a non-
empty intersection P ′j ∩H is mapped under ϕ ◦ h : H → D×D onto {0}×D where
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h is as in Theorem 2.2 and ϕ is as in the previous paragraph. Similarly Q′m−j ∩H
is mapped onto D× {0}. The corollary now follows from [13, Theorem 1] as in the
previous proof. 
2.2. Periodic curves: smoothness. Although periodic curves are well known to
be smooth, we are unable to provide a published reference for this fact. A sketch
of its proof is included below only for the sake of completeness, since we make no
essential use of it.
Theorem 2.5. For all n ≥ 1 and m ≥ 1, the curves Vn and Wm are smooth at
non-singular points of Mcm2 .
Proof. (Sketch) For n,m ≤ 2 this can be checked by a direct calculation, so we
assume that n and m are at least 3. To fix ideas we prove smoothness for Vn,
smoothness ofWm follows along the same lines. We consider g = [g, ω1(g), ω2(g)] ∈
Vn and proceed to prove that Vn is smooth in a neighbourhood U of g.
First assume that ω2(g) is not in the inmediate basin of the period n cycle
containing ω1(g). Normalising the critical points to 0 and ∞, and one of the
critical values to 1, it is not difficult to conclude that there exists a holomorphic
section (fu, ω1(u), ω2(u)) of quadratic rational maps defined for all u neighbourhood
U of g (i.e. u = [fu, ω1(u), ω2(u)] for all u ∈ U). Taking U sufficiently small we
may assume that the periodic orbit of ω1(u) for u = g has a well defined analytic
continuation to a periodic orbit Ou of fu for all u ∈ U . Let λ : U → C be the
map that assigns to each u ∈ U the multiplier λ(u) of Ou. Note that λ(u) = 0 if
and only if u ∈ Vn. We claim that the gradient of λ does not vanish at g. In fact,
note that each component of the inmediate basin of Og is simply connected. Thus,
we may apply quasiconformal surgery, as in the quadratic polynomial case (see [2,
The´ore´me 4]) to obtain a smooth family u(µ) ∈ U such that λ(u(µ)) = µ, defined
for a parameter µ varying in a neighbourhood of 0 ∈ D and such that u(0) = g.
Hence, the gradient of λ does not vanish at g, which guarantees smoothness of Vn
near g.
Remark The original surgery described in [2, The´ore´me 4] yields a continuous
family u(µ). However, following the proof of Theorem 5.8 in [8] the surgery may
be upgraded to one producing a real analytic family u(µ).
It remains to check that Vn is smooth at elements where the second critical point
is in the basin of the first periodic critical point. This again follows from Theo-
rem 2.2, since such elements of Vn are contained in type II hyperbolic components
and, after applying [13, Theorem 1], we conclude that Vn intersects a small 3-sphere
around these points in an unknotted simple closed curve. Thus, Vn is also smooth
at these points. 
2.3. A convenient subset R of Mcm2 and projective curves. For reasons that
will be apparent later, for n,m ≥ 1, we consider the curve Xn ⊂ Mcm2 consisting
on all maps such that the first critical point is periodic of period dividing n, and
similarly the curve Ym formed by maps with the second critical point periodic of
period dividing m. The curves Xn and Ym are the union of periodic curves. That
is,
Xn = ∪p|nVp,
Yn = ∪p|nWp.
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For our purpose it is convenient to work with the set
R =Mcm2 \X2
which may be parametrised as follows. For (c, d) ∈ C× C∗, consider the quadratic
rational map
fc,d(z) = 1 +
c
z
+
d
z2
.
Then (c, d) 7→ [fc,d, 0,−2d/c] parametrises R = Mcm2 \X2. That is we identify R
with C× C∗.
For us, it is also convenient to regard R as a subset of CP2. By adding the line
d = 0 and a projective line at infinity to R, we obtain CP2, with a preferred affine
plane C2 parametrised by (c, d). Thus, we will regard R both as a subset of Mcm2
and of CP2 according to convenience.
In order to be precise we let Xn = Xn ∩ R ⊂ CP
2 and Ym = Ym ∩ R ⊂ CP
2.
Similarly, let Vn = Vn ∩ R and Wn = Wn ∩ R. Denote by Xn, Ym, Vn and, Wn
their closure in CP2. It follows that Xn, Ym, Vn and, Wn are projective algebraic
varieties.
3. Type IV components
The general strategy to compute ηIV(n,m) involves two main steps. The first
one consists of computing the degrees of the curves Xn and Ym introduced above,
in Section 2.3. Then we apply Bezout’s Theorem to obtain the total number of
intersections of these curves. Since we are only interested in intersections which are
relevant to our count (that is, those in R), the second main step is to compute the
number of intersections at “infinity” and subtract them from the total number of
intersections. Both steps involve translating dynamical information into algebraic
information about intersections. While in the first step, the main ingredients come
from results summarised in Section 2 about transversal intersections, in the second
step, Stimson’s results (Theorem 3.6) about how certain dynamical systems are
organised close to infinity in parameter space, will play a key role.
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Complementary to the main ideas described in the previous paragraph, the proof
of Theorem 1.1 involves rewriting the formula as follows:
ηIV(n,m) =
1
36
(2n − 3− (−1)n))(7 · 2m + 3− (−1)m)
−
1
2
∑
3≤q≤n
φ(q)νq(n)νq(m)
−
1
2
(
2n
6
+
(−1)n
3
)(
2m
6
+
(−1)m
3
)
+
1
2
(
2n
6
+
(−1)n
3
)(
2m
6
+
(−1)m
3
)
+
(4 + (−1)n)
6
2m −
(1 + (−1)n)(−1)m
6
+
(1 + (−1)n)(1 + (−1)m)
4
− ηII(gcd(n,m)).
(3.1)
The first two lines add up to the size of Xn ∩ Ym, for n ≥ 3,m ≥ 1. That is,
the total number of type II and IV components with an attracting cycle of period
≥ 3 dividing n and an attracting cycle of period dividing m (maybe the same
cycle). The first line is the product of the degrees of the curves Xn and Ym (see
Subsection 3.1) and the second line is their intersection number outside R (see
Sections 3.2 and 3.3).
The third and fourth line cancel out. However, the third line is−(1/2)φ(2)ν2(n)ν2(m)
so that we may insert this number in the sum of the second line of (3.1).
The fifth line corresponds to ηIV(1,m) if n is odd, to ηIV(2,m) if n is even and
m is odd, and to ηIV(2,m) + ηII(2) if n and m are even.
Thus, the sum up to the fifth line gives the number of hyperbolic components
with one critical Fatou component of period dividing n and another of period divid-
ing m. This count includes some type II components, namely, the ones with period
dividing both n and m. The last line is the necessary correction to not count these
ηII(gcd(n,m)) components and only consider type IV components.
3.1. The degrees of the curves.
Lemma 3.1. The following statements hold:
• For all n ≥ 3, the degree of Xn is
1
6
2n −
1
2
−
1
6
(−1)n.
• For all m ≥ 1, the degree of Ym is
7
6
2m +
1
2
−
1
6
(−1)m.
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• None of the points [1 : 0 : 0], [0 : 1 : 0], [0 : 0 : 1] belongs to Xn, for all
n ≥ 3.
Before proving the lemma, it is convenient to introduce notation, and state and
prove some intermediate results contained in Lemma 3.2 below. These results will
also be useful when counting type II components.
To compute the degree of the curves Xn we recursively define, for n ≥ 3, poly-
nomials Pn(c, d), Qn(c, d) ∈ C[c, d] as follows:
P3(c, d) = 1 + c+ d, Q3(c, d) = 1,
Pn+1 = P
2
n + cPnQn + dQ
2
n, Qn+1 = P
2
n .
With these definitions we have that, for all (c, d) ∈ R,
fnc,d(0) =
Pn(c, d)
Qn(c, d)
.
Thus Xn is the set of all (c, d) ∈ R such that Pn(c, d) = 0.
Similarly, to compute the degrees of the curves Ym we define, for m ≥ 1,
R1(c, d) = 4d− c
2, S1(c, d) = 4d,
Rm+1 = R
2
m + cRmSm + dS
2
m, Sm+1 = R
2
m.
Note that
fmc,d(−2d/c) =
Rm(c, d)
Sm(c, d)
.
Thus, Ym is the set of all (c, d) ∈ R such that cRm(c, d) + 2dSm(c, d) = 0.
Lemma 3.2. For all n ≥ 3 and m ≥ 1 the following statements hold:
(1)
deg(Pn) =
1
6
2n −
1
2
−
1
6
(−1)n,
deg(Qn) =
1
6
2n − 1 +
1
3
(−1)n.
(2) For all even n, deg(Pn) = deg(Qn). For all odd n, deg(Pn) = deg(Qn)+1.
(3) The constant term of Pn and of Qn is 1.
(4) Among the terms of Pn (resp. Qn) with maximal degree δ = deg(Pn) (resp.
δ = deg(Qn)), both the monomial c
δ and the monomial dδ always appear
multiplied by a positive integer coefficient.
(5) The minimum degree of the monomials of Rm and of Sm is 2
m−1 and are
uniquely realised by monomials in d.
(6) Let Gm(c, d) = cRm(c, d) + 2dSm(c, d). Then
deg(Gm) =
7
6
2m +
1
2
−
1
6
(−1)m.
Proof. Since (i) through (iv) hold for n = 3, we proceed by induction assuming
that these assertions are true for n. From the definitions, Pn+1(0, 0) = P
2
n(0, 0) =
Qn+1(0, 0), thus (iii) holds for n+1, since Pn(0, 0) = 1. When n is even, from (iii),
(iv) and the formulae Pn+1 = P
2
n+cPnQn+dQ
2
n, Qn+1 = P
2
n , it follows that (i), (ii)
and (iv) hold for n+1 since deg(Pn+1) = 1+deg(Pn)+deg(Qn) = 1+2 deg(Pn) =
1 + deg(Qn+1). Similarly when n is odd, (i), (ii) and (iv) also hold for n+ 1 since
deg(Pn+1) = 1 + deg(Pn) + deg(Qn) = 2 deg(Pn) = deg(Qn+1).
Assertion (v) clearly holds for m = 1. Assuming that (v) holds for m, from the
definitions it follows that the monomials of minimum degree of Rm+1 and of Sm+1
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coincide with the square of the monomial of minimum degree of Rm. Thus, (v)
holds for m+ 1 and the assertion holds, by induction.
To prove (vi), we first establish by induction the assertions that deg(Rm) ≥
deg(Sm), and for allm ≥ 2, among the terms ofRm (resp. Sm) with maximal degree
δ = deg(Rm) (resp. δ = deg(Sm)) the monomial c
δ appears multiplied by a positive
integer coefficient. In fact, for m = 2, directly from the definitions it follows that c4
is a term of maximal degree of R2 and S2. Assuming the assertions true for m, it
follows that Sm+1 = R
2
m has degree 2 deg(Rm) and a term c
deg(Sm+1) multiplied by a
positive integer. Moreover, deg(Rm+1) = max{2 deg(Rm), 1+deg(Rm)+deg(Sm)}
and in all cases Rm+1 has a term of maximal degree of the form c
δ multiplied by a
positive integer coefficient. We also conclude that deg(Rm+1) ≥ deg(Sm+1).
From the previous paragraph, it is not difficult to conclude that for all m ≥ 1
odd, deg(Rm+1) = deg(Sm+1) = 2 deg(Rm) and, for all m ≥ 1 even, deg(Rm+1) =
deg(Sm+1) + 1 = 2 deg(Rm) + 1. Also, deg(Gm) = deg(Rm) + 1, since for δ =
deg(Rm) the monomial c
δ appears multiplied by a non-zero coefficient as a term
of Rm. Now an induction readily checks that deg(Gm) is given by the formula of
assertion (vi). 
of Lemma 3.1. Denote by P hn (c, d, e) (resp. G
h
m(c, d, e)) the homogeneous version
of Pn(c, d) (resp. Gm(c, d)). Then Xn (resp. Ym) is the projective curve where
P hn (c, d, e) (resp. G
h
m(c, d, e)) vanishes.
From Lemma 3.2 (iii), we conclude that [0 : 0 : 1] /∈ Xn since P hn (0, 0, 1) = 1.
Lemma 3.2 (iv) implies that P hn (1, 0, 0) 6= 0 6= P
h
n (0, 1, 0). Thus, none of the points
[1 : 0 : 0], [0 : 1 : 0], [0 : 0 : 1] belongs to Xn.
Since deg(P hn ) = deg(Pn) and deg(G
h
m) = deg(Gm), in view of Lemma 3.2, it
is sufficient to establish that P hn generates the ideal of Xn and, similarly that G
h
m
generates the ideal of Ym.
The birational automorphism of CP2 induced by interchanging the role of the
critical points will allow to us to only check the above for P hn . More precisely, for
all (c, d) ∈ R \ Y2, let Mc,d be the Mo¨bius transformation such that:
Mc,d(f
j
c,d(−2d/c)) =


0 if j = 0,
∞ if j = 1,
1 if j = 2.
Then there exists (c′, d′) ∈ R such that
fc′,d′ =M
−1
c,d ◦ fc,d ◦Mc,d.
It follows that c′ and d′ are rational functions of (c, d). Moreover, Mc′,d′ = M
−1
c,d .
Therefore, the map (c, d) 7→ (c′, d′) is a birational map ϕ : CP2 99K CP2. Further-
more,
Ghm
G
= ϕ∗(P hm) = P
h
m ◦ ϕ,
where G = Gh1 if m is odd, and G = G
h
2 if m is even. After checking that G
h
1 and
Gh2 are free of perfect square factors in C[c, d, e], it follows that G
h
m generates the
ideal of Ym if and only if P
h
m generates the ideal of Xm for all m ≥ 3.
To show that P hn is square factor free, it is sufficient to show that the degree of Xn
coincides with that of Pn. For this we count the intersections of Xn with the degree
3 curve Y1. The curve Y1 is defined by the equation c
3 − 4dce − 8d2e = 0. Thus,
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Y1 intersects the line d = 0 at [0 : 0 : 1] and the line e = 0 at [0 : 1 : 0]. Therefore
Y1∩Xn is contained inR. Hence, Y1∩Xn consists of points of transverse intersection
between Y1 and Xn. It follows that 3 deg(Xn) coincides with the cardinality of
Y1 ∩ Xn. Moreover, {fc,d | (c, d) ∈ Y1} is, modulo change of coordinates, the
quadratic family {z2 + v | v ∈ C}. Thus, points in Y1 ∩ Xn are in one to one
correspondence with polynomials of the form z2 + v such that z = 0 is periodic of
period q where 3 ≤ q | n. More precisely, the cardinality of Y1 ∩Xn = 2n−1− 1− δ
where δ = 1 if n is odd, and δ = 2 if n is even. That is,
3 deg(Xn) = 2
n−1 − 1−
1 + (−1)n
2
= 3 deg(P hn ),
and the lemma follows. 
Remark From the proof above it follows that the birational map ϕ : CP2 99K CP2
has degree 7.
To prove Theorem 1.1, we need to compute the cardinality of the intersection
Xn ∩ Ym.
But by Bezout’s theorem, the number of intersections (with multiplicities) of Xn and
Ym in CP2 is simply the product of their degrees. So now we need to compute the
number of intersections, with multiplicities, in CP2 \R. Counting the intersections
in CP2 \ R is divided into two parts. First we show that there are no intersections
in the line [c : d : 0], and then we count the intersections in the line [c : 0 : 1].
3.2. No intersections at c =∞ or d =∞.
Lemma 3.3. For all n ≥ 3 and m ≥ 1,
Xn ∩ Ym ∩ {x ∈ CP
2 | x = [c : d : 0]} = ∅.
Proof. Since [1 : 0 : 0] and [0 : 1 : 0] /∈ Xn it is sufficient to consider x = [1 : s : 0]
with s 6= 0 and show that x /∈ Xn ∩ Ym. First note that if fc,d ∈ R, then
f2c,d(z) = 1 +
z2
z2
c
+ z +
d
c
+
d
c2
z4(
z2
c
+ z +
d
c
)2 .
Thus as [c : d : 1] converges to x,
f2c,d(z)→ 1 +
z2
z + s
= gs(z)
uniformly in compact subsets of C \ {−s}.
Note that gs has a parabolic fixed point at ∞, and that gs(−s) =∞. Moreover,
since one of the forward orbits of the two critical points 0,−2s of gs must be infinite
and converge to ∞, one of the two critical points of gs, call it ω, has an infinite
forward orbit entirely contained in C \ {−s}.
If [c : d : 1] is sufficiently close to x, then the first max{n,m} + 1 iterates of
ω1 = 0 (when ω = 0) or of ω2 = −2d/c (when ω = −2s) are pairwise distinct.
Thus, for all [c : d : 1] sufficiently close to x, we have that [c : d : 1] /∈ Xn ∪ Ym.
Therefore, x /∈ Xn ∩ Ym. 
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3.3. Counting intersections at d = 0. Now our aim is to count the intersections
at d = 0. We start by establishing where the intersections occur.
Lemma 3.4. For all n ≥ 3, if [c : 0 : 1] ∈ Xn then c−1 = −4 cos2 πp/q for some
1 ≤ p < q ≤ n with gcd(p, q) = 1 and q 6= 2.
Proof. For all (c, d) ∈ R, we have that the cross ratio
[ω1, ω2, fc,d(ω1), fc,d(ω2)] =
c3
8d2
−
c
2d
,
where ω1 = 0, ω2 = −2d/c and
[0, z2,∞, z4] =
z4
z2
.
It follows that, given c0 6= 0 and a sequence (ck, dk) ∈ R ∩ Xn which converges to
(c0, 0), the conjugacy class of fck,dk diverges to infinity in moduli space. According
to [6, Lemma 4.1]), fck,dk has three fixed points, one with multiplier diverging to
∞ and the other two multipliers converge to reciprocal roots of unity of order q
where 2 ≤ q ≤ n. Uniformly on compact subsets of C∗ = C \ {0}, the maps fck,dk
converge to
Mc0(z) = 1 +
c0
z
.
Since C∗ contains the fixed points ofMc0 , the multipliers of the fixed points of Mc0
are of the form exp(±2πip/q) where gcd(p, q) = 1. It follows that
c−10 = −4 cos
2(πp/q).
In particular, q 6= 2 and the lemma follows. 
The rest of this section is devoted to proving the formula below that computes
the intersection numbers at the relevant points of d = 0:
Proposition 3.5. Consider n ≥ 3 and m ≥ n. Let 1 ≤ p < q ≤ n with gcd(p, q) =
1 and q 6= 2. If c−1p,q = −4 cos
2(πp/q), then
Xn •cp,q Ym = νq(n)νq(m).
where cp,q = [cp,q : 0 : 1].
We have seen that the points at infinity on Xn and Ym are described by the
multipliers of their fixed points. So the multiplier of a fixed point is a natural
parameter to use near infinity in Xn (or Yn). To prove the above proposition, it is
therefore convenient to work with the totally marked moduli space Mtm2 , which is a
smooth complex manifold of dimension two (see [6, Lemma 6.6.]), namely, the space
of quadratic rational maps with marked critical points and marked fixed points. The
elements of Mtm2 are conjugacy classes of sextuples (f, ω1, ω2, x1, x2, x3), where f
is a quadratic rational map, ωj are critical points of f , and x1, x2, x3 is a complete
list of the fixed points of f (with repetitions when f has a multiple fixed point).
As before, two such sextuples are conjugate if there is a Mo¨bius transformation
conjugating the rational maps and respecting markings. The conjugacy class of
(f, ω1, ω2, x1, x2, x3) will be denoted by [f, ω1, ω2, x1, x2, x3].
In Mtm2 we let An (resp. Bm) be the curves where the first (resp. the second)
critical point is periodic of period n (resp. m). Following 7.4 of [12], to study the
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ends of An and Bm it is convenient to consider the family of quadratic rational
maps defined for (ζ, ρ) ∈ C∗ × C \ {−1,−2}:
hζ,ρ(z) = ζz
(
1−
2 + ρ
2(1 + ρ)
z
)(
1−
2
2 + ρ
z
)−1
= ζz
(
1−
ρ2z
4(1 + ρ)(1 + 12ρ− z)
)
.
A similar parametrisation was used by James Stimson in his thesis [15]. The great
advantage of this type of parametrisation is that hkζ,0(z) is just ζ
kz, and estimates
on hkζ,ρ(z)− ζ
kz for small ρ, and for a suitable set of z, are easily obtained.
The critical points of hζ,ρ are ω1 = 1 and ω2 = 1+ρ. There are two distinguished
fixed points, one at x1 = 0 and the other at x2 = ∞. The third fixed point x3 is
given by the formula
x3 =
(1 + 12ρ)(1 + ρ)(ζ − 1)
ζρ2 + (1 + ρ)(ζ − 1)
.
Therefore, we may parametrise a subset S of Mtm2 by C
∗ × C \ {0,−1,−2}, using
[hζ,ρ, 1, 1 + ρ, 0,∞, x3].
A partial compactification of S is achieved by adding the line V(ρ) = {ρ = 0}.
That is, we identify S with a subset of CP2, by identifying (ζ, ρ) with [ζ : ρ : 1].
Now let An = An∩S and Bm = Bm∩S. Consider the closures An and Bm in CP
2.
The following was proved in Stimson’s Thesis.
Theorem 3.6 ((Stimson [15])). The following statements hold:
(1) The intersection of An (resp. Bn) with the line V(ρ) is contained in
{[1 : 0 : 1]} ∪ {[exp(2πip/q) : 0 : 1] | 1 ≤ p < q ≤ n, gcd(p, q) = 1}.
From now on, write κ = exp(2πip/q).
(2) Let E (resp. F ) be an irreducible germ of the curve An (resp. Bn) at
[κ : 0 : 1]. Then,
ζ − κ
κρ
→ a1 ∈ {a ∈ C | ℜa > 0},
as E ∋ (ζ, ρ)→ (κ, 0) and,
ζ − κ
κρ
→ a2 ∈ {a ∈ C | ℜa < 0},
as F ∋ (ζ, ρ)→ (κ, 0).
(3) The intersection number of An (resp. Bn) with the line V(ρ) at [κ : 0 : 1]
is equal to the number of hyperbolic components of period n in the p/q-limb
of the Mandelbrot set.
Proof. From the formula we see that
(3.2) hζ,ρ(1) = ζ
(
1−
ρ
2(1 + ρ)
)
.
For ρ near 0, and for z 6= 1 + 12ρ+O(ρ
2),
(3.3) hζ,ρ(z) = ζz(1 + o(1)).
Therefore, for ρ near 0, unless ζq is close to 1 for some 1 ≤ q ≤ k, we have
hℓζ,ρ(1) = ζ
ℓz(1 + o(1)), which is bounded from 1 for 0 < ℓ ≤ k. Putting k = n, we
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see that we can only have (ζ, ρ) ∈ An for ρ close to 0 if ζq is close to 1 for some
1 ≤ q ≤ n. So (i) follows.
For part (ii) write:
(3.4) hρ(1 + zρ) = ζ(1 + zρ)
(
1−
ρ
4(1 + ρ)(12 − z)
)
.
It follows from (3.2) and (3.3), and using a local Puiseux series in ρ for ζ − κ, that
ζ − κ = O(ρ) in a neighbourhood of [κ : 0 : 1] in An, and hence, if ρ → 0 then
(ζ − κ)/(κρ)→ a for some a ∈ C. So, for sufficiently small ρ, given z in a compact
subset of C \ {1/2}, by the definition of hζ,ρ and (3.3) and (3.4), applying hζ,ρ to
hj−1ζ,ρ (1 + ρz) for 2 ≤ j ≤ q,
hqζ,ρ(1+zρ) = ζ
q(1+zρ)
(
1 +
ρ
4(z − 12 )
+ o(ρ)
)
= 1+ρ
(
qa+ z +
1
4(z − 12 )
)
+o(ρ).
So, uniformly in compact subsets of C \ {1/2},
hq(1 + zρ)− 1
ρ
→ qa+ z +
1
4(z − 12 )
= ga(z).
The map ga has a parabolic fixed point at ∞ and critical points at z = 0 and
z = 1. If ℜa ≤ 0, it is not difficult (by a direct calculation) to check that ℜgka(0) is
a strictly decreasing sequence and gka(0) diverges to ∞. Similarly, if ℜa ≥ 0, then
ℜgka(1) is a strictly increasing sequence and g
k
a(1) diverges to ∞. Part (ii) of the
theorem follows for An. The result for Bn follows immediately because, from the
conjugacy by z 7→ (1 + ρ)z−1, we see that (ζ, ρ) ∈ An if and only if (ζ1, ρ) ∈ Bn,
where
ζ1 = ζ
−1 4(1 + ρ)
(2 + ρ)2
= ζ−1(1 +O(ρ2)).
We now consider (iii), so let κ = 1 or κ = exp(2πip/q) where q > 1 and 1 ≤ p < q,
and p and q are relatively prime. The multipliers at the fixed points 0 and ∞ are
ζ and ζ1 respectively. By (ii), either of these multipliers is a local coordinate on
An in a deleted neighbourhood of V(ρ) ∩ An. So, considering the multiplier ζ1,
the intersection number of An with V(ρ) at [κ : 0 : 1] is the number of points
[ζ : ρ : 1] ∈ An, for any fixed ζ1 sufficiently near κ−1, but not equal to it.
If κ = 1 then this number is at least 2n−1. We can see this, because after blowing
up the point [ζ = 1 : ρ = 0 : 1] we may observe that in the coordinates given by
(ρ, a = (ζ−1)/ρ) the intersection of the proper transform of An with the line ρ = 0
is the set of parameters a such that gna (0) = 0, which has degree 2
n−1 in a.
If κ = exp(2πip/q), then the number is at least the number of hyperbolic com-
ponents in the −p/q limb of period n. In fact, consider a parameter v in the −p/q
limb of the Mandelbrot set such that the critical point of Qv(z) = z
2 + v is pe-
riodic of period dividing n. Then, for any 0 < r < 1 and ζ1(r) = r exp(2πip/q)
there exist ρ(r) and ζ(r) such that the map hρ(r),ζ(r) ∈ An has an attracting fixed
point of multiplier ζ1(r) at ∞ and in the complement of the basin of ∞ is hybrid
equivalent to Qv. According to Petersen [9, Corollary 2], as r ր 1, we have that
ζ1(r)ζ(r) → 1, thus ρ(r) → 0. Hence, the intersection number of An with V(ρ) at
[κ = exp(2πip/q) : 0 : 1] is at least the number of hyperbolic components of period
n in the −p/q limb of the Mandelbrot set, which via z 7→ z¯ is easily seen to coincide
with the corresponding number in the p/q limb.
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To prove equality, we need to compute the degree in ζ of the curve An in CP
2.
We can then obtain the result for Bn by the usual birational equivalence. In fact it
suffices to compute the degree in ζ of Hhn,1 −H
h
n,2 where
Hn,1
Hn,2
= hnζ,ρ(1)
and Hhn,j is the homogenised version of Hn,j . The zero set of H
h
n,1 − H
h
n,2 is the
union of sets Ad for d dividing n. We claim that the degree is 2n − 1. Since the
total number of hyperbolic components of periods dividing n is 2n−1 by [3], and all
but one of these are in limbs of the Mandelbrot set, the exception being the main
cardioid, this suffices to show that for each d dividing n, Ad occurs with multiplicity
one in the zero set of Hhn,1 −H
h
n,2, and that we have the equality claimed in (iii).
We write degζ(H) for the degree of a polynomial H in ζ. It is easily checked
that Hk,1 has ζ as a factor for all k ≥ 1, and hence has no constant term, and that
Hk,2 has a constant term for all k ≥ 1. The recursive equations are
Hk+1,1 = ζHk,1(2(1 + ρ)(2 + ρ)Hk,2 − (2 + ρ)
2Hk,1)
Hk+1,2 = 2(1 + ρ)Hk,2((2 + ρ)Hk,2 − 2Hk,1)
It follows that Hk,1 has ζ
2k−1 as a factor, has a term (−4)2
k−1
ζ2
k−1 and has no
constant term, and that Hk,2 has constant term 2 · 4k−1. It also follows that
degζ(Hk,2) ≤ 2
k−k−1. Thus, the degree of Hhn,1−H
h
n,2 is 2
n−1 and the Theorem
follows.

Remark Stimson’s result is in fact far more precise than the theorem we have
stated and proved above. Via the Thurston class of obstructed postcritically fi-
nite branched coverings, he gives a complete characterisation of hyperbolic compo-
nents in the −p/q limb that lead to the same irreducible germ of An at a point
[exp(2πip/q) : 0 : 1]. However, his proof that there is only one such hyperbolic
component per irreducible germ is not correct.
Lemma 3.7. Let 1 ≤ p < q ≤ min{n,m} with gcd(p, q) = 1 and q 6= 2. Let
c−1p,q = −4 cos
2(πp/q) and κp,q = exp(2πip/q). Write cp,q = [cp,q : 0 : 1] and
kp,q = [κp,q : 0 : 1]. Then
Vn •cp,q Wm = An •kp,q Bm.
Proof. It is sufficient to show that there is a biholomorphic map between a neigh-
bourhood U of cp,q in the (c, d)-plane, and a neighbourhood U
′ of kp,q in the (ζ, ρ)-
plane, that maps Vn to An and Wm to Bm. If U is small, then for any (c, d) ∈ U ,
the multipliers of two of the fixed points of fc,d are close to exp(±2πip/q), and
if d 6= 0 the multiplier of the third fixed point is large. By taking U sufficiently
small, we can ensure that the multipliers of any map in U are all different from the
multipliers the fixed points of any other map in U , and that none of the multipliers
is 1. Therefore we know that none of the maps fc,d, for (c, d) ∈ U , is Mo¨bius
conjugate to any other, and the fixed points vary holomorphically in U . We write
x1(c, d) and x2(c, d) for the fixed points which have multipliers close to exp(2πip/q)
and exp(−2πip/q) respectively. Since x1(cp,q, 0) and x2(cp,q, 0) are the solutions of
z2− z+ cp,q = 0, the points x1(c, d), x2(c, d) and 0 are all distinct for all (c, d) ∈ U ,
if U is sufficiently small. Let τc,d denote the unique Mo¨bius transformation which
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maps x1(c, d), x2(c, d) and 0 to 0, ∞ and 1. Then τc,d ◦ fc,d ◦ τ
−1
c,d is a quadratic
rational map with fixed points 0 and ∞ and critical point at 1. It is therefore of
the form hζ,ρ with ζ = ζ(c, d) and ρ = ρ(c, d). In fact we have
ζ(c, d) = f ′c,d(x1(c, d)),
and
ρ(c, d) = τc,d(−2d/c)− 1.
The map (ζ, ρ) is clearly a holomorphic injection on U which maps cp,q to kp,q,
because all the maps in U are distinct up to Mo¨bius conjugacy. Hence it must be
a holomorphic bijection onto a neighbourhood U ′ of kp,q. In any case, the inverse
map is easily obtained by using conjugation by a Mo¨bius transformation which
maps 1, hζ,ρ(1) and h
2
ζ,ρ(1) to 0, ∞ and 1. Note that q = 2 has to be omitted,
because we need the points 1, hζ,ρ(1) and h
2
ζ,ρ(1) to be bounded apart. 
The proof of Proposition 3.5 follows, since (ii) of Theorem 3.6 implies that at an
intersection point of An and Bm in ρ = 0, the tangents to An and the tangents to
Bm are distinct.
3.4. Low periods and the proof of Theorem 1.1. The last ingredients needed
to prove Theorem 1.1 are contained in the lemma below.
Lemma 3.8.
ηIV(1,m) = 2
m−1,
ηIV(1,m, p/q) = νq(m),
ηII(2) = 1,
ηIV(2,m)− ηIV(1,m) =
1
3
2m −
(−1)m
3
.
Here, ηIV(1,m, p/q) denotes the number of type IV hyperbolic components in the
p/q-limb of the Mandelbrot set with an attractive cycle of period dividing m.
Proof. As already mentioned, the formula for ηIV(1,m) is a consequence of the
Douady-Hubbard classification [3] of hyperbolic components in the Mandelbrot set
for the parameter family of quadratic polynomials {z2 + v | v ∈ C}, which is
naturally identified with C. In fact, the complement of the Mandelbrot set in C is
the intersection with C of the type I hyperbolic component of rational maps which
is mentioned in the introduction. The type I hyperbolic component contains no
critically finite maps. In fact, it coincides with the set of v for which the forward
orbit of 0 under z 7→ z2 + v diverges to ∞. The main cardioid of the Mandelbrot
set (as it is known) is the hyperbolic component of z 7→ z2. The set of all the other
hyperbolic components in the Mandelbrot set, for which the attractive cycle is of
period dividing m, is in two-to-one correspondence with the set of odd-denominator
rationals {
k
2m − 1
: 0 < k < 2m − 1
}
.
Therefore, we obtain
ηIV(1,m) = 1 +
2m − 2
2
= 2m−1.
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Furthermore, the set of all hyperbolic components in the p/q limb of the Mandel-
brot set, for which the attractive cycle is of period dividing m, is in two-to-one
correspondence with the set of odd-denominator rationals k/(2m − 1) in a closed
interval [1/(2q − 1), 2/(2q − 1)], since the arguments of the root are of the form
r/(2q − 1) and (r+1)/(2q − 1) for some r coprime to q. This is the number νq(m).
The fact that ηII(2) = 1 follows immediately from fixing critical points of a
quadratic rational map to be 0 and ∞. If these are in a period two cycle then
the map must be of the form z 7→ λz−2 for some λ 6= 0, and any such maps are
conjugate to z 7→ z−2, by a conjugacy of the form z 7→ µz.
We now give a proof of the formula for ηIV(2,m) − ηIV(1,m) which is close to
the methods of Section 3.3. Since a great deal is known about V2, other proofs
are possible. For example, one can use the results of a recent paper of Aspenberg-
Yampolsky, [1], some of which occur also in work of Timorin [17], and both of
which consolidate the structure that has been known in outline for some time, as
evidenced, for example, by the thesis of Luo [5] in the 1990’s. One can also make
use of the theory of matings, which involves using Thurston’s criterion [4] and Tan
Lei’s theorem to decide which matings are realisable [16].
Instead of using R as in the case of Vn for n ≥ 3, we use a parametrisation which
extends that used in [1] and [17]:
ga,b(z) =
a
z2 + 2z + b
.
If a 6= 0, critical points of ga,b are ∞ and −1, and ga,b(∞) = 0. Every Mo¨bius
conjugacy class inMcm2 \X1, apart from that of z 7→ z
−2, is represented by exactly
one map ga,b for a 6= 0, and therefore M
cm
2 \ (X1 ∪ {z
−2}) can be identified with
{[a : b : 1] | a, b ∈ C, a 6= 0} ⊂ CP2.
We write Zm for the set of [a : b : 1] such that ga,b represents an element of Ym.
Then
ηIV(2,m)− ηIV(1,m) = #(Zm ∩ {[a : 0 : 1] | a 6= 0}).
As in the earlier cases, all intersections are transverse. We write Zm for the closure
of Zm in CP
2. The plane b = 0 in CP2 is the set of all [a : 0 : 1] together with
[1 : 0 : 0]. It will be denoted by V(b), the vanishing set of the linear polynomial b.
Provided that all zeros are simple, by Bezout’s Theorem,
#(Zm ∩ V(b)) = deg(Zm).
Therefore,
ηIV(2,m)− ηIV(1,m) = deg(Zm)−Zm •[0:0:1] V(b)−Zm •[1:0:0] V(b)
where Zm ·[0:0:1]V(b) denotes the intersection number of Zm with V(b) at [0 : 0 : 1].
To compute deg(Zm), we write
gma,b(−1) =
Tm(a, b)
Um(a, b)
Then Zm is the zero set of T hm + U
h
m, where, following the notation of Section 3.1,
T hm and U
h
m are the homogenised versions of the polynomials Tm and Um. Induction
shows that the degrees of Tm, Um and Tm + Um are 2
m − 1 for all m ≥ 1. In fact,
the highest degree terms of Tm+1 and Um+1 come from the highest degree terms of
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aU2m and bU
2
m respectively. As in Section 3.1 we see that, for all m ≥ 3, there is a
birational map ψ : CP2 → CP2 such that
P hm ◦ ψ =


T hm + U
h
m if m is odd
T hm + U
h
m
T h2 + U
h
2
if m is even.
Hence, as in Section 3.1, since P hm is square-free for all m ≥ 3, and since T
h
m + U
h
m
is square-free for m = 1 or m = 2, this is also true for T hm + U
h
m for all m ≥ 3. So
deg(Zm) = deg(Tm + Um) = 2
m − 1.
So now we need to compute Zm•[0:0:1]V(b) and Zm•[1:0:0]V(b). We use homogenised
coordinates [a : b : t]. We write
Tm(a, b) = T
1
m(a) + bT
2
m(a, b), T
h
m(a, b, t) = T
h,1
m (a, t) + bT
h,2
m (a, b, t),
Um(a, b) = U
1
m(a) + bU
2
m(a, b), U
h
m(a, b, t) = U
h,1
m (a, t) + bU
h,2
m (a, b, t)
Then Zm •[0:0:1] V(b) and Zm •[1:0:0] V(b) are the maximum powers of a and t
respectively which divide T h,1m + U
h,1
m . The first of these is the maximum power of
a dividing T 1m +U
1
m. The second is deg(Tm +Um)− deg(T
1
m +U
1
m). So if we write
gma,0(−1) =
T 0m(a)
U0m(a)
where T 0m and U
0
m have no non-zero power of a as a common factor, and, provided
that T 0m + U
0
m has a non-zero constant term, we see that
ηIV(2,m)− ηIV(1,m) = deg(T
0
m + U
0
m).
A straightforward induction gives
T 01 = a, U
0
1 = −1
T 02 = 1, U
0
2 = a− 2,
T 02k+1 = a(U
0
2k)
2,
U02k+1 = T
0
2k(T
0
2k + 2U
0
2k),
T 02k+2 = (U
0
2k+1)
2 = (T 02k)
2(T 02k + 2U
0
2k)
2,
U02k+2 = T
0
2k+1(T
0
2k+1 + 2U
0
2k+1)/a = (U
0
2k)
2(a(U02k)
2 + 2(T 02k)
2 + 4T 02kU
0
2k).
Induction also gives deg(U02k) > deg(T
0
2k) for all k ≥ 1 and deg(T
0
2k+1) > deg(U
0
2k+1)
for all k ≥ 0. Therefore the degree of T 0m + U
0
m is the maximum of the degrees of
T 0m and U
0
m. More precisely, we have
deg(T 02k+1) = 2 deg(U
0
2k) + 1,
deg(U02k+1) = deg(T
0
2k) + deg(U
0
2k),
deg(T 02k+2) = 2 deg(U
0
2k+1) = 2(deg(T
0
2k) + deg(U
0
2k)),
deg(U02k+2) = 4 deg(U
0
2k) + 1.
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This gives
deg(U02k) =
∑k−1
i=0 4
i =
4k − 1
3
=
22k − 1
3
,
deg(T 02k+1) =
22k+1 + 1
3
.
So we obtain
deg(T 0m + U
0
m) =
2m − (−1)m
3
.
It remains to show that the constant term of T 0m + U
0
m is non-zero. For this, it
suffices to show that if a2k and b2k are the constant terms of T
0
2k and U
0
2k, then
b2k < 0 < a2k < −b2k
for all k ≥ 1. This is true for k = 1. It then follows for all k by induction, from
a2k+2 = a
2
2k(a2k + 2b2k)
2, b2k+2 = a2kb2k(2b2k)(a2k + 2b2k).

4. Type II components
As before, we let ηII(m) denote the number of type II components of period
dividing m, in the space Mcm2 , and η
′
II(m) is the number of type II components
of period exactly m. For 1 ≤ j < m, let ηII(m, j) denote the number of type II
components of period ≥ 3 dividing m such that the second marked critical point
ω2 is in the j’th iterate of the immediate attractive basin of ω1. Note that
∑
d|m,d≥3
m
d
η′II(d) =
m−1∑
j=1
ηII(m, j).
We have already seen that ηII(2) = ηII(2, 1) = 1. The aim of this section is to prove
Theorem 1.2. In fact, we obtain a sharper result by giving a formula for ηII(m, j).
Theorem 4.1. For all m ≥ 3, and all 1 ≤ j < m,
(4.1)
ηII(m, j) =
7
36
2m −
1
12
(2j + 2m−j)−
(−1)m
36
((−2)j + (−2)m−j)
−
1
4
−
5
36
(−1)m +
1
12
((−1)j + (−1)m−j)
−
1
2
∑
3≤q
φ(q)νq(j)νq(m− j).
Hence
(4.2) ∑
d|m,d≥3
m
d
η′II(d) =
7
36
m2m −
37
108
2m −
m
4
− (−1)m
5
36
m+
1
2
+ (−1)m
5
54
−
1
2
∑
3≤q≤j≤m−q
φ(q)νq(j)νq(m− j).
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Remark 1. The formula is symmetric in j and m − j, as expected, because we
can interchange ω1 and ω2.
2. In particular,
ηII(3, 1) = ηII(3, 2) = 1,
ηII(4, 1) = ηII(4, 2) = ηII(4, 3) = 2,
ηII(5, j) = 5 for 1 ≤ j ≤ 4,
ηII(6, j) = 10 for 1 ≤ j ≤ 5,
ηII(7, j) =
{
21 for j = 1, 2, 5, 6,
22 for j = 3, 4,
ηII(8, j) =
{
42 for j = 1, 2, 3, 5, 6, 7,
44 for j = 4.
The only non-zero contribution to ηII(m, j) from the last row of (4.1), in this list,
is when m = 6, j = q = 3, or m = 7, j = 3 or 4 and q = 3, or m = 8 and j = 3 or
5 and q = 3, or j = 4 and q = 3 or 4.
4.1. Outline Proof. We use the representation of the elements of R =Mcm2 \X2
by maps fc,d, where (c, d) ∈ C × C
∗ as in Section 2.2. Given m ≥ 3, for j ≥ 1 we
consider the curves in R:
Pj =
{
(c, d) ∈ R | f jc,d(0) = −
2d
c
}
and
Qm−j =
{
(c, d) ∈ R | fm−jc,d
(
−
2d
c
)
= 0
}
.
The number ηII(m, j) is then given by the cardinality of Pj∩Qm−j . All intersections
between Pj and Qm−j are transverse, by Corollary 2.4.
As in the case of type IV components, we consider the closure of Pj and Qm−j
in CP2, and apply Bezout’s Theorem.
We will start by computing the degree of Pj and Qm−j and then continue to
subtract the intersections at “infinity” from the product of the degrees. The extra
difficulty for counting intersections at infinity arises from the fact that we will have
to establish an analogue Stimson’s Theorem 3.6. Both computing the degrees, and
computing the intersections at infinity, will rely heavily on the parametrisation of
the unique Type I component introduced in [10].
4.2. The v coordinate. We proceed to summarise the relevant results contained
in [10] related to the parametrisation of the Type I hyperbolic component.
For each ζ ∈ D∗ = {ζ | 0 < |ζ| < 1} we consider the quadratic rational map
τζ(z) = z
z + ζ
1 + ζ¯z
.
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In terms of the notation of Section 2.1,
β−ζ =
1 + ζ¯
1 + ζ
τζ .
Note that both z = 0 and z = ∞ are attracting fixed points of τζ . The basin
of z = 0 is D and contains a unique critical point which we denote by c(ζ). The
dynamics in D is semiconjugate, via the Ko¨nigs coordinate, to multiplication by
ζ. The Ko¨nigs coordinate is the unique holomorphic map φζ : D → C such that
ζφζ(z) = φζ ◦ τζ(z) and φζ(0) = 0, φζ(c(ζ)) = 1. Such a map is an isomorphism
between a neighbourhood of the origin and the unit disk. More precisely, there
exists a conformal map ψζ : D→ ψζ(D) such that ψζ(0) = 0 which is an inverse of
φζ (that is, φζ ◦ψζ(z) = z, and for all w ∈ ψζ(D), we also have that ψζ ◦φζ(w) = w).
Now consider an element [f, ω1, ω2] ∈Mcm2 which lies in the Type I component.
Then f has an attracting fixed point z0, which we assume has multiplier ζ 6= 0.
Similarly to above, there exists a conformal isomorphism ψf : D → ψf (D) with
image contained in the basin of z0 such that ψf (0) = z0, ψf (ζz) = f(ψf (z)) and
at least one critical point of f lies in ∂ψf(D). (This map ψf always extends to a
homeomorphism from D onto its image.)
Let U be the subset of the Type I component formed by all [f, ω1, ω2] with an
attracting fixed point of non-vanishing multiplier such that ω1 /∈ ∂ψf(D) ∋ ω2. Note
that U is well-defined, since the required properties are invariant under conjugacies
that respect critical markings.
Given [f, ω1, ω2] ∈ U , with attracting fixed point z0 with multiplier ζ = ζ(f),
and basin of attraction Uf , there exists a unique Ko¨nigs coordinate φf : U → C
that semiconjugates f with multiplication by ζ(f) such that φf (ω2) = 1, and which
is equal to ψ−1f near z0. In the sequel, we will always assume that φf is this unique
semiconjugacy. In a neighbourhood of z0, the map ψζ ◦ φf is a conjugacy between
f and τζ . Taking iterated preimages, the conjugacy ψζ ◦ φf uniquely extends to a
simply connected domain contained in Uf containing the critical value f(ω1). The
v-coordinate v(f) of f ∈ U is, by definition, the image of f(ω1) under the conjugacy
extending ψζ ◦ φf .
According to [10],
U → D∗ × D
[f, ω1, ω2] 7→ (ζ(f), v(f))
is a real-analytic homeomorphism.
4.3. The degrees of the curves.
Lemma 4.2. Let m ≥ 3. The following statements hold:
• For all j ≥ 1, the degree of Pj is
1
6
(2j − (−1)j) +
1
2
.
• For all j ≥ 1, the degree of Qm−j is
1
6
(7 · 2m−j − (−1)m−j)−
1
2
.
Proof. We write (cPj+2dQj)
h for the homogenised version of cPj+2dQj. Similarly,
Rhm−j is the homogenised version of Rm−j where Pj , Qj , Rm−j are as in Section 3.1.
Observe that Pj andQm−j are the varieties of (cPj+2dQj)
h andRhm−j , respectively.
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Using parts (i) and (iv) of Lemma 3.2 in Section 3.1 we obtain the first line below,
and part (vi) of the same lemma implies the second:
deg((cPj + 2dQj)
h) =
1
6
(2j − (−1)j) +
1
2
,
deg(Rhm−j) =
7
6
2m−j −
1
6
(−1)m−j −
1
2
.
Hence to establish the lemma we need to show that these polynomials are square
free. From the birational equivalence argument we just need to check that cPj +
2dQj is square-free.
Given 0 < r < 1, let Lr be the set formed by the maps fc,d in R that have
an attracting fixed point with multiplier r. From [10], the intersection of Pj with
Lr is contained in U and, as summarised above, it is in bijection with the points
z ∈ D which map onto c(r) under j − 1 iterates of the map τr. It follows that the
cardinality of the intersection Pj ∩ Lr is 2j−1, all of them transverse.
It is sufficient to show that the number of intersections of Pj and Lr coincides
with the product of the degrees of cPj + 2dQj and the polynomial equation of Lr,
which we proceed to compute.
The curve Lr is given by the equations
1 +
c
z
+
d
z2
= z, −
c
z2
− 2
d
z3
= r.
These equations give
z =
1±
√
1 + c(2 + r)
2 + r
Substituting for z, the curve ζ = r becomes the degree three curve in c and d:
c2r2
(2 + r)4
(8 − c(2 + r)) −
c
(2 + r)4
(c(2 + r)2 + 4r)2
+
cr
(2 + r)5
(c(2 + r)2 + 4r)(4 − 2c(2 + r)) + 4d2 +
4d
(2 + r)3
(c(2 + r)2 + 4r)
+
12dcr
(2 + r)2
= 0
The only term of degree three is c3 and so there are no elements of Lr at [c : 0 : 1]
for c 6= 0. Since both the above equation of Lr and cPj + 2dQj have linear terms
but no constant terms (Lemma 3.2 (iii)), [0 : 0 : 1] ∈ Pj ∩ Lr and the intersection
number is 1.
Finally, [0 : 1 : 0] lies in the intersection only when j is odd. By Lemma 3.2
(ii) and (iv), when j is even, both Pj and Qj have the same degree and both have
powers of d of maximal degree, thus [0 : 1 : 0] /∈ Pj if j is even. When j is odd,
deg(Pj) = deg(Qj) + 1, so [0 : 1 : 0] ∈ Pj and the intersection number at [0 : 1 : 0]
is also 1.
Thus, the total intersection number between Pj and Lr is 2j−1+1+(1−(−1)j)/2
which is equal to 3 deg(cPj + 2dQj). Hence, cPj + 2dQj is square free. 
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4.4. No intersections at c = d =∞ and intersections at c = 0.
Lemma 4.3. We have the following.
• [1 : s : 0] /∈ Pj ∩ Qm−j for all s ∈ C.
• Pj •[0:0:1] V(d) = 1, where V(d) denotes the plane d = 0, and Pj •[0:0:1]
Qm−j = 2m−j−1 for all 1 ≤ j < m,
• Pj •[0:1:0] Qm−j =
1
6
(1− (−1)j)(2m−j − (−1)m−j).
Proof. Intersections at [1 : s : 0]. For s 6= 0 this follows directly from Lemma 3.3,
since Pj ∩Qm−j ⊂ Xm∩Ym. There are no intersections at [1 : 0 : 0] either, because
cPj + 2dQj always has a term c
k of maximal degree by Lemma 3.2 (iv).
Intersections at [0 : 0 : 1]. By (v) of Lemma 3.2, the minimum degree mindeg(Rm−j)
of the monomials in Rm−j(c, d) is 2
m−j−1 and this is uniquely realised by a mono-
mial in d for all 1 ≤ j < m. By (iii) of Lemma 3.2, the constant term of both Pj
and Qj is 1 for all j ≥ 3. Hence cPj + 2dQj has non-zero linear terms in c and d
and the claim follows for all j ≥ 3. Since P1 = {c = 0} and P2 = {c+ 2d = 0}, the
claim also follows for j = 1, 2.
Intersections at [0 : 1 : 0]. There are no intersections if j is even, because, by (ii)
of Lemma 3.2, both Pj and Qj have the same degree, and, by (iv) of Lemma 3.2
both have powers of d of maximal degree. So the degree of cPj + 2dQj is realised
by a power of d in 2dQj. But deg(Pj) = deg(Qj) + 1 for all odd j ≥ 3 by (ii)
of Lemma 3.2, and hence the degree of intersection of (cPj + 2dQj)
h = 0 with
c = 0 is 1 for all odd j ≥ 3 (using, again, that linear terms in c and d are non-
zero). The degree of the intersection of (cPj + 2dQj)
h with Rhm−j is then given by
deg(Rm−j)− deg(R1m−j), where we write
Rk(c, d) = R
1
k(d) + cR
2
k(c, d), Sk(c, d) = S
1
k(d) + cS
2
k(c, d).
Inductively we see that
R11 = S
1
1 = 4d,
R1k+1 = (R
1
k)
2 + d(S1k)
2, S1k+1 = (R
1
k)
2,
and hence for all k ≥ 1,
deg(R12k+1) = 2 deg(R
1
2k) = 1 + 4 deg(R
1
2k−1).
It follows that
deg(R1m−j) =
5
6
2m−j −
1
2
+
1
6
(−1)m−j ,
and hence
deg(Rm−j)− deg(R
1
m−j) =
1
3
(2m−j − (−1)m−j).

4.5. Preliminaries on intersections at [c : 0 : 1].
Lemma 4.4. If [c : 0 : 1] ∈ Pj ∪ Qj, then c = 0, or c = cp,q for some q with
3 ≤ q ≤ j and p with gcd(p, q) = 1, where cp,q as in Proposition 3.5, that is,
c−1p,q = −4 cos
2(πp/q).
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Proof. If fc,0 ∈ Pj for c 6= 0, then it is the limit of maps fcn,dn in Pj for a sequence
(cn, dn). The critical points of fcn,dn are 0 and −2dn/cn, where −2dn/cn → 0. The
critical values are ∞ and 1 − cn/4d2n, which converges to ∞, and hence f
2
cn,dn
(0)
converges to 1. Since f jcn,dn(0) = −2dn/cn and since the maps fcn,dn converge
uniformly to fc,0 outside any neighbourhood of 0, restricting to a subsequence
there must be some least integer 3 ≤ k ≤ j such that fkcn,dn(0) → 0, and hence
fkc,0(0) = 0 and fc,0 has order k. So c = cp,q as claimed. The proof for Qj is
similar. 
In order to compute intersection numbers, we use the family of maps hζ,ρ in-
troduced in Proposition 3.5, and varieties Cj and Dm−j corresponding to Mo¨bius
conjugates in the hζ,ρ family of the maps fc,d in Pj and Qm−j. That is, Cj con-
sists of those parameters (ζ, ρ) such that the critical point ω1 = 1 of hζ,ρ maps
in j iterates onto the critical point ω2 = 1 + ρ. Similarly, Dm−j consists of those
parameters (ζ, ρ) such that the critical point ω2 = 1 + ρ of hζ,ρ maps in j iterates
onto the critical point ω1 = 1. As in Theorem 3.6 we may restrict our attention to
study the intersections of Cj and Dm−j with the line ρ = 0. In particular, we will
only be interested on parameters (ζ, ρ) where |ρ| is close to 0.
Lemma 4.5. Let Cj and Dm−j be the varieties in the (ζ, ρ) coordinates that cor-
respond to Pj and Qm−j. Then, for c−1p,q = −4 cos
2(πp/q) and κp,q = e
2πip/q, we
have the following.
(1) The following numbers coincide, where cp,q = [cp,q : 0 : 1] and kp,q = [κp,q :
0 : 1]:
Pj •cp,q V(d),
Qj •cp,q V(d),
Cj •kp,q V(ρ),
Dj •kp,q V(ρ).
(2)
Pj •cp,q Qm−j = (Pj •cp,q V(d)) · (Qm−j •cp,q V(d)).
Proof. For (i), note that the biholomorphism of the proof of Lemma 3.7 establishes
that the first and third number coincide, as well as the second and fourth. Now
(ζ, ρ) 7→ (ζ,−ρ/(1+ ρ)) interchanges Cj and Dj . Hence, their intersection numbers
at kp,q coincide.
(ii) Once we have established (i), this is proved very similarly to the absence of
common tangent lines at V(ρ) of Am and Bn in Theorem 3.6. As there, we have
hq(1 + zρ)− 1
ρ
→ a+ z +
1
2(2z − 1)
= ga(z).
If ℜa ≤ 0, then ℜgka(0) is a strictly decreasing sequence and if ℜa ≥ 0, then ℜg
k
a(1)
is a strictly increasing sequence. Therefore we must have ζ = κp,q(1 + a1ρ + o(ρ))
with ℜ(a1) > 0 on any branch of Cj near (κ, 0) and ζ = κp,q(1 + a2ρ + o(ρ)) with
ℜ(a2) < 0 on any branch of Dm−j near (κp,q, 0). The absence of common tangent
lines follows, and (ii) is a consequence of this and the biholomorphism of the proof
of Lemma 3.7. 
4.6. Intersection number at kp,q.
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Theorem 4.6. Let κp,q = exp(2πip/q) and kp,q = [κp,q : 0 : 1] (as before). Then
Cj •kp,q V(ρ) = νq(j).
To compute Cj •kp,q V(ρ), we observe that there exists δ > 0, such that this
number coincides with the cardinality of
Cj ∩ ({rκ} × {ρ | |ρ| ≤ δ})
for all 0 < r < 1 sufficiently close to 1. According to [10], the parameters in the
above intersection correspond to maps in the subset U of the Type I component
introduced in Section 4.2. To prove the theorem, we need to further understand the
image of the above intersection under the parametrisation described in Section 4.2.
The description of this image is contained in the next lemma and proposition.
Recall that φζ : D→ C denotes the (normalised) Ko¨nigs coordinate for τζ .
Lemma 4.7. Consider the graph
Sκ = {tκ
i | 1 ≤ i ≤ q, t ≥ 0} ⊂ C
Given 0 < r < 1, let ζ = rκ and consider
Γ = Γζ = φ
−1
ζ (Sκ) ⊂ D.
Then the following statements hold:
• Γ is connected, simply connected, and locally homeomorphic to a finite tree.
• Γ \ {0} has exactly q connected components.
• Label by γζ1 the connected component of Γ \ {0} containing τζ(c(ζ)). Then
#{z ∈ γζ1 | τ
n−1
ζ (z) = c(ζ)} = νq(n).
Proof. We can write Γ as an increasing union of sets Γn for n ≥ 0, where
Γn = τ
−n
ζ (ψζ(Sκ ∩ D)).
For each n, τζ : Γn+1 → Γn is a degree two branched cover with a single critical
point. So, by induction on n, each Γn is a finite tree. The only intersections
between Γn+1 \ Γn and Γn are at extreme points of Γn, again by induction. It
follows that Γ is a connected and locally finite tree. Also by induction, Γn \ {0}
has q components, and each one of the q components of Γn+1 \ {0} contains one
of the q components of Γn \ {0}, which, in turn, contains one of the points τ
j
ζ (0)
for 1 ≤ j ≤ q . So taking the union of all of these, Γ \ {0} also has q components
γζj , for 1 ≤ j ≤ q, where γ
ζ
j contains τ
j
ζ (c(ζ)) — and γ
ζ
q also contains c(ζ). Also,
τζ maps γ
ζ
j homeomorphically onto γ
ζ
j+1 if 1 ≤ j ≤ q − 1, and maps γ
ζ
q onto Γ,
mapping one-to-one onto (Γ \ γζ1 )∪ {τζ(c(ζ))} and two-to-one onto γ
ζ
1 \ {τζ(c(ζ))}.
It follows that the number aj(n) = #(τ
−n
ζ (c(ζ)) ∩ γ
ζ
j ) satisfies
aj(0) =
{
0 if j < q,
1 if j = q,
aj(n+ 1) =
{
aj+1(n) if j < q,
2a1(n) +
∑
1<i≤q ai(n) if j = q.
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Let s(n) = a1(n)+ · · ·+aq(n). It follows that s(n+1) = 2s(n). Thus s(n) = 2n.
Moreover, given k ≥ 0 and 0 ≤ r < q, since a1(kq + r) = aq((k − 1)q + r + 1) =
a1((k − 1)q + r) + s((k − 1)q + r), we obtain that
a1(kq+r) = a1(r)+s(r)+· · ·+s((k−1)q+r) = a1+r(0)+s(r+q)+· · ·+s((k−1)q+r)
=


2kq+r − 2r
2q − 1
if r < q − 1,
1 +
2kq+r − 2r
2q − 1
if r = q − 1.
Setting n = kq + r + 1 we obtain that a1(n− 1) = νq(n).

Proposition 4.8. Let X be a branch of Cj at (κ, 0). There exist 0 < r0 < 1 and
δ > 0 such that if h = hrκ,ρ ∈ X for some r0 < r < 1 and |ρ| < δ, then v(h) ∈ γrκ1 .
We assume this proposition and defer, for a moment, its lengthy proof.
of Theorem 4.6. From the previous proposition and lemma we obtain that
Cj •kp,q V(ρ) ≤ νq(j).
Applying Bezout’s Theorem we obtain the first line below. From Lemma 4.4
we obtain the second identity. The third line is obtained putting together the
inequality above with Lemma 4.5 and Lemma 4.3. The fourth line follows since
the number of hyperbolic components of period dividing j in the p/q limb is νq(j)
(Lemma 3.8). Then the fifth line is deduced using the fact that ηIV (1, j) = 2
j−1
of Lemma 3.8. After rearranging the terms in the sixth line, the last identity is
obtained from Lemma 4.2.
degPj = Pj • V(d)
= Pj •[0:0:1] V(d) +
∑
cp,q,3≤q≤j
Pj •cp,q V(d)
≤ 1 +
1
2
∑
3≤q≤j
φ(q)νq(j) = 1 +
1
2
∑
2≤q≤j
φ(q)νq(j)−
ν2(j)
2
= 1 +
1
2
(ηIV (1, j)− 1)−
1
2
(
2j−1 + (−1)j
3
)
=
1
2
(2j−1 −
2j−1 + (−1)j
3
) +
1
2
=
1
6
(2j − (−1)j) +
1
2
= degPj .
Thus, equality holds throughout. In particular, by Lemma 4.5,
νq(j) = Pj •cp,q V(d) = Cj •kp,q V(ρ).

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4.6.1. Proof of Proposition 4.8. The proof of the proposition relies on the two lem-
mas below which loosely speaking say that the Ko¨nigs coordinate φh and its inverse
ψh are close to the identity in D, as r → 1, since h converges to the identity in D.
Lemma 4.9. Let X be a branch of Cj at (κ, 0). Given ε > 0, there exists 0 < r0 <
1, C > 0 and N ∈ N such that if h = hrκ,ρ ∈ X and r0 < r < 1, then
|φh(z)− z| < ε|z|
for all |z| ≤ 1− C(1 − r) and,
|hN(1 + ρ)| ≤ 1− C(1− r).
Proof. Note that, there exists a ∈ C with ℜa > 0 such that, if hζ,ρ ∈ X , then
ζ = κ(1 + aρ+ o(ρ)),
as ρ→ 0. Assume that hrκ,ρ ∈ X and r < 1. Let ∆ = 1− r. It follows that
ρ = −
∆
a
(1 + o(∆))
as ∆→ 0.
Given ε > 0, take
C ≥
1
2ε|a|2
+
1
|a|
.
Assume that
|z| ≤ 1− C∆.
Then, for ∆ sufficiently small,
|1 +
ρ
2
− z| ≥ −
∆
2|a|
(1 + o(∆)) + C∆ ≥
∆
2ε|a|2
.
Also recall that hζ,ρ(z) = ζzPρ(z) where
Pρ(z) = 1−
ρ2z
4(1 + ρ)(1 + ρ/2− z)
.
Thus, for ∆ sufficiently small,
|Pρ(z)− 1| ≤
(2∆/|a|)2
2∆/(2ε|a|2)
≤ 4ε∆|z|.
Hence,
|h(z)| ≤ (1−∆)|z|(1 + |Pρ(z)− 1|) ≤ (1−∆)|z|(1 + 4ε∆) ≤ (1− (1− 4ε)∆)|z|.
In particular, |h(z)| ≤ 1− C∆.
Let zn = h
n(z) and recall that φh(z) = lim ζ
−nzn.
∣∣∣∣ zn+1ζn+1 − znζn
∣∣∣∣ = (1−∆)−n|zn| · |Pρ(zn)− 1|
≤ (1−∆)−n|zn|
24ε∆
≤ (1−∆)−n(1− (1− 4ε)∆)2n|z0|4ε∆.
Hence,
|ζ−(n+1)zn+1−z0| ≤ 4ε∆
∑( (1 − (1− 4ε)∆)2
1−∆
)n
|z0| =
4ε(1−∆)
1− 8ε− (1 − 4ε)2∆
|z0| ≤ 8ε|z0|
for ∆ sufficiently small and ε small, say ε < 1/20. This proves the first assertion.
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For the second assertion, recall that as ρ→ 0,
hq(1 + zρ)− 1
ρ
→ g(z) = qa+ z +
1
2(2z − 1)
uniformly in compact subsets of C \ {1/2}. Since ∞ is a parabolic fixed point of
g with attracting direction (0,+∞) · a, it follows that, given δ > 0, for N large,
|gN(1)| is large and
| arg gN(1)− arg a| < δ.
Since ρ = −∆(1 + o(1))/a, we have that
|1 + gN(1)ρ| ≤ 1− (cos δ)|gN (1)|∆.
Thus, taking δ > 0 small, N sufficiently large, and r sufficiently close to 1, we have
that (hqN (1 + ρ)− 1)/ρ is sufficiently close to a sufficiently large gN (1) so that
|hqN (1 + ρ)| ≤ 1− C∆.

Lemma 4.10. Let X be a branch of Cj at (κ, 0). Given ε > 0, there exists 0 <
r0 < 1 and N
′ ∈ N such that the following holds. For all ζ = rκ with r0 < r < 1,
and all h = hrκ,ρ ∈ X if
w ∈ {tζn | t ∈]0, 1]},
then
|ψh(w)− w| < ε|w|,
for all n ≥ N ′.
Proof. Let ∆ = 1 − r. Consider N and C as in the previous lemma. Denote by
distD the hyperbolic distance (with constant curvature −1) in the open unit disk.
Observe that
distD(ζ
n, ζn+q) = log
1 + rn
1− rn
1− rn+q
1 + rn+q
≤ q∆+ log 2.
Hence we may choose N ′ > N such that
distD(ζ
n, ζn+q) < 1
for all n ≥ N ′ and all ∆ sufficiently small.
We may assume that ∆ is sufficiently small so that the ε/2 ball centred at κn,
denoted Bε/2(κ
n) is not contained in ψh(D). In fact, since h converges uniformly
in compact subsets of C \ {1} to multiplication by κ, any such ball contains an
iterated preimage of the critical point ω2 = 1.
We now claim that for all n ≥ N ′, if ψh(ζn) and ψh(ζn+q) lie in Bε/2(κ
n), then
the hyperbolic geodesic of ψh(D) joining these points is contained in Bε(κ
n). In
fact, recall that the (infinitesimal) hyperbolic arc length in ψh(D) is bounded below
by 1/(2δ(z)) where δ(z) is the distance from z to the boundary of ψh(D). Thus
the geodesic from ψh(ζ
n) to ψh(ζ
n+q) may not exit Bε(κ
n), for otherwise, it would
have length at least 1/2.
By the previous lemma we may take ∆ sufficiently small so that the following
two conditions are satisfied:
• For all w such that |w| ≤ 1− ε/5,
|ψh(w) − w| < ǫ|w|.
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• For all z such that |z| < 1− C∆ we have
|φh(z)− z| < ε/8.
• For all n such that N ′ ≤ n < N ′+ q, we may also assume that |ζn−κn| < ε/8.
Recall that ψh(ζ
k) = hk(ω1), for all k ≥ 1. Equivalently, φh(hk(ω1)) = ζk. We
may assume that n is such that N ′ ≤ n < N ′ + q, it follows that,
|hn(ω1)− κ
n| ≤ |hn(ω1)− ζ
n|+ |ζn − κn| < ε/2.
Let m ≥ 1 be such that
|hn+qm(ω1)− κ
n| ≤ ε/2
and
|hn+q(m+1)(ω1)− κ
n| > ε/2.
Note that this number m depends on ∆ (that is on ζ).
It follows that
|ζn+q(m+1) − κn| > ε/2− ε/8.
Taking ∆ smaller if necessary, so that the second inequality below holds we have:
|ζn+q(m+1) − ζn+qm| ≤ |ζq − 1| < ε/8.
Hence,
|ζn+qm − κn| > ε/2− ε/8− ε/8 > ε/5.
If w = sζn, for some s < rn+qm then |w| ≤ 1− ε/5 and therefore |ψh(w)−w| ≤
ε|w|.
Finally, if w = sζn where rn+qj ≤ s ≤ rn+q(j−1) for some 1 ≤ j ≤ m, then
ψh(w) lies in a geodesic joining the points h
n+q(j−1)(ω1) and h
n+qj(ω1), which are
ε/2-close to κn. Thus, ψh(w) is ǫ-close to κ
n. For ∆ sufficiently small, it follows
that |ψh(w)− w| ≤ 3ε|w|. 
of Proposition 4.8. We write γ′i for the image of γ
ζ
i under the conjugacy between τζ
and h extending φ−1h ◦ ψζ . We also write Γ
′
h for the union of the γ
′
i. It is sufficient
to show that h(ω1) ∈ γ′1 for all r sufficiently close to 1.
Again we let ∆ = 1− r and let ε > 0 be sufficiently small so that the sectors
Si = {z ∈ C \ {0}|| arg z − arg κ
i| < 3ε}
for i = 0, . . . , q − 1 (subscripts mod q) are pairwise disjoint.
For ∆ sufficiently small and N ′ as in the previous lemma with q|N ′, for all
i = 0, . . . , q − 1, we have that ψh(]0, 1]ζN
′+i) ⊂ Si. We will show that γ′i ⊂ Si.
Since h(ω1) ∈ S1 the proposition will follow.
Let T0 = ∪i≥0ψh([0, 1]ζN
′+i) and note that hM (Γ′h) ⊂ T0 for M = N
′ + q + j.
We claim that
Γ′h ⊂ S = ∪
q−1
i=0Si,
from which it follows immediately that γ′i ⊂ Si for all 0 ≤ i ≤ q − 1. In order to
prove this statement, given δ > 0, let us denote by Vδ a δ-open neighbourhood of
the roots of unity 1, κ, . . . , κq−1. Since hM converges uniformly (spherical metric)
to multiplication by κM in C¯ \ Vε as ∆→ 0, we have that for ∆ sufficiently small,
if z ∈ C¯ \ Vε and hM (z) ∈ T0 ∩ V2ε, then z ∈ T0. We may also assume that if
z ∈ C¯ \ Vε and hM (z) ∈ V2ε, then z ∈ V3ε. Thus, given z ∈ Γ′h, then h
M (z) ∈ T0
and therefore, z ∈ V3ε ∪ T0 ⊂ S, as required. 
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4.7. Proof of Theorem 4.1. By Bezout’s Theorem, and our study of intersections
at infinity, we have that ηII(m, j) is obtained by subtracting from the product of
the degrees of Pj and Qm−j (first line below) the intersection numbers at [0 : 0 : 1]
(second line), at [0 : 1 : 0] (third line), and at all cp,q (fourth line).
ηII(m, j) =
(
1
6
(2j − (−1)j) +
1
2
)(
1
6
(7 · 2m−j − (−1)m−j)−
1
2
)
−2m−j−1
−
1
6
(1 − (−1)j)(2m−j − (−1)m−j)
−
1
2
∑
3≤q≤j
φ(q)νq(j)νq(m− j).
Now a calculation shows that the formula above is equivalent to that stated in the
theorem. ✷
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