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We describe the occurrence of a spin-polarized ferromagnetic state on the surface of a topological insulator
with implanted 3d transition-metal atoms, within a model which takes into account the hybridization between
the (s,p) orbitals of the insulator and the d orbitals of the metal, entailing the delocalized character of magnetic
moments. Depending on the position of the Fermi level, the energy spectrum of this state displays both metallic
and semimetallic, or semiconducting characteristics.
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Three-dimensional topological insulators (TIs), such as the
narrow-gap tetradymite semiconductors Bi2Te3 and Bi2Se3,
have rather uncommon properties. Strong spin-orbit inter-
action not only affects the bulk electron spectrum of these
materials, but also promotes peculiar surface states (SSs)
with a conical (massless Dirac) spectrum,1 which are weakly
sensitive to Coulomb scattering on charged impurities, but
are susceptible to exchange scattering on magnetic impurities.
The effects of 3d transition-metal (TM) impurities (V, Mn,
Fe, etc.) on the SSs of dilute magnetic semiconductors based
on tetradymite TIs (e.g., Bi2−xMnxTe3 or Bi2−xFexTe3) are
particularly interesting,2 since the implantation of magnetic
atoms on the surface opens the way to a vast field of research
aimed at combining the electronic properties of TIs with
magnetic characteristics. For instance, chemisorption of Fe
leads to a strong modification of the electron spectrum of the
SSs on the (111) surface of Bi2Se3, and a gap g ≈ 100 meV
appears with increasing Fe coverage (>20%).3 This result was
explained in terms of ferromagnetic (FM) ordering of the local
magnetic moments of Fe atoms in the direction orthogonal to
the surface.
On the theoretical side, the effort to describe such an
ordering was so far mainly devoted to obtain an effective
interaction (mediated by the SS carriers of the TI) among
the magnetic atoms, described as classical local moments
(see, e.g., Ref. 4). If the chemical potential μ is finely
tuned at the conical point of the spectrum of the SS, the
effective interaction between two local moments at a distance
r apart monotonically decays as r−3 and the magnetic phase
diagram (Curie temperature versus concentration of magnetic
moments) can be qualitatively obtained within a mean-field
approach.5 However, when μ falls within the band, a serious
problem arises to identify the FM region in the phase diagram,6
due to the appearance of an oscillating contribution to the
interaction with slowly varying amplitude7 (∼r−2) that makes
the mean-field approach problematic. Recently,8 a description
was proposed, which treats the local moments at a mean-field
level, in the case when these are localized in deep levels,
but cannot describe the situation when the TM atoms form
shallow levels near the conical point of the spectrum and
are rather delocalized. Thus, the problem of the interaction
among local moments on the surface of a TI calls for further
investigation.
Our description of the SSs of a TI with implanted 3d TM
magnetic atoms is based on the assumption that these atoms
form shallow levels in a narrow-gap tetradymite semiconduc-
tor (possibly, with the exception of Mn, due to its rather small
ionic radius). The 3d orbitals are then strongly hybridized
with the (s,p) orbitals of the semiconductor, forming narrow
(s,p)-d bands, the spins of the magnetic atoms are rather
delocalized, and an itinerant description of magnetism is
pertinent. Furthermore, the spectrum of the SS of a TI is
robust against weak surface disorder, and the virtual crystal
approximation for the surface is a good starting point to
describe the spectrum of the system: The surface of a TI with
implanted TM atoms is thereby described as a two-dimensional
alloy forming an effective (average) crystal with lattice spacing
a∗. In typical experimental conditions, due to chemical and
technical limitations, the surface coverage is far from full, so
that a∗ may be larger than the typical lattice spacing a in
the TI.
A further remark is in order. The physical surface of a TI
comprises four or five layers, schematized in our description as
a single ideal plane. Nonetheless, since magnetic atoms can be
implanted on the topmost layer or within the physical surface,
the hybridization between d and (s,p) orbitals may vary in
experimental conditions. Our model is apt to capture the effect
of this variation.
We describe the formation and FM ordering of local
moments within an Anderson lattice model,9 similar to the
model for a magnetic δ layer in a semiconductor,10 although
important differences exist, the most remarkable being the
absence here of band splitting in the spin-polarized state.
We neglect the bulk electron states and consider only SSs
extended along the surface and localized in the perpendicular
direction. In a three-dimensional model, these states can
be obtained in a way similar to that adopted to obtain
Tamm SSs.11
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Our model Hamiltonian isH =∑pHp, with
Hp =
∑
α,β=↑,↓
v(p · σ )αβ c+p,αcp,β +
∑
α=↑,↓
εd,α d
+
p,αdp,α
+
∑
α=↑,↓
(Vp c+p,αdp,α + V ∗p d+p,αcp,α). (1)
Here, v is the velocity of the (s,p) chiral particles at the
surface of the TI, p ≡ (px,py) is a two-dimensional wave
vector parallel to the surface, the operator c(+)p,α destroys
(creates) an electron in the corresponding (s,p) state, with
spin projection α = ↑,↓ onto the quantization axis, and σ is
the vector of Pauli matrices. The d orbital level on the magnetic
atom, εd,α = ε0d + Und,−α , includes a Hartree shift, resulting
from the factorization of a Hubbard-like term Und,↑nd,↓
which describes the correlated nature of the magnetic atom
and promotes magnetism,9 nd,α = 〈N−1
∑
p d
+
p,αdp,α〉 is the
average occupancy of electrons with spin projection α on
the magnetic atom, N is the number of wave vectors p
allowed by boundary conditions within the first Brillouin zone,
and the operator d (+)p,α destroys (creates) an electron in the
corresponding state. Finally, Vp is a (s,p)-d hybridization
matrix element. We study the case of a single d orbital10 and
assume that the magnetic moments in the spin-polarized state
are perpendicular to the surface. As TM atoms are rather far
apart, we neglect the direct overlap of d orbitals.
The eigenvalues of the matrix
Hp ≡
⎛
⎜⎜⎜⎝
εd,↑ 0 V ∗p 0
0 εd,↓ 0 V ∗p
Vp 0 0 vp∗
0 Vp vp 0
⎞
⎟⎟⎟⎠ ,
where p ≡ px + ipy and √p∗p = |p|, yield the spectrum of
our model. A simple analytical expression is found in the
nonmagnetic state. This is easily seen in the chiral basis,12
where Eq. (1) reads
Hp =
∑
λ=±
λv|p|c+p,λcp,λ +
∑
λ,ν=±
Ed,λνd
+
p,λdp,ν
+
∑
λ=±
(Vp c+p,λdp,λ + V ∗p d+p,λcp,λ), (2)
with Ed,++ = Ed,−− = εd ≡ 12 (εd,↑ + εd,↓), Ed,+− =
E∗d,−+ = −p ≡ −eiθp , where  ≡ 12 (εd,↓ − εd,↑) =
1
2U (nd,↑ − nd,↓) and θp is the phase of p. At  = 0 the
sub-blocks with λ = ± are evidently disjoint and the spectrum
consists of two chiral bands,
ε±p,λ ≡ 12 [εd + λv|p| ±
√
(εd − λv|p|)2 + 4|Vp |2], (3)
with λ = ±. Henceforth, we take Vp ≈ Vp=0 ≡ V . The
spectrum (3) has two conical points, at the energies
ε±0 ≡ 12 (εd ±
√
ε2d + 4|V |2), with asymmetric velocities, v∓ ≡
1
2 (1 ∓ εd/
√
ε2d + 4|V |2)v.
For  = 0, the spectrum cannot be obtained analytically,
but we can find the diagonal elements of the Green’s
function matrix G(ζ,p) ≡ (ζ I − Hp)−1, where ζ is a complex
frequency, and I is the 4 × 4 identity matrix. We define the
density of states (DOS) for real frequency ω,
Nr,α(ω) ≡ − 1
πN
∑
p
Im Gr,α(ζ = ω + i0+,p), (4)
where r = d,c labels the d and (s,p) diagonal components.
Since Im Gr,α depends on p only through εp ≡ v|p|, sums
over p are transformed into energy integrals introducing
the DOS for the spectrum εp, N0(ε) = |ε|/D2, for |ε| 
D, and N0(ε) = 0, for |ε| > D, where the band half-width
D ≡ v is taken henceforth as a reference energy unit, and
the momentum cutoff  ∼ 1/a∗ defines the Brillouin zone
of the two-dimensional virtual crystal. Hereafter, we define
Aα(ζ ) ≡ [ζB−α(ζ ) − |V |2]/D2, Bα(ζ ) ≡ ζ − εd,α . Then,∫
dεN0(ε)Gc,α(ζ,ε) = Aα(ζ )
B−α(ζ )
log
(ζ,0)
(ζ,D) ,
where
(ζ,z) ≡ B↑(ζ )B↓(ζ )(ζ 2 − z2) + ζ |V |2[B↑(ζ )
+B↓(ζ )] + |V |4,∫
dεN0(ε)Gd,α(ζ,ε) = 1
Bα(ζ )
[
1 − ϒα(ζ ) log (ζ,0)
(ζ,D)
]
,
with ϒα(ζ ) ≡ [|V |4 − ζ |V |2B−α(ζ )]/[D2B↑(ζ )B↓(ζ )].
To obtain the phase diagram of the model, we solve two
coupled self-consistency equations
nd,α =
∫
dωNd,α(ω)f (ω − μ) (α = ↑, ↓), (5)
where f (z) = [ez/T + 1]−1 is the Fermi distribution function.
Then, we calculate
nc,α =
∫
dωNc,α(ω)f (ω − μ) (α =↑ , ↓). (6)
Here, we study the case when the chemical potential μ is
fixed by the bulk, acting as a particle reservoir. Although real
systems could be better described within an approach which
is intermediate between fixing μ or the number of particles
n, because of charge redistribution and screening effects, in
Ref. 13 we showed that the two extreme descriptions, and a
semiphenomenological intermediate description, yield similar
results as far as the magnetic properties of a related model are
concerned. The thermodynamical potential (per lattice site)
is  = −T ∫ dωN (ω) ln[1 + e(μ−ω)/T ] − Und,↑nd,↓, where
N (ω) =∑r ∑αNr,α(ω) is the total DOS, and the last term
avoids double-counting of the Hartree energy.
The various phases are characterized by the partial mag-
netizations mr ≡ nr,↑ − nr,↓ (r = d,c), obtained from the
self-consistent solutions of Eqs. (5) and (6). In Fig. 1, we show
a typical phase diagram in the U/D vs μ/D plane, at T = 0.
In the absence of experimental or numerical indications,
we adopted for the other parameters reasonable order-of-
magnitude estimates ε0d/D = −0.1 and |V |/D = 0.5. The
paramagnetic (PM) state, with the energy spectrum Eq. (3), is
stable at U and/or μ smaller than some critical values, Ucr and
μcr. At U > Ucr and μ > μcr, a spin-polarized state occurs.
The spins of the (s,p) electrons may be antiparallel or parallel
to the spins of the d electrons, resulting in a ferrimagnetic
(fm) or FM state, with mcmd < 0 (but |mc| < |md |, so that
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FIG. 1. (Color online) Phase diagram in the U/D vs μ/D plane
at T = 0, for ε0d/D = −0.1 and |V |/D = 0.5. The solid (red online)
and dashed (green online) lines mark second- and first-order phase
transitions, respectively. The dotted (blue online) line separates the
fm and FM states (see the text).
the magnetic moment is not compensated) or mcmd > 0,
respectively. It must be borne in mind that the fm and FM
states have the same symmetry and are not separated by a phase
transition. The boundary between the two states is marked by
the noncritical surface mc = 0 in parameter space (dotted line).
The transition between the PM and the spin-polarized (fm or
FM) state can be first or second order (respectively, dashed
and solid line). Increasing V has the effect of increasing both
Ucr and (slightly) μcr, and pushes the fm-FM boundary line
toward larger μ. The effect of changing ε0d is altogether weak
in a wide energy range but, as ε0d approaches the conical point,
the region of stability of the spin-polarized state is reduced.
The DOS of typical spectra is shown in Fig. 2. It is
now clear that the nearly vertical first-order line at μ/D ≈ 0
and U/D  0.9 in Fig. 1 marks the transition from a PM
metal [at μ/D  0, see Fig. 2(a)] to a fm semiconductor [at
μ/D  0, see Fig. 2(b)]. In the range 0  μ/D  0.5 and
U/D  0.9 the chemical potential is located within a gap
and the self-consistent solutions do not depend on μ/D (at
T = 0). This is why the second-order line separating the PM
and fm semiconducting phases in this range is a horizontal line
at U/D ≈ 0.9. At μ/D  0.5 the fm state becomes metallic
and the PM-fm transition becomes first order. Remarkably
[see Fig. 2(c)], the fm state is characterized by a peculiar
spectrum: The majority-spin DOS has a metallic character
and is finite at the band edge, whereas the minority-spin
DOS has a semimetallic character and vanishes linearly as
the band edge is approached. This metallic-semimetallic state
is reminiscent of the half-metallic state found in Ref. 10. Here,
however, the band splitting in the spin-polarized state is not
possible, because the chiral particles contribute to the spectral
weight of both the majority- and minority-spin DOS. If μ
is further increased, the fm metal is turned into a FM metal
[see Fig. 2(d)], and eventually the PM-FM transition becomes
second order, separating a PM metal and a FM metal.
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FIG. 2. (Color online) Majority- and minority-spin (plotted with a minus sign) DOS vs ω/D, for T = 0, ε0d/D = −0.1, |V |/D = 0.5,
U/D = 2.0, and (a) μ/D = −0.05 (PM metal), (b) μ/D = 0.3 (fm semiconductor), (c) μ/D = 0.6 (fm metal-semimetal), (d) μ/D = 0.95
(FM metal). The vertical lines mark the position of the chemical potential. The solid (red online) lines mark the full DOS, and the open circles
(blue online) and the triangles (green online) mark the (s,p) contribution [Eq. (4), with r = c] and the d contribution [Eq. (4), with r = d],
respectively.
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FIG. 3. (Color online) Phase diagram in the T/D vs μ/D plane,
for ε0d/D = −0.1, |V |/D = 0.5, and U/D = 2.0. All lines have the
same meaning as in Fig. 1.
Finally, we discuss the finite temperature phase diagram,
reported in Fig. 3, for the same parameters as in Fig. 1 and
U/D = 2.0. The first-order point at μ ≈ 0 and T = 0 evolves
into a first-order line at T  0 (dashed line), which changes
to second order when T is further increased (solid line). For
μ  0, the fm state, unstable at T = 0, becomes stable in
a finite temperature range. At μ > 0, the fm phase evolves
continuously to the PM phase with increasingT . The FM phase
is always turned into the fm phase with increasing T (along
the dotted line), which eventually undergoes a second-order
transition to the PM phase with further increasing T .
Of course, the mean-field critical temperature obtained here
must be interpreted as a temperature scale for the formation of
local moments within the Anderson lattice model.9 The true
phase transition is ruled by thermodynamical fluctuations. In a
genuinely two-dimensional spin-isotropic model, no transition
exists at finite T . However, in real systems, relativistic and
crystal-field effects introduce spin anisotropy of the easy-axis
(Ising) or easy-plane (XY) type. In the case when the state
with magnetization perpendicular to the surface is favored,
the easy-axis anisotropy situation occurs, and the temperature
for the two-dimensional Ising-like transition is fixed by the
stiffness of transverse spin fluctuations13 (fluctuation effects
in related helical Fermi systems are also discussed, e.g., in
Ref. 14).
Although we adopted an itinerant description of magnetism,
some aspects of our results may be qualitatively compared
with a result obtained within a localized description of the
magnetic moments of the impurity atoms implanted on the
surface of a TI. In Ref. 5, a phase diagram was drawn in the
temperature versus spin anisotropy plane (in the case when
the chemical potential is tuned at the conical point, to obtain a
well-defined carrier-mediated exchange interaction), showing
that the spin-polarized state exists at low temperature in the
easy-axis and in the weakly easy-plane region. This state is
the counterpart of the spin-polarized state found here, and
could be recovered within our approach taking a deep d level
(|ε0d |  D). The gap opening around the conical point in Ref. 5
has a counterpart in the gaps separating the two chiral bands
of Fig. 2(a) in the spin-polarized state [see Figs. 2(b)–2(d)].
In conclusion, we have described the magnetic properties
of the surface of a TI with implanted 3d TM atoms within
an Anderson lattice model which accounts for the (s,p)-d
hybridization and for the consequent delocalized character of
the spin density. Within the mean-field approximation, which
is well defined in our model even when μ is not finely tuned
at the conical point of the spectrum of the TI, we have shown
that the magnetic moments are ordered in a wide parameter
range. The (s,p) and d contributions to the magnetization
may be antiparallel or parallel, yielding a fm or FM state,
respectively. The spectrum of the spin-polarized SSs has many
intriguing properties: A fm semiconducting state or a fm
state with metal-semimetal characteristics (for majority- and
minority-spin carriers, respectively) occurs with varying the
chemical potential. Our results call for further experimental
and numerical (e.g., ab initio) investigations. For instance,
we expect that light reflection experiments should detect the
magneto-optic Kerr effect, and magnetotransport experiments
should detect the anomalous contribution to the Hall effect,
provided surface and bulk contributions are properly separated.
The experiments of Ref. 3, on Fe-doped Bi2Se3, reveal
the proliferation of conical points, as found in this Rapid
Communication [see Fig. 2(a), with two conical points in our
simplified description, lacking d orbital degeneracy], as well as
the formation of subbands separated by gaps [see Figs. 2(b)–
2(d)]. Recent ab initio calculations for the (111) surface of
Mn-doped Bi2Te3 revealed a half-metallic spectrum,15 which
should compare to our spectrum of Fig. 2(c), where, however,
a small but finite spectral weight of minority spins persists at
the Fermi level.
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