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マシン (Schölkopf et al., 2000)を用いた外れ値検出を実行し，吉田宜，防人歌，補修部が外れ値
として検出されている．1クラスサポートベクターマシンを用いた他の研究としては，村田・川
野 (2017)がある．村田・川野 (2016)では短歌内の文字に着目したが，村田・川野 (2017)では短
















ように，五七五七七の 5句 31音で表現されており，長歌は五七の 2句が数回続き最後に七で終
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わる形を基本とする．旋頭歌と仏足石歌は，ともに 6句 38音の歌であるが，旋頭歌は五七七五
七七，仏足石歌は五七五七七七という句形になっている．また，収録されている歌数は，短歌は


























いま，p次元特徴ベクトル xに対して，群G j ( j = 1, . . . , g)から n j 個のデータ x
( j)
1 , . . . ,x
( j)
n j が
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) (

















x̄ j − x̄
) (










正準判別分析とは，各群のデータを超平面 y = w1x1 + · · · + wpxp に射影することを考え，射影
されたデータが群毎によく分離されるように超平面を逐次的に決定する方法である．まず，第 1




wT1 Σ̂bw1 subject to w
T
1 Σ̂ww1 = 1 (5)




wT2 Σ̂bw2 subject to w
T
2 Σ̂ww2 = 1,w
T
2 Σ̂ww1 = 0 (6)
を解くことによって得ることができる．この操作を繰り返すことによって，k = 2, . . . ,K に対し
て，第 k判別ベクトルwk = (wk1, . . . , wkp)T は最大化問題
max
wk
wTk Σ̂bwk subject to w
T
k Σ̂wwk = 1,w
T
k Σ̂wwi = 0 ∀i < k (7)
を解くことによって得ることができる．ここで，K = min(g − 1, p)である．




wTk Σ̂bwk subject to w
T
k Σ̂wwk ≤ 1,wTk Σ̂wwi = 0 ∀i < k (8)






bwk subject to w
T
k Σ̂wwk ≤ 1 (9)




XT Y(YT Y)−1/2P⊥k (Y
T Y)−1/2YT X (10)
であり，X は n × pの計画行列，Y は i番目のデータが j群に属するならば yi j = 1となる n × g
の指示行列，P⊥k は k = 1ならば P
⊥
1 = Ig，k > 1ならば (Y
T Y)−1/2YT Xŵi (i < k)と直交する空間
への射影行列である．なお，In は n × n単位行列，ŵi (i < k)は (9)式の解を表す．この定式化に
よって等式制約が外れ，パラメータwk の最適化が容易になるという利点を有している．
3.2. スパース正準判別分析
特徴ベクトル xの次元が高くなるにつれて，群内分散 Σ̂w の推定が不安定，さらには求めるこ
とができなくなる．また，それぞれの判別ベクトルに寄与している特徴量を判断することも困難
になる．
このような問題点を克服するために，Witten and Tibshirani (2011)は第 k判別ベクトルを得る
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 subject to wTk Σ̃wwk ≤ 1 (11)
の最大化問題を提案し，この方法をスパース正準判別分析と呼んだ．ここで，̃Σw = diag
(





σ̂2j は群内分散 Σ̃w の第 ( j, j)成分，λk は正の値を取る正則化パラメータである．(11)式から，判
別ベクトルのいくつかの要素をぴったりと 0と推定する，つまり，スパース推定することができ，
判別ベクトルに寄与している/寄与していない特徴量を選択することができる．また，(11)式で
は，正則化パラメータを λ1, . . . , λK と K 個用意する必要があるが，Witten and Tibshirani (2011)
は λk = λ∥Σ̃−1/2w Σ̂kbΣ̃
−1/2
w ∥とすることで 1個の正則化パラメータ λを用意する方法を提案しており，
本論文でもこの方法を採用する．ここで，ノルム ∥ · ∥は行列の最大固有値を表すことに注意して
おく．
Witten and Tibshirani (2011)のスパース正凖判別分析以外にも，正凖判別分析の判別ベクトル
をスパース推定する方法はいくつか知られている．Clemmensen et al. (2011)は，最適スコア法
(Hastie et al., 1995)の考えにしたがい，推定するパラメータの最適化問題にスパース制約を課す
ことによって，正凖判別分析のスパース推定を提案している．Qiao et al. (2009)では，Zou et al.
(2006)のスパース主成分分析の損失関数と同様に，回帰分析の枠組みの下で正凖判別分析の損失
関数を提案し，その損失関数とスパース正則化項の同時最小化によりスパース正凖判別分析を実
現している．また，Clemmensen et al. (2011)による方法は，統計解析ソフトウェア Rに含まれ
るパッケージ sparseLDAにより実行可能である．


























































































































































































































































































分割交差検証法で決定しようと試みたが，分割のパターンを変更すると最適値が λ = 0.02から
λ = 0.13と大きく変動した．そこで，交差検証法ではなく，いくつかの候補を試した後に λ = 0.09
と主観的に決定した．
図 1は，スパース正準判別分析を用いて柿本人麻呂，山上憶良，大伴旅人の 3歌人を 2次元平
面上に射影したものである．ここで，横軸が第 1判別ベクトルw1 により構成される第 1判別軸
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表 1. 3 歌人に対する混同行列．
予測した歌人
柿本人麻呂 山上憶良 大伴旅人
柿本人麻呂 52 10 8
実際の歌人 山上憶良 6 47 9
大伴旅人 4 10 41





















































































































































































































表 2. 降順した第 1 判別ベクトルの推定値．はじめの 6 要素を記載．
音節 と な る し べ む
推定値 0.358 0.289 0.268 0.242 0.181 0.172
表 3. 昇順した第 1 判別ベクトルの推定値．はじめの 6 要素を記載．
音節 み ま ど お い や
推定値 –0.344 –0.305 –0.224 –0.210 –0.178 –0.161
表 4. 昇順した第 2 判別ベクトルの推定値．はじめの 6 要素を記載．
音節 ぶ ね ら ち べ で
推定値 –0.313 –0.294 –0.269 –0.203 –0.176 –0.162
表 5. 第 1 判別ベクトルと第 2 判別ベクトルにおいて推定値が 0 となった音節．
き，く，こ，す，せ，そ，た，つ，
第 1 判別ベクトル ほ，よ，が，げ，ざ，ず，ぜ，づ，
ば，び
や，へ，あ，ぞ，だ，こ，ほ，よ，
第 2 判別ベクトル が，ざ，ず，づ，ひ，め，を，ぐ，
ろ，り，え，む
表 2は，第 1判別ベクトルを降順に並べ替え，そのはじめの 6要素を示したものである．図 1
より，第 1判別軸の値が大きくなるにつれて大伴旅人と判別されることがわかるため，表 2に載
せている音節は大伴旅人を特徴付けるものと考えられる．実際に，音節「し」は大伴旅人を特徴
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図 3. スパース正準判別分析によって 2 次元平面上に射影したデータ．データは上代特殊仮名遣いを区別した場
合．赤色が柿本人麻呂，黒色が山上憶良，青色が大伴旅人を表す．





































































































































































































ラメータの値は λ = 0.09とした．なお，解析を実行すると，第 2判別ベクトルの符号が 4.2節で
得られた第 2判別ベクトルの符号と反対であったため，以降，本節で得られた第 2判別ベクトル
に −1倍を掛けて論を進める．
図 3は図 1の 3歌人の散布図，図 4は図 2の歌番号の散布図，表 6は表 1の混同行列にそれぞ
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表 6. 3 歌人に対する混同行列．データは上代特殊仮名遣いを区別した場合．
予測した歌人
柿本人麻呂 山上憶良 大伴旅人
柿本人麻呂 55 8 7
実際の歌人 山上憶良 6 50 6
大伴旅人 7 7 41
表 7. 降順した第 1 判別ベクトルの推定値．はじめの 6 要素を記載．データは上代特殊仮名遣いを区別した場合．
音節 ト る な し に べ
推定値 0.319 0.312 0.265 0.246 0.196 0.160
表 8. 昇順した第 1 判別ベクトルの推定値．はじめの 6 要素を記載．データは上代特殊仮名遣いを区別した場合．
音節 ま み お ド の ね
推定値 –0.308 –0.250 –0.218 –0.205 –0.178 –0.167
表 9. 昇順した第 2 判別ベクトルの推定値．はじめの 6 要素を記載．データは上代特殊仮名遣いを区別した場合．
音節 ら ぶ ね べ ち ミ
推定値 –0.270 –0.268 –0.236 –0.183 –0.173 –0.157
表 10. 第 1判別ベクトルと第 2判別ベクトルにおいて推定値が 0となった音節．データは上代特殊仮名遣いを区
別した場合．
ら，べ，き，げ，た，ぜ，せ，ゲ，く，け，
第 1 判別ベクトル ば，こ，ほ，が，ざ，ず，づ，コ，ヘ，ゾ，
キ，す，う，ノ
し，さ，メ，え，り，ヨ，ひ，じ，ぐ，を，
第 2 判別ベクトル エ，こ，ほ，が，ざ，ず，づ，コ，ヘ，だ，
ヒ，よ，あ，そ，へ，や，ド，お，ま
れ対応している．これらの図表から，図 1，図 2，表 1とほとんど大差ないことがわかり，4.2節
で議論した内容が本節でも成り立つと考えられる．
第 1判別ベクトルならびに第 2判別ベクトルの各要素について考える．表 7，表 8，表 9は，順
に 4.2節で議論した，表 2，表 3，表 4に対応している．表 2と表 7を見比べると，音節「な，る，
し，べ」の 4種類が共通している．さらに，表 2の「と」が，表 7の「ト」の乙類に置き換わって








表 10は表 5の推定値が 0になった音節に対応しており，上代特殊仮名遣いを区別した方が特
徴量が多いため，より多くの音節が必要ないと判断されている．また，表 5と表 10から，第 1判
別ベクトルでは「き，く，こ，す，せ，た，ほ，が，げ，ざ，ず，ぜ，づ，ば」の 14音節が共通
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Classifying and characterizing poets for Manyo tanka via sparse
canonical discriminant analysis
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Abstract
Manyo tanka is a short Japanese poem included in Manyoshu which is the oldest collection of
Japanese poems. Since the short poems are composed by several poets, each poem has charac-
teristics for each poet. Until now, the characteristics have been subjectively studied or have been
investigated based on a single sound. In this paper, we use a statistical method to study the char-
acteristics based on multiple sounds in Manyo tanka. In particular, we analyze the Manyo tanka
dataset using sparse canonical discriminant analysis. This analysis uncovers inherent properties of
poets for Manyo tanka.
Key words: Classical literature, Feature selection, Sparsity.
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