Abstract-Speech contains additional information than text that can be valuable for automatic speech summarization. In this paper, we evaluate how to effectively use acoustic/prosodic features for extractive meeting summarization, and how to integrate prosodic features with lexical and structural information for further improvement. To properly represent prosodic features, we propose different normalization methods based on speaker, topic, or local context information. Our experimental results show that using only the prosodic features we achieve better performance than using the non-prosodic information on both the human transcripts and recognition output. In addition, a decision-level combination of the prosodic and non-prosodic features yields further gain, outperforming the individual models.
I. INTRODUCTION
Extractive speech summarization selects the most representative segments from speech (transcripts or audio) to form a generic summary. Compared to text summarization that relies on lexical, syntactic, positional and structural information, speech summarization can leverage the additional sources of information contained in speech, such as speaker and acoustic/prosodic information. These represent how the document is said other than what is said, and may provide important information for summarization.
Several recent studies have evaluated the effect of traditional textual features and speech-specific acoustic/prosodic features using classifier-based methods in speech summarization [1] , [2] , [3] , [4] , [5] . For the broadcast news domain, [1] , [2] showed that the best performance was obtained by combining acoustic features with lexical, structural and discourse features; however, when speech transcription is not available, using only acoustic and structural features can achieve good performance. Similar findings are also presented in [3] using acoustic and structural features for Mandarin broadcast news. In contrast, [4] showed different patterns for lecture summarization than broadcast news domain. The acoustic and structural features are less important due to the fact that the speaking styles of anchors and reporters are relatively consistent in broadcast news, whereas the speaking styles of lecture speakers vary a lot. In addition, in [5] the authors showed some negative results -using acoustic features can not outperform a very simple baseline that selects the longest sentences to construct the summary for both broadcast news and lecture speech.
Compared to broadcast news and lecture domains, less analysis regarding prosodic features has been conducted for meeting summarization. Most of meeting summarization research using supervised learning has focused on lexical and structural features, such as [6] , [7] . [8] included prosodic features with a large number of lexical, structure, and discourse features, and showed that some prosodic features were selected as the top features, such as speech rate, mean pitch (F0) of last word of current utterance. In [9] , the authors compared some unsupervised methods with feature-based approaches that included prosodic features, and showed that human judges favor the feature-based approaches. However, the results they presented were obtained by using all these different types of features, and they did not evaluate the impact of using only prosodic features on the system performance.
In this paper, we focus on the effect of prosodic features on meeting summarization, aiming to answer the following questions:
• How can prosodic features be effectively represented and used for meeting summarization? • Is it possible to construct a good text-independent summarizer by only using prosodic features? • Can we combine prosodic with non-prosodic features for better performance?
Extractive meeting summarization is a more challenging task compared to summarization of other speech genres because of its more spontaneous style, presence of multiple speakers, less coherence and often high speech recognition error rate. These may have a significant impact on the effectiveness of features. In this study, we propose different ways to normalize the prosodic features. In a meeting recording, the speaking styles may change across different speakers, topics, or possible latent subtopics. We thus introduce different normalization methods to represent such changes of speaking styles. We also evaluate different ways to combine prosodic and non-prosodic information, at both the feature and decision level. Our experimental results on both the human transcripts and recognition output show that using only prosodic features can outperform using non-prosodic information, and their combination at the decision level yields better performance than using a single information source.
The rest of this paper is organized as follows. In Section II, we describe the data we used. In Section III, we introduce the acoustic/prosodic features we extracted, and a brief introduction of non-prosodic features we use to construct the baseline. The experimental results are shown in Section IV, including the results of different normalization methods, and the combination of acoustic/prosodic and non-prosodic features. Conclusion and future work are given in Section V.
II. CORPUS AND EXPERIMENTAL SETUP
We use the ICSI meeting corpus [10] , which contains 75 recordings from natural meetings. Each meeting is about an hour long with over 1000 sentences and has multiple speakers. These meetings have been manually transcribed and annotated with dialog acts (DA) [11] , topic segments, and extractive summaries [12] . The automatic speech recognition (ASR) output for this corpus is obtained from the SRI conversational telephone speech system [13] , with a word error rate of about 38.2% on the entire corpus. We align the human transcripts and ASR output, then map the human annotated DA boundaries and topic boundaries to the ASR words, such that we have human annotation of DA and topic segmentation for the ASR output. In our experiments, we use human annotated DA segments as the sentence units and manual topic segmentation for both human transcripts and ASR output, in order to focus on evaluating the effectiveness of prosodic features and avoid the interference of other factors.
The same 6 meetings as in [9] are used as the test set. We arbitrarily selected 6 other meetings from the corpus as the development set to evaluate the proposed methods and optimize parameters. We use three reference summaries from different annotators for each meeting in the test set. For the development set, we only have one reference summary for each meeting. The lengths of the reference summaries are not fixed and vary across annotators and meetings. The average word compression ratio, defined as the ratio of the number of words in the summary and the original meeting, is 14.3%, with a standard deviation of 2.9% for the test set.
To evaluate summarization performance, we use ROUGE [14] , which has been used in previous studies of speech summarization. ROUGE compares the system-generated summary with reference summaries (there can be more than one reference summary), and measures different matches, such as N-gram, longest common sequence, and skip bigrams. In this paper, we mainly use ROUGE F-measures to make our research comparable with previous work.
III. FEATURES FOR EXTRACTIVE MEETING SUMMARIZATION
The extractive summarization task can be considered as a binary classification problem and solved using supervised learning approaches. Each training and testing instance (i.e., a sentence) is represented by a set of indicative features, and positive or negative labels are used to indicate whether this sentence is in the summary or not. In this paper, we use support vector machines (SVM) (the LibSVM implementation [15] ) as the classifier because of its superior performance in many binary classification tasks.
A. Acoustic/Prosodic Features
Following previous research on meeting understanding, we first extract 13 original features using Praat [16] . We have five F0 related features representing the minimum, maximum, median, mean value of F0, and the range of F0 for each instance. Similarly, we extract five energy features for the minimum, maximum, median, mean value of energy, and the range of energy of each sample. We include a duration feature which is the length of the sentence in seconds. Two speaking rate features are used, which are the sentence duration divided by the number of words and the number of letters in each sentence, respectively.
For these prosodic features, in addition to the raw values, we investigate different normalization methods based on various information.
• Speaker-based normalization
Meeting recordings have multiple speakers. In general, speakers have different pitch, energy and speaking rates. In this normalization measure, each of the feature values is normalized using the mean and variance values of that feature for each speaker.
• Topic-based normalization Meetings can often be divided into several parts, each with its own topic based on the discussion. We assume that a speaker may have different prosodic behaviors for different topics according to his/her interest, roles, or conversation partners in a topic discussion. Therefore in this method, all the feature values are normalized using the mean and variance values for a topic. Note that this normalization is performed for each speaker.
• Local window-based normalization
This method does not rely on content information like the topic-based normalization or use only the information from the speaker himself. We expect that the speakers are affected by other participants and may adjust their speaking rates, pitch, or energy according to who they are talking to in a local context. We simply use the previous and the following N instances to normalize the feature values. Following the idea of local window normalization, we expect that the differences between the current sentence and its neighbors in terms of prosodic cues can indicate the importance of the current sentence, therefore we propose to include prosodic delta features -the difference between the current instance's feature values and its previous M and next M instances. The idea of computing delta features has been widely used in tasks such as speech and speaker recognition to represent dynamic information.
B. Non-Prosodic Features
The non-prosodic features we use are described in details in [7] , including lexical, discourse, structural and topic-related information. The lexical features include sentence length, the number of words in each sentence after removing stop words, the number of frequent words and bigrams, and the number of nouns or pronouns that appear for the first time in a sentence. In addition, we derive various TF (term frequency) and IDF (inverse document frequency) related features (e.g., max, mean, sum). The cosine similarity between the sentence and the entire meeting transcript is also included in the feature set. We compute some topic-related features to capture the characteristics of different topics within a meeting. Furthermore, because the meeting corpus has multiple participants, we create some features to indicate speaker information, such as whether the sentence is said by main speakers (measured by the words they speak in the meeting), whether there is a speaker change compared to the previous sentence, and how term usage varies across speakers in a meeting. In total, there are 57 features in this category of non-prosodic information.
IV. EXPERIMENTS
We first present experimental results for the development set to evaluate various factors, including prosodic feature normalization methods, effect of prosodic delta features, and combination of prosodic and non-prosodic features. Then we demonstrate the final results on the test set.
A. Baseline Results
The baseline in our experiments is using all the nonprosodic features we described in Section III-B. Table I shows the ROUGE-1 (unigram match) F-measure scores for the human transcripts and ASR output. For the ASR condition, all the non-prosodic features are extracted from the ASR transcripts for both training and testing. Since the length of the human annotated summary varies for different documents, it is hard to pre-define a proper compression ratio for the summarization system. Moreover, the performance of the system, evaluated by ROUGE scores, is affected by the length of the systemgenerated summary. Therefore we show results for a few different word compression ratios. We can see that the results are consistently better on human transcripts than ASR output for different compression ratios, which is expected. Comparing with the previous work [8] , [12] , our baseline results are very competitive. Contrary to the observation in [5] , we found that the "longest sentences" baseline yields a best ROUGE-1 F-measure of 59.23% on REF (when compression ratio is 18%), and does not outperform our non-prosodic baseline on meeting data; therefore, in this study, we evaluate our proposed approaches against the baseline using non-prosodic features. Tables II and III show the ROUGE results for human transcripts and ASR output respectively when using only the acoustic/prosodic features described in Section III-A. We present results using the raw values of the prosodic features, as well as adding different normalized features. For a comparison, results using non-prosodic features are also included in the tables (baseline column in the table).
B. Results of Using Acoustic/Prosodic Features
We can see that using the raw prosodic features underperforms the baseline, with more difference on ASR output. It is worth pointing out that the prosodic features and the output confidence scores are the same for the two conditions: human transcripts and ASR output, since they only rely on speech signals. When selecting summary sentences according to a predefined compression ratio, different transcripts (human vs. ASR output) are used to select the segments for these two conditions. The degraded performance on the ASR condition is mainly due to the high WER. Results in Tables II and III show that in general there is a consistent improvement when using feature normalization. Adding speaker normalized prosodic features performs better than raw values on both human transcripts and ASR output, which is consistent with the findings in the domain of broadcast news summarization [1] . Adding topic normalization we can further improve the performance on human transcripts. Note that after speaker and topic normalization, the performance on human transcripts has already outperformed the baseline of using non-prosodic features on human transcripts. However, for the ASR condition, adding topic information degrades the ROUGE scores. This might be because recognition performance is different for each topic. The local windowbased normalization is the most effective one among these three normalization methods for both human transcripts and ASR output. We tried different window length for human transcripts and ASR output respectively. The best window size for human transcripts is about half of the document length, but for ASR output a smaller window is preferred (1/9 of the document size). This normalization method yields a significantly better score than the baseline (69.03 vs. 67.56 for compression ratio of 16%) on human transcripts, but the difference on ASR output is much less.
Although using the raw values of prosodic features does not perform as well as using non-prosodic features, we have shown that with proper normalization, we obtain better performance than the baseline using non-prosodic features. This shows the feasibility of extracting the summary without text information. However, it is worth pointing out that the current extractive summarization system is based on reference DA boundaries, and for automatic DA segmentation, its performance is much better in the presence of word transcripts. Because the worse performance on ASR output is mainly caused by the word errors, the performance drop when using ASR output indicates that the selected summary sentences have some recognition errors. [9] showed that summary sentences have lower WER than the average WER. But we can still see that the WER has a great influence on summarization performance for the meeting domain.
The results of adding the delta features are shown in Table IV using the best normalization setup (local window normalization). The delta features are the difference between the current instance's feature values and its previous and next M instances. We tried different M values, and the best one is 4 for human transcripts and 5 for ASR output. We notice that adding the prosodic differences substantially improves performance, with more gain on human transcripts than ASR output. Comparing with the results presented in previous work using a large set of features including lexical, structural, discourse and prosodic features [7] , [8] , [9] , we obtain stateof-the-art results by only using acoustic/prosodic features. To evaluate the effect of different prosodic features, we performed remove-one feature evaluation using human transcripts. In order to better understand the impact of the basic prosodic features, in this experiment, we only used the raw prosodic features and their local window normalized values. Furthermore, since the prosodic modeling part for human transcripts and ASR output is the same, we use results on the human transcripts to avoid the confounding effect of ASR errors in calculating the ROUGE scores. We list the five most and least effective features together with their performance loss in Table V . The ranking of the features is obtained based on the performance change when removing the feature from the entire feature set. 
Most Effective Features
Less Effective Features Energy range (5.1%) f0 median (-0.3%) Normalized f0 median (4.7%) normalized energy mean (0.7%) energy mean (4.3%) speaking rate (letter) (0.7%) energy median (3.8%) normalized energy maximum (1.0%) f0 maximum (3.1%) normalized f0 mean (1.1%)
C. Combination with Non-prosodic Features
Finally we investigate if these prosodic features combine well with the non-prosodic features to further improve the system performance. We use two different combination methods. First is the feature level combination. We combine the nonprosodic features with the prosodic feature set that yielded the best results (basic acoustic/prosodic features with local window normalization and delta features) in one large feature set. The second one is a decision level combination. We train separate models for these two information sources and then for each test instance linearly combine the confidence scores from the two models. The final summary is constructed by selecting the instances with higher combined confidence scores. The experimental results are presented in Table VI , along with the individual results using prosodic or non-prosodic information only. For the decision level combination method, we varied the combination weights for human transcripts and ASR output respectively, and show the best results here.
From the results, we can see that feature level combination hurts the summarization performance compared to using one information source only, and there is more degradation on human transcripts. However, we observe performance improvement using decision level combination for both human transcripts and ASR output. Interestingly, we notice that for human transcripts, a higher weight was given to the prosodic model (0.7 for prosodic and 0.3 for non-prosodic). This is consistent with the individual model performance -the results of prosodic features are much better than the nonprosodic ones. For ASR condition, equal weights (0.5 and 0.5) were used for the two models, which can be explained in part by the fact that the two systems have similar performance. 
D. Results on Test Set
The results on the test set are provided in Table VII for both human transcripts and ASR output, using only non-prosodic or prosodic information, and their combination. ROUGE-2 scores (bigram matching) are also included in order to provide more information for comparison. We selected the best setup based on the results on the development set and applied it to the test set. The prosodic feature set includes local window normalization and delta features. The combined system is based on a decision level combination of the prosodic and non-prosodic models. We observe similar trends as on the development set. Using only the prosodic features we obtain better performance than non-prosodic information, and the combination of the models yields further improvement. These results are consistent across human transcripts and ASR output, and ROUGE-1 and ROUGE-2 scores. We also verified that the results are significantly better than the baseline according to a paired t-test (p < 0.05).
V. CONCLUSION
Compared to text summarization, more information can be exploited for meeting summarization, such as speaker and acoustic/prosodic information. In this paper, we evaluated how to effectively represent acoustic/prosodic features, and how to integrate them with traditional textual features for meeting summarization. For prosodic information, we adopted three normalization methods based on different sources of information: speaker, topic, and local context information. Our experimental results on the ICSI meeting corpus showed that these normalization methods improve the performance compared with only using the raw values. We also demonstrated additional gain when adding the delta features to represent how a sentence is different from its neighbors. When using only the prosodic features, we were able to outperform the baseline of using the non-prosodic features. In addition, we evaluated different approaches to integrate prosodic and non-prosodic information, and showed that a decision level combination can improve summarization performance upon that of the individual models.
For future work, we will perform a more rigorous feature selection. We used remove-one feature evaluation on a subset of features in this study. We plan to use other feature evaluation methods, such as forward feature selection, to select effective features and better understand the impact of the combination of different features. We will also use a large feature set including all the prosodic and non-prosodic features. In addition, we will evaluate methods to more effectively combine prosodic and textual features that are very different in nature. Furthermore, we used human annotated dialog acts and topic segmentation on human transcripts or aligned them to ASR output in this work. We will investigate the effect of automatic DA and topic segmentation on acoustic/prosodic features in our future study.
