Abstract. In this work, by using the Malliavin calculus, under Hörmander's condition, we prove the existence of distributional densities for the solutions of stochastic differential equations driven by degenerate subordinated Brownian motions. Moreover, in a special degenerate case, we also obtain the smoothness of the density. In particular, we obtain the existence of smooth heat kernel for the following degenerate fractional order (nonlocal) operator:
Introduction and Main Results
Consider the following stochastic differential equation (abbreviated as SDE) in R d : where we used the convention: a repeated index in a product will be summed automatically.
Let (L t ) t 0 be a rotationally invariant d-dimensional α-stable process, i.e., its characteristic function is given by Ee iz·L t = e −t|z| α , α ∈ (0, 2).
(1.2)
Let us now consider the following SDE driven by L t :
A quite natural question is this: does the solution to SDE (1.3) admit a smooth density under Hörmander's condition? In the nondegenerate case (i.e. A positive), there are many works tackling this problem (cf. [6, 5, 17, 21, 7, 11, 2] etc.), and most of these works are based on developing the Malliavin calculus for jump processes. However, in the degenerate case, there are few results dealing with this problem. We mention that Takeuchi [21] and Cass [7] has already studied the SDEs with jumps under Hörmander's condition. But, their Brownian diffusion term can not disappear, and the α-stable noise is not allowed. Moreover, Hörmander's theorem recently has also been extended to the SDEs driven by fractional Brownian motions (cf. [3, 8, 10] ). For equation (1.3) , to the author's knowledge, it is even not known whether there is an absolutely continuous density under Hörmander's condition. It is pointed out that the absolute continuity has been studied in many works (cf. [15, 9, 18, 13] , etc.). Let us first look at the linear case of Ornstein-Uhlenbeck processes, i.e., dX t = BX t dt + AdL t , X 0 = x, (1.4) where
A is defined by
where P.V. stands for the Cauchy principal value. Recently, Priola and Zabczyk [18] proved that X t has a smooth density under the following Kalman's condition (see also [12] for further discussions on this condition):
In fact, the solution of (1.4) is explicitly given by
Using the approximation of step functions, by (1.2) it is easy to see that
where * stands for the transpose of a column vector. Hence, for any m ∈ N,
Here and below, "a" denotes a row vector in R d . By (1.6), one has
and so,
Thus, Z t admits a smooth density by [20, Proposition 28.1] , and so does X t . We now turn to the nonlinear case. Before stating our main results, we first recall some notions about the subordinated Brownian motion. Let (S t ) t 0 be an increasing one dimensional Lévy process (called subordinator) on R + with Laplace transform:
where ν S is the Lévy measure satisfying ν({0}) = 0 and
Below, we assume that (S t ) t 0 is independent of (W t ) t 0 , and
which means that for almost all ω, t → S t (ω) is strictly increasing (see Lemma 2.1 below). Notice that the Poisson process does not satisfy such an assumption, and α-stable subordinator meets this assumption (see [4, p.88, Theorem 11] ). Essentially, condition (1.7) is a nondegenerate assumption, and says that the subordinator has infinitely many jumps on any interval. In particular, the process defined by
is a Lévy process (called subordinated Brownian motion) with characteristic function:
where ν L is the Lévy measure given by
Obviously, ν L is a symmetric measure. The first aim of this paper is to prove the following existence result of distributional density to SDE (1.3) under Hörmander's condition. 
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For the smoothness of p t (x, y), we have the following partial result.
with bounded partial derivatives of all orders. We assume that the Lévy measure ν S satisfies for some θ ∈ (0, 1 2 ),
moreover, the following uniform Hörmander condition holds:
Then the density p t (x, y) is a smooth function on (0, ∞) × R d × R d , and for each t > 0,
In particular, for all (t, x, y) 
where A is a d × d-invertible matrix, and H :
Hamiltonian function with that y → H(x, y) is strictly convex or concave. In this case, it is easy to see that (UH 1 ) holds.
Let us now describe the main argument of proving these three theorems (see [14, 13, 22] 
Let S be the space of all increasing, purely discontinuous and càdlàg functions from R + to R + with ℓ 0 = 0, which is endowed with the Skorohod metric and the probability measure µ S so that the coordinate process S t (ℓ) := ℓ t has the same law as the given subordinator. Consider the following product probability space
and define L t (w, ℓ) := w ℓ t . Then (L t ) t 0 has the same law as the given subordinated Brownian motion. In particular, the solution X t (x) of SDE (1.3) can be regarded as a functional of w and ℓ, and
(1.15)
Thus, in order to prove Theorem 1.1, it is enough to prove that for each ℓ ∈ S, the law of w → X t (x, w ℓ ) under µ W is absolutely continuous with respect to the Lebesgue measure. The advantage of this viewpoint is that we can use the classical Malliavin calculus to study the Brownian functional w → X t (x, w ℓ ) (see [14, 13] ). This paper is organized as follows: In Section 2, we prove Theorem 1.1 by using the Mallavin calculus, where the main point is to prove the invertibility of the Malliavin covariance matrix (Σ ℓ t ) ℓ=S in (2.5) below. In Section 3, we prove Theorem 1.2 by establishing a Norris' type lemma as in [7] . In order to overcome the non-integrability of α-stable process, we shall separately consider the small jump and the large jump. Before concluding this section, we mention the following open question:
• Can we obtain the smoothness of the density under the following uniform Hörmander's condition:
This condition means that A would be more degenerate as n becomes bigger. If one uses the argument below, the main challenge for solving this question is to prove the L p -integrability of the inverse of the Malliavin covariance matrix. Notice that the technique developed in [7] seems not work for the general (UH n ).
Proof of Theorem 1.1
We need the following simple lemma about the density of the jump number of the subordinator.
Lemma 2.1. For s > 0, set ∆ℓ s := ℓ s − ℓ s− and
Under (1.7), we have µ S (S 0 ) = 1.
Proof. Let I be the total of all rational intervals in [0, ∞), i.e.,
For I ∈ I , let us write S I := {ℓ ∈ S : I ⊂ {s : ∆ℓ s = 0}}. It is easy to see that S − S 0 = ∪ I∈I S I . Thus, for proving µ S (S 0 ) = 1, it is enough to prove that for each I = (a, b) ∈ I ,
which, by the stationarity of the subordinator, is equivalent to
, we obtain (2.1), and complete the proof.
For a functional F on W, the Malliavin derivative of F along the direction h ∈ H is defined as
In this case we shall write F ∈ D(D) and call DF the Malliavin gradient of F.
t solve the following SDE:
be the derivative matrix of X ℓ t (x) with respect to the initial value x. It is easy to see that
Moreover, we also have
The following lemma provides an explicit expression of Σ ℓ t in terms of J ℓ t , which is crucial in the Malliavin's proof of Hörmander's hypoellipticity theorem. Since t → ℓ t is strictly increasing and right continuous, it follows that for each t 0,
Lemma 2.2. We have
Moreover, t → ℓ ε t is absolutely continuous and strictly increasing. Let γ ε be the inverse function of ℓ ε , i.e., ℓ 
It is well-known that (cf. [16, p.127, (2.60)])
By the change of variables again, we obtain
, it is easy to see that for each t 0, 
Taking limits for both sides of (2.8), we obtain (2.5) (see [22] ).
The following lemma is a direct application of Itô's formula (cf. [19, p.81, Theorem 33]).
We are now in a position to give Now we use induction method to prove that for each n ∈ N,
Suppose that (2.12) is true for some n. By Lemma 2.3, we have
Thus, by (2.12) we have
By the induction assumption (2.12), we have
which together with (2.13) implies that
The assertion (2.12) is thus proved. Combining (2.10) and (2.12) and by letting s → 0, we obtain aA = aB 1 (x)A = · · · = aB n (x)A = 0, which is contrary to (H n ). The proof is thus complete.
3. Proof of Theorem 1.2 3.1. Norris' type lemma. In this section we use the following filtration:
Clearly, for t > s, W S t − W S s and S t − S s are independent of F s .
Let us first prove the following estimate of exponential type about the subordinator S t . Since for x > 0,
Hence, for any λ > 0 and t > 0, Ee
On the other hand, since for any κ ∈ (0, 1) and x − log k, Let N(t, dy) be the Poisson random measure associated with L t = W S t , i.e.,
LetÑ(t, dy) be the compensated Poisson random measure of N(t, dy), i.e.,
where ν L is the Lévy measure of L t given by (1.9). By Lévy-Itô's decomposition, we have
where we have used r<|y| R yν L (dy) = 0. We recall the following result about the exponential estimate of discontinuous martingale (cf. [7, Lemma 1]).
Lemma 3.2. Let f t (y) be a bounded F t -predictable process with bound A. Then for any
The following lemma is contained in the proof of Norris' lemma (cf. [16, p.137]).
Then we have
Proof. By (3.2) and Chebyshev's inequality we have Consequently, for such t, s,
In particular,
The proof is finished.
We now prove the following Norris' type lemma (cf. [16, 7] ). 
where γ t and g t (y) are two F t -predictable R d -valued processes. Suppose that for some C 1 , C 2 1 and all s 0, y ∈ R d ,
Then for any T ∈ (0, 1) and δ < 1 3 , there exists ε 0 = ε 0 (C 2 , δ) ∈ (0, 1) such that for all ε ∈ (0, T 3 ∧ ε 0 ),
Proof. Let us define
and
where C 3 is determined below. First of all, by Lemma 3.3, one sees that for ε < T 3 , 5) where the second inclusion is due to
On the other hand, by integration by parts formula, we have
From this, one sees that on
This means that E 2 ∩ E 4 ⊂ E 5 , which together with (3.5) gives Below we set
The following lemma is the key step for proving the smoothness of p t (x, y). Lemma 3.5. Let θ ∈ (0, 1 2 ) be given in (1.12) . For any p > 1, there exist C 0 = C 0 (p, θ) > 0 and
Proof. By Lemma 3.1 and (1.12), for the given θ in (1.12), there exists an ε 0 = ε 0 (θ) > 0 such that for all ε ∈ (0, ε 0 ) and t ∈ (0, 1),
Notice that by (3.1), 
By the assumptions, it is easy to see that
Define now
Then, by Lemma 3.4, there is an ε 0 ∈ (0, 1) such that for all t ∈ (0, 1) and ε ∈ (0, t 3 ∧ ε 0 ),
By Chebyschev's inequality, we have for any p > 1,
and by (UH 1 ),
Since on {τ ε δθ },
it is easy to see that for any ε < (
Hence, for any p > 1, if one takes δ = 1 4 and C 0 = C 0 (ε 0 , p, θ, c 1 ) being small enough, then for all t ∈ (0, 1) and ε ∈ (0, C 0 t Proof. We first prove that there exists a constant γ > 0 such that for any p 1, some C = C(p) > 0 and all t ∈ (0, 1), Let n be the jump number of before time t. Let 0 = t 0 < t 1 < t 2 < · · · < t n < t be the jump time of . By the Markovian property of X t (x), we have the following formula: = X t (x)| =AH · , and so,
In view of
{N t = n} = {τ 0 + · · · + τ n t < τ 0 + · · · + τ n+1 }, and that C is independent of G , we further have
