A label setting algorithm for solving the Elementary Resource Constrained Shortest Path Problem, using node resources to forbid repetition of nodes on the path, is implemented. A state-space augmenting approach for accelerating run times is considered. Several augmentation strategies are suggested and compared numerically.
Introduction
Given a directed graph which has a (possibly negative) cost associated with each arc, a number of resources, each of them having a specified limit, and a nonnegative quantity of each resource consumed on each arc, the Elementary Resource Constrained Shortest Path Problem (ERCSPP) is to find the least cost elementary path (with no repeated nodes) between two specified nodes such that the accumulated quantity of each resource consumed on all arcs in the path does not exceed its limit. The ERCSPP is NP-hard in the strong sense (simple transformation from the longest path problem; alternatively, see [6] Let G=(V , A) be the directed graph, where V is the set of nodes, |V | = n, and A is the set of arcs, |A| = m. We consider R resources, where R 1. We denote the resource limit vector by W = (W 1 , . . . , W R ) ∈ Z R + , so W r is the limit for resource r. For each arc (i, j ) ∈ A we denote the arc cost by c ij ∈ R and the resource quantity consumed along the arc by w ij = (w 1 ij , . . . , w R ij ) ∈ Z R + , where w r ij represents the amount of resource r which is consumed when arc (i, j ) is used. Throughout this paper we assume that for all arcs (i, j ) ∈ A there exists a resource r ∈ {1, . . . , R} such that w r ij > 0, i.e., w r ij = 0 (we already assume that w r ij 0). For any path p in the graph, we denote the set of arcs that lie along p by A(p). The cost of the path p is c(p) = (i,j )∈A(p) c ij and the resource consumed along p is w(p) = (w 1 (p), . . . , w R (p)), where 2 
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, for all r = 1, . . . , R. The ERCSPP is the problem of finding an elementary path p in G from s to t which minimizes c(p) subject to the constraint that w r (p) W r for all r = 1, . . . , R. We say that a path p that satisfies w r (p) W r for all r = 1, . . . , R is resource feasible. Note that although we use a simple, additive, notion of path feasibility, it is not hard to adapt the approach we adopt for more general resources constraints, such as time windows. Furthermore, this model can easily be adapted to resources that are consumed on nodes, rather than on arcs. Such a resource can be modelled as a resource consumed on arcs by applying the quantity of resource consumed on the node to all arcs entering the node. It is important to note that our path costs c are not restricted in any way and the graph G is not assumed to be acyclic, so there may be negative cost cycles, indeed it is precisely this case that we wish to address.
Our motivation for studying the ERCSPP comes from its application in column generation methods. For example, the subproblem for a column generation approach to the short-haul aircraft rotation problem [2] seeks paths in the flight connection network (in which nodes represent flights) that have negative reduced cost and total flying time no more than that allowed for an aircraft between maintenance stops. Other criteria, such as the number of days, or number of flights, may also be limited. This can be modelled as an ERCSPP in which arc costs model reduced costs and resources are used to model flying time, elapsed time, or number of flights. Since the schedule period is typically a day, which is much shorter than the maximum interval between maintenance, negative cost cycles may appear in the graph. Another example is the subproblem for the vehicle routing problem with time windows (VRPTW), which consists of finding a negative reduced cost vehicle route that respects vehicle capacity and time window constraints (see for example [5] ). This can be modelled as a general resource constrained form of the ERCSPP in which the costs model the reduced costs and the resources model the customer demands and travel times.
In practice, the non-elementary relaxation is solved, i.e., routes that visit customers more than once are allowed (although cycles of length 2 in the routes are usually prohibited). Branch-and-bound is used to eliminate such routes. Other examples of successful column generation approaches that use the relaxation of the ERCSPP as a subproblem are those of Lavoie et al. [12] for air crew pairing or Graves et al. [8] for flight crew scheduling.
While several papers in the literature address the problem of eliminating cycles of length 2 in the optimal solution of the non-elementary relaxation of the ERCSPP, not much work investigates the elimination of all cycles. Eliminating cycles of length 2 in the context of shortest path algorithms was first addressed by Houck et al. [9] and Christofides et al. [4] . Their method has been the standard procedure used to eliminate 2-cycles since.
Beasley and Christofides [3] gave a zero-one integer programming formulation of the ERCSPP in which the prohibition on visiting nodes more than once in the paths is modelled via an additional resource for each node, which we refer to as a node resource. Each of these resource has a resource limit of one. When a path visits a node, one unit of the resource corresponding to that node is consumed and the resource limit is reached. Thus the path cannot visit the node again. The result is a Resource Constrained Shortest Path (RCSPP) formulation, with n additional (node) resources, each having a resource limit of one. We refer to this RCSPP as the RCSPP with node resources. Standard dynamic programming approaches to solve this RCSPP will have running time exponential in the number of node resources, and so will be exponential in n. Beasley and Christofides discarded this formulation as unlikely to solve the problem in reasonable time and did not conduct any computational tests.
The idea of associating a resource with each node was later developed by Kohl [10] . Kohl suggested using a state space relaxation of a dynamic programming algorithm for the RCSPP with node resources, where node resources are only included for some nodes. This will yield a relaxation of the ERCSPP, which could be solved to yield an optimal path which may contain cycles. A resource associated with some node that is repeated along the optimal solution could be added to the set of node resources included and the RCSPP with node resources re-solved. If the new solution obtained still contained cycles, the procedure could be repeated; an extra resource associated with another repeated node could be added. Kohl also proposed an acceleration of this method making use of the observation that if two nodes cannot be on the same path, the same resource can be associated with both nodes.
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As in the case of Beasley and Christofides the ideas were not implemented and therefore no numerical experiments were conducted. The same idea was taken up recently by Feillet et al. [7] . They introduced the notion of strong dominance for enhancing the procedure, which appears to be equivalent to the acceleration idea of Kohl [10] . The difference between the two is that Kohl uses it in order to limit the size of the state space, while Feillet et al. maintain a full-dimensional state space and try to accelerate the method from the point of view of the running time. Feillet et al. present results for a number of problems obtained from Solomon's data set [13] . Results are presented for the method when no acceleration is used and for the method that takes advantage of the acceleration idea, with the latter solving more problems. Feillet et al. [7] also solve the LP relaxation of the VRPTW column generation formulation, with (general constrained) ERCSPP subproblems, and compare the bounds obtained with those of Kohl et al. [11] , who also used column generation, but with a non-elementary relaxation subproblem. The results showed fairly minor bound improvements, although in some cases these were enough to yield an integer LP solution.
Feillet et al. [7] also suggested an extension of the method: instead of having one resource associated with each node, resources are associated with subsets of nodes; no pair of nodes contained in the same subset can appear on the same path. Once a subset is visited, the resource corresponding to it is consumed. However this extension was not tested numerically.
In this paper we use the idea of node resources and employ the label setting method for solving RCSPPs with node resources. We adopt the suggestion of Kohl [10] and include node resources for only some nodes. Our main innovation is to propose, implement, and test several strategies for selecting which node resources to include and for iteratively augmenting the set of node resources included. As far as we are aware, this is the first time any method with iterative augmentation of the set of node resources has been implemented and tested numerically.
Algorithms for forbidding repetition of nodes
In this section we consider a relaxed form of the ERCSPP, in which we seek a resource feasible path of minimum cost, such that no node in a given set S ⊆ V is visited more than once, i.e. is repeated. We describe a modification of the label setting algorithm for the non-elementary form of the problem to solve the relaxed problem, where each node in S is treated as a resource, with a resource limit of one. We discuss preprocessing steps, give a general form of the label setting algorithm, and then define the resources and the procedure for creating new labels. Definition 2.1. Given a path p = (i 0 , i 1 , . . . , i l ) in the graph G = (V , A) and given a node j ∈ V , we define the multiplicity of j in p, denoted M p (j ), to be the number of times node j appears in p, i.e., M p (j )=|{k :
The relaxed form of the ERCSPP, which we denote by S-ERCSPP for given set S ⊆ V , may be defined as the problem of finding a path p in G from s to t which is resource feasible, minimizes c(p), such that each node j ∈ S has multiplicity no more than one in p, i.e., such that M p (j ) 1 for all j ∈ S. Clearly if S = ∅ this is simply the non-elementary form of the resource constrained shortest path problem, whilst if S = V this is just ERCSPP.
Preprocessing of the ERCSPP
Our preprocessing procedure consists of two main steps. The first follows closely the method of Aneja et al. [1] , reducing the number of nodes and arcs in the graph by considering least resource paths from the path start node to each node in the graph and from each node in the graph to the path destination node, for each resource. Any node or arc which cannot be used to complete a path from the start to the destination node without violating a resource limit can be deleted from the network. The procedure is repeated until no node or arc can be deleted. Our second step is to solve the all-pairs shortest path problem on the graph, with lengths set to w r , for each resource r, so the problem is solved R times altogether. We use w r ij to denote the quantity of resource r consumed along the least resource path from node i to node j, for all nodes i, j ∈ V and all resources r = 1, . . . , R. 
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A general label setting algorithm
In this section we describe the label setting method of Desrochers et al. [5] with a slight modification to make use of information obtained from preprocessing.
The algorithm uses a set of labels for each node. Each label on a node represents a different path from node s to that node and consists of a vector representing the cost and resource usage of the path. For each label on a node, any other label on that node with lower cost must have at least one greater resource element. In what follows, we will want to use extra resources (in particular, node resources), to model the multiplicity constraints, so in this section we consider resource vectors of length R , where R R. We formalise these ideas below, where I i is the index set of labels on node i and for each k ∈ I i there is a corresponding path 
. , w R (P )).
A path is said to be efficient if the label it corresponds to is efficient.
The label setting algorithm, given below in Algorithm 2.1, finds all efficient labels on every node. Starting with no labels on any node, except for the label (0, 0) on node s, the algorithm extends the set of all labels by treating an existing label on a node, that is, by extending the corresponding path along all outgoing arcs. We use L i to denote the set of labels on node i and T i ⊆ I i to index the labels on node i which have been treated. The label chosen to be treated is the lexicographically minimal untreated label, where we say a vector of resources w 1 is lexicographically less than vector w 2 if for some r ∈ {1, . . . , R }, w r 1 = w r 2 for all r = 1, . . . , r − 1 and w r 1 < w r 2 . The algorithm proceeds until all labels have been treated. Note that it is assumed that the preprocessing steps have already been performed, so that w is available to the algorithm.
Algorithm 2.1. The general label setting algorithm (GLSA)
Step 0: Initialization
Initialize I i accordingly and set T i = ∅ for each i ∈ V .
Step 1: Selection of the label to be treated
stop; all efficient labels have been generated, return P * = {P k t : k ∈ I t }, the set of paths corresponding to labels on node t else choose i ∈ V and k ∈ I i \T i so that W k i is lexicographically minimal.
Step 2:
}, remove any dominated labels from L j , and update I j . Set T i : =T i ∪ {k}. goto Step 1 In the treatment of a label, we must create new labels resulting from the extension of the corresponding path along all outgoing arcs. We take account of preprocessing in doing so. To treat a label (W, C) on node i, we consider the extension to each node j with (i, j ) ∈ A. Unless W + w ij + w jt W, the extension cannot be extended to a feasible path from s to t, in which case there is no point considering it. Otherwise, we may create a new label (W + w ij , C + c ij ) on node j. Formally, the procedure for creating a new label in the GLSA is as follows: 
Resources and new label creation
To solve the S-ERCSPP, we define |S| new resources, one for each node in S, resulting in R =R+|S| resources in total. The limits for the new resources are all one, so we extend W r =1 for all r =R +1, . . . , R . We can also extend each resource vector on an arc (i, j ) ∈ A according to
or if i = s and s is the (r − R)th node in S, 0, otherwise for r = R + 1, . . . , R , where now we must order S. Thus for path p originating at node s, w R+r (p) is the multiplicity of the rth node in S in the path p.
We modify the procedure create_new_label described in Section 2.2 in order to make use of the strong dominance introduced by Feillet et al. [7] . The idea is to set the "node-resource" component of the resource vector in the new label to one for each node in S that cannot be reached from the current node, due to original resource constraints. Implicitly, it is as if the corresponding path has used these nodes, since they, like the nodes in S which have already been visited, cannot be visited by extensions of the path. With this modification the new label is more likely to be dominated. The procedure for creating a new label is given in detail below, where e r denotes the rth standard basis vector in R R .
create_new_label(i, (W, C), j, (W , C ))
if W r + w r ij + w r jt > W r for some r ∈ {1, . . . , R} then return FALSE else set W = W + w ij and C = C + c ij for each l ∈ S such that W r + w r jl > W r for some r ∈ {1, . . . , R}
Let q be such that l is the qth node in S.
We name the general label setting algorithm with resources and label creation procedure as defined above GLSA(S). It is not hard to see that GLSA(S) solves the S-ERCSPP. Note that if S = V then GLSA(S) is just the method of Feillet et al. [7] , with a small modification to make use of preprocessing information, and if S = ∅ then GLSA(S) is simply the usual label setting method for solving the non-elementary form of the problem. It is not hard to see that with the appropriate data structures, the worst-case complexity of GLSA(S) is O(|A| R r=1 (W r + 1)2 |S| ). So clearly, the complexity increases exponentially with the size of S. Therefore finding small sets S is desirable. In what follows, we use P * (S) to denote the set of paths returned by GLSA(S).
State space augmenting algorithms
We now consider several methods for solving ERC-SPP, making use of the algorithm GLSA(S) for solving the S-ERCSPP. It is important to observe that the value of S-ERCSPP is a lower bound on the value of ERC-SPP, since S-ERCSPP is identical to ERCSPP, except that the multiplicity constraints on the nodes in V \S are relaxed. Thus if some minimum cost path found by GLSA(S) is elementary, it must be an optimal solution to the ERCSPP. Our hope is that for some S consisting of relatively few of the elements of V, the solution to the S-ERCSPP will in fact be elementary.
In all cases, we begin by solving the non-elementary problem, i.e., we set S = ∅ and solve the S-ERCSPP using GLSA(S). We then examine the paths generated (those returned in P * (S)) and based on these, determine a set of nodes to add to S. We repeat the procedure until a minimum cost path found by GLSA(S) is elementary, in which case we may stop, assured that this path is an optimal solution to the ERCSPP. In all cases the nodes selected appear in at least one cycle in some path in P * (S). If the method is applied to solve column generation subproblems, in which a negative cost elementary path is sought, the method may actually be terminated earlier, as soon as such a path, (not necessarily the least cost path), is found by GLSA(S In what follows we give several alternative approaches to augmenting S. The first algorithm we consider increases the set S by one node, the node with highest multiplicity in a cheapest path in P * (S),
i.e., in p * S . We note that if there are several cheapest paths, the first one found will be used, and if there are several nodes with highest multiplicity in this path, the first one found will be added. The procedure for updating the set S, i.e. the content of update_set_S(S, P * (S)), is given in detail below, for each approach.
Highest multiplicity on the optimal path (HMO):
The next algorithm we consider uses a similar procedure for updating the set S; the only difference is that all nodes with highest multiplicity in the cheapest path are added to the set S, instead of just one. Thus the cardinality of S increases faster with each iteration.
Highest multiplicity on the optimal path-all nodes (HMO-All):
Find i ∈ V that maximizes M p *
S (i).
Our third proposal of updating the set S is by adding to the set S all the nodes with multiplicity greater than one in the cheapest path.
Multiplicity greater than one on the optimal path-all nodes (MO-All):
The next algorithm uses an updating procedure that adds all nodes which have multiplicity greater than one in some path in P * (S).
Multiplicity greater than one on some path-all nodes (M-All):
It should be clear that the algorithms progress from "most conservative" to "least conservative" in terms of the rate at which nodes are added to S: the algorithm that uses the HMO procedure has the slowest rate while the algorithm that uses the M-All procedure has the highest rate.
In addition to the state space augmenting algorithms, we also implemented the algorithm with S initialized to be the set of all vertices, S = V , which is very like the approach of Feillet et al. [7] . In this case, the procedure of updating S will be run only once. We denote this procedure by All.
Numerical experiments
We tested all algorithms on randomly generated test problems, all having a single resource (R = 1). The problem generator we used is a modified version of the generator provided by Cherkassky et al. in SPLIB [14] for the Shortest Path Problem. Our generator does not allow parallel arcs and produces problems that have the randomly generated resource associated with each arc inversely proportional to its cost (modulo randomization). Our generater is parameterized by the number of nodes in the network, the arc density of the network, the proportion of arcs having negative cost, a parameter ∈ (0, 1) that controls how arc resources are generated, and a parameter ∈ Z + that controls the resource limit. Initially, the cost c a of each arc a ∈ A is set to be a randomly generated integer between 0 and 101. After these values are generated, the resource w a associated with each arc a is generated according to the formula
where nrand(l) is the function which randomly generates an integer between 0 and l written by Cherkassky and Goldberg [14] and C is the maximum cost of an arc over all arcs in the graph. The resource limit W is generated by taking the sum of all arc resources, dividing by 2 and rounding down. Finally, we calculate an integer to subtract off all arc costs to ensure that the desired proportion of arcs have negative cost and set the final cost of each arc to be its initial cost minus this integer.
After extensive numerical testing, we found that the difficulty of the problems generated in this manner is quite sensitive to the choice of and . The parameter affects the degree of "variability" in the arc weights. Values of closer to one will yield problems We report numerical results (algorithm run times and memory usage) for a range of the other problem generator parameters: number of nodes, arc density, and negative cost arc proportion. For each choice of parameters we generated one hundred problem instances. One factor that makes reporting these results difficult is the high degree of variability in run times (and memory usage) observed across randomly generated problems generated with identical parameters. Even with one hundred problem instances, we find 90% confidence intervals about the mean run times are quite wide, with widths about a half to two-thirds the value of the mean. Looking at histograms of run times, on an exponential scale (e.g. with bars of the histogram representing the number of problems solved in less than 1, 2, 4, 8 s, and so on), we find that the bars are almost level, with a small peak at smaller run times. Similar observations can be made about memory usage. This must be kept in mind when reading our reports of average absolute run times and memory usage. However relative run times (and relative memory usage measures) were quite a bit more reliable, having much narrower 90% confidence interval widths about the mean. Thus our reports of average relative algorithm performance provide a reliable indication of the relative performance across all problems.
For each algorithm, we record the number of iterations, i.e., the number of times the "while loop" is repeated, which is equivalent to the number of times GLSA(S) is run with non-empty S. We also record the largest number of labels used in running GLSA(S) over all iterations: this is our measure of memory usage. We record the number of nodes in S at the end of the algorithm and the total time taken in CPU seconds.
In Tables 1-5 we report summary results on problems having a range of characteristics. Each line of a table represents an average result, averaged over a group of one hundred different randomly generated problems, generated using identical parameters as input to the random problem generator. We report the number of nodes in each problem in the group, the number of arcs, and the percentage of arcs which have a negative cost, in case these values are not the same for the whole set of results presented in a table. If some of the values are constant for all groups, we do not mention them in the tables (only in the table caption).
The first set of results is split into two tables: Tables 1 and 2. Table 1 contains results on the memory and time usage of the algorithms, while Table 2 contains results on the number of iterations and the size of the set S. In Table 1 , for the algorithm that uses the HMO updating procedure, GSSAA (HMO), we report the average of the maximum number of labels used in solving each of the problems in the group in the column labeledL. For each of the other algorithms, we report the average ratio of the number of labels required by the algorithm to solve the problem divided by the number required by GSSAA (HMO), over all problems in the group. To be more precise, if l proc k denotes the maximum number of labels used over each iteration of the algorithm that uses the updating procedure proc to solve the kth problem in the group,L = is an average over the remaining problems (the problems that were solved). A "*" indicates the fact that the corresponding algorithm was not run for that group.
algorithm to solve the problem divided by the time required by GSSAA (HMO).
In Table 2 we report on the number of iterations and the number nodes which needed to be added to S, to solve the problem. For GSSAA (HMO) we report in the column labelled |Ŝ| (%) the average |S| at the end of the algorithm as a percentage of the number of nodes in the network, |V |. We also report the average of the number of iterations required to solve each of the problems in the group, in the column labeled N =|S| (in the HMO algorithm, |S| increases by one at each iteration, so the final |S| is equal to the number of iterations in all cases). For each of the other algorithms, we report the average ratio of the number of iterations required by the algorithm to solve the problem divided by the number required by GSSAA (HMO). This is recorded in the column labeled N/N for each of these algorithms. We also report, in the column labeled |S|/|S|, the average ratio of the |S| required by the algorithm to solve the problem divided by the |S| required by GSSAA (HMO), over all problems in the group. We do not report such results for the last algorithm considered, GSSAA (All), as there are no "iterations" for this algorithm and |S| = |V | in this case. For simplicity, we label the columns corresponding to the algorithms by their updating procedure. Tables 3-5 present the results on memory, time, number of iterations, and size of S together, for the GSSAA (HMO) algorithm.
All algorithms are programmed in C, use common subroutines, and are run on an Intel Xeon Pentium (3.2 GHz) with 512 KB Cache and 1 GB RAM. We finally mention that we considered a time limit of 30 min for all algorithms.
It is clear from Table 1 that in terms of both time and memory GSSAA (HMO) is the best, (all ratios for the other algorithms are at least one), and GSSAA (All) is by far the worst. We see that the maximum number of labels required is generally correlated with the total time required in all algorithms. What is interesting is that there is a clear degradation in the algorithm performance as the algorithms become more aggressive in their state space augmentation, with time and memory increasing markedly across the Each line in the table represents average results for each problem group. Each group contains 100 problems that were generated using identical parameters. A superscript indicates the number of problems in the group that were not solved within 30 min. If a superscript appears, then the result reported is an average over the remaining problems (the problems that were solved). The percentage of negative cost arcs is kept constant. The average result for labels is rounded down. The left side of the table presents results for problems with 20% negative cost arcs and the right side of the table presents results with 10% negative cost arcs. A superscript indicates the number of problems in the group that were not solved within 30 min. If a superscript appears, then the result reported is an average over the remaining problems (the problems that were solved).
In Table 2 , we can see that the final |S| for GSSAA (HMO) is substantially less than |V |, as we had hoped. The average |S| ranges from 2.99% to 27% of |V |. For the more aggressive augmentation algorithms the proportion becomes larger, in some cases reaching 50%.
In the rest of the paper we investigate the difficulty of the ERCSPP. For simplicity, we present only results obtained for the best algorithm, GSSAA (HMO).
The size of the problem is a key factor in determining the difficulty of an ERCSPP. We tested GSSAA (HMO) on several sets of problems with the same arc density and percentage of negative cost arcs, but varying numbers of nodes. The results are presented in Table 3 . We see that the number of labels created increases significantly with increase in the number of nodes (and implicitly arcs). A dramatic increase in computational time is also recorded. We note that three The average result for labels is rounded down. A superscript indicates the number of problems in the group that were not solved within 30 min. If a superscript appears, then the result reported is an average over the remaining problems (the problems that were solved). The average result for labels is rounded down. Each group contains 100 problems generated with identical parameters. A superscript indicates the number of problems in the group that were not solved within 30 min. If a superscript appears, then the result reported is an average over the remaining problems (the problems that were solved).
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problems from the last group with 20% negative cost arcs could not be solved in less than 30 min. The size of the set S also increased with problem size.
The difficulty of the ERCSPP also increases with the arc density of the problem. We tested the algorithms on several groups of problems for which the number of nodes and percentage of negative cost arcs was kept unchanged, along with all other parameters, while the arc density in the graphs was increased. The results in terms of running time and memory used are presented in Table 4 . As expected, GSSAA (HMO) took more time and used more memory to solve the problems when the size of the graphs increased. We see that |S| too increased with arc density.
Another important factor that determines the difficulty of an ERCSPP is the proportion of negative cost arcs in the graph. We tested the algorithms on several sets of problems that were generated using the same initial parameters with the exception of the percentage of the negative cost arcs in the graph. The results for GSSAA (HMO) are presented in Table 5 . We see that with every increase in the proportion of negative cost arcs, the run time increased by at least an order of magnitude, and the maximum number of labels created also increased dramatically. We see that |S| too increased substantially with the percentage of negative cost arcs.
Conclusions and future work
State space augmenting strategies can obtain optimal solutions in significantly less computation time than if the full state space is used from the outset. More conservative strategies are generally better, and with these strategies much harder problems can be solved
