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Résumé
La gestion des ressources d’un lien satellite est un enjeu particulièrement important
pour les constructeurs et opérateurs de satellites, puisque les ressources sont très limitées,
et définitives. Un des axes majeurs d’amélioration de la gestion des ressources qui vise
à augmenter la rentabilité d’un système satellite est la réutilisation des fréquences,
permettant ainsi de fournir un service à un plus grand nombre d’utilisateurs simultanément.
C’est un concept particulièrement important pour l’adaptation des systèmes satellite au
monde de l’Internet, où les communications suivent majoritairement le modèle client-
serveur. Dans cette thèse nous nous intéressons à la gestion des ressources fréquentielles
sur la voie retour d’un satellite géostationnaire multifaisceau, avec un accent particulier sur
la gestion des interférences qui sont causées par cette utilisation intensive des fréquences.
La voie retour, somme toute assez récente, n’a que très peu été considérée par le
passé, surtout du point de vue des interférences. En effet, la majeure partie du trafic étant
traditionnellement porté par la voie aller (que ce soit en télévision par satellite ou pour
l’accès à Internet par satellite), il est naturel que ce lien ait été traité en priorité. Mais le
changement d’équilibre entre voie aller et voie retour dû à l’évolution des usages (mise en
ligne de photos et vidéos, par exemple) pousse les industriels à s’intéresser de plus près
au cas de la voie retour, qui diffère de la voie aller par la géométrie des interférences et
les mécanismes et protocoles d’accès au support.
Pour autant, les problèmes de gestion des ressources fréquentielles en présence d’inter-
férences ne sont pas nouveaux, et il est possible de trouver une littérature pléthorique
dans le cadre des réseaux cellulaires terrestres. En effet, avec l’introduction des an-
tennes multifaisceaux, le système satellite s’apparente à un système cellulaire terrestre de
télécommunication mobile.
Dans ce manuscrit nous approchons le problème de la gestion des ressources radio et des
interférences de manière globale et du point de vue du système, et apportons des réponses
aux questions suivantes. Quels sont les gains que l’on peut raisonnablement attendre
de la densification de l’utilisation des fréquences ? Quel est le niveau de coordination
est nécessaire pour réellement bénéficier de cette densification ? Et à quel prix ? Ces
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questions fondamentales sont peu traitées dans la littérature, voire pas du tout dans la
littérature de la voie retour des satellites géostationnaires. Pour répondre à ces questions,
nous modélisons les problèmes d’allocation des ressources temporelles et fréquentielles,
permettant d’évaluer le débit maximal d’un système donné, en prenant en compte ou
non l’équité. Puis afin de quantifier l’importance de la coordination, nous étudions le
système sous différents degrés de coordination, correspondant à différentes techniques de
gestion des ressources radio. Nos résultats montrent que pour un schéma de réutilisation
intense des fréquences, la coordination dynamique des interférences est nécessaire afin
d’atteindre des gains significatifs par rapport aux schémas plus conservateurs, mais
peut être seulement locale. De plus, une solution simple de coordination dynamique est
présentée, permettant d’atteindre une grande partie des gains de la solution optimale,
tout en réduisant significativement sa complexité.
Abstract
The management of a satellite link radio resources is a particularly important aspect
for satellite manufacturers and operators, since satellite resources are very limited and
final. To increase the profitability of a satellite system, one of the main improvement axis
of radio resource management is frequency reuse, which enables more users to access the
service simultaneously. It is a particularly important concept in the process of adapting
satellite systems to the Internet world, where communications mainly follow the client-
server model. In this thesis, we focus on spectral resource management in the return
link of a geostationary multibeam satellite, with a particular focus on the interference
management issues that are put forward by this densification of frequency usage.
The return link, which is actually relatively recent, has not received much attention
in the past, especially regarding interference management. As a matter of fact, since the
majority of the traffic was traditionally carried by the forward link (be it for television by
satellite of for Internet access through satellite), it was understandable that it was more
widely studied. However, there is a recent shift in Internet usage towards a more balanced
equilibrium between downlink and uplink traffic (video and picture upload, for example).
Therefore, the satellite industry has put more interest in the return link, which differs
from the forward link by the interference geometry and the various access mechanisms
and protocols.
Nevertheless, spectral resource management problems in the presence of interference
are not new, and there is a wide literature in the context of terrestrial cellular networks.
Indeed, with the introduction of multibeam antennas, satellite systems are a new kind of
cellular network, similar in many ways to the mobile telecommunication networks.
In this thesis, we tackle the problem of radio resources management in the presence
of interference in a global manner and from the system perspective, and we try to bring
answers to the following questions. What are the maximal gains that can reasonably
be expected from frequency usage densification ? What level of coordination is really
necessary to achieve such gains ? At at what cost ? These fundamental questions have
rarely been addressed in the literature, and especially not in the return link of satellite
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systems.
To answer to these questions, we model the radio resource allocation problems, enabling
to evaluate the maximum throughput of a given system, whether equity is taken into
account or not. Then, in order to quantify the impact of interference coordination, we
study the system under different degrees of coordination, corresponding to different radio
resource management schemes. Our results show that, for an aggressive frequency scheme,
dynamic interference coordination is necessary to reach significant gains with reference
to more conservative schemes, but this coordination can also be limited to the closest
neighborhood. Moreover, a simple dynamic interference coordination solution is presented,
reaching most of the optimal solution gains, but with lower complexity.
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Dans son article visionnaire de 1945, intitulé “Extra-terrestrial relays” [1], le célèbre
ingénieur-écrivain Arthur C. Clarke a mis en évidence les avantages techniques et éco-
nomiques considérables de l’utilisation de satellites en orbite géostationnaire pour les
services de diffusion. En effet, en restant toujours au-dessus du même point de la Terre et
étant à 36 000 km d’altitude, leur couverture est immense et ils offrent une qualité de
service constante et uniforme en tout point du globe. Ainsi, même si le coût de lancement
d’un satellite est très élevé, un service de diffusion par satellite représente un coût négli-
geable par rapport aux investissements nécessaires au déploiement des réseaux d’accès
des solutions terrestres.
Cette vision s’est rapidement concrétisée avec la course à l’espace et en 1964 le
lancement de Syncom 3, premier satellite géostationnaire, et continue d’être un des
moyens privilégiés pour offrir des services de diffusion à l’échelle d’un pays ou d’un
continent.
De manière concurrente, l’Internet a fait son apparition dans les années 70, s’est déve-
loppé, et a depuis largement pris le dessus en termes de volume de données, d’applications
au quotidien et surtout de potentiel économique. Les satellites se sont longtemps tenus à
l’écart des communications pour l’Internet, en raison de la faible compétitivité du satellite
face aux réseaux terrestres pour des communications unicast, et en particulier depuis le
déploiement des fibres optiques intercontinentales.
Cependant, si les réseaux terrestres desservent déjà une grande partie de la population
mondiale, il reste encore des situations où les satellites sont perçus comme la meilleure
option de raccordement à l’Internet. Par exemple, dans le cas de zones reculées et peu
densément peuplées (zones rurales, montagneuses) ou encore sans infrastructure pré-
existante (pays en voie de développement), le déploiement des technologies très haut débit

















Figure 1.1 Illustration des différents types de satellites géostationnaires, des réseaux
terrestres et de zones où l’infrastructure est peu présente.
(de type fibre) représente un investissement colossal. Ces deux situations ont ainsi motivé
depuis plusieurs années le développement et l’adaptation de solutions géostationnaires
d’accès à Internet par satellite. Plus récemment, elles ont aussi attiré de nombreux géants
du Web tels que Facebook ou Google et des acteurs du monde des satellites comme
OneWeb et O3b Networks sur le créneau des méga-constellations où des milliers de petits
satellites en orbite basse offrent une couverture globale [2, 3].
Pour le cas géostationnaire, cette adaptation est passée d’une part par le développement
des antennes multifaisceaux qui a permis d’augmenter considérablement la capacité des
satellites, et d’autre part par le développement de la voie retour (le lien des utilisateurs
vers le reste du monde) nécessaire pour une adaptation au modèle de communication de
l’Internet. En effet, contrairement aux réseaux de diffusion de contenu de type télévision par
satellite où les terminaux utilisateurs ne sont que des récepteurs passifs, les communications
sur Internet sont interactives (donc bidirectionnelles), indépendantes et variables ce qui
demande un très grand nombre de canaux et une flexibilité importante. Les antennes
multifaisceaux permettent la réutilisation spatiale des fréquences, comme illustré sur la
figure 1.1, et donc une multiplication des canaux de communication qu’il est possible
d’allouer aux utilisateurs. Ainsi, la grande couverture et la capacité importante de ce type
de satellites en font une solution concurrente très intéressante vis-à-vis du déploiement
filaire qui est très coûteux dans ces zones.
Cependant, la réutilisation des fréquences rendue possible par les satellites multifais-
ceaux va de paire avec l’apparition d’interférences, lorsque les fréquences sont réutilisées
dans des zones proches géographiquement. Ainsi, une approche conservatrice généralement
adoptée consiste à éviter la réutilisation des fréquences dans ces cas-là, et de n’utiliser
qu’une partie des fréquences dans les différentes régions. Si cette solution est efficace pour
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éviter les interférences, elle ne permet pas une utilisation optimale des ressources fréquen-
tielles, et de plus en plus d’intérêt est porté vers l’augmentation de la réutilisation des
fréquences, quitte à diminuer les marges du système. Il devient alors nécessaire d’assurer
une gestion précise et intelligente des ressources fréquentielles que ce soit sur la voie aller
(satellite vers utilisateurs) ou sur la voie retour (utilisateurs vers satellite). Pour cela, il
convient d’utiliser tous les leviers à notre disposition pour que l’impact des interférences
soit contenu, et qu’elles n’augmentent pas l’iniquité entre utilisateurs.
Contributions et plan
Dans cette thèse nous nous intéressons à la gestion des ressources fréquentielles sur
la voie retour d’un satellite géostationnaire multifaisceau. La voie retour, somme toute
assez récente [4], n’a que très peu été considérée par le passé, surtout du point de vue des
interférences. En effet, la majeure partie du trafic étant porté par la voie aller (que ce soit
en télévision par satellite ou pour l’accès à Internet par satellite), il est naturel que ce lien
ait été traité en priorité. Mais le changement d’équilibre entre voie aller et voie retour
dû à l’évolution des usages (mise en ligne de photos et vidéos, par exemple) pousse les
industriels à s’intéresser de plus près au cas de la voie retour, qui diffère de la voie aller
par la géométrie des interférences et les mécanismes et protocoles d’accès au support.
Pour autant, les problèmes de gestion des ressources fréquentielles en présence d’inter-
férences ne sont pas nouveaux, et il existe une littérature pléthorique dans le cadre des
réseaux cellulaires terrestres [5, 6]. En effet, avec l’introduction des antennes multifais-
ceaux, le système satellitaire s’apparente à un système cellulaire présentant de grandes
ressemblances avec les réseaux cellulaires tels que le Long Term Evolution (LTE).
Dans ce manuscrit nous approchons le problème de la gestion des ressources radio et des
interférences de manière globale et du point de vue du système, et apportons des réponses
aux questions suivantes. Quels sont les gains que l’on peut raisonnablement attendre de la
densification de l’utilisation des fréquences ? Quel est le niveau de coordination nécessaire
pour réellement bénéficier de cette densification, et à quel prix ?
Pour y répondre, nous modélisons les problèmes d’allocation des ressources temporelles
et fréquentielles, permettant d’évaluer le débit maximal d’un système donné, en prenant
en compte ou non l’équité. Puis afin de quantifier l’importance de la coordination, nous
étudions le système sous différents degrés de coordination, correspondant à différentes
techniques de gestion des ressources radio. Notre analyse et nos propositions sont organisées
en cinq chapitres, dont le détail est donné ci-après :
Dans le chapitre 2 nous décrivons le système sur lequel nous nous sommes concentrés.
Nous nous focalisons alors sur les principes de base des interférences et les spécificités
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liées à la voie retour, afin de mettre en exergue la complexité du problème auquel nous
nous intéressons et d’en comprendre tous les aspects.
Le chapitre 3 propose une synthèse de la gestion des ressources radio, orientée selon
trois axes majeurs. Premièrement, nous nous intéressons aux approches de la gestion des
interférences en classifiant les méthodes proposées dans la littérature à la fois pour les
réseaux cellulaires terrestres et satellitaires, sur les liens montant et descendant. Puis,
nous passons en revue les outils mathématiques utilisés pour modéliser les problèmes
d’allocation de ressources radio en présence d’interférences. Enfin, les approches de l’équité
sont abordées, en lien avec la gestion des interférences. Cette synthèse s’efforce de faire un
rapprochement régulier avec l’application des différentes méthodes au cas d’étude initial :
la voie retour d’un satellite multifaisceau.
Dans le chapitre 4, nous formulons le problème du calcul du débit maximal d’un
système satellite multifaisceau, sous les contraintes liées au système ainsi qu’à la voie retour
et en considérant un ordonnancement conjoint qui prend en compte les interférences. Cette
formulation est transformée sans perte d’optimalité pour prendre la forme d’un problème
linéaire en nombres entiers, qu’il est possible de résoudre en utilisant des outils classiques.
Une simplification permettant de traiter des problèmes de plus grande taille est aussi
étudiée et comparée aux solutions exactes en termes de perte d’optimalité et de réduction
du temps de résolution. Enfin, nous adaptons cette formulation au problème d’allocation
proportionnellement équitable des ressources aux utilisateurs, avant de résoudre une
version simplifiée de ce dernier problème.
Le chapitre 5 s’intéresse à l’impact de la coordination sur l’efficacité des solutions de
gestion des interférences, et de la faisabilité d’un schéma de réutilisation de fréquence
agressif. Ce chapitre porte en particulier sur la quantité d’information nécessaire à la
coordination, la complexité de résolution et les performances en débit du système.
Enfin nous présentons dans le dernier chapitre une solution spécifique aux satellites à
double polarisation, ne nécessitant pas une architecture centralisée, ni de coordination. Elle
repose sur une approche originale de la gestion des ressources spectrales, et s’apparente à
un schéma agressif de réutilisation des fréquences tout en présentant des performances
supérieures à l’état de l’art dans cette catégorie. Sans égaler les performances des solutions
centralisées et dynamiquement coordonnées, la simplicité de sa mise en place et l’efficacité




L’utilisation des satellites pour le déploiement de services commerciaux de télécom-
munication remonte aux années 60. D’abord utilisés pour des besoins de communications
téléphoniques intercontinentales, c’est surtout leur utilisation pour la diffusion de contenu
(télévision par satellite) qui a connu, et connaît toujours, le plus grand succès. La mise en
place de ce type de services passe par l’utilisation d’un satellite géostationnaire, c’est-à-dire
sur une orbite géosynchrone et circulaire. Cette orbite très particulière permet de garantir
un lien de qualité constante (distance parcourue par le signal constante) à une zone
donnée, sans interruption, et ce, avec un seul satellite. L’orbite terrestre GÉOstationnaire
(GEO) correspond à une altitude de 35 786.6 km, sur le plan de l’équateur [7]. Les systèmes
de télécommunications étudiés dans cette thèse proviennent directement de ces systèmes.
D’autres systèmes de télécommunications par satellite utilisent des orbites différentes
comme les orbites basses (LEO) typiquement retenues pour les constellations de satellites
telles qu’IRIDIUM, les orbites moyennes (MEO) pour les services de navigation par exemple
ou encore les orbites fortement elliptiques (HEO) pour la couverture des zones de latitude
élevée [7, 8], représentées à l’échelle sur un plan commun hypothétique en figure 2.1. Les
systèmes utilisant ces orbites ne seront pas abordés dans ce manuscrit.
Dans cette thèse, nous considérons un système utilisant un satellite géostationnaire,
multifaisceau et transparent, c’est-à-dire sans traitement bord autre qu’une ré-amplification
du signal et utilisant une topologie en étoile [9], comme représenté en figure 2.2. Nous
allons détailler dans ce chapitre ce système, en commençant par présenter son architecture
et ses composants. Ensuite, nous mettrons en évidence les grands principes des satellites
multifaisceaux et les interférences qui découlent de leur utilisation. Puis nous nous























Figure 2.2 Topologies de systèmes satellitaires définies dans [9]. La topologie considérée
ici est celle en étoile où tout le trafic est directement renvoyé vers la gateway.
intéresserons aux protocoles de communication qui sont déployés sur la voie retour des
systèmes de dernière génération. Enfin nous mettrons en évidence la difficulté de la gestion
des ressources spectrales sur la voie retour dans un contexte où l’on cherche toujours à
augmenter la réutilisation des fréquences, sujet central de cette thèse.
2 Architecture du système satellitaire de référence
Les systèmes de télécommunication par satellites géostationnaires pour l’accès fixe à
Internet sont composés de 3 segments : le segment sol, le segment spatial et le segment
utilisateur, représentés sur la figure 2.3, et de deux types de liens : le lien segment sol –
segment spatial, dit lien feeder et le lien segment spatial – segment utilisateur, dit lien
user .












































Figure 2.3 Architecture du système considéré.
2.1 Segment sol
Le segment sol comprend les passerelles (ou gateways) physiques de l’opérateur ainsi
que tous les équipements réseaux permettant la gestion du système de télécommunication.
Afin d’augmenter la capacité et la disponibilité du système, plusieurs gateways sont
utilisées pour un même système.
Nous considérons de plus une architecture partiellement virtualisée avec une gateway
virtuelle centralisée 1, comme présentée dans [10]. Dans cette architecture, toute la gestion
des ressources est effectuée par une entité centralisée, disposant d’une grande capacité
de calcul. Les gateways physiques sont connectées entre elles, à la gateway virtuelle et à
internet à l’aide d’un réseau de cœur à très haut débit.
2.2 Segment spatial
Le segment spatial est composé uniquement du satellite. Dans le système considéré, le
satellite est dit transparent : il ne fait que répéter et amplifier vers le segment sol le signal
reçu sur le segment utilisateur, et vice-versa. Aucun autre traitement (démodulation,
commutation ou autre) n’est effectué à bord 2.
1. Dans la suite et sauf indication contraire, lorsque nous parlerons de gateway, c’est à cette gateway
virtuelle que nous ferons référence, et non aux gateways physiques.
2. De plus en plus de travaux proposent des charges utiles flexibles (démodulation à bord, commutation
à bord, routage dynamique de la bande), si nous ne les considérons pas explicitement, tous les travaux
présentés dans ce manuscrit pourraient également s’y appliquer et profiter de la flexibilité offerte par ces
nouveaux systèmes.






Figure 2.4 Polarisation circulaire droite (RHCP) et gauche (LHCP) : orientation du
champ électrique. Illustration tirée de [11].
Disposition des faisceaux sur les 





(a) Disposition classique (hexagonale).
Disposition des faisceaux sur les 





(b) Disposition présentée dans [12] (carrée).
Figure 2.5 Organisation des faisceaux.
Le satellite dispose de deux antennes multifaisceaux, chacune engendrant la moitié
des faisceaux. Chaque antenne utilise une polarisation circulaire différente : Polarisation
Circulaire Droite (RHCP) ou Polarisation Circulaire Gauche (LHCP). Une polarisation
circulaire est obtenue en émettant une onde électromagnétique dont la direction du champ
électrique est en rotation dans le plan perpendiculaire à la direction de la propagation,
comme illustré en figure 2.4. Deux arrangements des faisceaux sont envisagés : l’un où
les faisceaux forment une maille triangulaire, donnant lieu à un pavage hexagonal au
sol comme illustré sur la figure 2.5a et l’autre où les faisceaux suivent une maille carrée
comme présenté dans [12] et illustré sur la figure 2.5b.
Les faisceaux du satellite (vers le segment sol comme vers le segment utilisateur) sont
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formés de manière statique, à la conception du satellite. La conception des faisceaux
utilisateurs (c’est-à-dire ceux pour le lien user) vise un compromis entre une directivité
forte, afin de concentrer le gain en émission et réception sur la zone couverte, et couverture
importante. Par convention, nous considérerons que les faisceaux sont disposés de manière
à ce que tout terminal utilisateur affecté à un faisceau ait une atténuation angulaire entre
0 et -3 dB. Les faisceaux feeder (ceux pour le lien feeder), un par gateway physique, sont
quant à eux très fortement directifs de manière à maximiser le gain dans la direction de
la gateway et à limiter les interférences entre liens feeder.
Remarque 1. Charge utile : puissance et routage. Dans un souci d’abstraction
du matériel, nous prenons l’hypothèse que toutes les contraintes bord induites par
nos choix système (nombre de faisceaux user/feeder, puissance, routage des fais-
ceaux) peuvent être satisfaites. Ces contraintes sont souvent fortement liées à un
matériel donné, qui est donc amené à évoluer régulièrement. La faisabilité effective
de l’architecture devra donc être évaluée pour chaque instance du système.
2.3 Segment utilisateur
Le segment utilisateur est composé des terminaux utilisateurs. Les terminaux sont fixes
et pointés en direction du satellite au moment de l’installation. Ce sont des terminaux à
ouverture très faible, permettant de concentrer le gain en émission et en réception dans la
direction du satellite. Les terminaux considérés ici disposent d’une chaîne de transmission
unique pour la voie retour, et d’une chaîne de réception pour la voie aller. Chaque terminal
est affecté au faisceau pour lequel il a le meilleur bilan de liaison, et ne peut pas changer de
faisceau (un tel changement nécessite une reconfiguration administrative et éventuellement
une intervention physique).
2.4 Lien feeder et lien user
Le lien feeder (respectivement le lien user) est le lien entre les gateways physiques
(resp. Terminaux Utilisateurs (UTs)) et le satellite. Dans les systèmes satellitaires à Très
Haut Débit (THD), ces deux liens utilisent généralement les bandes Ku/Ka [7,13]. En plus
des bandes Ka/Ku, les bandes Q/V qui offrent plus de bande sont envisagées, notamment
pour le lien feeder des futurs satellites [8, 14–17].
La bande spectrale relativement faible (à l’échelle d’un continent) justifie l’utilisation
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Figure 2.6 Diagramme d’antenne pour un faisceau utilisateur. Au niveau de l’équateur,
0.1 degré d’ouverture correspond à environ 62.5 km au niveau de la mer.
1. nombreuses gateways physiques sur le lien feeder , permettant une forte réutilisation
de la bande ;
2. nombreux faisceaux utilisateurs sur le lien user , permettant une certaine réutilisa-
tion de la bande. Étant donné que les faisceaux sont moins directifs, davantage
d’interférences sont engendrées entre les faisceaux, limitant donc ce taux de réutili-
sation.
3 Satellites multifaisceaux, interférences et bilan de liaison
Comme indiqué précédemment, l’utilisation d’un satellite multifaisceau permet une
forte réutilisation de fréquence par isolation spatiale. Ce n’est pas sans rappeler les réseaux
cellulaires terrestres, où l’atténuation du signal (path loss) permet la réutilisation d’une
fréquence d’une cellule à l’autre, à partir du moment où les deux cellules ne sont pas trop
proches [18]. Pour autant, l’application au cas satellite n’est pas immédiate. En effet la
distance parcourue par le signal est sensiblement la même d’un faisceau à l’autre, et toutes
les antennes du satellite multifaisceau sont situées en un même point de l’espace. C’est
grâce à l’utilisation d’antennes très directives, avec un diagramme d’antenne semblable
à celui donné en figure 2.6, qu’il a été possible d’obtenir une isolation suffisante entre
faisceaux proches.
3.1 Interférences
Comme on peut le constater sur la figure 2.6, l’isolation entre les faisceaux n’est pas
parfaite, et des Interférences Co-Canal (CCIs), sont provoquées par les faisceaux utilisant
les mêmes bandes de fréquences. Sur l’uplink du lien user , le niveau d’interférence dépend









































Figure 2.7 Comparaison de la géométrie des interférences entre voie aller et voie retour,
sur un cas avec 3 faisceaux
de la position du terminal responsable de l’interférence, alors que sur le downlink du lien
user , la donnée des antennes utilisant les mêmes bandes de fréquences suffit à connaître le
niveau d’interférence subi par chacun des terminaux. Cette différence dans la géométrie
des interférences est illustrée sur la figure 2.7, et a un impact non négligeable sur la
manière de les gérer.
3.2 Bilan de liaison lien user uplink
Le bilan de liaison de l’uplink du lien user prend en compte plusieurs phénomènes, il
est fortement inspiré de [13] et illustré en figure 2.8 :
1. Caractéristiques du canal :
— Pertes en espace libre LFSL(i, c) qui dépendent de la distance terminal i –







où dsat(i) est la distance séparant l’utilisateur i du satellite, Cl est la vitesse
de la lumière dans le vide et fc est la fréquence centrale de la porteuse.
— Pertes atmosphériques Latm dues à la traversée de l’atmosphère, considérées
constantes ici.
— Largeur de bande de la porteuse c considérée : BW c.
— Densité de puissance du bruit N0 = kB × T , où T est la température de bruit
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Figure 2.8 Éléments pris en compte dans le bilan de liaison.
(T = 290 K).
2. Caractéristiques de l’antenne de réception :
— Gain maximum GmaxRx .
— Atténuation angulaire de l’antenne Aang(k, i) qui dépend du faisceau considéré
et de l’angle de l’utilisateur i par rapport à la direction du faisceau k considéré.
3. Caractéristiques du terminal utilisateur :
— Puissance Isotropique Rayonnée Équivalente du terminal EIRP i, qui est pro-
portionnelle à la puissance d’émission de l’utilisateur Pi.
Pour simplifier les notations, nous noterons Gk(i, c) une grandeur agrégeant tous les











Avec ces paramètres, nous obtenons l’expression suivante du Rapport Signal à Bruit (SNR)





Cette expression est valable à la fois quand l’utilisateur appartient au faisceau k, mais
aussi quand il s’agit d’un utilisateur j d’un autre faisceau, engendrant une interférence
sur le faisceau k. Par conséquent, la puissance de CCI reçue par le faisceau k provenant
de l’utilisateur j est ICCI(j, k, c) = PjGk(j, c).
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En plus des CCIs, les plus importantes en puissance, d’autres interférences doivent être
prises en compte, incluant celles venant d’un canal adjacent, de la seconde polarisation,
ou encore d’autres systèmes satellitaires utilisant les mêmes bandes de fréquences. Elles
sont ici considérées comme un bruit blanc constant et agrégées dans le terme Iautres.

















où Ic est l’ensemble des terminaux utilisant la porteuse c au même moment et en posant
µc = N0BW c + Iautres pour alléger les notations.
Remarque 2. Bilan de liaison complet. À cela, il faudrait ajouter les pertes et
interférences à bord ainsi que le bilan de liaison (dont interférences) sur le lien feeder
downlink, mais ce dernier dépend fortement de l’architecture bord, et du routage
des faisceaux. Comme cette partie n’est pas standardisée, nous nous concentrons
uniquement sur la partie lien user et supposons que tout le reste est constant dans le
temps et identique pour tous les faisceaux.
Remarque 3. Sensibilité à la météo. Les bandes de fréquences utilisées pour les
satellites THD sont très sensibles aux conditions météorologiques. En effet les fréquences
des bandes Ku/Ka sont fortement atténuées par la traversée des gouttelettes d’eau
contenues dans les nuages, et donc très sensibles à l’épaisseur de la couche nuageuse,
à la pluie et à la neige [13]. Cela affecte fortement l’atténuation atmosphérique, donc
le bilan de liaison, et nécessite une certaine capacité d’adaptation de l’utilisation
des ressources. Cet aspect n’est pas pris en compte dans les présents travaux, mais
n’affecteraient en rien la méthodologie qui y est présentée. Seules les données d’entrée
et résultats seraient affectés.
4 Protocoles et mécanismes de communication
Le système satellitaire considéré est asymétrique, et les deux sens de communication
sont traités indépendamment. Le lien gateway-terminaux est appelé voie aller standardisé
par l’European Telecommunications Standards Institute (ETSI) dans le DVB via Satellite
2 (DVB-S2) [19], bien décrite par exemple dans [20]. L’autre sens de communication
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(b) DVB-RCS.
Figure 2.9 Structure et organisation des ressources sur la voie retour.
(terminaux-gateway) est donc logiquement appelé voie retour et est standardisé dans le
DVB Return Channel via Satellite 2 (DVB-RCS2) [9] par le même organisme.
Sur la voie retour, qui est le sens de communication étudié dans cette thèse, deux
méthodes d’accès sont proposées de manière concurrente et avec chacune une bande
fréquentielle dédiée. La première est l’accès sans contention, où les ressources sont dédiées
et allouées aux utilisateurs dynamiquement par affectation sollicitée, appelé Demand
Assigned Multiple Access (DAMA). La seconde est l’accès à contention ou accès aléatoire,
où les données sont envoyées de manière opportuniste. Dans la suite, nous présenterons la
structure des ressources de l’accès sans contention de la voie retour, qui est la méthode
d’accès sélectionnée dans cette thèse.
4.1 Structure des ressources de la voie retour
Le DVB-RCS2 utilise la méthode d’accès Multiple Frequency Time Division Multiple
Access (MF-TDMA) où le spectre est divisé en blocs temps-fréquence, appelés Bandwidth-
Time Unit (BTU). Ces BTUs sont regroupés en Blocs de Ressources (RBs) 3, qui sont
les ressources allouées aux terminaux. Les RBs sont regroupés en trames, elles-mêmes
contenues dans des super-trames, dont l’organisation est rendue flexible par le standard.
Un exemple de structuration des ressources en DVB-RCS2 est donné en figure 2.9a.
3. La terminologie DVB-RCS2 est Bloc Temporel (timeslot), mais étant donné la proximité sémantique
entre Bloc Temporel (timeslot) et Time Transmit Interval (TTI), nous préférerons la dénomination Bloc
de Ressource (RB) qui est de plus la dénomination la plus couramment utilisée dans les réseaux cellulaires
terrestres.















13 1616 QPSK 1/3 0.61 984 -0.51
17 1616 QPSK 5/6 1.64 2664 5.94
19 1616 8PSK 3/4 1.98 3200 8.77
20 1616 8PSK 5/6 2.19 3552 10.23
22 1616 16QAM 5/6 2.96 4792 12.04
* Les ID font référence à [21, Annex A.].
†
PER = Taux d’erreur “paquet” (comprendre RB)
Table 2.1 Quelques schémas de codage et modulation standardisés dans le DVB-RCS2 [21].
4.2 Codage et Modulation
Les conditions de propagation évoluent énormément, que ce soit entre les utilisateurs
qui peuvent avoir des bilans de liaison bien différents (au centre ou en bordure de faisceau
par exemple, mais aussi à cause de mauvais réglages etc.), ou en raison de changements
météorologiques. Pour la télévision par satellite [8], choisir un Schéma de Codage et
Modulation (ModCod) permettant d’assurer un taux d’erreur satisfaisant dans toutes les
conditions était nécessaire et suffisant, mais conduirait ici à une très mauvaise utilisation
des ressources, puisque le bilan de liaison à valider est strictement individuel.
Dans la version précédente du standard, DVB-RCS [4], plusieurs rythmes symboles sont
utilisés afin de permettre la transmission avec différents niveaux d’efficacité spectrale
et de robustesse (Dynamic Rate Adaptation (DRA)). Le débit d’une trame y est donc
défini de manière statique, avec un nombre fixe de ressource de chaque régime DRA. Cette
organisation des ressources est donc peu flexible et ne permet pas d’adaptation efficace
aux changements météorologiques.
Le DVB-RCS2 répond à ce besoin de flexibilité en adoptant une structure complètement
différente, présentée dans la sous-section précédente, qui utilise une durée et un rythme
symbole constant pour la BTU. Il définit aussi un grand nombre de couples {modulation,
taux de codage} à nombre de symboles constant, c’est-à-dire une série de configurations
prédéfinies et présentant des débits variables ainsi que des exigences de SINR variables,
comme montré dans le tableau 2.1. Ces ModCods sont standardisés, pré-programmés dans
les terminaux et conçus pour chaque type de RB. Ainsi il est possible d’indiquer au terminal
le ModCod à utiliser, et d’en changer de manière dynamique sans changer l’affectation
terminaux-porteuse, ni même de RB.
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4.3 Méthodes d’affectation des ressources
La principale méthode d’affectation des ressources en DVB-RCS2 se fait par un mé-
canisme d’accès par affectation sollicitée, appelé DAMA et se déroule en 3 étapes. 1) Les
utilisateurs transmettent des requêtes de débit sur les canaux en accès aléatoire 4. 2) La
gateway leur affecte des ressources et diffuse les tables d’allocation. 3) Les utilisateurs
transmettent leurs données sur les ressources dédiées.
4.4 Contrôle de puissance
Le standard DVB-RCS2 prévoit un mécanisme d’ajustement de puissance d’émission,
afin de permettre de réduire la puissance d’émission d’un terminal engendrant trop
d’interférence, ou ayant un bilan de liaison trop faible. Cela passe par l’envoi d’un message
qui peut donner une instruction de correction de puissance sur 7 bits, par sauts de 0.5 dB.
La période des messages de correction de puissance est généralement d’un toutes les 40
trames, soit toutes les secondes en considérant des trames de 25 ms. Cette granularité
temporelle du mécanisme de puissance est trop longue pour être exploitée comme contrôle
dynamique de puissance (qui demanderait d’ajuster la puissance potentiellement à chaque
RB).
5 Gestion des ressources de la voie retour dans un système
à forte réutilisation des fréquences
Dans les sections précédentes, nous avons décrit la structure des ressources d’un
faisceau. Avec l’utilisation des satellites multifaisceaux, ces mêmes ressources sont utilisées
plusieurs fois par les différents faisceaux. Afin d’éviter des interférences trop fortes, il
est nécessaire de définir des politiques de gestion des ressources spectrales, régissant la
réutilisation des différentes portions du spectre, par exemple en limitant l’utilisation d’une
partie du spectre à un sous-ensemble des faisceaux.
5.1 Définition du taux de réutilisation des fréquences
Les schémas de réutilisation des fréquences tels que le schéma à 4 couleurs décrit dans
cette section sont très utilisés en cellulaire. Ces schémas homogènes seront ici nommés
schémas Frequency Reuse (FR) accolé du nombre de couleurs du schéma de coloration,
par exemple FR-4 pour le schéma à quatre couleurs. À ce nombre de couleurs correspond
4. Ou éventuellement sur des ressources dédiées déjà allouées.
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un Taux de Réutilisation des Fréquences (FRF), qui indique la proportion de faisceaux
utilisant une couleur. Il est formellement défini ici 5 comme la moyenne des proportions









Ce taux est compris entre 0 et 1, et dans le cas des schémas homogènes, tels que FR-2,
FR-4, cela correspond à l’inverse du nombre de couleurs.
5.2 Schémas de réutilisation des fréquences pour la voie retour
Comme nous l’avons vu dans la section 2 de ce chapitre, la bande dédiée à l’uplink de
la voie retour est limitée. Elle doit être partagée entre tous les faisceaux mais peut tout à
fait être réutilisée plusieurs fois. La plupart des systèmes satellitaires actuels qui utilisent
deux polarisations, comme celui que nous considérons, choisissent une réutilisation des
fréquences à quatre sous-bandes (deux par polarisation) [15], comme illustré sur la figure
2.10a. Cette répartition de la bande entre les faisceaux permet un compromis entre











































(b) FR-2 : Schéma de réutilisation des fréquences
à 2 sous-bandes.
Figure 2.10 Schémas classiques de réutilisation homogène des fréquences, montrés sur
une disposition des faisceaux selon un pavage carré.
Cette réutilisation des fréquences, à une époque où les réseaux cellulaires terrestres
font de la réutilisation universelle de fréquences (toute la bande est utilisée dans toutes les
cellules), peut paraître un peu faible. En effet chaque faisceau ne dispose que de la moitié
de la bande de sa polarisation, laissant penser qu’il y a encore beaucoup de marge pour
augmenter la capacité d’un système satellite, quitte à engendrer un niveau d’interférence
5. Cette définition n’est pas universelle, et de nombreuses références définissent le FRF comme l’inverse
de notre définition
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plus important, par exemple en utilisant un schéma de réutilisation de fréquences à deux
sous-bandes (une par polarisation), ou deux couleurs, illustré en figure 2.10b.
Toutefois, le cas du satellite diffère, tant par la géométrie des interférences que
par les contraintes du système. Il est donc nécessaire de bien évaluer les performances
de techniques de réutilisation des fréquences plus agressives. De plus, comme nous
l’avons précisé dans la section 3.1, le cas de l’uplink pose des difficultés supplémentaires
puisque le niveau d’interférence engendré dépend de l’utilisateur qui transmet, et donc
de l’allocation des ressources. Cette variation du niveau d’interférence est d’autant plus
importante que l’atténuation angulaire est particulièrement variable (plusieurs dizaines
de dB d’atténuation) dans les zones proches du faisceau considéré.
On voit par conséquent que la gestion des interférences devient profondément liée
à l’allocation des ressources aux utilisateurs. Le débit d’un utilisateur va dépendre des
utilisateurs à qui sera affectée la même ressource dans les faisceaux voisins. La coordination
de l’allocation des ressources semble donc une solution nécessaire à l’augmentation de la
réutilisation des ressources, tout en entraînant une complexification de cette allocation.
En effet, l’affectation de fréquences à un ensemble d’utilisateurs est un problème bien
connu dans la littérature pour être NP-difficile [22].
6 Conclusion
La présente thèse se concentre sur la gestion des ressources de la voie retour et plus
spécifiquement de son lien user , dans un cadre où l’on tente d’augmenter le taux de
réutilisation des fréquences afin d’augmenter la capacité du système satellitaire. L’objectif
est donc d’optimiser la gestion des interférences sur ce canal de communication de
manière à ce que la densification de l’utilisation des fréquences soit constructive. En effet,
dans un contexte où ces interférences sont prépondérantes et fortement dépendantes des
utilisateurs à qui sont affectées les ressources, une gestion non coordonnée risque d’être
contre-productive, ou représenter un coût trop élevé pour les faibles bénéfices engendrés.
Nous considérons ce problème sous plusieurs aspects : du point de vue des performances
(capacité, efficacité, et équité), mais aussi du point de vue de la complexité et des besoins
d’échanges d’information entre les différents acteurs. Mais avant cela, il convient de
s’intéresser aux travaux traitant des problèmes similaires, que ce soit pour des systèmes





La demande continuellement croissante en débit des utilisateurs impose de toujours
trouver de nouvelles manières de mieux utiliser le spectre radio, que ce soit en développant
du matériel capable d’exploiter de nouvelles bandes de fréquences, en ayant recours à
des modulations et techniques de codage plus performantes ou en réutilisant le spectre
disponible. Une des grandes tendances des dernières années est de densifier l’utilisation
des fréquences, c’est-à-dire de déployer toujours plus d’antennes pour une même surface.
Dans les réseaux cellulaires, cela a récemment donné naissance aux architectures
de réseaux de petites cellules très denses (ultra-dense networks) [23] et souvent hétéro-
gènes [24]. Ces derniers hiérarchisent les cellules en plusieurs classes : les macro-cellules,
équivalent des antennes déjà déployées, et des cellules à plus courte portée (micro, pico
ou femto), typiquement des points d’accès domestiques améliorés, des relais radio ou des
antennes déployées sur de l’infrastructure déjà existante (lampadaire etc.). Les micro-
cellules ayant une portée moindre, il est possible dans chacune de réutiliser le même
spectre, tout en soulageant la macro-cellule du trafic de tous les utilisateurs desservis par
cette micro-cellule.
Dans les réseaux satellitaires, l’utilisation d’antennes à faisceaux multiples remonte
au début des années 90 [25,26] et s’est généralisée dans les années 2000 pour l’application
à l’accès à Internet par satellite. Ce type de satellite dispose d’antennes formant plusieurs
faisceaux directifs couvrant chacun une partie différente de la surface terrestre, comme
présenté dans le chapitre précédent. Il est ainsi possible de réutiliser un grand nombre de
fois les bandes spectrales disponibles pour le satellite. La densification de l’utilisation des
fréquences se matérialise par la réduction de la taille des faisceaux et l’augmentation du










Figure 3.1 Schémas homogènes de réutilisation de fréquences (Frequency Reuse) à 3, 4
et 7 couleurs. Les couleurs correspondent à des bandes de fréquences de taille égale.
nombre de faisceaux [27].
Dans tous les cas le principe est le même : densifier le déploiement d’antennes,
permettant ainsi de réutiliser la même portion de spectre un très grand nombre de fois.
Cependant, la densification de réutilisation des cellules engendre un problème majeur que
sont les interférences. Lorsque deux cellules ou faisceaux proches physiquement utilisent la
même portion de spectre en même temps, les interférences engendrées réduisent fortement
l’efficacité spectrale de cette portion du spectre, limitant ainsi les gains en capacité visés
par la réutilisation de fréquences.
Pour pallier ce problème, l’approche naturelle, initialement utilisée était de ne pas
réutiliser le même canal dans deux cellules voisines 1, donnant lieu à des schémas systé-
matiques de réutilisation de fréquences. Le modèle de couverture le plus classique des
réseaux cellulaires étant un déploiement fondé sur un pavage hexagonal, il existe trois
manières de répartir les fréquences entre les différentes cellules. La figure 3.1 montre une
telle répartition pour les 3 possibilités.
Ces techniques, bien qu’efficaces pour isoler les interférences, ont un FRF jugé trop
faible (1/3, 1/4 et 1/7 respectivement pour FR-3, FR-4 et FR-7) pour les exigences ac-
tuelles. Ainsi, il est devenu nécessaire de s’orienter vers une utilisation plus agressive des
ressources spectrales et, ce faisant, de gérer les interférences co-canal qui deviennent alors
prépondérantes.
Les gains potentiels d’une telle utilisation agressive des fréquences sont considérables.
Par exemple : passer de 3 couleurs à une couleur revient à disposer de 3 fois plus de spectre
par cellule ou faisceau et donc à offrir un débit potentiellement 3 fois plus important.
1. Les premières publications sur le sujet, dans le cadre de l’IMTS [28] ou, plus tard, de l’AMPS [18]
font référence à des schémas de réutilisation encore moins agressifs (par exemple 12 et 19 couleurs).
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Étant donné les enjeux, l’intérêt de la communauté pour ce sujet est considérable.
Organisation de l’état de l’art. Ce chapitre propose une synthèse générale des
différentes propositions qui ont été faites à ce jour dans la littérature. Il s’organise selon
trois axes majeurs : les approches générales, la modélisation et l’équité.
Le premier de ces axes (section 2) s’intéresse aux approches générales de gestion des
interférences et les classe selon leur dynamique de fonctionnement : statique (planification),
semi-statique (planification + mise à jour d’adaptation) ou dynamique (coordination
active). Le second axe (section 3) présente les principaux outils de modélisation des
problèmes de gestion de ressources radio en présence d’interférences, leurs intérêts et
défauts, en faisant le lien avec les approches qui les utilisent. Le troisième et dernier
axe (section 4), présente les approches de l’équité dans ce contexte où les interférences
renforcent les inégalités potentielles entre les utilisateurs.
Cette organisation, découplant l’approche générale du modèle et de l’objectif, se
justifie par le fait que la plupart des travaux utilisant un modèle donné ou une métrique
particulière pourraient tout à fait être adaptés (et le sont régulièrement) à un autre modèle
ou en utilisant une métrique différente. Il nous semble alors raisonnable de séparer le
traitement de ces aspects que l’on peut voir comme quasi-orthogonaux, ce qui permettra
de donner un certain recul au lecteur.
Dans chacune des parties constituant ce chapitre, la synthèse présentée se voudra
représentative (mais pas forcément exhaustive) des propositions les plus pertinentes et les
plus performantes.
Remarque 4. Autres problèmes de gestion d’interférences. Étant donné les
fortes similarités entre les réseaux satellitaires et les réseaux cellulaires terrestres
(c’est-à-dire réseaux WiMAX et mobiles (2G/3G/4G/5G) hors Réseaux Hétérogènes
(HetNets)), nous présenterons ici un état de l’art unifié terrestre et satellite, en
précisant les spécificités de chacun si nécessaire.
Ainsi, pour alléger notre discours, lorsque le domaine d’application n’est pas
précisé, nous utiliserons les mots cellule et faisceau de manière équivalente pour
désigner l’entité géographique ou administrative rassemblant tous les terminaux
utilisateurs associés à une même station de base ou à un même faisceau.
De plus, d’autres domaines des réseaux présentent aussi des problèmes de gestion
d’interférences mais nous ont semblé moins pertinents car trop éloignés de notre sujet
d’étude initial. C’est le cas par exemple des HetNets où le problème des interférences se
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Figure 3.2 Classification des principales approches de la gestion des interférences.
pose aussi entre la macro-cellule et ses micro-cellules (inter-tier interference) [29], des
réseaux ad-hoc où l’on cherche à affecter des ressources temporelles et fréquentielles
conjointement avec le routage des paquets [30], ou encore les problèmes de contrôle
d’accès au canal dans les réseaux téléphoniques mobiles (cellulaires ou satellitaires)
où l’enjeu est d’arriver à affecter des fréquences à chaque couple de correspondants,
tout en garantissant la qualité de la transmission [22, 31–33].
2 Gestion des interférences
Dans cette partie nous proposons une classification des méthodes de gestion d’interfé-
rences. Cette classification est présentée sous forme d’arbre sur la figure 3.2. Deux grandes
composantes se distinguent : la coordination des interférences (interference avoidance) et
l’atténuation des interférences (interference mitigation) qui sont deux approches complé-
mentaires d’un même problème, et souvent utilisées conjointement afin de tirer profit des
deux aspects. Le premier essaie de limiter les interférences subies par les récepteurs en
évitant d’émettre si l’interférence risque d’être trop importante, en limitant la puissance
d’émission des interférants, ou encore en choisissant soigneusement des utilisateurs limitant
les interférences mutuelles. La seconde approche, d’atténuation des interférences, considère
que les interférences sont inévitables, et va chercher à diminuer leur impact, en combinant
plusieurs signaux par exemple. Cette dernière approche, venant plus de la communauté
traitement du signal, est peu traitée dans ce manuscrit qui se concentre principalement
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sur les approches de coordination d’interférences.
Dans les techniques dites de coordination d’interférences, la tendance générale a
d’abord été de définir des schémas de réutilisation de fréquences fixes. Ces schémas
permettent une gestion du réseau sans besoin de coordination ou de communication entre
les couches de gestion des ressources radio des différentes cellules ou faisceaux, c’est-à-dire
une gestion distribuée des ressources radio. Puis, pour encore densifier l’utilisation du
spectre, des techniques plus dynamiques sont apparues, soit dans un but de reconfigu-
ration occasionnelle, soit pour s’adapter dynamiquement à la charge ou aux conditions
environnementales. Enfin, profitant des nouvelles possibilités offertes par la virtualisation
des réseaux d’accès radio (C-RAN) [10,34], des solutions centralisées ont fait leur apparition.
Elles peuvent s’appuyer sur des ressources calculatoires plus importantes, et ainsi proposer
des approches globales ou par grappes qui permettent une adaptation fine et intelligente
de l’ordonnancement et un contrôle de puissance en temps quasi-réel.
Ces deux paradigmes et trois familles de techniques de coordination d’interférences
sont examinées plus en détail dans la suite.
2.1 Atténuation d’interférences (Interference Mitigation)
Les techniques d’atténuation d’interférences considèrent une réutilisation des fréquences
importante (typiquement une réutilisation universelle de la bande). Afin d’augmenter les
performances du réseaux, ces techniques cherchent alors à limiter l’impact des interférences
ainsi engendrées, au prix d’une plus grande complexité.
Cette approche n’étant pas le point de focalisation de ce manuscrit, seul un bref
aperçu de ces techniques sera donné, et un lecteur avide d’en savoir plus pourra se référer
à l’une des synthèses plus complètes consacrées au sujet, par exemple celle du groupe de
travail ARTIST4G [35] pour le cas cellulaire et [36, 37] pour le cas satellite.
2.1.1 Suppression d’interférence (Interference Cancellation)
La suppression d’interférence [38] est utilisée lorsque l’on a deux signaux en interférence,
et que l’on a la connaissance d’un des deux messages (l’un des signaux est plus fort que
l’autre, si bien qu’il est généralement décodable sans erreur en considérant le second comme
du bruit). L’idée est de “soustraire” à la somme des deux signaux le signal précédemment
décodé, remodulé et ré-encodé identiquement, tout en simulant le canal de propagation
afin d’obtenir le second signal avec un bon SINR. En poussant le concept un peu plus loin,
les techniques de Suppression Successive d’Interférences (SIC) permettent de retrouver
un grande partie des messages, même si plus de deux signaux interférant sont sommés.
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C’est une des techniques très prometteuses utilisées en satellite pour l’accès aléatoire,
ou plusieurs copies d’un même message sont envoyées, puis décodées successivement en
retirant les copies décodées avec succès précédemment [39–43].
En satellite, la SIC a aussi été envisagée dans le cadre de l’accès dédié, sur la voie
retour dans le cas où cette technique est combinée à du Mutiple user MIMO (Mu-MIMO),
avec par exemple les travaux [44–48].
2.1.2 Transmissions coordonnées multi-point (Coordinated Multi-Point)
Les techniques de transmission multi-point coordonnées (Coordinated MultiPoint
(CoMP)) [49] visent à coordonner les signaux de différentes stations de base, afin d’obtenir
un meilleur SINR. Ces techniques peuvent être très performantes, mais demandent une
synchronisation parfaite entre les émetteurs et/ou récepteurs coordonnés ainsi que le
partage des données à transmettre entre les stations de base.
Le Mu-MIMO précédemment cité [44] rentre dans cette catégorie (sur l’uplink, on le
trouve aussi sous le nom de MIMO Multiple Access Channel). Utilisé pour l’uplink, il s’agit
de considérer le système {N utilisateurs distincts, N antennes coordonnées} comme un
système Multiple Input Multiple Output (MIMO), c’est-à-dire de N signaux en entrée et
en sortie.
Le Dirty Paper Coding (DPC) est l’approche réciproque, utilisée pour le downlink :
MIMO Broadcast Channel, où les émetteurs envoient leurs signaux en compensant par
anticipation les interférences de manière à ce que la somme des signaux au niveau de
chaque récepteur soit un signal dépourvu (ou presque) d’interférences.
Enfin, la transmission conjointe (joint transmission, illustrée en figure 3.3a) [49, Section
8] permet à deux antennes (ou plus) d’émettre simultanément le même signal, de manière
à obtenir au niveau du récepteur un signal beaucoup plus fort et plus robuste vis-à-vis
des interférences éventuelles.
2.1.3 Formation dynamique de faisceaux (Precoding)
Poussée par l’essor des antennes réseaux à commande de phase (phased array an-
tenna), la formation dynamique de faisceaux [50] permet de concentrer l’énergie émise
dans la direction de l’utilisateur sélectionné à chaque instant d’ordonnancement, comme
illustré sur la figure 3.3b. De cette manière, la puissance de l’antenne est concentrée sur
l’utilisateur, permettant une utilisation plus efficace et une qualité de réception améliorée
pour l’utilisateur (particulièrement pour ceux en bordure de cellule), tout en limitant la
zone interférée par cette transmission (i.e. le cône dirigé vers l’utilisateur). D’autre part,
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on peut alors tout à fait imaginer réutiliser la même fréquence dans le même secteur,
comme montré sur la figure 3.3b.
La formation dynamique de faisceaux a été beaucoup étudiée en satellite [51–56] ainsi
qu’en cellulaire [35, 57] ; elle est vue comme un moyen très prometteur d’augmenter la
réutilisation de fréquences et la capacité des cellules tout en offrant de meilleures conditions
de transmission aux utilisateurs défavorisés. Cependant, elle demande de connaître en
temps réel la position précise des utilisateurs, ce qui peut poser de nombreux problèmes
en pratique (précision, mobilité, terminaux bas coût).
2.2 Coordination d’Interférences
La seconde approche, la Coordination d’Interférences (ICIC) (ou Inter-Cell Interference
Coordination) consiste à mettre en place des mécanismes visant à éviter de causer des
interférences, par exemple en contrôlant la puissance d’émission des cellules, faisceaux ou
terminaux de manière à ne pas engendrer trop d’interférences pour les cellules voisines,
ou encore, en sélectionnant à chaque instant des utilisateurs de manière à ce que les
interférences soient tolérables pour chacun de ces utilisateurs.
Dans cette section nous nous intéresserons à trois grandes classes d’ICIC, classées par
dynamicité et complexité croissante : les stratégies d’ICIC statiques, semi-statiques et
dynamiques.
2.2.1 Préliminaire 1 : Polarisation du signal
Un signal radio est une onde électromagnétique composée d’un champ électrique
et d’un champ magnétique, orientés perpendiculairement l’un par rapport à l’autre.
La polarisation est, par convention, l’orientation du champ électrique du signal [13].
(a) Transmission conjointe depuis
deux (bleu) et trois (vert) stations
de base, en cellulaire.
Cas cellulaire terrestre Cas satellitaire
(b) Formation dynamique de faisceaux, en cellulaire et
satellite.
Figure 3.3 Transmission conjointe et formation dynamique de faisceaux.









































(b) Différents types de polarisation, et orthogonalité.
Figure 3.4 Polarisations orthogonales.
Lors d’une transmission, l’antenne de réception acquiert le signal selon son orientation
physique, comme illustré sur la figure 3.4a. Par conséquent, il est théoriquement possible
de transmettre deux signaux parfaitement polarisés dans deux polarisations orthogonales
sur le même lien, sans engendrer d’interférences en réception entre les polarisations
(Interférences Cross-Polarisation (CPI)). Cela représenterait un gain potentiel énorme, car
la bande fréquentielle disponible pour le système serait doublée.
Deux types de polarisations sont possibles [58] : les polarisations linéaires où les signaux
ont une polarisation constante, et les polarisations elliptiques où la polarisation varie dans
le temps en suivant une rotation dans un plan donné (cf. figure 3.4b). Un cas particulier
très répandu de polarisation elliptique est la polarisation circulaire. L’orthogonalité des
polarisations est alors obtenue de par le sens de rotation de la polarisation : sens horaire
pour la RHCP et sens anti-horaire pour la LHCP.
En théorie il est donc possible de faire de la réutilisation de fréquences sur deux
polarisations orthogonales. Mais en pratique, l’utilisation de polarisations orthogonales
pose des contraintes physiques très fortes (orientation du récepteur, plusieurs antennes
orthogonales). De plus, le canal de propagation peut ne pas conserver parfaitement la
polarisation, comme c’est le cas par exemple avec du multi-trajet ou lors de la traversée
de l’atmosphère [58].
— En cellulaire, l’orientation du mobile n’est pas maîtrisable et l’espace est limité 2
rendant impossible la réutilisation par polarisation. En revanche de la diversité en
2. Il faut que les antennes soient orientées dans la direction/le plan de la polarisation. De plus, pour
discriminer les polarisations, il en faudrait 2 dans le plan perpendiculaire à la direction de propagation,
ou 3 sans besoin d’orientation, ce qui en pratique revient à imposer un mobile cubique.
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Figure 3.5 Directions de propagation du signal.
polarisation (même message sur les deux polarisations) est utilisée pour améliorer
la qualité du lien.
— En revanche pour l’accès fixe par satellite géostationnaire, la géométrie du problème
est fixe. Les antennes satellites sont orientées dans la direction de propagation, et
il est tout à fait possible d’utiliser deux polarisations orthogonales, et ce avec une
très bonne isolation des CPI [59–61]. Dans ce contexte, il a aussi été montré que
les polarisations circulaires résistent mieux aux effets dépolarisant de la traversée
de l’atmosphère [13,58] et sont donc généralement favorisées dans ce contexte.
2.2.2 Préliminaire 2 : propagation du signal et géométrie des interférences
L’interférence engendrée par une cellule sur une cellule voisine dépend fortement de la
distance entre ces cellules, que ce soit sur le downlink ou sur l’uplink. Cependant, malgré
les similarités apparentes entre les réseaux satellitaires multifaisceaux et les réseaux
cellulaires terrestres, les conditions de propagation du signal sont fondamentalement
différentes, comme illustré sur la figure 3.5 :
— Pour les réseaux terrestres, le signal se propage (en première approximation)
horizontalement à la surface de la terre de la station de base jusqu’à l’utilisateur
(ou inversement pour le lien montant). L’atténuation du signal n’est donc régie
que par la distance parcourue par le signal (path loss).
— Pour les réseaux par satellite en revanche, le signal se propage de la terre vers
le satellite, et la distance parcourue par les signaux (utiles comme interférants)
est sensiblement la même. Ils diffèrent cependant par la direction depuis laquelle
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Bordure de la cellule
Path Loss pour une antenne omnidirectionnelle
en zone urbaine, à 5.4GHz et
pour une hauteur d'antenne de 12m.
(a) Cas cellulaire terrestre [62].
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Atténuation angulaire pour une antenne de satellite
multifaisceau, pour une fréquence de 29.5 GHz
(b) Cas satellitaire.
Figure 3.6 Attenuation en fonction de la distance au centre du faisceau ou de la cellule.
ils arrivent. Les antennes engendrant les faisceaux du satellite sont conçues de
manière à limiter les interférences reçues ou provoquées sur les faisceaux voisins.
Cette différence fondamentale est illustrée sur la figure 3.6. On y voit effectivement
qu’en cellulaire, la puissance en réception est atténuée de plusieurs ordres de grandeur
lorsque l’utilisateur est situé en bordure de cellule, ou dans une cellule voisine. Elle
est aussi largement inférieure à celle d’un utilisateur proche du centre de la cellule. En
revanche, en satellite, il n’y a qu’un facteur d’écart assez faible (traditionnellement -3dB)
entre le centre d’un faisceau et sa bordure. De même, pour un utilisateur se trouvant
dans un faisceau voisin, proche de la bordure du faisceau, son niveau de réception n’est
diminué que de 3 à 10 dB. Cette chute très lente en bordure rend difficile l’utilisation
simultanée de la même ressource en bordure d’un faisceau et au centre d’un faisceau
voisin (qui reviendrait à avoir un Rapport Signal sur Interférence (SIR) très faible).
Une autre manière de voir les choses est de remarquer qu’en cellulaire, il y a une forte
variabilité (jusqu’à -25 dB dans l’exemple) des atténuations au sein d’une même cellule
mais que les atténuations sont beaucoup moins variables en bordure et à l’extérieur, tandis
qu’en satellite, l’atténuation angulaire est très peu variable au sein d’un même faisceau,
mais les interférences engendrées (resp. subies) varient très fortement (de -3 à -50 dB) en
fonction de la position de l’utilisateur interféré (resp. interférant).
Pour ces raisons, en cellulaire terrestre il est plus facile de réutiliser les fréquences,
quitte à jouer sur les puissances d’émission, tandis qu’en satellite l’isolation spatiale des
interférences joue un rôle prépondérant.
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(a) Antennes omnidirectionnelles. (b) Antennes directionnelles. (c) Cellules trisectorisées.
Figure 3.7 Déploiements d’antennes directionnelles/omnidirectionnelles.
2.2.3 Coordination statique (Static ICIC )
La première des trois familles de coordination d’interférences comprend les stratégies
qui se concentrent sur la planification, de sorte qu’elles ne sont pas conçues pour être
modifiées une fois déployées. Elle rassemble toutes les techniques d’allocation de fréquences,
d’organisation spatiale des cellules ou faisceaux et les schémas de réutilisation de fréquences,
ainsi que de pré-allocation de puissance.
2.2.3.a Organisation spatiale des cellules et faisceaux. Exceptionnellement,
cette partie sera traitée séparément pour les cas cellulaire et satellitaire, puisque les
techniques proposées par chacun des domaines ne sont pas applicables dans l’autre. Ceci
est en grande partie dû aux différences mises en évidence dans les préambules de cette
section (sous-sections 2.2.1 et 2.2.2).
Cas cellulaire terrestre. Dès les débuts des réseaux cellulaires, le pavage hexagonal
a été adopté car c’est la solution la plus économique [18] pour couvrir une surface avec
des cellules de même taille et forme 3.
Sur ce pavage hexagonal, deux architectures de déploiement des stations de base
ont été prévues [18], selon que des antennes directionnelles ou omnidirectionnelles sont
utilisées. Ces deux schémas de déploiement sont illustrés sur la figure 3.7 : dans le cas
omnidirectionnel les antennes sont placées au centre des cellules et ne couvrent que
celles-ci, tandis que dans le cas directionnel, les antennes sont placées sur des coins de
cellules, chacune en servant alors 3, en se répartissant les canaux disponibles dans chaque
cellule.
La solution la plus courante dans la littérature récente est logiquement inspirée du
déploiement directionnel, mais avec une définition administrative de la cellule centrée sur
3. Il existe 3 pavages réguliers qui permettent de couvrir un plan sans recouvrement et sans trou de
couverture : le pavage triangulaire, carré et hexagonal. La dernière permet de couvrir la même surface
avec moins de cellules.
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l’antenne, et une ségrégation des utilisateurs par antenne (cellule tri-sectorisée de la figure
3.7c). Cette solution permet entre autre, de réutiliser la même fréquence jusqu’à trois fois
dans la même cellule, à condition d’arriver à suffisamment bien gérer les interférences
inter-secteurs en bordure.
Cas satellite Dans le cas satellite, il n’est pas possible d’exploiter le path loss
pour la réutilisation de fréquences, puisque tous les signaux viennent du même point (le
satellite), et que la distance parcourue est sensiblement la même. Si le pavage hexagonal
a été naturellement repris car efficace pour couvrir une surface donnée, la prédominance
des interférences a poussé les constructeurs de satellites, tels Thales Alenia Space, à
remettre en question cette disposition des faisceaux. Par exemple, un pavage carré permet
une meilleure isolation des interférences pour des schémas agressifs de réutilisation de
fréquences [12]. La perte d’efficacité de couverture par rapport au pavage hexagonal n’est
pas importante car l’enjeu est principalement de densifier une couverture, et non de
l’étendre.
2.2.3.b Schémas agressifs de réutilisation de fréquences. Tous les utilisateurs
d’une cellule ne sont pas égaux dans leurs conditions de transmission, que ce soit par
rapport à leur SNR en émission (resp. réception), ou encore de par l’interférence qu’ils
provoquent sur les (resp. reçoivent des) cellules voisines. C’est pourquoi de nombreuses
approches partagent artificiellement chaque cellule en plusieurs zones, chacune recevant un
sous-ensemble des canaux disponibles et éventuellement une pré-affectation de puissance
d’émission (de l’utilisateur en uplink, et de la cellule en downlink).
Remarque 5. Uplink et downlink. Beaucoup de schémas de réutilisation de
fréquences sont initialement pensés pour le downlink. L’efficacité de ces schémas de
réutilisation de fréquences sur l’uplink n’est pas évidente, de même que leur mise en
œuvre (par exemple du contrôle de puissance).
Les solutions les plus répandues [6, 63] sont exposées ci-après et illustrées en figure
3.8, en ne mentionnant que les solutions qui ne comprennent pas de complément plus
dynamique tels que l’ordonnancement coordonné ou des techniques avancées d’atténuation
d’interférences. Ces solutions là (alliant pré-répartition statique et mécanisme semi-statique
ou dynamique) seront présentées dans les parties correspondantes.
— Fractional Frequency Reuse (FFR) : la cellule est divisée en deux zones, une Zone
centrale de la cellule (CCA) et une Zone en bordure de la cellule (CEA). Toutes





















Figure 3.8 Schémas de réutilisation de fréquences classiques.
les zones centrales utilisent la même bande de fréquences, tandis que les zones
externes utilisent un schéma de coloration plus conservateur, typiquement FR-3
ou FR-4 (on note alors respectivement FFR-3 et FFR-4 ces schémas de réutilisation
de fréquences). De cette manière, les utilisateurs éloignés de la station de base,
qui ont un mauvais SNR, sont plus protégés des interférences. Les utilisateurs des
zones centrales sont quant à eux naturellement isolés des interférences des autres
utilisateurs ou antennes utilisant la même bande de fréquences, situés dans des
zones distantes. Cette solution a donné lieu à de très nombreuses adaptations.
— Partial Frequency Reuse (PFR) : cette solution part du même partage en zone que
FFR et de la même allocation de sous-bandes, mais accorde une puissance de
transmission supérieure pour la zone externe, les utilisateurs s’y trouvant étant
naturellement défavorisés.
— Soft Frequency Reuse (SFR) : SFR va plus loin que PFR en permettant aux utilisa-
teurs des zones centrales d’utiliser la totalité de la bande. Cette adaptation vise
une meilleure flexibilité des ressources, tout en protégeant les zones externes.
— Solution proposée par Alcatel : cette solution se concentre plus sur le downlink, et
se fonde sur un découpage plus fin de la cellule, en 7 zones. De cette manière tout
le spectre est utilisé dans chacune des cellules, et les interférences sont limitées. Un
utilisateur en zone centrale est naturellement protégé, et pour les utilisateurs en
bordure, les interférences viennent soit de cellules lointaines, soit ont une puissance
réduite.
La plupart des solutions présentées ici dans un cadre général supposant des antennes
omnidirectionnelles ont un équivalent sectorisé, nécessitant une légère adaptation pour les
interférences inter-secteurs.
Le tableau 3.1 présente une comparaison en termes de réutilisation de fréquences des
solutions décrites ci-dessus, ainsi que des schémas homogènes. La solution qui se démarque
en cellulaire est le SFR, qui permet à la fois un bon compromis entre forte réutilisation
des fréquences, flexibilité et isolation des interférences, comme montré dans [64,65].








CCA CEA CCA CEA CCA CEA
FR-1 1 0 Non 1 N/A 100 N/A 1
FR-2 1 0 Non 2 N/A 50 N/A 2
FR-3 1 0 Non 3 N/A 33 N/A 3
FR-4 1 0 Non 4 N/A 25 N/A 4
FR-7 1 0 Non 7 N/A 14 N/A 7
FFR-3 1 1 Non 1 3 25 25 2
FFR-4† 1 1 Non 2 4 17 17 3
PFR-3 1 1 Oui 1 3 25 25 2
PFR-4† 1 1 Oui 2 4 17 17 3
SFR-3 1 1 Oui 1 3 100 33 1
SFR-4† 1 1 Oui 2 4 50 25 2
Alcatel 1 6 Oui Spécial 14 14 1
* Valeurs à bande et surface équivalente entre CEA et CCA
† Version à deux polarisations du schéma de réutilisation, utile pour certaines
applications satellites. Dans ces cas, les valeurs sont indiquées en pourcentage
de la somme des deux polarisations.
Table 3.1 Comparaison des schémas classiques de réutilisation de fréquences.
Adaptation au satellite. Si les schémas de réutilisation de fréquences présentés
précédemment ont largement été étudiés pour les réseaux cellulaires, ce n’est pas forcément
le cas pour le satellite, très peu de travaux évaluant par exemple les performances de FFR,
PFR ou SFR. Parmi les rares à le faire, [66] ne présente pas de comparaison avec l’état de
l’art et il est alors difficile de conclure sur son efficacité.
Comme présenté précédemment, de nombreux systèmes satellitaires GEO utilisent deux
polarisations pour augmenter la réutilisation de fréquences. Si cela permet d’utiliser
plus de bande, cette réutilisation vient aussi avec des contraintes opérationnelles sur les
antennes, et la pratique la plus commune est d’embarquer deux antennes à bord, une
pour chaque polarisation, ce qui suppose une organisation précise des faisceaux sur les
deux polarisations. Cela revient à imposer une pré-coloration à deux couleurs, où chaque
faisceau n’a accès qu’à une seule polarisation, et le schéma de réutilisation de fréquences
doit s’adapter à cette contrainte. Cela signifie en particulier que le schéma FR-3 n’est pas
utilisable sur un système à deux polarisations (tous les faisceaux d’une même couleur
ne seraient pas sur la même polarisation). Ainsi, il est nécessaire d’adapter les différents
schémas agressifs de réutilisation de fréquences au cas satellite, avec par exemple les
schémas FFR-4 où la réutilisation de fréquences sur les zones en bordure de faisceau suivent
un schéma FR-4 et les zones centrales un schéma FR-2, comme indiqué dans le tableau 3.1.
Les schémas PFR et SFR pourraient également être envisagés pour le satellite, voie
aller comme voie retour, grâce aux mécanismes de contrôle de puissance [21], mais n’ont
pas à ce jour été évalués et comparés aux solutions plus traditionnelles.
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2.2.3.c Conclusions sur la coordination statique. Les techniques statiques de
coordination des interférences sont variées, tout en ayant un même but général : augmenter
la réutilisation de fréquences tout en isolant au maximum les interférences afin de protéger
les utilisateurs vulnérables (en bordure de faisceau).
Certaines approches visent à réduire naturellement les interférences en changeant
l’organisation des cellules, comme la maille carrée qui semble très prometteuse et qui est
utilisée dans cette thèse. D’autres, plus répandues, cherchent à protéger et isoler dans
l’espace les interférants majeurs de manière à garantir une qualité de signal tolérable
tout en densifiant l’utilisation des fréquences, tels que les schémas FFR, PFR et SFR. Ces
schémas classiques de réutilisation de fréquences ont un impact important dans le reste
de cet état de l’art, dans la mesure où ils servent régulièrement de base de travail pour
des solutions plus évoluées.
Si ces schémas statiques permettent un augmentation du FRF, la répartition des
utilisateurs est rarement uniforme, de même que la demande peut largement varier dans
le temps, diminuant fortement les performances de ces approches. C’est ce qui motive le
développement des techniques dites semi-statiques disposant de mécanismes d’adaptation
à l’environnement (répartition des utilisateurs, charge des cellules, etc.).
Application à la voie retour du satellite. La nature fondamentalement dif-
férente des interférences entre les mondes du cellulaire terrestre et du satellite rend
l’application de schémas de réutilisation de fréquences statiques tels que FFR (plutôt
efficaces en cellulaire) délicat en satellite, et doit être étudié plus amplement afin d’en
vérifier la viabilité.
Cependant, certaines approches, comme l’utilisation d’un maillage carré des faisceaux
semble très prometteuse pour isoler les interférences, et donnent naissance à de nouvelles
possibilités. Par exemple, appliquer une coloration type FFR-4 à une maille carrée pourrait
s’avérer efficace.
2.2.4 Coordination semi-statique (Semi-Static ICIC )
Lorsque la charge varie dans le temps, il est intéressant de chercher à ajouter de la
flexibilité dans le système, par le biais de re-configuration ou de ré-allocation de spectre
dynamique, en fonction de la charge ou d’autres critères, tout en gardant les contraintes
d’interférences comme entrées du problème.
D’autre part, la classification en deux catégories d’utilisateurs (centre, bordure) des
schémas agressifs de coloration classiques est parfois trop grossière pour permettre de
garantir un niveau stable et équitable d’interférence, et donc de débit pour tous les
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utilisateurs [67]. Dans le cas du satellite, c’est d’autant plus valable que l’interférence est
fortement variable au sein des faisceaux interférants les plus proches.
Les techniques présentées dans cette section proposent des mécanismes d’adaptation,
permettant de reconfigurer le système de temps en temps (c’est-à-dire de manière ex-
ceptionnelle ou au maximum avec une granularité de l’ordre de l’heure). Pour autant,
le paradigme est essentiellement le même que pour les solutions statiques : il s’agit
de planification des interférences, de manière à ce qu’elles n’aient pas à être prises en
compte par la station de base lors de l’ordonnancement des utilisateurs. Le but de ces
techniques est d’adapter la répartition des ressources en fonction de l’environnement, que
ce soit l’évolution de la demande, la mobilité des utilisateurs ou encore des changements
météorologiques.
Nous différencierons ici trois catégories de techniques de coordination semi-statique :
les techniques d’allocation dynamique de spectre, celles utilisant une diversité de puissance
de transmission et enfin les techniques s’appuyant sur l’association des utilisateurs aux
cellules ou aux zones. Cette dernière catégorie ne sera que très succinctement traitée car
elle répond à une problématique cellulaire terrestre, et n’est pas présente dans le monde
des communications par satellite géostationnaire.
Dans tous les cas cités, la gestion des ressources se fait en deux temps : une première
phase d’affectation des ressources à des groupes d’utilisateurs et éventuellement de
formation de ces groupes d’utilisateurs et une deuxième phase d’ordonnancement des
utilisateurs où l’allocation des ressources est effectivement faite. La première phase
se déroule généralement hors ligne et de manière centralisée 4 et a peu de contraintes
temporelles, permettant l’utilisation d’algorithmes plus performants et plus complexes.
2.2.4.a Allocation flexible de spectre. Pour répondre à une hétérogénéité de la
répartition des utilisateurs dans les cellules, la méthode la plus directe consiste à chercher
à allouer plus de bande passante là où il y a plus d’utilisateurs. Cela passe souvent par
l’utilisation d’une entité centrale, gestionnaire du spectre (spectrum broker) qui a une
vision globale de la charge des cellules et coordonne l’adaptation de répartition de spectre.
Cependant, dès lors que l’on change l’allocation de bande passante à un moment, la
répartition des interférences change, et l’on sort du cadre du schéma de coloration fixe.
Deux approches de ce problème se détachent : une flexibilité par couleur (i.e. toutes les
cellules ont la même répartition de bande) ou par cellule (i.e. répartition personnalisée).
La première ne va modifier que la proportion de bande allouée à chaque couleur,
4. Sauf dans quelques cas [68–70] où le réseau s’auto-organise grâce à des messages d’information
d’état du canal (Channel State Information) (CSI)
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(a) Exemple d’affectation de bande passante de
chaque couleur (globale), à partir d’un schéma
FFR initial, inspiré de [71].
(b) Exemple d’affectation de bande passante, lo-
cale à chaque cellule, à partir d’un schéma initial
PFR.
Figure 3.9
comme dans [71], de manière à ne pas affecter les conditions de transmission de tous les
faisceaux, comme illustré en figure 3.9a. En revanche, le gain de flexibilité est moindre,
car il n’est pas garanti que le déséquilibre entre les couleurs soit global.
L’autre approche, plus ambitieuse, va s’autoriser à changer la proportion de bande
allouée à une couleur localement, comme illustré sur l’exemple de la figure 3.9b. C’est
notamment le cas de [72–79] en satellite et de [31, 80–86] en cellulaire. Cette approche
donne une très grande flexibilité d’allocation et d’adaptation à la demande, mais le
problème devient plus complexe : il faut s’assurer que dans chaque cellule ou secteur, le
niveau d’interférence ne sera pas trop élevé. Cela impose que l’ordonnancement soit fait
avec des informations sur le canal (channel-aware scheduling), et nécessite un partage
d’information d’état du canal (Channel State Information) (CSI) pour chaque cellule.
Sur le downlink, c’est assez aisé en principe car l’on connaît les émetteurs. En effet,
des mesures effectuées au niveau du terminal utilisateur permettent de connaître assez
précisément le SINR (moyen ou pire cas) de ce terminal, qui n’évoluera qu’en fonction de
la mobilité de l’utilisateur, et non des décisions d’ordonnancement des cellules voisines
(tant qu’elles ne changent pas l’affectation de bande passante, ou de puissance).
Sur l’uplink, la situation est plus délicate car le niveau d’interférence sur la bande
allouée dynamiquement à un utilisateur peut changer le niveau d’interférence de plusieurs
ordres de grandeur. Il est donc difficile ou sous-optimal de garantir un niveau d’interférence
donné, ou encore de se reposer sur des mesures effectuées par le terminal utilisateur.
Une répartition temporelle de la bande passante. Une autre manière de voir
les choses est de répartir la bande passante non plus dans le domaine fréquentiel, mais
dans le domaine temporel. C’est le cas de [87–89], où l’idée est d’alterner des périodes
de transmission et des periodes sans transmission (cellmuting, cell blanking ou encore
beam-hopping).
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2.2.4.b Allocation flexible en puissance. Encore une fois, la puissance est un
second vecteur d’adaptation, particulièrement efficace en cellulaire terrestre, complémen-
taire à la flexibilité en bande. L’objectif de cette approche est d’adapter la puissance de
transmission aux besoins des cellules.
Des approches distribuées exploitant ce degré de liberté sont présentées dans [68–70]
pour un cas d’utilisation où le trafic est relativement stable (trafic à débit constant),
pour le downlink, puis pour l’uplink. D’autres approches, centralisées, ont été proposées
pour le downlink de réseaux satellitaires dans [90–93] avec comme but principal de
réaffecter des ressources pour mieux les exploiter dans les faisceaux subissant des conditions
météorologiques difficiles (l’une en compensant l’atténuation, l’autre en ré-exploitant les
ressources rendues inutilisables).
Enfin, certains travaux [76–79] en satellite proposent de combiner la flexibilité en bande
et en puissance, permettant de compenser l’excès d’interférence induit par l’utilisation
localement plus agressive d’une fréquence par une allocation de puissance adaptée.
2.2.4.c Association et groupage d’utilisateurs. En plus des degrés de flexibilité
(puissance et répartition bande) cités dans le paragraphe précédent, la manière de constituer
les zones et des groupes d’utilisateurs qui vont partager les mêmes ressources a toute son
importance du point de vue de la répartition de la charge sur les cellules.
Plutôt que d’utiliser le critère d’association simple, qui est de choisir la cellule (ma-
cro/micro dans le cas des HetNets) avec le meilleur SINR, d’autres méthodes peuvent
favoriser l’équilibrage de charge. Quelques exemples peuvent être trouvés en cellulaire
terrestre ( [86, 94] où l’on définit dynamiquement les utilisateurs associés à la bande
de fréquence en FR-2, comme illustré en figure 3.10a. Mais c’est surtout en HetNet que
cette approche prend tout son sens, avec la disponibilité de nombreuses petites cellules
qui permettent d’avoir une flexibilité supplémentaire pour répartir la charge entre les
micro-cellules et la macro-cellules [95, 96].
En satellite, les systèmes géostationnaires pour l’accès fixe à l’internet actuels utilisent
une affectation statique des utilisateurs aux faisceaux, et une disposition des faisceaux
fixes et homogènes, rendant difficile l’exploitation de ce genre d’approches. Cependant, la
question se pose à nouveau dès lors que le faisceau est partagé en plusieurs zones logiques,
comme en FFR. À notre connaissance, aucune étude de ce type en satellite n’a pour le
moment été publiée.
2.2.4.d Conclusions sur la coordination semi-statique. Les techniques de coor-
dination semi-statiques exploitent principalement trois degrés de flexibilité afin d’offrir une
2. Gestion des interférences 37




(b) Association d’utilisateurs dans les HetNets.
Figure 3.10 Différents contextes de l’utilisation d’association des utilisateurs aux cellules.
capacité d’adaptation face à une demande non-homogène, et de permettre une utilisation
plus efficace des ressources. Ces trois degrés de flexibilité sont la proportion de bande
passante (répartition statique ou par alternance temporelle), la puissance d’émission et la
diversité spatiale des utilisateurs. Un tableau récapitulatif des approches présentées est
donné en table 3.2 et montre bien le déséquilibre entre le downlink et l’uplink. On peut
aussi noter sur ce tableau une large majorité de solutions à coordination centralisée.
Application à la voie retour du satellite. Si les techniques semi-statiques de
coordination d’interférences ont largement été plébiscitées sur la voie aller du satellite, la
voie retour a vu très peu de travaux de cette nature. En effet, la grande variabilité des
interférences engendrées par les utilisateurs d’un faisceau ne permettent pas de garantir
de bonnes conditions de transmission.
Le contrôle de puissance pourrait peut-être permettre un gain de flexibilité et d’adap-
tation face aux variations météorologiques. De plus, le gain de flexibilité et la faible
complexité de la coordination semi-statique d’interférences pourraient grandement bé-
néficier à la voie retour, mais à ce jour, très peu de solutions mettant en place de telles
techniques ont été publiées.
2.2.5 Coordination dynamique (Dynamic ICIC )
Enfin, afin de densifier l’utilisation des fréquences, certains contextes exigent une
gestion plus individualisée des interférences. C’est par exemple le cas de la voie retour
en satellite, où, comme nous l’avons vu plus tôt, les interférences sont très fortes et très
variables dans les faisceaux voisins et dépendent beaucoup de l’utilisateur auquel chaque
bloc est alloué. De même pour la formation de faisceaux dynamique sur le downlink en
cellulaire (cf. section 2.1), l’interférence varie énormément en fonction de l’orientation
du faisceau formé à chaque instant d’ordonnancement, et dépend aussi de l’utilisateur
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[68, 69] x Puissance Distribuée
[70] x Puissance Distribuée
[80–85] x Bande (cellule) Centralisée
[31, 71] x Bande (couleur) Centralisée
[87] x Bande (temporel) Centralisée
[86] x Spatial (association) + Bande (cellule) Centralisée
[94–96] x Spatial (association) Centralisée
SATELLITE
[90–93] x Puissance Centralisée
[72–75] x Bande (cellule) Centralisée
[88] x Bande (temporel) Centralisée
[76–79] x Bande (cellule) et Puissance Centralisée
[89] x Bande (beam-hopping) Centralisée
Table 3.2 Récapitulatif des approches semi-statiques présentées.
qui est sélectionné. Dans ces deux cas, gérer les interférences au niveau du RB et de
l’utilisateur permet d’assurer une flexibilité totale, et une adaptation en temps réel au
niveau d’interférence.
Parmi les techniques de coordination dynamique d’interférences, nous distinguerons
deux grandes familles qui exploitent une fois de plus deux degrés de flexibilité déjà vus
précédemment : l’ordonnancement coordonné exploite la diversité spatiale des utilisateurs
afin d’améliorer les conditions de transmission de chacun, et le contrôle dynamique de
puissance permet d’ajuster en temps réel la puissance des émetteurs afin de contenir ou
compenser les interférences.
2.2.5.a Ordonnancement coordonné L’ordonnancement coordonné est une ap-
proche très adaptée pour les cas de forte réutilisation de fréquences, avec des niveaux
d’interférence variables, tels que l’uplink du satellite et la formation dynamique de fais-
ceaux. En effet, le principe est de sélectionner soigneusement les utilisateurs qui vont
transmettre en même temps sur le même support, et donc d’éviter que les mauvais cas
d’interférences surviennent.
Deux stratégies proposées dans la littérature permettent de faire de l’ordonnancement
coordonné : l’ordonnancement conjoint et l’ordonnancement coopératif, dont la principale
différence se situe dans l’aspect centralisé ou non de la solution.
Ordonnancement conjoint (joint user scheduling). Dans cette approche, une
entité centrale calcule une affectation des ressources aux utilisateurs pour toutes les
cellules conjointement. Cette stratégie permet une grande précision et une flexibilité
maximale d’allocation des ressources, au prix d’une complexité souvent importante, car il
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(b) Ordonnancement coopératif.
Figure 3.11 Illustration du fonctionnement des ordonnancements coopératif et conjoint.
s’agit de sélectionner un ensemble d’utilisateurs dans chaque cellule du réseau, en prenant
en compte les contraintes de tout le réseau. Historiquement, elles ont d’abord été utilisées
comme solutions optimales de référence pour comparaison avec des approches plus simples
(par exemple [97]). Mais avec l’arrivée des Réseaux d’Accès Radio Virtualisés (C-RANs)
où toutes les informations sont co-localisées et disponibles pour une entité disposant
d’une grande capacité de calcul cette pratique a été remise au goût du jour, et des
heuristiques performantes sont maintenant considérées pour des implantations pratiques
d’ordonnancement conjoint [98].
Des solutions d’ordonnancement conjoint sont proposées sur le downlink des réseaux
cellulaires [99–101], et parfois combinées avec du contrôle dynamique de puissance [97, 98,
102,103]. Toutes ces solutions reposent sur une connaissance des conditions de transmission
des utilisateurs, et des interférences qu’ils provoquent sur les cellules voisines, et ce sur
chaque RB.
D’autre part, sur l’uplink du cas satellite, l’ordonnancement conjoint est perçu comme
une solution très prometteuse de gestion d’interférences, car l’architecture est naturellement
centralisée au niveau des gateways. De plus, dans notre cas d’application, les gains des
utilisateurs changent très peu car les terminaux ne sont pas mobiles. À ce titre, une grande
majorité des travaux récents de ce domaine utilisent cette approche pour améliorer les
performances de techniques d’atténuation d’interférences [44,45,104], ou encore améliorer
les performances d’un schéma FFR-4 [63].
[105] présente une des rares approches d’ordonnancement conjoint du downlink
satellite où les avantages de cette approches sont exploités pour coordonner la formation
dynamique de faisceaux.
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Ordonnancement coopératif. Dans cette approche, aucune architecture centrali-
sée de type C-RAN n’est présente, et on parle de réseaux auto-organisés (self-organised
networks). L’ordonnancement est alors effectué localement dans chaque cellule, à par-
tir d’informations d’occupation des canaux échangées périodiquement entre les cellules.
L’avantage notable de cette stratégie est de permettre une coordination distribuée, et un
ordonnancement de faible complexité, tout en ayant une gestion des ressources spectrales
à granularité fine, et donc une flexibilité très importante.
Pour le moment et à notre connaissance, seul le downlink des réseaux cellulaires
a vu des contributions utilisant ces approches, comme [106–109] où l’ordonnancement
coopératif est combiné à un contrôle dynamique de puissance, [57] où il est utilisé à des fins
de formation dynamique de faisceaux et [109,110] où l’absence de contrôle de puissance
est compensé par une technique de “cell blanking” (la cellule ne transmet rien sur certains
RBs). Enfin, [97] est un cas un peu particulier de d’ordonnancement coordonné dans le
sens où il n’utilise pas de messages pour informer les cellules voisines de l’allocation ou
des interférences, et repose uniquement sur des mesures de SINR par les terminaux.
L’ordonnancement coopératif est une solution concurrente très attrayante à l’ordonnan-
cement conjoint car de faible complexité algorithmique. Cependant, les performances de
cette approche sont inférieures à celles de l’ordonnancement conjoint car les informations
(les informations d’état du canal (Channel State Information) (CSIs)) dont disposent
les stations de base sont incomplètes, peuvent expirer et sont souvent assez grossières 5.
Ainsi, un compromis entre “fraîcheur” et précision des CSIs et performances doit être
trouvé [57].
2.2.5.b Contrôle dynamique de puissance En plus des travaux cités ci-dessus pro-
posant un ordonnancement coordonné, certaines approches ne proposent qu’une adaptation
de puissance dynamique à l’échelle de chaque RB, sans modification de l’ordonnancement.
Les deux approches relevées dans la littérature [110, 111] s’apparentant à cette famille
proposent des approches décentralisées, avec échanges périodiques de CSI.
2.2.5.c Conclusions sur la coordination dynamique d’interférences. Les be-
soins d’augmentation de bande passante toujours croissants et une volonté de flexibilité
extrême dans l’allocation des ressource ont motivé le développement de solutions haute-
ment dynamiques et flexibles de gestion des interférences. L’ordonnancement coordonné
propose d’exploiter la diversité spatiale des utilisateurs pour éviter les interférences,
5. Par exemple, [108] utilise des indicateurs d’interférence à 4 niveaux pour indiquer aux cellules
voisines les RBs qui sont utilisés par la cellule et le niveau de puissance pré-déterminé utilisé.












[111,112] x Distribuée x
[97,98,102,103] x x Centralisée x
[97,106–109] x x Distribuée x
[57,110] x Distribuée x
[99–101,113] x Centralisée x
[114] x Centralisée x
SATELLITE
[105] x Centralisée x
[44,45,63,104] x Centralisée x
Table 3.3 Récapitulatif des approches dynamiques présentées
en sélectionnant des utilisateurs dont l’interférence mutuelle est limitée. Pour cela, des
approches distribuées d’ordonnancement coopératif essaient d’apporter des solutions
pratiques et implantables, tout en limitant la quantité des données échangées entre les
cellules. D’autre part, l’ordonnancement conjoint propose de centraliser l’allocation des
ressources aux utilisateurs, de manière à profiter d’une connaissance complète du problème
pour effectuer un ordonnancement optimal. En complément de ces deux approches, le
contrôle actif de puissance permet d’adapter les puissances d’émission afin de limiter
autant que possible les interférences engendrées sur les cellules voisines. Les approches
vues dans cette partie sont regroupées dans le tableau 3.3.
Application à la voie retour du satellite. L’ordonnancement conjoint a déjà fait
l’objet de plusieurs travaux, l’organisation centralisée naturelle des faisceaux d’un satellite
permettant cette approche. En effet, les gateways gèrent chacune plusieurs faisceaux,
et l’on tend de plus en plus vers des architectures du tout-centralisé avec les Réseaux
d’Accès Radio Virtualisés pour Satellite (SatCloudRANs). Cependant, tout comme pour
les réseaux cellulaires, la complexité de la résolution reste rédhibitoire et des solutions
efficaces restent à être mises en avant. De plus, si l’ordonnancement coopératif est un peu
désuet dans une architecture centralisée, il reste essentiel d’identifier les informations qui
doivent être prises en compte dans la coordination, et le degré de coordination nécessaire
pour permettre une forte réutilisation des fréquences.
Remarque 6. Voie aller du satellite. Dans le tableau 3.3, on peut remarquer
l’absence du downlink satellite (à l’exception de [105]), dont la méthode d’accès ne
permet pas une gestion des interférences au niveau du RB. En effet, la structure de
chaque trame DVB-S2 n’est pas figée. Notamment, la longueur de chaque trame est
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variable et son organisation est propre à chaque faisceau (dépendante de la charge
dans chaque ModCod, voir [20]), ce qui ne permet pas une gestion synchronisée des
interférences. De plus, la flexibilité en puissance est fortement contrainte par les
















+ Suppression d’interférences +++ non ∅ oui – +
+ CoMP†MuMIMO MAC +++ non C oui +++ ++
+ CoMP†MuMIMO DPC +++ non C non +++ ++
+ CoMP†Joint Transmission +++ non C non +++ ++
+ Form. Dyn. de faisceaux +++ non C oui ? ++ ++
Coordination statique d’interférences
+ Réorganisation spatiale — non ∅ oui ∅ ∅
+ Schémas sans PowC†(FFR) – non ∅ oui + –
+ Schémas avec PowC (SFR. . . ) – non ∅ non + –
Coordination semi-statique d’interférences
+ Alloc. flexible de spectre + non C oui + +++
+ Alloc. flexible de puissance + non C/D non +/++ ++/-
+ Association d’utilisateurs + non C/D non +/++ ++/-
Coordination dynamique d’interférences
+ Ordonnancement conjoint +++ oui C oui + +++
+ Ordonnancement coopératif +++ oui D non +++ +
+ Contrôle dyn. de puissance +++ variable C/D non +/+++ +/+
† RL = voie retour satellite, PowC : Contrôle de puissance, ∅ = Pas de coord., C = coord. centralisée,
D = coord. distribuée
? En principe applicable, mais aucun exemple dans la littérature
Table 3.4 Comparaison des schémas classiques de réutilisation de fréquences
2.3 Conclusion sur les approches de gestion d’interférences
Dans cette section, nous avons présenté une classification des approches de la gestion
d’interférence en satellite et en cellulaire, pour l’uplink et le downlink, en séparant deux
paradigmes principaux : l’atténuation d’interférences et la coordination d’interférences. Le
premier comprend les méthodes de bas niveau qui visent à limiter les effets des interférences
voire à les supprimer. Le second vise à éviter les interférences par une coordination entre
les potentiels interférants, avec une dynamicité et des besoins d’échanges de messages
variables. Le tableau 3.4 propose un récapitulatif des approches présentées dans cette
section, avec une évaluation simple de l’overhead associé, et de la complexité algorithmique
de la solution.
Sur l’ensemble des travaux présentés, on peut remarquer qu’une large majorité s’inté-
resse au downlink, et cela s’explique facilement par le fait que c’est le sens de communica-
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tion qui traditionnellement porte la majorité du trafic. Cependant, les nouveaux usages
(réseaux sociaux avec mise en ligne de photos/vidéos, vidéos en direct, appels vidéos etc.)
tendent à modifier cet équilibre et un intérêt croissant est porté à l’uplink des réseaux
cellulaires et satellitaires.
Parmi toutes ces solutions, certaines ne sont pas envisageables pour la voie retour,
que ce soit à cause de limitations physiques ou des protocoles et mécanismes propres à
la voie retour qui ne permettent pas leur mise en œuvre pour le moment. C’est le cas
notamment des mécanismes reposant sur un contrôle de puissance dynamique.
Les techniques statiques de coordination d’interférence sont des solutions pouvant
augmenter la capacité du système sans le complexifier, mais une adaptation au cas
satellitaire est nécessaire, de même qu’une évaluation complète des performances de
ces solutions. Peu d’approches semi-statiques augmentant la flexibilité de la gestion des
ressources ont été proposées pour la voie retour, et c’est probablement un des axes qui
mériterait d’être plus amplement traité, malgré la difficulté du problème. Enfin, la voie
retour a beaucoup été considérée sous l’angle de l’ordonnancement conjoint, encouragé
par l’architecture centralisée des SatCloudRANs. Cependant, les approches sont assez
disparates et le sujet nécessiterait une formulation directe et générale du problème.
En parallèle des techniques de coordination, l’atténuation d’interférences semble
proposer des approches complémentaires intéressantes dont un certain nombre sont déjà
envisagées pour la voie retour (SIC, Mu-MIMO).
3 Modélisation des problèmes de gestion des ressources ra-
dio en présence d’interférences
Tout comme les approches de gestion d’interférences, les modèles utilisés pour for-
maliser ces problèmes sont variés. La nature de la modélisation est souvent affectée par
l’approche choisie, qui donne son lot de contraintes temporelles ou change la nature des
ressources du problème à formuler. Cependant, les modèles ne sont pas uniques et propres
à chaque approche de gestion des interférences, et de nombreux recoupements sont obser-
vables. Cette partie propose de présenter les grandes familles de modèles régulièrement
utilisés, et les impacts sur la résolution ou sur les résultats obtenus grâce à ces modèles,
et enfin de croiser cela avec la section précédente.

























Figure 3.12 Problèmes d’allocation de fréquences (FAP).
3.1 Graphes d’interférences
Les graphes sont des objets mathématiques souvent utilisés pour étudier les réseaux.
L’utilisation des graphes d’interférences permet notamment de justifier rigoureusement
les schémas de coloration classiques ou agressifs présentés en section 2.2.3. De plus,
de nombreuses approches semi-statiques s’appuient sur les graphes d’interférences pour
affecter des sous-bandes de fréquences aux cellules [22, 81–84,115, 116] ou aux terminaux
directement [80].
Principe des graphes d’interférences Les graphes d’interférences ont beaucoup été
utilisés pour modéliser les problèmes d’allocation de fréquences (Frequency Assignment
Problem (FAP)), étudiés sous toutes leurs formes par exemple dans [22]. Le principe est de
se ramener à un problème de coloration de graphe, ou de multi-coloration de graphe [115]
(la différence entre les deux étant que l’on peut affecter plusieurs fréquences (couleurs) à
chaque noeud de graphe pour remplir la demande, comme illustré en figure 3.12).
Un graphe d’interférences considère les cellules comme sommets du graphe et les arêtes
représentent une interférence “forte” entre les deux cellules, selon un critère donné :
— La proximité des cellules/zones (par ex. cellules adjacentes) [81, 82,84,116].
— Une distance minimale de réutilisation des fréquences ou de manière similaire
une puissance d’interférence maximale autorisant la réutilisation de fréquences
[22,117,118].
— Ou encore une combinaison de critères (deux zones d’une même cellule, distance,
opérateur...) [82, 83,116].
Lorsque plusieurs zones sont définies dans une cellule (par ex [82, 116]), le graphe
d’interférences peut être adapté, comme illustré sur la figure 3.13a, en ajoutant une arête
entre les zones centrales et les zones externes, qui n’indique plus une interférence trop
forte, mais une impossibilité de transmission simultanée.
Afin d’augmenter la flexibilité de l’allocation des fréquences, il est aussi possible
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Figure 3.14 Exemple d’hypergraphe, correspondant au modèle donné dans [118] et de
coloration d’hypergraphe. Dans l’exemple, les zones 2e et 7e peuvent utiliser le même
canal à condition que la zone 5e n’utilise pas ce même canal.
considérer les terminaux comme sommets du graphe, comme proposé dans [80] et illustré
en figure 3.13.
Hypergraphes d’interférences. Quelques travaux [117–119] dans la littérature
proposent d’étendre les graphes d’interférences à des hypergraphes, dans le but d’améliorer
leur pertinence. Un hypergraphe est un graphe disposant d’arêtes particulières, dites
hyper-arêtes, pouvant relier deux ou plus sommets entre eux. Dans ce cadre, pour
colorer le graphe, tous les sommets d’une hyper-arête sauf un peuvent utiliser la même
couleur [117, 118]. Cela reflète bien le fait qu’en général, c’est l’accumulation d’un certain
nombre d’interférences engendrées par plusieurs cellules qui provoque le dépassement
du niveau d’interférence tolérable. Ce modèle de graphe amélioré permet de prendre
en compte toute une nouvelle diversité de cas de figure. Un exemple d’hypergraphe et
une coloration possible sont proposés en figure 3.14. D’autres modélisations utilisant des
hypergraphes ont été étudiées pour les HetNets, et une synthèse sur le sujet peut être
trouvée dans [120].
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Critiques des modèles de graphes d’interférences Les graphes d’interférences
sont un outil assez intuitif pour modéliser les interférences. Cependant, ils ont plusieurs
faiblesses :
1. Granularité de la prise en compte de l’interférence : Les modèles utilisant
des graphes d’interférences ont généralement des considérations pire cas, ce qui
peut déboucher sur des performances largement sous-optimales, d’autant plus
lorsque les interférences sont fortement variables.
2. Indication binaire d’interférence : Les graphes d’interférences donnent une
indication binaire. Il y a interférence ou il n’y en a pas, alors que dans tous les
systèmes de communication modernes plusieurs débits sont proposés, correspondant
à plusieurs niveaux de SINR.
3. Cécité à la méthode d’allocation : La coloration de graphe d’interférences ne
prend en compte que les contraintes d’interférence, et ne permet pas d’exprimer
d’autre types de contraintes, comme par exemple celles liées aux méthodes d’accès
des réseaux de données modernes.
4. Contrôle de puissance : Une fois le graphe d’interférences donné, il n’est plus
possible de jouer avec les puissances d’émission pour adapter l’interférence engen-
drée par une cellule. Or comme nous avons pu le voir dans la section précédente, le
contrôle de puissance est une des approches privilégiées de gestion des interférences,
que les graphes ne peuvent pas modéliser.
En conclusion, les modèles utilisant des graphes d’interférences permettent une modéli-
sation des problèmes statiques et semi-statiques d’allocation de bande passante considérant
les cellules ou des zones entières, mais restent souvent sous-optimaux et ne permettent
pas de modéliser un grand nombre de problèmes associés à différentes approches (contrôle
de puissance, multiplicité des ModCod, autres).
3.2 Modèles avec contraintes d’interférences
Les graphes ne modélisant pas bien des phénomènes tels que la multiplicité des
niveaux de transmission ou encore les variations de niveaux d’interférence, des modèles
plus génériques utilisant les mêmes idées initiales (mettre une condition sur la possibilité
ou l’impossibilité d’une transmission) ont été avancés. Ces modèles mettent en place
une formalisation plus lourde, où des variables représentent l’affectation des ressources
aux cellules ou aux utilisateurs, ou encore, représentent les puissances allouées aux
différentes transmissions pour le contrôle de puissance. Des contraintes modélisent ensuite
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les relations entre les variables d’allocation, décrivant les conditions de bonne ou de
mauvaise transmission.
Cette approche se prête particulièrement bien aux cas où la gestion des ressources est
centralisée et où l’entité centrale a une connaissance étendue des conditions de transmission
de la partie du réseau qu’il contrôle.
Contrairement aux modèles utilisant des graphes d’interférences, ils n’ont pas de
structure particulière qui permette de les traiter de manière générique, et la résolution du
problème demande alors souvent de résoudre un problème d’optimisation.
Les contraintes intégrant les interférences sont de plusieurs natures :
1. Satisfaction d’un SINR minimum, permettant la transmission avec n’importe quel
ModCod [?, 31, 51, 52, 84, 88, 121, 122]. Cette approche simplifie grandement le
problème, et ressemble fortement à la modélisation par graphes, tout en laissant
la possibilité de compléter le modèle avec d’autres contraintes du système.
2. Satisfaction d’un SINR minimum pour chaque ModCod, en veillant à utiliser le
meilleur disponible [76–78, 96, 106, 107, 123–126]. Profiter de la multiplicité des
ModCod pour valoriser dans un sens ou dans l’autre les interférences permet d’avoir
une gestion très fine des interférences, et de combiner l’allocation des ressources à
une adaptation du mode de transmission.
En plus de ces contraintes d’interférences, les modèles sont souvent complétés de
diverses contraintes du système dont voici quelques exemples :
— Contrôle de puissance en downlink : sur le downlink, que ce soit en cellulaire ou
en satellitaire, la somme des puissances utilisées pour l’émission sur chaque porteuse
ou sous-porteuse doit être inférieure ou égale à la puissance totale disponible
[76,78,107].
— Contrôle de puissance en uplink : sur l’uplink des réseaux cellulaires LTE, la
méthode d’accès, le Single Carrier Frequency Division Multiplexing (SC-FDMA),
permet d’agréger plusieurs sous-porteuses en une seule porteuse large bande. Cela
permet d’augmenter l’efficacité spectrale, mais la densité de puissance sur chaque
sous-porteuse y est donc plus faible [126].
— Méthodes d’accès en satellite : les modes de fonctionnement en DVB-S2 et
en DVB-RCS2 imposent à un utilisateur de n’utiliser qu’une seule porteuse à la
fois [45, 63].
— Satisfaction de la demande des utilisateurs : ces contraintes peuvent prendre
plusieurs formes, comme la satisfaction d’un débit minimal [73], ou l’interdiction
d’allocation excédentaire [63].
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3.3 Modèles faisant appel à la théorie des jeux
D’autres approches ont été adoptées, pour répondre à des problèmes plus spécifiques,
notamment quand la gestion des ressources est distribuée. Une des approches très populaire
ces dernières années concerne la théorie des jeux [35,68–70,97,127].
La théorie des jeux s’intéresse à un ensemble de joueurs participant à un jeu qui est
un ensemble de règles régissant les interactions entre eux. Les joueurs étant conscients des
règles, ils cherchent seuls ou en coopérant à maximiser leurs profits individuels. Dans le
cas de la gestion de ressources radio, les joueurs sont les cellules 6 qui doivent allouer les
RBs et éventuellement la puissance à leurs utilisateurs de manière à maximiser leur notion
du profit. Cette notion de profit est à définir de manière à encourager une utilisation des
ressources radio bénéfique pour le système en entier.
L’allocation des ressources radio dans un cadre multi-cellules est un jeu à somme
non-nulle, c’est-à-dire que ce que perd l’un n’est pas ce que gagne l’autre, ou de manière
plus concrète : les cellules ne sont pas concurrentes pour les mêmes ressources. Il est
possible de réutiliser plusieurs fois les fréquences, mais le faire peut nuire fortement aux
cellules voisines.
La mise en œuvre de mécanismes ayant recours à la théorie des jeux peut reposer
sur deux de ses sous-domaines d’étude : les jeux coopératifs et non-coopératifs. Dans
le premier, les joueurs forment des coalitions leur permettant d’établir une stratégie
commune tendant à maximiser le profit des membres de la coalition. Dans le second [128],
les joueurs ne peuvent établir de stratégie commune, mais cela n’empêche pas l’échange
d’information entre les joueurs. La différence essentielle entre les jeux coopératifs et les
jeux non-coopératifs est que dans les premiers, les coalitions vont pouvoir établir une
stratégie commune, c’est-à-dire résoudre un problème d’optimisation conjoint, tandis que
dans les derniers la prise de décision est toujours uniquement locale et indépendante.
3.3.1 Jeux coopératifs
Les jeux coopératifs, introduits par Von Neumann [129], pourraient s’appliquer à
des réseaux qui s’auto-organisent en formant des groupes de cellules dont la gestion de
ressources radio serait déléguée à l’une des cellules, [68]. L’intérêt est d’arriver à trouver
un compromis entre l’efficacité d’un ordonnancement conjoint et une faible complexité
due à la taille réduite du sous-problème [130–132]. Cependant, la mise en place d’un tel
système semble d’une part complexe à cause de la diversité des interactions possibles
6. Les cellules étant les gestionnaires des ressources radio, ce sont elles qui sont considérées comme
joueurs, et non les utilisateurs.
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(protocoles de négociation d’une coalition, optimisation locale de la gestion de ressources
radio, échanges de CSI entre coalitions, etc.) et d’autre part serait probablement coûteuse
car chaque cellule devrait alors disposer d’une capacité de calcul suffisante pour accomplir
l’ordonnancement conjoint pour toute une coalition.
3.3.2 Jeux non-coopératifs
Les jeux non-coopératifs ont une application directe pour la gestion de ressources radio
distribuée et les réseaux auto-organisés, permettant un ordonnancement local à chaque
cellule et des échanges d’information très limités. Avant de présenter quelques exemples
représentatifs de l’utilisation des jeux non-coopératifs pour la gestion de ressources radio,
il est nécessaire de présenter un concept fondamental des jeux non-coopératifs : l’équilibre
de Nash.
3.3.2.a Équilibre de Nash. La notion d’équilibre de Nash est capitale pour les jeux
non-coopératifs. Cette notion désigne une situation où les joueurs ne peuvent espérer
améliorer leur profit en changeant, seuls, de stratégie [133]. Ce qui donne lieu à un équilibre
stable de la répartition des ressources. Un équilibre de Nash n’est pas nécessairement bon
pour le système, mais seulement une garantie de convergence et de stabilité.
La qualité d’une solution fondée sur la théorie des jeux non-coopérative dépend
donc de plusieurs facteurs tels que l’ensemble des règles et interactions entre les joueurs
(idéalement qui n’incitent pas les joueurs à une attitude destructrice), la définition du
profit (fonction d’utilité) alliant bénéfices individuels et efficacité globale, et l’existence
d’équilibre(s) de Nash uniquement bénéfique(s) au système.
3.3.2.b Application à la gestion de ressources radio Dans un jeu non-coopératif,
les joueurs peuvent s’appuyer sur différentes informations afin d’adapter leur stratégie :
1. Les informations locales : mesures d’interférences au niveau de l’antenne, rapports
de qualité de canal des utilisateurs, mesures de SINR sur l’uplink [97].
2. Des CSI transmises par les cellules voisines [68, 69].
3. Des informations spécifiques au mécanisme de gestion de ressources radio mis en
place [70].
Dans tous les cas donnés ci-dessus, les ressources allouées sont à la fois de la puis-
sance et des sous-porteuses. Les démarches reposent sur le fait que les utilisateurs sont
systématiquement affectés aux mêmes sous-porteuses, de manière à stabiliser au mieux
l’interférence générée sur les voisins et permettre la convergence du mécanisme.
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3.4 Conclusion sur les modèles des problèmes de gestion d’interfé-
rences
Dans cette partie nous avons vu les différents modèles utilisés pour les problèmes
comprenant une gestion des interférences. Parmi ces modèles, les graphes d’interférences
ont une importance historique et fondatrice, et ont donné lieu à d’autres modèles, moins
structurés mais plus versatiles, permettant de modéliser plus précisément les problèmes
d’allocation de ressources sous contraintes d’interférences.
D’autres modèles peuvent être trouvés dans la littérature, comme ceux utilisant la
théorie des jeux, mais avec des objectifs de décentralisation de l’allocation de ressources,
et d’auto-organisation du réseau. Un tableau récapitulant les approches de modélisation
vues et les domaines d’application est présenté sur le tableau 3.5






























Table 3.5 Récapitulatif des modèles pour les problèmes de gestion d’interférences
4 Équité et gestion des ressources radio
La troisième et dernière composante de notre état de l’art porte sur les approches
de l’équité entre utilisateurs dans la gestion des ressources radio, sous contraintes d’in-
terférences. En effet, aux inégalités naturelles entre les utilisateurs (distance à la cellule,
présence d’une ligne de vue...) s’ajoutent des inégalités provenant de la gestion des in-
terférences. Un utilisateur subissant un fort niveau d’interférences va avoir besoin soit
de plus de ressources, soit de ressources subissant moins d’interférences, ce qui revient
potentiellement à priver les utilisateurs des cellules voisines de ces ressources. Dans tous
les cas le coût associé à chaque utilisateur varie énormément, et les intérêts des utilisateurs
sont très différents de l’intérêt du système.
Il est donc nécessaire de prendre en compte l’équité dans la solution envisagée, ce qui
a un impact non négligeable sur la modélisation ou sur la manière de résoudre le problème.
La présente section propose de s’intéresser à la manière avec laquelle la littérature aborde
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la question de l’équité, afin d’orienter le système vers un compromis acceptable entre
débit du système et intérêts individuels.
4.1 Préambule : mesurer l’équité
Si la notion d’équité est assez intuitive, sa mesure effective l’est beaucoup moins.
Le besoin de définir une métrique d’équité n’est pas nouveau, et de nombreux travaux
[134–144] ont abordé la question. Les propriétés désirables d’une mesure de l’équité sont
étudiées dans un cadre très général dans [134, 141], réunifiant toutes les mesures d’équité
les plus pertinentes sous une même formulation, tout en mettant en valeur les différents
compromis atteints par chacune et les bonnes propriétés inhérentes.
La suite de cette sous-partie se limite à présenter les métriques les plus utilisées dans
les travaux présentés en section 2. Plus de détails sont fournis dans la synthèse proposée
par Shi [144] ou dans les travaux précédemment cités.
4.1.1 L’indice d’équité de Jain
L’indice d’équité de Jain [137] est une des premières propositions de quantification
spécifique de l’équité. La volonté de son créateur était de proposer un indice intuitif
(borné, continu, non dépendant du nombre d’utilisateurs et indépendant des ressources














où x est le vecteur des allocations xi. Cet indice varie dans [0, 1] ; J (x) = 1 correspondant
à un partage égal des ressources entre les utilisateurs.
Cependant, le partage égalitaire des ressources n’est pas forcément désirable du
point de vue de l’efficacité de l’utilisation des ressources. De plus, lorsqu’il y a plusieurs
ressources distinctes et que les utilisateurs n’ont pas accès aux mêmes ressources, ce qui
est le cas de la gestion des ressources radio (plusieurs cellules ayant chacune leur portion
de spectre), l’indicateur de Jain peut présenter de très mauvaises valeurs non pas en
raison d’un partage inéquitable mais à cause d’une répartition hétérogène des utilisateurs
dans le réseau. Ainsi, d’autres mesures ou critères d’équité ont été avancés pour orienter
un système vers un compromis plus acceptable ou plus représentatif de l’équité réelle, bien
que l’indice de Jain soit tout de même régulièrement utilisé en complément [76, 144,145].
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4.1.2 L’équité MaxMin
MaxMin [135, 136,139] est un critère binaire d’équité. Un partage des ressources x est
MaxMin-équitable si et seulement si augmenter l’allocation d’un utilisateur i débouche
nécessairement à la dégradation de l’allocation d’un utilisateur j ayant une allocation
plus faible. Être MaxMin-équitable revient à servir, tant que possible, tout le monde de
manière égalitaire jusqu’à atteindre un point de blocage partiel (capacité d’un lien atteinte,
demande satisfaite) et de continuer de la même manière avec les utilisateurs qu’il est
encore possible de servir [136].
4.1.3 Équité α (α-fairness).
L’équité MaxMin donne une priorité absolue aux utilisateurs les moins servis et il est
parfois très coûteux pour le système d’augmenter l’allocation du plus faible. Pour pallier
ce problème, l’équité α propose une mesure personnalisable d’équité, dont MaxMin est un
cas particulier. Elle associe à l’allocation de chaque utilisateur i une utilité Uα(xi) définie




1−α si α �= 1
log(xi) si α = 1
(3.2)
L’objectif de l’algorithme de gestion des ressources est alors de maximiser la somme des
utilités. La valeur de α permet de personnaliser l’empathie de l’allocation vis-à-vis des
utilisateurs les moins bien servis (c’est-à-dire les plus coûteux en ressources). Plusieurs
valeurs particulières de α sont à noter :
1. α → +∞ correspond à l’équité MaxMin.
2. α = 1 est l’équité proportionnelle, commentée un peu plus loin.
3. D’autres valeurs de α ont été étudiées (par exemple α = 2 pour maximum potential
delay fairness [136]), mais beaucoup moins appliquées que les deux précédentes
dans le cas de la gestion des ressources radio.
4.1.4 L’équité proportionnelle (Proportional Fairness)
Proportional Fairness (PF) est un cas particulier d’équité α, dont l’objectif est de
maximiser la somme des logarithmes des allocations à chaque utilisateur. Le logarithme
tendant vers −∞ quand l’allocation tend vers 0, PF accorde une valeur extrêmement
élevée à éviter une allocation nulle (starvation). D’un autre côté, l’efficacité du système
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est favorisée car la même valeur est accordée à l’augmentation relative d’une allocation
(doubler une petite allocation ou doubler une grosse allocation).
En plus d’être exprimé comme fonction d’utilité, PF est aussi, comme MaxMin, un critère
binaire qualifiant une allocation. Une allocation x est dite proportionnellement équitable
si et seulement si, pour tout autre allocation faisable y, la somme des changements






L’équivalence entre la maximisation de la somme des logarithmes et ce critère a été
démontrée dans [139].
Une extension de PF consiste à utiliser des poids wi par utilisateur pour valoriser






Application à l’ordonnancement opportuniste dans les réseaux cellulaires.
Une des applications de PF est celle du cas cellulaire avec des utilisateurs mobiles. Dans
ce contexte-là, les conditions de transmission changent au cours du temps et donc le
coût associé au service d’un utilisateur varie dans le temps, rendant la gestion de l’équité
difficile. En effet, dans le cas statique, il est possible d’allouer une certaine proportion de
temps à chaque utilisateur, de manière à maximiser la fonction objectif du système. Or
dans ce cas (conditions de transmission variables), la valeur d’une allocation change très
rapidement. L’idée est donc d’être opportuniste et d’allouer une plus grande proportion
des ressources aux utilisateurs qui sont dans de bonnes conditions de transmission, tout
en assurant une allocation minimale aux utilisateurs dans de mauvaises conditions.
La politique d’ordonnancement opportuniste de [146], dont la nature PF a été démontrée
par Kushner dans [140] remplit exactement ces conditions. Elle indique que, étant donné
des utilisateurs i ayant un débit instantané estimé ri et un débit moyen θi, l’utilisateur à






De cette manière, l’allocation sera d’autant plus probable que l’utilisateur aura un fort
débit instantané ri (i.e. de bonnes conditions de transmission), tout en s’assurant qu’un
utilisateur peu servi (débit moyen θi faible) devienne prioritaire avec une probabilité non
nulle [140].
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Application au cas sans prise en compte des interférences. Il a été montré à
de nombreuses reprises (par exemple dans [95]) que lorsque les interférences ne sont pas
prises en compte, et lorsque que les puissances sont fixées, PF est équivalent à l’équité
temporelle (Temporal Fairness (TF))
Maintenant que ces mesures d’équité ont été présentées, nous pouvons nous intéresser
aux différentes approches de l’équité pour la gestion des ressources radio en présence
d’interférences.
4.2 Stratégies de partage des ressources
La gestion des ressources radio à l’échelle d’un réseau pose le problème de l’équité du
partage des ressources à plusieurs niveaux :
1. Entre les cellules
2. Entre les utilisateurs d’une même cellule
3. Entre tous les utilisateurs du réseau
Les différentes techniques de gestion des ressources radio et des interférences abordées dans
la section 2 n’agissent pas toutes au même niveau. Nous nous efforçons dans cette partie
de distinguer les approches adoptées, en soulignant les ressources partagées et les critères
d’évaluation utilisés pour justifier ou orienter les solutions de gestion d’interférences en
terme d’équité.
4.2.1 Découpler la gestion de l’équité et la gestion des interférences.
De nombreuses approches, souvent de bas niveau (ex : CoMP) mais pas seulement,
considèrent que l’équité n’est pas de leur ressort, et qu’une entité intervenant en amont a
déjà réglé la question. Il ne s’agit alors plus que de maximiser l’efficacité spectrale. Dans
ce genre d’approche, s’il y a N ressources et M utilisateurs le problème à traiter est alors
d’affecter les utilisateurs aux ressources de la manière la plus efficace pour le système. Cela
peut signifier dégrader systématiquement les mêmes utilisateurs. Des exemples utilisant
ce type de mécanisme peuvent être trouvés dans [44,45,98,104,105,111]
4.2.2 Gestion statique des ressources : une équité entre cellules.
Lorsque les ressources sont affectées de manière statique, la notion d’équité entre les
utilisateurs n’a pas de sens. C’est donc généralement uniquement un partage équitable des
ressources (bandes spectrales) entre les cellules ou zones qui est abordé. Par exemple, dans
le cas des schémas de coloration classiques (FR-3, FR-4), chaque cellule reçoit une part égale
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de la bande. De même pour les schémas agressifs (FFR, PFR, SFR), chaque zone (CEA, CCA)
reçoit une portion du spectre proportionnelle à la surface couverte. C’est une répartition
équitable du spectre par unité de surface entre les zones, mais pas nécessairement une
répartition équitable des ressources spectrales entre les utilisateurs d’une même cellule et
encore moins entre tous les utilisateurs du réseau. En effet :
1. L’équité entre utilisateurs d’une même cellule sera du ressort de l’ordonnanceur de
la cellule.
2. L’équité entre tous les utilisateurs dépendra aussi de l’ordonnanceur de chaque
cellule, mais aussi de la répartition des utilisateurs entre les cellules, qui n’est pas
contrôlable.
Le contrôle de puissance statique, comme en PFR, vise à améliorer l’équité des conditions
de transmission (par ex. SINR moyen) entre CEA et CCA par une allocation de puissance
en rapport avec les conditions moyennes des zones.
En revanche en SFR, la possibilité de réutilisation des bandes de bordure permet
d’augmenter la flexibilité, et vise donc à offrir de plus grandes possibilités à l’ordonnanceur
de chaque cellule. Dans un certain sens, cela peut être vu comme une augmentation de
l’équité entre les utilisateurs, bien que rien ne soit garanti.
4.2.3 Utilisation de fonctions d’utilité prenant en compte l’équité.
De très nombreux travaux utilisent des fonctions d’utilité. Ces fonctions associent une
valeur à l’allocation d’une ressource à un utilisateur, éventuellement agrémentée d’un
poids propre à chaque utilisateur. Il s’agit ensuite pour le système de trouver l’allocation
des ressources qui maximise la somme des utilités. Cela peut prendre la forme d’un
problème d’optimisation, lorsqu’une entité centrale est en charge de l’allocation, ou encore
une formulation distribuée à la façon de la théorie des jeux, où chaque cellule vise à
maximiser sa part de la fonction objectif du système.
C’est la pratique qui domine dans la littérature ; elle se répartit sur les objectifs d’équité
présentés plus tôt dans cette section, mais aussi sur des adaptations pour répondre à des
besoins plus spécifiques.
— Équité Max-Min (MaxMin) est parfois utilisée, mais plus dans un objectif de
référence de comparaison que comme solution idéale [72–74, 147,148].
— PF est très présente dans la gestion dynamique d’interférences, notamment car
cette fonction d’utilité porte un compromis attrayant entre efficacité spectrale et
équité [87,94, 95,100,103,112–114,147].
— Dans les problèmes d’allocation flexible de bande passante aux cellules, ce sont
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les métriques qui visent à maximiser la satisfaction de la demande qui sont quasi-
systématiquement choisies. Pour cela, il s’agit généralement de minimiser la somme






2 , s.t.xk ≤ dk (3.6)
— Dans des systèmes sous-chargés, certains forcent à satisfaire la demande de chaque
utilisateur (ou éventuellement des contraintes de Qualité de Service (QoS)), puis
de maximiser la capacité du système [71,85] ou d’autres métriques plus spécifiques
comme l’efficacité énergétique [97,102,109].
4.3 Conclusion sur les approches de l’équité dans la gestion des inter-
férences
Dans cette partie nous avons présenté les métriques d’équité les plus répandues dans
les travaux traitant la gestion d’interférences, puis mis en avant les différentes manières de
la mettre en place. Si la question de l’équité n’est pas systématiquement traitée, ou alors
seulement de manière succincte, de très nombreux travaux utilisent les fonctions d’utilité,
leur permettant ainsi de guider les algorithmes d’allocation des ressources vers une
répartition équitable. Parmi elles, la minimisation de l’écart quadratique entre le service
et la demande est la métrique plébiscitée pour l’allocation semi-statique de ressources
fréquentielles, et PF est choisie par un grand nombre de solutions dynamiques de gestion
de ressources radio car elle porte un bon compromis entre équité et efficacité spectrale.
5 Conclusion de l’état de l’art : quelles solutions pour la
voie retour des satellites multifaisceaux ?
Ce chapitre présente une synthèse selon trois axes des techniques de gestion des
ressources spectrales dans un contexte où les interférences deviennent prépondérantes :
les approches générales, les modèles et la gestion de l’équité. De très nombreuses solutions
sont proposées, souvent dans des contextes différents. Il nous revient alors de déterminer
les solutions qui sont applicables à la voie retour d’un système satellitaire.
La coordination statique d’interférences a montré des gains de performance prometteurs
dans les cas cellulaires, mais les schémas agressifs de réutilisation de fréquences ont très
peu été étudiés sur la voie retour ; il convient de les adapter à la nature différente de
l’atténuation angulaire par rapport au pathloss pour étudier leurs performances. D’autre
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part, la nature des interférences sur la voie retour fait que les niveaux d’interférences sont
très variables en fonction des utilisateurs qui sont choisis, réduisant dramatiquement les
performances des techniques statiques et semi-statiques de coordination d’interférences,
qui considèrent des zones très larges et nécessitent des garanties fortes sur les niveaux
d’interférences attendus, comme c’est par exemple le cas dans [?, 88]. Il reste alors à se
tourner vers la coordination dynamique d’interférences si l’on veut atteindre des gains de
performances plus importants, et plus particulièrement vers l’ordonnancement conjoint.
En effet, cette approche permet une gestion des interférences au niveau de chaque
utilisateur et de chaque RB. C’est aussi le parti pris par une grande partie des travaux
les plus récents traitant le problème des interférences sur la voie retour [44,45,63,104].
Cependant, ces travaux présentent chacun des heuristiques spécifiques, ou utilisent des
techniques complémentaires telles que l’annulation d’interférences ou le Mu-MIMO, et la
question de l’équité n’est que très brièvement abordée. Deux questions se posent alors à
nous :
1. Jusqu’où peut on augmenter le débit d’un système satellite multifaisceau grâce à
de la coordination dynamique d’interférences ?
2. Peut-on proposer une gestion équitable des ressources, et quel est le prix de
l’équité ?
Ce sont les questions auxquelles ce manuscrit tente de répondre dans les chapitres à venir.

Chapitre 4
Calcul de la borne supérieure de
l’allocation
1 Introduction
Nous considérons le système décrit dans le chapitre 2, et nous intéressons donc à la
gestion des interférences sur l’uplink de la voie retour de ce système. Dans ce chapitre,
nous allons nous intéresser à l’obtention de bornes supérieures de l’allocation, hors-ligne,
en approchant le problème frontalement. Nous modéliserons et résoudrons le problème de
l’affectation globale et conjointe des ressources aux utilisateurs.
Cette approche correspond à un ordonnancement coordonné, l’approche la plus dy-
namique de gestion des interférences, présentée en section 2.2.5 du chapitre 3. Cette
approche, utilisée à plusieurs reprises dans la littérature [44, 45, 63, 104], se justifie par
deux aspects fondamentaux de la voie retour en satellite :
1. La position des utilisateurs provoquant des interférences a un impact primordial
sur le niveau d’interférence subi dans les faisceaux voisins.
2. L’architecture du satellite facilite la centralisation de l’allocation des ressources.
Cette modélisation prendra la forme d’un problème d’optimisation en nombres entiers,
prenant en compte les interférences sous forme de contraintes de faisabilité, comme
présenté dans la section 3.2 du chapitre 3, et en considérant des débits discrétisés. Il
s’agira donc, de manière plus précise, de l’affectation des blocs de ressources et du ModCod
aux utilisateurs, de manière globale et conjointe.
Deux versions du problème seront envisagées. La première version du problème vise
à maximiser la capacité du système, sans considération d’équité. La résolution de cette
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version conduit au débit maximal du système pour une distribution d’utilisateurs donnée.
On pourra exploiter cette valeur pour comparer l’efficacité d’autres algorithmes d’allocation
des ressources. La seconde version du problème cherche à maximiser l’équité proportionnelle
(PF) du système, ou en d’autres termes, à maximiser la moyenne géométrique des débits.
L’évaluation des performances de chacun de ces problèmes sera effectuée par simulation
et en faisant appel à un solveur commercial (Gurobi [149]) pour résoudre les différents
problèmes d’optimisation. Ces performances seront évaluées pour plusieurs scénarios et
en considérant deux organisations des faisceaux : l’un formant un pavage hexagonal,
l’autre un pavage carré. De plus, nous considérerons un système ambitieux en termes de
réutilisation des fréquences : un schéma à deux sous-bandes où chaque faisceau utilise
toute la bande sur chaque polarisation. Nous comparerons les performances optimales sur
ce schéma à celles du schéma FR-4, plus classique et conservateur.
1.1 Plan du chapitre
Ce chapitre s’organise de la manière suivante : la section 2 détaille la formulation du
problème de maximisation de la capacité du système sur un Time Transmit Interval (TTI),
et présente deux approches de résolution, une exacte mais nécessitant de longs calculs et
une méthode approchée réduisant les symétries du problème afin d’accélérer la résolution.
Ensuite, la section 3 présente l’extension de cette formulation à la maximisation de l’équité
proportionnelle (PF), en prenant cette fois en compte la dimension temporelle. De manière
similaire, deux méthodes de résolution sont proposées et discutées. Enfin, en section 4
nous présenterons les résultats de la résolution numérique des problèmes d’optimisation
précédemment formulés. Ces travaux ont été présentés dans [150,151] pour la section 2 et
dans [152] pour la section 3.
1.2 Récapitulatif des hypothèses systèmes
Les systèmes satellitaires sont très complexes, et avec un très grand nombre de
contraintes, rendant toute étude globale très laborieuse. Afin de placer un cadre fixe
d’étude simple et isolant les problèmes propres à la voie retour et aux interférences, nous
avons choisi de prendre un certain nombre d’hypothèses simplificatrices. Cette section
propose un récapitulatif du système et des hypothèses considérées.
Le système considéré est composé d’un satellite GEO multifaisceau, transparent, utilisant
deux polarisations orthogonales. Il offre un accès à Internet fixe à des utilisateurs fixes, qui
communiquent uniquement avec la gateway (topologie en étoile) virtuelle et centralisée,
en charge de la gestion des ressources. Nous ne considérons que la gestion des ressources
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passant par l’accès sans contention, avec requêtes de ressources via le mécanisme DAMA.
L’ensemble des hypothèses du système considéré sont rassemblées ci-dessous :
1. Gestion des ressources
[H-RRM1] La puissance d’émission des terminaux utilisateurs est fixe et identique
pour tous les utilisateurs et aucun contrôle de puissance n’est effectué. Cette
hypothèse est simplificatrice, mais ne change que les données du problème, pas
son analyse.
[H-RRM2] Les ressources spectrales ne sont composées que d’un seul type de super-
trame MF-TDMA, constituée d’un seul type de BTU et de RB. Cela correspond à
l’étude d’une seule des super-trames du système, à laquelle sont pré-affectés un
ensemble fixe d’utilisateurs, et au cas le plus flexible de la configuration de la
trame (granularité la plus fine).
[H-RRM3] Le choix du ModCod peut être dynamique et variable d’un RB à l’autre.
C’est une possibilité offerte par le standard DVB-RCS2.
[H-RRM4] Pour alléger les notations et l’analyse, nous ne considérons qu’une seule
des deux polarisations, la même analyse et résolution s’appliquant identiquement
à la seconde polarisation.
2. Canal lien user :
[H-UL1] Une transmission est considérée comme réussie si et seulement si son
SINR est supérieur au seuil de SINR pour un Taux d’Erreur Paquet (PER) 1 de
10−5. C’est une hypothèse courante, et reflète assez bien le fait que la pente du
taux d’erreur paquet en fonction du SINR est très forte [153].
[H-UL2] Le canal est considéré comme plat, c’est-à-dire que toutes les porteuses
sont équivalentes. En pratique, l’atténuation dépend du canal (terme d’atténua-
tion en espace libre), mais en bande Ka, la variation maximale d’une porteuse
à l’autre est de l’ordre de 0.015 dB, et l’on considérera le pire cas pour toutes
les porteuses. Par conséquent, ∀c, c�, Gk(i, c) = Gk(i, c�) et µc = µc� , et dans la
suite on n’indiquera plus la porteuse pour ces grandeurs : Gk(i) et µ.
[H-UL3] Les gains sont considérés constants à l’échelle de temps observée. Les
changements du canal sont en effet majoritairement liés aux changements
climatiques, et ont une dynamique très lente (plusieurs minutes) par rapport à
la durée de la période observée (de l’ordre de la seconde).
[H-UL4] Nous supposons de même que les conditions météorologiques sont les
mêmes pour tous les terminaux (atténuation atmosphérique identique), peu
1. Attention, il ne s’agit pas ici de paquet au sens réseau, mais du point de vue couche physique, du
bloc de ressource.
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importe le faisceau. En réalité, il s’agit ici aussi d’une hypothèse simplificatrice
n’ayant d’impact que sur les données.
[H-UL5] Les interférences faibles (canal adjacent, cross-polarisation, autres sys-
tèmes) sont considérées comme un bruit de densité spectrale de puissance
constante.
3. Gestion des demandes :
[H-D1] Nous nous intéressons ici seulement à l’affectation des ressources, et pas à
la gestion des demandes. On supposera donc qu’une entité en amont gère les
demandes (on l’appellera gestionnaire DAMA). Nous ne considérerons donc que
les utilisateurs “actifs”, c’est-à-dire ceux auxquels le gestionnaire DAMA accepte
d’allouer des ressources. De plus, nous supposerons qu’aucune arrivée/départ
n’a lieu durant la période considérée, et la demande des utilisateurs largement
supérieure à ce qu’il est possible de leur allouer sur la période considérée. C’est
une hypothèse courante dans la littérature (ex. [140]).
4. Autres portions du système :
[H-SYS1] Les terminaux considérés sont destinés à un usage par des particuliers,
donc assez simples et peu coûteux, et nous supposons qu’ils ne disposent que
d’une seule chaîne de transmission.
[H-SYS2] Pas d’interférences sur le lien feeder . C’est une hypothèse raisonnable
puisque les antennes sur ces faisceaux sont très directives et les gateways
éloignées les unes des autres.
[H-SYS3] Nous supposons le bilan de liaison sur le lien feeder constant et identique
pour tous les faisceaux feeder. C’est une des hypothèses simplificatrices fortes
du système considéré : pour avoir un système plus réaliste, il faudrait prendre
en compte le bilan de liaison complet lien user et lien feeder . Cependant, le
routage des faisceaux à bord et la gestion des ressources sur le lien feeder
sont des sujets de recherche actifs [154,155] et méritent une étude beaucoup
plus approfondie. Cela dit, la gestion des ressources du lien feeder et celle des
ressources du lien user se font à des échelles de temps différentes, et considérer
que les ressources du lien feeder ne changent pas sur l’intervalle de temps
considéré l’allocation de ressources du lien user est une hypothèse tout à fait
raisonnable.
[H-SYS4] Le réseau de cœur est supposé non-limitant, que ce soit en termes de
débit ou de délai. Cela revient à disposer d’un réseau de cœur dédié, ce qui est
parfaitement envisageable.
[H-SYS5] Charge utile idéale (routage des faisceaux, bande passante uplink =
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Symbole Description
NB / NU / NC Nombre de faisceaux
1/ d’utilisateurs1/ de porteuses1
k / i ou j / c Indice de faisceau / d’utilisateur / de porteuse
U / Uk Ensemble des utilisateurs du système / du faisceau k
t / Ntti Indice de l’instant de transmission (TTI) / Nombre de TTIs
m / M Indice de ModCod / Ensemble des ModCods
rm Débit du ModCod m
ri Débit moyen de l’utilisateur i
rt,i Débit alloué à l’utilisateur i à l’instant t
γm SINR seuil du ModCod m pour un PER de 10
−5
Pi Puissance d’émission de l’utilisateur i
Gk(i) Gain pour l’utilisateur i en réception sur l’antenne du faisceau k
µ Terme constant (Bruit + interférences de second ordre)
BW Largeur de bande d’une porteuse
Ic Ensemble des utilisateurs utilisant la porteuse c (à un instant donné)
xkcim Variable d’affectation
Sc Ensemble d’utilisateurs affectés sur la porteuse c.
θ / θt Vecteur des débits moyens asymptotiques / à l’instant t
θi / θt,i Débit moyen de l’utilisateur i asymptotique / à l’instant t
1 Pour la polarisation considérée uniquement
Table 4.1 Notations utilisées dans ce manuscrit.
bande passante downlink, puissance totale suffisante). Hypothèse dépendant
fortement du matériel utilisé et des compromis effectués par l’équipementier.
2 Problème de maximisation du débit du système
Dans un premier temps, nous allons nous intéresser au problème de maximisation du
débit du système (aussi appelé capacité du système), sans prendre en compte l’équité entre
les utilisateurs. Les solutions fournies par cette formulation ne sont donc probablement
pas souhaitables en pratique, ou en tout cas pas sans un autre mécanisme d’équité (par
exemple effectué par le gestionnaire DAMA). Dans ce cadre précis, il est important de
remarquer que la dimension temporelle n’a aucun impact : étant donné que les demandes
sont infinies, et qu’aucune contrainte n’empêche d’affecter systématiquement les ressources
aux mêmes utilisateurs, trouver la combinaison d’utilisateurs qui maximise le débit du
système sur un TTI donne directement la capacité du système. Le problème se ramène
donc à la maximisation de la capacité sur un TTI.
Dans cette section, donc, nous ne considérerons pas d’aspect temporel. Si les ressources
d’un TTI sont insuffisantes pour servir tous les utilisateurs, certains utilisateurs ne seront
jamais servis.
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2.1 Formulation du problème
Le problème que nous cherchons à modéliser est l’affectation des RBs et d’un ModCod
aux utilisateurs. Cette affectation peut être vue comme une décision binaire : on associe
le RB (t, c) du faisceau k à un utilisateur i pour qu’il transmette sur ce RB avec le ModCod
m ou pas. Cette décision sera représentée par la variable binaire xkcim ∈ {0, 1}
2.
Nous allons formuler le problème comme un problème linéaire en nombres entiers





s.t. Ax ≤ b (4.1b)
x ∈ {0, 1}N (4.1c)
où A et b sont des matrices représentant les contraintes, f une fonction linéaire, x un
vecteur de variables binaires de dimension N . Cela revient à formuler chaque contrainte p
du problème individuellement sous une forme linéaire :
�N
n=1 anpxn ≤ bp, où les anp sont
les coefficients de la matrice de contraintes A.
2.1.1 Expression des contraintes structurelles
De par la définition des variables xkcim, il est nécessaire d’ajouter deux contraintes,
régissant l’affectation du RB (t, c) du faisceau k :
1. Pour un utilisateur donné, il n’est possible d’avoir qu’un seul ModCod sélectionné.
Soit, avec les notations du tableau 4.1 :
∀c, ∀k, ∀i ∈ Uk,
�
m
xkcim ≤ 1 (4.2)
Cette formulation de la contrainte n’est valable que parce que nous travaillons ici
uniquement avec des variables binaires.






xkcim ≤ 1 (4.3)
2. Le temps n’est pas indiqué ici car nous ne considérons qu’un seul TTI, et cela alourdirait des
notations déjà assez chargées.
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Il est possible de remarquer que cette dernière contrainte contient la précédente,
aussi nous ne considérerons que celle-là dans la suite.
À cela se rajoute une série de contraintes provenant du système étudié. Tout d’abord,
les terminaux sont affectés de manière statique à un faisceau, et n’ont donc accès qu’aux
ressources de ce faisceau. Par conséquent, les variables d’affectation des RBs d’un faisceau
doivent être nulles pour les utilisateurs n’appartenant pas au faisceau :
∀c, ∀k, ∀i /∈ Uk, ∀m, x
kc
im = 0 (4.4)
En pratique, pour éviter de définir des variable inutilisées, nous ne définirons les variables
xkcim que pour les cas où l’utilisateur i appartient au faisceau k.
Ensuite, notre hypothèse [H-SYS1] indique que les terminaux ne disposent que d’une
seule chaîne de transmission. Cela signifie qu’ils ne peuvent émettre que sur une seule
porteuse à la fois. Ainsi :





xkcim ≤ 1 (4.5)
Toutes ces contraintes sont naturellement linéaires et ne posent donc aucun problème.
2.1.2 Expression et linéarisation des contraintes d’interférence
Enfin, l’hypothèse [H-UL1] de ce chapitre impose que pour qu’une transmission soit
réussie, le SINR du RB doit être supérieur au seuil du ModCod. Cela se traduit par :
∀c, ∀k, ∀i ∈ Uk, ∀m, x
kc
im = 1 ⇒ SINR
k
i (c) ≥ γm (4.6)
En intégrant la définition du SINR donnée en équation 2.4 (plus l’hypothèse [H-UL2] qui
indique que les gains ne dépendent pas du canal), nous obtenons :
∀c, ∀k, ∀i ∈ Uk, ∀m, x
kc








Dans cette équation, il reste à identifier plus formellement les utilisateurs j ∈ Ic utilisant
simultanément la même porteuse c. Pour cela, il faut remarquer qu’il n’y a qu’un utilisateur
par faisceau qui engendre de l’interférence (comme déjà précisé par l’équation 4.3), et que
par conséquent, si j∗ est l’utilisateur choisi par le faisceau k� pour transmettre avec le
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ModCod m∗ sur la même porteuse (xk
�c










tous les autres xk
�c
jm� étant nuls. Nous obtenons donc, en intégrant cette égalité dans
l’équation 4.7 et en linéarisant le SINR :
∀c, ∀k, ∀i ∈ Uk, ∀m, x
kc












En l’état, cette contrainte n’est pas linéaire puisqu’elle contient une implication, mais
il est possible d’utiliser une astuce de modélisation classique qui consiste à définir un
entier B suffisamment grand et à reformuler la contrainte comme suit :













im − 1)B (4.10)
De cette manière, lorsque xkcim = 1, (x
kc
im − 1)B = 0 et cette contrainte est effectivement
équivalente à l’équation 4.9, et lorsqu’au contraire xkcim = 0, la contrainte est vérifiée, peu
importe la valeur des xk
�c
jm� .
2.1.3 Expression de la fonction objectif : maximisation de la capacité
L’objectif du problème que nous formulons ici est de maximiser le débit du système,








où x représente le vecteur des variables xkcim.
2.1.4 Problème complet
Le problème de l’affectation des RBs et ModCods aux utilisateurs, que nous nommerons
tso-capa, se pose donc sous la forme :















xkcim ≤ 1 (4.12b)





xkcim ≤ 1 (4.12c)













im − 1)B (4.12d)
∀c, ∀k, ∀i ∈ U , ∀m
�
xkcim ∈ {0, 1} si i ∈ Uk
xkcim = 0 sinon
(4.12e)
Notons qu’il est aussi possible, pour réduire le nombre de contraintes de regrouper toutes
les contraintes 4.12d d’un RB pour un faisceau en une seule (notamment grâce à la présence

















xkcim − 1)B (4.13)
Remarque 7. Commentaires sur la discrétisation des débits. Dans notre
formulation, nous avons fait le choix d’utiliser une définition discrétisée du débit, ou
les seules valeurs possibles sont les débits des ModCods. C’est un choix réfléchi qui
est loin de faire l’unanimité dans la littérature, en particulier dans le contexte du
satellite.
De nombreux travaux utilisent une définition continue du débit correspondant à
la capacité de Shannon : ri = BW log2(1 + SINRi). C’est d’ailleurs le cas des autres
travaux traitant la voie retour [44, 45, 63, 104]. Cette définition du débit a l’avantage
d’être indépendante du standard, et réduit le nombre de variables. En revanche, elle
rend le problème non linéaire (donc plus complexe), et encourage une affectation des
RBs qui vise à augmenter le SINR des utilisateurs, même si le gain de SINR ne permet
pas l’utilisation d’un ModCod plus efficace.
L’utilisation d’un débit discrétisé permet au contraire de ne donner une utilité plus
forte qu’aux affectations permettant l’utilisation d’un meilleur ModCod. Cette pratique,
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Figure 4.1 Structure de la matrice de contraintes du problème tso-capa. Les coefficients
non nuls sont représentés par un rectangle bleu, et les coefficients correspondant aux
variables xkcim nécessairement nulles ne sont pas représentés.
qui pour cette thèse est inspirée de López-Peréz et al. [107], est plus populaire dans
la littérature cellulaire terrestre [99,100,124].
D’autres méthodes de modélisation du débit ont aussi été proposées (discrétisation
incrémentale [30], fonction linéaire par morceaux [157], ou encore utilisation d’une
fonction de débit continue non linéaire) pour différents besoins, mais ne s’adaptent
pas bien à notre cas, ou bien conduisent à des résultats équivalents.
2.2 Réduction des symétries du problème
Le problème défini précédemment est un problème linéaire à variables binaires, ce qui
est un des cas les plus favorables de l’optimisation combinatoire. Cependant, la résolution
de problèmes de cette classe reste assez longue en pratique. Dans cette sous-section, nous
allons d’abord analyser la structure du problème, afin d’en exploiter les symétries pour
définir une méthode de résolution approchée plus efficace.
2.2.1 Analyse de la structure du problème
Le problème tso-capa est composé de Nvar(tso) = NMCSNCNU variables binaires
non-nulles, engendrant un espace de solution de taille 2Nvar(tso), et Ncstr(tso) = NCNB+
NU + 2×NCNUNMCS contraintes linéaires 3, ce qui est assez important surtout au vu
de la taille du problème (allant jusqu’à une centaine de faisceaux, potentiellement des
centaines d’utilisateurs par faisceau, quelques dizaines de porteuses et de ModCod).
3. Ncstr(tso) = 2×NCNB +NU +NCNUNMCS en utilisant les contraintes 4.13.
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La matrice des contraintes (la matrice A dans la forme générale en équation 4.1) a
une structure un peu particulière, illustrée sur la figure 4.1, avec des blocs linéairement
indépendants de contraintes propres aux porteuses, et des contraintes liant les porteuses
(les contraintes 4.12c). Sans ces dernières contraintes, le problème pourrait se décomposer
en NC sous-problèmes indépendants pouvant donc être résolus indépendamment, ce qui
réduirait grandement la complexité du problème. De plus, cette formulation a une symétrie
structurelle par rapport aux porteuses : ce qui a un impact sur la valeur de l’objectif c’est
l’ensemble des utilisateurs qui interfèrent en utilisant le même RB, et pas le RB auquel cet
ensemble d’utilisateurs est affecté. Les porteuses sont donc permutables sans modification
de la valeur de l’objectif, ce qui signifie que l’espace de recherche est NC ! fois plus grand
que nécessaire.
Cela étant dit, comme nous ne cherchons ici qu’à obtenir une borne supérieure de la
capacité, la méthode et les performances temporelles de la résolution du problème ne sont
pas primordiales et l’on peut se contenter de fournir le problème à un solveur générique,
comme Gurobi. Cependant, en pratique les temps de résolution sont très importants et
il devient très rapidement impossible de résoudre le problème global tso-capa en un
temps raisonnable, justifiant d’essayer de réduire les symétries du problèmes.
2.2.2 Décomposition du problème pour une résolution approchée
Pour pallier la difficulté de la grande taille du problème et de son grand nombre
de symétries, nous avons proposé une méthode de résolution approchée 4, conjecturant
que la perte d’optimalité serait faible. Cette méthode consiste à traiter le problème non
pas globalement sur toutes les porteuses conjointement, mais en résolvant le problème
d’affectation porteuse par porteuse, en s’assurant que la contrainte 4.12c (qui limite un
utilisateur à l’utilisation d’une seule porteuse par TTI) est respectée. Pour cela, nous
résolvons le problème, appelé rbo-capa, d’affectation de chaque porteuse séparément
et séquentiellement et en ne considérant que les utilisateurs qui n’ont pas encore reçu
d’affectation sur les porteuses précédentes, comme illustré en figure 4.2.
Le problème résolu à chaque étape est une version simplifiée mais très proche du
problème global :
4. Une approche exacte a aussi été envisagée, avec l’utilisation de génération de colonnes, mais
abandonnée car très complexe à mettre en place.
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Figure 4.2 Traitement global ou séquentiel.














xkcim ≤ 1 (4.14b)















im − 1)B (4.14c)
∀k, ∀i ∈ U∗, ∀m
�
xkcim ∈ {0, 1} si i ∈ Uk
∗
xkcim = 0 sinon
(4.14d)
où Uk∗ (resp. U∗) est l’ensemble Uk (resp. U) privé des utilisateurs ayant déjà reçu une
affectation sur les porteuses précédentes.
Ce nouveau sous-problème, rbo-capa comporte Nvar(rbo-capa) = NUNMCS
variables (NC fois moins que précédemment), et Ncstr(rbo-capa) = NB +2×NUNMCS
contraintes.
3 Recherche de l’allocation PF maximale
Dans la section précédente, nous nous sommes intéressés à la recherche du débit
maximal atteignable par le système considéré. Ce débit maximal est simplement une
borne supérieure de l’allocation, mais ne propose pas une solution souhaitable pour le
système, c’est-à-dire une solution qui soit équitable entre les utilisateurs.
Au vu de la section 4 du chapitre 3, notre choix de métrique d’équité s’est porté
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sur l’équité proportionnelle (PF), qui représente un bon compromis entre équité pure et
augmentation du débit total du système. Maximiser cette métrique d’équité est équivalent
à maximiser la moyenne géométrique des débits moyens [139], ou encore à maximiser la
somme des logarithmes des débits moyens.
En pratique, le problème de la définition de l’intervalle de temps considéré se pose :
cherche-t-on à maximiser la métrique PF sur une trame, deux trames, plus ou alors de
manière asymptotique ? En effet, la maximisation sur une durée donnée est fondamenta-
lement différente de la maximisation asymptotique : dans le premier cas cela revient à
considérer un problème fini, et dans l’autre il s’agit d’un problème sur un intervalle infini
seulement abordable avec une approche de proche en proche.
C’est généralement la seconde option qui est choisie dans la littérature et qui a
également été préférée ici. Dans le monde cellulaire terrestre cela se justifie d’autant plus
que les gains des utilisateurs sont variables dans le temps [100,114,140,146], ce qui permet
de faire de l’ordonnancement opportuniste (on affecte les ressources aux utilisateurs
ayant les meilleures conditions de transmission), mais cette option a aussi été choisie en
satellite [158,159]. Nous allons nous efforcer d’en détailler ici le raisonnement :
L’objectif final est la maximisation de la fonction d’utilité du système, définie comme






log (θi + δi) (4.15)
où δi > 0 est un réel positif aussi petit que l’on veut, qui permet d’éviter les divisions
par zéro à l’initialisation, sans affecter aucunement le raisonnement, comme proposé
dans [140]. À un instant t, avec la seule connaissance de l’état présent du canal et du débit
moyen des utilisateurs à l’instant t, on ne peut que chercher à maximiser l’augmentation















Or, il est possible d’exprimer le débit moyen par récurrence :
θt+1,i = θt,i +
1
t+ 1
(rt+1,i − θt,i) (4.17)
où rt+1,i est le débit alloué à l’instant t+1 à l’utilisateur i (i.e. le débit du ModCod retenu
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sur un des RB du TTI concerné si l’utilisateur est choisi, et 0 sinon). En remplaçant θt+1,i
























t+1 tend très rapidement vers 0 et
rt+1,i+θt,i
θt,i+δi
est borné dans �0,maxm(rm)�, et pour









Maximiser cette expression à l’instant t + 1 est équivalent, en retirant les facteurs et






Nous obtenons finalement une nouvelle fonction objectif, linéaire en fonction des rt+1,i,
qu’il va être possible d’intégrer avec les contraintes du système pour formuler le problème
de l’allocation optimale, avec la métrique PF.
3.1 Formulation du problème global
En revenant au formalisme de la partie précédente, rt+1,i est le débit alloué à l’utilisa-





où xkcim(t+ 1) est la variable d’affectation du RB (t+ 1, c), que pour alléger les notations
nous noterons xkcim, le TTI concerné étant supposé connu. Le problème de recherche de
l’allocation PF-optimale revient donc à résoudre le problème suivant 5 :
5. On peut remarquer l’absence du facteur t+ 1 de l’équation 4.21 dans l’objectif du problème, qui
est un facteur constant, donc non essentiel à la définition du problème.
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Sous les contraintes 4.12b, 4.12c, 4.12d et 4.12e.
(mêmes contraintes que tso-capa)
On peut remarquer que pour un instant t donné, ce problème est une version pondérée
du problème tso-capa défini précédemment. Et de la même manière que nous avons
défini rbo-capa en proposant une décomposition par porteuse, nous définissons rbo-
pf comme la décomposition de tso-pf par porteuse. Plus formellement, pour chaque
porteuse c, on définit le problème suivant :











Sous les contraintes 4.14b, 4.14c et 4.14d.
(mêmes contraintes que rbo-capa)
4 Résultats
4.1 Environnement d’évaluation de performances
Pour les besoins de cette thèse nous avons créé un programme nous permettant de
modéliser simplement les systèmes considérés sous différents schémas de réutilisation de
fréquences, et avec toute une variété de techniques de gestion des ressources. Disposer
d’une grande liberté dans la définition du scénario (placement et organisation des faisceaux,
placement des utilisateurs, choix d’un schéma de coloration, définition de schémas de
coloration non standards, polarisation, approches globales ou de proche en proche de
la gestion des ressources, interfaçage avec des solveurs divers) a été notre principale
contrainte dans le choix d’un environnement de test. Parmi les des simulateurs actuellement
disponibles pour des systèmes satellite, seul SNS3 [160] contient une implantation du
DVB-RCS2 et permet de gestion de l’allocation au niveau du bloc de ressource, mais ne
permet pas de modifier le plan d’allocation des fréquences, ni de faire de l’allocation de
ressources prenant en compte les interférences.
Pour ces raisons nous avons choisi de développer notre propre simulateur, ce qui
nous a donné une grande liberté dans la définition des scénarios. Cet environnement de
simulation est programmé en python, de manière modulaire pour permettre de changer
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chaque partie du gestionnaire de ressources radio (par exemple schéma de coloration,
algorithme d’ordonnancement, granularité de l’allocation de ressources ou degré de
coordination) très facilement. C’est avec ce simulateur que nous avons effectués tous les
tests décrits dans ce manuscrit.
4.2 Récapitulatif des problèmes définis
Dans les deux sections précédentes, nous avons défini quatre problèmes d’optimisation :
— tso-capa : Recherche du débit maximum du système sur un TTI, c’est-à-dire la
meilleure combinaison d’utilisateurs.
— rbo-capa : Version approchée de tso-capa, avec un traitement séquentiel par
porteuse.
— tso-pf : Recherche de l’allocation PF-optimale, sur une durée indéterminée.
— rbo-pf : Version approchée de tso-pf, avec un traitement séquentiel par por-
teuse.
Ce sont tous des problèmes en nombres entiers, linéaires qui se résolvent aisément à l’aide
de solveurs génériques, comme CPLEX ou Gurobi. C’est sur ce dernier que s’est porté notre
choix car il est reconnu comme très performant pour cette classe de problème, et qu’il
offre une interface en python facilitant son intégration dans notre simulateur.
Dans cette section nous allons comparer les performances des solutions des différents
problèmes définis précédemment. Pour cela, nous allons constituer un scénario simple
pour les deux arrangements de faisceaux que nous étudions dans cette thèse (pavage
carré et hexagonal). Afin de simplifier la présentation, l’analyse et la compréhension des
résultats, nous allons nous concentrer dans un premier temps sur le pavage hexagonal et
les résultats obtenus pour ce scénario. Puis dans un second temps nous verrons ceux pour
le pavage carré, en mettant l’accent sur les différences avec le pavage hexagonal.
4.3 Résultats pour un pavage hexagonal des faisceaux
4.3.1 Définition du scénario
Nous considérons le scénario représenté en figure 4.3, avec un nombre d’utilisateurs
par faisceau variable. Ces derniers sont placés aléatoirement, de manière uniforme et avec
une répartition égale entre les faisceaux (échantillonnage avec rejets pour placer le même
nombre d’utilisateurs par faisceau). Les données indiquées dans le tableau 4.2 sont celles
utilisées pour modéliser le système et les caractéristiques du canal.
Tout ce que nous avons présenté dans cette partie n’est pas du tout spécifique à
un schéma de réutilisation des fréquences précis, et il est ainsi possible de définir les
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Exemple de répartition des utilisateurs Pré-coloration FR-4 Pré-coloration FR-2
Figure 4.3 Scénario et pré-colorations considérés pour le pavage hexagonal (une seule
polarisation).
mêmes problèmes d’optimisation pour n’importe quel schéma de coloration, qu’on dira de
pré-coloration, puisque l’affectation réelle des porteuses n’est faite qu’après la résolution
du problème d’optimisation. Nous ferons donc référence au schéma de pré-coloration
utilisé en ajoutant le nombre de couleurs à la fin du nom du problème (ex : tso-capa-4
pour un schéma 4 couleurs, et tso-capa-2 pour celui à deux couleurs qui nous intéresse
principalement ici). Considérer ces deux schémas de pré-coloration nous permettra de
calculer les gains par rapport à un schéma plus conservateur (FR-4) que l’on peut espérer
obtenir en utilisant un schéma plus agressif (FR-2) et un ordonnancement conjoint optimal.
Bilan de liaison
Ouverture faisceau θ3dB 0.27 deg Gain max satellite 50.5 dBi
Puissance terminal 1 W Gain max terminal 20.9 dBi
Fréquence fc Ka (29.5 GHz) Taille de porteuse 10 MHz
Roll-off 0.2 Taille BTU 1616 symboles
µ -134 dB
Paramètres du scénario
NU (k) variable : 4 → 16 NC 8 (par polarisation)
NB 11 (1 polar.) Ntti 50 (-pf uniquement)
ModCod considérés 13, 17, 19, 20, 22 (cf. tableau 2.1)
Paramètres d’optimisation
B 100 Tolérance d’optimalité 0.05
Matériel Intel Core i7-4790 (3.60 GHz), 16 GB RAM
Table 4.2 Données utilisées pour les tests
4.3.2 Gains par rapport au schéma FR-4
La résolution des problèmes formulés dans la section précédente nous donne une
affectation des RBs et ModCods aux utilisateurs, ce qui nous permet de calculer le débit
total du système, et les débits moyens des utilisateurs. Ces résultats sont représentés pour
76 Chapitre 4: Calcul de la borne supérieure de l’allocation
4 6 8 10 12 14 16

































(a) Débit total du système.
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(b) Moyenne géométrique des débits.
Figure 4.4 Résultats en débit total du système et moyenne géométrique des débits
utilisateurs pour le pavage hexagonal, avec un nombre variable d’utilisateurs et un nombre
de porteuses constant. Les intervalles de confiance à 95% sont également représentés pour
chaque point.
toutes les formulations et pour les deux pré-colorations sur la figure 4.4a pour le débit du
système, et sur la figure 4.4b pour la moyenne géométrique des débits des utilisateurs.
De nombreuses informations sont données sur ces deux figures, et nous allons commen-
cer par ne regarder que les résolutions exactes (tso-pf et tso-capa), afin de quantifier
les gains que l’on peut obtenir en augmentant le taux de réutilisation de fréquences. Le
premier constat est que les gains varient du simple au double en fonction du nombre
d’utilisateurs dans le système.
— Pour NU (k) ≤ NC c’est attendu puisque le nombre de ressources est supérieur au
nombre d’utilisateurs, et le schéma FR-2 permet d’utiliser toutes les ressources,
contrairement au FR-4 qui ne peut plus allouer de ressources supplémentaires.
— Pour NU (k) > NC , cette croissance du débit total du système s’explique par le
fait que la diversité spatiale augmente, laissant plus de possibilités de “bonnes”
combinaisons d’utilisateurs. Ce gain de diversité spatiale est particulièrement fort
pour le débit maximal du système obtenu par la résolution de tso-capa, et un
peu moins marqué pour tso-pf qui doit servir tous les utilisateurs, et ne peut
donc pas éviter des combinaisons d’utilisateurs moins efficaces. S’il est normal que
la tendance soit inversée pour le débit moyen (figure 4.4b) qui diminue quand le
nombre d’utilisateurs augmente, on retrouve le même phénomène dans le fait que
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la diminution du débit moyen est de moins en moins forte.
La comparaison avec le schéma FR-4 montre que les gains offerts par un schéma FR-2
sont considérables, avec jusqu’à 80% de gain de débit maximal pour tso-capa et un
débit total du système qui peut atteindre jusqu’à +66% tout en restant équitable (au
sens PF) dans l’allocation des ressources. Les gains en débit par utilisateur (moyenne
géométrique) suivent sensiblement les mêmes tendances, ce qui semble indiquer que ces
gains profitent à tous les utilisateurs.
4.3.3 Perte d’optimalité et passage à l’échelle
En plus des remarques précédentes, nous observons sur les courbes de la figure 4.4 que
les méthodes de résolution approchées (rbo-capa et rbo-pf) donnent des résultats
sensiblement équivalents. La perte d’optimalité est faible pour les deux formulations sauf
pour des valeurs de NU (k) < NC où la résolution par porteuse est trop gloutonne. En
effet, cette méthode de résolution va chercher à maximiser l’utilité sur chaque porteuse,
sans prendre en compte le fait qu’il y a plus de ressources que d’utilisateurs, et qu’il est
donc plus intéressant dans ces cas de répartir les utilisateurs sur les différentes porteuses.
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(a) Temps de résolution en fonction du nombre
de porteuses (NC/NU (k) = 1).
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(b) Temps de résolution en fonction du nombre
de faisceaux (NC = 12, NU (k) = 20).
Figure 4.5 Passage à l’échelle des formulations, pour le pavage hexagonal.
En dehors de ces cas-là, la perte d’optimalité est faible (généralement inférieure à 2%).
La contrepartie de cette perte d’optimalité est la réduction du temps de résolution. En
effet, grâce à la décomposition du problème en NC sous-problèmes de plus petite taille,
les gains en temps de résolution sont considérables, permettant de traiter des problèmes
nettement plus gros, et donc plus proches de la réalité.
Afin de mettre en évidence ces gains, nous avons représenté sur les figures 4.5a et 4.5b
le temps moyen de résolution en fonction de la taille du problème. Pour cela deux axes
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d’augmentation de la taille du problèmes ont été considérés. D’abord en faisant uniquement
varier le nombre de porteuses et d’utilisateurs, en gardant un rapport NU (k)/NC constant
et égal à 1. Garder le rapport nombre d’utilisateurs sur nombre de porteuses constant
permet de garder un problème qui ne devienne pas trivial passé un certain moment. Le
second cas considéré consiste à faire varier le nombre de faisceaux, en gardant un nombre
constant de ressources et d’utilisateurs par faisceau. Dans les deux cas nous pouvons voir
que les formulations par porteuse sont résolues beaucoup plus rapidement, et passent
beaucoup mieux à l’échelle. Cependant, la tendance dans les deux cas semble indiquer que
le temps de résolution croît toujours de manière exponentielle avec la taille du problème.
4.4 Résultats pour un pavage carré
Exemple de répartition des utilisateurs Pré-coloration FR-4 Pré-coloration FR-2
Figure 4.6 Scénario, et pré-colorations considérés pour le pavage carré (une seule
polarisation).
Les mêmes simulations ont été effectuées pour un pavage carré. Les résultats, pour
cette autre disposition des faisceaux qui vise à mieux isoler les interférences dans le cas
d’un schéma de réutilisation de fréquences agressif (de type FFR ou FR-2), sont représentés
sur les figures 4.7a et 4.7b, pour un scénario contenant légèrement moins de faisceaux,
comme illustré sur la figure 4.6.
On y voit que les résultats sont sensiblement les mêmes, mais avec une ampleur parfois
différente. Par exemple, les gains maximaux par rapport au schéma FR-4 sont plus élevés,
jusqu’à +96% en débit maximal, et +90% avec une allocation PF-optimale. Cela confirme
l’idée que le pavage carré offre une meilleure isolation d’interférences pour un schéma
FR-2, facilitant l’obtention des gains des schémas de réutilisation de fréquences agressifs
comme le FR-2.
Pour autant, même si les chiffres semblent meilleurs pour le cas du pavage carré, il
est difficile à ce stade de faire une comparaison directe entre les deux organisations de
faisceaux, et ce pour plusieurs raisons :
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(a) Débit total du système.
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(b) Moyenne géométrique des débits.
Figure 4.7 Résultats pour le pavage carré.
— Tout d’abord, les deux scénarios considérés n’ont pas le même nombre de faisceaux
(à cause de la topologie choisie, où l’on prend les deux couronnes de faisceaux), et
donc les interférences cumulées sont différentes.
— Il ne s’agit pas de la couverture d’une même zone, les utilisateurs sont répartis
dans les faisceaux et non sur une surface donnée, ce qui peut donner un autre
facteur de confusion.
— Il faudrait intégrer dans la comparaison l’efficacité de couverture des dispositions
de faisceaux : à taille de faisceau égale, il faut plus de faisceaux suivant un pavage
carré qu’il n’en faut avec un pavage hexagonal.
4.4.1 Remarque : formulation exacte moins performante que la formulation
approchée
La figure 4.7a présente un résultat particulièrement surprenant au premier abord :
les performances en débit de rbo-capa-2 dépassent celles de tso-capa-2 qui sont
théoriquement les performances optimales selon cette métrique. On retrouve le même
constat en figure 4.7b pour rbo-pf-2 et tso-pf-2.
Une explication à ce résultat paradoxal vient des paramètres de tolérance d’optimalité
donnés au solveur. En effet, une valeur élevée a été donnée (5%), ce qui signifie que la
résolution s’arrête lorsque la meilleure solution faisable (incumbent solution) que le solveur
ait trouvée a une valeur d’objectif à moins de 5% de la plus petite borne inférieure de
l’optimal (best bound) obtenue par le solveur (le solveur alterne des périodes de recherche
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de meilleures solutions et des périodes de recherche de preuve d’optimalité). Ainsi, la
solution renvoyée a une valeur vret comprise dans [.95× vbnd, vbnd], et l’on sait seulement
que la valeur de la solution optimale est comprise dans l’intervalle [vret, vbnd].
Pour en revenir à notre cas, la résolution des sous-problèmes de rbo-capa est
beaucoup plus rapide, et l’écart entre vret et vbnd est régulièrement inférieur à 5%, tandis
que pour tso-capa, la résolution est beaucoup plus laborieuse, en particulier pour les
derniers pourcents. Par conséquent l’écart entre vret et vbnd pour les formulations exactes
sont quasi-systématiquement à 5%.
En conclusion, la grande tolérance de sous-optimalité choisie pour accélérer la résolution
du problème peut expliquer la supériorité des solutions des formulations approchées rbo-
capa et rbo-pf sur leurs équivalents en formulation exacte dans certains cas.
5 Conclusions du chapitre
Dans ce chapitre, nous nous sommes intéressés au calcul du débit maximal d’un
système, et aux performances d’une allocation PF-optimale des ressources. Pour le premier
il s’agissait de trouver la combinaison optimale d’utilisateurs, ce qui nous donne la borne
supérieure du débit pour un scénario donné. Cette borne pourra ensuite être utilisée
comme base de comparaison pour l’efficacité des futures propositions, que ce soit pour
des schémas de coloration statiques, ou pour des mécanismes coordonnés de gestion des
interférences. Pour le second, il s’agissait de trouver les Ntti combinaisons d’utilisateurs
qui maximisent de proche en proche l’équité proportionnelle, ou de manière équivalente
la moyenne géométrique des débit des utilisateurs. Comme pour le débit maximal, cette
approche nous fournit une borne supérieure de l’allocation PF, c’est-à-dire une allocation
favorisant un compromis entre équité et efficacité.
Nous avons formulé les deux problèmes sous la forme de problèmes d’optimisation
linéaire en nombres entiers, et avons avancé deux approches de résolution hors-ligne :
une première qui résout directement le problème global et une seconde, approchée,
qui décompose le problème par porteuse. Nous avons ensuite analysé les résultats des
simulations mettant en place ces deux méthodes de résolution sur des scénarios de petite
taille, pour les deux arrangements de faisceaux considérés dans cette thèse (pavages
carré et hexagonal). Les résultats sur ces scénarios annoncent des performances très
prometteuses. En effet, par rapport à un schéma 4 couleurs optimisé de la même manière,
il existe un ordonnancement PF-optimal offrant un débit total (respectivement débit
moyen en moyenne géométrique) de 80% (resp. 60%) supérieur pour un pavage hexagonal
et de plus de 95% (resp. 87%) supérieur pour un pavage carré. De plus, les résultats
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sur ces problèmes semblent encourager la décomposition du problème par porteuse, qui
présente une faible perte d’optimalité dès lors que le nombre d’utilisateurs est plus grand
que le nombre de porteuses, contrebalancée par des temps de résolution beaucoup plus
courts.
Les solutions présentées dans cette section permettent de quantifier des bornes supé-
rieures pour un système donné. Dans la pratique, une allocation efficace des ressources
visera donc à atteindre ces performances, mais avec un temps de calcul réduit afin
d’être exploitable en temps réel. Plusieurs pistes sont explorées dans la suite dans cette
perspective, soit en réduisant le nombre de faisceaux pris en compte dans les calculs
d’interférences, soit en jouant sur la nature de la coordination.

Chapitre 5
Importance de la coordination
1 Introduction
Nous avons jusqu’ici supposé qu’il était nécessaire de coordonner les interférences
afin d’utiliser un schéma à deux sous-bandes (deux couleurs). Les résultats du chapitre
précédent semblent indiquer qu’il existe en effet de très bonnes solutions que l’on peut
obtenir par un ordonnancement conjoint, mais ne justifient pas sa nécessité. Ainsi, il
semble raisonnable de se demander s’il n’est pas possible d’obtenir des performances
similaires avec des mécanismes de gestion des interférences plus légers.
Ce chapitre se propose d’étudier cette question sous plusieurs angles, en considérant
toujours un schéma de réutilisation des fréquences à deux couleurs (FR-2). Le premier
axe d’étude est la nature de la coordination : quelles performances peut-on espérer en
ne coordonnant pas ou peu l’allocation des ressources dans les différents faisceaux ? Ou
est-ce qu’au contraire seul un ordonnancement conjoint, donc une coordination forte,
permet d’atteindre des performances acceptables ? Le second axe d’étude est la portée
de la coordination : est-il nécessaire de prendre en compte les décisions d’allocation de
l’ensemble des faisceaux pour prendre sa propre décision d’allocation de ressources ? Et si
non, quels sont les faisceaux que l’on doit coordonner en priorité ?
La littérature de la coordination d’interférences sur la voie retour [27,44,45,63,104]
s’est principalement concentrée sur l’ordonnancement conjoint, et vise généralement à
maximiser le débit du système. L’apport de nos contributions, publiées dans [150–152], est
d’une part de se placer un cadre fixe où l’allocation de ressources tend à être PF-optimale,
et d’autre part de définir et comparer différents degrés de coordination. Ce chapitre,
en plus d’apporter des éléments analytiques de réponse à ces questions, propose une
comparaison par simulation des différents degrés de coordination, chacun combinant une
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nature et une portée de coordination.
2 Préliminaire : allocation PF-optimale sans connaissance
des interférants
L’allocation PF-optimale a été décrite dans le chapitre précédent dans le cas de
l’ordonnancement conjoint. Dans cette partie nous allons considérer des cadres d’étude
différents où l’allocation des RBs est faite sans coordination dynamique. Il faut donc définir
précisément ce que signifie être PF-optimal dans ce cadre-là. L’absence de coordination
dynamique d’interférences se traduit par le fait que l’on n’a aucun contrôle sur les
utilisateurs qui vont engendrer une interférence. Le niveau d’interférence subi doit alors
être estimé d’une manière ou d’une autre. Nous supposerons dans un premier temps
que l’on connaît ce niveau d’interférence Iest(k) pour chaque faisceau k. La méthode
d’obtention de ce niveau d’interférence est discutée dans les parties suivantes.
En reprenant le critère PF que nous avons présenté dans le chapitre précédent (section
3, problème 4.22), obtenir une allocation PF-optimale est équivalent à trouver, à chaque
instant t+1, la combinaison d’utilisateurs solution du problème suivant, déduit de tso-pf,
que l’on nommera tso-loc :

















xkcim ≤ 1 (5.1b)





xkcim ≤ 1 (5.1c)
∀c, ∀k, ∀i ∈ Uk, ∀m
PiGk(i)
γm
≥ µ+ Iest(k) + (x
kc
im − 1)B (5.1d)
∀c, ∀k, ∀i ∈ U , ∀m
�
xkcim ∈ {0, 1} si i ∈ Uk
xkcim = 0 sinon
(5.1e)
où les xkcim sont les variables d’allocation pour les RBs (t+ 1, c), ∀c.
Dans ce problème mis à jour, seule la contrainte 5.1d change : il n’y a plus aucun
lien entre les variables des différents faisceaux puisque l’on n’a aucune connaissance des
interférants, et le problème est alors composé de NB sous-problèmes indépendants. De
plus Iest(k) étant constant et supposé connu, le ModCod de chaque utilisateur sera lui aussi
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constant (le ModCod le plus performant vérifiant la contrainte 5.1d). L’objectif devient










où xkci est la variable qui indique si l’utilisateur i transmet (peu importe le ModCod) sur







Remarquons que 1) dès que θt,i > 0 on a θt,i + δi ≈ θt,i, étant donné que δi est aussi
petit que l’on veut et 2) θt,i en tant que moyenne arithmétique des débits peut aussi




i (l)ri. On voit alors que l’objectif ne dépend plus du débit de
chacun des utilisateurs, mais seulement du nombre d’allocations reçues par l’utilisateur.
Il ne s’agit donc plus que de choisir les NC utilisateurs les moins servis, en respectant
les contraintes 5.1c et 5.1b, c’est-à-dire en servant au maximum une fois chacun de ces
utilisateurs.
On voit donc que l’allocation PF-optimale des ressources sans connaissance des interfé-
rants est équivalente à une allocation en Round Robin (RR), à une exception près :
— Si NU (k) < NC , alors tous les utilisateurs sont sélectionnés, et affectés arbitraire-
ment aux différentes porteuses.
— Si NU (k) ≥ NC , alors les NC utilisateurs les moins servis sont sélectionnés en
même temps.
Remarque 8. Optimalité PF. Il peut sembler paradoxal de dire que toute allocation
qui alloue autant de RBs à chaque utilisateur est PF-optimale, même si de meilleures
solutions existent en moyenne géométrique des débits, comme par exemple l’allocation
obtenue par tso-pf. C’est en réalité lié à la fois au cadre fixé qui fait que les débits
sont supposés constants et aussi à la quantité limitée d’informations disponibles
au moment de l’allocation des ressources. À partir des données disponibles, aucune
autre décision d’allocation qu’une allocation égalitaire en nombre de RBs ne donnerait
d’utilité supérieure, l’utilité étant également définie à partir de ces données.
3 Nécessité et nature de la coordination
La centralisation des fonctions d’allocation de ressources n’implique pas nécessairement
que l’allocation soit coordonnée et omnisciente. En effet, la quantité d’information est
importante et plusieurs problèmes peuvent se poser :
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— Le temps de calcul : comme nous l’avons vu dans la partie précédente, l’exploitation
de toutes ces données pour une coordination optimale est très complexe et demande
des temps de calcul rédhibitoires pour une utilisation en temps réel.
— La quantité de données : plusieurs choses dépendent de la quantité de données
nécessaire à effectuer l’allocation de ressource, comme par exemple l’overhead
qui est engendré par l’échange et le rafraîchissement régulier de ces données, ou
encore la mémoire vive nécessaire pour stocker les données relatives à toutes les
combinaisons utilisateur/faisceau.
Il convient alors d’étudier précisément les données et les traitements nécessaires à une
coordination efficace des interférences.
3.1 Solution d’allocation des ressources sans coordination dynamique
La première solution à laquelle nous nous intéressons dans cette section est une solution
sans coordination dynamique d’interférences. Pour cela, il est nécessaire que chaque
faisceau dispose d’une estimation du niveau d’interférence subi. Nous supposerons que le
système est capable d’obtenir, pour chaque faisceau, l’interférence moyenne engendrée









où η est un facteur variable permettant d’ajuster l’agressivité de l’estimation d’interférence
(plus η est petit, plus l’interférence supposée est faible, et donc plus grande sont les chances
de sous-estimer l’interférence réellement subie).
Dans cette solution, l’allocation des ressources de chaque faisceau peut être faite de
manière indépendante et en parallèle. De plus, une allocation PF-optimale est très facile
à obtenir, puisque comme vu dans le préliminaire en section 2, une allocation RR est
suffisante.
Cependant, il est important de noter que puisque l’on repose sur une estimation de
l’interférence, il est possible que le niveau réel de celle-ci soit supérieur et qu’alors le SINR
soit inférieur au seuil du ModCod, entraînant une forte probabilité d’erreur sur le RB. C’est
pourquoi il est important de différencier le débit de transmission d’un utilisateur que nous
nommerons throughput, et le débit effectif de l’utilisateur, c’est-à-dire le débit de ce qui
est reçu sans erreur, que nous nommerons goodput.
Afin de diminuer la probabilité qu’un même utilisateur reçoive systématiquement un
RB subissant un niveau élevé d’interférence, nous avons introduit un part d’aléatoire dans
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l’affectation des ressources. Le Round Robin Randomisé (RRR) est une adaptation de RR où
l’affectation des porteuses aux utilisateurs sélectionnés est aléatoire et uniforme. Comme
elle associe autant de ressources à chaque utilisateur, cette variante reste PF-optimale
dans ce cadre d’étude.
3.1.1 Paramétrisation de l’estimation d’interférence
Dans le chapitre précédent, tout était maîtrisé et l’on s’assurait d’avoir toujours un
SINR supérieur au seuil du ModCod affecté, si bien que le goodput etait égal au throughput.
En revanche, il faut ici considérer le Taux d’Erreur Paquet (PER), c’est-à-dire le taux
de RBs où le SINR est inférieur au seuil du ModCod affecté, et donc choisir un facteur
d’interférence qui garantisse un PER acceptable.
Prenons pour exemple un scénario légèrement plus grand qu’au chapitre précédent,
avec 18 faisceaux sur la polarisation d’intérêt, 12 porteuses et 20 utilisateurs par faisceau
afin de disposer d’une certaine diversité spatiale. Pour chaque instance du scénario (c’est-à-
dire chaque répartition aléatoire d’utilisateurs), nous effectuons l’allocation des ressources
suivant l’algorithme RRR décrit plus haut sur une durée totale de 50 TTIs. Puis, pour
chaque valeur du facteur d’interférence nous déterminons la moyenne des différentes
métriques (moyenne géométrique des goodput et throughput, de même que le PER),
représentées sur les figures 5.1 et 5.2 pour les deux organisations de faisceaux étudiées.
Deux schémas de coloration, FR-2 et FR-4 sont étudiés afin de fournir une comparaison de
l’efficacité de la méthode d’estimation d’interférences.
Sur toutes les figures, deux valeurs du facteur d’interférence sont mises en évidence : la
valeur optimale en goodput η∗ et la valeur pour laquelle le PER devient inférieur à un seuil
arbitraire (ici 10−2, ce qui est un taux d’erreur très moyen, mais permet déjà d’illustrer
notre propos) η<1%. Cette dernière valeur est particulièrement importante, car le PER est
un critère de performance capital dans le contexte du satellite, où les retransmissions sont
très coûteuses en raison du Temps d’Aller-Retour (RTT) très important.
3.1.1.a Cas du pavage carré. Sur la figure 5.1, on peut observer que pour les deux
schémas de coloration étudiés, le goodput atteint rapidement un plateau avant de diminuer
plus ou moins lentement avec le facteur d’interférence. Dans le cas du schéma FR-4, les
valeurs du goodput pour η∗ et η<1% sont très proches, et l’on voit que le PER diminue
très rapidement, garantissant de très bonnes conditions de transmission pour tous les
utilisateurs. Ce constat confirme la propriété de bonne isolation d’interférences du schéma
FR-4, généralement utilisé avec un mécanisme d’estimation d’interférences semblable à
celui présenté ici.







































































Figure 5.1 Moyenne géométrique du goodput et du throughput, ainsi que PER moyen en
fonction du facteur d’interférence η pour les schémas FR-2 et FR-4, avec une allocation de
ressources sans coordination dynamique RRR et pour un pavage carré. La zone autour
du goodput représente l’intervalle entre les 5e et 95e centiles.
Pour le FR-2, c’est différent : le PER diminue plus lentement, ce qui fait que le goodput
obtenu pour un PER acceptable est bien inférieur à la valeur optimale. Cela s’explique par
le fait le fait que pour garantir un PER suffisamment bas quelles que soient les conditions,
l’interférence estimée est pour la grande majorité des RBs sur-estimée comme illustré
par la courbe orange qui représente la proportion de RBs ayant un ModCod sous-optimal,
entraînant une perte de débit globale. Ainsi, même s’il est possible en FR-2 d’obtenir un
certain gain par rapport au FR-4 sans coordination dynamique, ces gains sont largement
contrebalancés par les forts taux de pertes qui en découlent, ce qui est très pénalisant
dans le contexte du satellite.
3.1.1.b Cas du pavage hexagonal. En revanche, la situation est bien différente
pour le FR-2 dans le cas du pavage hexagonal, dont les résultats sont représentés sur
la figure 5.2, alors que les résultats du FR-4 sont similaires à ceux du pavage carré. En
effet, pour le FR-2, il n’y a pas réellement de plateau, et le goodput diminue rapidement 1
avant de retomber à 0. La décroissance des pertes dues à une diminution du nombre
de sous-estimation pour certains est compensée par une surestimation des interférence,
1. La zone de chute de la courbe du goodput a une très grande incertitude (intervalle 5-95 centiles
important) car la valeur de η pour laquelle au moins un utilisateur a un débit nul varie selon les instances.


































































Figure 5.2 Moyenne géométrique du goodput et du throughput, ainsi que le PER moyen
en fonction du facteur d’interférence η pour les schémas FR-2 et FR-4, avec une allocation
de ressources sans coordination dynamique RRR et pour un pavage hexagonal. La zone
autour du goodput représente l’intervalle entre les 5e et 95e centiles.
menant à des cas où l’interférence estimée est si forte qu’aucun ModCod ne permet de
compenser, et donc à un débit nul en moyenne géométrique. Cela conforte de plus l’idée
que pour contrer la grande variabilité des interférences pressentie à l’observation du
diagramme d’antenne dans les chapitres précédents, il est nécessaire de recourir à une
estimation d’interférences plus individualisée, et donc dynamique.
3.2 Solution d’allocation des ressources avec ordonnancement conjoint
La solution aux antipodes de celle présentée dans la section précédente (rrr) est
évidemment une solution où l’allocation des ressources est faite par de l’ordonnancement
conjoint, comme présenté dans la section 3 du chapitre 4. Comme nous l’avons vu, les
performances d’une telle stratégie de coordination sont bonnes, mais la résolution des
problèmes successifs est trop longue pour être mise en place dans une solution réelle. Cette
solution doit donc être vue comme une référence permettant d’évaluer les techniques
proposées.
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3.3 Solution intermédiaire de coordination dynamique
L’allocation des ressources peut être vue comme la combinaison de deux actions : la
sélection d’un ou plusieurs ensembles d’utilisateurs qui vont transmettre sur le même
RB, et la sélection d’un ModCod pour chaque utilisateur. Dans les solutions tso-pf et
rbo-pf, ces deux actions sont effectuées en même temps de manière à tirer le meilleur
des deux degrés de liberté. Dans la solution rrr, ces deux actions étaient découplées :
une fois l’interférence moyenne estimée, le ModCod de chaque utilisateur pouvait être
déterminé une fois pour toute. Puis, la sélection des utilisateurs y est faite de manière
aléatoire et distribuée (chaque faisceau effectue son choix indépendamment, même si les
décisions peuvent être physiquement prises au même endroit).
Dans cette section, nous allons présenter une solution intermédiaire, qui nécessite une
coordination forte, mais très peu de calcul afin d’essayer de tirer le meilleur des deux
approches. L’allocation de ressources dans cette solution, nommée coordmcs (pour
sélection coordonnée des ModCods), est composée de trois étapes :
1. Affectation en RRR des RBs aux utilisateurs, de manière locale à chaque faisceau et
indépendante ;
2. Échange des tables d’allocation entre les faisceaux ;
3. Affectation des ModCods à partir des données reçues des autres faisceaux.
3.3.1 Sélection des utilisateurs
La première étape de cette solution consiste à affecter les RBs aux utilisateurs, de
manière à tendre vers une solution PF-optimale. Puisque l’on ne connaît pas les utilisateurs
qui vont engendrer des interférences, on se retrouve à nouveau dans le cas de la section 2.
À la différence de la solution rrr, on ne connaît pas encore les débits des utilisateurs,
car on ne fait aucune hypothèse sur le niveau d’interférence. Cela ne change pas pour
autant le raisonnement de la section 2, puisque l’on y voit que dans ce cadre, l’optimalité
ne dépend pas du débit de chaque utilisateur, mais uniquement du nombre de RBs reçus
par chaque utilisateur. Une allocation en RRR est donc tout aussi recevable (et optimale)
que pour la solution rrr.
3.3.2 Échange des tables d’allocation
Dans cette étape, tous les faisceaux s’échangent les informations relatives à l’affectation
qu’ils ont effectués dans l’étape précédente. Que ce soit la position de l’utilisateur (permet-
tant de déduire les gains relatifs à cet utilisateur) ou directement le niveau d’interférence
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de cet utilisateur, cette étape permet un partage idéal des gains pour chaque faisceau des
utilisateurs sélectionnés par chaque faisceau.
3.3.3 Sélection des ModCods
Une fois que les interférences sont connues 2, il est possible d’obtenir le SINR de chaque
utilisateur et il est trivial d’en déduire le ModCod optimal à utiliser. Cette opération est





i ≥ γm} (5.4)
Cette solution, réduisant la complexité du traitement des informations de coordination,
permet de mettre en évidence les importances relatives des deux actions : est-ce que
dans un cadre donné la coordination du ModCod est plus importante qu’une sélection
coordonnée des utilisateurs qui interfèrent ? Analytiquement, il n’y a cependant aucune
garantie que les gains apportés par cette solution soient importants. En effet, s’il y a une
majorité de cas défavorables (i.e. engendrant des interférences mutuellement destructrices),
alors la sélection coordonnée de ModCod ne pourra pas rendre ces situations meilleures.
En revanche, grâce à la coordination du choix du ModCod on évite tous les problèmes de
sous-estimation et sur-estimation des interférences rencontrées dans la première solution
de ce chapitre, rrr.
Remarque 9. Obtention des gains Étant donné que les conditions de transmissions
évoluent d’un instant à l’autre, et d’un RB à l’autre, il peut sembler compliqué
d’obtenir les gains individuels. La gateway a accès aux SINR des utilisateurs sur
chaque bloc, et en supposant que les autres paramètres du canal sont connus (bruit
ambiant, interférences mineures...) alors la connaissance des SINR de chaque RB et
des utilisateurs qui ont été sélectionnés sur chaque RB nous donne un système linéaire
de NB équations à NB inconnues pour chaque RB, que l’on sait donc résoudre, et qui
nous permet d’obtenir une estimation précise des gains des utilisateurs.
3.4 Comparaison des différentes natures de coordination
Nous évaluons maintenant les performances des deux solutions présentées dans cette
section : rrr, coordmcs en les comparant avec celles de l’ordonnancement conjoint
quasi-optimal rbo-pf, sur un schéma de coloration FR-2. Afin de fournir un point de repère
2. Voir remarque sur l’obtention des gains.
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supplémentaire, nous ajoutons également les performances de la solution représentative





GGM GAM PER Texec/slot
Qté.
données
rrr-4 Intf. moyenne 51.9% 51.7% 0.3% 0.117ms -
rrr-2 Intf. moyenne 46.1% 50.7% 0.9% 0.164ms -
coordmcs-2 Sélec. ModCod 91.5% 91.5% 0.0% 0.458ms ++





GGM GAM PER Texec
Qté.
données
rrr-4 Intf. moyenne 61.3% 60.0% 0.4% 0.119ms -
rrr-2 Intf. moyenne 0.0% 27.9% 1.0% 0.168ms -
coordmcs-2 Sélec. ModCod 79.6% 79.1% 0.0% 0.456ms ++
rbo-pf-2 Sélec. ModCod et user 100.0% 100.0% 0.0% 682.207s ++
Table 5.1 Comparaison des performances des trois solutions de coordination pour un PER
de 10−2 en pourcentage des performances de l’allocation quasi PF-optimale rbo-pf-2, et
mise en rapport avec le quantité d’informations nécessaire et les temps d’exécution.
Les simulations ont été effectuées dans les mêmes conditions que pour la détermination
du facteur d’interférence, présentées en 3.1.1, et les solutions rrr utilisent ici une valeur
du facteur d’interférence qui leur garantit un taux d’erreur PER ≤ 10−2. Ces résultats
sont rassemblés dans le tableau 5.1, où la moyenne géométrique du goodput GGM est
indiquée ainsi que sa moyenne arithmétique TGM qui est proportionnelle au débit total
du système. De plus, le temps de calcul moyen Texec nécessaire pour obtenir l’affectation
des RBs et ModCods aux utilisateurs sur un TTI est indiqué, ainsi qu’une indication de la
quantité de données nécessaire pour effectuer l’allocation des ressources.
Du point de vue des performances en débit, on retrouve les performances très basses
de rrr-2 pour les deux pavages, et on voit en revanche que les solutions coordmcs-2
ont des résultats tout à fait satisfaisants, avec 80% des performances optimales sur le
pavage hexagonal, et plus de 90% des performances optimales sur le pavage carré.
Ces bons résultats sont de plus confortés par la faible complexité de cette approche.
En effet, dans la solution coordmcs, l’affectation des RBs se fait en RRR, donc en temps
constant, et la sélection du ModCod est légèrement plus complexe puisqu’il faut calculer
le SINR de chaque utilisateur pour déterminer le ModCod optimal, mais reste polynomial
(NB2 opérations par RB) et ne dépend pas du nombre d’utilisateurs. En regard des calculs
nécessaires pour déterminer les solutions quasi-optimales de rbo-pf, c’est une réduction
considérable qui est confirmée numériquement par les résultats.
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Enfin, en termes de quantité de données nécessaires pour la coordination, coordmcs
nécessite autant d’informations que rbo-pf puisque la connaissance en temps réel des
gains de chaque utilisateurs pour chaque faisceau (NU ×NB données) est requise. C’est
bien plus important que rrr qui ne nécessite que la seule connaissance des gains locaux
(NU (k) pour chaque faisceau k) et une mise à jour sporadique des interférences moyennes.
Les conséquence de l’échange d’un tel volume de données à une fréquence élevée pourraient
faire l’objet d’une étude approfondie.
4 Portée de la coordination
La section précédente nous montre qu’il semble nécessaire d’avoir une coordination
forte si l’on veut augmenter la réutilisation des fréquences. Cette coordination forte permet
une gestion des interférences individualisée et évite les erreurs d’estimation, là où une
coordination statique ou semi-statique doit composer avec des interférences qui peuvent
être extrêmement variables.
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Figure 5.3 Diagramme d’antenne, avec limite des faisceaux (schématique).
Un autre axe d’étude de la coordination est d’identifier les données qu’il est pertinent
de prendre en compte pour effectuer l’allocation de ressources. Par exemple, il est assez
clair que les informations d’affectation des ressources des faisceaux directement voisins
sont importantes, car l’interférence engendrée est très variable en fonction de l’utilisateur
affecté à la ressource. Mais qu’en est-il des faisceaux moins proches ? La connaissance
de l’utilisateur qui va engendrer une interférence à l’autre extrémité du système a-t-elle
un réel impact sur l’interférence subie ? Le diagramme d’antenne, donné en figure 5.3,
semble nous indiquer que lorsque l’on s’éloigne du faisceau d’intérêt, il est très rapidement
suffisant de savoir qu’un faisceau a un utilisateur qui transmet, peu importe qui sont ces
utilisateurs.
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4.1 Faisceaux coordonnés, faisceaux non-coordonnés
Cette section apporte des éléments de réponse à ces questions, en considérant différentes
portées de coordination. Nous définissons cette portée comme la distance maximale
(en nombre de rayons d’un faisceau) séparant deux faisceaux qui vont mutuellement
partager les informations relatives à l’affectation des ressources. Pour le reste des faisceaux,
l’interférence qu’ils engendrent sera considérée comme un bruit, et estimée de manière
similaire à ce qui est fait dans la section 3.1 de ce chapitre (garantissant un PER de 10−2).
Remarquons que la définition de la portée de coordination est centrée sur chaque
faisceau. C’est une approche qui diffère de celle prise par exemple dans [44, 45] où des
grappes de faisceaux coordonnés sont formées de manière statique, chaque grappe pouvant
ensuite effectuer l’allocation des ressources de manière indépendante. Dans ce dernier
cas, l’utilisation de grappes de faisceaux se justifie car chacune est considérée comme
un système Mu-MIMO, comme présenté dans la section 2.1 du chapitre 3, permettant une
importante isolation des interférences entre les faisceaux de la grappe et les autres.
Les différentes portées de coordination considérées (3 pour le pavage carré, 4 pour le
pavage hexagonal) sont données dans le tableau 5.2 et les lettres font référence à la figure
5.3.
Pavage Carré Pavage Hexagonal
Portée Voisins pris en compte Portée Voisins pris en compte
P = 0 {} P = 0 {}
P = 2 {a, b, c, d} P = 2 {a, b}
P = 3 {a, b, c, d}
P = 4 {a, b, c, d, e, f, g, h} P = 4 {a, b, c, d, e, f, g, h, i, j}
P = +∞ Tous P = +∞ Tous
Table 5.2 Portées de coordination considérées.
4.1.1 Le cas particulier du pavage hexagonal, et de la portée P = 2
Un cas particulier remarquable est le cas du pavage hexagonal, où les faisceaux sont
organisés en ligne. La portée P = 2 revient à ne prendre en compte que les deux voisins
directs, c’est-à-dire ceux appartenant à la même ligne. Dans cette configuration là, la
gestion des ressources de chaque ligne de faisceaux devient indépendante des autres.
Un des impacts important est de réduire fortement la complexité de la résolution du
problème d’optimisation rbo-capa, ou de toute autre formulation, qu’il est possible de
décomposer en plusieurs sous-problèmes indépendants, que l’on peut alors résoudre en
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parallèle et séparément.
Si les résultats d’un tel degré de coordination sont convaincants, cela ouvrirait égale-
ment la voie à la conception d’algorithmes de construction de proche en proche d’ensembles
d’utilisateurs particulièrement compatibles.
4.2 Résultats
Afin de déterminer l’impact de la portée de coordination sur l’efficacité de la gestion
des interférences, nous considérons les différentes portées de coordination appliquées aux
différentes techniques d’allocation de ressources coordonnées dynamiquement, présentées








vs. ∞ PER Texec/RB
Gain
GAM
rrr-4 (ref.) P = 0 +0.0% N/A 0.3% 0.117ms +0.0%
rrr-2 P = 0 -11.1% N/A 0.9% 0.164ms -1.8%
coordmcs-2 P = 2 +74.6% -1.0% 0.5% 0.327ms +75.2%
coordmcs-2 P = 4 +75.8% -0.3% 0.1% 0.415ms +76.3%
coordmcs-2 P = ∞ +76.4% 0.0% 0.0% 0.458ms +76.9%
rbo-pf-2 P = 2 +86.2% -3.4% 0.2% 10.067s +86.6%
rbo-pf-2 P = 4 +90.9% -1.0% 0.0% 69.444s +91.5%








vs. ∞ PER Texec/RB
Gain
GAM
rrr-4 (ref.) P = 0 +0.0% N/A 0.4% 0.119ms +0.0%
rrr-2 P = 0 -100.0% N/A 1.0% 0.168ms -53.5%
coordmcs-2 P = 2 +26.9% -2.2% 0.8% 0.275ms +28.9%
coordmcs-2 P = 3 +28.5% -1.0% 0.3% 0.401ms +30.5%
coordmcs-2 P = 4 +29.3% -0.3% 0.2% 0.540ms +31.4%
coordmcs-2 P = ∞ +29.8% 0.0% 0.0% 0.456ms +31.8%
rbo-pf-2 P = 2 +42.9% -12.1% 0.8% 5.759s +45.8%
rbo-pf-2 P = 3 +58.6% -2.8% 0.3% 23.240s +62.4%
rbo-pf-2 P = 4 +61.8% -0.8% 0.1% 150.702s +65.3%
rbo-pf-2 P = ∞ +63.0% 0.0% 0.0% 682.207s +66.6%
Table 5.3 Gains moyens par rapport à l’état de l’art (rrr-4) pour différentes métriques,
pour un PER ≤ 10−2, pour les différents degrés de coordination appliqués.
Les simulations ont été effectuées dans les mêmes conditions que pour le reste du
chapitre, présentées en 3.1.1. Pour chaque portée de coordination, une première étape
consiste à déterminer expérimentalement la valeur du facteur d’interférence garantissant
un PER < 10−2 en moyenne. Ce facteur d’interférence ne concerne que les faisceaux hors
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de portée de coordination. Les résultats de cette première étape peuvent être trouvés en
annexe B. Toutes ces stratégies de coordination sont ensuite comparées pour la valeur
du facteur d’interférence ainsi déterminé. Les résultats de ces simulations sont donnés
dans le tableaux 5.3 pour différentes métriques, avec en particulier le gain en moyenne
géométrique du goodput GGM , la perte de performances due à la réduction de la portée
de coordination “Perte GGM vs. ∞”, le temps moyen de calcul de la solution et le gain en
moyenne arithmétique du goodput GAM .
Ces résultats confirment qu’une coordination locale est acceptable pour l’allocation
de ressources coordmcs, puisque la perte de performances est relativement faible, de
l’ordre de quelques pourcents par rapport à la même solution avec coordination globale,
comme indiqué dans la colonne “Perte GGM vs. ∞” du tableau 5.3.
En revanche pour rbo-pf la perte de performances est plus importante, mais la
réduction du temps de calcul est significative, ouvrant la voie à des méthodes de résolutions
efficaces (de type algorithmes gloutons) coordonnant également la sélection des utilisateurs
de proche en proche.
5 Conclusion sur les degrés de coordination
Le schéma de réutilisation de fréquences FR-2 a un fort potentiel, puisque l’on peut
atteindre des débits jusqu’à deux fois plus importants que pour un schéma FR-4, comme
nous l’avons vu dans le chapitre précédent. Cependant, ces performances ne sont pas
toujours facilement atteignables. C’est ce que nous avons mis en évidence dans ce chapitre,
en soulignant la nécessité d’une gestion des interférences à l’échelle du RB, et donc d’une
coordination dynamique de l’allocation des ressources. En effet, les performances d’une
stratégie naïve, rrr, utilisant une estimation de l’interférence moyenne qui fonctionne bien
sur un schéma de réutilisation de fréquences moins agressif sont moindres, et présentent
des taux de pertes de transmission trop élevés pour être envisageables en pratique.
Dans un second temps, nous avons présenté une stratégie de coordination simple
coordmcs, qui coordonne la sélection du ModCod et la retarde afin de l’effectuer après
l’affectation des RBs. Cette approche s’est montrée très satisfaisante dans le cas d’un
pavage carré, et correcte dans le cas d’un pavage hexagonal. Cela peut s’expliquer par
le fait que dans le cas hexagonal, une grande partie des combinaisons d’utilisateurs ne
sont pas favorables (i.e. les interférences mutuelles sont importantes), et la coordination
du choix du ModCod n’est que corrective. En effet, elle permet principalement d’éviter les
erreurs d’estimation d’interférence de la stratégie précédente, rrr, mais pas d’améliorer
les conditions de transmission comme le fait la stratégie d’ordonnancement conjoint
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rbo-pf, présentée dans le chapitre précédent.
Dans un troisième temps, nous avons étudié l’influence de la portée de coordination,
c’est-à-dire de la prise en compte des voisins plus ou moins proches sur les décisions
d’allocation de ressources. Cette étude confirme l’intuition qu’il est suffisant de ne tenir




Schémas agressifs de réutilisation de
fréquences
1 Introduction
Dans les deux chapitres précédents, nous nous sommes concentrés sur l’étude de la
borne supérieure de l’allocation PF des ressources, à partir d’un schéma de réutilisation
de fréquences à deux couleurs (FR-2), et à l’étude des différents degrés de coordination.
Les performances optimales sont très attrayantes mais difficiles à atteindre. Certaines sim-
plifications permettent de nous en approcher tout en gardant une complexité relativement
faible. Cependant, la coordination dynamique, nécessaire pour atteindre des performances
satisfaisantes, pose des contraintes très fortes sur l’infrastructure permettant la gestion
centralisée des ressources.
Dans ce chapitre, fort des méthodes et conclusions des chapitres précédents, nous
introduisons un nouveau schéma de réutilisation des fréquences, dit 6HC, qui vise à isoler
les interférants principaux, tout en offrant un taux de réutilisation de fréquences supérieur
à celui du FR-4. Afin d’en évaluer la pertinence et l’efficacité, nous le comparons aux
différents schémas agressifs classiques tels que FFR-4, SFR-4 et PFR-4, qui ont un certain
succès dans le contexte cellulaire terrestre.
Nous présentons également quelques éléments montrant que le schéma Six demi-
couleurs (6HC) conduit aussi à des gains sur la voie aller. C’est donc un bon candidat
pour la gestion des interférences des systèmes satellites futurs et il fait l’objet d’un dépôt
de brevet [161].
Toutes les stratégies de gestion des ressources radio (schéma de réutilisation de
fréquence et allocation de ressource combinés) sont également évaluées à l’aune d’une




















































Pavage Carré Pavage Hexagonal
Figure 6.1 Illustration de la localisation des interférences principales.
métrique, l’efficacité en bande du système, qui a une importance prédominante en satellite.
Elle est peu présente dans la littérature mais nous semble mieux rendre compte à la fois
des performances pures en débit, mais aussi des contraintes engendrées par l’utilisation
de schéma agressifs.
2 Un nouveau schéma statique de réutilisation de fréquences
Dans le contexte du satellite, la principale source d’atténuation d’interférences provient
de l’atténuation angulaire de l’antenne satellite. Et, contrairement au cas cellulaire
terrestre, il y a peu de différence de SNR entre centre et bordure de faisceau 1. Par
conséquent, certains interférants, proches de la bordure du faisceau observé (cf. figure
6.1), seront toujours extrêmement nuisibles, et ce quel que soit l’utilisateur sélectionné
dans ce faisceau. Il est donc préférable de ne jamais transmettre sur les mêmes fréquences
que ces interférants.
Deux bonnes propriétés se dégagent de ce choix :
1. Il est alors intéressant de synchroniser les pires interférants du faisceau en question
et éviter ainsi d’engendrer une interférence importante sur les fréquences utilisées
dans le faisceau.
2. Réciproquement, l’absence de transmission dans le faisceau diminue l’interférence
subie par les utilisateurs des faisceaux voisins.
À partir de ce seul principe, nous avons construit un motif régulier, définissant le
schéma de réutilisation de fréquences suivant, illustré en figure 6.2, et que nous appellerons
6HC :
1. Comme nous l’avons vu dans les chapitres 2 et 3, la bordure d’un faisceau du satellite est généralement
définie à -3dB d’atténuation angulaire.
2. Un nouveau schéma statique de réutilisation de fréquences 101
RHCP
LHCP fréq.
Pavage Carré Pavage Hexagonal







Figure 6.3 Schémas classiques FR-3 et FFR-4.
1. Les utilisateurs sont répartis dans deux zones géographiques, déterminées en
fonction de leur proximité avec les faisceaux directement voisins. Dans le cas
du pavage hexagonal le partage est direct et dans le cas du pavage carré, il est
nécessaire de choisir une orientation de découpage de manière arbitraire.
2. Le spectre est divisé en trois sous-bandes (ou couleurs) identiques, pour chaque
polarisation. Les bandes sont affectées aux zones de manière régulière et cyclique,
de manière à respecter le principe suivant : la couleur non-utilisée dans le faisceau
est utilisée dans toutes les zones géographiques les plus proches du faisceau.
Ce schéma utilise deux couleurs sur trois (pour une polarisation) dans chaque faisceau,
ce qui revient à avoir un FRF de 1/3, comme d’autres schémas de réutilisation de fréquences :
le schéma homogène FR-3 qui est incompatible avec l’utilisation de deux polarisations, ou
le FFR-4, avec une répartition de bande égale entre zone centrale et zone externe, comme
illustré en figure 6.3. Dans la suite de ce chapitre nous allons évaluer les performances de
ce schéma statique de réutilisation de fréquences, et en comparer l’efficacité à celle des
schémas classiques (FR-X, FFR, SFR, PFR).
Remarque 10. Adaptation du schéma à un contexte à une seule pola-
risation Les mêmes principes peuvent être appliqués à un contexte à une seule
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polarisation, et à une réutilisation de fréquence plus agressive. Un exemple d’une
telle extension est donnée en annexe C.
3 Évaluation de performances des schémas statiques pour
la voie retour
Comme nous l’avons souligné dans la partie précédente, le nouveau schéma présenté
a le même taux de réutilisation de fréquences FRF que le schéma FFR-4, plus classique,
aussi utilisable dans le contexte satellite à deux polarisations. Par conséquent, le 6HC
peut être utilisé dans les mêmes contextes que le FFR-4, contrairement par exemple au
FR-2 qui nécessite plus de bande totale. À ce titre, ces deux schémas (FFR-4 et 6HC) sont
comparables, et concurrents directs.
Afin de les comparer, il est possible, entre autre et par degré de réalisme :
1. d’analyser qualitativement les interférences pires cas pour chaque couleur
2. de regarder les interférences moyennes à l’aide par exemple de techniques de
géométrie stochastique
3. de simuler l’allocation de ressources pour permettre de prendre en compte plus
plus d’aspects.
La première approche se fait sans mal, étant donné que l’atténuation angulaire est
en première approximation décroissante en fonction de l’angle et donc de la distance. La
figure 6.4 représente visuellement les interférants principaux pour les différents types de
couleur des deux schémas dans le cas hexagonal. Les zones externes du schéma FFR-4
sont les mieux protégées, mais les zones centrales subissent une interférence pire cas plus
importante que les zones du schéma 6HC et les interférants sont beaucoup plus nombreux
pour les utilisateurs de ces zones-là, en FFR-4 qu’en 6HC.
Cependant, les pires cas ne sont pas la généralité, il faut donc des critères de compa-
raison plus réalistes ou plus représentatifs des conditions moyennes. Nous avons choisi
l’approche par simulation car les interférences moyennes ne nous semblaient pas rendre
compte de la variabilité et de l’impact réel des interférences, notamment sur le choix du
ModCod et donc sur le débit réel. L’approche par simulation est plus lourde à mettre en
place mais est plus réaliste, puisque l’on peut évaluer les pertes au niveau de chaque BTU
et donc plus facilement quantifier des débits, et d’autres métriques riches en information.


















Figure 6.4 Pires cas d’interférences pour les schémas FFR-4 et 6HC.
3.1 Critères de comparaison
Afin de comparer les différents schémas de coloration, nous les avons considérés dans
plusieurs contextes de gestion des ressources radio permettant de donner des indicateurs
de performances de chacun :
1. Dans un premier temps nous cherchons à quantifier le débit maximal du schéma, en
résolvant le problème rbo-capa défini dans le chapitre 4. Ce débit maximal nous
indique à quel point le schéma est porteur de bonnes combinaisons d’utilisateurs,
et donne une borne supérieure du débit du système, quelle que soit la technique de
gestion des interférences employée, équitable ou non. Cette quantité est obtenue
en résolvant le même problème rbo-capa défini dans le chapitre 4. D’autres
métriques provenant de la résolution de ce problème seront aussi utilisées, et seront
toutes notées avec un indice max.
2. Puis, nous quantifions les performances des schémas pour différents degrés de
coordination et en supposant une allocation des ressources qui s’efforce d’être
PF-optimale, à savoir :
— Les performances optimales avec ordonnancement conjoint, ou capacité PF, qui
correspondent à la borne déterminée dans la section 3 du chapitre 4 via la
résolution successive des problèmes rbo-pf. Ces quantités sont accompagnées
de l’indice pf .
— Les performances sans coordination, déterminées en utilisant l’allocation de
ressources rrr avec un PER ≤ 10−3, décrite dans la section 3.1 du chapitre 5.
Ces performances sont représentatives de ce qu’il est “facile” d’atteindre avec
une coordination minime voire inexistante. Elles sont accompagnées de l’indice
rrr.
NB : Ces performances sont très souvent catastrophiques pour des schémas
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agressifs, indiquant non pas que le schéma de réutilisation de fréquences est
mauvais, mais seulement qu’il nécessite une coordination dynamique forte.
— Enfin, les performances avec coordination de ModCod, en utilisant l’allocation
de ressources coordmcs, présentée dans la partie 3.3 du chapitre 5. Elles
permettent de rendre compte des performances atteintes avec un minimum de
coordination dynamique, et soulignent l’impact du choix d’un ensemble per-
formant d’utilisateurs grâce à la comparaison avec les performances optimales.
Elles sont accompagnées de l’indice mcs
Représentation graphique. Afin de pouvoir visualiser facilement ces résultats, nous
utiliserons la représentation graphique de la figure 6.5. Avec cette représentation graphique,
il devient alors facile de se rendre compte de l’efficacité du schéma s : si le segment
[Xpf (s), Xrrr(s)] est court cela signifie que les performances du schéma sont indépendantes
de l’allocation des ressources, et reflètent donc une isolation des interférences très efficace.
Si au contraire ce segment est long, cela signifie que le schéma nécessite une coordination
forte des interférences. Ce segment représente en quelque sorte la région des possibles
pour une allocation PF, car toute allocation cherchant à être PF sera nécessairement
moins performante que rbo-pf, et pour peu qu’elle tienne compte des interférences, ses
performances devraient dépasser celles de rrr.
Performances maximales (RBO-CAPA)
Performances PF maximales (RBO-PF)
Performances avec COORDMCS
Performances non coordonnées (RRR)
couleur : Schéma de réutilisation de fréquences
ex: Borne supérieure du débit total
ex: Borne supérieure d'une allocation PF
ex: Borne inférieure des performances avec









Figure 6.5 Représentation graphique des performances des différentes stratégies de
gestions des ressources.
La proximité des performances PF-optimales et non coordonnées est particulièrement
importante. Elle peut être vue comme une condition suffisante pour une gestion distribuée
des ressources, ce qui a des conséquences très importantes sur le système. En effet, chaque
gateway physique peut alors gérer indépendamment ses ressources, et les contraintes sur le
segment sol sont bien moindres : aucun besoin d’entité centrale de gestion des ressources,
réseau de cœur moins contraint en délai par exemple, taille des données à traiter dans
chaque gateway physique et synchronisation inter-gateway physique moindres etc.





































Principe du PFR-4 Principe du SFR-4
Figure 6.6 Schémas de coloration SFR et PFR, pour le pavage hexagonal, le principe étant
le même pour le pavage carré.
3.2 Comparaison des schémas de réutilisation de fréquences
Nous avons déjà mentionné le schéma FFR-4, qui a un FRF identique à notre schéma
6HC (cf. figures 6.2 et 6.3). Il est régulièrement envisagé comme schéma de base pour la
gestion des ressources d’un satellite multifaisceau (comme par exemple dans [63]). D’autres
schémas sont aussi parfois évoqués dans la littérature du cas satellite car performants
dans le cadre cellulaire [27], mais leurs performances sont rarement évaluées ni comparées
à celles des schémas plus conservateurs comme le FR-4. C’est ce que nous proposons de
faire dans cette section afin d’évaluer l’efficacité relative de notre proposition.
3.2.1 Schémas de coloration performants issus des réseaux terrestres cellu-
laires
Nous nous proposons d’inclure dans la comparaison deux schémas qui sont très
populaires dans les réseaux cellulaires terrestres, les schémas PFR-4 et SFR-4 présentés
dans la partie 2.2.3 du chapitre 3, et illustrés dans leur mise en place pour notre cas
d’étude en figure 6.6. Ces deux schémas ont comme particularité de proposer du contrôle
de puissance. C’est une fonctionnalité disponible sur la voie retour, permettant d’envisager
ce type de schéma. Le contrôle de puissance vise à réduire l’interférence engendrée par les
zones centrales sur les autres zones centrales dans le cas de PFR et sur les zones externes
dans le cas de SFR 2.
Afin d’établir une comparaison juste, il est nécessaire de déterminer le bon facteur de
réduction de puissance PR qui indique la réduction de puissance appliquée dans les zones
centrales (CCA) de ces schémas avec PCCA = PR×Pmax. En faisant varier ce facteur, nous
obtenons les résultats donnés en figure 6.7 pour le débit total du système, en utilisant la
représentation graphique présentée en figure 6.5.
2. Sur le downlink, il s’agit aussi et surtout de mieux répartir la puissance disponible en émission
entre les utilisateurs bien et mal servis.
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Figure 6.7 Performances en débit total du système des schémas à contrôle de puissance,
sur des scénarios à 18 faisceaux, 12 porteuses et 20 utilisateurs par faisceau.
Il ressort directement de ces courbes que quel que soit le schéma de coloration, et
quelle que soit l’allocation de ressource ou encore le pavage utilisé, le contrôle de puissance
ne semble pas apporter les gains escomptés, puisque les meilleures performances sont
obtenues pour PR = 1, c’est à dire aucun contrôle de puissance. La perte de puissance
semble davantage nuire au système et aux utilisateurs qu’apporter une réduction des
interférences, contrairement au cas cellulaire terrestre. C’est un résultat attendu, étant
donné les rapports de puissance entre centre et bordure qui sont très différents entre
systèmes terrestres cellulaires et systèmes satellitaires. Pour PR = 1, le PFR est identique
au FFR et n’apparaîtra par conséquent plus dans les comparaisons futures, et le SFR-4 sera
comparé pour la valeur optimale du facteur de réduction de puissance, à savoir PR = 1.
3.2.2 Comparaison
Nous avons mené les simulations pour chaque stratégie de gestion des ressources,
chaque pavage et chaque schéma de réutilisation de fréquences, sur les mêmes scénarios
qu’au chapitre précédent, c’est-à-dire des scénarios à 18 faisceaux, 12 porteuses et 20
utilisateurs par faisceau.
Les résultats sont rassemblés dans les figures 6.8 et 6.9, représentant à chaque fois le
débit total du système, le débit des 5% d’utilisateurs les moins bien servis 3 et l’efficacité
en bande. Cette dernière métrique s’exprime comme le débit total du système ramené à
3. Étant donné que rbo-capa ne porte que sur un seul TTI, il est attendu que lorsqu’il y a plus
d’utilisateurs que de porteuses, une partie des utilisateurs aura un débit nul, d’où les valeurs nulles des
5% pires débits sur les figures 6.8c et 6.9c
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(a) Débit total système.























(b) Efficacité en bande.




































(c) 5% pires cas.
Figure 6.8 Performances des différents schémas de coloration pour le pavage hexagonal.
la bande totale agrégée nécessaire pour utiliser le schéma de réutilisation de fréquences,
et peut s’apparenter à une efficacité spectrale moyenne du système. Considérer les
performances sous cet angle permet de relativiser celles, pourtant importantes, du FR-2,
qui nécessite deux fois plus de bande qu’un schéma FR-4. Dans la suite de cette section,
nous allons commenter les résultats des différents schémas de réutilisation de fréquences
en les traitant par taux de réutilisation de fréquence.
3.2.2.a Schéma de référence (FRF = 1/4) : FR-4 Les résultats pour le schéma à
4 couleurs sont cohérents et sans surprise : l’isolation d’interférence est forte, ce qui a
pour conséquence qu’une gestion des ressources non coordonnée est faisable, sans perte
d’efficacité, ce qui se matérialise sur les figures 6.8 et 6.9 par un segment Xmax(4C) -
Xrrr(4C) très court, pour toutes les métriques étudiées.
3.2.2.b Schéma très agressifs (FRF = 1/2) : SFR-4 et FR-2 Pour le schéma FR-
2, on retrouve les résultats présentés dans les chapitres précédents : sans coordination
dynamique les performances sont particulièrement mauvaises en grande partie à cause de la
grande variabilité des interférences, et avec une coordination dynamique des interférences
des gains importants sont obtenus par rapport au schéma FR-4.
En revanche, les gains escomptés par l’utilisation d’un schéma SFR ne sont pas au
rendez-vous. Pour un taux de réutilisation de fréquences égal à celui du schéma FR-2, on
n’obtient qu’une partie des gains potentiels d’une telle utilisation intensive du spectre. Par
exemple, pour le pavage carré, le débit total du système sous une allocation de ressources
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(a) Débit total système.





















(b) Efficacité en bande.







































(c) 5% pires cas.
Figure 6.9 Performances des différents schémas de colorations pour le pavage carré.
PF-optimale en SFR, bien que supérieur à celui du FR-4, n’atteint que 83% de celui du
FR-2 avec la même technique d’allocation des ressources, et 87% de celui obtenu avec une
coordination dynamique des ModCod en FR-2.
Malgré tout, SFR a de meilleures performances que FR-2 pour une gestion non coor-
donnée des ressources (avec un PER ≤ 10−3), ce qui peut être interprété par le fait que
la définition des zones permet de localiser les interférences, et d’en réduire la variabilité
dans une certaine mesure. Les performances de SFR ne sont pas satisfaisantes pour autant,
puisqu’elle sont inférieures à celles du FR-4 dans le cas du pavage hexagonal et à peine
supérieures dans le cas du pavage carré. En résumé, ni le contrôle de puissance ni la
définition des zones n’apportent de gains significatifs qui plaident en faveur de SFR. Ces
faibles performances qui peuvent être imputées à la nature et au comportement différents
de l’atténuation angulaire des interférences du contexte satellite.
3.2.2.c Schémas intermédiaires (FRF = 1/3) : FFR-4 et 6HC Le FFR-4 permet à
la fois de protéger les utilisateurs en bordure, qui sont plus vulnérables car ils ont une
atténuation angulaire plus élevée et de ne pas utiliser une porteuse si elle est utilisée en
bordure d’un faisceau. Cependant, les utilisateurs au centre du faisceau ont quant à eux
un taux de réutilisation plus élevé, et l’efficacité du schéma dépend beaucoup de l’efficacité
de l’isolation d’interférences. Dans le cas du pavage hexagonal, les zones centrales restent
proches de leurs voisins directs, et cela se reflète sur les résultats. En effet pour ce cas,
les performances d’une allocation de ressources non coordonnée sont inférieures à celles
du FR-4, à cause d’une variabilité des interférences importantes. A contrario, pour le
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pavage carré, les zones centrales sont nettement moins proches ce qui fournit une meilleure
isolation d’interférence. Cela se retrouve sur les performances non-coordonnées du FFR-4
qui sont très proches des performances PF-optimales.
Enfin, le schéma de réutilisation de fréquences que nous proposons vise uniquement
à éviter de réutiliser une fréquence utilisée en bordure d’un faisceau directement voisin,
sans différencier les utilisateurs du centre et de bordure. Les résultats de ce schéma
sont particulièrement convaincants, puisque l’écart des performances PF-optimale et non-
coordonnées est très faible quel que soit le pavage utilisé, et pour toutes les métriques
présentées ici. On peut en particulier noter l’efficacité en bande du schéma 6HC qui est
très proche de celle du FR-4.
De plus, il est intéressant de remarquer que notre proposition, 6HC, est toujours
meilleure en termes de débit total du système qu’un schéma FFR-4, quels que soient le
pavage ou la technique d’allocation de ressources, ce semble confirmer que le 6HC est la
solution statique la mieux adaptée à la voie retour du satellite.
Débit moyen des 5% d’utilisateurs les moins bien servis : θ5% Ce critère de
performance reflète les performances des utilisateurs particulièrement mal servis, que ce
soit parce qu’ils n’ont pas de très bonnes conditions par rapport à leur faisceau, ou encore
parce qu’ils subissent systématiquement des interférences très fortes. C’est un critère
particulièrement intéressant lorsque l’on considère des schémas agressifs, car il permet
de voir si l’augmentation de la capacité profite à tout le monde, ou si elle renforce au
contraire les inégalités entre utilisateurs.
C’est en particulier un des objectifs des schémas de type FFR qui affectent des porteuses
avec un FRF plus faible aux utilisateurs en bordure. Mais dans le cas du pavage hexagonal
par exemple, on observe au contraire une baisse du θ5% pour les schémas FFR et SFR.
En effet, les 5% les moins bien servis ne sont plus les utilisateurs en bordure, mais les
utilisateurs au centre du faisceau qui subissent des interférences importantes.
Autre fait remarquable, le schéma FR-2 améliore le débit des utilisateurs les moins bien
servis, à condition d’employer des mécanismes de coordination dynamique d’interférences.
Ceci est particulièrement important puisque ce n’est par exemple pas le cas du schéma
SFR, ou dans une moindre mesure.
Enfin, les schémas FFR-4 et 6HC avec un pavage carré sont encore une fois équivalents,
avec une légère supériorité du FFR-4 pour ce critère de performances.
Conclusion sur les comparaisons Nous avons pu observé dans nos comparaisons
que le schéma proposé, 6HC, présente des performances convaincantes à tout point de
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vue. En débit total du système, un gain important par rapport au schéma FR-4 est
obtenu (de l’ordre de +30%) et ce quel que soit le niveau de coordination. Par rapport au
schéma FFR-4, ses performances sont bien meilleures dans le cas du pavage hexagonal, et
sensiblement identiques pour le cas du pavage carré. Si les performances optimales du
6HC ne sont pas aussi importantes que celles du FR-2 sous une coordination dynamique,
ce schéma représente un compromis intéressant puisqu’il présente une efficacité en bande
proche de celle du FR-4.
4 Application à la voie aller
Dans la section précédente, nous avons présenté et comparé les différents schémas de
réutilisation de fréquences pour la voie retour. Cependant, les grands choix de conception
de l’architecture bord se font aussi en fonction de leur efficacité sur la voie aller. Il est
donc particulièrement intéressant que les solutions efficaces sur la voie retour le soient
également sur la voie aller, permettant alors un design unifié de l’architecture du satellite.
Dans cette section nous allons présenter quelques éléments qui permettent de justifier
la pertinence du schéma de réutilisation de fréquences que nous avons proposé, le 6HC,
pour la voie aller. Ces éléments sont à la fois qualitatifs, avec un analyse similaire à celle
présentée pour la voie retour dans la section 2 de ce chapitre, et quantitatifs grâce à une
évaluation des performances attendues sur la voie aller. Nous considérons des hypothèses
simples pour faire cette évaluation. L’étude plus fine constitue une perspective pour des
travaux futurs.
4.1 Analyse qualitative
La géométrie des interférences en voie aller est légèrement moins complexe qu’en
voie retour puisqu’il n’y a qu’un seul émetteur par faisceau : le satellite. En effet, le
niveau d’interférence dépend uniquement de la position de l’utilisateur qui les subit,
et des puissances d’émissions des différents faisceaux qui engendrent cette interférence.
Ce dernier point est important car une grande partie des travaux sur la voie aller
considère une gestion semi-statique de la puissance affectée aux faisceaux comme moyen
de compenser des conditions météo changeantes ou des demandes hétérogènes entre les
faisceaux [76–79,90–93].
Nous supposerons ici que tous les faisceaux utilisent la même puissance d’émission, et
que les conditions météo sont les mêmes sur tous les faisceaux, comme précédemment
pour la voie retour. Sous ces hypothèses, le niveau d’interférence dépend donc uniquement
de la position de l’utilisateur et de sa séparation angulaire par rapport aux faisceaux
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Figure 6.10 Pires cas d’interférences pour les schémas FFR-4 et 6HC pour la voie aller
(interférences sur le pire utilisateur) et un pavage hexagonal.
voisins. On peut considérer les pires cas comme en voie retour, ce qui est illustré en figure
6.10, et avec les mêmes conclusions. Avec le schéma 6HC, le nombre de voisins proches
qui utilisent la même fréquence est réduit par rapport au FFR-4 pour la zone centrale. De
plus, il semble que les interférants principaux sont en moyenne plus loin.
4.2 Analyse quantitative
Afin de quantifier les gains potentiels de ce schéma pour les deux pavages considérés,
nous avons effectué des simulations en prenant les même hypothèses (même puissance
et mêmes conditions météo), et en considérant de plus les hypothèses simplificatrices
suivantes :
— Les utilisateurs sont greedy, c’est à dire que la gateway a toujours des données à
transmettre aux utilisateurs. Il n’y a donc pas besoin de bit stuffing qui réduirait
le débit utile du système.
— Le partage des ressources est équitable en temps entre les utilisateurs d’un même
faisceau (ce qui, à puissance fixe est équivalent à être PF-équitable) 4.
— Aucune contrainte de mise en trame ni d’ordonnancement n’est considérée, il
est toujours possible de mettre en trame la quantité de donnée allouée à chaque
utilisateur, peu importe le ModCod affecté ou la quantité de données pour chaque
ModCod, et nous ne comptons pas l’overhead associé.
— On connaît parfaitement les caractéristiques du canal, i.e. les conditions de trans-
mission n’ont pas changé depuis longtemps et l’Adaptation de Codage et de
Modulation (ACM) a déjà permis de converger vers la sélection du ModCod optimal.
4. Les conditions sont les mêmes que pour la relaxation du problème tso-loc défini en section 3.1
du chapitre 5, donnant donc également un partage égalitaire en temps.
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Figure 6.11 Résultat des simulations pour la voie aller, pour 18 faisceaux.
Sous ces hypothèses, nous avons produit 100 instances différentes de 18 faisceaux, 12
porteuses et 20 utilisateurs par faisceau, utilisateurs qui sont placés uniformément dans
la zone de couverture de chaque faisceau. Pour chaque instance, les SINRs des utilisateurs
sont calculés en fonction du schéma de coloration utilisé, ce qui permet de déterminer le
ModCod optimal pour l’utilisateur (les conditions de transmission ne changent pas d’un
instant à l’autre en voie aller, les sources d’interférences étant toujours les mêmes). Le débit
total du système est alors calculé en affectant une portion égale des ressources affectées
à chaque zone de chaque faisceau aux utilisateurs de ces zones. Les résultats en termes
de débit total du système et de débit des 5% d’utilisateurs les moins biens servis sont
représentés sur la figure 6.11. Sous ces hypothèses simplificatrices, les résultats obtenus en
voie retour semblent être confirmés, encourageant le développement de solutions utilisant
le schéma 6HC en remplacement du FFR-4.
5 Conclusions
Dans cette section nous avons présenté un nouveau schéma de réutilisation de fré-
quences fondé sur une isolation des interférences les plus fortes. Ce schéma s’adapte bien
à la fois au pavage hexagonal et au pavage carré et se pose comme concurrent au schéma
FFR-4, qui est lui inspiré des réseaux cellulaires terrestres.
Afin de les comparer, nous avons présenté une méthodologie générale ayant recours
aux techniques de gestions des interférences présentées dans les chapitres précédents. Les
résultats des simulations effectuées semblent indiquer que le schéma présenté, le 6HC est
aussi performant que le FFR-4 pour un pavage carré, et se présente comme la seule solution
viable pour le pavage hexagonal dans un contexte non dynamiquement coordonné. Dans
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les deux cas, il est utilisable et performant pour une approche non coordonnée de gestion
des interférences, ce qui représente un avantage significatif pour des déploiements à moyen
terme.
De plus, en complément de la comparaison 6HC/FFR-4, nous avons aussi présenté
les performances des schémas classiques PFR et SFR, qui ont un certain succès dans le
monde du cellulaire terrestre, et proposent du contrôle de puissance pour améliorer les
conditions de transmission. Nos résultats indiquent que l’effet recherché par ces schémas
de coloration n’a pas lieu dans le contexte de la voie retour des satellites multifaisceaux, ce
que nous interprétons comme étant dû à la nature différente de l’isolation d’interférences
des antennes multifaisceaux.
Enfin, nous avons présenté quelques éléments qui encouragent l’approfondissement
de l’étude du schéma 6HC pour la voie aller. Nous avons montré par première analyse






Les satellites de télécommunication géostationnaires constituent un complément judi-
cieux aux réseaux de communication terrestres pour desservir les zones peu densément
peuplées ou avec peu d’infrastructures pré-existantes. L’immense couverture qu’un seul
satellite offre en fait une option peu coûteuse pour fournir un accès à Internet à une grande
partie d’un pays ou d’un continent. L’arrivée des antennes multifaisceaux, permettant
de réutiliser les mêmes fréquences un grand nombre de fois a permis une augmentation
importante de la capacité des satellites géostationnaires et donc la compétitivité du
service.
La réutilisation de fréquences permet en effet d’augmenter la bande disponible dans
chaque faisceau, mais accroît aussi les interférences co-canal subies, ce qui limite l’efficacité
de l’utilisation de cette bande. Il est donc primordial de trouver le bon compromis entre
réutilisation intensive de la bande et efficacité spectrale. Les techniques statiques de
coordination d’interférences, comme le schéma de coloration à 4 couleurs (FR-4) qui
permet une isolation spatiale des interférences efficace, atteignent de bonnes performances
mais n’utilisent pas le système au maximum de son potentiel.
Dans cette thèse nous nous sommes proposés de considérer un schéma de réutilisation
plus ambitieux où toute la bande est réutilisée dans chaque faisceau, avec une alternance
de polarisation, ce qui est équivalent à un schéma à deux couleurs (FR-2), offrant une
bande spectrale deux fois plus importante que le schéma FR-4. Dans ce nouveau cadre, les
interférences co-canal sont prépondérantes et très variables, ce qui rend difficile l’utilisation
des stratégies actuelles de gestion des ressources spectrales et nous pousse à nous tourner
vers des approches dynamiques de gestion des ressources, et notamment de coordination
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dynamique des interférences.
Les travaux de cette thèse proposent une étude approfondie de l’impact de la co-
ordination dynamique d’interférences, et des différents compromis qui rentrent en jeu.
Les contributions présentées dans ce manuscrit sont organisées autour de trois axes
principaux :
1. Dans un premier temps, l’optimisation de l’allocation des ressources spectrales et
temporelles est étudiée sous l’angle de la coordination dynamique d’interférences,
et deux problèmes sont alors formulés :
— Le premier vise à maximiser le débit instantané du système en recherchant la
meilleure combinaison d’utilisateurs.
— Le second intègre l’équité proportionnelle entre les utilisateurs, et vise à maxi-
miser de proche en proche la moyenne géométrique des débits.
Les deux formulations prennent la forme d’un problème d’optimisation en nombres
entiers et sont résolus de manière exacte et approchée grâce à une décomposition
du problème par porteuse. Nos résultats montrent que le schéma FR-2 permet des
gains en débit du système très élevés par rapport à un schéma plus conservateur
FR-4, et ce malgré l’augmentation du nombre et de la puissance des interférences
provoquées par l’utilisation de ce schéma agressif de réutilisation de fréquences.
2. Dans un second temps nous avons étudié l’impact des différents degrés de coordi-
nation en fonction de leur nature (sélection des utilisateurs ou sélection du débit
de transmission) et de leur portée (les informations prises en compte dans la prise
de décision). Les résultats de nos simulations permettent de montrer la nécessité
d’une coordination dynamique des interférences pour le schéma FR-2 et qu’une
coordination de la sélection des débits de transmission est suffisante pour atteindre
des performances satisfaisantes dans la plupart des cas. Nous confirmons également
par nos simulations qu’il est suffisant de ne prendre en compte que les interférants
les plus proches, ce qui permet de réduire la quantité d’information requise par
chaque faisceau, et donc potentiellement de réduire l’overhead.
3. Enfin, nous présentons un nouveau schéma agressif de réutilisation de fréquences
qui offre une isolation d’interférences proche de celle du schéma FR-4 tout en
augmentant le taux de réutilisation de fréquences, et surpasse dans la grande
majorité des cas les schémas agressifs non-homogènes de réutilisation de fréquences.
Comme il offre une bonne isolation d’interférence, ce nouveau schéma peut être
exploité de manière non coordonnée, ce qui représente un avantage considérable
et le place comme un concurrent prometteur du schéma FFR classique qui est
actuellement envisagé pour les futurs systèmes satellites géostationnaires.
117
Perspectives
Nos travaux présentent plusieurs solutions viables de gestion des ressources spectrales
et temporelles de la voie retour, et montrent l’impact de la coordination dynamique
d’interférences sur les performances d’un système satellite. Parmi les solutions avancées,
la coordination dynamique du choix du ModCod et le schéma 6HC semblent être les deux
approches les plus prometteuses pour une mise en place dans des systèmes réels, à court
et moyen termes.
À court terme, il serait intéressant d’étendre l’évaluation des performances du schéma
6HC en voie aller et retour à des conditions plus réalistes, notamment du point de vue
des dynamiques du système et de l’hétérogénéité des conditions de transmission. Par
exemple, prendre en compte la dynamique et l’hétérogénéité des demandes sur l’ensemble
des utilisateurs est un aspect important qui permettra de pousser la comparaison FFR-4
et 6HC. De même, l’intégration d’un modèle dynamique et non uniforme des conditions
météorologiques pourrait apporter une confiance supplémentaire dans la pertinence de ce
schéma, et de sa robustesse.
Dans cette thèse, nous avons mis en exergue l’importance de la coordination dynamique
des interférences tout en soulignant les gains importants qui peuvent être obtenus grâce à
elle. La coordination dynamique du choix du ModCod en est un exemple simple et peu
complexe du point de vue algorithmique, laissant espérer une possible mise en place à
moyen terme. Si la coordination peut être assez coûteuse à mettre en place de manière
globale, une coordination locale apporte déjà des gains importants, malgré une légère
perte de performances. Afin de diminuer ces pertes, il serait intéressant de combiner cette
approche avec des techniques avancées d’atténuation d’interférences comme la suppression
successive d’interférences. En effet, les faisceaux coordonnés disposent de plusieurs copies
de chaque transmission, avec de grandes différences de puissance de réception, ce qui est
un cas favorable pour ce type de techniques.
Enfin, à plus long terme, il serait intéressant d’adapter nos travaux à d’autres types de
systèmes satellitaires. Par exemple, les récents projets de mégaconstellations vont poser
des problèmes similaires de gestion des interférences, avec une dimension supplémentaire
de la mobilité des satellites à orbite basse et donc une topologie dynamique. De même,
l’intégration des systèmes satellitaires dans les systèmes terrestres est un des sujets forts
de l’industrie spatiale pour lequel nos travaux pourraient être adaptés. En effet, la gestion
des interférences y a une importance capitale, et ce dans un contexte hybride, que ce
soit par rapport à l’hétérogénéité des ressources, aux différentes échelles temporelles ou
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Annexe A
Réduction du nombre de contraintes de tso-capa















xkcim ≤ 1 (A.1b)
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im − 1)B (A.1d)
∀c, ∀k, ∀i ∈ U , ∀m
�
xkcim ∈ {0, 1} si i ∈ Uk
xkcim = 0 sinon
(A.1e)
Afin de diminuer le nombre de contraintes de ce problème (et des suivants), il est
possible de regrouper toutes les contraintes A.1d d’un même faisceau k et d’une même

















xkcim − 1)B (A.2)
Il ne s’agit pas ici de la somme des contraintes A.1d, mais d’une équivalence logique,
qui tient en particulier grâce à la contrainte A.1b. En effet, puisqu’il n’y a qu’un seul
utilisateur qui est sélectionné pour transmettre sur le RB (t, c) (on rappelle que le TTI
n’est pas précisé car le problème n’est défini que sur un seul TTI) et avec un unique







6 9.74s 3.02s Gap∗ : 0.5%
6 5.98s 1.35s Gap : 0.5%
7 150.1s 240s Gap : 1%
7 65s 54s Gap : 2%
8 166s 63s Gap : 4.3%
8 297s 12s Gap : 5%
10 99.1s 92s Gap : 4.3%
10 52s 22s Gap : 4.7%
12 19.79s 0.59s Solution triviale (Gap 0.5%)
12 173s 35.6s Gap : 0.9%
16 38.4s 0.76s Solution triviale (Gap 0%)
16 44.8s 0.74s Solution triviale (Gap 0%)
∗ : Écart entre incumbent (meilleure solution trouvée) et best bound (borne supérieure de
l’optimal) au moment de l’interruption de la résolution.








est égal à Pi∗Gk(i
∗)
γm∗
où (i∗,m∗) est le couple utilisateur, ModCod
sélectionné dans une solution faisable. De même pour l’autre côté de la contrainte. En
termes plus concrets, il s’agit sinon de constater que l’on ne regarde le SINR d’un utilisateur
que s’il est retenu dans la solution.
Cette réduction du nombre de contraintes nous a permis de réduire le temps de
résolution de tso-capa dans la majorité des cas et a donc été adoptée dans notre modèle.
Par exemple, sur quelques scénarios du chapitre 4, et un pavage carré (9 faisceaux, 8
porteuses), en faisant varier le nombre d’utilisateur par faisceau, on obtient les résultats
du tableau A.1, et on peut constater que le temps de résolution de la version initiale est
régulièrement plus grand que celui de la version où les contraintes sont regroupées, même
si ce n’est pas systématiquement le cas et très variable selon la difficulté du scénario et
d’une instance d’un scénario à l’autre.
Annexe B
Résultats de la détermination du facteur d’interférence
résiduel pour différents degrés de coordination
Pour chaque portée de coordination, une première étape consiste à déterminer expéri-
mentalement la valeur du facteur d’interférence garantissant un PER < 10−2 en moyenne.
Ce facteur d’interférence ne concerne que les faisceaux hors de portée de coordination.
Le tableau B.1 indique cette valeur η1%. Cette valeur n’étant pas très parlante, nous
indiquons de plus la moyenne du rapport de l’interférence résiduelle moyenne 1 Iest(k)







rrr-4 P = 2 1.3 -11.9 dB
rrr-2 P = 2 5.8 1.4 dB
coordmcs-2 P = 2 1.2 -12.3 dB
coordmcs-2 P = 4 1.2 -16.1 dB
rbo-pf-2 P = 2 0.85 -13.8 dB






rrr-4 P = 2 1.3 -11.6 dB
rrr-2 P = 2 3.2 10. dB
coordmcs-2 P = 2 1.5 -7.8 dB
coordmcs-2 P = 3 1.3 -10.4 dB
coordmcs-2 P = 4 1.3 -15.2 dB
rbo-pf-2 P = 2 1.5 -7.8 dB
rbo-pf-2 P = 3 0.87 -12.1 dB
rbo-pf-2 P = 4 0.87 -16.9 dB
Table B.1 Détermination du facteur d’interférence optimal pour un PER ≤ 10−2 pour
toutes les portées de coordination considérées et les allocations de ressources rrr,
coordmcs et rbo-pf.
1. Iest(k) est la moyenne de l’interférence résiduelle sur tous les faisceaux et toutes les couleurs utilisées
dans le faisceau.
2. Bruit thermique + autres interférences considérées comme du bruit (par exemple CPI)

Annexe C
Extension du schéma 6HC au cas à une polarisation
Le schéma de réutilisation de fréquence 6HC présenté dans le chapitre 6 peut facilement
être étendu à un contexte sans utilisation des 2 polarisations, et à une réutilisation plus
agressive. La figure C.1 présente cette extension en deux version : avec et sans réutilisation
universelle de la zone centrale. Dans un contexte satellite, il est probablement plus avisé
de ne pas réutiliser en FR-1 la zone centrale, mais plutôt en FR-2 ou FR-3, car comme
montré dans le chapitre 6 sur les schémas FFR, cette réutilisation est trop intense pour
être profitable.
On peut voir ce nouveau schéma comme un schéma FR-7 inversé (toutes les couleurs
sauf une sont utilisées dans un faisceau). De plus, on peut y voir une certaine ressemblance
avec le schéma d’Alcatel présenté dans la section 2.2.3 du chapitre 3. Cependant, à la





Figure C.1 Principe de l’extension du schéma 6HC, à un cas à une polarisation et à une
réutilisation plus agressive sur un pavage hexagonal. Comme mis en évidence par les
contours blancs on retrouve le principe du 6HC, où l’on concentre les pires interférants sur
la même couleur, et en se privant d’utiliser cette couleur dans le faisceau.

Résumé
L’optimisation de l’utilisation des liens satellites est un enjeu majeur pour augmenter
la rentabilité des systèmes satellites. L’augmentation de la réutilisation des fréquences
est une des approches les plus prometteuses. La réutilisation des fréquences permet de
transmettre plus d’informations sur une même fréquence, pour peu que les interférences
entre les deux signaux ne soient pas trop importantes. Il est donc capital de contrôler
l’impact de ces interférences, que ce soit via l’utilisation de schémas de réutilisation de
fréquences, ou encore via des techniques de coordination dynamique des interférences, où
la sélection des utilisateurs qui peuvent transmettre sur les mêmes fréquences est faite en
prenant les interférences en compte.
Mots clés : Satellite, Télécommunications, Interférences, Optimisation, Allocation
de ressources
Abstract
Optimizing satellite links is a major challenge to increase satellite systems profitability.
Increasing the frequency reuse is one of the most promising approaches. Reusing multiple
times the same frequency enables to transmit more information on the same frequency,
as long as the two or more signals do not generate too high mutual interferences. It
is therefore of capital importance to control these interference impacts, be it through
the use of frequency reuse scheme or through the use of advanced dynamic interference
coordination techniques, where the user selection is done with the knowledge of interference
levels.
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