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Abstract. We address the problem of estimating
statistics of hidden units in a neural network using
a method of analytic moment propagation. These
statistics are useful for approximate whitening of the
inputs in front of saturating non-linearities such as
a sigmoid function. This is important for initializa-
tion of training and for reducing the accumulated
scale and bias dependencies (compensating covari-
ate shift), which presumably eases the learning. In
batch normalization, which is currently a very widely
applied technique, sample estimates of statistics of
hidden units over a batch are used. The proposed es-
timation uses an analytic propagation of mean and
variance of the training set through the network. The
result depends on the network structure and its cur-
rent weights but not on the specific batch input. The
estimates are suitable for initialization and normal-
ization, efficient to compute and independent of the
batch size. The experimental verification well sup-
ports these claims. However, the method does not
share the generalization properties of BN, to which
our experiments give some additional insight.
1. Introduction
Batch normalization (BN) [5] is a widely applied
method which is known to improve learning speed
and performance of difficult networks. It is based
on a whitening normalization that requires comput-
ing the mean and variance statistics of all activations
over the training set. In [5] these statistics are ap-
proximated by those over a batch.
Since [5], there have appeared a number of dif-
ferent normalization methods. A good overview is
given in [2] who categorize current methods in three
groups: methods based on sample statistics over dif-
ferent groups of hidden units [7, 17, 11], modifica-
tions of BN [12, 3, 4, 8] and methods normalizing
weights instead of activations [13, 1, 19].
The proposed technique is a follow-up applica-
tion of the work [16], where a feed-forward propaga-
tion of uncertainties (variances) in neural networks
(NNs) is proposed, making NNs and Bayesian net-
works more alike. In this work we apply the idea of
variance propagation to analyze standard networks.
Namely, we are interested in estimating means and
variances of activations in a given network provided
basic statistics of the dataset. We show that the
method [16] is suitable for this task, can be imple-
mented very efficiently for CNNs and conduct a de-
tailed experimental study.
The method is also related to normalization prop-
agation [1] and deep information propagation [15]
as will be discussed in § 3.
1.1. Background
Normalization Methods Ioffe and Szegedy [5]
proposed the following transformation to be applied
in-front of saturating non-linearities (such as logistic
sigmoid):
X ′ =
X − µ
σ
s+ b, (1)
where s and b are new parameters. Its purpose is
twofold: 1) to make sure that the non-linearity on
average receives a signal in a range where the output
is not saturated and 2) to make the average scale and
bias of activations controlled by local parameters s
and b rather than by the cumulative effect of many
layers.
The ideal whitening is achieved when µ = E[X]
and σ2 = Var[X] are the expectation statistics of X
over the dataset. While it is too costly to compute
these expectations accurately for all hidden units in
a deep network, they can be approximated in sev-
eral ways. BN estimates (µ, σ2) as sample statistics
over a batch. Other estimates / approximations are
possible. For example, layer normalization [7] uses
sample statistics of different units across the spatial
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dimension of a layer.
Weight Normalization (WN) [13], applied to the
input X = wTZ can be viewed as setting µ = 0
and σ = ‖w‖ in (1). This choice indeed matches the
expectations of X when Z has zero mean and unit
variance [13]. Substituting, we obtain the formula
X ′ = wTZ/‖w‖ · s + b, which just normalizes the
weight locally. The resulting variable X ′ as well as a
non-linear transform of it, f(X ′), do not longer have
a zero mean and unit variance (unless it is assumed
that s = 1 and b = 0) and the chain of arguments
breaks down. Despite such simplicity, WN has a pos-
itive effect on learning [13, 2]. These two techniques
will be the baseline methods in our experiments.
Invariances Let X be the output of a linear trans-
form: X = wTZ + a. Then X ′ in (1) is invariant
w.r.t. the bias a and the scale of weights ‖w‖. This
holds true for the exact expectations µ, σ2 as well
as for their estimates used by weight normalization,
batch normalization and our method. The invariance
to the bias is evident, it holds as soon as the esti-
mate of µ satisfies the linearity of the expectation:
E[X] = wTE[Z] + a. The scale invariance follows
from that the variance and its used estimates are 2-
homogenous: Var[αwTZ] = α2 Var[wTZ]. In this
case there holds:
E[αwTZ]√
Var[αwTZ]
=
E[wTZ]√
Var[wTZ]
, (2)
so the scale ||w|| does not matter. For BN, the sam-
ple variance ofwTZ expresses as 〈wwT, C〉F , where
C = 1n−1
∑
i ziz
T
i is the sample covariance matrix
over a batch {zi}i and 〈·, ·〉F is the Frobenius inner
product. This expression is 2-homogenous in w.
With these invariances we see that the new pa-
rameters s, b in the expression (1) introduce back ex-
actly the same number of degrees of freedom that are
projected-out by the normalization. The difference is
that the overall scale and bias are controlled now by
the local parameters s, b rather than by the cumula-
tive effect of the preceding layers.
Initialization There are two ways to introduce a
normalization: preserving the equivalence with the
original network and resetting the scale and bias. In
the first case, the new parameters s, b in (1) are ini-
tialized as s = σ and b = µ, which makes (1) an
identity. The network performance is preserved. This
does not help to achieve a non-saturating regime dis-
cussed above but can be useful for further optimiza-
tion of an already pretrained network.
In the second case, s and b are initialized, e.g., as
s = 1 and b = 0. Starting from some initialization
of network weights, such as random or orthogonal,
this projecting initialization approximately compen-
sates accumulated biases and scaling of linear and
non-linear transforms and efficiently reinitializes the
network to a point where non-linearities are not sat-
urated on average. It makes the network training in-
variant to a scale-bias preprocessing transformation
of the input images and the initial scale of the random
weights. Converting the model back to the equivalent
unnormalized form will preserve these properties and
result in a good initialization point (e.g., [13]).
Shortcomings of BN Let us summarize the
known issues / challenges with using BN in prac-
tice. The testing requires an up-to-date whole dataset
statistics. This makes it more difficult to keep track
of the training/validation error during the training.
The application to recurrent networks is problem-
atic: one has to unfold running statistics over recur-
rences. The computation overhead is not negligible:
up to 25% according to [2]. The behavior is more
stochastic than other methods [13] and destabiliz-
ing in GAN, where weight normalization performs
better [19]. The batch size is a sensitive parame-
ter affecting convergence and generalization proper-
ties [14, Fig. 7.38].
2. Proposed Technique
The proposed technique uses the same normal-
ized form (1), but the mean and variance are es-
timated analytically rather than from a batch sam-
ple. The analytic method [16] is as follows. A ba-
sic neural network composes linear transforms and
coordinate-wise non-linearities. Let us assume that
X is a vector-valued r.v. with components Xi having
statistics µi and σ2i . The statistics of a linear trans-
form Y = wTX are given by
µ′ = E[Y ] = wTE[X] = wTµ, (3a)
σ′2 =
∑
ij
wiwj Cov[X] ≈
∑
i
w2i σ
2
i , (3b)
where Cov[X] is the covariance matrix of X . The
approximation of the covariance matrix by its diago-
nal is exact when Xi are uncorrelated. The correla-
tion of the outputs depends on the current weights w
and is zero when the weights are orthogonal. Note
that random vectors are approximately orthogonal
and therefore the assumption is plausible at least on
initialization.
In order to treat non-linearities, let X be a scalar
r.v. with statistics µ, σ2 and Y = f(X). One gen-
eral method of variance estimation is to linearize f
around µ and apply the propagation in the linear case.
However, this is only applicable to small variances,
such that the linear approximation holds for all likely
values of X . When we deal with statistics over a
dataset, the variances should be assumed large. A
more suitable approximation used in [16] computes
expectations
µ′ = E[f(X)] =
∫
f(x)p(x)dx, (4a)
σ′2 =
∫
f2(x)p(x)dx− E[f(X)]2, (4b)
assuming that X is normally distributed: X ∼
N (µ, σ2). This assumption is plausible when X is
a linear combination X = wTZ + a, in which Zi
are independent and weights are random. Empiri-
cally, this is a good approximation in many cases in
practice1. This method is not a general one as it re-
quires to compute integrals analytically, but for many
cases of practical interest it is tractable. In particu-
lar it is the case for sigmoid f(x) = 1/(1 + e−x)
and ReLU(x) = max(0, x) non-linearities and for
max(x1, x2), which can be used to implement max-
pooling and max-out, see [16, Table 2]. Let us il-
lustrate the case for ReLU. Both integrals (4) can
be taken (e.g., [16, §C.3]) and the result can be ex-
pressed as
µ′ = µΦ(a) + σφ(a) (5a)
σ′2 = σ2R(a), (5b)
where a = µ/σ, φ is the pdf of the standard
normal distribution, Φ is its cdf and R(a) =
aφ(a) + (a2+1)Φ(a)− (aΦ(a)+φ(a))2. We see
that both integrals express though functions of a sin-
gle variable a. Even though they involve a non
closed-form function Φ, they can be accurately ap-
proximated. Fig. 1 illustrates this solution.
Invariances It is straightforward to see that linear
propagating equations (3) satisfy the properties that
µ′ is linear and σ′2 is 2-homogenous and therefore
the scale-bias invariance holds.
1There are variants of central limit theorem for non-
i.i.d. and even weakly dependent variables https://en.
wikipedia.org/wiki/Central_limit_theorem.
See [18, Figs 2, 3] for experimental illustration of related
assumptions in a network with dropout noise.
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Figure 1: Propagation of uncertainty through ReLU
(red). The black curve shows an example of input X: a
normal pdf with mean µ = 3, σ = 1 and support µ± 3σ,
amplified in value for visibility. The expectation of ReLU
vs. the mean µ is shown as a blue curve. The std σ′ of
ReLU is illustrated via the set µ′ ± 3σ′ shown as shaded
area. When the input σ is different from 1 the plot in co-
ordinates µ′/σ vs. µ/σ stays the same.
2.1. Efficiency
To compute statistics of all hidden units, the ap-
proximation can be applied layer-by-layer, propagat-
ing mean and variance. Let us consider a deep NN
where normalization (1) is applied. The quantity
Xi − µi
σi
, (6)
where µ, σ2 are statistics of X , has zero mean and
unit variance. It implies that the computation of
statistics in a normalized network decouples as fol-
lows:
• Start from the dataset statistics (µ0, σ0), which can
be estimated prior to learning. They are commonly
used for the initial data whitening transform. If such
a whitening transform has been already applied we
may assume (µ0, σ0) = (0, 1). Propagate the mo-
ments until the first normalization layer.
• Propagate from one normalization layer to the next
one assuming the input statistics are (0, 1).
The computation thus decouples in block of layers
delimited by the normalization layers and the result
of the normalization of such a block depends on the
parameters only inside the block but not on any other
parameters or data. Consider a network composed
of blocks of the form (linear(W k), norm(sk, bk),
activation). Then the statistics for the normaliza-
tion in block k will depend only on parameters W k,
sk−1, bk−1.
Further on, to compute the normalization in a con-
volutional NN we do not need to work with spatial
dimensions. The normalized input statistics (0, 1)
are the same over spatial dimensions and channels.
The scale-bias parameters s, b are the same over spa-
tial dimensions but not over channels. A convolu-
tional filterWi,j,k (per output channel) with i running
over input channels and j, k over spatial dimensions,
applied to a tensor which is constant across spatial
dimensions, is equivalent to applying a linear trans-
form w with components wi =
∑
j,kWi,j,k to a vec-
tor over channels. The propagation of the variance
reduces similarly. The whole normalization is thus
independent of the image and batch sizes and has a
complexity similar to that of weight normalization.
Initialization In our case, just the initial statis-
tics (µ0, σ0) are needed for the initialization. The
equivalence-preserving initialization is exact for the
whole dataset. In the projecting initialization, ap-
proximate expectations E[Xi] and Var[Xi] depend
on the parameters of all layers down to the preced-
ing normalization layer as explained above.
Advantages We see the following advantages
compared to [5]. The proposed normalization has
very little overhead for CNNs, also considering back-
propagation. There is no dependency on batch size.
The normalization is exactly the same during train-
ing and testing, we can easily convert between un-
normalized and normalized forms while preserving
the equivalence. Because the normalization decou-
ples, there is no limitation to apply it in recurrent
networks. The normalization is continuously dif-
ferentiable and is non-stochastic. If dropout is ap-
plied during training, the normalization takes it into
account analytically (dropout is a multiplication by
a Bernoulli r.v. with known statistics, see details
in [16]). Similar advantages hold for applying the
method as initialization.
3. Related Work
Our method reduces to normalization propaga-
tion [1] when parameters s, b are not present. In
this case the normalization results in centering of the
ReLU non-linearity by a constant scale and bias as
in [1]: when input statistics are (0, 1) then so are
the output statistics. A similar constant centering
appears in self-normalizing networks [6]. Thus, as
an initialization scheme, it is equivalent to [1, 6].
However, when the scale-bias parameters are enabled
and varied, our method smoothly tracks the covariate
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Figure 2: Comparison of normalization methods at equal
learning rate using method-specific initializations. AP2
stands for the proposed method. Solid curves show the
running average of the loss (exponentially weighted). In
this plot, the effect of the initialization is not clear. In
addition, the speed of training highly depends on the
parametrization: using a parametrization w = 2w′ in
all linear layers appears as a great improvement. BN
Eval curve shows performance on the complete training
set when BN is switched to the ’evaluation’ mode (batch
statistics are not used).
shift, while [1] does not. Disabling scale and bias pa-
rameters as in [6] defines a different class of models
with fewer degrees of freedom. Since scale-bias pa-
rameters may be different per channel, our normal-
ization depends as well on the current weights w.
Further, note that applying dropout will change the
statistics, which is taken into account in our method.
The technique [15] performs analysis of neural
networks using mean field theory, which is related to
our variance propagation. It allows to estimate quan-
tities such as mean activations and even norms of gra-
dients assuming that all weights are random. While
they focus on asymptotic scenarios w.r.t. depth and
address a limited family of architectures, the results
are highly relevant for initialization methods.
Works [2, 13] discuss practical and theoretical
properties of normalization schemes such as the ef-
fect of the reparametrization as a preconditioner, etc.
4. How (Not) to Make a Comparison
In our first attempt of comparing normalized and
unnormalized training, we compare different meth-
ods with equal learning rate, initialized as recom-
mended by the specific method. An example of such
a comparison is shown in Fig. 2. It turns out to be
rather uninformative and even misleading. First, we
are comparing training schemes starting at different
points. Clearly, a better starting point gives an ad-
vantage [10, 13]. Thus, the effects of initialization
and normalization are entangled. Second, comparing
at equal learning rates is incorrect because the meth-
ods use different parametrization and thus efficiently
rescale the descent steps differently, as explained be-
low. Third, with limited training sets, NNs easily
over-fit and the training cross-entropy loss can be
made arbitrary close to zero while having poor gen-
eralization. To remedy this we will consider noise-
augmented training sets.
To see the issue with the learning rate, con-
sider what happens with the step size when a
reparametrization is used. Let for example, θ′ = Aθ
(a linear change of variables). The steepest descent
in θ for an objective f(θ) has the form θt+1 :=
θt−αt∇f(θ). The steepest descent in θ′ for the min-
imization of f(θ) = f(A−1θ′) can be equivalently
written as
θt+1 = θt − αt(AAT)−1∇f(θt), (7)
i.e., as a preconditioned gradient descent (see e.g., [9,
§8.7]). If we keep the learning rate the same, a
method that minimizes f(2θ′) results in a 4 times
larger step size. Compared as in Fig. 2, it can be de-
clared a “faster normalization scheme”. The issues
applies to normalization schemes because a change
of variables is involved and there is also a possibility
to, e.g., overestimate the variance.
The previous work [5] compared BN to the stan-
dard unnormalized training initialized differently and
manually adjusting learning rate and other parame-
ters. These issues are better addressed in [13], where
BN, WN and an unnormalized network are all initial-
ized with BN and a set of learning rates is tried for
each method (0.0003, 0.001, 0.003, 0.01). A more
recent work [2] used a fixed initial learning rate and
tuned the decay rule of learning rate of some meth-
ods manually. Furthermore, [5, 2] apply weight de-
cay (l2 regularization of weights) to BN (footnote
3 in [2]) while being aware of the scale invariance
discussed in [5]. Adding to the objective λ‖w‖22,
however small the coefficient is, makes the prob-
lem ill-conditioned. The weights can be taken arbi-
trary close to zero without affecting the cross-entropy
while decreasing ‖w‖22, with a singularity of the ob-
jective at zero. It follows that there is no minimum
and such regularization achieves nothing but destabi-
lizing the learning2.
5. Experiments
Similarly to [13] we compare different methods
starting from the same point defined as follows:
• init=None: Initialize weights randomly, normal-
izations are introduced with preserving the equiva-
lence.
• init=BN: BN is introduced with s random and b =
0 (pytorch default), projecting out scale and bias of
the original netowrk. mean and variance of a single
batch are used to convert the model to unnormalized
form for starting of other methods.
• init=AP2: The proposed normalization is intro-
duced with s = 1, b = 0 and then converted to the
unnormalized form for starting of other methods.
Normalization is introduced after every linear (conv
or fully connected) layer.
To select the learning rate we propose to numeri-
cally optimize it for the best training objective in the
horizon of 5 epochs. We do not try a set of values
but instead apply a zero order optimization method
for a function of a single variable (the learning rate)
as detailed below. While it does not fully resolve the
issue of a fair comparison, it is a method that can
be used in practice and it does make the comparison
more independent of trivial reparametrizations.
Implementation Details Our implementation in
pytorch will be made publicly available.
To find the best learning rate lr we use the bounded
Brent’s method3 to optimize the log10 lr with bounds
[−6, −2] and a limit of 10 iterations. The objective
is the running mean estimate of the stochastic loss
in five epochs. The running mean uses exponential
weights vanishing to 0.1 in 1 epoch.
Parameters We used batch size 128, Adam op-
timizer with learning rate lr · 0.96k, where k is the
epoch number (this gives a factor 10 reduction in 50
epochs). The initial learning rate lr is the parame-
ter optimized as discussed above. BN parameters are
2The gradient descent may however behave well in some
cases. As explained in [13], due to scale-invariance the gradients
of the main loss are orthogonal to w and the steps monotonously
increase the norm ‖w‖. The regularization can be balancing this
effect. However, a projection on the constrain ||w|| = 1 would
be much simpler. Weight regularization of parameters s, b is
also doubtful. Non-linearities introduce an implicit scaling and
bias depending on previous layers. Making ‖b‖ smaller does not
necessarily make the total effective bias smaller, but instead can
make it larger.
3Available in scipy package
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Figure 3: MNIST (no noise augmentation). Plots are
grouped by the initialization method and show a running
mean estimate of the stochastic batch-wise training ob-
jective vs. epochs. For all normalizations but BN this
matches well with the training loss on the whole data set.
For BN, its stochastic estimate deviates from its evalua-
tion performance on the training set (shown as a Eval). In
this task it is possible to bring the loss arbitrary close to
zero, which AP2 normalization successfully does for all 3
inits – a clear case of overfitting.
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Figure 4: Noisy MNIST: Training loss with different ini-
tializations.
the pytorch default ones: eps = 10−5, momentum4
= 0.1.
Datasets We used MNIST5 and CIFAR106
4In pytorch this is the weight of the new data point, not of
the previous estimate.
5http://yann.lecun.com/exdb/mnist/
6https://www.cs.toronto.edu/˜kriz/cifar.
html
datasets.
MNIST The initial dataset is augmented by ran-
dom offsets in the range [−2, 2] with zero padding.
We tested a simple non-convolutional network with
6 hidden layers of logistic transform units, 20 in
each (same as in [16]). Such network is already
relatively hard to train with random initialization as
seen in Fig. 3 (top), even when the best learning rate
is chosen. BN starting from this initialization per-
forms better but has problems with estimating the
whole training set mean and variance. Its evalu-
ation performance is very stochastic and does not
match the training performance7. With BN initial-
ization, all methods succeed to train the network. It
is seen that with optimized learning rates, their per-
formance is much more similar than reported else-
where. Here BN evaluation-mode performance is
better than its batch performance. Finally, for AP2
initialization, standard network and weight normal-
ization work well while BN oscillates despite that the
automatically chosen learning rate is by an order of
magnitude smaller than in the case of init=BN. It
is interesting that with AP2 normalization, the learn-
ing objective is optimized well for all initializations.
However, in this test scenario the model is overfit-
ting, as can be seen from the validation loss and ac-
curacy shown in Fig. 5, and therefore a better perfor-
mance on the training loss is of little practical utility.
Noisy-MNIST The dataset is additionally aug-
mented with Gaussian noise with variance 0.1. The
results with the same model and settings as MNIST
are presented in Figs. 4 and 6.
Noisy-CIFAR-10 We tested with a CNN network
with ReLU and the following conv layers:
ksize =[3, 3, 3, 3, 3, 3, 3, 1, 1 ]
stride=[1, 1, 2, 1, 1, 2, 1, 1, 1 ]
depth =[96, 96, 96, 192, 192, 192, 192, 192, 10]
listing kernel size, input stride, and output channels,
resp. We used a leaky ReLU activation: max(0, x)+
0.03x. The reason is that with pure ReLU some
methods were finding a local minimum that detached
the input (e.g., when one layer becomes fully satu-
rated at 0 and the others fit just the prior class dis-
tribution), which was breaking our learning rate op-
timization. LReLU follows all layers but the last
one, followed by log softmax. The initial dataset is
augmented by random horizontal flips, offsets in the
range [−2, 2] with zero padding and noise with vari-
7Perhaps a smaller value of momentum is needed. This
hyper-parameter however does not affect the training process.
ance 0.1.
The results are shown in Fig. 7. The proposed nor-
malization behaves well across all init points. BN
achieves the overall best training objective, but the
difference is not decisive, comparable to results of
AP2 with other inits. The same holds for the val-
idation accuracies in Fig. 8. BN has a significant
generalization boost when using accumulated statis-
tics (evaluation mode). This is an interesting phe-
nomenon, perhaps related to boosting or ensemble
techniques: the data-dependent (stochastic) normal-
ization values are replaced with their running average
counterparts (expectations).
6. Conclusion
In this work we explored an application of vari-
ance propagation [16] for computing normaliza-
tion statistics. The resulting method has simi-
lar advantages as weight normalization: compu-
tation efficiency, continuous differentiability, data-
independent plug-in/out capability, applicability to
recurrent nets, etc. The procedure approximates
the needed statistics in a clearly understood man-
ner and is general in the sense that it can take
into account different constructive elements of neu-
ral networks and their dependencies. We strove to-
wards making experiments more objective by con-
sidering same initialization points and optimizing the
learning rate. We observed that the remaining dif-
ferences in the speed of different methods became
much smaller than when compared naively, e.g., as
in Fig. 2. It can be still observed that the pro-
posed technique improves robustness to initializa-
tion points and achieves a lower training objective in
many cases. It also gives a good initialization point to
standard parametrization and weight normalization.
It does not have the property of batch normalization
to generalize (presumably due to stochasticity and
averaging). The later however experienced a signif-
icant instability when applied to other initialization
points in our tests.
We hypothesize that the proposed method may
benefit from an orthogonal initialization because
such initialization would make the uncorrelated in-
puts assumption exact. The role of the norm ‖w‖,
to which the normalized forms are invariant (but not
their gradients!) is yet unclear.
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Figure 5: MNIST: Validation loss and accuracies, BN-initialized training. BN shows less overfitting and better validation
accuracy. These results are consistent with [2, figure 3].
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Figure 6: Noisy MNIST: Validation loss and accuracies, BN-initialized training. Here overfitting does not occur and
AP2 is on par with BN.
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Figure 7: Noisy CIFAR-10: Training loss with different initializations. When the learning rate is optimized as proposed
in the paper, the differences between different init and normalization schemes are not so pronounced and we cannot make
conclusions about the speed of learning.
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Figure 8: Noisy CIFAR-10: Validation accuracies corresponding to Fig. 7.
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