ABSTRACT. -We show that for a one-parameter family of unicritical polynomials {fc} with even critical order 2, for almost all parameters c, fc admits a unique SRB-measure, being either absolutely continuous, or supported on the postcritical set. As a byproduct we prove that if fc has a Cantor attractor, then it is uniquely ergodic on its postcritical set.
Introduction and statement of results
About 10 years ago, Jacob Palis conjectured that "most" dynamical systems have a finite number of metric attractors whose union of basins of attraction has total probability, and that each of these attractors either is a periodic orbit or supports a physical measure, i.e., a measure whose set of typical points has positive Lebesgue measure. The topological version of this conjecture was recently proved in the one-dimensional case: within the space of C ∞ one-dimensional maps, hyperbolic maps are dense, see [19, 20] . This paper deals with 'Lebesgue most' parameters within a family of polynomial maps, and proposes a new strategy for proving a probabilistic version of the above conjecture.
Consider the family f c (x) = x + c, where is an even positive integer. Let M denote the set of parameters c such that f c has a connected Julia set. Then M ∩ R consists of the parameters c ∈ R for which f c has a compact invariant interval, consisting of the (real) points not escaping to infinity. An f -invariant measure μ is called physical or SRB if its basin, i.e., the set B(μ) of points x such that for all continuous functions ϕ : R → R one has
has positive Lebesgue measure. A probability invariant measure which is absolutely continuous w.r.t. the Lebesgue measure is called an acip, and we say that a dynamical system g : X → X is uniquely ergodic if there is at most one probability measure on X which is invariant under g. There are many parameters c ∈ M ∩ R for which f c has no physical measure, or the physical measure is supported on a hyperbolically repelling set, see [16] and also [29] . Our main theorem states that for Lebesgue almost all c ∈ M ∩ R there is a unique physical measure. THEOREM 1.
-For Lebesgue-a.e. c ∈ M ∩ R, f c : R → R has a unique physical measure μ. Moreover, either μ is an acip, or μ is supported on ω(0) and f c |ω(0) is uniquely ergodic.
It is well-known, see for example [29, Section III.4] , that for all parameters, f c has a unique metric attractor which is one of the following:
1. An attracting periodic orbit. 2. A union of intervals which are cyclically permuted by f . This is the finitely renormalizable case. 3. A Cantor set ω(0) which is equal to k p k −1 i=0 J k , where {J k } k∈N is a nested sequence of p k -periodic neighborhoods of 0. This is the infinitely renormalizable case. The basin of ω(0) has full Lebesgue measure and is of second Baire category. 4 . A Cantor set ω(0), but case 3. does not apply. In this case the basin of ω(0) has full Lebesgue measure but is of first Baire category. The attractor ω(0) is called a "wild attractor". In all of these cases, the basin of the attractor has full Lebesgue measure, and in cases 2-4, Lebesgue measure is ergodic. If in addition, there is an acip μ (in case 2), then this acip is necessarily the unique SRB-measure, because its set of typical points has full Lebesgue measure. Hence, the basin of the measure μ from the theorem has full Lebesgue measure.
We should emphasize that if in the above theorem supp(μ) = ω(0), then this need not imply that ω(0) is the metric attractor. It could, for example, happen that there is a conservative σ-finite acipμ, such that Lebesgue-a.e. x is typical for both μ andμ; yet these points visit any set A whose closure is disjoint from ω(0) with frequency 0. For = 2 a stronger result is known: for almost all c ∈ M ∩ R, either f c is Collet-Eckmann or f c has a hyperbolic periodic attractor, see [2, 3, 22, 24] . However, the geometry of orbits for = 2 and > 2 is completely different (for example, wild attractors exist only if is sufficiently large). For this reason several crucial steps of the proofs in those papers fail for the case > 2. For this reason we use a new approach to this problem in this paper.
Decompose the set M ∩ R as the union of the following pairwise disjoint sets: M ∩ R = A ∪ F ∪ I, where A = {c ∈ M ∩ R | f c has a periodic attractor}, F = {c ∈ M ∩ R \ A | f c is at most finitely renormalizable}, I = {c ∈ M ∩ R | f c is infinitely renormalizable}.
In the first case, f c has an SRB-measure supported on the periodic attractor. In the third case, ω(0) is a Cantor set and carries a unique invariant probability measure, which is also the unique SRBmeasure. In fact, (ω(0), f) is isomorphic to an adding machine. See [29, Section II.5] and [15, Chapter 11] for proofs of these statements. So to prove Theorem 1, we only need to consider the second case.
Let us further decompose the space of finitely renormalizable maps F as F = ∞ n=0 F n , where F n denotes the subset of F consisting of parameters c for which f c is exactly n times renormalizable. Most of our effort will be put into the case c ∈ F 0 as the finitely renormalizable case can be reduced by a suitable return map to the non-renormalizable case. Let us use F 0 r to denote the subset of F 0 consisting of parameters c for which f c has a recurrent critical point. By a classical result of Misiurewicz, f c has an acip for any c ∈ F 0 \ F 0 r , see for example [29] . The case when f c has a recurrent critical point is much more tricky. To explain our strategy, we need some more terminology. Let us say that an open interval I is nice if f n (∂I) ∩ I = ∅ for all n 0. An interval J 0 is called a child of I if it is a unimodal pullback of I, i.e., if there exist an intervalJ containing the critical value c and an integer s 1 so that f s−1 :J → I is a homeomorphism and J = f −1 (J). If c ∈ F 0 r and there exists a nice interval I 0 with infinitely many children, then we say that f c is reluctantly recurrent; otherwise it is called persistently recurrent. Let us say that a parameter c ∈ F 0 r has decaying geometry property if either • f c is reluctantly recurrent, or • f c is persistently recurrent and there exists a sequence of nice intervals Γ 0 ⊃ Γ 1 ⊃ · · · 0 such that for each n 0, Γ n+1 is the smallest child of Γ n , and so that |Γ n+1 |/|Γ n | → 0 as n → ∞. Let DG denote the collection of parameters c for which f c satisfies the decaying geometry condition. We should note that if = 2, F 0 r ⊂ DG (and in fact, the decay is at least exponentially fast, see [14, 21, 35] ). We will first deal with the parameters c ∈ F 0 r \ DG, and show that f c |ω(0) is uniquely ergodic, and there is a unique SRB-measure which is either an acip or the invariant probability measure supported on ω(0). In Section 2 we study the combinatorics of ω(0) when f c is persistently recurrent, and we introduce a notion of combinatorial complexity, see Definition 1. Based on this notion we state the following THEOREM 2.
-If a unimodal map f is persistently recurrent and has low combinatorial complexity, then f |ω(0) is uniquely ergodic. Moreover, if f is C 3 , then there is a unique SRB-measure which is either an acip, or is the unique invariant probability measure supported on ω(0).
It follows from Lebesgue ergodicity of unimodal maps without periodic attractors that an acip is indeed the unique SRB-measure. The link with the decaying geometry property is made in the following: To deal with the set DG, we shall carry out a parameter exclusion argument in spite of the fact that |Γ n+1 |/|Γ n | need not decay exponentially. For a subset A of a bounded interval I, and γ 1,
where h runs over all γ-quasisymmetric maps from I into R. Moreover, let SC be the subset of F 0 r consisting of all the parameters c such that for any α > 0 the following summability condition holds:
By [31] , for any c ∈ SC, f c has an acip, and the remarks below Theorem 1 show that this acip is the unique SRB-measure. (In fact, by [8] , this acip has decay of correlations faster than any polynomial rate.) To prove this theorem we shall follow the idea of [3, 22] , which uses complex method in an essential way. The new ingredient here is a different strategy to obtain dilatation control of "pseudo-conjugacies". In quadratic case, such control was deduced from "linear growth of the principal moduli" which does not hold in our case (even for maps satisfying our decaying geometry condition). Instead, we shall prove in the case c ∈ DG, that there exists a sequence of critical puzzle pieces for which the relative size of the first return domains is arbitrarily 'small', see Theorem 6. This result implies dilatation control for the pseudo-conjugacies by an argument used previously in [17, 32, 36] .
Before giving a formal proof of Theorem 1, let us summarize the strategy schematically in the following way:
=⇒ low combin. complexity Theorem 2 =⇒ unique ergodicity;
a.e. c ∈ F 0 r ∩ DG Theorem 4 =⇒ c ∈ SC by [31] =⇒ has an SRB;
r =⇒ c is Misiurewicz =⇒ has an SRB; while for renormalizable maps, the same argument goes through by considering a renormalization.
Proof of Theorem 1. -Let Good denote the set of all parameters c ∈ M ∩ R for which f c has a unique SRB measure and let Bad = (M ∩ R) \ Good . We need to show that Bad has Lebesgue measure zero. As we have mentioned before, Bad ⊂ F. So it suffices to show that for each n 0, the set Bad n := Bad ∩ F n has no Lebesgue density point. In the case n = 0, this follows from Theorems 2, 3 and 4.
Let us now fix n and c ∈ Bad n . Then f has a non-periodic recurrent critical point, and there exists a neighborhood K c such that for each c ∈ K, f c is at least n times renormalizable. For each c let χ(c ) denote the parameter in M ∩ R such that f χ(c ) is hybrid conjugate to the n-th renormalization of f c . By the qc-Theorem in [23] (qc will always stand for quasiconformal), the map χ : K → χ(K) is γ-quasisymmetric for some γ > 1. Note that for any c ∈ K, c ∈ Bad n implies that χ(c ) ∈ Bad 0 . In particular, f χ(c) satisfies the decay of geometry condition, so we may apply Theorem 4 to obtain a sequence J n of neighborhoods of χ(c), 
Organization of the paper and some comments on the proof
Section 2 is devoted to proving Theorem 2 and we start by showing that if f is persistently recurrent and one has low combinatorial complexity, then f |ω(0) is uniquely ergodic, see Proposition 1. This is done by showing that certain transition matrices act as contractions in the projective Hilbert metric. In Section 3 we use real bounds to complete the proof of Theorem 3. The proof of Theorem 5 is also given in that section. The remainder of the paper is devoted to the proof of Theorem 4. In Section 4 we review how the combinatorics of Yoccoz puzzles changes with the parameter. In Section 5, we study the geometry of the Yoccoz puzzle for maps f c with decaying geometry property, and state and prove Theorem 6. In Section 6, we convert this result to an estimate of the dilatation of pseudo-conjugacies. Such an estimate will be crucial when we go from dynamical to parameter space in the proof of Theorem 4 in Section 7.
Most of the proofs in this paper can be extended to multimodal families. However, in order to go from dynamical space to parameter space we use Proposition 7, which essentially follows from Lemma 9. In higher dimensions, Lemma 9 is no longer true. For example, let H be the space of biholomorphic maps ϕ :
Let λ be the Lebesgue measure on R × R and define
then sup ϕ∈H A(ϕ) need not be small if ε is small. So even if the holomorphic motion in Lemma 9 is trivial (h = id) going from dynamical to parameter space is more difficult. Throughout the paper we shall say that A B if the closure of A is contained in the interior of B. For any interval I, let αI denote the interval of length α|I| that is concentric with I.
A condition for unique ergodicity in the persistently recurrent case
In this section, let f be an arbitrary C 2 unimodal map with a non-flat critical point c 0 = 0. We shall assume that the critical point is recurrent, but not periodic. The goal is to give a sufficient condition for f |ω(0) to be uniquely ergodic. So we shall assume that f is not renormalizable; if f is finitely renormalizable we pass to the "deepest" renormalization, whereas for infinitely renormalizable maps, ω(0) is an attractor and f |ω(0) is isomorphic to the adding machine (defined by "adding 1 and carry") on the space {(
Here p i is the period of the i-th periodic interval. Such adding machines are well-known to be uniquely ergodic, see [15] .
Construction of the nest of children
Recall that an open interval Γ is called nice if f n (∂Γ) ∩ Γ = ∅ for all n 1. For any nice interval Γ 0, let R Γ : Γ → Γ be the first return map; it has one central unimodal branch (which contains the critical point 0) and in general infinitely many non-central branches. Let ρ(Γ) be the collection of return domains of Γ that intersect ω(0). A child Γ of Γ is a neighborhood of 0 such that there exists a neighborhood Γ of c 1 := f (0) such that f −1 ( Γ) = Γ and f s−1 : Γ → Γ is monotone onto for some s 1. The children of Γ are again nice, nested neighborhoods of 0. Each nice neighborhood has at least one, and if f is not renormalizable at least two children. If f is persistently recurrent then (by definition) each nice neighborhood Γ of 0 has only finitely many children (cf. [7, 39] ). Note that persistent recurrence of f implies that ω(0) is a minimal Cantor set, see [21] . 
is the first landing of y into Γ n+1 , and for 0 l k, write
Define the combinatorial complexity of y ∈ Γ n to be
Note that G n (y) 1, unless y ∈ I r . As ω(0) is a minimal Cantor set, k(y) is uniformly bounded for y ∈ ω(0) ∩ Γ n . In particular, we have
Note that if f is not renormalizable, then G n 1 for all n. Proof. -For each n, the return domains
Let H n be the collection of intervals of the following form:
. Then H n is a cover of ω(0). Since f is assumed to be C 2 and have non-flat critical point, it has no wandering intervals (see [29] ) so that
The idea of the proof is now to show that for each J ∈ H n , n ∈ N, and y ∈ ω(0), the visit frequency lim m→∞
∈ J} exists and is independent of y. For any J ∈ H n and J ∈ ρ n , there is at most one k < τ J such that f k (J) ∩ J = ∅ and for this k, f k (J) ⊂ J . This implies that the visit frequency to J ∈ H n is the sum of the visit frequencies of all J ∈ ρ n that visit it in iterates 0, . . . , τ J − 1. It therefore suffices to compute visit frequencies to J ∈ ρ n . A priori, these limits need not exist, so we replace them by visit frequency set γ n consisting of all visit frequency vectorsγ n obtained from some y ∈ ω(c) and subsequence {m k }. In other words, γ n ∈ γ n if there is a subsequence {m k } and y ∈ ω(0) such that the components
exist. Note that J∈ρnγ n (J) = 1 for allγ n ∈ γ n . The next step is to express γ n (J) as an set-valued linear combination of {γ n+1 (J ) | J ∈ ρ n+1 }. The corresponding linear transformation A n : C n+1 → C n , for cones C n := R #ρn + (where R + = [0, ∞)), is determined by the combinatorics of the return map R n to Γ n . Using the projective Hilbert metric Θ, we will prove that infinite compositions of the transformations A n contract the cones to halflines n ⊂ C n . Intersecting n with the unit simplex in C n gives a single point whose coordinates express the visit frequencies to the elements J ∈ ρ n , and these frequencies exist as limits and are independent of y ∈ ω(0).
Let us study these linear transformations A n in more detail. Let a J,J indicate the number of visits ofJ ∈ ρ n+1 to J ∈ ρ n in the iterates 0, . . . , τJ − 1. Then (a J,J ) J∈ρn,J∈ρn+1 is an #ρ n × #ρ n+1 matrix which we will identify with the transformation A n . Then, as a set-valued matrix product,
for some normalizing constant N n . Let γ n be the set of #ρ n -tuples of visit frequencies {γ n (J) | J ∈ ρ n } written as a vertical column. Then composing matrices A n , we find
Disregarding the normalizing constants N n,m , we find that γ n is a single vector, i.e., independent of y, if and only if
is a half-line, and in that case γ n is the intersection of n and the unit simplex {x ∈ C n | x i 0 and
As a result, the visit frequency to any J ∈ ρ n and any n 0 is determined independently of y ∈ ω(0), and consequently, the visit frequencies to J ∈ H n exist independently of y. By Kolmogorov's extension theorem, this uniquely determines the invariant measure μ.
Note that the entries a J,J of A n are strictly positive. This is a consequence of Lemma 1, and it is here that we effectively use the fact that Γ n+1 is the smallest child of Γ n . More precisely, if the matrix A + n records all the visits ofJ 's in ρ n+1 to J 's in ρ n before iterate s n , then A + n is already strictly positive. Moreover, for each t < s n , f t (Γ n+1 ) intersects at most one return domain J ∈ ρ n . Thus all columns of A 
is the central branch of the return map to I i−1 ; let t i be such that
Proof. -By Lemma 1, there exists t > 0 such that f t (0) ∈ J , and hence f sn−t (J) ∩ I 0 = ∅. Therefore t s n − t < s n . The second statement of this claim follows because R|J is the first return map to I 0 . 2 CLAIM 2. -Assume that there exist l < l such that
Proof. -Since f is not renormalizable, there exists at least one non-central return domain J of I 0 . Therefore there exists a maximal s n < s n and J such that f
contains at least one boundary point of J . But the forward orbit of ∂J is disjoint from the open interval I 0 , and therefore the return time
Therefore y l and Γ n+1 visit the same return domains along the iterates 0 j < t α l . This proves Claim 2 when l = l + 1. 2
Hence we can repeat the argument for the iterates t α l j < t α l + t α l+1 , etc.
In fact, the same argument also proves:
To prove the lemma, take any x ∈J ∈ ρ(Γ n+1 ), and decompose {0, . . . , k} into strings l, l + 1, . . . , l that satisfy the hypotheses of one of the thee above claims. If α l α l+1 , then Claim 1 or 3 holds for l, whereas for any maximal string α l > α l+1 > · · · > α l , Claim 1 or 3 holds for l . By definition of G n , there are at most 2G n such strings, and each such strings,
To conclude the proof of Proposition 1, we will show that the matrices A n act as contractions in the projective Hilbert metric. Given v, w ∈ C n+1 , define this pseudo-metric as
In particular, A n is a contraction if A n maps ∂C n+1 \ {0} into the interior of C n . By strict positivity of the A n , this is true for all n. By Lemma 2, each element in A − n is at most 2G n times the corresponding element in A + n . Therefore, when comparing two elements a J,J and b J,J in the same J -row of A n , we always find that
Therefore n is indeed a line if m n (1 − Remark 2. -The consecutive visits of theJ 's in ρ n+1 toJ 's in ρ n give a direct way to describe f |ω(0) as a substitution shift based on a chain of substitutions χ n . The matrices A n are the associated matrices of the substitutions χ n , cf. [6, 13] . The proof of unique ergodicity then becomes almost identical to the one given in [6] .
Remark 3. -The proof of Proposition 1 can be applied to unicritical complex maps as well. In this case, Yoccoz puzzle pieces will take the role of nice intervals, see Section 4. However, since we have no analogue of the "no wandering interval" result from real dynamics, it is not true in all generality that sup{diam(J) | J ∈ H n } → 0 as n → ∞. Therefore, Proposition 1 can only be used to show that there is a unique invariant probability measure which is measurable with respect to the partition into atoms n {J ∈ H n | x ∈ J}, x ∈ ω(0).
Proposition 1 does generalize to the real multimodal case; for the definition of nice intervals and its children in the multimodal setting, we refer to [19] .
SRB-measures
For this subsection, we allow f to be a multimodal interval map with a finite set Crit of critical points all of which are non-flat. Assume also that f has only repelling periodic points. Such maps have no wandering intervals (cf. [29] ). According to [5, 38] , the number of ergodic components of Lebesgue measure m is bounded by # Crit. For each ergodic component, there exists a subset E of full Lebesgue measure, and satisfies exactly one of the following properties:
1. There exists ε > 0 such that for any x ∈ E lim sup
In this case, there is an acip with E as set of typical points, see Proposition 2. Proof. -Take ε > 0 such that (4) holds. Since f has no wandering intervals or non-repelling periodic points, n f −n (Crit) is dense. For some large α > 0, take N so large that P :
For all ε > 0 and any
(Note that the same lim sup is achieved by all x ∈ E since E is contained in an ergodic component.) By construction of P , f n (∂J) ∩ J = ∅ for all n 0, so J is nice. Therefore, the first return map F : J → J has only monotone onto branches
By the choice of P , the concentric neighborhood αJ of J of length α|J| is disjoint from ω(Crit). Hence for any interval J and integer s 1, if f s : J → J is monotone onto, then there existsĴ ⊃ J such that f s :Ĵ → αJ is also monotone onto. By Theorem C(2) of [38] , there exists C > 0 independent of J and s such that the distortion of f s |J is bounded by C:
Let H ⊂ J be the set of points on which F k is defined for all k. Then H is forward invariant under F and m(H ∩ J) m(E ∩ J) > 0. Take a density point x of H in H ∩ J , and let
. Now the Folklore Theorem (cf. [26] ) produces an ergodic F -invariant absolutely continuous probability measure ν with supp(ν) = J and dν dm is bounded and bounded away from 0.
For
, and by Birkhoff's Ergodic Theorem, ν-a.e. x ∈ H satisfies
This shows that η 0 := τ dν < ∞. Therefore we can pullback ν to obtain an absolutely continuous f -invariant probability measure
The support of μ is the forward orbit of J ⊂ E. Since f has only repelling periodic orbits and there are no wandering intervals, supp(μ) is a finite union of compact intervals. Finally, μ is physical, because its set E of typical points has positive Lebesgue measure. 2
We are now in the position to prove Theorem 2.
Proof of Theorem 2. -If Condition (4) holds then Proposition 2 implies that f has an acip μ; its set of typical points E has positive Lebesgue measure, so μ is physical. If on the other hand (5) holds, then any accumulation point of Cesaro means of Dirac measures
is an invariant measure supported on ω(0). But by Proposition 1, f |ω(0) is uniquely ergodic. Therefore the invariant measure on ω(0) is physical. 2 Remark 4. -For C 2 non-flat multimodal maps with all periodic points repelling, compact forward invariant sets that are disjoint from Crit are hyperbolic and have zero Lebesgue measure. Therefore each acip contains at least one critical point in its support. It follows from [38, Theorem E] that any critical point interior to the support of an acip cannot be in the support of another physical measure.
For singular physical measures, the situation is different. There are examples where the physical measure is supported on a hyperbolically repelling set, see [16] . It is also possible to construct, for example, a bimodal map on [0, 1] with two Cantor attractors, such that the basins of both attractors are dense in [0, 1].
No decaying geometry implies low combinatorial complexity
Throughout this section we consider a C 3 unimodal map f :
with a non-flat critical point located at 0 and with f (−1) = f (1) = −1. The constants appearing below are universal in the sense that they only depend on previously introduced constants and the order of the critical point, provided that the intervals involved in the argument are sufficiently small.
Recall that αI denotes the interval of length α|I| that is concentric with I. Let I be a nice interval. Let us denote the first entry domain to I containing x by L x (I) and inductively define L 
Moreover, under the same assumption, for each ε > 0 there exists η ∈ (0, 1) such that if
Proof. -See [27] as well as [38] . Proof. -Let us show that I has at least N children. Write R := R I and let
has at least N children. So if we let r be the integer associated to δ and ρ from Lemma 5 then the conclusion of the lemma holds if N r. 2 PROPOSITION 3. -Assume that f is non-renormalizable and persistently recurrent. Let
is a pull back of Γ n of order 2. Assuming that |Γ n+2 |/|Γ n | τ , let us show that G n cannot be too large. 
I r , and let q be maximal with i(q) r. By Lemma 3, q is bounded from above by a constant q(τ ).
First let us consider the case 1 j q. 
This completes the proof of the claim. Now let N = N (τ −1 , δ) be as in Lemma 6. Let us show that G n N q+1 . To this end, let y ∈ ω(0) ∩ Γ n be such that G n (y) = G n and let s 0 be minimal such that f s (y) ∈ Γ n+1 . Note that if 0 < i < r and I i is central, i.e.,
G n .
Note that ν(q + 1) = 0. Let us show that for any 0 j q, ν(j) (ν(j + 1) + 1)(N − 1). Indeed, otherwise, there exists 0 s < s such that the orbit {f k (y)} s k=s visits I i(j) \ I i(j)+1 at least N times before it enters I i(j+1) . By Lemma 6, this, together with the claim above, implies that if K j is the last child of
r does not have low combinatorial complexity, then G n → ∞. By Proposition 3 it follows that f ∈ DG in this case. Therefore any map in F 0 r \ DG must have low combinatorial complexity. 2
The proof of Theorem 5
We will prove Theorem 5 by a random walk argument, using α k to indicate the state after the k-th step in the walk. The Lebesgue measure (normalized on [f (0), f 2 (0)]) will be denoted as m.
Proof of Theorem 5. -If f is infinitely renormalizable, then f |ω(0) is uniquely ergodic [15] and there is nothing to prove. If f is finitely renormalizable, then by passing to the "deepest renormalization", we can assume that f is not renormalizable anymore. It remains to consider the case that f has a wild attractor. By [21] (see also [7] ), f is persistently recurrent. Let us assume that the combinatorial complexity of f is not low, so in particular, lim n→∞ G n = ∞. Proposition 3 states that, given ρ > 0, there exists n 0 such that Γ n is ρ-nice, and hence (1 + 2ρ)L 0 (Γ n ) ⊂ Γ n for all n n 0 . We will use a by now standard random walk argument on an induced map, see e.g. [9] , to prove that a wild attractor cannot exist after all, contradicting the assumption that the combinatorial complexity of f is not low. Therefore Theorem 2 implies that f |ω(0) is uniquely ergodic.
We start by defining an inducing scheme. Let R n : [f (0), f 2 (0)] → Γ n be the first return/entry map to Γ n ; it is defined m-a.e., and, except for the central branch L 0 (Γ n ), all branches are onto Γ n . Recall that for each n 1, there exists s n+1 such that f sn+1−1 maps a onesided neighborhood
The first inclusion is immediate, and the second follows because otherwise f sn+1+t (Γ n+2 ) contains a boundary point of L 0 (Γ n ), and hence cannot be mapped monotonically onto
We define the induced map Q on Γ n+1 \ Γ n+2 as follows:
, and let
, and there exists a neighborhood U x x such that R k+1 n
• f sn+1 maps U x monotonically onto Γ n . In this manner Q is defined for m-a.e. x ∈ Γ n+1 \ Γ n+2 and the monotone image of the corresponding neighborhood U x is one of Γ n , L 0 (Γ n ) or Γ n+2 . Moreover, any two neighborhoods U x or U y are either disjoint or coincide.
Repeating this construction for all n, we obtain a Markov induced map Q which preserves the partition given by the boundary points of the intervals Γ n and L 0 (Γ n ). To describe the random walk, let
The α k can be considered as random variable with the following conditional probabilities. For n > n 0 we have
Given y ∈ W x , there are three cases to consider:
Combining these estimates and adding over all domains W x with Q k (W x ) ⊂ Γ n , we arrive at (6). A similar argument gives for r 1,
Therefore, the drift of the random walk is
for ρ and hence ρ sufficiently large and n > n 0 (ρ). A similar computation shows that the variance is bounded as well:
Hence we can apply the random walk argument from [9] to conclude that lim inf k→∞ α k < ∞ for m-a.e. x, and this excludes the existence of a wild attractor. 2
Yoccoz puzzle
Let us consider the family f c (z) = z + c parametrized by c ∈ C. By definition, the filled Julia set K c of f c is the complement of the open set
which is the attracting basin of infinity. The Green function
is a subharmonic function vanishing exactly on the filled Julia set K c . The classical Böttcher Theorem provides us a unique conformal representation . In this case, any external ray R c (t) with t rational has a well defined landing point lim r→1 + B −1 c (re 2πit ) which is contained in the Julia set ∂K c ; vice versa, a repelling or parabolic point is the common landing point of finitely many external rays with rational angle. When K c is disconnected, provided that arg B c (c) = k t for all k 1, the external ray R c (t) is still a smooth curve joining infinity and ∂K c , so each point in R c (t) has a uniquely defined potential.
For every c ∈ C, the domain of B c contains the critical value c of f c so that B c (c) is well defined. By [11] , the set M is connected and the map Φ(c) = B c (c) defines a conformal map from C\M onto C\D. As in the dynamical plane, the parameter (external) ray of angle t ∈ R/Z is the set
and the equipotential of level r > 0 is the closed curve
Let H denote the component of the interior of M which contains 0. This is the region where f c has an attracting fixed point. For c 0 ∈ (M \ H) ∩ R, f c0 has an orientation reversing fixed point α c0 in R. There exist exactly two external rays R c0 (t − ), R c0 (t + ) landing at α c0 , see Lemma 5.2 in [19] . These two external rays are symmetric to each other with respect to the real axis, and permuted by f c :
Arguing as in Theorem 2.1 in [30] , the corresponding dynamical rays R(t − ) and R(t + ) land at a common point γ ∈ R. The configuration R(t − ) ∪ R(t + ) ∪ {γ} cuts the parameter plane into two connected components, and we use W to denote the one which does not contain 0 (the 1/2-wake). The set W consists of all c for which f c has a repelling fixed point α c at which the external rays R c (t + ) and R c (t − ) land. In particular,
Now let us recall the definition of Yoccoz puzzle for c ∈ W. Let X n c = {z ∈ C | G c (z) < 1/ n }. By definition, the Yoccoz puzzle of f c is the following sequence of graphs:
) will be called a puzzle piece of depth n. A puzzle piece of depth n which contains a point z will be denoted by P n c (z). For n 1, the f -image of a puzzle piece of depth n is a puzzle piece of depth n − 1 and each puzzle piece of depth n is contained in a puzzle piece of depth n − 1. Proof. -Otherwise, P 2 (c) contains −α c in its closure. As c ∈ R, this implies that P 2 (0) ∩ R is a periodic interval of period 2, contradicting that f c is non-renormalizable. 2
First return maps
Consider a map f = f c with c ∈ W. Let V be a puzzle piece which contains 0. Let D(V ) = {z ∈ C: ∃k 1 such that f k (z) ∈ V }. The first return map g V is defined as follows: for each z ∈ D(V ) ∩ V , if k 1 is the return time of z to V , i.e., the minimal k
It is well-known that the return time is constant on each component P of D(V ) ∩ V and that g V |P is conformal if P 0 and -to-1 otherwise. If 0 ∈ D(V ), and V is strictly nice: f k (∂V ) ∩ V = ∅ for all k 1, then the first return map g V is an R-map as defined below. DEFINITION 3. -Let V, U j , j = 0, 1, . . . , be Jordan disks in C such that the sets U j are pairwise disjoint and contained in V . A holomorphic map g :
(where "R" stands for "return") if the following hold:
• g : U 0 → V is an -to-1 proper map with a unique critical point at 0, • for all i 1, g : U j → V is conformal and surjective. U 0 is usually called the central and also the critical domain of R. The renormalization Lg of R is the first return map of g to U 0 . Note that Lg is again an R-map provided that g k (0) ∈ U 0 for some k 1.
The following is a lemma which we shall need later. For an R-map g :
LEMMA 8. -Let g : U i → V be an R-map. Let W be a return domain to U 0 (under g) and let s be the positive integer such that Lg|W
Since mod(U 0 \ W ) mod(V \ Q s )/ , the lemma follows. 2
Holomorphic motion DEFINITION 4. -A holomorphic motion of a set X ⊂ C over a complex manifold D is a map
which satisfies the following properties:
• h * = id X for some * ∈ D. We shall also say that h is a holomorphic motion of X over (D, * ).
Throughout the remainder of the paper we shall call a proper open subset of C which is homeomorphic to a disk, a topological disk. 
Proof. -The proof follows the idea in Section 4.3 of [22] . We shall use the following wellknown fact: there exists a positive constant M 0 > 0 such that if U V ⊂ C are Jordan disks with mod(V \ U ) > M 0 , then for any z 0 ∈ U , there exists a round annulus A(z 0 ; r, R) : [25] .
Without loss of generality, we may assume that 0 ∈ U , 1 ∈ ∂V , and that D ⊂ V . By considering the pre-composition of h c with an affine motion g c (z) = a c z + b c , we may assume h c (z) = z for each c ∈ D and z ∈ {0, 1}.
Assuming that m := mod(V \ U ) > 3M 0 is large enough, let us prove that there exist 0 < r < R < 1 such that 
Parapuzzle
Let us now define the Yoccoz parapuzzle. For our purpose, it is enough to restrict ourselves to the wake W.
R(t) .
A component of X n \ S n is called a parapuzzle of depth n and denoted by P n (c) if it contains c. The following lemma describes how the combinatorics of Yoccoz puzzle changes with the parameter. 
such that for each c ∈ P n (c 0 ), the following hold:
proper filled tube which has the identity map as a diagonal.
Sketch of proof. -We shall only give a sketch of proof here. For the details we refer to Section 2 in [33] . Although only quadratic polynomials are considered there, the proof works through in the general unicritical case.
We take p n to be the restriction of holomorphic motion H n−1 constructed in Lemma 2.5 of [33] to P n (c 0 ) × C. Assuming n 2, let us show that p n |P n (c 0 ) × P n c0 (c 0 ) is a proper tube. For n = 2, by Lemma 7, we have P 2 c (c) P 1 c (c), which implies that P 2 (c 0 ) P 1 (c 0 ) by Lemma 2.8 in [33] . For n > 2 one proceeds by induction. The fact that the identity map is a diagonal to the filled tube follows from Lemma 2.6 in [33] . 2 Remark 5. -Clearly, the map p n,c is holomorphic in the region {z ∈ C:
Remark 6. -As t + = −t − mod 1, the set S n is real-symmetric. Consequently, any parapuzzle piece which intersects R is real-symmetric.
Properties of the Julia sets
Given a topological disk Ω ⊂ C and a set A, define
where ϕ runs over all conformal maps from Ω into C and m denotes the planar Lebesgue measure.
. . , be pairwise disjoint topological disks contained in V . We say that the family 
Extendibility
For a puzzle piece Y , let D(Y ) denote the set of all points z for which there exist
where s denotes the return time of U to V , i.e.,
The following lemma will be convenient for us to find extension domains.
and f 
A recursive argument
To prove Theorem 6 let us start with a slightly more general situation. 
where 
where V 0 denote the collection of the components of V 0 . As mod(Y \ P ) C/ , Dist(ϕ|P ) 1 provided that C is sufficiently large. By (10), this implies
and hence
This proves (8) . Now let Y be a child of Y and let s be such that f
provided that C is sufficiently large. Let ϕ be any conformal map into C, and let
Remark 7. -Note that the first part of (9) 
and a sequence of numbers C n → ∞ as n → ∞ such that the following hold:
• for each n, Y n+1 is a child of Y n ;
• the first return map to Y n is C n -extendible.
Proof. -In the proof we will drop the parameter c from the notation. We shall distinguish two cases. CASE 1. -f c is reluctantly recurrent.
Step 1. Let N ∈ N be such that P N (0) has infinitely many children. Then for all n N , P n (0) has infinitely many children. In fact, if P N +s (0) is a child of P N (0), and if k 0 is minimal such that f s+k (0) ∈ P n (0), then P n+k+s (0) is a child of P n (0). Step 2. Let V be a critical puzzle piece of depth N , and let U be its central return domain. We claim that there exists an arbitrarily large s ∈ N, such that f
To see this, fix a positive integer M . There exists
Step 3. Let U, V be as in step 2. Assume that U V . Let us show that for every C > 0, any child W of V with a sufficiently large transition time is C-nice.
Let s 1 < s 2 < · · · be all the positive integers such that f sn (0) ∈ U and such that
) is a child of U . Let W 0 = V and W 0 = U . Note that W n ⊃ W n+1 for all n (because otherwise, as these puzzle pieces both contain the critical point, W n+1 ⊃ W n ; this would imply that
To complete this step, let us show that if W is a child of V such that W ⊂ W n−1 , then W is nμ/ -nice. To this end, let s ∈ N be such that f s (W ) = V . Let P be a return domain to W and let r be the return time. Clearly, r s. If r = s, then f s (P ) = W , so
Step 4. Let us now complete the proof of Proposition 4 in the reluctantly recurrent case. Let us first prove that there exists a 1-nice critical puzzle piece Y 1 . Take a critical puzzle piece V of depth N , such that its central return domain U is compactly contained in V . Such a puzzle piece exists: one can take V to be a critical pull back of P 3 (0). By step 3, V has a 1-nice child which is Y 1 .
Once Y 2n−1 is defined, let Y 2n its the central return domain. By steps 2 and 3, there exists s n ∈ N, such that f sn (0) ∈ Y 2n , and
Note that by Lemma 11, W n is an extension domain of the first return map to Y 2n+1 . It is easy to see that so defined Y n , n 1 satisfies all the requirement in this proposition. CASE 2. -f c is persistently recurrent and there exists a chain of nice intervals
is the smallest child of Γ n and so that |Γ n+1 |/|Γ n | → 0 as n → ∞. Now let us consider the enhanced nest of puzzle pieces I n ⊃ L n ⊃ K n ⊃ I n+1 ⊃ · · · defined in Section 8 of [19] and let I n , L n , K n be their real traces. This construction is based on the fact that to each critical puzzle piece I one can associate a positive integer ν so that f ν (0) ∈ I and if we define 
where T is a fixed integer chosen in Section 8.1 of [19] . By this construction, there exist integers s n , t n , q n so that
sn+tn+qn (I n+1 ) = I n and, moreover, there exists some fixed T so that for each n at most T of the iterates f i (I n+1 ), i = 0, . . . , s n + t n + q n , contains the critical point. So although I n+1 , L n , K n may not be children of I n , they are descendants (i.e. a child, or a child of a child and so on) of I n of generation T . In other words, by picking all puzzle pieces in this pullback which contain the critical point, we obtain the sequence Y 0 Y 1 Y 2 · · · such that for each n, Y n+1 is a child of Y n and so that the puzzle pieces from the enhanced nest
. . (and so the integers u n defined by Y un = I n satisfy u n+1 u n + T ). By the Key Lemma stated in Section 4 in [19] , there exists η = η( ) > 0 such that for all n sufficiently large, I n has η-bounded geometry: B(0, η diam(I n )) ⊂ I n . Moreover, there exists ξ > 0 and a neighborhood I n of I n so that I n ∩ ω(0) ⊂ I n and mod(I n \ I n ) ξ for each n 0. It follows that all Y i have η bounded geometry for all i large, see [19] .
By construction, for any n, there are at least two nice intervals Γ i and Γ i+1 between I n and I n+1 . It follows that |I n+1 |/|I n | tends to zero. Hence, by part 3 of Proposition 8.1 in [19] (and the definition above that proposition) there exists ρ n → ∞ so that (using the notation from the end of Section 1),
we can apply the second part of Lemma 11 (possibly repeatedly if B(I n ) is not a child, but a grandchild of I n ), and obtain that B(I n ) is a C n -extension domain of the first return map to L n = A(I n ) with C n → ∞. Since B(I n ) \ L n is disjoint from the critical set, we can repeatedly apply the second part of Lemma 11 to the children (and their children) of L n . Since we only need to repeat this at most T times until we get to L n+1 , this implies the C i -extendibility of the first return maps to each of the puzzle pieces
Proof of Theorem 6. -Let Y n , n 1, be as in the above proposition, and let μ n = 1 − λ(D(Y n )|Y n ). By Remark 7, there exists n 0 such that for all n n 0 , μ n > 0. By Lemma 12, for any ε > 0,
holds for all n sufficiently large, which implies that
Therefore, lim n μ n = 1. 2 For the proof we need the following lemma. Proof. -Without loss of generality we may assume that Ω = Ω = D. Moreover, we may assume that K 8, because otherwise ϕ can be written as the decomposition of two qc maps ϕ 2 • ϕ 1 , such that ϕ 1 is 8-qc and conformal a.e. outside A, and ϕ 2 is K/8-qc.
Pseudo-conjugacy
Assuming that ε 1 is small, let us prove that ϕ|∂D extends to a 2-qc map from D onto itself. By classical quasiconformal mapping theory, it suffices to show that if a, b, c, d are consecutive distinct points in ∂D with Define ψ : V → V to be the map such that ψ = ϕ on V \ i =0 U i , and such thatg • ψ = θ 0 • g holds on i =0 U i . Then ψ is a qc map. In fact, for each k ∈ N there exists a homeomorphism
Now let us apply Lemma 13 to show that there exists a map θ 1 ∈ Q which is max(K 0 /2, 2)-qc. Let γ ⊂ V \ U 0 be the Jordan curve which separates V \ U 0 into two annuli with modulus mod(V \ U 0 )/2 and let A 0 be the Jordan disk bounded by γ. Then provided that
Let us prove that there exists a 2K 0 -qc map χ : A 0 → ψ(A 0 ) with χ = ψ on ∂A 0 . In fact, using the Measurable Riemann Mapping theorem, there exists a K 0 -qc map ψ 1 defined on ψ(A 0 ) such that ψ 1 • ψ is conformal on A 0 \ U 0 . Considering the round annuli model, it is easy to show that there exists a 2-qc map χ 1 :
• χ 1 satisfies the required property. Extend χ to be a qc map from V to V by setting χ = ψ on V \ A 0 . Then χ is a 2K 0 -qc map which is conformal a.e. outside A. The existence of θ 1 is then guaranteed by Lemma 13.
By the minimality of K 0 , we have K 0 max(K 0 /2, 2), i.e., K 0 2. The map ψ constructed above can be extended in an obvious way to a pseudo-conjugacy satisfying all the requirements. 2
R-families

Construction of R-families
To transfer information from the dynamical plane to the parameter plane, we shall use the techniques introduced in [3, 22] . We shall need the notion of R-family. • (c, z) → (c, g c (z)) is holomorphic in both variables c and z;
• there exists a holomorphic motion h of C over (D, c 0 ) such that for each c ∈ D, h c is a pseudo-conjugacy between g c0 and g c ; • the filled tube h|D × V c0 is proper, and the map c → g c (0) is a diagonal of this filled tube. We shall say that h is an equipment of g and that (g, h) is an equipped R-family.
Let us say that an R-family is well-controlled if for each c ∈ D, there exists a qc map
) (so ψ c is a pseudo-conjugacy between g c0 and g c ), and such that ψ c is 2-qc on C \ U 0,c0 .
The following proposition tells us how to obtain an R-family. is an R-family. Moreover, this family has an equipment 
Note that
is a hyperbolic set, and thus has zero measure. Define
Then Φ(c, z) = (c, ϕ c (z)) defines a holomorphic motion of the set C \ Q c0 over P n (c 0 ). By the optimal λ-lemma, it extends to a holomorphic motion of C over P n (c 0 ), again denoted by Φ.
Since Q c0 has zero planar measure, ϕ c : C → C is conformal a.e. outside i W i,c0 . Note that for all 0 k n
. In particular, the identity map is a diagonal of the filled tube Φ|P n (c 0 ) × P n c0 (c 0 ). Let {i 0 , i 1 , . . .} be the set of all words (of arbitrary length) such that W ij ,c0 ⊂ P Clearly, , and it has an equipment h so that h c is conformal a.e. in V c0 \ dom(g c0 ).
Renormalization of R-families
Let D ⊂ C be a Jordan disk, and let us consider an R-family
We shall use holomorphic motion to relate some sets in the dynamical plane with some sets in the parameter plane. More precisely, for each word i = i 0 i 1 · · · i k−1 of non-zero integers define For an R-family as in (11) Proof. -Let h and Φ be as in the proof of the previous lemma. Let k = |i 0 |. Note that the holomorphic motion Φ(c, z) = (c, ϕ c (z)) constructed above maps U i0,c0 to U i0,c and W i0,c0 to W i0 . Since g is well-controlled, there exists a qc map ψ c which agrees with h c on ∂V c0 ∪ ( i ∂U i,c0 ) (and so is a pseudo-conjugacy between g c0 and g c ) and which is 2-qc outside U 0,c0 . Pulling back ψ c as before, we obtain for each c ∈ D, a qc mapφ c : C → C which coincides with ϕ c on ∂U i0,c0 ∪ ∂W i0,c0 and which is 2-qc outside U 0,c0 ∪ W i0,c0 . Sinceφ c is 2-qc only outside this set, we cannot apply Lemma 9 directly to this holomorphic motion. In order to obtain the estimate (12) , in the following, we shall restrict the holomorphic motion to a smaller region D i0 .
Let m := mod(U i0,c0 \ W i0,c0 ) = mod(g c0 ). Let γ ⊂ U i0,c0 \ W i0,c0 be a Jordan curve which separates the annulus into two annuli with moduli equal to m/2, and let D = D i0 = {c ∈ D: g c (0) ∈ h c (Ω)}, where Ω denotes the Jordan disk bounded by γ.
Let us prove that for each c ∈ D, there exists a 3-qc mapφ c : C → C which coincides with ϕ c on ∂U i0,c0 ∪ ∂W i0,c0 . To this end it suffices to show that there exists a 3-qc map ϕ c : U 0,c0 → U 0,c which coincides with h c on ∂U 0,c0 . For each c ∈ D, the hyperbolic distance between g c0 (0), h −1 c (g c (0)) ∈ V c0 is small (taking the hyperbolic metric on V c0 and assuming that m is taken large enough). Thus there is a 3/2-qc map θ c : V c0 → V c0 which is equal to the identity on ∂V c0 and which maps g c0 (0) to h D i0 ) is large, so by the optimal λ-lemma, ϕ c is 2-qc for all c ∈ D i0 . Thereforeφ c is 2-qc outside W i0,c0 . As an equipment of Lg is obtained by pull back the holomorphic motion Φ, it follows that Lg is well-controlled. • for each (k, j), there exists a standard R-familyg = g (k,j) over Ω (k,j) which is wellcontrolled and mod(g) 2 k+1 C, mod (g) 2 k C; (13) • for each component P of Ω (k) , we have
The existence of these Ω (k) completes the proof. In fact, Eq. (14) implies that
Moreover, by Lemma 18, the modulus estimate (13) shows that for any c ∈ T ∩ k Ω (k) , c ∈ SC. Let us construct these sets by induction. The choice of Ω (0) satisfies the requirement by assumption. Assume now that Ω (k) is constructed. Take a component P of Ω (k) , and letĝ be the R-family over P which is given by the induction assumption. For each word i of positive integers, define P i and P i as in the previous subsection. The set Ω (k+1) is defined to be the union of all sets of the form P i with |i| > 4 2 which intersect R. This is clearly a disjoint union of parapuzzle pieces intersecting R. By Lemma 15, for each P i , Lĝ c , c ∈ P i form a well-controlled R-family. Applying Lemma 8 toĝ c , we obtain This completes the construction and thus the proof of the lemma. 2
We finish with the Proof of Theorem 4. -Combining Lemmas 17 and 19, we obtain the theorem. 2
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