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Abstract
This thesis discusses the engineering design process. Specifically, it addresses the methods and metrics
used and motivation behind decisions made during the design process. The design process was divided
along several "cognitive dimensions": search and evaluation, coherence and correspondence, and intuition
and analysis. The effect of these dimensions on the design process and the effect of outside influences on
them is the focus of this research.
Several student design courses at the Massachusetts Institute of Technology were the basis for the
observational aspects of the thesis. Both individual and team courses were followed. The students were
studied as they progressed through the engineering design process using a combination of direct
observational techniques, surveys and concept quizzes.
The design process was found to be cyclical in nature. Students would cycle between search and
evaluation, first finding potential ideas, then selecting ones for further investigation and then using results
to find new ideas, and so on. The design process was also found to be progressive, shifting from
coherence-aiming methods (usually more conceptual or theoretical) near the beginning of the process to
more correspondence-aiming (usually experimental) at the end. Experience level (or perceived
experience level) could influence this shift. Teams that felt more confident in their design abilities shifted
later from coherence to correspondence based approaches than those that were less confident. Deadlines
also affected this shift, creating intermediary demands of either coherence or correspondence through the
deliverables of prototypes, presentations, etc.
The format of information representation (visual or numerical) and the requirements set forth (the
questions asked) was found to influence whether intuitive or analytical thinking was more effective. In
addition, conceptual understanding of engineering principles is theorized to be a more accurate measure
of design ability potential than analytical understanding. Engineering education needs to account for
these new dimensions of the design process.
Thesis Supervisor: Christopher L. Magee
Title: Professor of the Practice of Mechanical Engineering and Engineering Systems Co-Lead,
Engineering Design and Advanced Manufacturing (EDAM) Focus Area, MIT Portugal Program
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Chapter 1: Introduction & Background
Design is a vital part of engineering. Some would say that it is the essence of
engineering. Throughout the design process, engineers are faced with numerous decisions, often
being presented with multiple design, material, or manufacturing alternatives and must decide
which of the alternatives to pursue. Just as importantly, engineers often create or discover the
alternatives that must be decided among. Of course, the search for alternatives is another
thought process and involves some decisions. The thought processes and motivations behind
these decisions (and in other aspects of design), however, are not very well understood.
Research by Kenneth Hammond (1996, 2000) has developed new theories about
decision-making. This decision-making research has been applied to many different fields.
Hammond pursued his research studying public policy decision-making and economics
(Hammond 1996). Mosier (2001) and Jacobson (2005) applied these principles to research about
aircraft piloting. Little has been done, however, to apply this research to engineering.
This work was undertaken under the assumption that a better understanding of design
decisions can lead to improvements across the spectrum of engineering. With such
understanding and its application in engineering education, engineers would be better equipped
to make design decisions.
1.1 Decomposition of the Design Process
The design process is extremely complex, and there are many different theories about
how it should be decomposed and even more theories about the preferred method to progress
through this process. The focus of this thesis is the engineering decisions made during the
design process. It does not focus on the early stages of defining the problem and technical
requirements. Once the problem has been defined, generation of a solution begins.
The decisions during these phases can be broken down along three different dimensions.
Search and Evaluation are the motives; they describe the activity behind the design decision. A
decision is made to either search for a new solution or to evaluate an existing one (even though
both of these processes contain more than decisions). Coherence and Correspondence act as
decision metrics. They describe the immediate aims of the decision. The decision either works
to achieve coherence (logical consistency) or correspondence (empirical accuracy). Coherence
and correspondence are the immediate metrics for determining whether a decision is correct
while search and evaluation are the overall goals. Intuition and Analysis are the methods used to
make the decision; a decision can be made intuitively, analytically or using some combination of
the two.
These different dimensions can be represented in visual form as the axes of a graph. This
is shown in Figure 1.1 below.
Figure 1.1: Graphical Depiction of Design Dimensions
*A
A specific decision would be found at a certain location on the graph. For example
decision A (shown in Figure 1.1) is one in which the driving force is search, the metric used is
correspondence and the method is on the analytical end of the spectrum. An example of this
would be morphological analysis, where a new design is developed by analyzing the functional
aspects of existing designs. Decision B, on the other hand, has evaluation as its goal, aims
toward coherence, and uses more intuition as its method. Theoretically, a decision could be
found in any of the octants of the graph, although in reality some octants are more common than
others. For example, most often intuition is employed when aiming toward correspondence and
analysis when aiming toward coherence (see Section 1.2 for an explanation about why this is the
case). Some points on the graph, such as Decision B, are almost impossible to find as real
decisions in engineering design.
1.1.1 Search and Evaluation
In the design process there are two major stages of solution creation: the search stage
where the objective is generating new ideas, also called synthesis; and the evaluation stage where
the goal is to evaluate those ideas that have been generated, sometimes referred to as analysis
(not to be confused with the analysis decision-making method). Usually these stages do not
overlap much for individual decisions. The underlying goal is to either generate a new idea or
evaluate an existing one. Hans Reichenbach, an early philosopher of science, drew a distinction
between these different stages in science using the terms "context of discovery" and "context of
verification" (Reichenbach 1938).
Search
Hall (1968) describes the synthesis or search stage as "figuring out how to do the job" or
"idea getting." During this stage new solution ideas are generated. Formal methods can range
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from relatively unstructured search, such as brainstorming, to a more detailed, systematic
approach, such as morphological analysis (Ziist 2006). In many cases, however, the search for
ideas is not a pre-planned, formal process. An unforeseen problem may arise during any stage of
the design process which requires immediate action. There may not be sufficient time to go
through a complete brainstorming session, so other, even less structured methods may be used.
Evaluation
Evaluation of ideas can also be formal or informal. There are a number of formal design
selection methods, such as Pugh's Controlled Convergence Method (Pugh 1990), which are often
successfully used as evaluation tools (Frey 2007). There are also a number of much more
informal evaluation methods which are often employed. These can range from simple voting on
different options to subconscious rejection of an idea before it is even expressed. These methods
have fewer rules or guidelines about the evaluation process. The idea is simply evaluated. The
success of these informal methods is often questioned, but their prevalence still exists. Most of
the methods (including Pugh's) can be effective as not just evaluation but in getting evaluation
results that may help direct further search.
1.1.2 Coherence and Correspondence
Each engineering design decision made has an underlying metric, a short term goal
against which the options are weighed. Research by Hammond (1996, 2000, 2007) has shown
that two philosophical theories of truth apply as metrics for most decisions: The coherence
theory of truth and the correspondence theory of truth. These theories were thought to be
conflicting views of the world based on very different schools of thought. Hammond (1996)
showed that decisions are almost always made trying to satisfy one of these two theories, thus
changing them from being conflicting views to being complimentary views.
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Correspondence
In decision-making that aims toward correspondence, the goal is empirical accuracy.
This comes from the correspondence theory of truth which states that something is true if it
accurately describes the real world (Kirkham 1992). Consequently, a correspondence-aiming
decision is a "good decision" if it relates well to the real world. This relies on the natural ability
of humans to take information from multiple sources and evaluate that information "almost
instantly" (Hammond, 1996). There is often a large amount of information presented at the same
time. To make the situation even more difficult, many of these sources of information are
fallible, that is, their precision is unknown. The human brain is able to take these cues provided
by these multiple, fallible sources of information and combine them into a decision about the
situation (Hamm 1988).
An example of this type of decision-making is trying to cross a busy road. The person
attempting to cross does not know the exact width of the road, precisely how fast the cars are
approaching, their distance or exactly how fast he or she can walk. The pedestrian can, however,
by simply looking at the situation, often tell if it is possible to cross safely. The decision's only
available metric for judgment is the real world. If the pedestrian makes it across the road safely,
it was the correct choice. If they do not, the choice was wrong.
In a design context, correspondence is the actual performance of the device or design. If
an object does what it is supposed to do, then from a correspondence standpoint, it is a good
design. If it does not work, a wrong choice was made along the way. Rather than performing a
calculation to see if a stick of a certain length and thickness can be used as a lever to pick lift a
rock, correspondence makes the decision by testing it.
One is usually not asked, "How did you know that crossing the road at that time was the
right decision?", or "How did you know that the stick would be able to lift the rock?" If the
person were asked such a question, his or her response might be something similar to, "It
worked, so it was a good decision, wasn't it?", or "I just thought I could make it across, so I
went." Little justification is needed, or can be offered, for a correspondence-aiming decision
other than the result of the decision. The method used does not normally matter as long as the
answer "worked" (was empirically accurate). Correspondence based answers can also take the
form of- "at the speed and density of traffic seen, many successful crossings have been made in
the past."
Coherence
The coherence theory of truth is based on logical consistency, not empirical accuracy.
According to this theory, something is true because it can be proven using well-reasoned, logical
arguments. Similarly, in coherence-aiming decisions, a decision is "good" if it can be shown to
be logically or mathematically consistent.
Mathematics is coherence in an almost pure form. There is not always a correspondence
with reality (and there never needs to be one). If 3x+5=20, then x will be equal to 5. This is not
based on an experiment or test. It is true because x=5 is the only answer that will provide
consistency on both sides of the equation, the only answer that provides coherence in this
situation.
This type of decision making is not as natural to humans. Most people are not born with
the ability to judge the logic of a statement. This is one reason that schools place so much
emphasis on this type of thinking. Logic and reason are the basis for many scientific theories.
"Albert Einstein, for example, famously formulated his theory of relativity in purely
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mathematical, and thus highly coherent, terms... Einstein claimed he had no interest in the
[results of an empirical] test because his mathematical proof had convinced him of the truth of
his theory." (Hammond 2000) When teaching math and science, however, real world examples
are often used. A child may be given five apples and then five more to teach a simple addition
problem. This is done because humans (especially children) are usually more innately able to
understand ideas based on correspondence than those based on coherence.
Comparison of Coherence and Correspondence
Both metrics offer advantages. Coherence-aiming decisions are easily justified and
"proven." One can point to the logic used to make the decision as the basis of why it was a good
decision. Correspondence offers no such justification. Its only justification is reality.
Correspondence-aiming decisions can often be made more quickly. They do not rely on exact
values or complex calculations but do require a certain amount of instinct or the ability to make
decisions based on experience.
In general, coherence-aiming decisions tend to produce fewer errors than
correspondence-aiming decisions. When errors do occur, however, coherence-aiming decisions
usually produce larger errors. Correspondence-aiming decisions produce more errors, but they
are normally distributed, with very few large errors (Hammond 1996). So while a
correspondence decision may lead to a basketball missing the basket by a few inches, it is
unlikely to be due to a mathematical (coherence-based) error such as a misplaced decimal or
using feet instead of meters, as was the case with the crash of the Mars Climate Orbiter (NASA
1999).
Reality itself is both coherent and correspondent. That is, if something is true and if it is
completely understood then it will both conform to reality and be logically self-consistent
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(Dunwoody 2009). Well established physical laws are an example of this. Newton's laws of
motion are valuable because they are both coherent and correspondent. Not only do they
describe reality, but they are not self-contradictory in any way.
In many instances it is difficult to tell which theory is being employed. An example of
this is when students (or others) use expert opinions. Without delving into the thought processes
of the people asking for advice, it is difficult to tell whether they were seeking the information to
achieve coherence or correspondence.
It should be noted, however, that these two theories don't necessarily validate each other.
Just because a decision achieves coherence does not mean that it will also correspond to reality
(Katsikopoulos 2009). Many areas of theoretical physics create mathematical models that could
describe a universe, but it does not happen to be ours. These mathematical models, while
coherent, are not correspondent. A decision may also be correspondent (comply with reality),
but have no coherent basis. An example of this would be much of the design work done in early
engineering. Most designs were built using trial-and-error. If a building or bridge fell down or if
a boiler exploded, then the next iteration was built stronger. Few mathematical models were
used. Dunwoody (2009) also claims that these two dimensions are inadequate for describing all
decisions and that "pragmatism" should be added as a third dimension. Pragmatism claims that
the truthfulness of a belief (or the effectiveness of a decision) is based on its utility. A true
belief, the pragmatists claim, is one that is useful. These claims are not addressed by this
research, but should be addressed in the future.
1.1.3 Intuition and Analysis
After the goal of the decision has been decided (either search or evaluation), and the
metric by which it will be judged has been determined (either coherence or correspondence),
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then the decision must be made. Two forms of cognition, intuition and analysis, are the methods
used to actually make the decision (Hammond et al, 1987). Unlike search, evaluation,
coherence, or correspondence, these forms of cognition are not mutually exclusive. Instead, they
lie on what Hammond (1996) described as a cognitive continuum, with pure intuition at one end
and pure analysis at the other. Depending on the circumstances and constraints imposed, each
decision made will use methods lying somewhere along the continuum.
Intuition and analysis can be viewed based on six cognitive characteristics (Jacobson
2005). These characteristics are: " (a) cognitive control over processing information; (b) rate,
speed or amount, of data processing; (c) conscious awareness of thought; (d) principle used for
organizing information; (e) nature of the errors; and (f) confidence in both the answer and the
method for arriving at the answer."
Analysis
Analytical thought is characterized by a logical step-by-step process. It involves large
degree of cognitive control over the processing; the data are processed slowly; there is a high
amount of conscious awareness; information is organized on a task-by-task basis; there are few
errors, but they are large (see Comparison-Section 1.1.2); finally, there is a high degree of
confidence in the method, but a low degree of confidence in the answer produced (Hammond et
al, 1987).
Intuition
Intuitive thinking is characterized by the opposite of analytical. It involves a low amount
of cognitive control or conscious awareness; data are processed very rapidly (almost
instantaneously in some cases); Hammond claims that information is organized using a weighted
average principle (each piece of data is assigned a weight and they are averaged), although others
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dispute this; and there is usually a high degree of confidence in the answer, but very low
confidence in the method used. (Hammond 1987)
Influencing Factors
Many factors have an effect on where along the cognitive continuum a decision will be
made (how much intuition and how much analysis is used in each situation). Tasks that involve
many characteristics from the intuitive end of the continuum (such as rapid presentation of data)
will induce more intuitive thinking. Conversely, tasks that involve analytical characteristics
(such as requiring an explanation of the method used) will encourage analytical thinking. Most
tasks involve both types of characteristics, so usually a combination of the two cognition types
(lying along the continuum) is used. Individuals may move back and forth along the continuum
throughout the decision-making process (Mosier 2001).
1.2 Relationship of Design Process Decision Aspects
As discussed in the first section of this chapter, the design process is complex and very
difficult to decompose into its various parts. Even in the dimensional breakdown achieved here,
these are not completely separate aspects; each has an influence on the other. In the diagram
shown in Figure 1.1, not all of the octants are equally likely to occur.
For example, a decision aiming for coherence will usually rely more heavily on analytical
methods than a similar decision being made to achieve correspondence. This is because
coherence, by definition, seeks to achieve logical consistency and rationality. Analytical
methods have the advantage of producing very transparent, step-by-step decisions, decisions
with methods that are easily defensible using logic. The analysis may be complicated, but given
enough time, one could explain the decision logically. Intuition provides no such defensibility,
so it is less likely to be used to achieve coherence. Decision B in Figure 1.1 (one where the
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decision aims toward coherence but uses intuition) is not a common situation. In fact, the author
was unable to think of any examples of engineering decisions using intuition to achieve
coherence.
On the other hand, in a correspondence aiming decision the method used to achieve the
result is unimportant. This means that the brain will often use the most efficient method of
decision-making. In most cases this is intuition, which requires little conscious effort and can be
done almost instantly. If there is no need to defend the rationale behind a decision, the brain will
often not provide any. Analysis can be used to achieve correspondence, but it isn't as common.
An example of this would be analyzing the output data from the test of a new engine design.
These decision dimensions are not all the same in their scale either. The dimensions of
search and evaluation and coherence and correspondence are binary dimensions. A decision is
either made during the search stage or during the evaluation stage. Its goal is to either achieve
coherence or to achieve correspondence. Intuition and analysis are different. As mentioned in
Section 1.1.3, intuition and analysis are the endpoints of a scale known as the cognitive
continuum. A decision is rarely made using pure intuition or pure analysis. It usually lies
somewhere along the range of this continuum, as determined by the situation.
It should also be noted that while individual decisions are either coherence or
correspondence aiming, over time the frequency of each type of decision can change. This leads
to a pseudo-continuum of coherence and correspondence.
Therefore, while Figure 1.1 is a useful display of the engineering decision-making
dimensions, it should not be viewed as an exact model of the dimensions' interaction with each
other. Decisions do not occur in all areas of the plot, and they interact in more complicated ways
than can be displayed simply.
1.3 Research Questions
As mentioned in the preceding sections, the engineering design decision-making process
can be broken up into different dimensions. The purpose of this research was to study what
factors affected these different dimensions. Below are listed the specific factors researched with
major sub-questions:
a) Experience of the designer or design team
Does the experience of an engineer influence the types of decisions made or the methods
and metrics used? Will a more experienced engineer use more intuition or spend more
time in the search phase?
b) Self-confidence of engineering skills
Do individuals who are confident in their engineering abilities approach a problem
differently than those who do not share the same confidence?
c) Information representation format
If design or problem information is presented in certain ways (i.e. visually rather than
mathematically), will this influence the type of decisions made?
d) Time constraints
What effect do time constraints have on the engineering design process? Will deadlines
and milestones lead to more coherence-aiming thinking or more correspondence-aiming?
e) Team Dynamics
If a team has people who favor different types of decision-making, how will they
interact? Will analytical thinkers dominate the decisions because they have logic to back
up their decisions? Or will intuitive thinkers dominate because they can make decisions
quickly?
j) Conceptual understanding of engineering principles
Do individuals (specifically students) who have a better conceptual understanding of
engineering principles (intuitive understanding) perform differently than those who have
a better analytical understanding of these principles?
These factors will form the outline for the remainder of this thesis. Each factor's
influence will be examined individually and collectively based upon observations from student
design activities. A better understanding of the engineering design process will be gained by
answering these questions.
Chapter 2: Experience and Confidence of Engineer/Designer
This chapter focuses on the influence of experience and confidence on the design process
decisions. Experience levels and confidence will often correlate with each other (i.e. a person
with more experience will be more confident in their design abilities), but that is not always the
case. In fact, some inexperienced engineers may be more confident (perhaps overly so) in their
abilities than someone with more experience. Therefore these two factors should not be equated
automatically.
2.1 Research Methods
2.1.1 Background
The major focus of this portion of the research was on two classes offered at the
Massachusetts Institute of Technology (MIT). Both classes were held during the Independent
Activities Period (IAP) of the 2007-2008 school year. The IAP occurs every January. It is a
month where students can take a number of short classes (usually less than a week or two) or
seminars about various subjects. The two classes that were studied were:
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1) 6.270-A robot design competition for undergraduate students. While not all of the
students were engineers, most had an interest in engineering and engineering design.
This was a two week course in which student teams were given a kit of LEGO® blocks,
motors and controllers. They were asked to build and program robots to accomplish a
certain task. The task for January 2008 was themed around the Oregon Trail. The robots
had to "hunt" for different food balls and place them into various bins around the table.
2) SDM-DC1-This was a course offered to students starting the Systems Design and
Management (SDM) program at MIT. This is a graduate program offered jointly by the
business school and the school of engineering. Most of the participants are individuals
coming from industry. Many have had engineering experience, but some have
backgrounds in finance, management, communications or other fields. This course was
specifically designed to be both a design competition and a team-building exercise. It
was a one week competition, also based on building LEGO® robots. The kits given to
these groups were more modular and required less original design. The theme for this
competition was the Robot Olympics. The robots had to compete in various events such
as the tug-of-war, a race, and the opening ceremonies dance.
2.1.2 Methods/Setup
For both courses, observational methods were used to study the teams. For the 6.270
competition, two teams were selected and followed as they progressed through the design. This
allowed comparison between these teams. The SDM course was set up so that all teams had set
meeting times. This made it impossible to adequately follow more than one team throughout the
competition, so one team was selected at random. This team was followed exclusively
throughout the course.
During the team meetings immediate observations were written down. In addition, audio
recordings were made of the meetings to allow for more in-depth study. All participation was
voluntary, and the participants signed release forms allowing the data collected to be used. A
sample form is found in Appendix A.
While observational methods are limited in their ability to probe into the underlying
thoughts, they were the least invasive method available. That allowed for greater participation
and led to more natural behavior of the participants. More invasive methods (such as the "Think
Aloud Method") may have provided more in depth information, but would have likely altered the
decision-making methods and cognitive processes in general. If the participants knew that they
would have to explain their decisions, it might bias them towards analytical methods which are
often easier to verbalize. This would have defeated one of the major purposes of the research.
2.2 Results
Team Composition
The team that was followed during the SDM competition was composed of people from
engineering and technical companies. Some had engineering degrees (although none were
mechanical engineers). Specifically there were three electrical engineers, one computer scientist,
one chemical engineer, one systems engineering/statistics specialist, and a business/project
management expert. All had experience in their field, but none were very comfortable about
their mechanical design abilities, which the contest used. This made an interesting combination
for the team.
The 6.270 teams had some similarities and differences. Both were made up of
undergraduate students at MIT. The students on both teams were underclassmen and not very
experienced (compared to full-time engineers working professionally). They were, however
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interested in engineering, and they had all had some experience with LEGO' toys in the past.
The major differences between the two teams were in their comfort level with design and their
confidence in their own design skills. Team A expressed a high degree of confidence in their
design abilities, while Team B lacked the same confidence.
2.2.1 Effect on Search and Evaluation
The major effects that the confidence differences had on the search and evaluation stages
of the design process were in the source of their ideas and their method of evaluation. The less
confident teams (the SDM team and Team B from 6.270) did not demonstrate as much trust their
own solution ideas. Because of this, they would often turn to outside sources for design ideas.
The SDM Team turned to the Internet as a source of ideas. They were using a commercially
available kit, so they could look on the Internet to see what others had done with these kits. At
one point they even brought in a member of a different team to explain how some of the
components worked. After doing this, they began to come up with a few original ideas, but they
soon reached the limit of their design knowledge. When this happened, two of the team
members decided to go "spy" on the other teams to get ideas from their designs.
Team B also used outside sources for their design ideas. They couldn't look to the
Internet as easily because their kit was not a standard, commercially available version. As a part
of the 6.270 course, however, the students were required to build a "simple car," a basic platform
with some motors and controllers in order to become familiar with the components and controls.
Team B reused this design as the basis for their final robot. They did not feel as confident using
their own design ideas. They also would often speak with other teams to see what they were
doing and to get ideas from them.
The more confident team (Team A from 6.270), on the other hand, felt much more
comfortable using their own ideas. Because of this, they created designs that were more
imaginative. Rather than looking online or speaking with other teams, they did more of a
traditional brainstorming activity to create ideas. There was still some exploration of designs
that had worked in the past, but not nearly as much as was done in the other teams.
Both types of teams spent time doing both activities (search and evaluation); the
difference was in the methods used for each activity. The less confident teams externalized the
search and evaluation processes. They used outside sources of information (search) and
prototyping (evaluation). The more confident team used more internal search and evaluation
processes. They used their own knowledge and expertise to find ideas and to evaluate them
rather than relying on outside sources. This was not necessarily a better method, just different.
2.2.2 Effect on Coherence and Correspondence
From the observations it was found that there was a general trend among all the teams,
following a systematic progression through the design process. They would begin with
conceptual or theoretical ideas for the design, certain ideas would be chosen, and eventually this
would lead to prototype creation and testing. This change from conceptual design to prototype
testing represented a shift in the decision-making metrics from those based on coherence to those
based on correspondence. This general trend was found in each of the teams, independent of
their experience or confidence level. What did vary between the teams was the point at which
this shift took place.
The teams that were less confident made the shift in metric much sooner than the team
that was more confident. The less confident teams began building and testing almost
immediately in some instances. This was likely due to their lack of confidence. As one team
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member put it, "we aren't mechanical engineers, and we have to test everything out." They felt
that the only ways to find out if a design would work was to either build and test it or see if it had
worked for someone else (as was done during the search phase of the design process). This is a
very heavily correspondence-based approach.
This is not to say that they didn't use coherence as a decision-making goal.
Correspondence (e.g. test results) was viewed as a more reliable attribute because they viewed
their own ability to utilize appropriate logic as too limited. The teams didn't always understand
why the design worked, but, as mentioned in Section 1.1.2, this is not the emphasis in
correspondence. In correspondence results are all that matters. If the design works, it works and
no further justification was necessary. On the other hand, if the prototype did not work, they
would often switch into an investigational mode to determine why. That was much more
coherence-based.
The more confident team delayed the shift from coherence to correspondence. In the
early stages of design, they would often accept or reject an idea based on their analysis or logical
thinking about whether it would work. They used very little experimentation or prototype
building to test out the ideas. Eventually the shift did occur, but it was at a later stage of
development than with the other two teams. Just as the less confident teams shifted earlier
because of their lack of self-assurance, the more confident team shifted later because of their
increased design confidence. Since they felt comfortable with making decisions based on their
own logical skills, they did so. There was no further drive to double check every decision with
actual experiments.
It should also be noted that just because this team was more confident in their design
abilities and analytical skills, this did not necessarily mean that they were more experienced or
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that their actual skill level was higher. It only meant that the members viewed their skills more
positively than did the less confident team. The other team may actually have had more
developed analytical skills. That was not measured in this study.
2.3 Conclusions
From this study, it was found that confidence level of the designers had a major effect on
the search and evaluation stages and on the coherence and correspondence metrics of the design
process. The less confident teams used more external search and evaluation methods such as
finding designs on the Internet or prototyping to evaluate designs. The more confident team used
more internal methods. Those teams that exhibited less confidence shifted sooner to
correspondence based decision metrics while those with more confidence shifted later. One can
hypothesize that such confidence comes both with experience as well as appropriate education
but our empirical results are too limited to verify this reasonable speculation.
Chapter 3: Effect of Information Representation Format &
Task
3.1 Research Methods
3.1.1 Background
Much of the background for this research is based on studies performed by Hammond et
al. (1987) and Hamm (1988) of how highway engineers evaluated sections of highway.
Different types of questions were asked, and the information about the sections of highway was
presented in different ways. They found that both the format of presentation (the surface task
characteristics) and the question asked (the depth task characteristics) influenced the type of
thinking used (Hammond et al. 1987).
Their research showed that surface characteristics that presented information in a
simultaneous, graphical way (such as with pictures and physical models) induced intuition.
Conversely, information presented numerically and sequentially (such as formulas and
equations) favored analysis. Depth characteristics that asked about features for which there were
no formulas (such as aesthetics) pushed towards intuition, and those that asked about features for
which there were well known or easily derivable calculations would push toward analysis.
Based on these characteristics, a task would be very intuition inducing if it presented a
large number of cues simultaneously in a perceptual manner (such as visually) and then the
subject were asked to answer a question for which there was no known organizing principle or
equation. This was done with their subjects by presenting photographs of highways and asking
the engineers to measure the aesthetics.
On the other hand, a task would be very analysis inducing if it presented a smaller
number of cues sequentially, those cues were based on reliable measurements and the subject
was asked about something for which there was an available organizing principle. This extreme
case was done with Hammond's subjects by presenting them with formulaic information about
the highways and asking them to determine the highway capacity.
3.1.2 Methods/Setup
Research for this portion focused on the sophomore-level design class at MIT, 2.007. As
a part of this class, students individually design and build robots to participate in a competition
held at the end of the semester. For the spring 2008 semester, the students had to design robots
able to maneuver around a course, pick up various objects like foam cylinders and stuffed toy
beavers, and place these objects into certain areas of the contest table. The robots were driven by
the individual students using remote controllers. Complete rules and details can be found on the
class website: <http://pergatory.mit.edu/2.007/>.
Student Survey
The students participating in the class were given a chance to fill out a survey on the day
of the contest. This survey asked them to compare several robots built by the other students.
Ten students volunteered to have their robots evaluated. These robots were displayed on a table
to allow the evaluators to examine them. The students were asked to make comparisons in a
pair-wise manner, making four sets of comparisons in total. (i.e. Student A might have been
asked to compare robots 1 and 2, robots 5 and 6, robots 7 and 6, and robots 9 and 10.) They
were given a small prize as compensation for participating.
For each comparison, the students were asked to evaluate the robots. They were asked
three questions about each pair of robots. The first two questions asked about different aspects
of the robots, such as power consumption, number of parts, or weight of the robot. The last
question asked the students to predict the winner in a head-to-head contest between the two
robots. The students were allowed to look at and examine the robots but not touch or otherwise
measure them.
The purpose of the first two questions was to act as priming questions. They encouraged
the students to approach the comparison from an analytical mode of thinking or from an intuitive
mode. For each comparison, the student was given either two intuition-inducing priming
questions or two analysis-inducing priming questions. The last question asked to determine the
best performing robot, and differed slightly between the analytical and intuitive modes. Each
student was asked to make two comparisons with analysis questions and two with intuition
questions (in random order). These questions, along with a sample survey, are found in Figures
B.1 and B.2 in Appendix B.
This evaluation environment was set up to favor intuition. The students' main source of
information was the robots themselves. They were only allowed to look at the robots, providing
them with multiple fallible visual cues. The information was presented simultaneously rather
than sequentially. They were given no numerical data about these robots and did not have much
time to perform calculations. Each of these factors biased the situation towards intuition
(Hammond et al. 1987). The students were given the option to perform calculations on the back
of the survey, but none did.
The students' predictions about the performance of each robot were compared with the
actual performance. An expert ranking of the robots was used rather than their actual
performance or raw scores. This was due to the high variability of the scores from round to
round. One contestant scored 282 points in one round and 0 the next, or another contestant
jumped from 100 points to 1248 points. This variation could be contributed to the scoring
strategy during that round, and this was not consistent between rounds. There were a number of
strategies that were difficult but, if successful, achieved high scores.
The other scoring variation was due to the influence of the other robot. Some contestants
used a blocking strategy, where they would score first and then prevent their opponent from
scoring, thus lowering both scores. Thus the raw scores from the robots were too variable to
achieve significance on any of the variables of interest. The final analysis used an expert ranking
that is similar to how the class grades are assigned, and represents a very good performance
estimate. There was approximately 98% Pearson correlation between the expert ranking and the
competition performance. The important aspect for the research is that there was good
correlation between the priming questions and the accuracy in predicting the winner.
Instructor Surveys
After administering the surveys to the students, several course instructors and other
design professors were asked to predict the students' performance in the evaluations. In
particular they were asked: Given the set-up, which set of priming questions, intuition or
analysis, would lead to better results? This group was selected because of their design
experience and familiarity with the course/contest. The instructors were presented with
information about the students' survey and the questions asked. The words intuition and analysis
were not used in the questionnaire to minimize the bias of the instructors. A copy of this
questionnaire is found in Figure B.3 of Appendix B. The professors gave their responses either
orally during interviews or by filling out the survey sheet. Their responses were then compared
with the results from the students.
3.2 Results
3.2.1 Results from Student Surveys
Of the students enrolled in the design course, 49 filled out surveys. The students'
responses to the last questions (those asking about the performance of the robots) were compared
to the performance ranking developed. The only statistically significant factor in the evaluation
performance was the type of priming questions used (intuition or analysis). The type of the
priming questions was significant (p=0.0 3 ) in a logistic regression. Intuition-inducing priming
questions led to more accurate evaluations by the students. Given the short timeframe for the
evaluations and that only visual cues were used, the better performance of the intuition priming
questions fits within the framework developed by Hammond. The situational influence to the
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predictive ability of students through priming questions identifies a challenge and an area for
improvement in design decisions. Certain situations exist where performance is improved by
utilizing intuition, but identifying those situations is difficult for students as well as instructors.
However, if the problem input is all visual, as in these experiments, then favoring intuitive
responses is appropriate according to these results.
3.2.2 Results from Instructor Surveys
On the instructor questionnaire there was no consensus: half of the instructors thought
one type of questions would be better and half thought the other. It would have required 53
instructor surveys to say conclusively if they were truly split rather than 70% for one method or
the other. While there were insufficient instructors to establish that level of confidence, it could
be said that there was not a 90% consensus among the instructors that either mode would be
superior. And while this was not conclusive, it does offer insight into the current attitudes
among engineering design instructors. In many of the discussions with the instructors they
pointed out deficiencies with the survey that prevented analytical-based thought such as: "The
student should be given the questions earlier...", "they should be given the weight/part count for
the robots." Even with this insight they did not reach the conclusion that intuition would yield
better predictions.
3.3 Conclusions
The surveys were designed to favor intuitive thinking. They gave the students visual
cues about the robots, little time to make the evaluations, provided little opportunity for
calculations, and did not ask for any justification of their decision. Each of these factors would
shift the type of thinking toward intuition. Then, when the students were asked questions about
the robots' performance, they made better evaluations when asked intuition-inducing questions.
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The instructors, on the other hand, were unable to conclusively state that in this
circumstance intuition priming questions would lead the students to better results. This may be
due to the fact that engineering education in general focuses heavily on analysis. Many of the
problems given to students in engineering courses are analytical in nature, and require analysis to
solve. Because intuition is more innate, it may not be viewed as being a skill that is "teachable."
Therefore it may be viewed as an inferior form of decision-making. This research shows that in
certain situations, intuitive methods are more effective. Engineering education could be
benefited by teaching ways to recognize the different types of situations, because there are also
situations where analysis is superior.
Chapter 4: Effect of Time Constraints/Milestones
4.1 Background/Research Methods
4.1.1 Background
Time constraints affect everyone's thinking- including engineers. While time constraints
were a factor in the survey given to students in 2.007, it was not the major component (the
students had no official time limit; most were just in a hurry to finish before the competition). In
most engineering situations, however, time constraints are a very real factor in the design
process.
For this portion of the research, efforts focused on the senior level capstone design
course, 2.009. In this course, the students were grouped into teams of about 14-18. Those teams
were then subdivided into two smaller groups of 7-9 students each (referred to as sections). The
class was given a general theme for designing a product (such as "Reduce, Reuse, Recycle" or
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"The Home"). These sections each brainstormed, explored, and tested product possibilities
independently. They then produced an initial prototype of their most promising product design.
At this point the two subgroups were recombined. The newly-recombined team then had to
choose which of the product options to pursue. The rest of the semester was then spent testing,
prototyping and preparing a fully functional product for the final presentations.
4.1.2 Methods/Setup
Two teams were selected for this research. Throughout the semester the teams were
observed. The observation methods were similar to those used during the 6.270 and SDM
competitions (see Section 2.1.2). The sessions were audio recorded and live observations were
also made.
During the course, several milestones forced the team to produce a "deliverable." The
deliverables increased in scope as the semester progressed. In order, these deliverables were:
1. Brainstorming ideas: Each student had to produce 20 ideas. These ideas were then
presented to the rest of the team during a brainstorming session.
2. Three Ideas Presentation: Each section chose the three most promising ideas from the
possibilities and presented them to the class. The deliverable for this was a set of three
posters describing the ideas.
3. Sketch Model Presentation: For this presentation, the sections each had to produce basic
CAD models or sketches of their top two ideas. In addition they were to create "sketch
models," models that explored the basics of the concepts.
4. Mockup Presentation: This was the last section deliverable. For this milestone the
section had to produce a mockup (more complete prototype) of its best idea. The purpose
of the mockup was to explore the areas of the design that were viewed as most critical
and potentially the highest risk.
5. Assembly Review: For this deliverable, the students had to produce a complete CAD
model of the design. Each team member had to produce at least one component.
6. Technical Review: At this stage the team was supposed to have developed a functional
alpha prototype. The goal of this prototype was functionality more than aesthetics.
7. Final Review: This was the final milestone. The team was supposed to have produced a
final, working prototype.
4.2 Results
4.2.1 Effect on Coherence/Correspondence
It was found that the imposition of external deadlines on the teams led to two major
effects. For those deadlines that were more results-driven, correspondence decision-making
dominated. The students, especially as the deadline approached, used a trial-and-error method of
decision-making. If they encountered a problem, they would often decide that taking the time to
understand it analytically would take too long, so they would either try different solutions or go
ask an "expert" for advice. Experimentation is correspondence-based and, to some extent, so is
asking for advice. Both rely more on results than methods. There were occasions when the
expert would provide justification for the advice (leading to a more coherence-driven decision),
but that was not always the case. More often the students would use the experts as a way to get
instant feedback about their designs (like experimentation). The advice givers may have been
using coherence to make their judgments, but in most of these cases, the advice askers were
seeking correspondence.
For other milestones, however, the students were required to present justification for
design decisions or analysis of certain parts of the design. This type of deadline led the students
to more coherence-aiming decisions. If they knew that they would have to justify a decision,
they would often spend more time making sure that it made sense logically. There were even
instances when the team would make a decision based more on intuition and then try to create a
logical framework after the fact.
One interesting example of this was the Technical Review. One of the teams being
observed was not able to complete a working prototype. The main deliverable for this milestone
was to demonstrate a working prototype (correspondence oriented). Since this team did not have
a way to show correspondence, they tried to use coherence. For the demonstration, they
explained the theory and physics behind the device and how it should work. Thus, they
attempted to substitute coherence for correspondence. The results of this were mixed. Some of
the course instructors were impressed by the team's knowledge of the material and reasoning,
while others were more focused on the fact that there was no working prototype.
The time constraints and deadlines imposed on the engineering students also tended to create
smaller versions of the shift from coherence to correspondence that were observed in the SDM
competition and the 6.270 course. This "sub-shifting" was caused by the deadlines which
imposed a deliverable which was usually a working prototype or a proof-of-concept device.
These milestones acted to push the teams to be more results-driven and less methods-driven.
This induced a similar shift as had been seen previously, but on a smaller scale. The earlier
groups (SDM and 6.270) had no intermediary milestones. They were given the task and given a
final deliverable deadline. These teams did not exhibit sub-shifting.
4.3 Conclusions
The deadlines and milestones imposed external pressure on the design teams. If the
required deliverable was a physical device or prototype, it would usually cause a shift towards
correspondence, which emphasizes performance. If the deliverable instead was some sort of
presentation where justification was required, it would usually cause a shift toward coherence,
which emphasizes logic.
In either case, this shift was similar to the shifts observed in the earlier courses, but on a
different scale. These shifts occurred over the course of the deadline rather than the entire
project. Effective deadlines will also work together to lead a team to produce a working finished
product. Therefore it could be inferred that they would begin with deliverables that required
more justification and progress toward deliverables that required more performance. This is
what was observed in the course. The earlier deadlines placed more emphasis on justifying
decisions and on learning than they did on performance. Some of the later deadlines (such as the
Technical Review) were based almost exclusively on performance.
Chapter 5: Impact of Team Dynamics
This section of the research focused on the interaction of team dynamics with the
different design dimensions.
5.1 Background/Research Methods
5.1.1 Background
In engineering practice, design decisions are almost never made individually. The design
process is usually performed as a group. Interactions between group members are usually either
a major strength or weakness to the design process. There has been a great deal of research
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about team dynamics. Authors such as Tuckman (1965) have published much on this subject.
The goal of this research was not to redo the previous research, but rather to look at how these
factors influenced the design dimensions (search, evaluation, coherence, correspondence,
intuition and analysis).
5.1.2 Methods/Setup
This section of the research used information obtained from studying the design work
performed in the 2.009 senior capstone design class. The 2.009 senior capstone design class was
a one semester course which centered on a group design project. Most of the students had not
worked with each other previously. For many of these students this was one of the first group
design projects in which they had participated.
In the first few meetings, the students introduced themselves and their backgrounds. As a
part of this, the students did a type of self rating of their different design skills and comfort level.
This provided an individual baseline for each of the group members. As the semester
progressed, the performance of each team was rated at different design evaluations (the
milestones listed in chapter 4). The performance of the sections and teams allowed for a number
of comparisons to be made between the different teams.
5.2 Results
The four sections followed are referred to as Section 1A, Section 1B, Section 2A, and
Section 2B. The students' self ratings of their abilities were translated into a 1-5 scale with 1
being the lowest and 5 the highest. Each section had a different makeup of students. The ratings
are shown in Figure 5.1 below.
Figure 5.1: Histogram of Team Self Ratings
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Figure 5.1 shows, for example, that members of Section 2A rated themselves more highly
than the others (with 2B rating themselves the lowest). Their individual ratings were averaged to
produce a composite score for each team. The results of these team ratings were then compared
to the teams' performance on the different milestones. These comparisons are plotted in Figures
5.2-5.4. Figure 5.2 is a plot showing the comparison between the average self rating score for a
section and the section's performance on the sketch model milestone. The performance score is
the number of standard deviations from the class average performance. A team which received a
score equal to the class average would be given a performance score of zero. One that scored
above average would have a positive score and one that scored below average would have a
negative sketch model performance score.
Figure 5.2: Correlation Plot of Self-Rating and Sketch Model Performance
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This plot shows only a slight correlation (R2 linear fit value of 0.343), possibly because
each section produced two sketch models. Different amounts of effort were typically used for
each sketch model. If the average of each section's sketch model performance is used, it
produces more correlation in the relationship, as shown in Figure 5.3. This plot has a linear
regression R2 value of 0.794.
Figure 5.3: Correlation Plot of Self-Rating and Average Sketch Model Performance
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Figure 5.4 shows the correlation between self rating score and performance on the
mockup milestone (the last milestone before the sections were combined). For this milestone
only one deliverable was produced per section, so it better reflects the section's average effort.
Figure 5.4 Correlation Plot of Self-Rating and Mockup Performance
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This produces a high linear correlation (R2 value of 0.997), but it is still based on a small
set of data.
5.3 Conclusions
The data gathered from this stage of research were too sparse to come to any definitive
conclusions. There appeared to be a general trend of having a team with more highly self-rated
individuals leading to better performance, but there were many unaccounted-for factors. The
personality type of the team members was not studied, nor was the impact of the section
instructors. Of course, if the preliminary results of self-rating determining performance are
verified in further work, this has implications for the way to approach different sections in such a
course.
Little information was also gathered about the students' individual decision-making
viewpoints. Future work could include studying how individual decision-making preferences
affect group decision-making processes.
Chapter 6: Effect of Conceptual Understanding
6.1 Introduction/Background
This topic is the most recent area of focus for the ongoing research.
6.1.1 Previous Research
Work in the area of conceptual understanding and concept inventories began with physics
professors Halloun and Hestenes who noticed that their students' "common sense" beliefs about
basic Newtonian physics often conflicted with reality. These beliefs were difficult for the
students to change and formal instruction often did little to help the students modify their
misconceptions (Halloun and Hestenes, 1985).
Over the next few years, a "diagnostic test" was developed to determine the students'
basic understanding of these physics principles. Early versions of the test had open ended
questions and the common misconceptions were used to develop multiple choice answers for
future tests (Allen, 2006). This early diagnostic test was expanded and refined into the Force
Concept Inventory (FCI), a comprehensive test which examines the understanding of most of the
principles of Newtonian Mechanics and forces. It "requires a forced choice between Newtonian
concepts and commonsense alternatives" (Hestenes et al., 1992).
Throughout the next decade, other concept inventories were developed with the goal of
testing a variety of different subjects. These subjects included Mechanics (Hestenes and Wells,
1992), Materials (Krause, et al., 2003), Statics (Steif, 2004), Electronics (Notaros, 2002),
Statistics (Allen, 2006) and many others.
Research by Steif (2003) showed a significant correlation between student performance
on the Statics Concept Inventory and grade in a previous statics course. Highest correlation was
found between concept inventory performance and performance on the first exam, with mixed
correlation for the other exams in the course (Allen, 2006). This implied that most of the
conceptual understanding comes near the beginning of the course, with only marginal
improvements during the latter parts, or alternatively that the conceptual understanding is
required more initially. Similar results were found by Halloun and Hestenes (1985) in their
study of the FCI results.
These results could also imply the possibility that conceptual understanding, which is
based largely on an intuitive grasp of the concepts, and analytical understanding, as tested by
traditional exams, may not be completely correlated. A student may be very skilled at
reproducing and evaluating the necessary calculations for an analytical exam but lack the
underlying, conceptual principles. The question posed in this portion of the research is which of
these two types of understanding correlates with better design abilities.
6.1.2 Current Hypothesis
The current hypothesis being explored by the research is that an engineer with a better
conceptual, intuitive understanding of basic engineering principles will perform better in design
situations than will one who has solely a more analytical understanding of those principles. A
gauge of this conceptual understanding can be obtained through the use of concept inventories
like those described above.
6.2 Research Methods
6.2.1 Concept Questions in 2.009
As a part of the lectures in the 2.009 course, the students were often given a "mini quiz."
These were short (usually about 5 minutes) exercises to introduce certain topics. A couple of
these exercises were estimation exercises which were useful for this research as concept
inventories. The students were given these exercises in class with no collaboration allowed. The
results of one of these exercises were then used as comparisons with the students' performance
in the course.
The estimation exercise studied for this research involved a heavy bag falling and hitting
a fulcrum which would then launch another object into the air. The students had to estimate how
far the second object would rise. A copy of the quiz is found in Appendix C.
Because the 2.009 course is so team-based, it is very difficult to accurately measure
individual performance. Instead the performance of the teams was studied. The results of the
estimation exercise were compiled on a team basis. The team performance at the different
milestones of the design project was used as a team evaluation metric (see Chapter 5).
6.2.2 Concept Inventories in 2.007
The 2.007 course taught in the spring of 2009 (one year after the course studied
previously) incorporated concept inventory questions as a teaching and testing method. During
lectures the students were often presented with concept inventory questions to introduce topics
and provide real-world examples of the principles being taught. In addition the two exams given
in the course also include concept inventory questions.
Current efforts are underway to include an evaluation using the Force Concept Inventory
in the course. The results of this inventory would be compared with student performance in the
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course. This inventory, which tests very basic physics concepts, would also be compared to the
results of the more applied concept questions found on the course exams.
6.3 Results
6.3.1 2.009 Estimation Exercises
Students were given from 0 to 5 points for the estimation exercise, depending on their
success in approaching the problem. These scores were averaged for each team to produce an
average team conceptual understanding score. These scores are displayed in Figure 6.1 for each
of the 7 teams in the course. We note that the variation between teams was not very large.
Figure 6.1: Team Conceptual Understanding Score
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These scores were then compared to the team performance in the different milestones.
This correlation is shown in Figure 6.2. The solid lines represent the average scores for the class
on both the estimation exercise and the milestone evaluations.
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Figure 6.2: Conceptual Understanding/Team Performance Correlation
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Figure 6.2 shows little correlation between the two factors, but the data used for this
study are limited. Only one estimation exercise was measured, and not all of the students
completed the exercise. This led to an incomplete sampling of the student population.
6.4 Conclusions/Current Efforts
From the research conducted in 2.009, preliminary results suggested that an increased
conceptual understanding might lead to a better performance in design. There were insufficient
data to conclusively state how strong this correlation was. The research in 2.007 seeks to expand
on this hypothesis by comparing conceptual understanding of basic physics principles to
conceptual (and some analytical) understanding of more applied engineering methods.
The results of this research will be able to help improve teaching and testing methods for
future engineering students. Current test methods in most engineering classes focus on analytical
skills rather than conceptual skills. This may be due to the fact that it is very difficult to teach
.. . .r .. . . . . . . .. . . .. . . . . .. .. . ... .. ... . . .. . . . . . ... . . . . . .... . . .. . . . ... . . . .... . . .. ... . .. .. . . . . . . .. .... . .. . ... .
skills rather than conceptual skills. This may be due to the fact that it is very difficult to teach
skills that are viewed as intuitive. Changes in some physics courses have produced promising
results (Allen 2006). Future research efforts may be directed at applying these methods (or
developing new ones) to engineering courses.
Chapter 7: Design Process Understanding-
What It All Means
From the research performed for this thesis, some new insights about the design process
were obtained. Continuing to build upon these insights will lead to a richer understanding of
engineering design and the factors that influence the design process.
7.1 Research Questions
7.1.1 Time Dependence
The first insights were about the time progression of the different design dimensions
(search/evaluation, coherence/correspondence, and intuition/analysis). The design process was
found to be cyclical on the search/evaluation axis. That is, as time progressed, the engineers
would cycle between the search and evaluation activities. They would be presented with a
problem, search for ideas and then evaluate the ideas. This would usually lead to new problems
that would then have to be solved.
The design process was also found to be progressive on the coherence/correspondence
axis. That is, as time progressed, the decision-making goals shifted from being more often
coherence aiming to being more focused on correspondence. This was also found to be
dependent on the confidence of the designers in their conceptual design skills. Those who were
more confident would delay the shift to experimentation (correspondence). As the decision-
making progressed from coherence to correspondence, the cycling speed of the search and
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evaluation activities also increased. The engineers spent more time on each activity at the
beginning while near the end, time constraints were more apparent, so the shifting back and forth
occurs more rapidly.
These results are shown in Figure 7.1, which follows. The top section of Figure 7.1
shows the basic design process. The gradient from black to white represents the shift from
coherence to correspondence. The line which alternates between brown and blue represents the
cycling between search and evaluation. Time flows from left to right. It can be seen that the rate
of cycling increases as the design process moves on.
The middle section represents this process for a more confident team. This team would
delay the shift from coherence to correspondence. Therefore the more rapid cycling and other
activities are also pushed to a later point.
The bottom section shows the process for a less confident team. This section exhibits the
opposite characteristics from the middle section. The shift to correspondence and the more rapid
cycling occur sooner than in the other two sections.
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7.1.2 Milestones and Deadlines
Milestones and deadlines tend to create correspondence checkpoints. Because, in most
cases, the milestones tend to be focused around deliverables of physical prototypes, they demand
more results rather than justification. This leads to shifts toward correspondence as these
deadlines approach. Figure 7.4 represents this "sub-shifting" throughout the design process. As
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the design process progresses, the milestones become more results oriented, leading to more
heavily correspondence oriented decision-making.
Fi ure 7.4: Milestone-Affected Desi n Team
Time
U Coherence U Correspondence
The vertical black bars represent the milestones. As shown in the figure, even though
there is a sub-shifting that occurs, the general trend (across the sub-shifts) is also from coherence
to correspondence.
7.1.3 Information Representation
The representation of the information (usually the problem statement) and the question
asked (the deliverables desired) can also shift the thinking style. Visual representation of
information can shift the thinking toward intuition. This often favors correspondence decision-
making. On the other hand, presenting the information numerically can shift the thinking toward
analysis and coherence. In certain situations, one type of thinking may be favored above
another. Each situation influences the decision, and the engineer should be aware of this
influence.
7.1.4 Conceptual Understanding vs. Analytical Understanding
Much formal education focuses on analytical understanding. Less focus is paid toward
conceptual understanding (usually based on intuition or experience). Preliminary results from
this research show slight correlation. Engineering education could benefit from an
understanding of these principles. Concept inventories are a way of testing conceptual
understanding. Physics courses have already seen benefits from introducing these principles.
Understanding of basic physics principles often govern engineering decisions.
7.2 Conclusions/Recommendations for Future Work
For this research, several design dimensions were developed. They were used to describe
different aspects of engineering. Search and evaluation are the motives; coherence and
correspondence are the metrics; intuition and analysis are the methods.
The design process was found to be cyclical in nature. Students would cycle between
search and evaluation, first finding potential ideas, then selecting ones for further investigation
and then using results to find new ideas, etc. This would continue throughout the design process.
The design process was also found to be progressive, shifting from coherence-aiming
methods (usually more conceptual or theoretical) near the beginning of the process to more
correspondence-aiming (usually experimental) at the end. As this shift progressed, the cycling of
the search and evaluation activities would accelerate.
Experience level (or perceived experience level) could influence this shift. Teams that
felt more confident in their design abilities shifted later than those that were less confident.
Deadlines also affected this shift, creating intermediary demands of either coherence or
correspondence through the deliverables of prototypes, presentations, etc.
The method of information representation (visual or numerical) and the requirements set
forth (the questions asked) could influence whether intuitive or analytical thinking was more
effective. Conceptual understanding of engineering principles is theorized to be a more accurate
measure of design ability potential than analytical understanding. Preliminary results show a
slight correlation.
Engineering education needs to take into account these different dimensions. A well
designed engineering curriculum will recognize that there are circumstances where intuition
yields more accurate results than analysis, that information representation methods and design
requirements affect the decision-making methods, and that the engineering goals of search and
evaluation and the metrics of coherence and correspondence are both time and confidence
dependent. It will also teach students to recognize these differences.
Future efforts could help to determine the most effective methods, metrics and goals for
each situation. In addition, the challenges to the current design dimensions as claimed in this
thesis should be addressed. Then a curriculum could be developed that would encourage
engineering students to pursue design in those ways. The efforts of this thesis, while
preliminary, provide a starting point for these future efforts to improve engineering education
and practice.
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Appendix B: 2.007 Contest Surveys
Figure B.1: Student Survey Questions
Analysis Questions
1. Which robot will use more battery power?
2. Which robot has more parts?
3. Which robot has done a better job of properly supporting moving parts?
4. Which robot weighs more? (no touching robots)
5. Last Question always asked: What would each robot score in a head-to-head contest?
(circle the winner)
Intuition Questions
1. Which robot is faster?
2. Which robot is more robust?
3. Which robot is more elegant?
4. Which robot is more complex?
5. Last Ouestion always asked: Which robot would win in a head-to-head contest?
Figure B.2: Sample Student Survey
Sample Survey
For each set of machines listed below, quickly compare the designs. Remerrber that this is a
quick comparison; don't spend more than a minute on each set of machines. Use this sheet of
paper also as a scratch sheet if you want to do any calculations/counting regarding each of the
machines.
MACHINE A MACHINE B
1. Which robot weighs more? (no toudching the robot)
A B
2. Which robot will use more battery power?
A B
3. Whatwould each robot score in a head-to-head contest? (circle the winner)
A B
Food Balls . . Food Balls . .
Noodle s Noodles
Beavers Beavers
. .. ....................................
MACHINE A MACHINE B
1. Which robot has more parts?
A B
2. Which robot is has done a betterjob of properly supporting moving parts?
A B
3. What would each robot score in a head-to-head contest? (ir e .the winner)
A B
Food Balls Food Balls
Noodle s Noodles
Beavers Beavers
MACHINE A MACHINE B
1. Which robot is more robust?
A B
2. Which robot is faster?
A B
3. Which robot would win in a head-to-head contest?
A B
MACHINE A MACHINE B
1. Which robot is more complex?
A B
2. Which robot is more elegant?
A B
3. Which robot would win in a head-to-head contest?
A B
Figure B.3: Sample Instructor Survey
Survey
below are two sets of questions that we asked 60 students who participated in the course
design contest. Each student made four different comparisons of 10 robots side-by-side without
touching the robots. In two comparisons they were asked questions from Set A, and in the
other two they were asked questions from Set B. The students were then asked which robot
would perform better in a contest (the last question in each set). They were not given a time
limit on the comparisons, and there were both high and low performing robots. In the end the
accuracy of their judgments were compared with the actual robot performance rankings and the
question set.
As a knowledgeable designer, we would like your input about which set of questions would be
more predictive of robot performance. That is, which set of questions would lead a majority of
students to a more accurate assessment of robot performance in the competition?
Question Set A:
1. Which robot will use more battery power?
2. Which robot has more parts?
3. Which robot has done a better job of properly supporting moving parts?
4. Which robot weighs more? (no touching robots)
5. What would each robot score in a head-to-head contest? (circle the winner)
Question Set B:
1. Which robot is faster?
2. Which robot is more robust?
3. Which robot is more elegant?
4. Which robot is more complex?
5. Which robot would win in a head-to-head contest?
More accurate set of questions: A B
Reasons:
Appendix C: Estimation Exercise
And Next...
Your final 2.009 mini quiz!!!
There is a 100 pounds of spoiled coffee beans
hidden in a sack
on a cargo plane full of sacks
of good coffee beans.
An international man of mystery
finds the bad bean bag
and rolls it out an open cargo door.
(after an extended wrestling match with evil villains)
The bag falls
and lands on the raised end of a seesaw.
There is a poodle on the other end of the seesaw.
How high does the poodle fly into the air?
Taken from <http://web.mit.edu/2.009/www/lectures/32_presentingData.pdf> pg. 16
