Periodic thermal imaging inspection of air-insulated substations can lead to false negatives due to the heating effects of solar radiation and cooling effects of wind and precipitation. This work aims to characterise the effects of wind on thermal images of thermally loaded equipment, allowing thermal response forecasts to be made.
INTRODUCTION
Air-insulated power substations are facilities for the distribution and management of electrical power. They vary in size and function but are invariably hazardous environments. High load on substation componentry means that accelerated degradation can be catastrophic. Other risks include lethal electric shock. In order to mitigate the risks regular inspections are carried out, based on the methodology of condition-based monitoring. Thermal imaging inspection is one of the inspection modalities used. Thermal images convey only the surface temperature of equipment to inspection engineers. This is affected by various conditions, including the equipment load, environmental conditions and emmissivity. Hot-spots, a common precursor to faults, are most visible under heavy electrical load. A piece of equipment under heavy load, in cold and windy conditions may not appear to be heating significantly when thermally inspected, for example, therefore increasing the chance that a false-negative occurs. This work assumes emmissivity is constant throughout testing though acknowledges there is scope for including it in future work. This work seeks to use regression based data analysis techniques to model the effects of these external factors, thus improving inspection accuracy.
THERMAL SUBSTATION INSPECTION
There are over 300 substations in the UK and inspecting them requires specialist knowledge of their operation. Engineers walk around the facilities with sensors, taking measurements as they go. They then use these measurements and the context within which they are taken to make subjective judgements on the health of the asset. Often engineers rely on comparisons between the three phases to determine if a fault might be present. The specialist knowledge and access to the equipment means that there are only a small number of engineers qualified to make these judgements and due to this and the large number of facilities, inspections are generally completed on a three-monthly basis. This limitation on when inspections may be completed means that there is no way to control the environmental or load conditions the measurements are taken in. There are 3 main sensing modalities used in evaluating asset health during inspection: thermal, partial discharge and gas in oil. Of these, the former two are passive measurements and are both dependent on the environmental conditions. Thermal inspections are the only consideration for this work though there is potential for future expansion into other modalities, using similar data analysis techniques.
The methodology of inspections is condition based monitoring, whereby maintenance is performed on equipment only when fault precursors are detected. This, and the aging power deliver infrastructure in the UK, increases the importance of accurate detection of fault precursors, as only accurate detection ensures critical maintenance is completed.
PRIOR WORK
Most of the literature related to machine learning in substation inspection pertains to classification of faults. Bortoni et al 12 and Santos et al 3 have completed work towards statistically removing the environmental and load influence on thermal substation inspections. They present schemes for removing the influence analytically and using autoregressive methods. This work seeks to extend their work to modern recurrent neural-network based time series modelling methods, namely long short-term memory (LSTM) neural networks.
DATA ANALYSIS

PREPROCESSING
The thermal image output from the experiments is preprocessed for readiness for analysis. The preprocessing pipeline is shown in Figure 2 . The pipeline reduces the dimensionality of the thermal data and normalises the various inputs.
The average pixel value within the region of interest is then appended to the experiment dataset containing the environmental and load data. A further normalisation step scales values v to: 0 ≤ v ≤ 1 then the data is reformatted into vectors of feature values for a given timestep.
Vector Autoregressive Model
A vector autoregressive model equates the output of a system to some combination of coefficients and vectors of inputs. Each input (X) consists of the value (x) at time t multiplied by a coefficient (φ) and the values at all time steps to time t − r, referred to as lagged values. Lagged values of the output are also provided as inputs, defining the model as autoregressive. Therefore, a multivariate vector autoregressive (VAR) model of order 3 (r = 3), with three causal variables:
(1)
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It is optimised using gradient descent. The multivariate lagged values forming the inputs allow the regression to model time-dependant systems more complex than simple linear regression. Bortoni et al use an autoregressive model in 'Infrared thermography applied for outdoor power substations'. 
Long Short-Term Memory Model
Long short-term memory (LSTM) neural networks 4 are a form of recurrent neural network (RNN) pioneered in 1997 by Hochreiter. LSTM networks utilise a data pipeline in their recurrent layer, which allows data to be maintained for long time periods in dataset. This enhances their ability to 'learn' long term causal relationships between data points, without falling victim to exploding or vanishing gradients in the training process. A result of these characteristics is that LSTM networks are suitable for the problem of time-series prediction. Furthermore, being artificial neural networks, they are suitable for scaling up to large numbers of features.
There is no one-size fits all approach to the design of a neural network. The network designer must consider the dataset and what it represents when choosing the architecture. The input dimension of the network is dictated by the number of inputs to the system multiplied by the number of lagged input values to be considered. The output dimension is dictated by the outcome variable, in this case a single continuous value describing the average pixel value of a thermal image.
Two measures were taken in order to reduce the chances of the trained model over-fitting on the training data. First, an L2 regulariser was used. This regulariser ensures that weights within the model decay towards zero, preventing any false emphasis on a single variable. Second, a dropout layer 5 was added. This layer forces a proportion of the weights in the model to zero during the training process, again preventing over-fitting at the cost of training time.
EXPERIMENTAL DESIGN
In order to validate the models, an experiment was devised. A pair of overhead-line conductors were electrically loaded, while thermal images were taken of them. An industrial fan was used to emulate the wind and its effects. The electrical current, environmental conditions and thermal images were all recorded to provide datasets with which to create models. A data logging system comprising a FLIR Boson thermal camera, a Vaisala WXT 520 weather station and a Raspberry Pi computer captured thermal images, load levels, environmental conditions (including wind speed) and controls the output load pattern and fan. The setup can be seen in Figure 3 . The resistance of the conductor loop was found experimentally to be r ≈ 0.01 Ω. A current range of 0 A ≤ I ≤ 800 A was selected to provide heating of P ≤ 6400 W . Further testing showed this current range to provide sufficient heating for the experiments while remaining under the safe operation temperature threshold of 90
• C.
The experiments were designed to provide data for processing using the two aforementioned algorithms. As such the following requirements were set:
-Provide data such that the time constant of the system τ can be determined -Provide data that can approximate real-world conditions Based on these requirements a pair of experiments were carried out.
To determine the time constant of the system, a current step test was used. The load and wind profiles for this test can be seen in Figure 4 . To approximate real-world conditions, a National Grid national loading data was normalised to within safe experimental levels and used to define the load pattern. The load pattern time period was informed by the time constant found in the step test: τ ≈ 20 min. The industrial fan was enabled in a binary pattern of a differing frequency to the loading data. Models were created based upon these datasets in order to predict the average pixel value of the region of interest based on the load and environmental conditions. A further dataset of equipment temperature (from a thermal image) and environmental conditions from an in-use substation is used to validate that the methodology generalises well to data captured outside of laboratory conditions. This dataset is provided by Bortoni et al and is hereafter referred to as the substation dataset.
RESULTS
The raw, unprocessed results of the two tests can be seen in Figure 4 , alongside the substation dataset. The data have been multiplied by some factor for readability. The presented results represent the best of various attempted algorithm configurations. In the case of the vector-autoregression tests, the only change made to the configuration was the number of 'lags' to use. In the case of the LSTM, the number of lags was adjusted, but care also was taken to select the correct number of training epochs, key in preventing over-fitting. Train/test splits of 80:20 were used throughout the analysis. The train dataset is used in the optimisation process, then the model skill is tested on the test dataset. Splitting the dataset as such ensures the model is general and not overfit to the dataset. 
ANALYSIS
The results of the models created on the datasets can be seen in Table 1 and Figure 5 . The number of lags used in presenting the model is shown, alongside the R 2 score for each model. An R 2 score can be between zero and one, with the best result being one. Each of the output graphs shows the true output of the training portion of the dataset in blue, with the true output of the test portion of the dataset in orange. The output hypothesis, as generated by each individual model, is shown in green.
Good results are obtained for cases 3-6, corresponding to the larger datasets. It is clear that the modelling skill of both algorithms should theoretically improve with increased datapoints. Both cases 1 and 2 however, demonstrate that the trend of the data is being followed, initially closely, while case 2 maintains a very strong prediction, reflected in its R 2 score.
In cases 3 and 4, both algorithms perform well. On average, the LSTM performs more strongly, however it suffers from high frequency oscillations. These are suspected to be symptomatic of the high frequency input wind data, solvable with further pre-processing (in this work only the thermal images are pre-processed) or an adjusted sampling routine. The vector autoregression in case 3 performs well but deviates from the test output. It must be noted that for a general proof of the utility of these algorithms, cases 5 and 6 must be referred to, as they provide more varied environmental conditions, outside of laboratories. Generally, the LSTM network (cases 2, 4 and 6) performs more strongly than the vector autoregression (cases 1, 3 and 5), by visual inspection and by the R 2 score. This is especially apparent in the dataset of Prof Bortoni, where the system output is followed closely, including large changes in magnitude and high frequency peaks. Considering the 'in-service' nature of dataset, this result is a particular success. However, the dataset remains limited, with only 430 data points.
In order to further determine the utility of the LSTM method, the results were compared with those presented by Santos et al. 3 In the absence of a performance metric, a visual analysis of the skill of the methods was performed. The method presented here displays improved performance in both matching the magnitude and location of peaks during prediction. The autoregressive model provided by Bortoni follows the trend well, but data peaks are lagged by +/-a timestep and often incorrect magnitude, demonstrating the improvement in performance from both adapting multivariate and modern LSTM techniques.
A general limitation of the work is the availability of data. Many environmental conditions exist which were not experienced during testing, notably precipitation, and to achieve a truly general model a significant increase in the quantity and variation of the data should be sought out. Furthermore, it is acknowledged that better quality results could be achieved with a calibrated and radiometric thermal camera, allowing temperature measurements to be predicted, rather than pixel intensities. 
CONCLUSION
This paper explores the suitability of a pair of methods for predicting thermal output as detected by a thermal camera, in the context of improving power substation inspections. Data was collected in a series of experiments, forming datasets for characterisation and to represent realistic loading. In-service substation monitoring data was also obtained from Prof. Bortoni, in order to validate the methodology. Both methods are multivariate and utilise data from past time steps, they are trained on data and then tested on unseen data. The methods were adapted for application in continuous monitoring schemes in substations, either on fixed or robotic platforms. Both sets of results showed general improvements on methods previously in the literature. The quality of the results presented suggest that smart systems utilising thermal cameras, environmental data and load data, placed permanently in substations, would be capable of predicting future thermal output for a region of interest. Future work aims to utilise these predictions for fault detection.
