Abstract. We develop the theory of p-adic confluence of q-difference equations. The main result is the surprising fact that, in the p-adic framework, a function is solution of a differential equation if and only if it is solution of a q-difference equation. This fact implies an equivalence, called "Confluence", between the category of differential equations and those of q-difference equations. We obtain this result by introducing a category of "sheaves" on the disk D − (1, 1), whose stalk at 1 is a differential equation, the stalk at q is a q-difference equation if q is not a root of unity ξ, and the stalk at a root of unity is a mixed object, formed by a differential equation and an action of σ ξ .
Recently in [ADV04] , the authors have studied for the first time the phenomena of the confluence in the p−adic framework. If K is a discrete valuation field, they have found the existence of an equivalence between the category of q−difference equations with Frobenius structure over the Robba ring R K alg (called σ q − Mod(R K alg ) (φ) ), and the category of differential equations with Frobenius structure over the Robba ring R K alg (called δ 1 −Mod(R K alg ) (φ) ). They are subject to the restriction |q −1| < |p| 1 p−1 . Indeed in the annulus |q − 1| = |p| 1 p−1 one encounters the p−th root of unity and, if ξ p = 1, then the category σ ξ − Mod(R K alg ) (φ) is not K−linear, and hence it can not be equivalent to the category of differential equations. They obtained this equivalence by describing the Tannakian group of σ q − Mod(R K alg ) (φ) , using a general result of André (cf. [And02] ), and finding that this Tannakian group is the same of that of the category of differential equations. By composition with the Tannakian equivalences (T q and T 1 below), they obtained then what they called the confluence functor " Conf q ": (0.0.2)
T1 ∼ = u u j j j j j j j j j j j j j j j Rep K alg (I k((t)) × G a ) Their strategy consists in showing that every object of the category σ q −Mod(R K alg ) (φ) is quasi-unipotent, i.e. becomes unipotent after a special extension of R K (cf. section 7.3). The proof of this fact needs a remarkable effort, and is actually not less complicate than the classical p−adic local monodromy theorem for differential equations itself. Moreover these methods show the existence, but do not provide a satisfactory description of the confluence functor.
0.2. Results of the paper. In this paper we will generalize these results in many different ways. First we show that the functor Conf q admits a very explicit and direct description in terms of solutions of those equations. Roughly speaking Conf q sends a q−difference equation into the differential equation having the same formal Taylor solution. In other words, we show that in the p−adic framework the dream of the lazy mathematician is realized: solutions of q−difference equations are not only a "discretization" of solutions of differential equations, but they are actually equal, indeed we do not only have the relation (0.0.1), but one has the stronger equality , hence, if q is sufficiently close to 1, the radius of convergence of A(q, T ) tends to ∞, and then A(q, T ) lies actually in almost every ring of functions we need.
The definition of Conf q becomes very easy and leads us to define this functor (and prove that it is an equivalence) over a very large class of ring of functions (analytic elements on an affinoïd, analytic functions on a bounded annulus, etc...), and not only over the Robba ring R K alg . Secondly, since we do not use Tannakian methods, we are not obliged to extend the scalars to K alg . Thirdly we extend this equivalence to a large class of q−difference equations called Taylor admissible. Taylor admissible equations are a large class of equations containing for example solvable equations, equations with a Frobenius structure, and almost every class of equations studied until today. Lastly, and most important, we describe the situation near the roots of unity, and we generalize these results to the general case |q − 1| < 1.
We prove then the p−adic local monodromy theorem for q−difference equations (i.e. the fact that T q is an equivalence) by composition between Conf q and T 1 . By the way, by using the results of [ADV04] that T q is an equivalence, we obtain another proof of the p−adic local monodromy theorem for differential equations, by composing with Conf q .
Our technics are quasi-completely deprived of computations. Moreover these results depends only on the definition (and formal properties) of the Taylor solution (cf. Lemma 5.20), they are hence independent on the theory developed until today, and they implies the main results of [ADV04] and [DV04] (cf. Remark 7.29). For these reasons our approach seems to be more efficacious than those of [ADV04] and [DV04] .
On the other hand the fact that a function is solution of a differential equation if and only if it is solution of a q-difference equation for |q − 1| < 1 should be related to the Grothendieck-Katz conjecture (cf. [And04] , [Kat82] , [DV02] , ...), since the q-analogue of this conjecture has already been proved by L. Di Vizio [DV02] . We hope that this link will be improved and developed in the future.
and every morphism between analytic σ−modules commutes also with δ:
We define then the categories of analytic (σ, δ)−modules and admissible (σ, δ)−modules, which are actually equal to the categories of analytic σ−modules and admissible σ−modules respectively. The stalk at every point q of an admissible σ−module is a B−module with an action of σ q and δ q (or actually δ 1 , which is equivalent since δ q = σ q • δ 1 ), we will call such an object a (σ q , δ q )−module. If q = 1, the stalk reduces to a differential equation, and if q / ∈ µ p ∞ (K), the action of δ M q can be removed since the category of admissible σ q −modules is equivalent to that of admissible (σ q , δ q )−modules (in other words, the connection can be recovered by the data of σ M q ). But if q = ξ ∈ µ p ∞ (K), then, if we want that the stalk functor is an equivalence, one can not forget the connection nor the action of σ M ξ . One can obtain for (σ, δ)−modules the analogous of every previous equivalence, with the improvement that these equivalence exist also in the stalks at the root of unity. Indeed, if ξ ∈ µ p ∞ , the category (
adm is not K−linear. Let r > 0, and let D := D − (1, r). If B = R K , or of B = H † K (cf. section 1.1), then one has the diagram:
where we denote with an upper index (·)
[r] the sub-category whose objects have radius greater than r (cf. definitions 5.41 and 5.42). If q / ∈ µ p ∞ (K), then all arrows of this diagram are equivalences. On the other hand, if q = ξ ∈ µ p ∞ (K), then the functor "Forget δ" and the right hand "Res D ξ " are equivalences, while "Forget δ ξ " is not an equivalence. One may have the feeling that the "information" on the category σ ξ − Mod(B)
[r] is contained in the functor "Forget δ ξ ", but one can show actually (cf. Prop. 7.9) that in the important case of equations with Frobenius structure over R K , the image by "Forget δ ξ " of such equations is always direct sum of the unit object, and this functor is a trivial data.
Leitfaden. After some notations (section 1) we introduce, in section 2, the notion of discrete/analytic σ−modules and (σ, δ)−modules. In section 3 we give the abstract definition of solution of such an object, and in section 4 we expose formally the confluence. In section 5 we recall the definition of generic Taylor solution and generic radius of convergence. In section 6 we define Taylor admissible objects and obtain the main theorem (cf. section 0.3.1). In the last section 7 we apply the previous theory to the Robba ring and to the p−adic local monodromy theorem. After recalling the p-adic local monodromy Theorem for differential equations, we show how to deduce, by Deformation, the q-analogue of this theorem. 
Its topology is given by the family of norms | a i (T − c) i | (c,ρ) := sup |a i |ρ i , for all ρ < R. Let ∅ = I ⊆ R ≥0 be some interval. We denote the annulus relative to I by C K (I) := {x ∈ K | |x| ∈ I}. By C(I), without the index K, we mean the annulus itself and not its K−valued points. The ring of analytic functions on C(I) is
We set | i a i T i | ρ := sup i |a i |ρ i < +∞, for all ρ ∈ I. The ring A K (I) is complete for the topology given by the family of norms {|.| ρ } ρ∈I . Set I ε :=]1−ε, 1[, 0 < ε < 1. The Robba ring is then defined as R K := ε>0 A K (I ε ), and is complete with respect to the limit Frechet topology.
. We denote by X the K−affinoïd itself, and for all ultrametric valued K−algebras (L, |.|), we denote by X(L) its L−rational points.
Let X be an affinoïd, let H rat K (X) be the ring of rational fractions f (T ) in K(T ), without poles in X(K alg ), and let . X be the norm on
Proof : This follows easily from the Mittag-Leffler decomposition of f (T ).
The ring H † K (X) is complete with respect to the limit topology. We set
, where X 1 := {x | |x| = 1}.
1.2. Norms and radii of convergence. 1.2.1. Logarithmic properties. Let r → N (r) : R ≥0 → R ≥0 be a function. The log-function attached to N is defined by N (t) := log(N (exp(t))):
We will say that N has logarithmically a given property if N has that property.
be an arbitrary extension of valued fields. The absolute value on Ω will be extended to a norm on
, |f g| * = |f | * |g| * , and |.| * ≤ C . X , for some constant C > 0. Every semi-norm will be extended to M n (H K (X)) by |(f i,j ) i,j | * := max |f i,j | * .
Every point c ∈ X(Ω) produces the bounded multiplicative semi-norm |.
Let f (T ) = i∈Z a i (T −c) i , a i ∈ K, be a formal power series. We set |f | (c,ρ) := sup i |a i |ρ i , this number can be equal to +∞. If
is log-convex, piecewise log-affine, and log-increasing. Moreover
2. Discrete or analytic σ−modules and (σ, δ)−modules Definition 2.1. Let B be one of the rings of section 1.1. We denote by
We will write Q and Q 1 when no confusion is possible. 
. Since, by Definition 1.1, X is bounded (i.e. contained in D − (0, r), for some r > 0), and since x → qx is assumed to be bijective on X, in order that σ q is bijective on
Definition 2.3. Let S ⊆ Q be a subset. We denote by S the subgroup of Q generated by S. Let µ(Q) be the set of all roots of 1 belonging to Q. Then we set (2.3.1)
2.1. Discrete σ−modules. By assumption, every finite dimensional free B−module M has the product topology. 
such that, for all q ∈ S, the operator σ
• α , for all q ∈ S. We will denote the K−vector space of morphisms by Hom σ S (M, N). Notation 2.5. If S = {q} is reduced to a point, then the category of discrete σ−modules over {q} is the usual category of q−difference modules. We will use then a simplified notation:
be two discrete σ−modules over S. We define a structure of discrete σ−module on Hom B (M, N) by setting σ
−1 , for all q ∈ S, and all α ∈ Hom B (M, N). We define on M ⊗ B N a structure of discrete σ−module over S by setting σ
If B is a Bezout ring (i.e. every finitely generated ideal of B is principal),
Definition 2.8 (discrete (σ, δ)−modules). An object of
is a discrete σ−module over S, together with a connection
will be called discrete (σ, δ)−modules over S.
• α . We will denote the K−vector space of morphisms by Hom
Remark 2.9. By analogy with (2.5.1), if S = {q}, then we set:
be two discrete (σ, δ)−modules over S. We define a structure of discrete (σ, δ)−module on Hom B (M, N) by setting (2.10.5) δ
This definition gives the relation δ
, for all α ∈ Hom B (M, N), and all m ∈ M, where H := Hom B (M, N). We define on M ⊗ B N a structure of discrete (σ, δ)−module over S by setting
, for all q ∈ S, and all m ∈ M, n ∈ N.
is K−linear and Tannakian.
2.3. Analytic σ−modules. Analytic σ−modules are defined only if the ring B is equal to one of the following rings:
with τ q > 0, and a matrix A q (Q, T ) such that:
This definition does not depend on the chosen basis e. We define
an U as the full sub-category of σ − Mod(B) disc U , whose objects are analytic σ−modules. Let I ⊂ R ≥0 be an interval. We give the same definition over the ring B := A K (I), namely the point (1) is replaced by
(
Remark 2.14. If (M, σ M ) and (N, σ N ) are two analytic σ−modules over U , then (Hom(M, N), σ Hom(M,N) ) and (M ⊗ N, σ M⊗N ) are analytic. This follows from the explicit dependence of the matrices of σ Hom(M,N) and σ M⊗N on terms of the matrices of σ M and σ N .
Discrete and analytic σ−modules over
Definition 2.15. Let S ⊆ Q be a subset, and let U ⊆ Q be an open subset. We set
)). By remark 2.7, if B is one of the previous rings (and if it is a Bezout ring), then σ − Mod(B)
an U is K−linear and Tannakian.
2.4. Analytic (σ, δ)−modules. We maintain the previous notations. In section 2.4.1 below we define a fully faithful functor (cf. remark 2.
disc U , which is a "local" section of the functor which "forgets" δ. Definition 2.17. We call (σ, δ)−Mod(B) an U the essential image of that functor. By definition, the functor which "forgets" the action of δ is hence an equivalence
We shall define a (σ, δ)-module structure on M. It follows by the definitions 2.13 and 2.15 that the map q → σ
, with respect to the simple convergence topology (cf. (2.20.1)). Moreover, for all q ∈ U , the rule (2.10.2) holds, and δ 
where ∂ Q is the derivation Q d dQ , and A q (Q, T ) is the matrix of Definition 2.13.
Solutions (formal definition)
3.1. Discrete σ−algebras and (σ, δ)−algebras. Let S ⊆ Q(B) be a subset.
Definition 3.1 (Discrete σ−algebra over S). A B-discrete σ−algebra over S, or simply a discrete σ−algebra over S is a B−algebra C such that:
We will call C σ S the sub-ring of σ−constants of C. We will write σ q instead of σ C q , when no confusion is possible.
Remark 3.2. If a discrete σ−algebra C is free and of finite rank as B−module, then it is a discrete σ−module.
Remark 3.3. Observe that no topology is required on C. The word discrete is employed, here and later on, to emphasize that we do not ask "continuity" with respect to q.
Remark 3.4. Suppose that S = {ξ}, with ξ ∈ µ(Q). Since B σ S = B σ ξ = K, then B itself is not a discrete σ−algebra over S. Hence there is no discrete σ−algebra over S = {ξ}. On the other hand, if S • = ∅ (cf. (2.3.1)), then B σ S = K, and B is a discrete σ−algebra over S.
Definition 3.5 (Discrete (σ, δ)−algebra over S). A discrete (σ, δ)−algebra C over S is a B−algebra such that:
(1) C verifies the properties (1) and (2) of Definition 3.1, (2) there exists a derivation δ 
, and δ 1 (f ) = 0}. We will call C (σ,δ) S the sub-ring of (σ, δ)−constants of C . We will write δ 1 instead of δ = K, then B is always a (σ, δ)−algebra over S, for all arbitrary sub-set S ⊆ Q(B), even for S = {ξ}, with ξ ∈ µ(Q(B)).
Constant Solutions.
Definition 3.7 (Constant solutions on S).
) be a discrete σ−module (resp. (σ, δ)−module) over S, and let C be a discrete σ−algebra (resp. (σ, δ)−algebra) over S. A constant solution of M, with values in C, is a B−linear morphism
(M, C)) the K−vector space of the solutions of M in C.
3.2.1. Matrices of solutions. Let M be a discrete σ−module (resp. (σ, δ)−module). Let C be a discrete σ−algebra (resp. (σ, δ)−algebra) over S. Recall that, if S = {ξ}, with ξ n = 1, then there is no discrete σ−algebra, over S (cf. remark 3.4). Let e = {e 1 , . . . , e n } be a basis of M, and let A(q, T ) (resp. G(q, T )) be the matrix of σ M q (resp. δ M q ) in this basis (cf. (2.10.3)). We identify a morphism α : M → C with the vector (y i ) i ∈ C n , given by y i := α(e i ). In this way constant solutions become solutions in the usual vector form. Indeed
. . .
By a fundamental matrix of solutions of M (in the basis e) we mean a matrix Y ∈ GL n (C) satisfying simultaneously
(resp. satisfying simultaneously
) .
By this identification, one has B
(I, B)) (cf. def. 3.1, 3.5, 3.7), where I = B is the unit object.
Dimension of the space of solutions.
Remark 3.8. Let F := Frac(C) be the fraction field of C, then both σ q and δ 1 extend to F (cf. [vdPS03, Ex.1.5]).
Lemma 3.9. Let M be a (σ, δ)−module (resp. σ−module) over S, and let C be a discrete (σ, δ)−algebra (resp. σ−algebra) over S. One has Definition 4.1 (Constant modules). Let M be a discrete σ−module over S. We will say that M is constant on S, or equivalently that M is trivialized by C, if there exists a discrete σ−algebra C over S such that
We give the analogous definition for (σ, δ)-modules. The full sub-
, whose objects are trivialized by C, will be denoted by
The full subcategory of σ − Mod(B, C)
) whose objects are analytic will be denoted by
Remark 4.2. Let n = rk B M, then M is trivialized by C if there exists Y ∈ GL n (C) such that Y is simultaneously solution, for all q ∈ S, of the family of equations (3.7.1) (resp. both the conditions of (3.7.2)). Roughly speaking, M is constant on S if it admits a basis of q−solutions which "does not depend on q ∈ S". 
Proof :
The fundamental matrix solution of M ⊗ N (resp. Hom(M, N)) is obtained by taking products of entries of the two matrices of solutions of M and N respectively. Hence "it does not depend on q ∈ S".
is fully faithful and its image is contained in the category
(σ, δ) − Mod(B, C) const S ′ .
The same fact is true for discrete σ−modules under the assumption: (S
Proof : The proof is the same in both cases, here we give the proof in the case of (σ, δ)−modules. We must show that the inclusion Hom
. In other words we have to show that if α : M → N commutes with σ q ′ , for all q ′ ∈ S ′ , then it commutes also with σ q , for all q ∈ S. One has
Observe that M ⊗ N ∨ is the dual of the "internal hom" Hom(M, N). By lemma 4.3, M ⊗ N ∨ is trivialized by C. The restriction of M ⊗ N ∨ to S ′ is obviously constant on S ′ , since it is trivialized by C. This implies that
This shows that a morphism with values in B ⊆ C commutes with all σ q and δ q , for all q ∈ S, if and only if it commutes with all σ q and δ q , for all q ∈ S ′ . Hence (4.4.4) Hom
Remark 4.5. By the previous lemma one sees that if ξ ∈ S ∩ µ(Q), then (4.5.1) Res
is again fully faithful. On the other hand, if S • = ∅, then the restriction
is not fully faithful, since σ − Mod(B, C)
Remark 4.7. By Lemma 4.4, if S ⊂ U is a (non empty) subset, the restriction (4.7.1) Res
is fully faithful. The same is true for σ−modules, under the assumption S • = ∅. In particular if U ′ ⊂ U is an open subset, then the restriction functor is fully faithful:
Constant deformation and constant confluence. As usual S ⊆ Q(B) is an arbitrary subset, and U ⊆ Q(B) is an open subset.
Definition 4.8 (Extensible objects). Let q ∈ S. Let C be a discrete σ−algebra over S. A q−difference module M is said extensible to S if it belongs to the essential image of the restriction functor
The full sub-category of σ q − Mod(B) whose objects are extensible to S, will be denoted by σ q − Mod(B, C) S .
If q ∈ U , we will denote by σ q − Mod(B, C)
an U the full sub-category of σ q − Mod(B) U whose objects belong to the essential image of σ − Mod(B, C) an,const U . We give analogous definitions for (σ, δ)-modules. 
The same fact is true for σ−modules, under the additional hypothesis:
Definition 4.10. 1.-Let S ⊆ Q(B) be a subset and let q, q ′ ∈ S . We will call the constant deformation functor, denoted by 2.-We will call the constant confluence functor, the equivalence 3.-Suppose that q ∈ S • and q ′ ∈ S, then we will call again the constant deformation functor, denoted again by 
The same fact is true for analytic σ−modules under the condition q, q ′ / ∈ µ(Q).
Remark 4.12. a.-Let q ∈ U . Consider the following diagram:
where U runs in the set of open neighborhoods of q, and where i σ and i (σ,δ) are the trivial inclusions of full sub-categories. In the sequel we will study the full subcategory of σ q − Mod(B) (resp. (σ q , δ q ) − Mod(B)) formed by Taylor admissible objects, this category is contained in the essential image of i σ (resp. i (σ,δ) ) (see Th. 6.2). In this case we will obtain an analogous diagram (see Cor. 6.4)) in which i (σ,δ) is an equivalence (for all q ∈ U ), and i σ is an equivalence only if q is not a root of unity. If q is not a root of unity, then all the arrows of this diagram will be equivalences, hence the data of δ q is superfluous. If q is a root of unity, then the right hand side vertical arrows will be equivalences, while the left hand side one will be not. In this last case the q−tangent operator is necessary to "preserve the information in the neighborhood of q". The good notion of "stalk at q" of an analytic σ-module is in this case the notion of (σ q , δ q )-module and not simply the notion of σ q -module.
One may have the feeling that the functor "Forget δ q " contains an "information" if q is a root of unity, but we will see (Prop. 7.9) that, if B = R K or if B = H † K , then this functor sends every (σ, δ)−module with Frobenius structure into a direct sum of the unit object.
Taylor solutions
In this section B = H K (X), for some affinoïd Note that c can be equal to a generic point (cf. Definition 5.31). We want to find solutions of q−difference equations converging in a disc centered at c, i.e. matrix solutions in the form (3.7.1), with values in the σ q −algebra C := A K (c, R), for some 0 < R ≤ ρ c,X .
The q−algebras
Remark 5.1. Without precise mention, we will not assume that q / ∈ µ(Q). The following results generalize the analogous constructions of [DV04] to the case of root of unity. Proof : Let x ∈ D − (c, R), then |qx − c| = |qx − qc + qc − c| ≤ max(|q||x − c|, |q − 1||c|). If both conditions hold, then |qx − c| < R, hence the disc D − (c, R) is q−invariant. This shows the sufficiency. If x = c, one sees that the condition |q − 1| < R · |c| −1 is necessary. Suppose now that |q − 1| < R · |c| −1 , and that |q| > 1. Since |q| = |q − 1|, hence 1 ≤ |q| < R|c| −1 , and |q − 1||c| = |q||c| < R. If |x − c| tends to R, then |qx − c| = |q||x − c| is larger than R and, by the argument above, the disc D − (c, R) is not q−invariant. The condition |q| ≤ 1 is then necessary, and since by definition σ q must be bijective with inverse σ q −1 , one finds |q| = 1. 
, and more generally
Lemma 5.5. Let |q − 1||c| < R, |q| = 1, and let f (T ) = n≥0 a n (T − c) n ∈ A Ω (c, R), then:
(1) f (T ) can be written uniquely as f (T ) = n≥0 a n (T − c) q,n ∈ A Ω (c, R); (2) for all |q − 1||c| < ρ < R one has |f (T )| (c,ρ) = sup n≥0 | a n |ρ n ;
(3) one has Ray(f (T ), c) = lim inf n |a n | −1/n = lim inf n | a n | −1/n ; (4) if moreover q / ∈ µ(Q), then one has the q-Taylor expansion n | (c,r) = r n . One finds then a n = k≥0 a n+k b n+k,n , the sum converges since |b n+k,n | < r k . A symmetric argument proves that a n = k≥0 a n+k b n+k,n , with b n,n = 1, and | b n,i | < r n−i . This shows that |a n |r n ≤ sup j≥n (| a j |r j ) and | a n |r n ≤ sup j≥n (|a j |r j ), hence |a n |r n tends to 0 if and only if | a n |r n tends to 0. Moreover sup n≥0 |a n |r n = sup n≥0 | a n |r n . This shows the uniqueness since if n≥0 a n (T − c) q,n = n≥0 a ′ n (T − c) q,n , then n≥0 ( a n − a ′ n )(T − c) q,n = 0, and hence sup n (| a n − a ′ n |r n ) = 0, then a n = a ′ n , for all n ≥ 0. Clearly the radius of convergence of f (T ) is equal to both sup n≥0 {r ≥ 0 | |a n |r n is bounded} and sup n≥0 {r ≥ 0 | | a n |r n is bounded}. Hence, by classic arguments on the radius, one
has Ray(f (T ), c) = lim inf n |a n | −1/n = lim inf n | a n | −1/n .
Remark 5.6. If f (T ) = n≥0 f n (T − c) q,n , and if g(T ) = n≥0 g n (T − c) q,n , then f (T )g(T ) = n≥0 h n (T − c) q,n , where h n = h n (q; c; f 0 , . . . , f n ; g 0 , . . . , g n ) is a polynomial in {q, c, f 0 , . . . , f n , g 0 , . . . , g n }. Indeed one has (
This shows also that if v q,c (f ) := min{n | f n = 0}, then one has
If moreover q / ∈ µ(Q), then, by using equation (5.4.2) and the twisted Taylor formula (5.5.1), one has (5.6.2)
Definition 5.7. For all q ∈ Q(X) we set Proof : The proof is easy, we prove only the associativity. We have to prove that (f g)h = f (gh). By Lemma 5.5 the assertion is proved if f, g, h ∈ Ω{T − c} q,R , with |q − 1||c| < R, since in this case Ω{T − c} q,R ∼ = A Ω (c, R). On the other hand one can assume that f, g, h are polynomial since, by Remark 5.6, the n-th coefficient of (f g)h and of f (gh) is a polynomial on q and on the fist n coefficients of f, g, h.
Remark 5.9. If there exists a (smallest) integer k 0 such that |q k0 − 1||c| < R, then one shows that Ω{T − c} q,R = k0−1 i=0 A Ω (q i c, R), where R depends explicitly on R, c, and q (cf. [DV04, 15.3] ). In this case Ω{T − c} q,R is not a domain and hence is not a H Ω (X)−discrete σ−algebra over S = {q}. 
q-invariant Affinoïd
Then X is qinvariant if and only if |q − 1||c 0 | < R 0 , and the map x → qx permutes the family of disks { D − (c i , R i ) } i=1,...,n . This happens if and only if for all i = 1, . . . , n there exists (a smallest) k i ≥ 1, such that |q ki − 1||c i | < R i , and moreover the family of
..,n . If k 0 is the minimum common multiple of the k i 's, then x → q k0 x leaves globally fixed every disk and, by Lemmas 5.2 and 5.5, one has (cf. Lemma 1.2) (5.10.1)
for all f ∈ H(X). Indeed by Mittag-Lefler decomposition [CR94] , we are reduced to show that every series
, which is true by Lemma 5.5. Such a bound does not exist for d q itself. One can easily construct counterexamples via the Mittag-Leffler decomposition.
The formal Taylor solution. We recall the definition of the classical Taylor solution of a differential equation
Definition 5.11. Let δ 1 − G(1, T ), be a differential equation. Let G [n] (T ) be the matrix of (d/dx) n . We set (5.11.1)
Remark 5.12. By induction on the rule
n , and hence (5.12.1)
In other words Y G (x, y) is an analytic element over a neighborhood U R of the diagonal of the type (5.12.2)
Lemma 5.13. One has Y G (x, x) = Id, and for all (x, y) ∈ U R : Definition 5.14. Let q ∈ Q − µ(Q). Consider the q−difference equation
We will omit the index A(q, T ) if no confusion is possible. For all bounded multiplicative semi-norm |.| * on H K (X) extending the absolute value of K (cf 1.3) (i.e. for all point of the Berkovich space attached to X) we set (5.14.3) Remark 5.15 (Transfer principle). As in the differential framework, if
is q−invariant too in order to have the estimation (5.10.1) (cf. Remark 5.2), then, by induction on the rule ,ρ) ) . In particular, since r X = min(R 0 , . . . , R n ), this is possible only if (5.17.2) |q − 1| < 1 , i.e. if q ∈ Q 1 (X) .
Hypothesis 5.18. From now on, without precise mention, we suppose q ∈ Q 1 .
Proof : Since f is an analytic function, it is sufficient to prove that f has no zeros in U R . We are reduced to show that for all c ∈ X(Ω), the function 
Remark 5.22. Note that the relations of Lemma 5.20 hold for Y A (x, y) as a function on U R , and not for Y (T ) (cf. (5.21.1)). In other words the expression Y A (x, y) has no meaning if |x − y| ≥ R. In particular the expression (5.20.6), which is the main tool of the Propagation Theorem 6.3, holds only if |x − y|, |z − y| < R.
Remark 5.23. If q ∈ µ(Q), then even if a solution Y ∈ GL n (A Ω (c, R)) may exist, the radius is not defined since we may have another solution with different radius (cf. Example 5.24 below). For this reason, the radius of convergence of the system (5.14.1) will be not defined if q ∈ µ(Q).
Example 5.24. Let q = ξ be a p−th root of unity, with ξ = 1. The solutions of the unit object at t p ∈ Ω are the functions y ∈ A Ω (t p , R) such that y(ξT ) = y(T ), every function in T p has this property. For example the family of functions { y α := exp(α(T p − t p )) } α∈Ω , is such that for different values of α one has different radius.
5.4. Taylor solutions of (σ q , δ q )−modules. In this subsection q can be a root of unity. We preserve the previous notations. We consider now a system: A(q, T ) and G(q, T ) has no (non trivial) solutions in A K (0, R).
Remark 5.26. To guarantee the existence of solutions we need a compatibility condition between σ q and δ q , which should be written explicitly in terms of matrices of σ n q and δ n 1 . This obstruction will not appear in the sequel of the paper since this condition is automatically satisfied by analytic σ-modules (cf. Lemma 5.27). 
where
10.4)).
Proof : In terms of modules, the columns of the matrix Y c (T ) correspond to H K (X)−linear maps α : M → A Ω (c, R), verifying σ q • α = α • σ M q , for all q ∈ U (cf. Section 3.2.1). We must show that such an α commutes also with δ q . This follows immediately by the continuity of α. Indeed, the inclusion H K (X) → A Ω (c, R) is continuous, and hence every
Remark 5.28. Observe that Lemma 5.27 is not a formal consequence of the previous theory. Indeed, by Definition 3.5, the general (σ, δ)−algebra C used in Definition 3.5 has the discrete topology, hence the morphism α : M → C defining the solution is not continuous in general.
5.5. Twisted Taylor formula for (σ, δ)−modules, and rough estimate of radius.
is a formal series, with |q − 1||c| < R ≤ ρ c,X , then a n = D n q (f )(c/q n ), and the usual Taylor formula can be written as
The following proposition gives the analogous of the same classical rough estimate for differential and q−difference equations (cf. [Chr83, 4.1.2], [DV04, 4.3] ).
Proposition 5.30. Let c ∈ X(Ω). Assume that the system (5.24.1) has a Taylor solution
.
Hence one has
which is an hybrid between the usual Taylor formula, and the Taylor formula for q−difference equations. Inequalities 5.30.1 follows then from the inequality ,ρ) , and |q| = 1. 5.6. Generic radius of convergence and solvability. 5.6.1. Generic points. In this section we will introduce the notion of generic points and of generic radius of convergence. We recall that a generic point defines a semi-norm on H K (X), and hence defines a Berkovich point (cf. [Ber90] ). The reader knowing the language of Berkovich will not find difficulties to translate the contents of this paper in the language of Berkovich.
Let now (Ω, |.|)/(K, |.|) be a complete field extension such that |Ω| = R ≥ , and that k Ω /k is not algebraic. Definition 5.33 (Generic radius of convergence). Let q ∈ Q(X) (resp. q ∈ Q(X) − µ(Q)), let c ∈ X(K alg ), and let D + (c, ρ), |q − 1||c| < ρ ≤ ρ c,X , be a qinvariant disk. Let M be the (σ q , δ q )−module (resp. σ q −module) defined by the system (5.24.1) (resp. (5.14.1)). Let Definition 5.36 (Solvability). Let M be a σ q −module (resp. a (σ q , δ q )−module) on H K (X). We will say that M is solvable at t c,ρ if Ray(M, |.| (c,ρ) ) = ρ c,X . 5.7. Solvability over an annulus and over the Robba ring.
Remark 5.37. In this section B := A K (I), with I =]r 1 , r 2 [, and M is a σ q −module (resp. a (σ q , δ q )−module) on A K (I). We recall that Q(A K (I)) = {q ∈ K | |q| = 1}, and that Q 1 (A K (I)) = D − K (1, 1) (cf. Def. (2.1.2)). For all c ∈ K, |c| ∈ I, one has t c,|c| = t 0,|c| . For all affinoïd X ⊆ C(I) containing the disk D − (c, |c|) one has ρ c,X = |c|. Then the norm |.| c,|c| : A K (I) −→ R ≥ and the generic radius Ray(M, |.| (c,|c|) ), do not depend on the chosen c nor on X, but only on |c|. Hence, for all ρ ∈ I, we chose an arbitrary c ∈ Ω, with |c| = ρ ∈ I, and we set (5.37.1) t ρ := t c,ρ , and
Remark 5.38. To define the Radius we need the assumption |q − 1||t ρ | < ρ tρ,X = ρ (cf. Definition 5.33). Since |t ρ | = ρ, this assumption is equivalent to (5.38.1) |q − 1| < 1 .
Definition 5.39 (solvability at ρ). Let q ∈ Q 1 − µ(Q 1 ) (cf. Definition (2.1.2)). Let M be a σ q −module on A K (I). We will say that M is solvable at ρ ∈ I if (5.39.1) Ray(M, ρ) = ρ .
The full subcategory of σ q − Mod(A K (I)), whose objects are solvable at ρ, will be denoted by σ q − Mod(A K (I)) sol(ρ) .
5.7.1. Solvability over R K or H † K . Remark 5.40. Let q ∈ Q 1 − µ(Q 1 ). Let M be a σ q −module over R K . By definition M comes, by scalar extension, from a module M ε1 defined on an annulus
Hence the limit lim ρ→1 − Ray(M ε , ρ) is independent from the chosen module M ε .
Definition 5.41. Let q ∈ Q 1 − µ(Q 1 ), and let |q − 1| < r ≤ 1. We define
as the full sub category of σ q − Mod(H † K ) whose objects verify
as illustrated below in the log-graphic of the function log(ρ) → log(Ray(M, ρ)/ρ) (cf. Section 1.2.1):
T E $ $ $ $ r r e e
• log(r)
[1] will be called solvable.
Definition 5.42. Let q ∈ Q 1 − µ(Q 1 ), and let |q − 1| ≤ r ≤ 1. We define
as the full sub category of σ q − Mod(R K ) whose objects verify
Moreover, in the particular case in which lim ρ→1 − Ray(M, ρ) = r = |q − 1| < 1, we ask that there exists ε q > 0, such that Ray(M εq , ρ) > |q − 1|ρ, for all 1 − ε q < ρ < 1, as illustrated in the following picture:
T E $ $ r r log(εq ) log(r) = log(|q − 1|)
Objects in σ q − Mod(R K )
Remark 5.43 (Analogous definitions for (σ q , δ q )-modules). In the case of (σ q , δ q )-modules, the generic radius of convergence is defined even if q is a root of unity. We give then analogous definitions for (σ q , δ q )-modules without restrictions on q: for all arbitrary q ∈ Q 1 , one defines (
[r] , (σ q , δ q ) − Mod(B), and solvable objects (σ q , δ q ) − Mod(B)
[1] .
5.8. Generic radius for discrete and analytic objects over R K and
Definition 5.45. For all subset S ⊆ D − (1, 1) = Q 1 , for all 0 < τ < 1, we set (5.45.1)
[r]
S , the full subcategory of σ − Mod(B) S whose objects M have the following properties:
(1) The restriction of M to every q ∈ S belongs to σ q − Mod(B)
[r] ;
(2) For all τ such that 0 < τ < r, there exists ε τ > 0 such that the restriction Res S Sτ (M) comes, by scalar extension, from an object
such that, for all ρ ∈ I ετ , and for all q, q ′ ∈ S τ one has (cf. (5.14.2))
Objects in σ q − Mod(B)
[1]
S will be called solvable. 
for all ρ ∈ I ετ , and all q ∈ S τ .
Example 5.49. This example justifies the condition (1) given in the above definition. Let r := ω := |p| 
We will say that (M, σ M ) is Taylor admissible on X if :
(1) there exists a matrix Y (x, y), convergent in U R (cf. (5.12.2)), with R satisfying, for all q ∈ S, the condition (5.17.1), that is
(2) Y (x, y) is simultaneous solution of every equation of the family (6.1.1).
The full subcategory of σ − Mod(H K (X)) disc S whose objects are Taylor admissible, will be denoted by
We define analogously the category (σ, δ) − Mod(H K (X)) Theorem 6.2 (Propagation Theorem first form). Let X be an affinoïd. Then, if q ∈ Q 1 (X) − µ(Q 1 (X)), the natural restriction functor
adm is an equivalence, where U runs in the set of all open neighborhood of q. The analogous fact is true for (σ, δ)-modules without supposing q / ∈ µ(Q).
Proof : By Lemma 4.4, ∪ U Res U {q} is fully faithful. Indeed for all M, N modules over U , by admissibility, there exists a number R, with |q − 1| max(|c 0 |, R 0 ) < R ≤ r X , such that, for all c ∈ X(K), the algebra C := A K (c, R) trivializes both M and N. The essential surjectivity of ∪ U Res U {q} will follow from theorem 6.3 below. Theorem 6.3 (Propagation Theorem second form).
be a Taylor admissible q−difference equation (cf. Def. 6.1). Then there exists a matrix A(Q, T ) uniquely determined by the following properties:
(1) A(Q, T ) is analytic and invertible in the domain 
Moreover the matrix A(Q, T ) is independent from the chosen solution Y A (x, y). Remark 6.7. We can extend this result to all kind of ring of functions appearing in this paper. If q ∈ µ(Q 1 ), we will see in Proposition 7.9 that the functor "Forget δ q " is not very interesting since it sends every (σ q , δ q )−module with Frobenius structure into the trivial σ q −module (i.e. direct sum of the unit object).
Remark 6.8. It should be possible to generalize the main theorem to other kind of operators, different from σ q . In other words it should be possible to "deform" differential equations into "σ−difference equations", where σ in an automorphism different from σ q , but sufficiently close to the identity. In a work in progress we will study the action of a p−adic Lie group on differential equations. 6.3. Generalizing the Confluence Functor. Let q ∈ Q(X) − µ(Q(X)) be such that q k0 ∈ Q 1 (X), for some k 0 ≥ 1. 5 By composing with the evident functor (6.8.1) σ q − Mod(H K (X)) −−−→ σ q k 0 − Mod(H K (X)) , one defines "k 0 -Taylor admissible objects" of σ q − Mod(H K (X)) as objects whose image is Taylor admissible in σ q k 0 − Mod(H K (X)). Since the sequence {q Remark 6.9. There exist equations in σ q − Mod(H K (X)) which are not k 0 -Taylor admissible, for all k 0 ≥ 1. For example consider the rank one equation σ q − a, with a ∈ K, |a| > 1. Suppose also that |q − 1| < |p| Then one has an equivalence of deformation (6.13.2) σ q − Mod(R K )
[r] Def q,q ′
The same equivalence holds between (σ q , δ q )−Mod(R K ) [r] and (σ q ′ , δ q ′ )−Mod(R K ) [r] , without assuming q / ∈ µ p ∞ . Moreover, if q / ∈ µ p ∞ , and if |q − 1| < r, then (6.13.3) (σ q , δ q ) − Mod(R K )
[r] "Forget δq"
is an equivalence.
Example 6.14. We shall compute the deformation of the differential module U m defined by the equation 6.5. Classification of solvable Rank one q−difference equations. In this section we classify rank one solvable q−difference equations over R K∞ by applying the deformation to the classification of the differential equations (cf. [Pul] ). We recall the classification of the rank one solvable differential equations over R K∞ .
We fix a Lubin-Tate group G P isomorphic to G m over Z p . We recall that G P is defined by an uniformizer w of Z p , and by a series P (X) ∈ XZ p [[X]], satisfying P (X) ≡ w · X (mod X to the classical one, in which every extension of C((T )) is of the form C((T m/n )), for some integers m, n ≥ 0, and hence it is isomorphic to C((Z)), with T = f (Z), f (Z) := Z n/m . In the case of special extensions of E
