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Abstract
In the present thesis we study the unitary dynamics and the thermalization properties of
free-fermion-like Hamiltonians after a sudden quantum quench in presence of disorder.
With analytical and numerical arguments, we show that the existence of a stationary
state and its description with a generalized Gibbs ensemble (GGE) depend crucially
on the observable considered (local versus extensive, one-body versus many-body) and
on the localization properties of the final Hamiltonian. We then show an extension of
the Wang-Landau algorithm which allows the computation of weighted distributions
associated to quantum quenches, like the diagonal and the GGE ensemble expectation-
value distributions. We present results on three one-dimensional models, the Anderson
model, a disordered one-dimensional fermionic chain with long-range hopping, and
the disordered Ising/XY spin chain.
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1 INTRODUCT ION
The concept of ergodicity is at the core of classical statistical mechanics: it establishes
a connection between long-time averages of observables and statistical ensemble aver-
ages [1]. The extension of the ergodic theorem to quantum mechanics was pioneered in
1929 by von Neumann [2, 3] in a seminal paper on the unitary dynamics of closed quan-
tum systems. The experimental possibility of studying the nonequilibrium dynamics
of isolated quantum systems – most notably cold atomic species in optical lattices [4, 5]
– has stimulated new interest in the subject. A highly debated issue in the recent lit-
erature is the characterization of the long-time dynamics of a quantum system taken
out of equilibrium. The simplest setting for such a non-equilibrium situation is that of
a quantum quench: starting from an initial state, eigenstate of an initial Hamiltonian,
a system’s parameter is suddenly changed and the dynamics is then governed by the
new Hamiltonian. If an extensive amount of energy is suddenly injected in the system,
will the resulting dynamics tend to a well defined stationary state? And what is the
statistical ensemble describing it? Since the energy is conserved, it is reasonable to ex-
pect that an ergodic evolution in the Hilbert space will lead to time averages which are
reproduced by the microcanonical ensemble: this is what von Neumann discussed for
macroscopic observables [2, 3], and is generally expected to occur [6–8], independently
of the initial state.
In classical physics, violations of ergodicity arise in many situations: on one extreme,
for systems that are integrable [9] or close enough to being integrable [10–13]; on the
other, for systems with a glassy dynamics, be it due to interactions providing dynam-
ical constraints [14], or to genuine disorder [15]. Quantum mechanically, dangers to
ergodicity come from very similar sources: integrability, interactions, and disorder.
Integrability implies the existence of many constants of motion, and this clearly re-
stricts the ergodic exploration of the microcanonical energy shell, leading to what one
might call a breakdown of thermalization [16, 17]. It often results in a kind of general-
ized thermalization described by a statistical ensemble which maximizes entropy in the
presence of constraints, an ensemble introduced long ago by Jaynes [18] and known as
generalized Gibbs ensemble (GGE) [19–23].
Another type of ergodicity crisis derives, apparently, from dynamical constraints im-
posed by interactions [24]. When quenching a Bose-Hubbard model starting with a
non-homogeneous initial state at integer filling, the ensuing dynamics leads to a fast
relaxation/thermalization for quenches at small interaction, while the relaxation is ex-
tremely slow (and the more so, the more the size of the system increases) and the
dynamics appears effectively freezed for interaction greater than a critical value [24].
Concerning ergodicity breaking due to genuine disorder, both Anderson localization,
at the single-particle level [25], and many-body localization, in the presence of inter-
actions [26], are well-known examples of disorder-induced phenomena occurring in
equilibrium physics. Recent studies hinted towards nontrivial effects due to the break-
ing of translational invariance. In integrable systems, breaking translational invariance
in the initial state could introduce correlations among different constants of motion,
persisting in the long-time evolution, and relevant for finite-size systems [27, 28]. How-
ever their effect has been argued to be negligible in predicting with GGE the stationary
state attained by local observables [23]. While in the thermodynamic limit the breaking
of translational invariance may not have a significant effect, localization could in turn
play an important role, to the extent of resulting in the absence of thermalization even
in non-integrable chains [29]. This observation appears to be consistent with earlier
numerical analysis in disordered Ising or XY spin chains (characterized by localization
of the eigenstates), where a discrepancy between the expected GGE and the effective
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stationary state was observed [28]. Quantum quenches in the presence of disorder and
interactions have also been studied, in the framework of many-body localization [30–33],
but the physical picture is far from being fully understood.
Besides the problem of thermalization with respect to the relevant ensemble there
is another key question: does an out-of-equilibrium system reach a stationary state
for long times? The approach to equilibrium has been carefully investigated for one-
dimensional Bose-Hubbard models describing quench experiments in optical lattices
and super-lattices [34–37]. Starting from non-homogeneous half-filled initial states
(density waves) and evolving the system with the Bose-Hubbard Hamiltonian, the long-
time evolution of local observables relaxes to stationary values. This occurs both at
the integrable points (zero and infinite interaction) where analytic solutions are pos-
sible [37], and at general (non-integrable) values of the interaction (analyzed through
time-dependent density-matrix renormalization group [38, 39]). The physical picture
emerging has led to the so-called “local relaxation conjecture” [34]: although the sys-
tem is in a pure state, when measured upon locally in a finite region, the resulting
(mixed) reduced density matrix relaxes towards a stationary Gibbs state of maximum
entropy compatible with the constants of motion. This relaxation is strongly tight to
the locality of the observable one measures, and results from information transfer car-
ried by the excitations along the system [34, 35, 37], which eventually “thermalizes”
any finite region, the rest of the system acting as an effective bath. Remarkably, such
an approach to equilibrium does not require time averages [34]. Experimentally, a fast
dynamical relaxation was recently observed [40] in a system of cold atoms which can
be modeled with a one-dimensional Bose-Hubbard model.
In this thesis we will focus on the issue of thermalization and relaxation following a
quantum quench with disordered Hamiltonians which can be mapped to free-fermion
systems. On the basis of analytical calculations, corroborated by numerics, we argue
that the existence of a stationary state depends crucially on the spectral properties of the
final (i.e., after-quench) Hamiltonian, and not on the initial state. Indeed, we show that,
in agreement with recent works [23], breaking of translational invariance and disorder
in the initial state have apparently little or no effect on the ensuing relaxation of local
observables towards a stationary state in the thermodynamic limit if the after-quench
Hamiltonian has a continuous spectrum associated to delocalized states. On the con-
trary, in the presence of localization in the final Hamiltonian, the long-time after-quench
dynamics does not relax towards a stationary state, and time fluctuations generally per-
sist in the expectation values of local operators, even in the thermodynamic limit. This
is essentially due to the presence of a pure-point spectrum of the final Hamiltonian
associated to localized wave functions, as opposed to the smooth continuum of a sys-
tem with extended states. One can view this persistence of time fluctuations in local
measurements as a result of the inability of the system to carry information around [34],
due to localization. When long-time fluctuations do not vanish in the thermodynamic
limit, time averages are, therefore, mandatory in comparing dynamical quantities to
statistical ensemble averages. We also show analytically that time averages of one-body
local observables are perfectly well reproduced by the GGE, which is the relevant sta-
tistical ensemble being the considered models, essentially, free-fermion ones. This is
not generally the case for many-body operators, unless time fluctuations of one-body
Green’s functions vanish for large times. We will show an explicit case in which, when
this condition is not fulfilled, the time average of a many-body operator has clear de-
viations from the GGE prediction. We will exemplify these ideas on three models: the
Anderson model, a disordered one-dimensional fermionic chain with long-range hop-
ping, and disordered Ising/XY models. Finally, we will introduce a generalization of
the Wang-Landau Monte Carlo algorithm [41–43] which is able to give us information
on several distribution functions for relevant observables: such distribution functions
cannot be generally calculated analytically, even for our free-fermion models, due to
the exponential growth of the Hilbert space dimensions.
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The structure of the present thesis is as follows. We start, in Chap. 2, by stating in
a more precise way the problem we want to analyze. We briefly overview the prob-
lem of ergodicity in classical physics and of thermalization in quantum physics, and
we introduce the concept of quantum quenches, the tool we have used to study the
out-of-equilibrium quantum dynamics. Next, in Chap. 3, we describe the models we
have investigated, focusing on their localization properties in presence of disorder. In
Chap. 4 we present our original results on quantum quenches: we first show the es-
sential reason why GGE works perfectly well in predicting infinite-time averages of
one-body operators and why it may fail for many-body operators; next we present and
analyze our numerical results for the three studied models. In Chap. 5 we introduce
an extension the Wang-Landau algorithm, a Monte Carlo method which allows to com-
pute numerically the density of states. With this modification we are able to compute
weighted density of states, more precisely distribution functions of observables, which
are useful quantities to look at when considering thermalization issues. We apply this
technique to the quantum quenches studied in Chap. 4. Finally, Chap. 6 contains a final
discussion with our conclusions and perspectives on the topic.
The results presented in Chap. 4 are contained in two publications:
1. S. Ziraldo, A. Silva and G.E. Santoro, Phys. Rev. Lett. 109, 247205 (2012).
2. S. Ziraldo and G.E. Santoro, Phys. Rev. B 87, 064201 (2013).
The results presented in Chap. 5 will appear in a manuscript which is still in prepara-
tion.
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2 OUT OF EQU I L IBR IUM STAT IST I CALMECHAN ICS : PREL IM INAR IES
Two important and fascinating aspects of statistical mechanics concern the concepts
of ergodicity [44–47] and mixing [45, 46]. The first, ergodicity, is a hypothesis intro-
duced by Boltzmann and Maxwell while laying the foundations of statistical mechan-
ics; remarkably, it is still an open problem, widely studied in the mathematical and
physics community. The concept of mixing is instead connected to how a classical
out-of-equilibrium state reaches thermal equilibrium and is deeply connected to irre-
versibility, probably one of the most intriguing concepts of thermodynamics. In the
first section of this chapter we briefly remind the reader about these aspects of clas-
sical statistical mechanics, particularly the notions of time and ensemble averages. In
Sec. 2.2 we turn to quantum physics, and introduce the concepts of diagonal averages
and quantum ensembles. Quantum quenches, which is the topic of Sec. 2.3, are the
simplest way to study the out-of-equilibrium quantum dynamics and the foundations
of quantum statistical mechanics. The importance of quantum quenches comes from
their experimental feasibility: in Sec. 2.4 we recall how they can be realized with cold
atoms experiments.
2.1 statistical mechanics of classical systems: er-godicity and mixing
In this section we briefly overview the classical statistical ensembles, discussing their
usefulness for the description of macroscopic systems. We will in particular touch on
the concepts of ergodicity and mixing, which are the main ingredients in understanding
relaxation and thermalization in classical physics.
We start by considering an isolated classical system described by a Hamiltonian
H(x) [9], where x is a f-dimensional vector which identifies uniquely the system’s con-
figuration. In a gas, for instance, x is the set of positions and momenta of all particles.
The volume Γ spanned by all the possible configurations is known as phase space [1].
Given an initial state, the time evolution causes the configuration to move around, draw-
ing a trajectory x(t) inside Γ . Since the system is isolated, the energy E is a constant
of motion and the trajectory x(t) lies on a (f− 1)-dimensional surface SE, given by all
the x such that H(x) = E. Given a dynamical observable A(x), we want to compute its
value at time t, namely A(x(t)). To get x(t) we have to solve the Hamilton’s equations
associated to the Hamiltonian H(x) [9], i.e., we should integrate a set of f first-order
differential equations. But, even before integrating the Hamilton’s equations, we need
the initial state, which would actually require knowing the positions and momenta of
all the particles at time t = 0, x(0). This information is inaccessible in most of the real
experimental setups, especially when the number of degrees of freedom f is large. (In
a gas, for instance, f is of the order of the Avogadro’s number.) Besides this obvious
experimental limitation, there is also a more fundamental intrinsic issue: if the system
is chaotic [9] we will not be able to follow its exact dynamics, because any small error
in the initial state, even infinitesimal, is exponentially amplified, generating trajectories
which are far apart in phase space. Experimentally, however, in measuring macroscopic
quantities for large systems one does not generally find such a violent sensitivity on the
choice of the initial condition. How does this comes about?
A fruitful alternative to this “dynamical approach” consists in using a “statistical
approach”. Rather than considering a single system and its time evolution in phase
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space, one considers an infinite number of identical copies of the system, continuously
distributed throughout the phase space. This set of systems is called an ensemble andEnsembles
we define ρ(x) as the probability density describing the distribution of the states over
the phase space. In this framework the dynamical observable A(x) will be characterized
by appropriate averages over the ensemble distribution, and its mean value
〈A〉 ≡
∫
Γ
dx ρ(x)A(x) , (2.1)
is known as ensemble average. The selected probability density ρ(x) usually depends
on a small set of macroscopic quantities associated to the system. The advantage of the
statistical approach is clear: we do not need to know exactly the initial state at t = 0
and to follow its time evolution, but rather have control of a small set of properties,
which are usually experimentally accessible. For instance, when the system is isolated
the energy doesn’t change in time, and the usual choice is the so called microcanonical
ensemble: ρmc(x) is nonzero and constant only over the surface of constant energy SE.
In the microcanonical ensemble the phase average is therefore:
〈A〉mc ≡ 1
Zmc
∫
SE
dxA(x) , (2.2)
where Zmc =
∫
SE
dx is the microcanonical partition function. Other important ensem-
bles are obtained by considering “open” portions of a larger isolated system. For in-
stance, in the canonical ensemble the energy can change but the temperature is fixed;
in the grancanonical ensemble, in addition to the energy, also the number of particles is
free to fluctuate. We refer the reader to any standard textbook for details [1].
Once the ensemble has been chosen, we are in principle able to compute the phase
averages of any physical observable. However we still lack a link with the experiment:
what is the experimental counterpart of the ensemble average of the observable A(x)?
At the end of the nineteenth century, Boltzmann argued that the measurement of a
physical quantity necessarily requires a finite amount of time. Hence, the result of a
measurement provides us with an average over a certain finite time interval. This time
interval is usually much greater than any characteristic time-scale of the corresponding
microscopic dynamics. Hence, it is legitimate to assume that a measurement of A(x)
will be essentially given by the infinite time average of A(x):Time average
A ≡ lim
t→∞ 1t
∫t
0
dt′A(x(t′)) . (2.3)
Now, the final link between this quantity and the ensemble average of A(x) is given by
the ergodic hypothesis: an isolated system is ergodic if for any observable A(x) and
almost any initial state x0Ergodicity
A = lim
t→∞ 1t
∫t
0
dt′A(x(t′)) =
1
Zmc
∫
SE
dxA(x) = 〈A〉mc . (2.4)
The ergodic condition can be written in many ways: an equivalent interesting geometri-
cal definition is that a system is ergodic when the trajectory x(t) passes close to nearly
all the states compatible with the conservation of energy, see Figure 2.1.
Ergodicity has been mathematically proved for a small set of systems, mainly bil-
liards with hard core spheres [48, 49]. A lack of ergodicity could come from many
factors: integrability, on one extreme, and glassiness, on the other. A classical system
is integrable when there is a complete set of constants of motion which restricts the
dynamics to essentially one-dimensional degrees of freedom. In this case ergodicity
can be in some sense “recovered” by restricting the microcanonical average in Eq. (2.2)
to the appropriate surface in which all the constants of motion are fixed. More interest-
ing is the case of systems which are “close to integrability”: when the Hamiltonian is
slightly perturbed from an integrable one, the trajectories remain “trapped” in surfaces,
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Figure 2.1: A sketch of an ergodic trajectory in phase
space Γ . The gray surface is the set of configurations
with energy E, where E is the energy of the initial state
x0. An ergodic trajectory x(t) passes close to nearly all
the sates with energy E as t approaches∞.
called invariant tori, and they are unable to fill the available phase space. A numerical
example of this effect was discovered by Fermi, Pasta, and Ulam [10]; the mathematics
of it is contained in the famous Kolmogorov-Arnold-Moser (KAM) theorem [9, 11–13].
Glasses, at the other extreme, are a well known class of systems where ergodicity fails.
In these systems the configuration is dynamically trapped in a subset of the phase space
and the system is not able to fill the allowed SE in any reasonable time-scale. Glassy
dynamics has been shown even in simple systems, e.g., lattice Hamiltonians with den-
sity constraints, for instance when a particle on a lattice cannot have more than a given
number of occupied neighboring sites [14]. Glassiness, and ergodicity breaking, is also
present in disordered systems, like spin glasses [15], i.e., disordered magnets with frus-
trated interactions. Besides these well studied cases, it is commonly believed that in
most of the non-trivial classical Hamiltonians with many degrees of freedom ergodicity
is fulfilled [46].
Besides ergodicity, another important question is: if we start from an out-of-equilib-
rium state, will the observables approach their equilibrium value as time proceeds? The
answer to this important question is deeply rooted in the concept of mixing. Mixing can
be defined mathematically by introducing the concept of measure in phase space, but
a physically quite transparent definition might be the following. Within the statistical
approach, we start at time t = 0 from an out-of-equilibrium set of states with energy
E, described by the initial ensemble ρ0(x). At any given time t, the new density will
be ρt(x), which for a Hamiltonian system will satisfy Liouville’s theorem [1] (which
say, essentially, ρt(x(t)) = ρ0(x(0))). A system is said mixing if for any initial ensemble
ρ0(x) and any observable A(x) we have: Mixing
lim
t→∞
∫
SE
dxA(x)ρt(x) =
1
Zmc
∫
SE
dxA(x) . (2.5)
In words, this means that, in a mixing system, the mean value at time t of A(x) ap-
proaches, for large times, the microcanonical average. To illustrate the concept of mix-
ing, we sketch in Fig. 2.2 possible different types of flow in phase space starting from an
initial ensemble which is concentrated in a finite volume of phase space (the deformed
rectangles). During the time evolution the volume occupied by the initial ensemble
moves and deforms, building a flow inside the phase space. From Liouville’s theo-
rem [1], the volume is conserved by the flow, but the shape can evolve and be deformed
in many ways. The simplest case is illustrated in panel (a) of Fig. 2.2, in which the
initial volume moves without distortion, returning to the initial position in phase space
after a certain time: in this case, the flow sweeps a finite fraction of the available phase
space. This flow is neither ergodic nor mixing. An example of ergodic flow is shown
in panel (b) of Fig. 2.2, where the initial shape is only slightly altered, but it never re-
turns to its initial location, and visits essentially every region of available phase space.
Finally, panel (c) of Fig. 2.2 illustrates a mixing flow: here the shape of the initial distri-
bution is highly distorted as time increases, and evolves into an octopus with contorted
arms which grow into extremely fine filaments that spread out uniformly over the
whole phase space. A familiar every-day example of a mixing flow is shown in Fig. 2.3.
Essentially, in a mixing flow, starting from an initial out-of-equilibrium ensemble the
distribution ρt(x) evolves towards the equilibrium one, i.e., the microcanonical ensem-
ble in the case of an isolated system. As one might guess by looking at the sketches of
7
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Figure 2.2.: Sketch of three types of flow in phase space. (a) non-ergodic: the initial sample
moves without distortion, returning to the initial condition after a finite time; (b) ergodic: the
shape of the initial sample is only slightly altered by time evolution but it never returns to the
initial condition and it sweeps out the allowed portion of phase space; (c) mixing: the shape is
distorted by time evolution and after an infinite time it spreads out over the whole allowed phase
space. Figure taken from Ref. [46].
Fig. 2.2, mixing is a stronger condition than ergodicity: it implies ergodicity but is not
implied by it. Like for ergodicity, mixing has been mathematically proven only for a
few simple systems. The most known result is due to Sinai who proved, in 1962, that
the hard-sphere gas is ergodic and mixing [48]. It has also been proved rigorously [50]
that mixing is strongly connected to the instability of trajectories associated to a chaotic
dynamics in phase space, and is deeply related to the issue of irreversibility [45].
Figure 2.3: A familiar example of a mixing flow: rum
(twenty percent) and cola (eighty percent) produce,
after mixing, a “Cuba libre”. Figure taken from
Ref. [45].
2.2 statistical mechanics of closed quantum sys-tems
In this section we briefly overview the statistical approach to closed quantum systems.
A closed quantum system is described by a Hamiltonian Hˆ, which is an Hermitian
operator [51]. A state of the system is described by a wavefunction |Ψ〉 and the “phase
space” is given by the associated Hilbert space [51]. The dynamics is governed by the
Schro¨dinger equation, which is a linear first-order in time partial differential equation:
i h
∂
∂t
|Ψ(t)〉 = Hˆ|Ψ(t)〉 , (2.6)
where |Ψ(t)〉 is the wavefunction at time t. We will denote by |Ψ0〉 ≡ |Ψ(0)〉 the initial
state.
We start with some observations. Given an orthonormal basis set {|α〉} of the Hilbert
space, the initial wavefunction |Ψ0〉 can be expressed as
|Ψ0〉 =
∑
α
cα|α〉 , (2.7)
8
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where cα ≡ 〈α|Ψ0〉. An exact description of the initial state requires the knowledge of
all the cα’s, whose number grows as the Hilbert space dimension, i.e., exponentially
with the system size. Therefore, like in classical physics, a statistical approach is useful
to deal with macroscopic systems. The second remark has to do with the linearity of the
Schro¨dinger equation, as opposed to the generally non-linear Hamiltonian dynamics of
classical physics. Due to linearity, if we work with a basis given by the eigenstates |α〉
of the Hamiltonian Hˆ, with eigenvalues Eα, the solution of Eq. (2.6) is:
|Ψ(t)〉 =
∑
α
cαe−i
Eαt
 h |α〉 . (2.8)
If we regard this time evolution as a trajectory in phase space, quantum dynamics
seems far from being ergodic. Indeed, the square modulus of 〈α|Ψ(t)〉 = cαe−iEαt/ h
does not change in time during the evolution, |〈α|Ψ(t)〉|2 = |cα|2: as the time ad-
vances, only the phase of 〈α|Ψ(t)〉 rotates in the complex plane. Let us denote by
E0 ≡ 〈Ψ0|Hˆ|Ψ0〉 =
∑
α Eα|cα|
2 the average energy of the initial state, which is a con-
served quantity: 〈Ψ(t)|Hˆ|Ψ(t)〉 = E0. In the Hilbert space, the “surface” of energy E0 is
given by all the normalized states |φ〉 = ∑αφα|α〉 which satisfy the “ellipsoid” equa-
tion E0 = 〈φ|Hˆ|φ〉 =
∑
α Eα|φα|
2. The states touched by |Ψ(t)〉 during the quantum
dynamics are evidently just a small subset of such “ellipsoid”, since the |cα|2 are fixed:
therefore, whatever is the Hamiltonian and the initial state, there is a huge set of nor-
malized states |φ〉 with energy E0 which is neither touched nor close to the trajectory of
|Ψ(t)〉. In summary, the conservation of the quantity |〈α|Ψ(t)〉|2 = |cα|2, directly implied
by the linearity of the Schro¨dinger equation, seems to prevent any kind of ergodicity,
at least in the classical sense. This fact was underlined by von Neumann [2, 3] in his
seminal work on the quantum mechanical counterpart of the ergodic theorem. Indeed,
ergodicity in quantum mechanics is far from a trivial concept, and we will not adven-
ture in describing the large body of literature stimulated by von Neumann’s work.
Abandoning the dynamical description (since we generally do not have access to
the exact initial state) one can make profit of a statistical approach, defining quantum
ensembles. As discussed for classical physics, the idea is that, instead of computing Ensembles
the expectation value of an operator over a single state, we average over all the states
that are compatible with the experimentally accessible information. In other words, the
single state is replaced by an ensemble of states |Ψ(i)〉 with an associated probability
wi, such that
∑
iwi = 1. Given an observable Aˆ (an Hermitian operator), the ensemble
average is defined as:
〈Aˆ〉 =
∑
i
wi〈Ψ(i)|Aˆ|Ψ(i)〉 , (2.9)
where 〈Ψ(i)|Aˆ|Ψ(i)〉 is the expectation value of the observable Aˆ over the state |Ψ(i)〉. If
we expand these states over a basis, |Ψ(i)〉 = ∑α c(i)α |α〉, and define by ρˆ the operator
〈α|ρˆ|β〉 =∑iwic(i)α c(i)β ∗ then:
〈Aˆ〉 ≡ Tr [ρˆAˆ] . (2.10)
The operator ρˆ is known as density matrix and is such that Tr [ρˆ] = 1.
For an isolated quantum system the natural choice for ρˆ is the microcanonical ensem-
ble:
ρˆmc ≡ 1
Zmc
∑
α|Eα∈∆
|α〉〈α| , (2.11)
where the summation is over all the eigenstates |α〉 of Hˆ such that Eα is inside a win-
dow ∆ = [E0 − δ,E0 + δ] centered around the initial state energy E0 ≡ 〈Ψ0|Hˆ|Ψ0〉, and
Zmc ≡
∑
α|Eα∈∆ 1 is the microcanonical partition function, where δ can be arbitrary
small, after the thermodynamic limit has been taken. This choice reminds the classical
microcanonical ensemble, where ρmc(x) is nonzero and constant only over the surface
of constant energy SE (see Eq. (2.2)), with a few important differences. Indeed, in quan-
tum physics the initial wavefunction |Ψ0〉 is in general a superposition of eigenstates
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with different energies. This, obviously, has no counterpart in classical physics where
each state is just a point in phase space possessing a definite energy. In this perspective,
the definition of ρˆmc appears, at a first glance, a bit weak. An issue arises, for instance,
if we consider a system with a finite gap in the energy spectrum, say around the energy
E = 0; if we take a state |Ψ0〉 which is a superposition of states of positive and negative
energy such that 〈Ψ0|Hˆ|Ψ0〉 = 0, then the definition in Eq. (2.11) loses any meaning if
2δ is smaller than the gap. So, we need something more about the initial state |Ψ0〉 we
are trying to describe through the microcanonical ensemble. In a nutshell, we should
require that most of the states that contribute to |Ψ0〉 are arbitrarily close to E0 in the
thermodynamic limit [8, 52]. In more precise terms, if we define the (intensive) energy
distribution of the initial state as:
ρD() ≡
∑
α
|cα|
2δ(− α) , (2.12)
where α ≡ Eα/L, then the width of this distribution goes to zero in the thermodynamic
limit, a property which holds under very general conditions and physical meaningful
situations [8]. We will come back to this property of |Ψ0〉 in Chap. 5.
Another important and useful ensemble is the canonical one, which is built by con-
sidering an open portion of a large isolated system [1]. In this case the density matrix
is:
ρˆc ≡ 1
Zc
e−βHˆ , (2.13)
where β ≡ 1/KBT , KB being the Boltzmann’s constant and T the system’s temperature,
and Zc ≡ Tr
[
e−βHˆ
]
. The canonical ensemble is often used also for isolated systems
because usually simpler to use for both numerical and analytical computations. The
crucial link between the two ensembles comes from the equivalence of the different en-
sembles, i.e., in the thermodynamic limit different ensembles should give equal phase
averages [53]. In the thermodynamic limit, therefore, the microcanonical and canon-
ical averages should coincide, and we might define the canonical temperature of our
isolated system to be such that:
E0 = Tr
[
ρˆcHˆ
]
. (2.14)
In this thesis we are going to consider Hamiltonians with quadratic expansions over
fermionic operators [54]. These are solvable non-interacting models that can be ex-
pressed as:
Hˆ =
∑
µ
µγˆ
†
µγˆµ , (2.15)
where γˆ†µ and γˆµ are a set of fermionic operators which create and destroy a fermion in
the single-particle state labeled by µ. These Hamiltonians commute with the occupation
number operators nˆµ ≡ γˆ†µγˆµ and, therefore, we have more constraints (conserved
quantities) than the usual isolated systems. The usual choice is a Gibbs-like statistical
ensemble, called generalized Gibbs ensemble (GGE), for which the density matrixGeneralized Gibbs
ensemble is [20]:
ρˆGGE ≡
1
ZGGE
e−
∑
µ λµγˆ
†
µγˆµ , (2.16)
where ZGGE ≡ Tr
[
e−
∑
µ λµγˆ
†
µγˆµ
]
, and the Lagrange multipliers λµ are fixed by requir-
ing 1
〈Ψ0|γˆ†µγˆµ|Ψ0〉 = 〈γˆ†µγˆµ〉GGE . (2.17)
1 Note that, in principle, the Tr[·] appearing in the GGE ensemble could be assumed to be within the canonical
Hilbert space with a fixed number of particlesN, HN, or within the grand-canonical Hilbert space H where
the number of particles can vary. Usually, the grand-canonical version is much easier to use (one can make
use of Wick’s theorem, for instance). Recall that the usual derivation of the Fermi-Dirac distribution in a
free-fermion system proceeds in the grand-canonical Hilbert space.
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This ensemble was first introduced by Jaynes [18], who called it the “maximum entropy
ensemble”, to describe the equilibrium state of a system possessing a set of constants
of motion.
2.3 quantum quenches
The out-of-equilibrium quantum dynamics of a closed quantum system immediately
poses two important questions. The first question is the quantum counterpart of the
classical concept of mixing: given an initial state |Ψ0〉, will the unitary quantum evo-
lution be such that the interesting observables reach “stationary” values for very long
times? The second question deals with a possible statistical description of such a sta-
tionary state: what is the most appropriate statistical ensemble, if any exist, to correctly
describe and reproduce the time averages of the interesting observables? Quantum
quenches represent the simplest framework to tackle analytically and numerically these
questions.
In a quantum quench the initial state is a pure state |Ψ0〉, which is assumed to be an
eigenstate of some initial Hamiltonian Hˆ0, but the system is abruptly modified at time
t = 0 in such a way that it evolves under a different time-independent Hamiltonian Hˆ.
This prescription can also describe real experimental situations where a parameter of
the system is suddenly changed (an example is illustrated in Sec. 2.4).
2.3.1 Time and diagonal averages
Given a quantum quench, the expectation value of an observable Aˆ at time t can be
always split into two terms:
A(t) ≡ 〈Ψ(t)|Aˆ|Ψ(t)〉 = A+ δA(t) , (2.18)
in which the first term is the time average of A(t): Time average
A ≡ lim
t→∞ 1t
∫t
0
dt′A(t′) (2.19)
and δA(t) is the time fluctuating part, with (by definition) a vanishing time average.
An alternative standard decomposition of A(t) proceeds by introducing the (many-
body) eigenstates |α〉 and eigenvalues Eα of Hˆ and uses Eq. (2.8) for representing |Ψ(t)〉:
A(t) =
∑
αβ
e−i(Eα−Eβ)
t
 h cαc
∗
βAβα
=
∑
α
|cα|
2Aαα︸ ︷︷ ︸
〈Aˆ〉D
+
∑
α6=β
e−i(Eα−Eβ)
t
 h cαc
∗
βAβα , (2.20)
where we have introduced the short-hand notation Aβα ≡ 〈β|Aˆ|α〉, and, in the second
line, we have split the summation into two terms: the first with only diagonal elements
and the second with only off-diagonal ones. The first term is usually called diagonal
average of Aˆ [2, 3, 8], and we denote it with 〈Aˆ〉D ≡
∑
α |cα|
2Aαα. This average can Diagonal average
be regarded as an ensemble average in which the density matrix is
ρˆD =
∑
α
|cα|
2|α〉〈α| , (2.21)
from which the name “diagonal” becomes clear.
To understand the relation between the two terms of Eq. (2.18) with the quantities
in Eq. (2.20) let us consider a finite system in which there are no energy degeneracies
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(i.e., Eα = Eβ only if α = β). In this case, for any α 6= β the spectral gap |Eα − Eβ| is
strictly positive and the time average of the second (off-diagonal) term of Eq. (2.20) is
zero. Therefore, in absence of degeneracies the long-time average of A(t) is:
A =
∑
α
|cα|
2Aαα = 〈Aˆ〉D , (2.22)
and consequently the fluctuating part results solely from the off-diagonal terms:
δA(t) =
∑
α6=β
e−i(Eα−Eβ)
t
 h cαc
∗
βAβα . (2.23)
Summarizing, for any finite system without degeneracies, the diagonal average coin-
cides with the time average [2, 3, 8]. In principle, the non-degeneracy condition can, in
some sense, be “enforced”, at at the price, however, of knowing the initial state. 2
Although not very often emphasized, Eq. (2.22) is correct for finite size systems where,
in principle, the long-time dynamics suffers from inevitable “revivals” due to the finite
gaps in the spectrum, as long as the integral is extended up to infinite times. An
obvious issue, in considering the thermodynamical limit, is that in principle we should
take it before computing, for instance, a t → ∞ limit or a time-average. Since the
summation over α and β in Eq. (2.20) is infinite and spectral gaps tend to close in the
thermodynamics limit, it is not trivial to conclude that
1
t
∫t
0
dt′
∑
α 6=β
e−i(Eα−Eβ)t
′/ hcαc
∗
βAβα
t→∞−→ 0 , (2.24)
i.e., that the time average of fluctuations actually vanishes for large t. This is not a
purely mathematical difficulty: it might lead to physical consequences. When we in-
crease the size of our system, the spectrum becomes more and more dense and the
spectral gaps become smaller and smaller (while the energies Eα are extensive, i.e.,
they grow linearly with the size, the Hilbert space dimension grows exponentially with
the size of the system). If ∆ is the typical energy gap, the time t∗ up to which we have
to average ei∆t to see a vanishing contribution to the time average is proportional to
1/∆. Such a time t∗ becomes infinite in the thermodynamic limit, and this could lead to
off-diagonal contributions to the time averages. In this case Eq. (2.22) might not be true.
And even at finite, but large, sizes t∗ could be impractically large to actually test the
validity of Eq. (2.22). Obviously, the previous arguments are oversimplified, because in
addition to the phases e−i(Eα−Eβ)t/ h there are weights, cαc∗βAβα, that may cancel this
effect.
Although often assumed and probably correct in many physical situations, the equal-
ity expressed by Eq. (2.22) between the diagonal average 〈Aˆ〉D and the time average A
is by no means guaranteed. An important physical example in which Eq. (2.22) appears
to “fail” has been recently discussed in the literature [24]. The model considered was a
one dimensional Bose-Hubbard Hamiltonian:
HˆBH = −J
L∑
j=1
(
bˆ
†
j bˆj+1 + h.c.
)
+
U
2
L∑
j=1
nˆj
(
nˆj − 1
)
, (2.25)
where bˆ†j and bˆj creates and destroys, respectively, a boson on site j with periodic
boundary conditions, i.e., bˆL+1 = bˆ1, and nˆj ≡ bˆ†j bˆj is the local density operator.
The parameter J tunes the hopping between nearest-neighbor sites, and U is the local
(Hubbard) repulsion between bosons. At equilibrium and for a filling of one-boson
per site, the Hamiltonian HˆBH is known to possess a transition for (U/J)c ≈ 3.5 [55]
between a low-U superfluid phase and a large-U Mott-Hubbard localized phase. This
2 We can always perform a basis rotation such that just one eigenstate in the degenerate subset has cα 6= 0.
This gives cαc∗β = 0 if α 6= β whenever Eα = Eβ; with this new basis Eq. (2.22) is still valid.
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Mott transition is accompanied by a change in the spectral gap statistics, from a Wigner-
Dyson to a Poisson distribution [56, 57]. Let’s now define Tˆr as the translation operator
by r sites (r being an integer). The Hamiltonian is translationally invariant. Hence HˆBH
commutes with Tˆr, and they possess a complete orthonormal set of common eigenstates,
which we denote by {|α〉}. The expectation value of the local density of bosons at site
j+ r in the eigenstate |α〉 is:
〈α|nˆj+r|α〉 = 〈α|TˆrnˆjTˆ†r |α〉 = 〈α|nˆj|α〉 , (2.26)
where we exploited the fact that nˆj+r = TˆrnˆjTˆ
†
r and that Tˆr is unitary and its eigenval-
ues have norm one. Therefore, the diagonal elements 〈α|nˆj|α〉 do not depend on the site
j and consequently the diagonal average of nˆj is translational invariant: 〈nˆj〉D = NB/L,
where NB is the total number of bosons in the initial state |Ψ0〉. In Ref. [24] Carleo
et al. studied the time evolution of the local density nj(t) = 〈Ψ(t)|nˆj|Ψ(t)〉, start-
ing from a wavefunction |Ψ0〉 in which all the sites are alternatively either empty
or doubly occupied |Ψ0〉 = |2, 0, 2, 0, . . . , 2, 0〉 (see the upper-right corner of Fig. 2.4).
For any finite size Eq. (2.22) is valid and the infinite time average of nj(t) is transla-
tional invariant. But, depending on the value of (U/J) and upon increasing the size,
the characteristic time τR needed for the system to relax towards the equilibrium uni-
form value of the density shows a remarkable crossover: when U/J exceeds a specific
value (U/J)c (related to the equilibrium transition between the superfluid phase and
the Mott-localized one) the value of τR has a sudden increase which becomes sharper
and sharper as the system size increases, see Fig. 2.4. Hence, it appears that above
(U/J)c, the system has a tendency to remaining dynamically trapped into long-lived
inhomogeneous configurations (see the inset of Fig. 2.4). This suggest that, in the ther-
modynamic limit, there might be some transition beyond which the off-diagonal terms,
i.e. t−1
∫t
0dt
′ ∑
α6=β e−i(Eα−Eβ)t
′/ hcαc∗βAβα, give a finite contribution to the time
average, leading to non-translational invariant time averages.
Figure 2.4.: Inverse of the relaxation time τR for the local density as a function of the after-
quench interaction U/J. τR is the time for which nj(t) approaches its homogeneous value after
a quantum quench with the Hamiltonian HˆBH, defined in Eq. (2.25). Darker points mark larger
systems, respectively L = 8, 10 and 12 and the data are obtained with exact diagonalizations.
In the upper-right corner there is a sketch of the initial state: alternatively empty and doubly
occupied sites. In the inset the time evolution of nj(t) as a function of time for odd and even sites
for to different values of U/J, one smaller than (U/J)c and one larger. Figure taken from Ref. [24].
2.3.2 Thermalization
The problem of thermalization focuses on the equivalence between time and ensemble
averages. We say that A(t) thermalizes with respect to a given ensemble if A = 〈Aˆ〉,
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where 〈Aˆ〉 denotes the ensemble average. For non-integrable Hamiltonians, one expects,
generically, that the quantum microcanonical ensemble should apply, and the statement
of thermalization for the observable Aˆ reads:
A = 〈Aˆ〉mc =⇒
∑
α
|cα|
2Aαα =
1
Zmc
∑
α|Eα∈∆
Aαα , (2.27)
where the left-hand side comes from Eq. (2.22) and the right-hand side from Eq. (2.11).
Thermodynamical universality is evident in this equality: although the left-hand side
depends on the details of the initial conditions through the set of coefficients cα, the
right-hand side depends only on the total energy, which is the same for many different
initial conditions. A proposed explanation for the validity of Eq. (2.27) is the so-called
“eigenstate thermalization hypothesis” (ETH) [6–8, 16]. The ETH, roughly speaking,
says that the Aαα’s almost do not fluctuate at all between eigenstates that are close
in energy. In this case, Eq. (2.27) holds without exception for all initial states that
are “narrow in energy”. For integrable models, like the ones we will consider in the
following, Eq. (2.27) is not true and indeed the ETH is not fulfilled [16]. This is not
surprising since the meaningful ensemble to use for these Hamiltonians is not the micro-
canonical one, but rather the GGE ensemble [19, 20]. It has been shown that GGE
averages correctly predict the asymptotic momentum distribution functions for many
systems [58], from Luttinger liquids [59, 60], free bosonic theories [61], integrable hard-
core boson models [20], and Hubbard-like models [62, 63]. But the GGE does not
always give a complete description of the asymptotic state of the system. For instance,
GGE has been shown to fail when translational invariance is not present [28], or in the
localized phase of some disordered Hamiltonians [64]. An important open question is
therefore to understand under which general circumstances the GGE can be applied.
In this thesis we will show that the applicability of the GGE depends crucially on the
observable considered (one-body versus many-body) and on the localization properties
of the final Hamiltonian. We will show that time averages of one-body operators are
perfectly reproduced by GGE, while time averages of many-body operators might show
clear deviations from the GGE when localization of the eigenstates is at play.
2.3.3 Relaxation
The problem of relaxation focuses on the long-time behavior of the fluctuating part of
A(t), i.e. δA(t). We say that A(t) relaxes if δA(t)→ 0 for t→∞.
When Eq. (2.22) applies, δA(t) can be recast as a Fourier transform:
δA(t) =
∫+∞
−∞ dΩ e−iΩt/
 hFA(Ω) , (2.28)
where
FA(Ω) ≡
∑
α6=β
cαc
∗
βAβαδ
(
Ω− Eα + Eβ
)
(2.29)
is a weighted joint (many-body) density of states. The behavior of the fluctuating part
δA(t), decaying to 0 for large t or remaining finite (with persistent oscillations) for
t→∞ is strongly tied to the smoothness of FA(Ω). For finite systems, FA(Ω) is always
a series of discrete Dirac’s deltas, hence δA(t) will never go to zero for t → ∞, and
“time revivals” will appear. If the many-body spectrum {Eα}, in the thermodynamic
limit, is a smooth continuum and the weights c∗βAβαcα make FA(Ω) still integrable,
then δA(t) will decay to zero for large t, due to the destructive interference induced by
the strongly oscillating phase e−iΩt/ h (see the Riemann-Lebesgue lemma in App. A).
If, on the contrary, {Eα} has an important pure-point spectrum part, i.e., Dirac’s delta
functions associated to localized eigenstates, then one should expect persistent time
fluctuations for certain operators. Indeed, in next chapters we will see that when the
eigenstate of the final Hamiltonian are localized in space than the time fluctuations of
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the local density, and many other operators, remain finite. When instead the eigenstates
are extended (even if in presence of disorder in the final Hamiltonian) the same set of
observables will relax.
Relaxation may seem, at a first sight, in conflict with the fact that we are dealing with
closed quantum system, in which the time evolution is strictly unitary. The state |Ψ(t)〉
is “rotating” in the Hilbert space and a pure state will remain such as long as the time
evolution is unitary. Indeed, we can always build operators which do not relax in time,
and a trivial example of this is the operator Pˆαβ ≡ |α〉〈β|+ |β〉〈α| for which Pαβ(t) =
2Re
[
cαc
∗
βe
−i(Eα−Eβ)t/ h
]
. These observations, however, do not exclude the possibility
that, when measuring local observables, the system may appear to be perfectly relaxed,
without the need for time averages. This is, in essence, the statement of the local
relaxation conjecture [34, 35, 37]. For instance, for the Bose-Hubbard Hamiltonian in
Eq. (2.25), it has been shown [35] that the local relaxation conjecture strictly holds when
considering quenches in which |Ψ0〉 has the odd sites occupied by exactly a single boson
and all even sites empty |Ψ0〉 = |1, 0, 1, 0, . . . , 1, 0〉 (i.e., a half-filled state, at variance with
the Carleo et al. [24] integer filling case considered before). Clear signatures of local
relaxation are observed for the local densities and for correlations between nearest-
neighbors sites, i.e., bˆ†j bˆj+1 [35]. In Fig. 2.5 we report the results for the local density
of bosons as a function of time for different values of the local interaction U (here
J = 1). The limiting cases U = 0 and U = ∞ can be mapped onto free fermion models,
and with exact calculations [35] one can show that the relaxation is proportional to the
zeroth order Bessel function, which goes like t−1/2. For intermediate values of U, the
results of time-dependent density-matrix renormalization-group calculations (t-DMRG)
show a similar relaxation with even faster power laws [35].
Figure 2.5.: (a), (b) and (c): Expectation value of the local density as a function of time for a
quench in the Bose-Hubbard Hamiltonian HˆBH, Eq. (2.25), in which the initial state has odd sites
occupied by one boson and even sites empty. Different panels correspond to different values of
U (here J = 1). (d): Estimated exponent ν of the asymptotic power-law decay, δnj(t) ∼ 1/tν, as a
function of U. Figure taken from Ref. [35].
Intuitively, this process of local relaxation can be thought in the following way: dur-
ing the time evolution, a wave-front emerges from each site, moving at finite speed
and carrying information around; as time progresses more and more excitations pass
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through a given site; the cumulative effect of these successive excitations results in an
effective averaging process, and the information stored in one site becomes infinitely
diluted across the lattice.
In this thesis we will see that, when considering solvable quadratic models, this trav-
eling of “information” around the system is possible when the final Hamiltonian has
extended eigenstates. On the contrary, when the final Hamiltonian possesses localized
eigenstates, the local relaxation conjecture is in principle no longer valid, because the
“information” remains trapped in the localized eigenstates.
2.4 quenches with cold atoms experiments
Ultracold atomic gases in optical lattices are one of the most important experimental
quantum simulator for probing fundamental condensed matter physics [5] and out-of-
equilibrium quantum quench dynamics [58]. In these experiments an artificial potential
for atoms is built by the interference of laser beams, which creates a spatially periodic
pattern. Indeed, the interference of two counter propagating laser beams forms an
optical standing wave with halved period. With this device, by using many beams one
can obtain one, two or three dimensional periodic potentials, see Fig. 2.6. When neutral
atoms are cooled to very low temperatures, the optical potential may trap atoms via
the Stark shift [65]. The structure of the potential and the resulting arrangement of
trapped atoms resembles a crystal lattice. The power of these systems is that they
are highly tunable: the geometry can be changed by making laser beams to interfere
under different angles and frequencies and the depth of the potential can be changed
by increasing or decreasing the intensity of the beams. Time-dependent Hamiltonians
can also be investigated by just modulating in time the laser beams.
(a) square lattice (b) simple cubic lattice
Figure 2.6.: Optical lattices are obtained using the interference pattern of laser beams. One-
dimensional lattices are obtained using two counter propagating laser beams, which build effec-
tively an array of two-dimensional disks. Panel (a): two orthogonal optical standing waves create
an array of one-dimensional tubes which resembles a two-dimensional square lattice. Panel (b):
three orthogonal beans produce a three-dimensional simple cubic lattice in which each trapping
site is like a confining harmonic oscillator potential. Figure taken from Ref. [66].
An example, strictly connected to the discussion at the end of the previous section,
is the experiment done by Trotzky et al. [40]. They use a Bose-Einstein system of about
45× 103 atoms of 87Rb in an optical lattice, which can be modeled with the following
Hamiltonian:
HˆBH+H = −J
∑
j
(
bˆ
†
j bˆj+1 + h.c.
)
+
U
2
∑
j
nˆj
(
nˆj − 1
)
+
K
2
∑
j
j2nˆj , (2.30)
where, as before, bˆ†j and bˆj create and destroy, respectively, a boson at site j, and
nˆj ≡ bˆ†j bˆj is the local density operator. This is exactly the Bose-Hubbard Hamiltonian
introduced in Eq. (2.25) plus an external harmonic trap whose intensity is controlled by
the parameter K. The system is initially prepared in a half-filled state such that only
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even sites are occupied with one boson and no hopping coupling is present, namely
|Ψ0〉 = |0, 1, 0, 1, . . . , 0, 1〉. A quench is then performed to a given set of positive param-
eters J, U and K and the system follow the dynamics with the Hamiltonian HˆBH+H.
Finally, the tunneling between nearest sites is suppressed again, and a measurement
is performed on the final state. Experimentally, one can measure local densities, local
currents and momentum distributions. In Fig. 2.7 we report the results for the local
densities in the odd sites. Damped oscillations which converge towards a steady value
of ≈ 1/2 are observed for a wide range of interactions. The authors have also performed
t-DMRG calculations with parameters obtained from the respective set of experimental
control parameters: For the time accessible in the t-DMRG simulations, they found a
good agreement with the experimental results. Only for small U/J systematic devia-
tions have been found that can be attributed to the breakdown of the nearest-neighbors
tight-binding approximation for shallow lattice. Indeed, by introducing next-nearest
neighbor hopping terms (dashed line in Fig. 2.7) the agreements between simulations
and experiments seems to improve.
Figure 2.7.: Local density as a function of time, in quenches in which the initial state has a boson
only on even sites. The points are experimental data obtained performing a quench in a cold atom
system with 87Rb atoms (see text for details). The system can be modeled with the Hamiltonian
HˆBH+H in Eq. (2.30) and the straight lines are data obtained performing t-DMRG calculations
without free parameters (i.e., the values of U/J and K/J are fixed by the experiment). The dashed
lines represent simulations including next-nearest neighbor hoppings. The experimental data, in
agreement with numerical computations, show vanishing long-time fluctuations. Figure taken
from Ref. [40].
This example shows the power of cold atom experiments for investigating quantum
quenches and out-of-equilibrium physics. Many other examples can be found in the
literature, see Ref. [4] for a review.
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3 THE QUADRAT IC FERM ION IC MODELSWE STUDY
In this chapter we introduce the systems for which we will characterize, in the next
chapter, the out-of-equilibrium quantum dynamics following a sudden quench of the
parameters. The systems we will consider are, or can be reduced to, quadratic fermionic
models, which can be tackled essentially in an exact (albeit often only numerical) way.
In particular, we will focus on the nature and main properties of their eigenvalues and
eigenstates.
We start by briefly overviewing, in Sec. 3.1, the idea behind the well known tight-
binding approximation, leading to the Anderson model. In Sec. 3.2 we introduce and
describe a disordered tight-binding chain in which the hopping amplitude decreases
with a power law of the distance between the sites. In Sec. 3.3 we illustrate the clean
and disordered one-dimensional quantum Ising/XY models, and we show how to map
these Hamiltonians onto quadratic fermion models, illustrating the differences with
the previously introduced tight-binding models. Finally, in Sec. 3.4 we will show an
experiment demonstrating Anderson localization in cold atomic systems.
3.1 tight-binding approximation and the andersonmodel
The general many-body problem for electrons in solids and crystals is a hard problem,
even at equilibrium [67]. So hard that, even neglecting electron-phonon interaction, the
problem of interacting electrons in a crystal lattice is still too complicated and essentially
unsolved. In second quantization [54], the Hamiltonian of such a system can be written
as:
Hˆel ≡
∑
σ
∫
dxΨ†σ(x)
[
−
 h2
2m
∇2 + v(x)
]
Ψσ(x)
+
∑
σσ′
1
2
∫
dxdx′ Ψ†
σ′(x
′)Ψ†σ(x)
e2
|x− x′|
Ψσ(x)Ψσ′(x
′) , (3.1)
where Ψ†σ(x) (Ψσ(x)) is the fermionic field operator which creates (destroys) an electron
in position x with spin σ, v(x) is the external potential felt by the electrons, and e and
m are the electronic charge and mass. The field operators can be expanded in any one-
particle basis set. A quite convenient choice, for our purposes, is the set of Wannier
states [67]. These states, which will be denoted with wnr(x), are as many as the bands
(labeled by n) and the lattice sites (labeled by r), and roughly localized around each
lattice site r. With this basis set, we can define the annihilation operator cˆnrσ and the
creation cˆ†nrσ such that:
Ψσ(x) =
∑
n,r
wnr(x)cˆnrσ Ψ†σ(x) =
∑
n,r
w∗nr(x)cˆ
†
nrσ , (3.2)
where the summation is over all the bands n and lattice sites r. For the orthonormality
property of the Wannier states, it follows that cˆnrσ and cˆ
†
nrσ, which, respectively, de-
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stroy and create an electron in the Wannier state wnr(x), are good fermionic operators,
namely they verify the anticommutation rules:{
cˆnrσ, cˆ
†
n′r′σ′
}
= δnrσ,n′r′σ′{
cˆ
†
nrσ, cˆ
†
n′r′σ′
}
=
{
cˆnrσ, cˆn′r′σ′
}
= 0 . (3.3)
We could rewrite Hˆel using these new operators but to make progress we need further
approximations. In many cases, one can single-out one important conduction band
and disregard all the other bands. Denoting with wr(x) the Wannier orbitals of that
“important” band, and with cˆ†rσ, and cˆrσ the corresponding operators, the Hamiltonian
Hˆel is approximated to:
Hˆ1b.el =
∑
σ
∑
rr′
Jr′rcˆ
†
r′σcˆrσ +
1
2
∑
σσ′
∑
r1r2r′1r
′
2
Ur1r2r′1r
′
2
cˆ
†
r′2σ′
cˆ
†
r′1σ
cˆr1σcˆr2σ′
Jr′r ≡
∫
dxw∗r′(x)
[
−
 h2
2m
∇2 + v(x)
]
wr(x)
Ur1r2r′1r
′
2
≡
∫
dxdx′w∗r′2(x
′)w∗r′1(x)
e2
|x− x′|
wr1(x)wr2(x
′) . (3.4)
The first term in Hˆ1b.el is “one-body” and describes the electrons hopping on the lattice.
It originates from the kinetic energy and the external potential (first line of Eq. (3.1)).
The second term is instead a “two-body” contribution and describes the Coulomb in-
teraction between the electrons (second line of Eq. (3.1)). Using the operators cˆrσ and
cˆ
†
rσ we have now a discrete representation of the Hamiltonian: the continuous integra-
tion over x is now hidden in the parameters Jr′r and Ur1r2r′1r′2 . In addressing model
systems, these parameters will be fixed without knowing much about the details of the
underlying Hamiltonian (for instance, v(x)) or the form of the Wannier states wr(x).
In this thesis we will focus on free tight-binding models in which the interaction
term is set to zero, i.e., Ur1r2r′1r′2 = 0. As we shall see, the one-body nature of the
resulting Hamiltonian allows us to reduce the diagonalization of Hˆ in the many-body
Hilbert space, whose dimension is of order 2L where L is the number of lattice sites,
to the simpler diagonalization of a single-particle Hamiltonian in the one-body Hilbert
space of dimension L. Moreover, since the hopping term does mix spins, we can safely
drop the spin index and consider spinless fermions. Even thought these approximations
seems to be crude, this is a good starting point for understanding many quantum effects
for both equilibrium and out-of-equilibrium systems.
Let us therefore start with the simplest case: a translationally invariant (homoge-
neous) one-dimensional chain with nearest-neighbor hopping. The lattice site r is now
an integer which labels the sites, and Jr′r is non-zero only for r′ = r and nearest-neighbor
sites. The Hamiltonian reads:Disorder-free
tight-binding
Hˆhom ≡ −J
L∑
j=1
[
cˆ
†
j cˆj+1 + h.c.
]
+ h
L∑
j=1
cˆ
†
j cˆj , (3.5)
where L is the chain size, J the hopping amplitude and h the on-site energy. We use
periodic boundary conditions, namely cˆ†L+1 = cˆ
†
1: the chain can be actually thought as a
ring. The Hamiltonian is quadratic in cˆ†j and cˆj and can be diagonalized by performing
a canonical transformation of these operators. Since Hˆhom is translational invariant, the
simplest (and indeed correct) choice is to use the operators which create and destroy a
fermion in a plane wave with wave-number k:
cˆk ≡ 1√
L
L∑
j=1
e−ikjcˆj cˆ
†
k ≡
1√
L
L∑
j=1
eikjcˆ†j , (3.6)
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where k = 2pin/L and n = 0, . . . ,L − 1 (this restriction is obtained by inverting the
previous canonical transformation, and imposing periodic boundary conditions). With
these new fermionic operators the Hamiltonian is:
Hˆhom =
∑
k
kcˆ
†
kcˆk , (3.7)
where k ≡ −2J cosk+ h are the single-particle energies. The many-body eigenstates
are Slater determinants of the single-particle eigenstates. If |0〉 is the empty state, i.e.,
the state without fermions, all eigenstates are constructed by applying repeatedly to |0〉
creation operators cˆ†k with different values of k (we cannot have more than one fermion
in the same single-particle state, by Pauli principle). The many-body wavefunction
|α〉 = ∏k cˆ†knαk |0〉, where nαk = 0 if the single particle state k is empty and nαk = 1 if
it is occupied, is an eigenstate of Hˆhom with energy Eα =
∑
k n
α
kk. The ground state
(known as filled Fermi sea) is obtaining by creating fermions, nαk = 1, on all k-modes
with k < 0. Notice that by changing h and J the eigenstates of Hˆhom are always the
same, only their energies change.
The homogeneous chain described by Hˆhom is an idealized system, and we expect
that in any experimental situation there will be a certain amount of disorder, due to
impurities and defects. There are many ways to take into account these effects, and
a pioneering example is the model introduced by Anderson in 1958 [25]. In a one-
dimensional exemplification, on top of Hˆhom we add disorder in the form of an external
potential: Anderson model
HˆA ≡ −J
L∑
j=1
(
cˆ
†
j cˆj+1 + h.c.
)
+
L∑
j=1
hjcˆ
†
j cˆj , (3.8)
where hj is an on-site random potential, usually assumed to be uncorrelated and uni-
formly distributed in the range [−W/2,W/2]. In principle, disorder could also be added
to the hopping term or we could use different uncorrelated random distributions, but
the phase diagram and the key futures of HˆA remain almost unchanged. This Hamilto-
nian is still quadratic, like Hˆhom, but cannot be analytically diagonalized by switching to
(Bloch) plane waves, due to the random on-site energies hj. Obviously, we can always
obtain the correct single-particle modes ujµ, with associated energy µ, numerically. In
terms of the new fermionic operators:
cˆµ ≡
L∑
j=1
u∗jµcˆj cˆ
†
µ ≡
L∑
j=1
ujµcˆ
†
j , (3.9)
the Hamiltonian is diagonalized:
HˆA =
L∑
µ=1
µcˆ
†
µcˆµ . (3.10)
The explicit first-quantization equations for the wavefunctions ujµ are easy to obtain:
−Juj−1µ − Juj+1µ + hjujµ = µujµ ∀j = 1, . . . ,L . (3.11)
This is evidently an eigenvalue problem:
HAuµ = µuµ , (3.12)
where uµ is the vector of components ujµ and HA is the following L× L matrix:
HA =

h1 −J 0 . . . −J
−J h2 −J . . . 0
0 −J h3 . . . 0
...
...
...
. . .
...
−J 0 . . . −J hL
 . (3.13)
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Therefore, given a realization of the on-site energies hj’s we can compute eigenvalues
µ and the associated eigenvectors ujµ by numerically diagonalizing the L× L matrix
HA. Since all matrix elements are real, we can always take all the ujµ to be real. 1 Once
the L eigenvalues and eigenstates have been obtained, we can build the many-body
eigenstates using the same procedure described for the Hamiltonian Hˆhom.
It has been mathematically proven [68] that, in one dimension and in presence of
even the smallest disorder, all the single-particle eigenstates of HˆA are exponentially
localized around a lattice site, i.e., |ujµ|2 ∼ e−2|j−jµ|/ξ, where jµ is the site over which
µ is localized and ξ takes the name of localization length. An example of a localized
state, obtained by diagonalizing numerically HˆA, is shown in Fig. 3.1. The existence of
localized states is simple to understand in the limit of very strong disorder, by perturba-
tion theory arguments [51]. The zeroth-order description, for strong disorder, amounts
to neglecting the kinetic energy: the eigenstates are orbitals localized at each site. Per-
turbation theory in the hopping (Hˆhom is actually the perturbation) generates a mixture
between different orbitals. However such mixture does not produce an extended state
built of a linear combinations of infinitely many localized orbitals. Indeed orbitals that
are nearby in space, so that their wavefunctions overlap significantly, have in general
very different energies, so that their admixture is small because of the large energy de-
nominator. On the other hand, states that are nearly degenerate, are in general very far
apart in space, so that their overlap is exponentially small. Thus, one would argue that,
in the strongly disordered limit, wavefunctions must be exponentially localized. In the
low disorder limit, an argument like this is difficult to make, as the one-dimensional
nature of the lattice and the nearest-neighbor geometry turn out to be crucial.
Figure 3.1.: Single-particle eigenfunctions obtained diagonalizing HˆA. In the upper panel we use
W = 0 (in this case HˆA is equal to Hˆhom with h = 0) while in the lower one W = 2. The system
size is L = 512 and we have chosen two eigenstates with similar energies.
Indeed, the properties of disordered systems depend crucially on the dimensional-
ity. In three dimensions, the disorder can drive a true metal-to-insulator transition. In
fact, in the presence of disorder, localization occurs first for states with energies in the
regions where the density of states is low [69]; indeed, the density of states acquires
tails of exponentially localized states [70]. If the disorder amplitude is not so large
as to localize all states, then two mobility edges separate localized states, in the band
tails, from extended states in the band center (see Fig. 3.2), and a metal-insulator tran-
sition can be triggered by sweeping the chemical potential across the mobility edge.
The chemical potential can be moved across the mobility edge by doping the system;
1 ForW = 0 we actually get HˆA = Hˆhom and the real eigenfunctions are given by a linear combination of the
two degenerate plane-waves with opposite k defined in Eq. (3.6).
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alternatively the metal-insulator transition can be achieved by increasing the density of
impurities/defects. 2
Figure 3.2.: Density of states of a three-dimensional system with a disorder smaller than the
critical value. The black filled area is the portion of the spectrum whose states are localized. The
energies which separate extended and localized states are called mobility edges.
A good way to detect numerically the localization of single-particle wavefunctions on
a lattice consists in computing the inverse participation ratio (IPR): Inverse
participation ratio
IPRµ ≡
∑
j
∣∣ujµ∣∣4 . (3.14)
The IPRµ lies in the range ]0, 1], since
∑
j |ujµ|
2 = 1. For a wavefunction completely
localized at one site, the wavefunction ujµ is a Kronecker’s delta and consequently the
IPR is one. On the contrary, for a plain wave |ujk| = |eikj/
√
L| = 1/
√
L and thus
IPRk =
∑
j
1
L2
=
1
L
, (3.15)
which goes to zero for L→∞. Similarly, if IPR→ 0 for L→∞ the associated wavefunc-
tion is said to be extended, while if the IPR remains finite for L→∞ the wavefunction
is said to be localized. For any eigenstate of HˆA, at any finite value W the IPRµ satu-
rates to a finite value for L → ∞, since all the eigenstates are localized. An example is
shown in Fig. 3.3, where we plot the IPRµ averaged over the disorder as a function of
L.
The IPR strongly depends on the basis set on which we expand the eigenstates. If
we expand the eigenstates over the basis of plane-waves, see definitions in Eq. (3.6), the
wavefunctions are the discrete Fourier transform of ujµ:
ukµ ≡ 1√
L
L∑
j=1
e−ikjujµ , (3.16)
where k = 2pin/L, with n = 0, . . . ,L− 1. The associated IPR therefore reads:
IPRkµ ≡
∑
k
∣∣ukµ∣∣4 , (3.17)
which is evidently different from the spatial IPR defined in Eq (3.14). For instance, if we
consider a pure plane-wave we have IPR = 1/L and IPRk = 1 (the Fourier transform of
a plane-wave is a Kronecker’s delta). Therefore, quite trivially, the eigenstates of Hˆhom
are extended in real space and localized in reciprocal space. In Fig. 3.3 we see that for
the eigenstates of HˆA the behavior is opposite: localized in real space and extended in
reciprocal space. One would expect that an extended real-space wavefunction should
always look localized in momentum space, i.e., composed of a small number of k waves.
2 It turns out that two dimensions is the lower critical dimension for a metal-insulator transition, as conjectured
by Abrahams et al. on the basis of a scaling ansatz [71]. Hence, also in two dimensions, all the single-particle
wavefunctions are localized by an arbitrarily weak disorder.
23
the quadratic fermionic models we study
Figure 3.3.: Plot of the mean real-space IPR (IPRµ) and reciprocal space IPR (IPRkµ) as a function
of size for the eigenstates of HˆA. The dashed line is a 1/L fit which describe well the behavior at
large L for the IPRkµ. This plot shows that in real space the eigenstates of HˆA are localized while
in reciprocal space they are delocalized. The mean is computed diagonalizing numerically 50
realizations and selecting the eigenstate in the middle of the spectrum. The errorbars are smaller
than the markers.
This expectation, quite reasonable for ordinary extended states of non-disordered sys-
tems, is not correct, in general, in the presence of disorder. We will see an example of
this curious fact in the next section.
Let us now look at the spectral properties of HˆA, and let us consider the single-particle
density of states:
ρ() ≡ 1
L
∑
µ
δ(− µ) , (3.18)
where δ(x) is the Dirac delta function. For W = 0 we can compute it analytically,
ρ() = 1/(pi
√
4− 2) (shown in Fig. 3.4a), and it shows two van Hove singularities [67]
of the kind ρ() ∼ 1/
√±2− , typical of one-dimensional systems. As we see in Fig. 3.4a,
when we add disorder these singularities are washed out and the density of states
is much smoother. Note that we did not average over the disorder and the ρ() is
computed using a single realization. The quantity which changes completely look,
when localization is at play, is the local density of states:
ρj() ≡
∑
µ
|ujµ|
2δ(− µ) , (3.19)
where ujµ are the single-particle eigenfunctions. For W = 0 the eigenstates are plane-
waves and ρj() = ρ(), which means that the spectrum is equally distributed on any
lattice site. This is not true when localization is at play. In this case, see 3.4b, the local
density is much more structured with spikes arranged along the spectrum. Indeed
since the eigenstates are localized, in the summation of Eq. (3.19), only the energies
whose eigenstates are localized in j contribute to ρj() making it a highly discontinuous
function. This is, essentially, what one refers to as having a pure-point spectrum. Using
the normalization property of the eigenstates we have that the site average of the local
density of states is equal to the density of states: ρ() =
∑
j ρj()/L. This clearly shows
how the site average is able to wash out the irregularities of ρj(), making ρ() a smooth
function of .
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(a) Density of states (b) Local density of states
Figure 3.4.: Single-particle density of states for a single realization of HˆA, in panel (a), and single-
particle local density of states ρj(), in panel (b). In presence of disorder the pure-point property
of the spectrum emerges. The line is the density of states in the thermodynamic limit for W = 0
obtained using its analytical expression. For the W 6= 0 data we have diagonalized a single
realization of HˆA with L = 16384.
3.2 long-range hopping hamiltonian
In the previous section we have discussed the Anderson model and we have seen that
for HˆA, in one dimension and with short-range hoppings, any amount of disorder is
able to localize all the eigenstates. In this section we shall see that this picture changes
drastically when one considers long-range hoppings: even in one-dimensional system,
allowing for long-range hoppings can lead to an Anderson transition at a finite disorder.
Let us consider a disordered chain with spinless fermions in which the hopping
integrals connects sites at any distance, as follows:
Hˆlrh ≡
L∑
j1,j2=1
Jj1j2
(
cˆ
†
j1
cˆj2 + h.c.
)
, (3.20)
where Jj1j2 is the (real) hopping integral between sites j1 and j2. We will take the Jj1j2 ’s
to be random and long-ranged, with a Gaussian distribution of zero mean, 〈Jj1j2〉 = 0,
and variance given by [72]:
〈J2j1j2〉 =
1
1+
(
|j1−j2|
β
)2α . (3.21)
Here α is a real positive parameter setting how fast the hoppings’ variance decays with
distance. For this Hamiltonian we use open boundary condition 3, i.e., null wavefunc-
tions outside the chain. Like HˆA, this Hamiltonian is still quadratic in the fermionic
operators cˆ†j and cˆj. We can therefore define a new set of fermionic operators cˆµ and
cˆ
†
µ (see the definitions in Eqs. (3.9)) such that the Hamiltonian reads:
Hˆlrh =
∑
µ
µcˆ
†
µcˆµ , (3.22)
where the µ are the single-particle energies. To get this canonical transformation we
follow the same steps performed with HˆA, arriving at the following set of equations:
L∑
l=1
(
Jlj + Jjl
)
ulµ = µujµ ∀j = 1, . . . ,L , (3.23)
3 Here the periodic boundary conditions would have the following issue: given a site j, the sites j− 1 and
j+ 1 are the nearest neighbors, but they are also the “virtual” sites at distance nL+ 1 from j, where n is
any integer.
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where ujµ are the wavefunctions of the single-particle eigenstates. This is again an
eigenvalue problem:
Hlrhuµ = µuµ , (3.24)
where uµ is the vector of components ujµ, and Hlrh is the following L× L matrix:
Hlrh =

2J11 J12 + J21 . . . J1L + JL1
J21 + J12 2J22 . . . J2L + JL2
...
...
. . .
...
JL1 + J1L JL2 + J2L . . . 2JLL
 . (3.25)
Given the realization of the hoppings Jj1j2 we can therefore compute numerically eigen-
values and eigenvectors by diagonalizing Hlrh. These matrices belong to the set of
power-law banded random matrices, the name coming from the fact that each “band”
at a given distance from the main diagonal follows the same statistics with a variance
that decreases as a power law.
The peculiarity of this long-range-hopping model is that, regardless of the value of β
(which hereafter is fixed to 1), it has an Anderson transition from (metallic) extended
eigenstates, for α < 1, to (insulating) localized eigenstates for α > 1 [72–74]. At vari-
ance with HˆA, for α > 1, the wavefunctions are localized with integrable power-law
tails of the form |ujµ|2 ∼ |j− jµ|−2α, where jµ is the localization site [72, 75]. At the
critical value α = 1 the system exhibits multifractality and spectral statistics intermedi-
ate between the Wigner-Dyson and Poisson statistics [72–74]. Physically, this transition
is due to the fact that, for small α, long-range hoppings are capable of overcoming the
localization due to disorder.
To catch the Anderson transition we can compute numerically the IPR (see Eq. (3.14)).
In Fig. 3.5 there is a plot of the mean IPRµ as a function of L. For α = 1/2, we have
IPRµ ∼ 1/L for large sizes (i.e., extended eigenstates), while for α = 2, we have a finite
IPR for L→∞ (i.e., localized eigenstates). We can in principle compute the mean IPRµ
as a function of L for many α’s, and for each of them fit the data with a power law
IPRµ = A/Lν. If ν is 1 the eigenstates are extended, while if ν is 0 the eigenstates are
localized. In Fig. 3.6 we report ν as a function of α as computed in Ref. [72] for a similar
Hamiltonian: the data show a crossover from the behavior typical of extended states
(ν = 1) to that typical of localized states (ν = 0), centered approximately at the critical
point α = 1. The deviations from a sharp transition are due to finite-size effects, which
are quite pronounced in this model due to the long-range nature of the off-diagonal
coupling.
Figure 3.5.: Mean IPRµ and IPRkµ as a function of size for the eigenstates of Hˆlrh. The mean is
computed taking the eigenstate in the middle of the spectrum and averaging over 50 realizations
of Hˆlrh. The errorbars are smaller than the markers.
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Figure 3.6.: Index ν characterizing the dependence of the inverse participation ratio IPR on the
system size L via IPR ∼ 1/Lν, as a function of α. Points refer to the best-fit values obtained
from sizes between L = 100 and L = 1000 (squares) or L = 2400 (circles). The dashed line is
the theoretical prediction for the transition from ν = 1 (extended eigenstates), at small α, to
ν = 0, at large α (localized eigenstates). Figure taken from Ref. [72], where they use a slightly
modified matrix H for the numerical diagonalization: Hij = Gija(|i− j|), where G comes from
the Gaussian orthogonal ensemble and a(r) = r−α for r > 1 and a(r) = 1 for r 6 1.
As shown in Fig. 3.5 another interesting future of this Hamiltonian is that for α < 1
the eigenstates are extended both in real space and reciprocal space, i.e. both IPRµ and
IPRkµ go to zero for large L. Therefore for the extended eigenstates of Hˆlrh the usual
link “extended in real space” - “localized in reciprocal space” is not valid. A simple
example demonstrates the crucial role played by disorder on the destruction of this
correspondence. Consider a toy real-space extended wavefunction with uj = wj/
√
L
where wj = ±1 is a random sign on every site. Without wj, the momentum space
function uk ≡
∑
j uje
−ikj/
√
L would be localized, with a peak at k = 0. When wj
is accounted for, |uk|2 becomes extremely irregular but extended over all k points, see
Fig. 3.7. In the presence of disorder, therefore, the fact of being extended in real-space
does not imply a sharply defined momentum.
Figure 3.7.: Wavefunction expressed with two different basis sets: in real space (uj) and reciprocal
space (uk). The wavefunction is uj = wj/
√
L where wj = ±1 is a random sign on every site, and
in reciprocal space uk =
∑
wje−ikj/
√
L. These states are extended in both the basis sets.
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3.3 ising/xy chain
In this section we discuss one-dimensional chains in which at each lattice site there
is a spin-1/2 which interacts with the neighboring spins in the usual Ising way. We will
see that, with an appropriate transformation, this Hamiltonian can be mapped onto
a quadratic fermionic chain. We will overview both disordered and clean chains and
show that, also for this set of Hamiltonians, localization appears in presence of disorder.
The Hamiltonian of a disordered Ising/XY chain in a transverse field [76] reads:
HˆXY ≡ −
L∑
j=1
(
Jxj σˆ
x
j σˆ
x
j+1 + J
y
j σˆ
y
j σˆ
y
j+1
)
−
L∑
j=1
hjσˆ
z
i , (3.26)
where L is the chain size, σˆµj (µ = x,y, z) are spin-1/2 Pauli matrices for the j site, and
periodic boundary conditions are assumed, i.e., σˆµL+1 = σˆ
µ
1 . J
x
j , J
y
j and hj are real and
describe, respectively, the nearest-neighbor spin couplings and the transverse magnetic
field. By means of the Jordan-Wigner transformation [77], the one-dimensional Ising
model can be reduced to a free-fermion model. One first writes the spin operators in
terms of hard-core bosons aˆj and aˆ
†
j in a representation that maps the state |σ
j
z = +1〉 →
aˆ
†
j |0〉j and |σjz = −1〉 → |0〉j (where |0〉j is the state without bosons at site j), with the
hard-core constraint
(
aˆ
†
j
)2
|0〉j = 0. In term of these operator the spin components for
each site are:
σˆzj = 2aˆ
†
j aˆj − 1 σˆ
x
j = aˆj + aˆ
†
j σˆ
y
j = −i
(
aˆ
†
j − aˆj
)
. (3.27)
Then the hard-core boson operators aˆj are re-expressed in terms of spinless fermions
operators cˆj: aˆj = e
ipi
∑
l<j cˆ
†
l cˆl cˆj. In terms of these fermionic operators HˆXY reads:
HˆXY = −
L∑
j=1
Jj
(
cˆ
†
j cˆj+1 + γcˆ
†
j cˆ
†
j+1 + h.c.
)
−
L∑
j=1
hj(2cˆ
†
j cˆj − 1) , (3.28)
where Jj = Jxj + J
y
j , and we have introduced the (uniform) anisotropy parameter γ in
terms of which Jxj = Jj(1+γ)/2 and J
y
j = Jj(1−γ)/2. The periodic boundary conditions
for spins give rise to two different boundary conditions for fermions: periodic boundary
conditions cˆL+1 = cˆ1 when the number of fermions is odd, anti-periodic boundary
conditions cˆL+1 = −cˆ1 when the number of fermions is even [77]. Notice that total
number of fermions NˆF =
∑
i cˆ
†
i cˆi is not conserved by HˆXY, but its parity is conserved
because fermions are created (and destroyed) in pairs, like in a BCS model: (−1)NF is
therefore a constant of motion with value +1 or −1.
The model in Eq. (3.28) can can be diagonalized through a Bogoliubov rotation [77–
79], by introducing the new fermionic operators γˆµ and γˆ
†
µ:
γˆµ ≡
L∑
j=1
(
u∗jµcˆj + v
∗
jµcˆ
†
j
)
γˆ†µ ≡
L∑
j=1
(
vjµcˆj + ujµcˆ
†
j
)
. (3.29)
These new operators are still fermionic and therefore u and v are L× L matrices which
fulfill the relations u†u+ v†v = 1, u†v∗ + v†u∗ = 0 (where 1 is the identity and 0 the
matrix with all zero elements). Notice that, differently from HˆA and Hˆlrh, the modes
are now linear combinations of particles and holes. The inverse transformation is:
cˆj =
L∑
µ=1
(
ujµγˆµ + v
∗
jµγˆ
†
µ
)
cˆ
†
j =
L∑
µ=1
(
vjµγˆµ + u
∗
jµγˆ
†
µ
)
. (3.30)
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Plugging these relations into Eq. (3.28) and imposing the diagonalization we find a set
of 2L Bogoliubov-de Gennes equations. These equations can be written compactly by
defining the L-dimensional vectors uµ and vµ whose components are ujµ and vjµ:
Auµ +Bvµ = µuµ
−Buµ −Avµ = µvµ , (3.31)
where µ is the energy of the mode µ and A and B are real L× L matrices whose non-
zero elements are given by Ajj = −hj, Ajj+1 = Aj+1j = −Jj/2, Bjj+1 = −Bj+1j =
−γJj/2, and, due to the boundary conditions, the additional matrix elements AL1 =
A1L = (−1)
NF(JL/2), and BL1 = −B1L = (−1)NFγ(JL/2). These equations can be
written as an eigenvalue problem:(
A B
−B −A
)(
uµ
vµ
)
= µ
(
uµ
vµ
)
, (3.32)
where the matrix, that can be diagonalized numerically, is 2L × 2L [78–80]. The 2L
modes are not independent because of the particle-hole symmetry, which is present
even in the general disordered case [78, 79]. Indeed this symmetry implies that for every
positive eigenvalue µ > 0, with associated eigenvector (uµ,vµ), there is a negative
eigenvalue −µ associated to (v∗µ,u∗µ). Redefining with µ the positive eigenvalues (µ
now goes from 1 to L), the Hamiltonian HˆXY can be written as:
HˆXY =
L∑
µ=1
(
µγˆ
†
µγˆµ − µγˆµγˆ
†
µ
)
=
L∑
µ=1
2µ
(
γˆ†µγˆµ −
1
2
)
. (3.33)
With these notations the ground state of HˆXY is the Bogoliubov vacuum state |∅〉 annihi-
lated by all the γˆµ’s, i.e. γˆµ|∅〉 = 0 for µ = 1, . . . ,L, and its energy is E0 = −
∑L
µ=1 µ.
The many-body exited eigenstates are obtained by applying γˆ†µ to the ground state and
their energy will be E0 + 2
∑
µ nµµ, where nµ = 1 (nµ = 0) if the mode µ is occupied
(empty).
In our calculations we will assume a uniform anisotropy γ = 1 (Ising anisotropy),
and we will take Jj = 1+ ηj, and hj = h+ ξj, where  sets the disorder strength
and ηj, ξj are uncorrelated uniform random numbers in [−1, 1[. As in the standard
one-dimensional Anderson model case HˆA, for any finite disorder amplitude , the
Hamiltonian HˆXY has localized states. To analyze this localization we extend the defini-
tion of the IPR in Eq. (3.14): Inverse
participation ratio
IPRXYµ ≡
L∑
j=1
(∣∣ujµ∣∣4 + ∣∣vjµ∣∣4) , (3.34)
which still lies in the range ]0, 1]. Once again, IPRXYµ → 0 for L → ∞ for extended
states, while it remains finite for localized states. For illustration, we plot in Fig. 3.8
the mean IPRXYµ in the middle of the spectrum as a function of L for different values
of : there is a clear signal of a finite IPRXYµ and of spatially localized states. This
is not surprising since the eigenvalue problem defined in Eq. (3.32), can be thought
as a conventional tight-binding system with two-coupled chains of L sites and short-
range hopping. Indeed, if we look at the matrix elements we realize that the sites can
be organized in two rings of length L, see Fig. 3.9, the outer ring corresponding to
the first half components (ujµ, the “particles”) and the inner ring to the second half
components (vjµ, the “holes” ). The hopping is local and the model is still effectively
one-dimensional: this is the reason why we localization is present for any finite amount
of disorder.
To simplify the notation we introduce the Nambu formalism [78, 79] and we define
the Nambu vectors Ψˆ ≡
(
cˆ1, . . . , cˆL, cˆ
†
1, . . . , cˆ
†
L
)
and Γˆ ≡
(
γˆ1, . . . , γˆL, γˆ
†
1, . . . , γˆ
†
L
)
. Nambu formalism
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Figure 3.8.: Mean IPRXYµ as a function of size for different values of the disorder amplitude . The
mean is computed by taking the eigenstate in the middle of the spectrum and averaging over 50
realizations of HˆXY.
Figure 3.9.: A representation of the Ising/XY Hamiltonian using a tight-binding fermionic chain
for L = 16. We focused on the case of an even number of fermions, hence anti-periodic boundary
conditions on fermions. See text for details.
Using Eq. (3.29), the transformation between the two vectors is:
Ψˆ = UΓˆ Γˆ = U†Ψˆ , (3.35)
where U is a 2L× 2L unitary matrix given by:
U ≡
(
u v∗
v u∗
)
. (3.36)
With this notation the Hamiltonian can be compactly written as:
HˆXY =
2L∑
µ
˜µΓˆ
†
µΓˆµ , (3.37)
where ˜µ are 2L single particle energies such that ˜µ = µ > 0 and ˜µ+L = −µ 6 0
with µ = 1, . . . ,L. Notice that now HˆXY has exactly the same diagonal form of HˆA and
Hˆlrh in Eq. (3.10) and Eq. (3.22). The only difference is that Ψˆj with j = 1, . . . ,L (which is
cˆj) does not anticommute with Ψˆj+L = cˆ
†
j . This will introduces a factor 2 in the energies
of the single-particle eigenstates (see Eq. (3.33)).
In our calculations we will also use the disorder-free (or clean) version of HˆXY, where
Ji = J and hi = h for i = 1, . . . ,L. In this case we can exploit the translational invarianceDisorder-free
Ising/XY chain
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as we have done in Sec. 3.1. We first switch to momentum space with the transforma-
tions of Eqs. (3.6). The different boundary conditions on the fermion operators lead to
two conditions on k depending on the parity of the number of fermions NF: if NF is
odd, the allowed momenta can be taken to be k = 2pin/L, with n = 0, . . . ,L− 1, while if
NF is even then k = pi(2n+ 1)/L, where n = 0, . . . ,L− 1. Expressing cˆj, cˆ
†
j in terms of
cˆk, cˆ
†
k and inserting this expansion into (3.28) we get:
HˆcleanXY =
∑
06k6pi
Hˆk , (3.38)
where the summation is only over the admitted k values, and therefore changes accord-
ing to the parity of NF (boundary condition):
Hˆk=0 =− 2(J+ h)cˆ
†
0cˆ0 + h (3.39)
Hˆk=pi =+ 2(J− h)cˆ
†
picˆpi + h (3.40)
Hˆk =− 2J
[
cosk
(
cˆ
†
kcˆk − cˆ−kcˆ
†
−k
)
+ iγ sink
(
cˆ
†
kcˆ
†
−k − cˆ−kcˆk
)]
− 2h
(
cˆ
†
kcˆk − cˆ−kcˆ
†
−k
)
. (3.41)
The full Hamiltonian is now split into a set of k-Hamiltonians which acts on different
two-dimensional subspaces. For k = 0 and k = pi, present only when the fermion
number is odd (periodic boundary conditions), Hˆk is trivially diagonal. For the other
values of k, Hˆk mixes the momentum k and −k and therefore the diagonalization of
HˆcleanXY can be reduced to the diagonalization of 2× 2 matrices. Introducing again the
Nambu formalism, we define the fermionic two-component spinor:
Ψˆk ≡
(
cˆk
cˆ
†
−k
)
Ψˆ
†
k ≡
(
cˆ
†
k, cˆ−k
)
. (3.42)
which verify standard fermionic commutation relations. Hˆk, with 0 < k < pi, reads:
Hˆk = Ψˆ
†
k
(
ak −ıbk
ıbk −ak
)
Ψˆk , (3.43)
where ak ≡ −2J cosk− 2h and bk ≡ 2γJ sink. The two modes are therefore given by
the following Bogoliubov transformation:(
γˆk
γˆ
†
−k
)
≡
(
u∗k v
∗
k
−vk uk
)
Ψˆk , (3.44)
where:
uk =
k + ak√
2k(k + ak)
, (3.45)
vk =
ıbk√
2k(k + ak)
(3.46)
and k is the dispersion of the quasiparticles with momentum k:
k =
√
a2k + b
2
k = 2J
√
cos2 k+ γ2 sin2 k+
(
h
J
)2
+ 2
h
J
cosk . (3.47)
Finally, in terms of the γk-fermions the Hamiltonian reads: 4
HˆcleanXY =
∑
0<k<pi
k
(
γˆ
†
kγˆk + γˆ
†
−kγˆ−k − 1
) [
+Hˆk=0 + Hˆk=pi
]
, (3.48)
4 Notice that with the definitions done here, the single-particle energies k are twice the energies µ intro-
duced in the disordered case (see Eq. (3.33)).
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where the last two terms are present only when NF is odd. Again the ground state
of this Hamiltonian has even fermion number parity, and is the vacuum state of the
fermionic Bogoliubov quasiparticles γˆk, with energy E0 = −
∑
0<k<pi k. The IPR for
the modes of HˆcleanXY can be computed analytically by writing the modes γˆ
†
k in terms
of cˆj and cˆ
†
j :
γˆk =
L∑
j=1
(
u∗k√
L
e−ikj
)
cˆj +
(
v∗k√
L
e−ikj
)
cˆ
†
j , (3.49)
from which we deduce that ujk = ukeikj/
√
L and vjk = vkeikj/
√
L. Using Eq. (3.29)
we then calculate:
IPRk =
L∑
j=1
(
|uk|
4
L2
+
|vk|
4
L2
)
=
|uk|
4 + |vk|
4
L
, (3.50)
which goes to zero for L→∞. Therefore, as expected, the eigenstates are extended and
the IPR vanishes in the disorder-free case.
3.4 anderson localization in cold atoms experi-ments
In this section we will briefly comment on recent experimental tests of Anderson’s
localization, in the framework of cold atoms systems (see Sec. 2.4 for some details).
Anderson localization, originally predicted in the context of electrons in disordered
crystals [25], was first observed with light waves in disordered media [81, 82]. Recently,
thanks to the great advances in the field of cold atoms in optical lattices, Anderson
localization has been shown in lattice systems [83, 84].
In Ref. [84], Roati et al. study the localization phenomena in a one-dimensional lat-
tice of bosonic atoms perturbed by a periodic but incommensurate external potential
(created by a secondary laser beam). The system can be modeled with a tight-binding
Hamiltonian for hard-core bosons with an external periodic potential which is incom-
mensurate with respect to the underlying lattice, as in the well known Aubry-Andre´
model [85]:
HˆAA = −J
∑
j
(
bˆ
†
j bˆj+1 + bˆ
†
j+1bˆj
)
+ λ
∑
j
cos (2piξj) bˆ†j bˆj , (3.51)
where bˆ†j (bˆj) creates (destroys) a hard-core boson at site j, J is the hopping amplitude, λ
is the strength, and 2piξ the wavevector, of the incommensurate potential. In the exper-
iment, the two relevant energies J and λ can be controlled independently by changing
the intensity of the lattice potential and of the secondary beam. To get an incommensu-
rate potential the parameter ξ must be irrational, and the usual choice for a theoretician
would be the golden mean ξ = (
√
5 − 1)/2. The hard-core boson Hamiltonian HˆAA
can be reduced, by a Jordan-Wigner transformation [86], to an equivalent free-fermion
tight-binding system, as in the original Aubry-Andre´ model [85], which can then be
tackled using the tools described in Sec. 3.1. For this Hamiltonian the single-particle
eigenstates shows a localization-delocalization transition at the critical incommensurate
potential strength λc = 2J [85, 87, 88]. For λ < λc the single-particle states are extended,
while for λ > λc they are exponentially localized.
In the experimental setup of Roati et al. [84] the quasiperiodic optical potential, acting
on 39K atoms, is obtained by superimposing two standing waves created with laser
beams of wavelengths λ1 ≈ 1032 nm (primary lattice) and λ2 ≈ 862 nm. These values
correspond to a ξ ≈ 1.1972. The 39K atoms are initially confined within an harmonic
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potential, which is then abruptly switched off, letting the atoms expand along the one-
dimensional lattice. The spatial distribution of the atoms at increasing evolution times
is then monitored using absorption images, see Fig. 3.10, panel (a), to test for diffusion.
The absence of diffusion when Anderson localization is at play is indeed one of the
cornerstones of the subject, the title of Anderson’s original paper [25] being “Absence
of Diffusion in Certain Random Lattices”. Consistently with the properties of HˆAA, the
experiment shows that the system expand ballistically for λ/J = 0, while no diffusion
is instead observed in the limit of large incommensurability, λ/J > 7. Between the two
regimes there is a clear crossover, revealed by Fig. 3.10, panel (b), where the width of
the atomic distribution after 750 ms is plotted as a function of the incommensurability
strength λ/J. The different curves, obtained using different values of J, show that that
parameter controlling the crossover to the localized regime is indeed λ/J, in agreement
with the predictions on the Aubry-Andre´ Hamiltonian HˆAA.
λ / t = 0
λ / t = 1.8
λ / t = 4.2
λ / t = 7
(a)
λ/t
t/h = 325 Hz
t/h = 153 Hz
t/h = 96 Hz
(b)
Figure 3.10.: (a) Spatial distribution of a cloud of 39K atoms diffusing along the quasiperiodic
lattice with J/h = 153Hz (where h is Planck’s constant). (b) Spatial width of the condensate
for different values of J after 750 ms as a function of the strength of the periodic potential. The
dashed line indicates the initial size of the condensate. Plots taken from Ref. [84]. In both panels
t denotes the hopping amplitude, which we denote by J.
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4 QUENCHES WITH QUADRAT ICFERM ION IC MODELS
In this chapter we are going to study the relaxation and the thermalization properties af-
ter a sudden quantum quench with quadratic fermionic models in presence of disorder.
We show that existence of a stationary state and its description with the GGE depend on
the observable considered (local versus extended, one-body versus many-body) and on
the localization properties of the final Hamiltonian. We analytically prove that, while
time averages of one-body operators are perfectly reproduced by GGE, time averages
of many-body operators might show clear deviations from the GGE prediction when
disorder-induced localization of the eigenstates is at play.
In Sec. 4.1 we show that, for the set of Hamiltonians we have studied, the time evo-
lution of a given observable can be computed using expansions over one-body Green’s
functions and we obtain their expression. In Sec. 4.2 we prove that GGE works perfectly
well in predicting infinite-time averages of one-body operators, and we show why this
is not generally the case for many-body operators. Next, in Secs. 4.3, 4.4, 4.5 and 4.6 we
present our results for quenches with the models we have introduced in Chap. 3. Finally,
in Sec. 4.7, we compare our results with the ones obtained in some recent papers.
4.1 time evolution and time fluctuations
In this section we show how we can compute the time-evolved expectation value of
an observable Aˆ after a quantum quench using one-body Green’s functions.
We consider quenches in which the initial state |Ψ0〉 is the ground state of an initial
Hamiltonian Hˆ0 and it evolves under a different Hamiltonian Hˆ, where Hˆ0 and Hˆ are
both quadratic fermionic models. Given an observable Aˆ, its expectation value at time
t is equal to:
A(t) ≡ 〈Ψ(t)|Aˆ|Ψ(t)〉 = 〈Ψ0|eiHˆtAˆe−iHˆt|Ψ0〉 = 〈Ψ0|AˆH(t)|Ψ0〉 , (4.1)
where we take  h = 1 and AˆH(t) ≡ eiHˆtAˆe−iHˆt is the Heisenberg representation of Aˆ. In
our systems, any observable Aˆ can be expressed as a linear combination of powers of the
fermionic operators cˆj and cˆ
†
j , which destroy and create a fermion at site j. Examples are
the local density nˆj ≡ cˆ†j cˆj and the density-density correlation ρˆj1j2 ≡ nˆj1 nˆj2 , for the
tight-binding Hamiltonians, and the local spin σzj and the spin-spin correlations σ
x
j1
σxj2 ,
σzj1σ
z
j2
, for the Ising/XY ones. Being Hˆ0 and Hˆ quadratic free-fermion Hamiltonians,
the initial state |Ψ0〉 is a BCS-Slater determinant, and we can apply Wick’s theorem [89].
We can therefore expand A(t) as a sum of products of one-body Green’s functions: Green’s functions
Gj1j2(t) ≡ 〈Ψ(t)|cˆ†j1 cˆj2 |Ψ(t)〉 = 〈Ψ0|cˆ
†
j1H
(t)cˆj2H(t)|Ψ0〉 ,
Fj1j2(t) ≡ 〈Ψ(t)|cˆ†j1 cˆ
†
j2
|Ψ(t)〉 = 〈Ψ0|cˆ†j1H(t)cˆ
†
j2H
(t)|Ψ0〉 . (4.2)
To make things more clear, let us consider, for instance, the density-density correlation
ρˆj1j2 ≡ nˆj1 nˆj2 with j1 6= j2, a two-body operator whose Wick’s expansion reads:
ρj1j2(t) = 〈Ψ(t)|cˆ†j1 cˆj1 cˆ
†
j2
cˆj2 |Ψ(t)〉 (4.3)
= Gj1j1(t)Gj2j2(t) − |Gj1j2(t)|
2 + |Fj1j2(t)|
2 .
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Clearly, the presence of long-time fluctuations in ρj1j2(t) is strongly linked to the long-
time fluctuations of Gj1j2(t) and Fj1j2(t). Indeed, establishing that Gj1j2(t) and Fj1j2(t)
approach a well-defined limit for large t (i.e., their fluctuations decay) allows us to make
similar statements for any A(t) which has a finite expansion over Gj1j2(t) and Fj1j2(t).
This is a consequence of two elementary properties of limits: the limit of a sum is equal
to the sum of the limits, and the limit of a product is equal to the product of the limits.
Let us now consider the expressions of Gj1j2(t) and Fj1j2(t). We address separately
the cases of tight-binding Hamiltonians and Ising/XY ones. In the tight-binding case,
as shown in Chap. 3, the Hamiltonian can be expressed in a diagonal form as:
Hˆ =
∑
µ
µcˆ
†
µcˆµ , (4.4)
where cˆµ and cˆ
†
µ are the fermionic operators associated to the quasiparticle mode µ, of
energy µ. Using the expansions in Eqs. (3.9) for cˆµ and cˆ
†
µ, the operators cˆjH(t) and
cˆ
†
jH(t) read:
cˆjH(t) = eiHˆtcˆje−iHˆt =
∑
µ
ujµeiHˆtcˆµe−iHˆt =
∑
µ
ujµe−iµtcˆµ ,
cˆ
†
jH(t) = e
iHˆtcˆ
†
je
−iHˆt =
∑
µ
u∗jµe
iHˆtcˆ†µe
−iHˆt =
∑
µ
u∗jµe
iµtcˆ†µ . (4.5)
The tight-binding Hamiltonian conserves the number of fermions and therefore Fj1j2(t)
is always zero, while Gj1j2(t) reads:
Gj1j2(t) = 〈Ψ0|cˆ†j1H(t)cˆj2H(t)|Ψ0〉
=
∑
µ1µ2
u∗j1µ1uj2µ2e
i(µ1−µ2)tG0µ1µ2 , (4.6)
in which G0µ1µ2 ≡ 〈Ψ0|cˆ
†
µ1 cˆµ2 |Ψ0〉 is the t = 0 one-body Green’s function of the quasi-
particle modes. If u0jν denote the single-particle eigenstates of Hˆ0, G
0
µ1µ2
is:
G0µ1µ2 =
∑
ν
∑
j1j2
n0νuj1µ1u
∗
j2µ2
u0∗j1νu
0
j2ν
, (4.7)
where n0ν = 0, 1 are the occupations number of the quasiparticle modes of Hˆ0 in the
initial state |Ψ0〉, and we used the relations cˆ†µ =
∑
j ujµcˆ
†
j and cˆ
†
j =
∑
ν u
0∗
jν cˆ
0†
ν .
For the quenches with Ising/XY chains the equations are similar. The changes are
due to the fact that the Bogoliubov quasiparticle modes now mix particles and holes.
Using the Nambu formalism, see Eqs. (3.35), the Hamiltonian, after diagonalization, is:
HˆXY =
2L∑
µ=1
˜µΓˆ
†
µΓˆµ , (4.8)
where ˜µ are the 2L energies associated to the Bogoliubov quasiparticles, ordered in
such a way that ˜µ+L = −˜µ 6 0, with µ = 1, . . . ,L. With this formalism the Heisenberg
representation of Γˆµ and Γˆ
†
µ is:
ΓˆµH(t) = e−2i˜µ Γˆµ Γˆ
†
µH(t) = e
2i˜µ Γˆ†µ , (4.9)
where the factor 2 appearing in the exponent can be traced back to the fact that Γˆµ =
Γˆ
†
µ+L for µ = 1, . . . L, and hence, in the sum appearing in Eq. (4.8) there are two terms in-
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volving the same mode: ˜µΓˆ
†
µΓˆµ and ˜µ+LΓˆ
†
µ+LΓˆµ+L. Using Eqs. (3.35), the Heisenberg
representation of the Ψˆj fermions is:
ΨˆjH(t) =
2L∑
µ=1
UjµeiHˆXYtΓˆµe−iHˆXYt =
2L∑
µ=1
e−2i˜µUjµΓˆµ ,
Ψˆ
†
jH(t) =
2L∑
µ=1
U∗jµe
iHˆXYtΓˆ†µe
−iHˆXYt =
2L∑
µ=1
e2i˜µU∗jµΓˆ
†
µ . (4.10)
The pairs cˆ†j1 cˆj2 and cˆ
†
j1
cˆ
†
j2
entering in the one-body standard Gj1j2(t) and anomalous
Fj1j2(t) Green’s functions can both be obtained from the Nambu pairs Ψˆ
†
j1
Ψˆj2 (where
now j1 and j2 run from 1 to 2L), i.e., in terms of Nambu Green’s functions Gj1j2(t) ≡
〈Ψ(t)|Ψˆ†j1Ψˆj2 |Ψ(t)〉, whose expression closely resembles Eq. (4.6):
Gj1j2(t) ≡ 〈Ψ(t)|Ψˆ†j1Ψˆj2 |Ψ(t)〉
=
∑
µ1µ2
U∗j1µ1Uj2µ2e
2i(˜µ1−˜µ2)tG0µ1µ2 , (4.11)
where G0µ1µ2 ≡ 〈Ψ0|Γˆ
†
µ1 Γˆµ2 |Ψ0〉 is the t = 0 Nambu one-body Green’s function of the
after-quench Bogoliubov modes. Denoting by U0jν the single-particle eigenstates of Hˆ0,
G0µ1µ2 will read:
G0µ1µ2 =
2L∑
ν=L+1
∑
j1j2
Uj1µ1U
∗
j2µ2
U0∗j1νU
0
j2ν
, (4.12)
where we used the relations Γˆ†µ =
∑
jUjµΨˆ
†
j and Ψˆ
†
j =
∑
νU
0∗
jν Γˆ
0†
ν , and we exploited
the fact that |Ψ0〉 is the vacuum of the Bogoliubov quasiparticles of Hˆ0.
4.2 gge averages
In this section we first show how we can compute GGE averages. Then we prove
that, for one-body operators, the GGE average coincides with the time-average, i.e.,
the latter can be said to “GGE-thermalize” while, for many-body operator, additional
requirements are needed in order for GGE-thermalization to occur [90].
All the Hamiltonians described in Chap. 3, after diagonalization, can be expressed as:
Hˆ =
∑
µ
µγˆ
†
µγˆµ + E0 , (4.13)
where µ > 0 is the positive excitation energy of the state γˆ†µ|∅〉 and E0 is the energy
of the state |∅〉 annihilated by all the γˆµ’s. For HˆXY these operators are exactly the one
defined in Eq. (3.29), while for the tight-binding Hamiltonians we have to perform an
intermediate step. In diagonalizing HˆA and Hˆlrh we generally obtain some negative
eigenvalues µ: in such a case, it is enough to perform a particle-hole transformation
γµ = cˆ
†
µ to change the sign of µ, where cˆ
†
µ is the fermionic operator associated to the
quasiparticle µ, defined in Eq. (3.9). Physically, that implies that all negative energies
are occupied in the ground state |∅〉, and the resulting excitations describe particles or
holes. We define U as the 2L× 2L unitary transformation which goes from the cˆj, cˆ†j to
the γˆj, γˆ
†
j operators. In the remaining part of this section we assume the Hamiltonian
has been expressed in the form of Eq. (4.13): all the observations made are valid for al
the models described in Chap. 3.
As discussed in Chap. 2, GGE is the most natural ensemble here. The GGE density
matrix is:
ρˆGGE ≡
1
ZGGE
e−
∑
µ λµγˆ
†
µγˆµ , (4.14)
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where ZGGE ≡ Tr
[
e−
∑
µ λµγˆ
†
µγˆµ
]
and the Lagrange multipliers λµ are fixed by imposing
the occupations of the initial state |Ψ0〉:
〈γˆ†µγˆµ〉GGE = 〈Ψ0|γˆ†µγˆµ|Ψ0〉 . (4.15)
Notice that, in the GGE ensemble we fix the mean number of particles, but in general
the number of particles can fluctuate in a grand-canonical way. 1 Using Eq. (4.14), the
left-hand side is:
〈γˆ†µγˆµ〉GGE =
1
eλµ + 1
, (4.16)
which clearly resembles the Fermi-Dirac distribution 1/(eβ(µ−µ¯) + 1), where µ¯ is the
chemical potential. The right-hand side of Eq. (4.15) coincides with G0µµ, whose expres-
sion is given in Eq (4.12).
4.2.1 Why GGE works for one-body observables
In this subsection we are going to show that, for a free-fermion Hamiltonian of the form
given in Eq. (4.13), the long-time average (and the diagonal average) of any one-body
operator coincides with the corresponding GGE average, for any system size L, and any
possible quench [90]:
A1−body = 〈Aˆ1−body〉D = 〈Aˆ1−body〉GGE , (4.17)
with some important remarks to be made when there are degeneracies in the one-body
spectrum (see below). As we shall see, this can be traced back to the constraints that
the GGE sets through the constants of motion nˆµ ≡ γˆ†µγˆµ. We stress that, remarkably,
this equality holds even for a finite-size chain L, while, usually, statistical ensembles
need a thermodynamic limit.Examples of one-body operators are, in real space, cˆ†j1 cˆj2
or cˆ†j1 cˆ
†
j2
, the local density nˆj ≡ cˆ†j cˆj, the density nˆ ≡
∑
j nˆj/L, and, in momentum
space, cˆ†kcˆk (where cˆ
†
k =
∑
j e
ikjcˆ
†
j/
√
L), etc.
A one-body fermionic operator can always be written, neglecting irrelevant constants
and rewriting the cˆj’s in terms of the γˆµ (using Eqs. (3.9) or (3.30)), as:
Aˆ1−body =
∑
µ1µ2
[
aµ1µ2 γˆ
†
µ1
γˆµ2 + bµ1µ2 γˆ
†
µ1
γˆ†µ2 + dµ1µ2 γˆµ1 γˆµ2
]
, (4.18)
where a, b, and d are L×Lmatrices. We start showing that 〈Aˆ1−body〉D = 〈Aˆ1−body〉GGE.
If |α〉 = γˆ†µ1 γˆ†µ2 · · · |∅〉 denotes a general many-body eigenstate of Hˆ, then clearly only
the diagonal elements of a enter in the diagonal matrix elements:
〈α|Aˆ1−body|α〉 =
∑
µ
aµµ〈α|γˆ†µγˆµ|α〉 , (4.19)
where 〈α|γˆ†µγˆµ|α〉 = 0, 1 is the occupation number of eigenmode µ in the eigenstate |α〉.
In terms of 〈α|Aˆ1−body|α〉, the diagonal average of Aˆ1−body is readily expressed as:
〈Aˆ1−body〉D =
∑
α
∑
µ
|cα|
2aµµ〈α|γˆ†µγˆµ|α〉
=
∑
µ
aµµ
∑
α
〈Ψ0|α〉〈α|γˆ†µγˆµ|α〉〈α|Ψ0〉
=
∑
µ
aµµ
∑
αα ′
〈Ψ0|α〉〈α|γˆ†µγˆµ|α ′〉〈α ′|Ψ0〉
=
∑
µ
aµµ〈Ψ0|γˆ†µγˆµ|Ψ0〉 , (4.20)
1 Indeed, in the definition of ρˆGGE there is no projection operator which fixes the total number of particles;
in some sense, the GGE can be regarded as an integrable version of the grand-canonical ensemble. This is
crucial in calculating the occupations in terms of the Lagrange multipliers, see Eq. (4.16).
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where we have added an extra sum over α ′, using 〈α|γˆ†µγˆµ|α ′〉 = δαα ′〈α|γˆ†µγˆµ|α〉, and
then recognized two resolutions of the identity
∑
α |α〉〈α|. Notice, therefore, that the ini-
tial state enters only through 〈Ψ0|γˆ†µγˆµ|Ψ0〉, i.e., exactly the constants of motion which
are constrained and reproduced by the GGE averages: 〈γˆ†µγˆµ〉GGE = 〈Ψ0|γˆ†µγˆµ|Ψ0〉. The
conclusion is therefore simple, as the GGE average of Aˆ1−body is:
〈Aˆ1−body〉GGE =
∑
µ
aµµ〈γˆ†µγˆµ〉GGE
=
∑
µ
aµµ〈Ψ0|γˆ†µγˆµ|Ψ0〉 , (4.21)
where we used that, by construction of the GGE, 〈γˆ†µ1 γˆµ2 6=µ1〉GGE = 〈γˆ†µ1 γˆ†µ2〉GGE =
〈γˆµ1 γˆµ2〉GGE = 0.
Concerning the equality A1−body = 〈Aˆ1−body〉D, we should pay attention to the cases
in which Hˆ has degenerate single-particle eigenvalues, µ1 = µ2 6=µ1 (for instance,
when Hˆ is a non-disordered chain). In these cases, the time average of A1−body(t)
suppresses all the oscillatory factors e±i(µ2+µ1)t occurring in the b and d terms of
Eq. (4.18), but all the factors ei(µ2−µ1)t corresponding to degenerate eigenvalues ap-
pearing in the a terms survive. Therefore:
A1−body =
(µ1=µ2)∑
(µ1,µ2)
aµ1µ2〈Ψ0|γˆ†µ1 γˆµ2 |Ψ0〉
= 〈Aˆ1−body〉D +
(µ1=µ2)∑
(µ1,µ2 6=µ1)
aµ1µ2〈Ψ0|γˆ†µ1 γˆµ2 |Ψ0〉 , (4.22)
where we have singled out the diagonal elements, and the second sum runs over all the
degenerate pairs (µ1,µ2), with µ2 6= µ1, such that µ1 = µ2 . Because of degeneracies,
however, there is more freedom in the choice of the fermionic operators γˆ†µ: we can
always perform a unitary rotation in each degenerate subspace in such a way that
〈Ψ0|γˆ†µ1 γˆµ2 |Ψ0〉 = 0 for µ1 6= µ2. With such a choice of the γˆ†µ’s, the extra terms in
Eq. (4.22) vanish, and we recover the initial statement in Eq. (4.17), i.e., for any size and
any quench, the long-time average of any one-body operator is equal to the GGE one.
We stress the fact that, for any finite system, A1−body(t) will have recurrent fluctuations
δA1−body(t), the so-called returns or revivals, due to the discreteness of the finite-size
spectrum: nevertheless, integrating over all times (across revivals) is guaranteed to
reproduce the GGE average:
lim
t→∞ 1t
∫t
0
dt′A1−body(t′) = 〈Aˆ1−body〉GGE . (4.23)
This statement, however, does not imply relaxation, i.e., that the fluctuating part
δA1−body(t) decreases to 0 for t → ∞, as indeed evident from the presence of finite-
size revivals. As we will see, δA1−body(t) might indeed persist for all times even in
the thermodynamic limit, when Hˆ has localized eigenstates: this in turn implies that
limt→∞A1−body(t) might not exist in some cases, preventing a straightforward applica-
tion of Wick’s theorem to extend the equalities of averages in Eq. (4.17) to many-body
operators.
4.2.2 GGE for many-body observables
In the previous subsection we have shown that the GGE average of a one-body oper-
ator coincides exactly with its long-time average. Here we will see that, for a general
many-body observable Aˆ, the situation is more complicated, and GGE can be proven
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to correctly predict long-time averages under two additional requirements [90]: (1) Aˆ
is a finite sum of powers of some fermionic operators, and (2) the time fluctuations of
the one-body Green’s functions associated to such fermionic operators are vanishing
(i.e., they relaxes). Whenever either of the two conditions is not realized, 〈Aˆ〉GGE is not
guaranteed to coincide with A: in the following sections (see Sec. 4.5.2) we will indeed
discuss cases of a definite disagreement between the two averages because of a viola-
tion of condition (2) above, i.e., the persistence of time fluctuations of one-body Green’s
functions [90].
The key to the story is Wick’s theorem [89], which clearly applies to the free-fermion
Hamiltonians we are discussing [23]. As discussed in Sec. 4.1, for any any many-body
observable Aˆ, we can expand 〈Ψ(t)|Aˆ|Ψ(t)〉, using Wick’s theorem, as a sum of prod-
ucts of the one-body Green’s functions Gj1j2(t) ≡ 〈Ψ(t)|cˆ†j1 cˆj2 |Ψ(t)〉 and Fj1j2(t) ≡
〈Ψ(t)|cˆ†j1 cˆ
†
j2
|Ψ(t)〉. For instance, the density-density correlations ρˆj1j2 ≡ nˆj1 nˆj2 with
j1 6= j2, a two-body operator whose Wick’s expansion reads:
ρj1j2(t) = 〈Ψ(t)|cˆ†j1 cˆj1 cˆ
†
j2
cˆj2 |Ψ(t)〉
= Gj1j1(t)Gj2j2(t) − |Gj1j2(t)|
2 + |Fj1j2(t)|
2 . (4.24)
This expansion clearly involves a finite number of terms (condition (1)). Now sup-
pose (condition (2)) that the time fluctuations of the Green’s functions vanish for large
t, hence the limits limt→∞Gj1j2(t) = Gj1j2(∞) and limt→∞ Fj1j2(t) = Fj1j2(∞) exist.
From the analysis of the previous subsection, it is obvious that such limits must co-
incide with the corresponding GGE averages: GGGEj1j2 ≡ 〈cˆ
†
j1
cˆj2〉GGE = Gj1j2(∞), and
FGGEj1j2
≡ 〈cˆ†j1 cˆ
†
j2
〉GGE = Fj1j2(∞). It follows therefore that limt→∞ ρj1j2(t) exists (i.e., its
fluctuating part δρj1j2(t) vanishes for large t) and is given by:
lim
t→∞ ρj1j2(t) = GGGEj1j1GGGEj2j2 − |GGGEj1j2 |2 + |FGGEj1j2 |2
= 〈ρˆj1j2〉GGE , (4.25)
where the final step uses the fact that Wick’s theorem also applies to GGE averages
of free-fermion Hamiltonians [89]. Notice that, since long-time fluctuations of ρj1j2(t)
vanish, the infinite-time limit coincides with the time average, and this implies:
ρj1j2 = limt→∞ ρj1j2(t) = 〈ρˆj1j2〉GGE . (4.26)
A similar proof works quite generally for all observables Aˆ provided the two stipulated
conditions are satisfied. A few important remarks are in order: (i) The existence of
time limits of Green’s functions, as opposed to time averages, are crucial in applying
Wick’s theorem, because it is generally false that the “time average of a sum of products”
coincides with the “sum of products of time averages”; (ii) For definiteness, we have
chosen, above, the real-space fermions cˆ†j to expand Aˆ, but similar arguments can be
made in any one-body fermionic basis fˆ†l , for instance, a momentum space basis. Notice,
in this respect, that Aˆ might involve an infinite expansion in terms of the cˆ†j ’s and a
finite one in terms of the fˆ†l ’s (condition (1)). In this case, if the time fluctuations of
Glm(t) ≡ 〈Ψ(t)|fˆ†l fˆm|Ψ(t)〉 and Flm(t) ≡ 〈Ψ(t)|fˆ†l fˆ†m|Ψ(t)〉 vanish (condition (2)) one
can still conclude that A = 〈Aˆ〉GGE; (iii) Whenever the time fluctuations of the one-body
Green’s functions do not vanish for large t, and/or the expansion of the operator Aˆ
involves an infinite number of Wick’s contractions, there is no guarantee that GGE will
not reproduce long-time averages: we simply cannot prove it by using Wick’s theorem.
Nevertheless, we will later discuss (see Sec. 4.5.2) explicit cases where the persistence of
one-body time fluctuations, due to disorder and to the presence of localized eigenstates,
indeed leads to a definite discrepancy between A and 〈Aˆ〉GGE.
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4.3 quenches with non-disordered chains
In this section we consider quenches with non-disordered chains. In this simple case
we can compute analytic expressions for Gj1j2(t) and Fj1j2(t), and we will see that
the long-time fluctuations of Gj1j2(t) and Fj1j2(t) go to zero with a power law in the
thermodynamic limit. Therefore, for this set of quenches, the GGE averages correctly
predict the time averages for any observable with a finite expansion over cˆ†j and cˆj. We
will also see an explicit observable, the momentum occupation cˆ†kcˆk, with an infinite
expansion over Gj1j2(t) and Fj1j2(t) for which time fluctuations do not vanish.
For the clean tight-binding Hamiltonian (no BCS terms), any quench on the param-
eters J or h is rather trivial. The single-particle eigenstates of Hˆ0 and Hˆ are the same
(see Sec. 3.1), and hence |Ψ0〉 is an eigenstates of both the Hamiltonians. Clearly G0k1k2
is diagonal and, from Eq. (4.6), Gj1j2(t) is constant in time.
Quenches with non-disordered Ising/XY chains are more interesting and have been
largely studied in the literature [22, 91–97]. A detailed analysis of this problem is not
the scope of our thesis (the reader can consult the large literature on this topic). Here
we just consider the time evolution of the spatial one-body Green’s functions. (For all
the quantities associated to the initial Hamiltonian Hˆ0 we add a label 0.) Using Eq. (4.2)
and Eq. (3.6) the standard and anomalous Green’s functions are:
Gj1j2(t) =
1
L
∑
k1k2
e−i(k1j1−k2j2)〈Ψ0|cˆ†k1H(t)cˆk2H(t)|Ψ0〉 ,
Fj1j2(t) =
1
L
∑
k1k2
e−i(k1j1+k2j2)〈Ψ0|cˆ†k1H(t)cˆ
†
k2H
(t)|Ψ0〉 . (4.27)
Now we expand cˆ†kH(t) and cˆkH(t) using the fermionic operators associated to the
single-particle modes of the initial Hamiltonian γˆ0†k and γˆ
0
k:
cˆkH(t) = uk(t)γˆ
0
k − v
∗
k(t)γˆ
0†
−k cˆ
†
−kH(t) = vk(t)γˆ
0
k + u
∗
k(t)γˆ
0†
−k , (4.28)
where the coefficient uk(t) and vk(t) are given by:(
uk(t)
vk(t)
)
=
(
uk −v
∗
k
vk u
∗
k
)(
e−ikt 0
0 eikt
)(
u∗k v
∗
k
−vk uk
)(
u0k
v0k
)
, (4.29)
where we used Eq. (3.44), uk and vk (and u0k and v
0
k for Hˆ0) are defined in Eqs. (3.45)
and (3.46), and k is the single-particle energy of the final Hamiltonian. Using the
fact that |Ψ0〉 is the empty state with respect to γˆ0†k and γˆ0k, the Green’s functions in
Eqs. (4.27) read:
Gj1j2(t) =
1
L
∑
k
e−ik(j1−j2) |vk(t)|
2 ,
Fj1j2(t) =
1
L
∑
k
e−ik(j1−j2)v−k(t)u∗k(t) . (4.30)
Let us focus on Gj1j2(t), taking for simplicity J0 = J = 1, γ0 = γ = 1, and h0 6= h.
Using Eq. (4.29) and the explicit expressions for u0k, v
0
k, uk and vk, after some algebra
we arrive at:
|vk(t)|
2 =
1
2
+
cosk+ h0
0k
+ 4
sin2 k(h0 − h)
0k
2
k
[cos (2kt) − 1] . (4.31)
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Defining δGj1j2(t) ≡ Gj1j2(t)−Gj1j2 as the time fluctuating part of the Green’s function
we get:
δGj1j2(t) = 4(h0 − h)
2
L
∑
k>0
cos [k(j1 − j2)] sin2 k
0k
2
k
cos (2kt)
= 4(h0 − h)
∫pi
0
dk
pi
cos [k(j1 − j2)] sin2 k
0k
2
k
cos (2kt) , (4.32)
where in the last step we have taken the thermodynamic limit. In Fig. 4.1 we plot
δGj1j2(t) as a function of time for j1 = j2, namely the time fluctuations of the local
density. The time fluctuations of δGj1j2(t) go to zero for t→∞ with a power law, and
it was shown analytically in Ref. [98] that these fluctuations decay to 0 as t−3/2 with
oscillations. This is a consequence of the the Riemann-Lebesgue lemma (see App. A).
Indeed, changing the integration domain in Eq. (4.32) from the momentum space to
the energy domain, the continuous single-particle spectrum of the final Hamiltonian
allows us to rewrite δGj1j2(t) as the Fourier transform of a smooth function. A similar
statement holds for j1 6= j2 and for Fj1j2(t).
This analysis allows us to conclude that, for this set of quenches, for any observable
with a finite expansion over cˆ†j and cˆj, the long-time fluctuations of the observable
vanish, and GGE correctly predicts its time average. For observables with an infinite
expansion in the thermodynamic limit we cannot predict the long-time behavior by just
looking at the fluctuations of Gj1j2(t) and Fj1j2(t). An example are the occupations in
momentum space cˆ†kcˆk:
〈Ψ(t)|cˆ†kcˆk|Ψ(t)〉 = |vk(t)|2 , (4.33)
whose full expression is given in Eq. (4.31). Clearly, their long time fluctuations do
not vanish. This is not surprising: cˆk is a linear combination of just two modes of the
final Hamiltonian and this “localization” with respect to the normal modes leads to
non-vanishing time fluctuations. Indeed, the fluctuating part of |vk(t)|
2 is the Fourier
transform of two Dirac’s deltas centered at +2k and −2k, for which the Riemann-
Lebesgue lemma does not apply (see App. A).
4.4 quenches with the anderson model
In this section we are going to study quenches with the Anderson model HˆA, introduced
in Sec. 3.1, in which disorder is present either in the initial or final Hamiltonian. The
results are all equivalent to what we have shown in Ref. [99], for XX chains with disorder
both in the hopping and in the external field.
In App. B we analyze a simple set of quenches: the initial state |Ψ0〉 is made by a
set of perfectly localized fermions arranged in a disordered (or regular) fashion, and
the final Hamiltonian is the clean chain Hˆhom. With analytical calculations, we show
that, in these cases, the long-time fluctuations of Gj1j2(t) vanish in the thermodynamic
limit with a power law. However, for generic initial and final Hamiltonians, when dis-
order is present, simple analytical expressions for the eigenstates are lacking. To make
progress we need an easy-to-compute quantitative discrimination of the persistence of
fluctuations and we introduce the mean long-time squared fluctuations of Gj1j2(t) [99]:
Mean squared
fluctuations
δ2j1j2 ≡ limt→∞ 1t
∫t
0
dt′
∣∣δGj1j2(t′)∣∣2 , (4.34)
where δGj1j2(t) ≡ Gj1j2(t) −Gj1j2 is the time fluctuation with respect to the long-time
average. This quantity is 0 when time fluctuations of Gj1j2(t) vanish, and finite if they
persist. Physically, δ2jj is the averaged long-time fluctuation of the local density cˆ
†
j cˆj.
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Figure 4.1.: Fluctuations around the time average of the Green’s function Gjj(t) in a quench with
non-disordered Ising/XY chains. The fluctuations, after a transient, goes to zero for t → ∞. In
the inset we plot |δGjj(t)| as a function of time in log scale. The straight line is the envelope
f(t) = A/tν, with ν = 3/2, obtained from Ref. [98]. Notice how one would get a wrong power-
law exponent by looking at too small time-scales. The parameters are J0 = J = 1, γ0 = γ = 1,
h0 = 0.9 and h = 0.5.
Starting from Eq. (4.6) for Gj1j2(t) and assuming no energy degeneracy in the final
Hamiltonian (i.e., µ1 = µ2 only if µ1 = µ2) the time average of Gj1j2(t) is:
Gj1j2 =
∑
µ
u∗j1µuj2µG
0
µµ . (4.35)
Therefore δGj1j2(t) has the same expression as Gj1j2(t), except for the absence of the
terms with µ1 = µ2. The integrand in Eq. (4.34) is therefore∣∣δGj1j2(t)∣∣2 = ∑
µ1 6=µ2
∑
µ3 6=µ4
ei(µ1−µ2−µ3+µ4)t
u∗j1µ1uj2µ2uj1µ3u
∗
j2µ4
G0µ1µ2G
0∗
µ3µ4
.
With the further assumption of no gap degeneracy (i.e., µ1 − µ2 = µ3 − µ4 only if
µ1 = µ3 and µ2 = µ4, or µ1 = µ2 and µ3 = µ4) 2 we arrive at the key result [99]
δ2j1j2 =
∑
µ1 6=µ2
|uj1µ1 |
2|uj2µ2 |
2|G0µ1µ2 |
2 , (4.36)
expressing δ2j1j2 for a single realization as an eigenfunction-weighted sum of |G
0
µ1µ2
|2.
Disorder averages are performed after computing δ2j1j2 , averaging δGj1j2(t) would can-
cel such fluctuations.
The nature of the eigenfunctions (localized versus extended) plays a crucial role in
Eq. (4.36). In App. D we prove that regardless of disorder, the |G0µ1µ2 |
2’s sum to the
total number of fermions NF in the initial state:∑
µ1µ2
|〈ψ0|cˆ†µ1 cˆµ2 |ψ0〉|2 = NF . (4.37)
2 Using a non-degeneracy condition for the gaps, while often reasonable for single-particle energies, is danger-
ous for many-body energies. This would lead to the incorrect result that fluctuations are always negligibly
small, as discussed in P. Reimann, Phys. Rev. Lett. 101, 190403 (2008).
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Therefore, if the final eigenstates are extended, |uj1µ1 |
2|uj2µ2 |
2 ∼ 1/L2, then δ2j1j2 in
Eq. (4.36) scales to zero as NF/L2 ∼ 1/L for a system with a finite density of fermions.
If Hˆ is non-disordered we have to take care of the degeneracy k = −k and also of
particle-hole symmetry, but still, we can prove (see App. D) a bound δ2j1j2 6 8NF/L
2,
indicating that fluctuations vanish for L → ∞. This is in perfect agreement with what
we have obtained in App. B for fully-localized initial states and generalizes the result
to any disordered initial state |Ψ0〉.
When the final Hˆ is disordered (i.e. W > 0), by analyzing many realizations of the
final Hamiltonian, we have seen that x = δ2jj strongly deviates from a Gaussian distri-
bution, and is nearly (although not precisely) log-normal, i.e., ln(x) is approximately
Gaussian distributed, see Fig. 4.2. For this set of quenches we will therefore compute
and plot the median (i.e., the geometric mean) [x]Gav ≡ exp([ln(x)]av) and the geometric
standard deviation exp(σ[ln x]), rather than the usual (arithmetic) mean [x]av, and its
standard deviation σ[x] (in the plots, the error bars will then go from [x]Gav exp(−σ[ln x])
to [x]Gav exp(σ[ln x])).
Figure 4.2.: Probability distribution of ln(δ2jj) for quenches with a clean initial Hamiltonian and
a disordered final one with W = 2. The solid curve is the best log-normal distribution for δ2jj
(i.e. Gaussian for ln(δ2jj)), while the dashed curve is the best Gaussian distribution for δ
2
jj. The
vertical lines are the logarithm of the geometric mean [δ2jj]
G
av (solid line), and the logarithm of
the arithmetic mean [δ2jj]av (dashed line). The distribution of δ
2
jj shows small fluctuations from a
log-normal distribution. We used j = L/2, L = 512 and 105 different realizations.
Figure 4.3 shows the disorder average [δ2jj]av (or [δ
2
jj]
G
av) as a function of L in two
opposite situations, quenches from a disordered Hˆ0 to a clean Hˆ (D → C), or vice-
versa (C → D). In order to get small fluctuations for different sizes, and to focus on
the thermodynamic limit of single realizations, disorder realizations for the smaller L
chain are obtained, here and in the following, by removing the same amount of sites
from the right and left edges of the largest chain. In all cases δ2jj is calculated from
Eq. (4.36) (with the extra terms due to degeneracies in the D → C case). When Hˆ is
clean (D → C data), [δ2jj]av scales to 0 as 1/L , as expected from the bound discussed
below Eq. (4.37). On the contrary, when Hˆ is disordered (C→ D data), [δ2jj]Gav converges
unambiguously to a non-vanishing quantity for L → ∞: time fluctuations survive at
all times when the final Hamiltonian Hˆ is disordered. Notice that, due to the Jensen’s
inequality (see App. C), namely [δ2jj]av > [δ2jj]Gav, for these quenches also [δ2jj]av is finite
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Figure 4.3.: Average values of δ2jj with j = L/2, Eqs. (4.34) and (4.36), for quenches with Anderson
chains when |ψ0〉 is the ground state of a disordered Hˆ0 (with W = 2), while Hˆ is clean with W =
0 (triangles D → C), or the opposite case (circles C → D), see text for details. The averages are
taken over 20 different disordered realizations, and for the D→ C points we used the arithmetic
mean, while for C → D points the geometric mean (see text for details). The error bar is the
standard deviation (or the geometric standard deviation) of the distributions (not the error on the
average).
in the thermodynamic limit. For smaller disorder amplitude W, the situation is similar,
except that the large-L plateau occurs for larger L, due to larger localization lengths.
To better gauge the role of the localized eigenfunctions in making δ2j1j2 finite for
L → ∞, we have analyzed histograms of the quantities appearing in Eq. (4.36). A
histogram of |G0µ1µ2 |
2 shows that while the average of |G0µ1µ2 |
2 scales to zero as 1/L,
see Eq. (4.37), the distribution of its values has large tails. To analyze these tails, we
work with logarithmic distributions, and define
Pwj1j2(x) ≡
∑
µ1 6=µ2
|uj1µ1 |
2|uj2µ2 |
2
Nj1j2
δ
(
x− ln
∣∣∣G0µ1µ2 ∣∣∣2) , (4.38)
where Nj1j2 ≡
∑
µ1 6=µ2 |uj1µ1 |
2|uj2µ2 |
2 = 1−
∑
µ |uj1µ|
2|uj2µ|
2 is a normalization con-
stant, 0 < Nj1j2 < 1, related to the inverse participation ratio (see Eq. (3.14)) when
j1 = j2. Figure 4.4 shows Pwjj(x) for two different sizes, and compares it with the
unweighted distribution
P(x) ≡ 1
L(L− 1)
∑
µ1 6=µ2
δ
(
x− ln
∣∣∣G0µ1µ2 ∣∣∣2) . (4.39)
We plot both single-instance distributions (solid points) as well as disorder average dis-
tributions [· · ·]av, denoted by lines. The unweighted distribution P(x) is smooth, and
self-averaging, and moves towards smaller mean values when L increases. On the con-
trary, Pwjj(x) is more structured (single-instance distributions depend on the details of
the weights |uj1µ1 |
2|uj2µ2 |
2), but its mean does not decrease with L, due to an eigen-
function reweighting of rare events with large values of |G0µ1µ2 |
2. Physically, this is
quite transparent: similarly to what happens for the inverse participation ratio, local-
ized eigenstates are rather insensitive to the size, while extended states are (see Sec. 3.1).
The fact that the mean
∫
dx xPwj1j2(x), remains finite for L → ∞ for almost all realiza-
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Figure 4.4.: Plot of Pwjj(x), Eq. (4.38) with j = L/2 (triangles), and P(x), Eq. (4.39) (circles), for
quenches from a clean Hˆ0 (with W = 0) to a disordered Hˆ (with W = 2), for two values of the
chain length L. [Pwj1j2(x)]av and [P(x)]av (dashed and solid lines) are the distributions obtained
averaging over different realizations of disorder, with the corresponding vertical lines indicating
their mean values
∫
dx x[Pwj1j2(x)]av and
∫
dx x[P(x)]av.
tions, is enough to conclude that δ2j1j2 stays finite in the disordered Hˆ case. Indeed,
Nj1j2 remains finite when L→∞, and by Jensen’s inequality (see App. C) we have:
δ2j1j2 = Nj1j2〈ex〉Pwj1j2 > Nj1j2e
〈x〉Pw
j1j2 . (4.40)
We have shown that Gj1j2(t) has persistent fluctuations after a quench to a final disor-
dered Hˆ. From the discussion of Sec. 4.2 we can conclude that, for these quenches and
for any operator with a finite expansion over cˆ†j1 cˆj2 , the time fluctuations don’t vanish
as well and, if the operator is many body, the GGE is not guaranteed to work. In the
next section we will show an example in which the GGE fails on estimating the time
average of the density-density correlations ρˆj1j2 ≡ nˆj1 nˆj2 , with j1 6= j2. The long-time
fluctuations could be averaged out if one considers extensive operators involving sums
over all sites. We will see later that, for instance, in a quench to a final disordered Ising
chain, while the local transverse magnetization σzj (t) = 2Gjj(t) − 1 has persistent fluc-
tuations, the corresponding extensive operator, the total transverse magnetization (per
site) mˆz = L−1
∑
j σˆ
z
j , has fluctuations which decrease to 0 as L is increased. Physically,
extensive operators effectively perform a self-averaging of the fluctuations δA(t), which
then vanish in the L→∞ limit.
4.5 quenches with 1d spinless fermions with long-range hopping
In this section we consider quenches in which the initial state |Ψ0〉 is the ground-state
of the non-disordered tight-binding chain Hˆhom, and the final Hamiltonian is Hˆlrh,
Eq. (3.20), i.e., a disordered one-dimensional (spinless) fermions with long-range hop-
ping. The reason behind this simple choice for |Ψ0〉 is that, as seen in the previous
section, the long-time fluctuation properties do not depend, qualitatively, on the initial
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Hamiltonian being ordered or not. Computations and results shown in this section are
published in Ref. [90].
We will consider observables Aˆ with a finite expansion in real space and in momen-
tum space, and hence we will need to ascertain the time dependence of both real-space
and momentum-space Green’s functions:
Gj1j2(t) = 〈Ψ(t)|cˆ†j1 cˆj2 |Ψ(t)〉 ,
Gkk1k2(t) = 〈Ψ(t)|cˆ
†
k1
cˆk2 |Ψ(t)〉 (4.41)
and the associated mean long-time squared fluctuations are: Mean squared
fluctuations
δ2j1j2 ≡ limt→∞ 1t
∫t
0
dt′
∣∣δGj1j2(t′)∣∣2 ,
δ2k1k2 ≡ limt→∞ 1t
∫t
0
dt′
∣∣∣δGkk1k2(t′)∣∣∣2 . (4.42)
To unify the treatment of both cases, we will consider a general fermionic operator
fˆn =
∑
µ znµcˆµ obtained by applying a unitary transformation z (of matrix elements
znµ, with z†z the identity) to the cˆµ’s which diagonalize Hˆlrh: for the original real-
space fermions cˆj, zjµ = ujµ is the real-space wavefunction of the µ eigenstate, while
for the momentum space fermions cˆk, zkµ =
∑
j e
−ikjujµ/
√
L. We define Gml(t) ≡
〈Ψ(t)|fˆ†mfˆl|Ψ(t)〉 the associated Green’s function and δ2ml the associated mean squared
fluctuations. The anomalous Green’s functions associated to the operators fˆ†mfˆ†l are zero
because Hˆlrh conserves the total number of fermions. As discussed in Subsecs. 4.2.1 and
4.2.2, if the Green’s functions Gml(t) have vanishing long-time fluctuations, then also
the long-time fluctuations of Aˆ disappear and A = 〈Aˆ〉GGE. In agreement with what
we have seen in Sec. 4.4, we will show the crucial role played by the localization of the
eigenfunctions. When quenching to a final Hamiltonian Hˆlrh with α (we recall that α
is setting how fast the hoppings’ variance decays with distance in Hˆlrh, see Eq. (3.20))
in the localized phase (α > 1), the real-space Green’s functions Gj1j2(t) will be shown
to have persistent time fluctuations, i.e., δ2j1j2 > 0 in the thermodynamic limit L → ∞,
while quenching with α in the extended phase (α < 1) leads to vanishing time fluctua-
tions, δ2j1j2 → 0. In both cases, however, the eigenfunctions appear to be extended when
analyzed in momentum space (see Sec. 3.2), which results in momentum space Green’s
functions with vanishing time fluctuations, δ2k1k2 → 0. We will then explicitly discuss
(see Sec. 4.5.2) the discrepancy between time averages and GGE averages for real-space
many-body operators, such as density-density spatial correlations, when quenching to
the localized phase.
4.5.1 One-body Green’s function fluctuations
As discussed in Subsec. 4.2.1, GGE correctly predicts the infinite-time average of any
one-body operator, and hence, in particular, of the one-body Green’s functions. The
plot in Fig. 4.5 exemplifies this by showing the time evolution of Gjj(t), the expectation
value of the fermion density at site j, for two sizes and two values of α, one in the
extended phase (α = 0.5) and one in the localized phase (α = 2). We now address
in a more general way the question of the time fluctuations of the one-body Green’s
functions. Using the expansion fˆn =
∑
µ znµcˆµ we can express Gml(t) as:
Gml(t) =
∑
µ1µ2
z∗mµ1zlµ2e
i(µ1−µ2)tG0µ1µ2 , (4.43)
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Figure 4.5.: Time evolution of Gjj(t), with j = L/2 (solid line), and its running-time average
t−1
∫t
0 dt
′Gjj(t′) (dashed line). The initial state is the ground state of Hˆhom and the time evolution
is performed with Hˆlrh with two different values of α and two different sizes. The horizontal
dash-dotted line is the GGE average of nˆj. The data are obtained using a single realization, with
α = 0.5 for the extended case, and α = 2 for the localized one (which shows no size effects).
Disorder realizations for the smaller L chain are obtained, here and in the following, by removing
sites from the right and left edges of the larger chain.
where G0µ1µ2 ≡ 〈Ψ0|cˆ
†
µ1 cˆµ2 |Ψ0〉. Assuming the model has no single-particle energy
degeneracy (i.e., if µ1 = µ2 then µ1 = µ2), only the diagonal terms with µ1 = µ2 will
contribute to the infinite-time average of Gml(t):
Gml = 〈fˆ†mfˆl〉GGE =
∑
µ
z∗mµzlµG
0
µµ . (4.44)
Hence, the time fluctuations of Gml(t) will be given by:
δGml(t) =
∑
µ1 6=µ2
z∗mµ1zlµ2e
i(µ1−µ2)tG0µ1µ2 . (4.45)
Now we calculate δ2ml by squaring the previous expression and taking the infinite-time
average. If we assume there is no gap degeneracy (i.e., if µ1 − µ2 6=µ1 = µ3 − µ4 6=µ3
then µ1 = µ3 and µ2 = µ4) we arrive at:
δ2ml =
∑
µ1 6=µ2
∣∣∣zmµ1 ∣∣∣2 ∣∣zlµ2 ∣∣2 ∣∣∣G0µ1µ2 ∣∣∣2 , (4.46)
which generalizes Eq. (4.36), obtained with real-space Green’s functions, to general
Green’s functions. We will study it in various situations (different quenches and differ-
ent choices of the fermionic operators fˆn) to understand when and why δ2ml, which is
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always finite for any finite L (due to revivals), goes to zero in the thermodynamic limit.
We will see, in perfect agreement with what we have seen for the Anderson model in
Sec. 4.4, the crucial role played by the weights |zmµ1 |
2|zlµ2 |
2 and by localization.
Let us consider first real-space Green’s functions Gj1j2(t), which for j1 = j2 = j, have
a simple physical meaning: the expectation value at time t of the local density at the
site j. From Eq. (4.46) we get:
δ2j1j2 =
∑
µ1 6=µ2
∣∣uj1µ1 ∣∣2 ∣∣uj2µ2 ∣∣2 ∣∣∣G0µ1µ2 ∣∣∣2 , (4.47)
where ujµ is the real-space wavefunction of the eigenstate µ. Depending on α, the
eigenfunctions ujµ are either localized (for α > 1) or extended (for α < 1), see Sec. 3.2.
The main panel of Fig. 4.6 (top) shows the average value of δ2jj as a function of the
chain size L for both choices of α. As we have shown for quenches in the Anderson
model (Sec. 4.4), when eigenstates are extended, the weights
∣∣uj1µ1 ∣∣2 ∣∣uj2µ2 ∣∣2 ∼ 1/L2 in
Eq. (4.47) can be essentially taken out of the sum. Then, without weights, it is a simple
matter to show that:
1
L2
∑
µ1 6=µ2
∣∣∣G0µ1µ2 ∣∣∣2 6 1L2 ∑
µ1µ2
∣∣∣G0µ1µ2 ∣∣∣2 = NFL2 , (4.48)
where NF is the total number of fermions in the initial state (see App. D for the proof
of the last equality). Hence, δ2j1j2 is expected to go to zero as 1/L when quenching
towards a phase with extended eigenstates (α < 1), as indeed found numerically. On
the contrary, weights are of paramount importance when quenching to a phase with
localized eigenstates (α > 1), because they move the important contributions to δ2j1j2
from the average |G0µ1µ2 |
2, which is of order 1/L, to rare large values, leading to a finite
δ2j1j2 which is rather insensitive to the size L (see discussion in Sec. 4.4).
Consider now the Green’s functions in momentum space Gkk1k2(t) representing, for
k1 = k2 = k, the expectation value at time t of the momentum distribution. Since cˆ
†
k =∑
j e
ikjcˆ
†
j/
√
L, the Gkk1k2(t)’s are straightforwardly related to the Gj1j2(t)’s through a
double summation on j1 and j2 with oscillating phase factors ei(k1j1−k2j2). However,
for L → ∞ these are infinite sums, and this might change the behavior of the time
fluctuations. We now show that, even when Gj1j2(t) has persistent time fluctuations,
the corresponding Gkk1k2(t) averages them out, and δ
2
k1k2
→ 0 for L → ∞. Indeed,
using Eq. (4.46),
δ2k1k2 =
∑
µ1 6=µ2
∣∣uk1µ1 ∣∣2 ∣∣uk2µ2 ∣∣2 ∣∣∣G0µ1µ2 ∣∣∣2 , (4.49)
where ukµ =
∑
j e
−ikjujµ/
√
L are the Fourier transforms of the real-space wavefunc-
tions ujµ. Figure 4.6 (bottom) shows that δ2kk → 0 for L → ∞, regardless of the value
of α. This is in agreement with the fact that the eigenstates of Hˆlrh are delocalized both
in real and reciprocal space (see Sec. 3.2 for details). Effectively, therefore, going to
momentum space averages out persistent time-fluctuations which are seen in real space
when eigenstates are localized, an effect akin to self-averaging of extensive quantities in
disordered systems [100].
4.5.2 Many-body observables and failure of GGE
From the general analysis of Subsecs. 4.2.1 and 4.2.2 and the study of the one-body
Green’s functions of Sec. 4.5.1, we can conclude that many-body operators involving
a finite expansion in terms of momentum space operators cˆk, such as correlations
cˆ
†
k1
cˆk1 cˆ
†
k2
cˆk2 , will have time averages which coincide with GGE averages, regardless
the value of α. The same is true in the delocalized phase (α < 1) for many-body op-
erators with a finite expansion in real space, because the time fluctuations of Gj1j2(t)
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Figure 4.6.: Average value of δ2jj (top), with j = L/2, and δ
2
kk (bottom), with k = 0, for the
disordered long-range hopping model Hˆlrh as a function of the chain size L for different values of
α. The data are obtained starting from the ground state of a clean fermionic chain with nearest-
neighbor hopping and quenching to Hˆlrh with different values of α. The “Localized” points are
for α = 2, while the “Extended” points are for α = 0.5. We used 50 realizations of disorder. In all
cases we report the usual (arithmetic) mean (the error bar, when visible, is the standard deviation),
except for δ2jj in the localized phase, where we plot the median (the geometric mean, see Sec. 4.4
for details). In the inset, the IPR (see Eqs. (3.14) and (3.17) ) as a function of size. Notice how
for all cases (“Localized” and “Extended” quenches) the eigenstates of the final Hamiltonian are
“extended” in reciprocal space and consequently δ2k1k2 goes to zero for L → ∞. For a smoother
size scaling, each disorder realization of the largest L generated is employed, by removing the
same amount of sites from the two edges, to generate realizations for smaller L.
vanish. When α > 1 (localized phase) the GGE ability in describing time averages of
many-body operators is not guaranteed, because Gj1j2(t) have persistent time fluctu-
ations and Wick’s theorem is of no help. Here we will show that, when α > 1, GGE
fails in predicting the spatial density-density correlations ρˆj1j2 ≡ nˆj1 nˆj2 . To see this,
we compare, see Eqs. (4.24) and (4.25), the time average of ρj1j2(t) (i.e., a time average
of a sum of products of G’s) with the corresponding GGE average (a sum of products
of time averages). In Fig. 4.7 we plot ρj1j2(t), together with its running-time average
(i.e., t−1
∫t
0dt
′ ρj1j2(t
′)) and the GGE average for two chain sizes and two values of α.
First we notice that, as in the case of Gj1j2(t), increasing the size L in the delocalized
phase (α < 1) strongly decreases the time fluctuations, which are, on the contrary, unaf-
fected by L in the localized phase (α > 1). The second feature emerging from Fig. 4.7 is
that, while in the delocalized phase the time average tends to the GGE value, there is a
marked and clear discrepancy between the two in the localized phase.
The difference between the GGE average and the time average can be explicitly com-
puted using the same strategy (and assumptions) of Sec. 4.5.1:GGE error
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Figure 4.7.: Time evolution of ρj1j2(t), with j1 = L/2 and j2 = j1 + 1 (solid line), and its running-
time average t−1
∫t
0 dt
′ ρj1j2(t
′) (dashed line), for two different values of α and two different
sizes. The horizontal dash-dotted line is the GGE average for ρˆj1j2 . The data are obtained using
a single realization (see caption of Fig. 4.5 for details).
∆j1j2 ≡ 〈ρˆj1j2〉GGE − ρj1j2
= 〈cˆ†j1 cˆj1〉GGE〈cˆ
†
j2
cˆj2〉GGE −
∣∣∣〈cˆ†j1 cˆj2〉GGE∣∣∣2−
− lim
t→∞ 1t
∫t
0
dt′
[
Gj1j1(t
′)Gj2j2(t
′) − |Gj1j2(t
′)|2
]
= lim
t→∞ 1t
∫t
0
dt′
[
|δGj1j2(t
′)|2 − δGj1j1(t
′)δGj2j2(t
′)
]
=
∑
µ1µ2
(
|uj1µ1 |
2|uj2µ2 |
2 − u∗j1µ1uj1µ2uj2µ1u
∗
j2µ2
) ∣∣∣G0µ1µ2 ∣∣∣2 , (4.50)
where we first used the Wick’s expansions of 〈ρˆj1j2〉GGE and 〈Ψ(t)|ρˆj1j2 |Ψ(t)〉, then used
the relationships δGj1j2(t) = Gj1j2(t)− 〈cˆ†j1 cˆj2〉GGE and Gj1j2 = 〈cˆ
†
j1
cˆj2〉GGE (since GGE
works for one-body averages), and finally made use of Eq. (4.45) and of the no-gap-
degeneracy assumption. The result is closely reminiscent of Eq. (4.47) for δ2j1j2 , except
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that now the weights have two contributions. Using the relation |G0µ1µ2 |
2 = |G0µ2µ1 |
2
we can finally re-express ∆j1j2 as an explicitly positive quantity as follows:
∆j1j2 =
1
2
∑
µ1µ2
[
|uj1µ1 |
2|uj2µ2 |
2 + |uj1µ2 |
2|uj2µ1 |
2−
−
(
u∗j1µ1uj1µ2uj2µ1u
∗
j2µ2
+ c.c.
)] ∣∣∣G0µ1µ2 ∣∣∣2
=
1
2
∑
µ1µ2
∣∣uj1µ1uj2µ2 − uj1µ2uj2µ1 ∣∣2 ∣∣∣G0µ1µ2 ∣∣∣2 > 0 . (4.51)
This explicitly shows that, apart from the trivial cases in which all the terms in the
sum are zero (e.g., j1 = j2 = j, when ρˆjj = nˆjnˆj = nˆj becomes a one-body operator
for which GGE works and ∆jj = 0), the GGE average overestimates the time average
of ρˆj1j2(t), as exemplified in Fig. 4.7 for a single realization. The question now is
whether or not ∆j1j2 goes to zero for L → ∞. In Fig. 4.8 we plot the average value of
∆j1j2 as a function of L for the same set of quenches presented before. [∆j1j2 ]av goes
to zero in the thermodynamic limit in the “Extended” phase, and this confirms our
general analysis: the real-space Green’s functions have vanishing fluctuations in the
extended phase, and GGE works for many-body observables with a finite expansion.
On the contrary, in the “Localized” phase, [∆j1j2 ]
G
av = exp([ln∆j1j2 ]av) remains finite
even in thermodynamic limit, and since [∆j1j2 ]av > [∆j1j2 ]Gav (by Jensen’s inequality,
see App. C), this ensures that also [∆j1j2 ]av is finite for L → ∞. Clearly, the persistent
time fluctuations of the Green’s functions lead to time correlations between the Gj1j2(t)
appearing in the expansion of ρj1j2(t), see Eq. (4.24), which reduce the time average
with respect to the corresponding “sum of products” of time averages.
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Figure 4.8.: Average value of ∆j1j2 = 〈ρˆj1j2〉GGE − ρj1j2 , the discrepancy between the GGE
average and the time average, for the density-density correlation ρˆj1j2 = nˆj1 nˆj2 , as a function of
the chain size, for with j1 = L/2 and two values of j2 − j1. The data are obtained using the same
quenches of Fig. 4.6 (see its caption for details). In the localized phase (α = 2) we plot the median
[∆j1j2 ]
G
av = exp(
[
ln∆j1j2
]
av) because ∆j1j2 is there roughly log-normal distributed.
4.6 quenches with ising chains in transverse field
Let us now consider quenches with disordered Ising chains in transverse field, whose
Hamiltonian and properties are described in Sec. 3.3. The most important difference
52
4.6 quenches with ising chains in transverse field
with respect to the tight-binding chains used in the previous sections is the presence
of particle non-conserving (BCS-like) terms, which mix particles and holes. Because
of that, it is convenient to work with Nambu vectors, see Sec. 3.3, which make the
algebra similar to the previous one, with very similar results. In particular, we will
show that, due to disorder and localization of eigenstates, the time fluctuations of the
local magnetization σˆzj = 2cˆ
†
j cˆj − 1 remain finite; however, considering for instance, the
total magnetization mˆz =
∑
j σˆ
z
j /L which is extended over the whole chain, introduces
an infinite summation which effectively leads to a self-averaging of time fluctuations.
Computations and results shown in this section are published in Ref. [90].
Starting from Eq (4.11), assuming no energy degeneracy, the time fluctuations of
Gj1j2(t) read:
δGj1j2(t) =
∑
µ1 6=µ2
U∗j1µ1Uj2µ2e
2i(˜µ1−˜µ2)tG0µ1µ2 . (4.52)
In computing the time-averaged squared fluctuations of Gj1j2(t):
δ2j1j2 ≡ limt→∞ 1t
∫t
0
dt′
∣∣δGj1j2(t′)∣∣2 , (4.53)
we have to take care of gap degeneracies due to the particle-hole symmetry of the
spectrum ˜µ. To get compact equations we associate to every index µ ∈ [1,L] (such that
Γˆµ = γˆµ, with energy ˜µ > 0) an index µ¯ = µ+ L ∈ [L+ 1, 2L] (associated to Γˆµ+L = γˆ†µ,
and with energy −˜µ); similarly, for every µ ∈ [L+ 1, 2L] we define µ¯ = µ− L ∈ [1,L].
Using this notation and taking due care of the particle-hole symmetry, the value of δ2j1j2
turns out to be:
δ2j1j2 =
∑
µ1 6=µ2
∑
ν1 6=ν2
ei(˜µ1−˜µ2−˜ν1+˜ν2)tU∗j1µ1Uj2µ2Uj1ν1U
∗
j2ν2
G0µ1µ2G
0
ν2ν1
=
∑
µ1 6=µ2
∣∣Uj1µ1 ∣∣2 ∣∣Uj2µ2 ∣∣2 ∣∣∣G0µ1µ2 ∣∣∣2 − ∑
µ1 6=µ2
µ1 6=µ2
U∗j1µ1Uj2µ2Uj1µ2U
∗
j2µ1
∣∣∣G0µ1µ2 ∣∣∣2 ,
(4.54)
where the over-line denotes the infinite-time average, and we used the relation Γˆµ = Γˆ
†
µ.
The first term is due to the cases in which µ1 = ν1 and µ2 = ν2, similarly to what is
found in Eq. (4.46). The second term originates from particle-hole symmetry (present
even when the system is disordered) and occurs when µ1 = ν2 and µ2 = ν1. Similar to
what we have done for the tight-binding Hamiltonians, one can show that (the proof is
in App. D): ∑
µ1µ2
|〈Ψ0|Γˆ†µ1 Γˆµ2 |Ψ0〉|2 = L . (4.55)
Moreover, using the fact that U†U = 1 we can repeat the same observations presented
in Sec. 4.4 and Subsec. 4.5.1: if the eigenstates are delocalized (clean chain case) δ2j1j2
goes to zero for L → ∞, while δ2j1j2 remains finite when the eigenstates are localized.
For any finite disorder amplitude , the Hamiltonian HˆXY has always localized states
(see Sec. 3.3). This localization leads to persistent time fluctuations: δ2j1j2 > 0 in the
thermodynamic limit. This is shown in Fig. 4.9 where we plot the average value of
δ2σzj
= 4δ2jj (where δ
2
σzj
is the mean squared fluctuation associated to the observable σzj )
for a quench from the ground state of a clean Ising chain at the critical point ( = 0,
γ = 1, Jj = 1, and hj = 1) to a disordered Ising chain at the infinite randomness critical
point ( = 1, γ = 1, Jj ∈ [0, 2], and hj ∈ [0, 2]) [76].
We now show that, while each cˆ†j cˆj has non-vanishing time fluctuations, the aver-
age magnetization per site mˆz =
∑
j σˆ
z
j /L = 2
∑L
j=1 Ψˆ
†
j Ψˆj/L − 1 has vanishing time
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Figure 4.9.: Value of the mean squared fluctuation δ2A, with Aˆ the local transverse magnetization
σˆzj or the average magnetization per site mˆz, as a function of the chain size. The initial state is
the ground state of a clean Ising chain at the critical point ( = 0, γ = 1, Jj = 1, and hj = 1) and
the final Hamiltonian is a disordered Ising chain at the infinite-randomness critical point ( = 1,
γ = 1, Jj ∈ [0, 2], and hj ∈ [0, 2]). Data obtained with 50 disorder realizations. For a smoother size
scaling, each disorder realization of the largest L generated is employed, by removing the same
amount of sites from the two edges, to generate realizations for smaller L. For Aˆ = σˆzj we plot
the median [δ2σzj ]
G
av = exp([ln δ2σzj ]av) because δ
2
σzj
is roughly log-normal distributed.
fluctuations for large L, due to cancellations reminiscent of self-averaging in extensive
observables [100]. Indeed, δmz(t) = 2
∑L
j=1 δGjj(t)/L, which implies that:
δmz(t) =
∑
µ1 6=µ2
2
L
L∑
j=1
U∗jµ1Ujµ2
 e2i(˜µ1−˜µ2)tG0µ1µ2 ,
i.e., an expression entirely similar to Eq. (4.52) for δGj1j2(t) except for the weight
U∗j1µ1Uj2µ2 which is now replaced by the averaged weight wµ1µ2 = 2
∑
jU
∗
jµ1
Ujµ2/L.
With the same steps done to obtain Eq. (4.54), we finally get that the mean squared
long-time fluctuations of mˆz are:
δ2mˆz =
∑
µ1 6=µ2
∣∣wµ1µ2 ∣∣2 ∣∣∣G0µ1µ2 ∣∣∣2 − ∑
µ1 6=µ2
µ1 6=µ2
wµ1µ2w
∗
µ1µ2
∣∣∣G0µ1µ2 ∣∣∣2 , (4.56)
which is definitely different from Eq. (4.54), the site average having been performed
before taking the squared time fluctuations. In Fig. 4.9 we plot δ2mˆz , i.e. the mean
squared fluctuation associated to mˆz, averaged over disorder realizations, as a function
of the chain size L: we clearly see that, even if the eigenstates of HˆXY are localized, the
time fluctuations of mˆz decay, and δ2mˆz → 0 in the thermodynamic limit. This behavior
for mˆz is similar to that of the Green’s functions Gk1k2(t) for the disordered long-range
hopping fermions analyzed in Sec. 4.5.1, where the infinite site summations lead to a
cancellation of the time fluctuations of the various terms.
4.7 discussion of the results
Let us discuss some of the most relevant recent papers appeared in the literature, in
the light of what we have presented in this chapter.
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A detailed analysis of the validity of GGE averages for quantum quenches where
the final Hamiltonian is integrable, disorder-free, and translationally invariant (the 1D
quantum Ising/XX spin chains and the Luttinger model) has been made by Cazalilla et
al. [23], showing that, for a general class of initial states |Ψ0〉, the time fluctuations
of the one-body Green’s functions vanish and the GGE averages are correct, in the
thermodynamic limit, for both local and nonlocal observables. These results are in
complete agreement with what we have shown here, since homogeneous Hamiltonians
have extended eigenstates and the time fluctuations of the one-body Green’s functions
decay for t → ∞. In our study, we have extended the analysis of Ref. [23] to quantum
quenches with a final Hamiltonian Hˆwhich is disordered: we have shown that the local-
ization properties of Hˆ are crucial for the relaxation of time fluctuations and, ultimately,
also for the validity of the GGE. In particular, we showed that, for one-body operators,
infinite-time averages are always reproduced by GGE, while for many-body operators,
the localization of eigenstates of Hˆ and the ensuing absence of relaxation of one-body
real-space Green’s functions are, in principle, dangerous for the validity of GGE.
Given a finite-size system and an observable Aˆ, we can think of the expectation value
A(t) as a random variable. Its probability distribution P(A) is the probability density to
find A(t) equal to A at any time t from t = 0 to t→∞. 3 For integrable Hamiltonians,
Venuti et al. [101] have conjectured that, in most cases, for the time fluctuations of a
finite system of size L a central limit theorem can be formulated, leading to what they
call “Gaussian equilibration”: P(A) displays a Gaussian distribution with a standard
deviation σA/A which decreases as 1/
√
L for large L. They corroborated this conjecture
with numerical computations using clean XY and tight-binding models, and extensive
observables: the total magnetization in the XY model and the number of particles in a
portion of the chain in the tight-binding model. If we take Aˆ = cˆ†j1 cˆj2 , we have that
A(t) = Gj1j2(t), and the mean squared fluctuation δ
2
j1j2
, defined in Eq. (4.34), is ex-
actly the variance σ2A of P(A) just introduced. In our results, in agreement with the
“Gaussian equilibration” conjecture, δ2j1j2 goes like 1/L when the long-time fluctuations
vanish in the thermodynamic limit (i.e., when the final Hamiltonian has extended eigen-
states). We have also seen that this is not true for all observables and quenches: δ2j1j2
doesn’t vanish when the single-particle eigenstates of the after-quench Hamiltonian are
localized. Notice however that, unlike the observables considered in Ref. [101], the op-
erator cˆ†j1 cˆj2 is local in space. For instance, in the Ising/XY chain, we have seen that the
mean squared fluctuation δ2mˆz of the total magnetization (i.e., the sum of all the local
magnetizations), vanishes as 1/L, even in presence of disorder. This is in agreement
with the “Gaussian equilibration” conjecture for extensive observables.
Quantum quenches with integrable Hamiltonians having a transition between ex-
tended and localized states have been analyzed in two recent works, by Gramsch et
al. [102] and Kay et al. [103]. They have studied the Aubry-Andre´ model [85] for
fermions [103] and hard-core bosons [102, 103] in a one-dimensional quasiperiodic po-
tential. For fermions, the Hamiltonian is
Hˆf =
L−1∑
j=1
(cˆ†j cˆj+1 + h.c.) + λ
L∑
j=1
cos(2piσj)nˆfj , (4.57)
where cˆ†j (cˆj) creates (annihilates) a fermion at site j, nˆ
f
j ≡ cˆ†j cˆj, while for bosons:
Hˆb =
L−1∑
j=1
(bˆ†j bˆj+1 + h.c.) + λ
L∑
j=1
cos(2piσj)nˆbj , (4.58)
where bˆ†j (bˆj) creates (annihilates) a hard-core boson at site j, nˆ
b
j ≡ bˆ†j bˆj; in both cases
σ is an irrational number, and λ is the strength of the quasiperiodic potential. For these
3 P(A) is a Dirac delta if the fluctuations of A(t) vanishes at long times, but here we are considering finite
systems, for which time fluctuations do not vanish.
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Hamiltonians the quasiperiodic on-site potential is able to induce a transition to a phase
with localized eigenstates [85] at a finite strength of λ = 2.
Let us first focus on the fermionic Hamiltonian Hˆf. Ref. [103] 4 considers two one-
body operators, the local density nˆfj, and the momentum distribution
mˆfk =
1
L
∑
j1j2
eik(j1−j2)cˆ†j1 cˆj2 .
The time evolutions of these operators coincide exactly with the diagonal Green’s func-
tions Gjj(t) and Gkkk(t) defined in Eqs. (4.41). Ref. [103] shows that, when the single-
particle eigenstates of the final Hamiltonian are extended (λ < 2), independently from
the initial value of λ, the long-time fluctuations of nˆfj vanishes in the thermodynamic
limit, while the long-time fluctuations of mˆk remain finite. The opposite situation is
found when the single-particle eigenstates are localized (λ > 2). For quenches with
the Hamiltonian Hˆlrh, we have seen that the long-time fluctuations of Gkkk(t) always
vanish in the thermodynamic limit, both when the after-quench Hamiltonian is in the
extended phase (i.e., α < 1) and in the localized phase (i.e., α > 1). This difference is
due to the self-duality of the Aubry-Andre´ model [104]: for Hˆf, single-particle extended
states in real space are localized in momentum space, and localized states in real space
are extended in momentum space. For Hˆlrh, on the contrary, the states are extended in
momentum space in both phases. Therefore, the results for Gjj(t) and Gkkk(t) presented
in Ref. [103] are in perfect agreement with the analysis of the present chapter.
Let us now focus on the results for the bosonic Hamiltonian Hˆb. This Hamiltonian can
be diagonalized by mapping it, through the usual Jordan-Wigner transformation [77],
onto the fermionic version of the same Hamiltonian Hˆf. The difference between the two
models arises from the non-local nature of the Jordan-Wigner transformation: in the
bosonic Hamiltonian, one-body operators in term of bosons, may become many-body
operators when rewritten in terms of fermions, due to the so-called Jordan-Wigner
string [77]. Ref. [102] considered, among others, the bosonic local density nˆbj , which
remains a one-body operator even in terms of fermions, and the momentum distribu-
tion for bosons mˆbk =
∑
j1j2
eik(j1−j2)bˆ†j1 bˆj2/L, a many-body operator when written
in terms of fermions. Since nˆbj = nˆ
f
j, as just discussed, the results for nˆ
b
j are in agree-
ment with what we have shown in this chapter. Concerning mˆbk, the numerical results
of Ref. [102] show that, when the eigenstates of the final Hamiltonian are extended
(λ < 2), the long-time fluctuations vanish, and GGE predicts the time averages quite
well, consistently with our analysis; when the eigenstates of the final Hamiltonian are
localized (λ > 2), the situation is more complex: the time fluctuations of mˆbk appear
to vanish, but GGE seems to fail. The failure of GGE in predicting time averages of
a many-body observable like mˆbk when persistent time fluctuations of the one-body
Green’s functions are at play (localized phase, λ > 2) is perfectly in line with our results
(see Sec. 4.5.2). What is definitely beyond our analysis, but not in contradiction with
it, is the fact that the time fluctuations of mˆbk relax for large t: this is likely an effect
of cancellation of fluctuations due to the summation of many terms, similar to what
we have found for extensive operators (see Sec. 4.6) or for momentum space Green’s
functions (see Sec. 4.5.1).
Another paper quite relevant for our study is that of Khatami et al. [29], where they
analyze quenches with a final Hamiltonian similar to our Hˆlrh, Eq. (3.20), supplemented
by an interaction term V
∑
i(nˆi − 1/2)(nˆi+1 − 1/2) which in principle makes the prob-
lem non-integrable. Two comments are in order here. First, as shown in Ref. [29],
interactions do not change the picture dramatically: numerically, a metal-insulator tran-
sition occurs around α ∼ 1÷ 1.2, with a quite clear metallic phase for α . 1, and an
4 Ref. [103] also proves that the GGE describes the time averages of any one-body observables, the same
relation we have shown in Sec 4.2.1 and published in Ref. [90] before Ref. [103] appeared. The proof given
is slightly different from ours: one projects the operator ρˆ(t) ≡ |Ψ(t)〉〈Ψ(t)| onto the single-particle sector
of the Hilbert space, and then shows that its time average is equal to corresponding single-particle density
matrix predicted by the GGE.
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insulating one for α & 1.2. Second, by comparing after-quench time averages with the
microcanonical average for the momentum distribution function cˆ†kcˆk and the density-
density structure factor
∑
ml e
ik(l−m)nˆlnˆm/L, Ref. [29] shows that quenches in the
metallic phase (α . 1) are well described by the microcanonical ensemble, while ther-
malization appears to break down when quenching to the insulating phase (α & 1.2).
These results are definitely in line with what we have found, and suggest that, inde-
pendently of the integrability of the Hamiltonian, the localization properties of Hˆ are
crucial for the after-quench thermalization.
Quenches with disordered spin-1/2 quantum Ising chain with random on-site disor-
der both in the longitudinal couplings and in the transverse field are studied in Ref. [28].
They examine the behavior of the two-point correlator of the order parameter σˆx, i.e.,
Cxxt (t
′, r) ≡ 〈Ψ(t)|σˆx
L/2
(t′)σˆx
L/2+r|Ψ(t)〉. We focus here on their results for the equal-
time correlation Cxxt (r) ≡ Cxxt (t′ = 0, r), and we denote by CxxGGE(r) the corresponding
GGE value. The observable σˆx
L/2
σˆx
L/2+r is, in terms of Jordan-Wigner fermions, a r-
body operator involving cˆj and cˆ
†
j with j = L/2, . . . ,L/2+ r. This means that, at any
fixed value of r, the Wick’s expansions of Cxxt (r) and C
xx
GGE(r) have a finite number of
terms and can be written, apart for a sign, as the Pfaffian of a 2r× 2r matrix [77]. There-
fore, in the light of what we have seen in this chapter, we can expect two things: i) the
time fluctuations of Cxxt (r) do not vanish in the long-time limit, and ii) the GGE aver-
ages might fail in estimating its time average. For any finite value of disorder Caneva et
al. [28] show that the disorder average of |CxxGGE(r)| is different from the disorder average
of |Cxxt (r)| (notice that the latter value is computed at a given time t, and it is not a time
average). They also show that while the average value of |Cxxt (r)| tends to a constant
value for r→∞, the GGE average decays exponentially. 5
Finally, let us mention a technical point related to the relaxation of time fluctuations
of general many-body operators for non-integrable models [105, 106]. In principle, with
the technique we have used for one-body Green’s functions of free-particle models, one
could compute the time-averaged squared fluctuation limt→∞ 1/t ∫t′0 dt′ |δA(t′)|2 for a
general operator Aˆ, starting from Eq. (2.23). However, to make progress, one would
need to stipulate something about gap degeneracies in the many-body spectrum, i.e.,
Eα−Eβ = Eα′ −Eβ′ with α 6= α′ and β 6= β′ (apart from the trivial case α = β and α′ =
β′). (The assumption of the absence of gap degeneracies is often used in the literature,
and dates back to the original paper of von Neumann [2, 3], who, however, carefully
stipulates it to hold only within each microcanonical energy shell, and not for the many-
body spectrum at large.) The condition of absence of gap degeneracies [105] is clearly
untenable for models with non-interacting quasiparticles: you can produce an expo-
nentially large number of many-body states |α′〉 and |β′〉 whose spectral gap Eα′ − Eβ′
coincides exactly with Eα − Eβ: simply operate on |α〉 and |β〉 by applying, in identical
fashion, an arbitrary number of particles and/or holes, |α ′〉 = γˆ†µ1 γˆ†µ2 · · · γˆ†µn |α〉, and
|β ′〉 = γˆ†µ1 γˆ†µ2 · · · γˆ†µn |β〉. Then Eα ′ − Eα = Eβ ′ − Eβ = µ1 + µ2 + · · · µn because
quasiparticles do not interact, and therefore Eα′ − Eβ′ = Eα − Eβ. One might argue
that this proliferation of exactly degenerate gaps is a peculiarity of models with non-
interacting quasiparticles [106]: interaction effects might change the picture completely.
This is definitely an interesting point, which deserves further studies, but certainly also
a very hard one, because the combination of disorder and interactions makes the anal-
ysis highly non-trivial. Nevertheless, let us mention the following simple argument.
Suppose that quasiparticles interact, but there is still an exponentially large (in the
number of particles N) number of states with very small spectral gap differences ∆:
Eα − Eβ = Eα′ − Eβ′ +∆. Then, all these spectral gap quasi-degeneracies will appear,
5 Even thought this might be a signature of the fact that GGE is failing, as we indeed expect, there is a technical
issue to point out, related to the presence of an absolute value before taking the disorder average: from our
analysis, we expect that the time fluctuations of Cxxt (r) do not vanish, but there is no reason to expect that
[|Cxxt (r)|]av, at any fixed t, should coincide with [|C
xx
t (r)|]av, even if [C
xx
t (r)]av = [C
xx
GGE(r)]av.
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effectively, as true degeneracies until a time t ∼  h/∆ is reached, and that time might
indeed be very large.
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5 WE IGHTED WANG-LANDAUALGOR ITHM
As seen in the previous chapters, interesting quantities often involve a sum over the
Hilbert space basis set which can be a source of some difficulty, even when considering
quadratic fermionic models, as we have restricted to. Consider, for instance, the diago-
nal average of an observable Aˆ after a quench of the Hamiltonian from Hˆ0, with initial
state |Ψ0〉, to Hˆ:
〈Aˆ〉D ≡
∑
α
|cα|
2Aαα . (5.1)
Here, in principle, we should take the sum over all the (many-body) eigenstates |α〉 of
Hˆ, an exponentially large number of states, calculating for each of them cα ≡ 〈α|Ψ0〉
and the associated matrix element Aαα ≡ 〈α|Aˆ|α〉. The quadratic nature of the problem
will make life easy because we can avoid the exponentially large Hilbert space sum by
switching to a dynamical time-dependent quantity which can be easily expressed in
terms of single-particle Green’s functions. 1 But suppose that you want to know more
than just the diagonal average 〈Aˆ〉D, and pretend to have information on the whole
distribution of the values of Aαα accessed after the quench [8, 52], i.e.,
ρD(A) ≡
∑
α
|cα|
2 δ(A−Aαα) , (5.2)
of which 〈Aˆ〉D is just the average: 〈Aˆ〉D =
∫
dAρD(A) A. Here there is, evidently, a
problem: knowing the distribution of A requires exploring the full many-body Hilbert
space, summing over the eigenstates |α〉, and this exhaustive enumeration would restrict
our calculations to exceedingly small sample sizes, although all information on cα and
Aαα can be calculated by just solving one-body problems (hence, for much larger sizes).
A similar problem occurs in considering, for instance, the corresponding generalized
Gibbs ensemble (GGE) average: 2
〈Aˆ〉GGE ≡
∑
α
e−
∑
µ λµn
α
µ
ZGGE
Aαα , (5.3)
where µ labels the quasiparticle modes of Hˆ, nαµ ≡ 〈α|cˆ†µcˆµ|α〉 = 0, 1 are the fermionic
occupations of state |α〉, ZGGE is the GGE partition function, and the Lagrange multi-
pliers λµ are fixed by requiring 〈Ψ0|cˆ†µcˆµ|Ψ0〉 = 〈cˆ†µcˆµ〉GGE. Once again, this average is
rather trivially calculated in terms of single-particle quantities, for the quadratic prob-
lems we are dealing with, but the corresponding distribution 3
ρGGE(A) ≡
∑
α
e−
∑
µ λµn
α
µ
ZGGE
δ(A−Aαα) , (5.4)
1 If Aˆ is a one-body operator we can use Eq. (4.20), while if it is many-body we have 〈Aˆ〉D = A =
limt→∞ 1/t ∫t0 dt′A(t′), where A(t′) ≡ 〈Ψ(t)|Aˆ|Ψ(t)〉 can be expanded with the Wick’s theorem. A
practical example is the ρj1j2 computed in Eq. (4.50).
2 The generalized Gibbs ensemble is the relevant ensemble for quenches with quadratic fermionic models,
but a similar situation occurs for the usual statistical ensembles, i.e., microcanonical, canonical and grand-
canonical.
3 Concerning the issue of thermalization after a quench, we might indeed expect that, if Aˆ thermalizes,
not only the mean values of ρD(A) and ρGGE(A) are equal, i.e., 〈Aˆ〉D ≡
∫
dAρD(A)A = 〈Aˆ〉GGE ≡∫
dAρGGE(A)A, but also the two distributions should have a somewhat “similar look” in the thermody-
namic limit; at least this is what a good statistical ensemble should do.
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requires a difficult sum over the Hilbert space. 4
Quite generally, we might summarize the problem as follows: how can we obtain
information on weighted distributions (or density of states)
ρw(A) ≡
∑
α
wαδ(A−Aα) , (5.5)
with positive weights 5 wα, when both wα and Aα are “easily calculated” but the sum
over α runs over an exponentially large “configurations space”?
In this chapter we will introduce a Monte Carlo method — obtained by a rather nat-
ural extension of the Wang-Landau algorithm (WLA) [41–43] — which will allow us to
compute weighted distributions of the form of Eq. (5.5). The WLA, proposed in 2001 by
F. Wang and D.P. Landau, is a Monte Carlo method designed to compute the density
of states of a classical statistical mechanics problem. The algorithm performs a non-
Markovian random walk to build the density of states by overcoming the prohibitively
long time scales typically encountered near phase transitions or at low temperatures.
Besides the classical Ising and Potts models studied in the original papers [41–43], the
method has been applied to the solution of numerical integrals [107], folding of pro-
teins [108] and many other problems.
Here is the plan of the chapter. In Sec. 5.1 we briefly summarize the WLA. In Sec. 5.2
we show how this algorithm can be extended to compute weighted densities of states.
In Sec. 5.3 we apply this algorithm, for illustration purposes, to the computation of
the free energy as a function of magnetization for the classical two-dimensional Ising
model. Finally in Sec. 5.4 we show how the weighted-WLA can be used to compute
distributions related to quantum quenches with quadratic fermionic models.
5.1 wang-landau algorithm
In this section we briefly overview the Wang-Landau algorithm (WLA) by describing
the method, with a few useful remarks.
Let us consider a classical system with a discrete configuration space (for instance,
the two-dimensional Ising model). Let us denote with α a configuration (state) of the
system and with Aα the value that a given physical quantity assumes on such a state.
The distribution function of the values of Aα is defined as:
ρ(A) ≡ 1
N
∑
α
δAAα , (5.6)
where δxy is the Kronecker delta (for real variables) and N is the total number of
states. 6 When an exhaustive enumeration is not feasible (the configuration space usu-
ally increases exponentially with the system size) the computation of ρ(A) requires an
approximate numerical approach. The WLA is a powerful Monte Carlo algorithm to
compute ρ(A). The idea behind the algorithm originates from the following observa-
tion: Let us consider a Monte Carlo procedure where, from an initial state αwe generate
a new α′ with probability T(α′|α), which we assume to be ergodic (i.e., any state can
4 In some cases, for the GGE ensemble, some analytical progress might follow from appropriately representing
the Dirac’s delta, for instance as:
δ(x) =
1
2pii
lim
→0
(
1
x− i
−
1
x+ i
)
.
(Private communication by Fabio Franchini.) Alternatively, one might try to compute the generating function
of the distribution moments by taking the Fourier transform of ρGGE(A). We have not explored these
possibilities.
5 Evidently wα = |cα|2 for the diagonal distribution above, while wα = e−
∑
µ λµn
α
µ/ZGGE for the GGE
distribution.
6 The presence of the Kronecker delta, in place of the Dirac delta, is essentially due to the fact that to compute
physical quantities we will use discrete sums over the possible values ofAα, rather than continuous integrals.
60
5.1 wang-landau algorithm
be reached from any other state in a finite number of steps), and we accept α′ with
probability:
R(α′|α) ≡Min
[
1,
ρ˜(Aα)
ρ˜(Aα′)
T(α|α′)
T(α′|α)
]
, (5.7)
where ρ˜(A) is a given function of A. This is, in essence, a Metropolis Monte Carlo
algorithm designed to converge towards an equilibrium distribution given by P(α) =
c/ρ˜(Aα), where c is a normalization constant. 7 Now suppose that at each Monte Carlo
step we update a histogram h(A) with the rule h(Aα) → h(Aα) + 1, where α is the
visited state (i.e., the new proposed state α′ if accepted, the original α if α′ is rejected).
At equilibrium, after Ns steps, the mean histogram is:
h(A) =
∑
α
NsP(α)δAAα = cNs
∑
α
1
ρ˜(Aα)
δAAα =
cNs
ρ˜(A)
∑
α
δAAα
= cNsN
ρ(A)
ρ˜(A)
, (5.8)
where we used the expression of P(α) and the definition of ρ(A) in Eq. (5.6). There-
fore, if ρ˜(A) is a good approximation to ρ(A), this random walk generates, apart for
statistical fluctuations, a flat histogram h(A). We have, in this way, a tool for checking
if a proposed ρ˜(A) is a good approximation for ρ(A), but we still don’t know how to
generate it. The WLA is an algorithm in which ρ˜(A) improves while the Monte Carlo
walk is going on. The steps are the following: Wang-Landau
algorithm
(0) fix a modification factor f > 1, and set ln ρ˜(A) = 0 and h(A) = 0 for all possible
values of A;
(1) start the random walk using Eq. (5.7) and update at each step the histogram h(A)
and the density of states ρ˜(A) with the rules h(Aα) → h(Aα) + 1 and ln ρ˜(Aα) →
ln ρ˜(Aα) + ln f;
(2) stop the random walk when h(A) is almost flat (this condition can be implemented
in many ways; here we require, as in the original papers, that h(A) > 0.8h for all
values of A, where h is the mean histogram value). From the previous analysis, ρ˜(A)
is a good approximation of ρ(A) (more precisely: ln ρ˜(A) is a good approximation
of ln ρ(A) with a discrepancy of order ln f);
(3) reduce the value of f → √f, reset h(A) = 0 and restart from step (1). Stop the loop
when ln f is smaller than the desired value of discrepancy .
A few important observations are in order: (i) With this procedure we violate the de-
tailed balance because, at each step, we update the density of states ρ˜(A) and this could,
in principle, harm the convergence to a flat histogram h(A). (ii) Why ρ˜(A) should ac-
tually converge towards ρ(A)? The answer comes by looking at Eq. (5.8): if we accept
too many times states with a given value of A (i.e., h(A) is large for this value), this
means that ρ˜(A) is underestimated with respect to ρ(A) and therefore increasing ρ˜(A)
we get closer to the true density. (iii) Why the density of states update is multiplica-
tive, i.e. linear in logarithmic scale? This is due to the exponential behavior of the
density of states: ρ(A) in different histogram bins has usually differences of orders of
magnitude and a linear update would slow down the convergence. (iv) At the end of
the computation ρ˜(A) is a good approximation of ρ(A) up to a normalization factor
(indeed any ρ˜(A) proportional to ρ(A) would produce a flat histogram, see Eq. (5.8)).
This problem could be overcome by knowing the exact value of ρ(A) at one value of
A [41–43] or by normalizing the obtained ρ˜(A) (which could be numerically dangerous
7 The equilibrium distribution of a Markov chain can be obtained by imposing the detailed balance condition:
P(α)R(α′|α) = P(α′)R(α|α′).
61
weighted wang-landau algorithm
because ρ˜(A), as mentioned above, usually spans many orders of magnitude 8). (v)
In general we don’t know a priori the set of values which Aα can take, but only the
range ∆A in which Aα is defined. In these cases, as customary for histograms, we can
split the domain ∆A into an appropriate number of intervals and collect histograms for
ln ρ˜(A) and h(A) in those intervals. This is exactly equivalent to the replacement of
the quantity Aα with a coarse-grained version of it, in which Aα is approximated to
the central value of the nearest interval. Moreover, in general, we do not know if all
the intervals can be visited. Therefore, in principle, we can not properly check if h(A)
is flat because there might be bins which are always empty. Practically, we overcome
this issue with a Wang-Landau “zero run”: fixing ln f to its initial value, we perform a
fixed number of steps (proportional to the system size), without checking the flatness
of h(A) but updating ln ρ˜(A), and storing the list of intervals that are actually visited.
After this preliminary run, we start the real WLA and we check the flatness of h(A) in
the accessible intervals. If, during the “main” run, we visit a new interval not contained
in the list, we restart the WLA 9 adding the new interval to the list of those that have
to be visited. (iv) Practically, we always store the more manageable ln ρ˜(A), rather than
ρ˜(A), often an astronomically large number which cannot be represented with a 64-bit
double-precision number.
In Sec. 5.3 we will illustrate the application of this algorithm to the classical two-
dimensional Ising model, one of the systems used by Wang and Landau to test the
algorithm [41–43].
5.2 weighted wang-landau algorithm
In this section we discuss an extension of the WLA which can be used to compute
weighted density of states.
Let us consider again a system with a discrete configuration space, a given physical
observable A, and define the weighted density of states:
ρw(A) ≡
∑
α
wαδAAα , (5.9)
where wα is a positive weight. We will now show how to modify Eq. (5.7) to compute
ρw(A) with a WLA-like procedure.
Consider a generic function ρ˜w(A) and set up a random walk in which, given a state
α, a new state α′ is generated with probability T(α′|α) and accepted with probability:
R(α′|α) = Min
[
1,
wα′
wα
ρ˜w(Aα)
ρ˜w(Aα′)
T(α|α′)
T(α′|α)
]
. (5.10)
With this Metropolis Monte Carlo prescription the equilibrium distribution, which ful-
fills the detailed balance, is P(α) = cwα/ρ˜w(Aα). As in the WLA, while the random
walk goes on, we collect an histogram h(A), and at each visited state α we update
h(Aα)→ h(Aα) + 1. At equilibrium, after Ns steps, the mean histogram is:
h(A) =
∑
α
NsP(α)δAAα = cNs
∑
α
wα
ρ˜w(Aα)
δAAα =
cNs
ρ˜w(A)
∑
α
wαδAAα
= cNs
ρw(A)
ρ˜w(A)
. (5.11)
8 The normalizations requires the computation of
∑
A ρ˜(A) =
∑
A e
ln ρ˜(A) (ln ρ˜(A) is the stored quantity),
and to compute numerically this summation we can use the following trick: we find ln ρ˜max, the maximum
value of ln ρ˜(A), and then ln[
∑
A ρ˜(A)] = ln ρ˜max + ln[
∑
A e
ln ρ˜(A)−ln ρ˜max ], where the summation now
contains only positive terms smaller or equal to 1.
9 We set ln f to its initial value, and reset h(A) = 0 but we do not erase ln ρ˜(A), in order not to lose the
information accumulated so far.
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Exactly as for the WLA, if ρ˜w(A) is a good approximation to ρw(A) the histogram
h(A) is almost flat. Therefore, closely inspired by the WLA, we define the following
algorithm: Weighted
Wang-Landau
algorithm(0) fix a modification factor f > 1, and set ln ρ˜w(A) = 0 and h(A) = 0 for all values of
A;
(1) start the Monte Carlo procedure using Eq. (5.10) and update at each step the his-
togram and the weighted density of states with the rules h(Aα) → h(Aα) + 1 and
ln ρ˜w(Aα)→ ln ρ˜w(Aα) + ln f;
(2) stop the random walk when h(A) is almost flat (i.e., as before, h(A) > 0.8h for all
values of A, where h is the mean histogram value). For the previous observations, at
the end of this step ln ρ˜w(A) is a good approximation to ln ρw(A) with a discrepancy
of order ln f;
(3) reduce the value of f → √f, reset h(A) = 0 and restart the procedure from step (1)
using the ρ˜w(A) just obtained. Stop this loop when ln f is smaller than the desired
discrepancy .
After introducing this extension of the WLA, we have found a reference in the literature
[109, 110] where the essence of the algorithm is presented for the case in which wα
is the Boltzmann distribution, with the aim of computing the free energy profile as a
function of a reaction coordinate.
Let us return for a moment to the unweighted density of states and the original
WLA. A first trivial observation is that, as it should be, the weighted-WLA with wα =
1/N coincides with the WLA. In many situations, when the size of the configuration
space is too big and the density of states ranges over too many orders of magnitude,
it is convenient, in computing ρ(A), to run many WLA over small domains ∆(i)A =
[A
(i)
min,A
(i)
max]. Indeed, the update rule of the WLA has to be changed to avoid that,
during the random walk, Aα leaves the domain ∆
(i)
A . This trick was already used in the
first papers by Wang and Landau, when dealing with the largest sizes [41]. To avoid
leaks from ∆(i)A the empirical solution was to reject any proposal to states α
′ with Aα′ /∈
∆
(i)
A , without any update of ρ˜(A) and h(A). With this prescription, however, there are
“boundary effects”, actually a systematic underestimation of the density of states at the
borders of the intervals [111]. 10 Schulz et al. [111] showed phenomenologically that
such boundary effects are eliminated by using the rather obvious update rule: given
a proposal α′, if Aα′ is outside the interval we remain in α and we update h(A) and
ln ρ˜(A) using the state α, otherwise we accept α′ with the usual role. This update
rule can be obtained rigorously by using our weighted-WLA. Indeed, the density of
states in a restricted range ∆(i)A is proportional to a weighted density of states in which
wα = 1when Aα ∈ ∆(i)A , and zero otherwise. With these weights, the update rule of the
weighted-WLA is exactly the one obtained phenomenologically by Schulz et al. [111].
5.3 the ising model
One of the first systems in which the WLA was used is the two-dimensional Ising
model [41–43]. The two-dimensional Ising model with nearest-neighbor interactions on
a L× L square lattice is described by the Hamiltonian:
H = −J
∑
〈j1j2〉
sj1sj2 , (5.12)
10 Wang and Landau in Ref. [41] overcame this problem by allowing small overlaps between adjacent intervals,
and then cutting away the bins affected by this “boundary effect”.
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where sj = {−1, 1} is the spin in site j, J is the coupling and the sum runs over nearest-
neighbor sites. The phase diagram of this Hamiltonian is well known: there is a second-
order phase transition at the critical temperature Tc/J ≈ 2.269 (we fixed kB = 1), sep-
arating the high-temperature disordered phase from the low temperature one, where
ferromagnetic order (spontaneous magnetization) sets in. The number of states as a
function of energy
g(E) ≡
∑
α
δEEα = 2
Lρ(E) , (5.13)
is a very useful quantity. 11 Once g(E) is computed, many thermodynamic properties
can be obtained at any temperature T without performing other simulations. Some
examples are: the partition function Z(T) =
∑
α e
−βEα =
∑
E g(E)e
−βE (β ≡ 1/T and
the last sum is over the allowed energies), the Gibbs free energy F(T) = −T lnZ(T), the
entropy and the specific heat [41]. 12 In their first works, Wang and Landau used the
WLA to compute g(E) [41–43], and the Monte Carlo proposals were random spin flips.
In Fig. 5.1 there is a plot of the density of states g(E) they have obtained for L = 256.
In this case the computed lng(E) can be normalized using the relation g(−2JL2)[=
g(2JL2)] = 2. Notice that the configuration space is in this case huge, 2256×256 ≈
1019728 states, and an exhaustive enumeration is impossible. With the obtained g(E)
they were able to compute, for temperatures ranging from 0 to 8J, the internal energy,
with relative errors smaller than 0.09% [42], the entropy, with relative errors smaller
than 1.2% [42], and the specific heat (see inset of Fig. 5.1), with relative errors smaller
than 4% [41].
Figure 5.1.: Logarithm of the density of states log10 g(E) computed in Ref. [42] with the WLA
for the two-dimensional Ising model. The parameters are L = 256, J = 1,  = 10−7, and the
computation reached convergence after 6.1 · 106 Monte Carlo sweeps of the whole lattice. To
speed up the calculation, the allowed energy region has been divided into 15 energy intervals,
and the density of states has been estimated for each interval with independent random walks.
In the inset, taken from Ref. [41], a plot of the specific heat computed using the g(E) obtained.
Not all the physically interesting quantities are directly accessible with g(E) and a
plain WLA. Consider, as an example, the free energy as function of the magnetization
order parameter:
F(M) ≡ − 1
β
lnZ(M) , (5.14)
11 Notice that g(E) is defined over a discrete set of energies, i.e., E = −2J(L2 − 2n) where n = 0, . . . ,L2,
with n 6= 1 and n 6= L2− 1.
12 Computing g(E) not only drastically reduces the computational effort, by avoiding multiple simulations for
different temperatures, but it also overcomes problems connected with the slow kinetics at low temperature
or near Tc.
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where:
Z(M) ≡
∑
α
e−βEαδMMα , (5.15)
and Mα =
∑
j s
α
j is the total magnetization of the configuration α. In this case, the
standard WLA cannot be directly used. The only way out would be to compute, with
a WLA, the joined density of states g(E,M), i.e., the number of states with energy E
and magnetization M, and then trace over E to get Z(M) =
∑
E e
−βEg(E,M). The
drawback of this approach is that the computation of two-dimensional density of states
has a slower convergence. An example of such a calculation for the three-dimensional
Ising model can be found in Ref. [43]. The function Z(M) has exactly the structure of
a weighted density of states (see definition in Eq. (5.9)), and an alternative approach is
to use the weighted WLA we have illustrated. In Fig. 5.2 we plot the free energy per
site, i.e., f(m) ≡ F(mL2)/L2, for two temperatures, a T > Tc and a T < Tc. This quantity
illustrates the phase transition in a very direct way: For T > Tc, the free energy has
a single minimum at m = 0 (the disordered phase), while for T < Tc, f(m) displays
two symmetric minima, separated by a barrier fb ≡ f(m = 0) − fmin, where fmin is the
minimum free energy. In the inset of Fig. 5.2 we show the barrier free-energy per site fb
as a function of L, and we see that it scales as 1/L as expected for the two-dimensional
Ising model [112]. This power law comes from the fact that, in going from the minimum
at m < 0 to the other minimum, at m > 0, the system has to pay for the creation of
a domain wall separating two domains of opposite magnetization; the free energy for
the formation of the domain wall scales as L, leading to the 1/L scaling in the barrier
free-energy per site. With the weighted-WLA we were able to compute the free energy
F(M) for sizes up to L = 256, without splitting the magnetic domain (which would
speedup the calculation). The drawback of this algorithm to compute F(M) is that we
have to perform a calculation for every fixed temperature we are interested in, losing
one of the benefits of the plain WLA.
5.4 quantum quenches
In this section we come back to the initial problem of computing the distributions ρD(A)
and ρGGE(A) related to quantum quenches. We will show that with the weighted-WLA
we can compute these distributions for sizes inaccessible with an exhaustive enumera-
tion.
Let us consider the set of Hamiltonians introduced in Chap. 3, and for reasons of
simplicity, let us focus on the tight-binding chains. After the diagonalization, these
Hamiltonians, can always be written as:
Hˆ =
L∑
µ=1
µcˆ
†
µcˆµ , (5.16)
where cˆµ (cˆ
†
µ) is the annihilation (creation) fermionic operator associated to the single-
particle eigenstate µ, and µ is the associated single-particle energy. For the numerical
computations of this section we used three different quenches in which the initial state
is always the ground state of a clean chain 13, and the final Hamiltonian is the Anderson
model HˆA with W = 2, or the long-range hopping chain Hˆlrh with α = 0.5 or 2 (see
Chap. 3 for the details on these Hamiltonians). To get a smoother size dependence of
the computed quantities, the smaller size realizations are obtained by cutting an equal
amount of sites at the two edges of the largest realization.
13 The initial clean chain has the same boundary conditions of the final Hamiltonian. Namely, periodic bound-
ary conditions when quenching to HˆA and open boundary conditions when quenching to Hˆlrh.
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Figure 5.2.: Plot of the free energy per site f(m) as a function of the magnetization per site m for
the two-dimensional Ising model. The curves are obtained with the weighted-WLA. In the two
panels we use two different temperatures, T = 2 < Tc in the upper panel, and T = 2.5 > Tc in
the lower panel. In the inset the free energy barrier fb = f(m = 0) − fmin as a function of L. The
dashed line is proportional to 1/L. For the calculation we used  = 10−6 and, for L = 256 we
have performed the computation only in the m 6 0 domain (the m > 0 part is obtained plotting
f(−m)). With L = 256 we reached convergence after 1.6 · 107 and 5.7 · 106 Monte Carlo sweeps
for T = 2 and T = 2.5. The constant C is taken in such a way that f(M) +C has minimum in 0.
Given an observable Aˆ, consider the two distributions discussed in the introduction,
which we report here for the reader’s convenience:
ρD(A) ≡
∑
α
|cα|
2δ(A−Aαα)
ρGGE(A) ≡
∑
α
e−
∑
µ λµn
α
µ
ZGGE
δ(A−Aαα) , (5.17)
where δ(x) is the Dirac’s delta, {|α〉} are the many-body eigenstates of Hˆ, Aαβ ≡ 〈α|Aˆ|β〉,
cα ≡ 〈α|Ψ0〉, and nαµ = 0, 1 is the occupation of the single-particle eigenstate µ in the
many-body eigenstate |α〉. These functions give the weighted distributions of Aαα in
the diagonal and GGE ensembles. Notice that the sum over α is effectively restricted to
the canonical Hilbert space HN with a fixed number of particlesN = NF in the diagonal
ensemble, since cα ≡ 〈α|Ψ0〉 = 0 if Nα 6= NF. No such restriction is in principle
present in the GGE case, where the sum over α runs over the grand-canonical Hilbert
space. By definition, the distributions are such that 〈Aˆ〉D =
∫
dAρD(A)A and 〈Aˆ〉GGE =∫
dAρGGE(A)A, where the integration is over the domain of Aαα. As customary in any
numerical finite-size study, one really needs to consider a coarse-grained (cg) version
of these distributions, obtained by splitting the domain of A into small domains ∆(i) of
amplitude ∆. For instance, we might define:
ρ
cg
D (A) ≡
∫
∆(i) dA
′ ρD(A′)
∆
=
∑
α
|cα|
2
∆
δ∆(i)(Aαα) , (5.18)
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where ∆(i) is the interval containing A, and δ∆(i)(x) is 1 if x ∈ ∆(i), and zero oth-
erwise. (A similar coarse graining can be applied to the GGE case as well.) Such a
coarse-grained distribution has exactly the form of a weighted density of states, see
Eq. (5.9), in which wα = |cα|
2 /∆ in the diagonal case, and wα = e−
∑
µ λµn
α
µ/(∆ ZGGE)
in the GGE case. The configuration space {|α〉} (i.e.,the canonical Hilbert space HN for
the diagonal distribution and the full Hilbert space for the GGE) over which the two
weighted distributions are defined is discrete and grows exponentially with the system
size. The weighted-WLA is therefore a good candidate for the numerical computation
of ρcgD (A) and ρ
cg
GGE(A). To simplify the notation we drop hereafter the superscript cg.
The eigenstates |α〉 which appear in the definition of ρD(A) have a fixed number of
fermions NF (the same of the initial state), while in ρGGE(A) the number of particles can
change. In the weighted-WLA, for the diagonal ensemble, we use therefore a “particle
conserving” proposal scheme: given a state |α〉, the state |α′〉 is given by moving at
random a fermion in one of the unoccupied single-particle eigenstates. In this case, the
ratio wα′/wα which appears in Eq. (5.10), is equal to:
wα′
wα
=
|cα′ |
2
|cα|
2
, (5.19)
where the coefficient |cα|2 is the square of the determinant of a NF ×NF matrix (see
App. D for the explicit expression of |cα|2). For the GGE case, instead, we do not have
restrictions on the number of fermions and, given a state |α〉, we generate a state |α′〉
by changing the occupation of a randomly selected single-particle eigenstate µ. In this
case:
wα′
wα
= e±λµ , (5.20)
where the + (−) sign appears when the mode µ is initially occupied (empty). Let us
recall that the λµ’s are obtained by requiring 〈Ψ0|cˆ†µcˆµ|Ψ0〉 = 〈cˆ†µcˆµ〉GGE. This condition,
written explicitly, reads:
eλµ =
1∑
ν n
0
ν
∣∣∣[u0†u]νµ∣∣∣2 − 1 , (5.21)
where u0 and u are L× L matrices whose elements u0jν and ujµ are the single-particle
wavefunctions of the initial Hamiltonian Hˆ0 and the final one Hˆ, and n0ν = 0, 1 is the
occupation of the mode ν of Hˆ0 in the initial state. The difference in the computational
effort on computing the ratio wα′/wα in the two ensembles is evident: in the diagonal
case at each step we have to compute the determinant of a NF×NF matrix, while in the
GGE we have just to recover the value of eλµ (they can be computed and stored before
the Monte Carlo calculation because their number is L). Here we will show results for
sizes up to L = 256, where both ρD(A) and ρGGE(A) can be computed and compared.
In the GGE ensemble, we can anyhow reach L = 1024.
In the next two subsections we show the results obtained with the weighted-WLA for
the calculation of ρD(A) and ρGGE(A) for two observables, the total energy and the local
density. In the numerical computations we used  = 10−6 and we split the domain of
A in L bins. Notice that the domain of A in ρGGE(A) is always larger than the domain
of ρD(A) because, in the GGE, the many-body eigenstates do not have a restriction on
the number NF of fermions.
5.4.1 Probability distributions of the energy
The first observable we consider is the total energy, and in this case Aαα = Eα =∑
µ µn
α
µ , where nαµ = 〈α|cˆ†µcˆµ|α〉 = 0, 1 are the single-particle occupations of the
eigenstate |α〉. In Fig. 5.3 we show the values of ln[ρD(E)] and ln[ρGGE(E)] divided by
the size L, computed for L = 128 and L = 256. We see that, when the after-quench
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Figure 5.3.: Value of ln[ρD(E)]/L and ln[ρGGE(E)]/L computed with the weighted-WLA. The gray
curves are obtained with L = 128, while the black ones with L = 256. The vertical lines are the
energy after the quench, i.e. 〈Ψ0|Hˆ|Ψ0〉, for L = 256. The three panels are obtained starting from
the ground states of clean chains and quenching to different disordered Hamiltonians: panel
(a) long-range hopping with α = 0.5, panel (b) long-range hopping with α = 2.0 and panel (c)
Anderson model with W = 2. For the computations we used a single disorder realization and,
to get a smoother size dependence, the smaller size realization is obtained by cutting an equal
amount of sites at the two edges of the larger realization.
Hamiltonian is the Anderson model, ρD(E) has both mode (i.e., maximum value) and
average very close to the ground state energy: the quench excites mostly the low-energy
part of the many-body spectrum. On the contrary, for both the quenches towards Hˆlrh,
mode and average are almost in the middle of the many-body spectrum. There, indeed,
the quench is more dramatic: we are going from the ground state of a chain with nearest-
neighbor hopping to a disordered chain with long-range hopping. This is evident by
looking at the occupations n0µ ≡ 〈Ψ0|cˆ†µcˆµ|Ψ0〉 as a function of the single-particle energy
µ, shown in Fig. 5.5a. By definition, in |Ψ0〉, only the eigenstates of Hˆ0 with 0ν < 0
are occupied. The quench to HˆA only slightly modifies the initial occupations: n0µ,
apart for fluctuations due to disorder, goes smoothly from 1, in the lower part of the
single-particle spectrum, to 0, in the highest part of the spectrum. On the contrary,
for the quenches towards Hˆlrh, the single-particle spectrum is entirely excited, both the
positive and the negative part. This explains why, for these quenches, the after-quench
energy 〈Ψ0|Hˆ|Ψ0〉 =
∑
µ µn
0
µ is near the center of the many-body spectrum.
Returning to the distributions ρD(E) and ρGGE(E) shown in Fig. 5.3, we observe that
their average values coincide:
〈Hˆ〉D =
∫
dEρD(E)E =
∫
dEρGGE(E)E = 〈Hˆ〉GGE . (5.22)
This result comes directly from the fact that the energy does not fluctuate in time (i.e.,
the diagonal energy coincides with the energy 〈Ψ0|Hˆ|Ψ0〉) and GGE fixes the occupation
of the fermionic eigenstates in such a way as to exactly reproduce the energy. 14 Let
14 As we have proved in Chap. 4, the same statement holds for any one-body operator.
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us now consider the fluctuations of the energies in both distributions. In the diagonal
ensemble the variance is:
σ2E,D =
∫
dEρD(E)E2 − 〈Hˆ〉2D = 〈Hˆ2〉D − 〈Hˆ〉2D , (5.23)
where the expression on the right-hand side holds only for the Hamiltonian (it would
not apply to arbitrary operators, because A2αα 6= 〈α|Aˆ2|α〉). An entirely similar expres-
sion applies to the GGE case. Since the energy is an extensive operator, it is reasonable
to ask what happens to the fluctuations in the energy-per-site e = E/L, which are sim-
ply given by σ2e,D = σ
2
E,D/L
2, and σ2e,GGE = σ
2
E,GGE/L
2. On pretty general grounds, for
quenches of local non-integrable Hamiltonians, one can show [8, 52] that σ2e,D → 0 in
the thermodynamic limit, L → ∞. Indeed, as shown in Fig. 5.4 both σ2e,D and σ2e,GGE
decrease to 0 for L → ∞ for the three considered set of quenches. For our quadratic
problems, we can say a bit more. First of all, from the explicit expression in Eq. (5.23)
after very simple algebra (mainly using Wick’s theorem), we arrive at: Energy variances
σ2e,GGE =
1
L2
∑
µ
2µn
0
µ
(
1−n0µ
)
,
σ2e,D = σ
2
e,GGE −
1
L2
∑
µ1 6=µ2
µ1µ2
∣∣∣G0µ1µ2 ∣∣∣2 , (5.24)
where G0µ1µ2 ≡ 〈Ψ0|cˆ
†
µ1 cˆµ2 |Ψ0〉 is the t = 0 one-body Green’s function introduced in
Chap. 4 (see Eq. (4.6)). The off-diagonal elements of G0µ1µ2 play again (see Secs. 4.4, 4.5)
an important role, and the correction in σ2e,D originates from the fact that, by definition,
GGE does not include correlations between different modes, i.e., 〈cˆ†µ1 cˆµ2〉GGE = 0, when
µ1 6= µ2.
Figure 5.4.: Variances σ2e,D = σ
2
E,D/L
2 (solid lines) and σ2e,GGE = σ
2
E,GGE/L
2 (dashed lines) as a
function of the size L. The data are obtained using the same set of quenches used in Fig. 5.3 and
the values are computed using Eqs. (5.24). The dotted lines are power law fits σ2e ∼ L−s, where
s ≈ 1 for the Anderson case, while, for the quench to Hˆlrh, s ≈ 0.82 when α = 0.5, and s ≈ 0.95
when α = 2.0.
Let us first consider the Anderson model case. Assuming, as we have done so far,
a bounded distribution of disorder, we are guaranteed that a finite bound max exists
such that |µ| 6 max for any size. With this assumption, it is easy show that σ2e,GGE
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has to go to zero at least as 1/L for L→∞. Indeed, the occupation factors appearing in
σ2e,GGE are such that 0 6 n0µ
(
1−n0µ
)
6 1. Hence:
σ2e,GGE 6
2max
L2
∑
µ
n0µ
(
1−n0µ
)
6 
2
max
L
. (5.25)
The same statement can be made for σ2e,D, because the difference between the two
variances has a similar upper bound:
|σ2e,D − σ
2
e,GGE| 6
1
L2
∑
µ1 6=µ2
|µ1 ||µ2 |
∣∣∣G0µ1µ2 ∣∣∣2 6 2maxL2 ∑
µ1 6=µ2
∣∣∣G0µ1µ2 ∣∣∣2
6 2max
NF
L2
6 
2
max
L
, (5.26)
where we used the fact that
∑
µ1µ2
∣∣G0µ1µ2 ∣∣2 = NF (see App. D). Nevertheless, although
both σ2e,D and σ
2
e,GGE indeed appear to go to 0 as 1/L for the Anderson model, they do
so with a different prefactor, see Fig. 5.4 and comments below.
For the quenches to Hˆlrh, a bound max for the single-particle spectrum is in principle
not defined: one can think of rare realizations in which the hopping is large at arbi-
trarily large distances, which would give an unbounded distribution of eigenvalues µ.
Indeed, the behavior of both σ2e,D and σ
2
e,GGE suggest, see Fig. 5.4, that the power-law
approach to 0 might be slower than 1/L, i.e., as L−s with s < 1 (we find s ≈ 0.82 for the
case α = 0.5 and s ≈ 0.95 for α = 2). While this might be a finite-size artifact, we find
it intriguing that such deviations are quite clearly seen in all cases in which a simple
analytic bound appears to fail.
Concerning the similarity between σ2e,D and σ
2
e,GGE, we observe that the two essen-
tially coincide for the case of quenches to Hˆlrh, whereas there is a clearly different
prefactor in the 1/L approach, σ2e,D ∼ CD/L and σ
2
e,GGE ∼ CGGE/L with CGGE < CD,
for the Anderson model case. The different prefactor can be understood by analyzing
the term
∑
µ1 6=µ2 µ1µ2 |G
0
µ1µ2
|2 which appears in Eq. (5.24). In Fig. 5.5b we show the
structure of the matrix |G0µ1µ2 |
2 for the three set of quenches. We divide this matrix
into four sectors, one for each sign of the single particle energies µ1 and µ2 : in two of
these quadrants the product µ1µ2 is positive (top-right and bottom-left), and in the
others is negative. For quenches to Hˆlrh this matrix is almost equally distributed in all
the four sectors: the sum
∑
µ1 6=µ2 µ1µ2 |G
0
µ1µ2
|2 has a cancellation effects, leading to
σ2e,GGE ≈ σ2e,D for large sizes. For quenches to HˆA, on the contrary, the matrix |G0µ1µ2 |2
is mainly concentrated in the sectors in which µ1µ2 < 0, leading to σ
2
e,GGE < σ
2
e,D.
15
5.4.2 Probability distributions of the local density
Let us now consider the local density nˆj ≡ cˆ†j cˆj, perhaps the simplest intensive few-
body (indeed, one-body) observable. For definiteness, we concentrate on j = L/2, i.e.,
in the middle of the chain. It is important to stress that we are going to consider the
fluctuations of this quantity before any possible average over the sites j: averaging over
the sites j an intensive local operator would effectively send to zero the fluctuations in
the thermodynamic limit [52], while we will show that, for a fixed j, finite fluctuations
survive in the thermodynamic limit when the eigenstates are localized, due to disorder.
15 Notice that, in general, GGE and diagonal ensemble are bound to show different fluctuations of the energy,
a fact that is in some way related to the issue of the GGE ensemble being grand-canonical in nature. If you
imagine quenching towards a final Hamiltonian in which all eigenvalues are shifted up by a common energy
h, i.e., the single-particle energies become µ → µ +h, then one can easily verify that σ2e,GGE would be
greatly affected, while σ2e,D is totally unchanged, due to cancellations with the extra term
∑
µ1 6=µ2(µ1 +
h)(µ2 +h)|G
0
µ1µ2
|2 (see Eq. (5.24)).
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(a) Single particle occupations n0µ = 〈Ψ0|cˆ†µcˆµ|Ψ0〉
(b) Representation of the matrix
∣∣G0µ1µ2 ∣∣2 = ∣∣∣〈Ψ0|cˆ†µ1 cˆµ2 |Ψ0〉∣∣∣2 for L = 256
Figure 5.5.: Panel (a): occupations n0µ = 〈Ψ0|cˆ†µcˆµ|Ψ0〉 as a function of the single-particle energy
µ. Panel (b): representation of the matrix |G0µ1µ2 |
2. For the diagonal and off-diagonal elements
we add a black pixel when the value exceeds their mean value. For the diagonal elements the
mean value is x ≡ ∑µ(n0µ)2/L, while for the off-diagonal elements the mean value is (NF −
xL)/L(L− 1), where NF is the number of fermions in the initial state, and we used the relation∑
µ1µ2
|G0µ1µ2 |
2 = NF (see App. D). The vertical and horizontal lines indicate the indexes at
which the single-particle energies µ1 and µ2 change sign, and the signs shown in the four
quadrants are those of the product µ1µ2 . For the two panels we used L = 256 and the same
quenches used in Fig. 5.3 and Fig. 5.4.
The diagonal and GGE distributions are ρD(n) and ρGGE(n), where n can go from
0 to 1, and nαα ≡ 〈α|nˆj|α〉 =
∑
µ |ujµ|
2nαµ , where nαµ = 0, 1 are the occupations
of the eigenstate |α〉. In Fig. 5.6 we plot ln[ρD(n)] and ln[ρGGE(n)], computed with
the three quenches used before. (Notice that for the quench to Hˆlrh with α = 0.5
(extended single-particle eigenstates) we plotted the rescaled distribution ln[ρD(n)]/L
and ln[ρGGE(n)]/L.)
The case of a quench to Hˆlrh with α = 2.0 (localized eigenstates) is quite peculiar.
The values that n can assume is actually split in two separated domains, one just above
n = 0 and one just below n = 1, and the mean value is exactly in the middle, where
no values of nαα happen to fall. This is due to the strong localization which is at play
for this Hamiltonian. As we show in Fig. 5.7, at fixed j, the value of |ujµ|2 is strongly
localized in a single mode µ˜. This implies that the value nαα =
∑
µ |ujµ|
2nαµ has a
strong jump when we go from a state |α〉 in which the mode µ˜ is unoccupied, to the
state |α〉 in which the mode µ˜ is occupied. For the quench to HˆA, with W = 2, the
localization is not strong enough to produce such a gap: we however expect this to
happen for larger values of the disorder amplitude W.
Since nˆj is a one-body operator, the diagonal and GGE averages coincide (see Sub-
sec. 4.2.1), and therefore, the mean value of the two distributions is the same:∫
dnρD(n)n =
∫
dnρGGE(n)n . (5.27)
We moreover note that, for this observable, (nˆj)m = nˆj for any positive integer m, and
therefore 〈(nˆj)m〉D = 〈(nˆj)m〉GGE. However, this does not allow us to conclude that the
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Figure 5.6.: In panel (a), values of ln[ρD(n)]/L and ln[ρGGE(n)]/L, while in panels (b) and (c),
values of ln[ρD(n)] and ln[ρGGE(n)]. The distributions are computed with the weighted-WLA
and we have taken the local density at the middle of the chain, i.e., j = L/2. The vertical lines are
the diagonal and GGE average of nˆj, which coincide for the local density. The three panels are
obtained, using the same quenches used in Fig. 5.3.
two distributions ρD(n) and ρGGE(n) are the same. Indeed, in this case, unlike the case
of the total energy, we have that:∫
dnρD(n)n2 6= 〈nˆ2j 〉D
∫
dnρGGE(n)n2 6= 〈nˆ2j 〉GGE . (5.28)
The variance of the two distributions can be computed by exploiting again Wick’s theo-
rem. We find that:Local-density
variances
σ2n,GGE =
∑
µ
∣∣ujµ∣∣4 n0µ (1−n0µ)
σ2n,D = σ
2
n,GGE −
∑
µ1 6=µ2
∣∣ujµ1 ∣∣2 ∣∣ujµ2 ∣∣2 ∣∣∣G0µ1µ2 ∣∣∣2 . (5.29)
In Fig. 5.8 we plot σ2n,GGE and σ
2
n,D as a function of size. We see that, in both ensembles,
the variances vanish as 1/L when quenching to Hˆlrh with α = 0.5 (extended eigenstates)
while they are finite when quenching to HˆA, and to Hˆlrh with α = 0.5 (i.e., when the
final Hamiltonian has localized eigenstates). These results agree with the findings of
Ref. [103], who show that, for large L, the variance of few-body intensive (but not site-
averaged) observables remains finite both in the microcanonical ensemble and in the
diagonal ensemble for the Aubry-Andre´ model.
From the equation for σ2n,GGE, we see that it is related to an inverse participation ratio
(IPR): the sum is over the eigenmodes µ, 16 each µ weighted with the corresponding
16 The usual IPRµ ≡
∑
j |ujµ|
4, fixes an eigenstate and sums over the sites. However, one can define an
IPRj ≡
∑
µ |ujµ|
4 by summing over eigenstates at fixed j. As for the usual IPRµ, if the eigenstates are all
localized (extended), the IPRj remains finite (vanishes) in the thermodynamic limit.
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Figure 5.7.: Squared single-particle wavefunction |ujµ|2 as a function of the eigenstates index µ,
at fixed site j = L/2. We have taken L = 256 and the three panels are obtained using the same
quenches of Fig. 5.3.
occupation factor 0 6 n0µ
(
1−n0µ
)
6 1 depending on the initial state. It is therefore
easy to realize that:
σ2n,GGE 6
∑
µ
∣∣ujµ∣∣4 = IPRj , (5.30)
where in the last equation we have defined the IPR at fixed site j. This shows that,
whenever the IPR goes to zero, i.e., when the final Hamiltonian has delocalized eigen-
states, σ2n,GGE goes to zero as well. For a final Hamiltonian with localized eigenstates
we have instead the opposite. Indeed, there is at least one mode µ˜ localized around
j, and therefore there is a single-particle wavefunction ujµ˜ which does not vanish in
the thermodynamic limit. Now, if the initial occupation on this mode n0µ˜ is finite, and
smaller than 1, in the thermodynamic limit, σ2n,GGE is finite as well.
Concerning σ2n,D, Eq. (5.29) can be rewritten as:
σ2n,D = σ
2
n,GGE − δ
2
jj , (5.31)
where δ2jj is the mean squared time-fluctuations we have introduced in Chap. 4, see
Eq. (4.34). In that chapter we have seen that, if the final Hamiltonian has extended
eigenstates, then δ2jj ≈ 1/L for large sizes, while if it has localized eigenstates, then
δ2jj stays finite. This explains all the features shown in Fig. 5.8, in particular the clear
difference between σ2n,D and σ
2
n,GGE in all cases.
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Figure 5.8.: Plot of the variances σ2n,D (solid lines) and σ
2
n,GGE (dashed lines) as a function of
size. The data are obtained using the same set of quenches used in Fig. 5.6. The dotted lines are
power-law fits σ2n ∼ L−s, where s ≈ 0.97 in both cases. The values are computed using Eq. (5.29).
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6 CONCLUS IONS
In the present thesis we have analyzed some issues related to the relaxation and ther-
malization of quenched closed quantum systems in presence of disorder. The analysis
was carried out by studying, numerically and analytically, the long-time dynamics af-
ter a sudden quantum quench, where the initial state is the ground state of an initial
Hamiltonian and the system then evolves with a different final Hamiltonian. We have
considered three class of disordered one-dimensional chains which can be mapped to
quadratic fermionic Hamiltonians: a tight-binding Anderson model, a tight-binding
chain with long-range hopping, and the Ising/XY chain.
Concerning the issue of relaxation, we have shown that, when looking at local ob-
servables, the localization properties of the final Hamiltonian govern the long-time fluc-
tuations of the observables. Indeed, in presence of localization, the long-time dynamics
does not relax towards a stationary state, and time fluctuations generally persist in the
expectation values of local operators, even in the thermodynamic limit (see Sec. 4.4).
This is not the case for final Hamiltonian with extended states, even in presence of dis-
order (see Sec. 4.5). The crucial ingredient is, essentially, the presence of a pure-point
spectrum of the final Hamiltonian associated to localized wave functions, as opposed
to the smooth continuum of a system with extended states.
Concerning the issue of thermalization, we have compared the time averages with
the generalized Gibbs ensemble (GGE), which is the relevant statistical ensemble for
the free-fermion models we have considered. We have shown analytically that the GGE
always predicts the time averages of one-body operators, even at finite sizes (see Sub-
sec. 4.2.1). This is not true in general for many-body operators, where GGE may fail
(see Subsec. 4.2.2): we have shown an explicit example (the density-density correlations
in the long-range hopping Hamiltonians) in which the GGE average overestimates per-
sistently the corresponding time average (see Subsec. 4.5.2). This failure derives from
the non-vanishing of long-time fluctuations of one-body Green’s functions. All these re-
sults are in perfect agreement with many of the recent results on quenches with similar
Hamiltonians (see Sec. 4.7) and clarify the role and the validity of the GGE.
In the final part of the thesis we have introduced an extension of the Wang-Landau
algorithm (see Sec. 5.2) which allows to compute weighted distributions associated to
quantum quenches, in particular the diagonal and the GGE ensemble expectation-value
distributions (see Sec. 5.4).
While we have analyzed systems which are perhaps hard to realize experimentally
(for instance, the long-range hopping Hamiltonian), similar results and discussions can
be extended to systems which are already been experimentally realized (see Sec. 3.4),
like Aubry-Andre´ models, where an incommensurate external period potential is added
to a one-dimensional chain, and an Anderson-like transition can be seen for a finite
strength of the potential.
What is left completely untouched in the present thesis is understanding the role of
interactions, possibly in combination with quenched disorder, in the out-of-equilibrium
dynamics of closed quantum systems. This is of course a hard and long-standing prob-
lem, even at equilibrium, which has stimulated a recent interest in the issue of many-
body localization [24, 26, 113–115]. This issue clearly call for future investigations.
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A R IEMANN-LEBESGUE LEMMA
In this appendix we first show the proof of the Riemann-Lebesgue lemma and then we
emphasize the link between this lemma and the long-time fluctuations of the expecta-
tion values after a quantum quench.
Let’s take f a L1 integrable function on Rd. We recall that a L1 integrable function is
a function in which the Lebesgue integral [116] of |f| is finite:∫
Rd
dx |f(x)| <∞ . (A.1)
The Fourier transform of f is defined as:
F[f](z) ≡
∫
Rd
dx f(x)e−iz·x . (A.2)
The Riemann-Lebesgue lemma states that:
lim
|z|→∞ |F[f](z)| = 0 (A.3)
The mathematical proof of the general case can be found in Ref. [117]; here we focus
on the one dimensional case d = 1 (the case we actually meet in the present thesis). We
define the interval I = [a,b[ and its characteristic function
wI(x) =
{
1 if x ∈ I
0 if x /∈ I . (A.4)
Its Fourier transform is:
F[wI](z) =
∫b
a
dx e−izx =
e−izb − e−iza
−iz
, (A.5)
and therefore
|F[wI](z)| 6
2
|z|
. (A.6)
For the linearity of the Fourier transform this results holds for every step-function f(x)
which is constant on a finite number of (bounded) intervals and vanishes outside. For
instance, if f is made by two step-functions, i.e. f(x) = f1wI1(x) + f2wI2(x), its Fourier
transform is:
|F[f](z)| =
∣∣f1F[wI1 ](z) + f2F[wI2 ](z)∣∣ 6 2 |f1|+ |f2||z| . (A.7)
These step-functions are dense in the space L1, that is, for any  > 0, there exists a step
function f(x) such that: ∫+∞
−∞ dx |f(x) − f(x)| <  . (A.8)
Again, for the linearity of the Fourier transform:
F[f](z) = F[f− f](z) + F[f](z) , (A.9)
and:
|F[f](z)| 6 |F[f− f](z)|+ |F[f](z)| 6 + |F[f](z)| , (A.10)
which results from the relation:
|F[f− f](z)| 6
∫+∞
−∞ dx
∣∣∣[f(x) − f(x)] e−izx∣∣∣ 6  . (A.11)
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Thus, for any  we have:
lim
|z|→∞ |F[f](z)| 6 + lim|z|→∞ |F[f](z)| . (A.12)
But the second term on the right-hand-side is zero for a step function f(x) and there-
fore, for any  > 0 we have:
lim
|z|→∞ |F[f](z)| 6  , (A.13)
which obviously implies, since  > 0 is arbitrarily small, that:
lim
|z|→∞ |F[f](z)| = 0 . (A.14)
Let us now return to the problem of time fluctuations after a quantum quench. The
time fluctuation of the expectation value of an observable Aˆ can be written as:
δA(t) =
∫+∞
−∞ dΩ e−iΩt/
 hfA(Ω) = F[fA](t/ h) . (A.15)
where
fA(Ω) ≡
∑
α 6=β
c∗βcαAβαδ
(
Ω− Eα + Eβ
)
(A.16)
is a weighted joint (many-body) density of states, cα ≡ 〈α|ψ0〉, {Eα} is the spectrum
of the Hamiltonian after the quench, and Aβα ≡ 〈β|Aˆ|α〉 (for the details see Chap. 2).
fA(Ω) is a sum of Dirac’s deltas and the Fourier transform of any finite sum of Dirac’s
deltas leads to a non-vanishing limit for t → ∞. This is not in contradiction with the
Riemann-Lebesgue lemma, since the Dirac’s delta is not Lebesgue integrable. The way
to get vanishing fluctuations, i.e.,
lim
t→∞ δA(t) = 0 , (A.17)
is that the sum has infinite terms and the Dirac’s deltas smoothly merge in such a way
that fA(Ω) becomes an L1 integrable function. In the thesis we show that when the
spectrum has an important pure-point spectrum part, i.e., delta functions associated
to localized eigenstates, then one should expect persistent time fluctuations for certain
operators. On the contrary, when the eigenstates are extended, for some operators the
fA(Ω) is smooth and the long-time fluctuations vanish. See Chap. 4 for details.
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B D ISORDER IN THE IN I T I A L STATE : ATOY MODEL
In this appendix we consider a set of quenches in which the final Hamiltonian is
a disorder-free tight-binding chain. We show analytically that for disordered fully-
localized initial states the time fluctuations of the Green’s functions vanish with a power
law.
When the final Hamiltonian is Hˆhom the one-body Green’s functions are:
Gj1j2(t) =
1
L
∑
k1k2
e−i(k1j1−k2j2)e−i(k2−k1)tG0k1k2 , (B.1)
where we have used Eq. (4.6). From the definition of cˆ†k and cˆk (see Eqs. (3.6)) we have:
G0k1k2 ≡ 〈Ψ0|cˆ
†
k1
cˆk2 |Ψ0〉 =
1
L
∑
l1l2
e−i(k2l2−k1l1)〈Ψ0|cˆ†l1 cˆl2 |Ψ0〉 . (B.2)
Plugging this equation inside the expression of Gj1j2(t) and rearranging the summa-
tions we get:
Gj1j2(t) =
∑
l1l2
g∗j1−l1(t)gj2−l2(t)〈Ψ0|cˆ
†
l1
cˆl2 |Ψ0〉 , (B.3)
where:
gn(t) =
1
L
∑
k
eikne−ikt . (B.4)
In the thermodynamic limit, switching the summation to an integration, and using the
dispersion k = −2J cosk+ h, we have:
gn(t) =
∫pi
−pi
dk
2pi
eikne−i(−2J cosk+h)t
= e−ihtin
∫pi
−pi
dk′
2pi
ei(2Jt) sink
′
e−ink
′
= e−ihtinJn(2Jt) , (B.5)
where in the first step we have done a change of variable k′ = pi/2− k and in the last
step we used the integral representation of the Bessel functions of the first kind Jn(x).
For large values of x the Jn(x) can be approximated as:
Jn(x) ∼
√
2
pix
cos
(
z−
npi
2
−
pi
4
)
for x
∣∣∣∣n2 − 14
∣∣∣∣ . (B.6)
Therefore each term g∗j1−l1(t)gj2−l2(t)〈Ψ0|cˆ
†
l1
cˆl2 |Ψ0〉 in Eq. (B.3) goes to zero as 1/t
for large enough times. In other words, Gj1j2(t) vanishes as 1/t for large times when
the initial state has a finite number of terms (even in the thermodynamic limit) with
〈Ψ0|cˆ†l1 cˆl2 |Ψ0〉 6= 0. Indeed, in this case, we can define nmax as the maximum order
of the Bessel functions which appear in the summation. Then, for t  n2max/2J, the
approximation in Eq. (B.6) is valid for any term and Gj1j2(t) ∼ 1/t. However we can’t
still say anything about quenches in which, in the thermodynamic limit, there are an
infinite number of terms such that 〈Ψ0|cˆ†l1 cˆl2 |Ψ0〉 6= 0. In this case in Eq. (B.3) there is
a double infinite summation which could produce a non vanishing long-time limit and
non-vanishing long-time fluctuations.
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Now, to make progress, we restrict the initial state to ground states of HˆA in which
J = 0. The hopping term of the initial Hamiltonian is zero and the eigenstates are fully-
localized fermions in each site. The state |Ψ0〉 has a fermion in site j when hj < 0, and
therefore:
〈Ψ0|cˆ†j1 cˆj2 |Ψ0〉 = n
0
j1
δj1j2 , (B.7)
where n0j is zero if hj > 0 and one if hj < 0. For this |Ψ0〉 the number of terms for which
〈Ψ0|cˆ†j1 cˆj2 |Ψ0〉 is non zero can be infinite in the thermodynamic limit and we can’t use
the approximation in Eq. (B.6). Let’s take random initial Hamiltonians in which hj < 0
with probability p, and hj > 0 with probability 1− p. With this set of initial states:
G0k1k2 =
1
L
∑
l
n0l e
−i(k2−k1)l , (B.8)
and therefore G0kk = NF/L = p. When we compute the time average of Gj1j2(t) starting
starting from Eq. (B.1), the non zero terms are the one for which k1 = k2 (namely
k1 = k2 and, for the single-particle degeneracy, k1 = −k2 ) and therefore:
Gj1j2 =
1
L
∑
k
eik(j2−j1)G0kk +
1
L
∑
k6=0
e−ik(j1+j2)G0k−k . (B.9)
In the thermodynamic limit the second term is zero because G0k−k goes to zero as 1/L
for this set of initial states, and therefore Gj1j2 = pδj1j2 . The time fluctuations with
respect to the time average are:
δGj1j2(t) = Gj1j2(t) − pδj1j2
=
1
L
∑
k1k2
e−i(k1j1−k2j2)e−i(k2−k1)t
(
G0k1k2 − pδk1k2
)
, (B.10)
where in the second step we used the orthonormality of planewaves. Since now we
have different realizations of |Ψ0〉 we can think at δGj1j2(t) as a random variable with
a given probability density at any fixed t. In Fig. B.1 we fix j1 = j2 = j and we
plot this probability density in the plane time-δGjj, computed numerically using many
realizations of |Ψ0〉. The distribution shrinks for t → ∞, suggesting that the long-
time fluctuations of Gjj(t) vanish. To characterize quantitatively this effect we compute
analytically the moments of δGj1j2(t) at any fixed time t. The average is easily:[
δGj1j2(t)
]
av =
1
L
∑
k1k2
e−i(k1j1−k2j2)e−i(k2−k1)t
([
G0k1k2
]
av
− pδk1k2
)
= 0 , (B.11)
where we have exploited the fact that:[
G0k1k2
]
av
=
1
L
∑
l
[
n0l
]
av
e−i(k2−k1)l =
p
L
∑
l
e−i(k2−k1)l = pδk1k2 . (B.12)
This is not surprising: averaging over the disorder directly δGj1j2(t) there is a cancel-
lation effect which gives an averaged time fluctuation equal to zero for any time. Evi-
dently this doesn’t prove that the fluctuations go to zero for t→∞. More interesting is
the standard deviation:
σj1j2(t) ≡
[
|δGj1j2(t)|
2
]
av
=
1
L2
∑
k1k2
∑
k3k4
e−i((k1−k3)j1−(k2−k4)j2)e−i(k2−k1−k4+k3)t·
·
([
G0k1k2G
0∗
k3k4
]
av
− p2δk1k2δk3k4
)
=
p(1− p)
L3
∑
k1k2
∑
k3k4
e−i((k1−k3)j1−(k2−k4)j2)e−i(k2−k1−k4+k3)t·
· δk2−k1k4−k3 , (B.13)
82
disorder in the initial state: a toy model
where δk2−k1k4−k3 is a Kronecker’s delta modulo 2pi (i.e., δxy = 1 only when x =
y+ 2npi, with n integer), and we used the relation:[
G0k1k2G
0∗
k3k4
]
av
=
p(1− p)
L
δk2−k1k4−k3 + p
2δk1k2δk3k4 , (B.14)
which comes from the fact that the n0l ’s are uncorrelated for different sites. In Fig. B.1,
superimposed to the density distribution, there is a plot of ±σj1j2(t), with j1 = j2. From
the inset it is clear that σjj(t) goes to zero with a power law for t → ∞. We actually
find σjj(t) ∼ A/tν with ν ≈ 0.44, probably going to larger times we would get ν = 1/2
(but notice that larger times means larger sizes, in order to avoid revival effects). This
proves that, in average, the long-time fluctuations of Gj1j2(t) go to zero for this set of
quenches. This show the importance of the final Hamiltonian on the time fluctuations
of Gj1j2(t): even with disordered and localized initial states, the long-time fluctuations
of Gj1j2(t) vanish.
Figure B.1.: Probability density to find the value δGjj(t) at a fixed time t in quenches in which
the initial state is a random disposition of localized fermion and the final Hamiltonian is Hˆhom.
The two lines are the standard deviation σjj(t) computed using Eq. (B.13). In the inset a plot
of σjj(t) as a function of time in log scale. The line is a fit with the function f(t) = A/tν, with
ν ≈ 0.44. The probability density is obtained computing δGjj(t) for 2000 realizations of the initial
state with p = 1/2 and L = 500.
In Ref. [23] was shown numerically that, starting with non-translationally invariant
initial states and using an homogeneous final Hamiltonian, the fluctuations of Gj1j2(t)
go to zero for t → ∞. It was argued that this happens because, in the thermodynamic
limit, |G0k1k2 |
2 → n0kδk1k2 . This sounds reasonable because in this case the main contri-
butions for Gj1j2(t) in Eq. (B.1) come from the diagonal, time-independent, terms. This
is for instance true for the set of quenches we have just considered with fully-localized
random initial states. However, we are going to show that the fluctuations go to zero
even for initial states in which G0k1k2 has important non-vanishing contributions for
k1 6= k2 in the thermodynamic limit. Let’s consider again the fully-localized Hamilto-
nian where the local field hj has regular repeated intervals of size M with positive and
negative hj (see sketch in the inset of Fig (B.2)). Calculating G0k1k2 we get:
G0k1k2 =
1
L
sin ((k1 − k2)L/2)
sin ((k1 − k2)M)
sin
(
k1−k2
2 M
)
sin
(
k1−k2
2
) , (B.15)
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which is plotted in the inset of Fig. B.2 for M = 2 and two different sizes. Clearly, there
are off-diagonal terms of G0k1k2 which do not vanish in the thermodynamic limit, but
reveal a well defined structure: a series of Kronecker’s delta centered at k1 − k2 = 2pim
and k1 − k2 = pi(2m+ 1)/M with m a natural number. For j1 = j2 we can compute
analytically δGjj(t) and we have found that it is proportional to J0(2
√
2Jt), where J0(x)
is the Bessel function of order 0 which, as we have seen before, goes to zero as 1/
√
t for
large times. In Fig. B.2 there is a plot of δGj1j2(t) with j1 6= j2 and also in this case the
fluctuations go to zero with an envelope 1/
√
t. This confirms that, while G0k1k2 is not
necessarily a simple delta-function δk1k2 , the the long time fluctuations vanish. This
emphasizes the importance of the final Hamiltonian with respect to the properties of
the initial state, as we have shown and emphasized in Chap. 4.
0 10 20 30 40 50
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Figure B.2.: Time fluctuations of Gj1j2(t) for a quench with a tight-binding chain in which the
final Hamiltonian is homogeneous and the initial Hˆ0 has J = 0 and h0i grater than zero only on
consecutive intervals of amplitude 2 (square wave pattern). The data are obtained using L = 2000.
The dashed line is the envelop ±1/
√√
2piJt. In the inset there are two plots of G0k1k2 with k2 = 0,
for the same quench, but two different sizes.
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C J ENSEN ’S INEQUAL I TY
The Jensen’s inequality can be stated in a discrete or continuous version. The discrete
version states that, if f(x) is a convex function, given the numbers xi, where i = 1, . . . ,M,
and the positive normalized weights λi (i.e.,
∑
i λi = 1), then:
f
(
M∑
i=1
λixi
)
6
M∑
i=1
λif(xi) . (C.1)
The inequality is reversed if f(x) is concave. We are going to prove this inequality by
induction. If M = 2, using that λ1 and λ2 are non-negative real numbers such that
λ1 + λ2 = 1, from the definition of convexity:
f (λ1x1 + λ2x2) 6 λ1f(x1) + λ2f(x2) . (C.2)
Suppose now that the inequality holds true also for M = N− 1: we then to prove it for
M = N. Indeed:
f
(
N∑
i=1
λixi
)
6 f(λ1x1 + (1− λ1)
N∑
i=2
λi
1− λ1
xi)
6 λ1f(x1) + (1− λ1)f(
N∑
i=2
λi
1− λ1
xi)
6
N∑
i=1
λif(xi) , (C.3)
where we used twice the Jensen’s inequality, in the first step for M = 2 and in the final
step for M = N− 1.
A consequence of this inequality, obtained by just fixing λi = 1/M, is that:
f ([x]av) 6 [f(x)]av , (C.4)
where [·]av indicates the standard arithmetic mean. Therefore, using the convex function
f(x) = ex, we have:
e[x]av 6 [ex]av . (C.5)
We can also prove that the arithmetic mean is always greater than the geometric mean:
[x]av =
1
M
M∑
i=1
xi > M
√√√√M∏
i=1
xi = [x]
G
av , (C.6)
which is a straightforward consequence of Eq. (C.5):
1
M
M∑
i=1
xi =
1
M
M∑
i=1
elnxi =
[
elnxi
]
av
> e[lnx]av =
M
√
e
∑M
i=1 lnxi = M
√√√√M∏
i=1
xi . (C.7)
The continuous version of Jensen’s inequality states that if P(x) is a probability distri-
bution, g(x) any real-valued measurable function and f(x) a convex function over the
range of g, then:
f
(∫
dx g(x)P(x)
)
6
∫
dx f(g(x))P(x) . (C.8)
85
jensen’s inequality
Taking g(x) = x we obtain:
f
(∫
dx xP(x)
)
6
∫
dx f(x)P(x) , (C.9)
which is the continuous counterpart of Eq. (C.4):
f (〈x〉) 6 〈f(x)〉 , (C.10)
where now the mean 〈x〉 ≡ ∫ dx xP(x) is the average over the probability distribution
P(x).
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D SOME PROOFS
|G0µ1µ2 |
2 ’s sum for the tight-binding chain
In this section we are going to show that, in the tight-binding class of Hamiltonians, we
have: ∑
µ1µ2
|G0µ1µ2 |
2 =
∑
µ1µ2
|〈Ψ0|cˆ†µ1 cˆµ2 |Ψ0〉|2 = NF , (D.1)
where |Ψ0〉 is the ground state of an initial Hamiltonian Hˆ0, NF the total number of
fermions in this state, and cˆ†µ and cˆµ are the fermionic operators associated to the
modes of a different Hamiltonian Hˆ. The proof start from the following relations:
cˆµ =
L∑
j=1
u∗jµcˆj cˆ
†
µ =
L∑
j=1
ujµcˆ
†
j (D.2)
cˆj =
L∑
ν=1
u0jνcˆ
0
ν cˆ
†
j =
L∑
j=ν
u0∗jν cˆ
†
ν , (D.3)
where u0jν are the single-particle eigenstates of Hˆ0, and cˆ
0†
ν and cˆ0ν2 are the correspond-
ing fermionic operators. Therefore:
〈Ψ0|cˆ†µ1 cˆµ2 |Ψ0〉 =
∑
j1j2
∑
ν
uj1µ1u
0∗
j1ν
u∗j2µ2u
0
j2ν
n0ν , (D.4)
where n0ν is 0 (or 1) if the mode ν is empty ( or occupied) in the ground state |Ψ0〉.
Finally using the orthonormality of the wavefunctions ujµ and u0jν we get:∑
µ1µ2
|〈Ψ0|cˆ†µ1 cˆµ2 |Ψ0〉|2 =
∑
µ1µ2
ν1ν2
∑
j1j2
j3j4
uj1µ1u
0∗
j1ν1
u∗j2µ2u
0
j2ν1
u∗j3µ1u
0
j3ν2
uj4µ2u
0∗
j4ν2
n0ν1n
0
ν2
=
∑
j1j2
j3j4
∑
ν1ν2
δj1j3δj2j4u
0∗
j1ν1
u0j2ν1u
0
j3ν2
u0∗j4ν2n
0
ν1
n0ν2
=
∑
j1j2
∑
ν1ν2
u0∗j1ν1u
0
j2ν1
u0j1ν2u
0∗
j2ν2
n0ν1n
0
ν2
=
∑
ν1ν2
δν1ν2n
0
ν1
n0ν2
=
∑
ν
n0ν = NF , (D.5)
which had to be demonstrated.
|G0µ1µ2 |
2 ’s sum for the ising/xy chain
In this section we are going to show that, in the Ising/XY class of Hamiltonians, we
have: ∑
µ1µ2
|G0µ1µ2 |
2 =
∑
µ1µ2
|〈Ψ0|Γˆ†µ1 Γˆµ2 |Ψ0〉|2 = L , (D.6)
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where |Ψ0〉 is the ground state of an initial Ising/XY Hamiltonian Hˆ0, L is the chain
size, and Γˆ†µ and Γˆµ2 are the component of the Nambu vector associated to the modes
of the final Hamiltonian Hˆ (see Sec. 3.3 for the details).
Defining Γˆ0 ≡ U†0Ψˆ as the Nambu vector associated to the modes of Hˆ0, and using
the relation Γˆ = U†Ψˆ, we have:
Γˆ = U†U0Γˆ0 , (D.7)
where U0 and U are 2L× 2L unitary transformations. Defining R ≡ U†U0 we have:
〈Ψ0|Γˆ†µ1 Γˆµ2 |Ψ0〉 =
∑
ν1ν2
R∗µ1ν1Rµ2ν2〈Ψ0|Γˆ0†ν1 Γˆ0ν2 |Ψ0〉
=
2L∑
ν=L+1
R∗µ1νRµ2ν , (D.8)
where in the last step we exploited the fact that |Ψ0〉 is the empty states with respect
to the fermionic operators γˆ0µ and γˆ
0†
µ , and therefore the terms 〈Ψ0|Γˆ0†ν1 Γˆ0ν2 |Ψ0〉 are one
when ν1 = ν2 with ν2 > L, and zero otherwise. Finally we have:
∑
µ1µ2
|〈Ψ0|Γˆ†µ1 Γˆµ2 |Ψ0〉|2 =
∑
µ1µ2
2L∑
ν1=L+1
2L∑
ν2=L+1
R∗µ1ν1Rµ2ν1Rµ1ν2R
∗
µ2ν2
=
2L∑
ν1=L+1
2L∑
ν2=L+1
[∑
µ1
R∗µ1ν1Rµ1ν2
][∑
µ1
Rµ2ν1R
∗
µ2ν2
]
=
2L∑
ν1=L+1
2L∑
ν2=L+1
δν1ν2 = L , (D.9)
where we used the fact that R is unitary.
δ2j1 j2 for a quench to a non-disordered tight-bindingchain
When the final eigenstates are extended the value of δ2j1j2 goes to zero in the thermo-
dynamic limit. In the particular case in which the final Hˆ is translationally invariant,
we have to take care of the degeneracies k, −k, where k is the momentum, and of
the particle-hole symmetry, which were not taken into account in the general deriva-
tion of the expression for δ2j1j2 in Eq. (4.36). In this case, starting from Eq. (4.6), the
time-average of the single-fermion Green’s functions is:
Gj1j2 =
∑
k
u∗j1kuj2k〈Ψ0|cˆ
†
kcˆk|Ψ0〉+ u∗j1kuj2−k〈Ψ0|cˆ
†
kcˆ−k|Ψ0〉 , (D.10)
where ujk = exp(ikj)/
√
L is the plane wave with momentum k and the second term is
due to the degeneracy k, −k. The time-fluctuations of Gj1j2(t) is then equal to:
Gj1j2(t) −Gj1j2 =
∑
k1k2
′
eik1te−ik2tu∗j1k1uj2k2〈Ψ0|cˆ
†
k1
cˆk2 |Ψ0〉 ,
where the prime indicates that the summation is over all the k1 and k2 with |k1| 6= |k2|.
Using this expression and the definition of δ2j1j2 (see Eq. 4.34) we have:
δ2j1j2 =
∑
k1k2
′∑
k3k4
′
∆(k1,k2,k3,k4)u∗j1k1uj2k2uj1k3u
∗
j2k4
〈Ψ0|cˆ†k1 cˆk2 |Ψ0〉〈Ψ0|cˆ
†
k3
cˆk4 |Ψ0〉∗ ,
(D.11)
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where ∆(k1,k2,k3,k4) ≡ ei(k1−k2−k3+k4)t is one when k1 − k2 − k3 + k4 = 0
and zero otherwise. Using the fact that |ujk| = 1/
√
L we have:
δ2j1j2 6
1
L2
∑
k1k2
′∑
k3k4
′
∆(k1,k2,k3,k4)
∣∣∣〈Ψ0|cˆ†k1 cˆk2 |Ψ0〉∣∣∣ ∣∣∣〈Ψ0|cˆ†k3 cˆk4 |Ψ0〉∣∣∣
6 1
2L2
∑
k1k2
′∑
k3k4
′
∆(k1,k2,k3,k4)
(∣∣∣〈Ψ0|cˆ†k1 cˆk2 |Ψ0〉∣∣∣2 + ∣∣∣〈Ψ0|cˆ†k3 cˆk4 |Ψ0〉∣∣∣2
)
6 1
L2
∑
k1k2
′
∣∣∣〈Ψ0|cˆ†k1 cˆk2 |Ψ0〉∣∣∣2 ∑
k3k4
′
∆(k1,k2,k3,k4)
 , (D.12)
where (in the second inequality) we used that, if a and b are real numbers then 2ab 6
a2 + b2, and (in the third inequality) that ∆(k1,k2,k3,k4) = ∆(k3,k4, k1,k2). Once k1
and k2 have been fixed, with |k1| 6= |k2|, the inner sum is 4 when |k1| = pi− |k2|, and 8
in the other cases 1 and therefore:
δ2j1j2 6
8
L2
∑
k1k2
∣∣∣〈Ψ0|cˆ†k1 cˆk2 |Ψ0〉∣∣∣2 , (D.13)
where we also added the (positive) terms |k1| = |k2| to the sum. Using the relation
proved in the first section of this appendix:
δ2j1j2 6 8
NF
L2
, (D.14)
where NF is the total number of fermions in the initial state.
|cα |
2 in a tight-binding chain
Let’s take two Hamiltonian of the tight-binding class, Hˆ0 and Hˆ, with their single-
particle spatial eigenstates, u0jµ and ujµ. We define |Ψ0〉 the ground state of Hˆ0, in
which the NF occupied modes are {ν0i }, and |α〉 an eigenstate of Hˆ, with the same
number of fermions, whose occupied modes are {µi}. We are going to show that:
|cα|
2 ≡ |〈α|Ψ0〉|2 =
∣∣∣detU[{µi}, {ν0i }]∣∣∣2 , (D.15)
where U[{µi}, {ν0i }] is the NF×NF submatrix of U ≡ u†u0 in which we selected the rows
{µi} and columns {ν0i }. The equation can be easily extended to any eigenstate of Hˆ0.
To simplify the notation we start reshuffling the labels of the modes in such a way
that the occupied modes in the states |Ψ0〉 and |α〉 are the first NF indexes, i.e., ν0i = i
and µi = i, with i = 1, . . . ,NF. If fˆ0ν and fˆµ are the single-particle fermionic operators
associated to the modes of Hˆ0 and Hˆ we have that:
fˆµ =
∑
ν
Uµνfˆ
0
ν , (D.16)
where we used the relations fˆµ =
∑
j u
∗
jµcˆj and cˆj =
∑
ν u
0
jνfˆ
0
µ. The two many-body
eigenstates can be written as:
|Ψ0〉 = fˆ0†NF · · · fˆ
0†
1 |0〉 |α〉 = fˆ†NF · · · fˆ
†
1|0〉 , (D.17)
1 This is due to the fact that the condition k1 −k2 −k3 +k4 = 0 is fulfilled only when |k3| = |k1| and
|k4| = |k2| or when |k3| = pi− |k2| and |k4| = pi− |k1| (because of particle-hole symmetry). At fixed
k1 and k2 there are 8 values of k3 and k4 with which ∆(k1,k2,k3,k4) is one. The cases in which the
summation is 4 is instead due to the double counting happening when the two condition are both fulfilled.
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in which |0〉 is the state without fermions, and therefore:
cα = 〈0|fˆ1 · · · fˆNF fˆ0†NF · · · fˆ
0†
1 |0〉
= 〈0|
(∑
ν1
U1ν1 fˆ
0
ν1
)
· · ·
∑
νNF
UNνNF
fˆ0νNF
 fˆ0†NF · · · fˆ0†1 |0〉 . (D.18)
In this expansion there is a huge number of terms, but only a small set is different
from zero: the ones in which {νi} is a permutation of the set {1, . . . ,NF}. Due to the
anticommutation properties of the fermionic operators we have to take core of a sign,
indeed if σi is the permutation we have:
〈0|fˆ0σ1 · · · fˆ0σNF fˆ
0†
NF
· · · fˆ0†1 |0〉 = sign(σ) , (D.19)
where sign(σ) is the parity of the permutation σ. Finally we have:
cα =
∑
σ
sign(σ)U1σ1 · · ·UNFσNF , (D.20)
which is, by definition, the determinant of U[{1, . . . NF}, {1, . . . NF}] and therefore:
|cα|
2 = |detU[{1, . . . NF}, {1, . . . NF}]|2 , (D.21)
which had to be demonstrated.
|cα |
2 in a ising/xy chain
The computation of |cα|
2 ≡ |〈α|∅0〉|2, where |∅0〉 is the ground state of a Hamiltonian
Hˆ0 and |α〉 an eigenstate of a different Hamiltonian Hˆ, in a Ising/XY chain is more elab-
orated than the case of tight-binding models (see previous section). This is essentially
because, while in the latter case the modes do not mix holes and particles and hence
the empty state is the same for any Hamiltonian, in the former the modes are given
by mixing holes and particles (see Eq. (3.29)), and consequently changing basis set the
empty state changes.
Let’s start considering the two ground states |∅0〉 and |∅1〉 of Hˆ0 and Hˆ. These two
states are empty states with respect to the sets of fermionic operators γˆ0µ,γˆ
†
0µ and
γˆ1µ,γˆ
†
1µ, which are the normal modes of Hˆ0 and Hˆ. We will first compute |〈∅1|∅0〉|2,
and then we will extend the result to a general |〈α|∅0〉|2. This computation can also be
found in Ref. [118]. Using Eqs. (3.29) the two basis sets can be written as:
γˆ
†
0ν =
L∑
j=1
(
v0jνcˆj + u0jνcˆ
†
j
)
γˆ
†
1µ =
L∑
j=1
(
v1jµcˆj + u1jµcˆ
†
j
)
. (D.22)
We can write the direct unitary transformation from the two basis sets as follow:
γˆ
†
1µ =
L∑
ν=1
(
Vνµγˆ0ν +Uνµγˆ
†
0ν
)
, (D.23)
where:
U = u†0u1 + v
†
0v1 V = v
T
0u1 + u
T
0v1 . (D.24)
We will prove that, if |∅0〉 and |∅1〉 are not orthogonal, then:
|〈∅1|∅0〉|2 = |detU| . (D.25)
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To prove this we will perform an intermediate canonical transformation which first
allows to write an explicit equation for |∅1〉 in terms of |∅0〉, and then to compute easily
〈∅1|∅0〉. We introduce the following compact Nambu notation:(
γˆ1
γˆ
†
1
)
=W†
(
γˆ0
γˆ
†
0
)
, (D.26)
where W is the following 2L× 2L matrix:
W ≡
(
U V∗
V U∗
)
. (D.27)
For a theorem proved by Bloch and Messiah [119], matrices with the structure of W can
be decomposed into a product of three unitary transformations:
W =
(
D 0
0 D∗
)(
U V
V U
)(
C 0
0 C∗
)
, (D.28)
where D, C are L× L unitary matrices and U, V are L× L real matrices of the form:
U =

0
. . .
0
u1 0
0 u1
. . .
un 0
0 un
1
. . .
1

V =

1
. . .
1
0 v1
−v1 0
. . .
0 vn
−vn 0
0
. . .
0

(D.29)
in which up > 0, vp > 0 and u2p + v2p = 1. From these relations we have:
U = DUC V = D∗VC . (D.30)
To simplify the presentation we use the following notation for the indexes: k are the
indexes in which there is a pure particle-hole transformation (the zeros in the U diago-
nal), (p,p) are the indexes which are paired with the up and vp coefficients, and l the
indexes in which there is no transformation (the ones in the diagonal of U). We now
introduce two new sets of fermionic operators:
αˆ
†
0n =
∑
ν
Dνnγˆ
†
0ν αˆ
†
1m =
∑
µ
C∗mµγˆ
†
1µ (D.31)
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and, using Eq. (D.26) and the Nambu notation, we have:(
αˆ1
αˆ
†
1
)
=
(
U −V
−V U
)(
αˆ0
αˆ
†
0
)
, (D.32)
or equivalently:
αˆ
†
1p = upαˆ
†
0p − vpαˆ0p
αˆ
†
1p = upαˆ
†
0p + vpαˆ0p
αˆ
†
1k = αˆ0k
αˆ
†
1l = αˆ
†
0l . (D.33)
In the definitions of the sets αˆ0n,αˆ
†
0n, and αˆ1m, αˆ
†
1m we don’t mix at all particles and
holes (see Eqs. (D.31)), therefore the states |∅0〉 and |∅1〉 are empty states also for the
new sets of fermions. Since |∅1〉 is the state which is annihilated for any αˆ1n we can
write it as:
|∅1〉 = N
∏
m
αˆ1m|∅0〉 =
∏
k
αˆ0k
∏
p
(
up + vpαˆ
†
0pαˆ
†
0p
)
|∅0〉 , (D.34)
where N is a normalization constant and the first product is not over the l indexes
since |∅0〉 is already empty with respect to these fermions. In the second step we used
Eqs. (D.33) and we have properly normalized the state. Since, by hypothesis the two
states |∅0〉 and |∅1〉 are not orthogonal we don’t have pure particles-holes transforma-
tions (i.e. no k indexes) and therefore:
〈∅0|∅1〉 = 〈∅0|
∏
p
(
up + vpαˆ
†
0pαˆ
†
0p
)
|∅0〉 =
∏
p
up =
√∏
p
u2p =
√
detU . (D.35)
Finally, since U = D†UC†, and D, C are unitary transformations:
|〈∅0|∅1〉|2 = |detD†UC†| = |detU| , (D.36)
which had to be demonstrated.
The extension to any eigenstate |α〉 = ∏µ∈I γˆ1µ|∅1〉, where I is the set of occupied
modes, is straightforward. This state can be thought as an empty set with respect to the
following new set of fermions:
βˆ†µ = γˆ
†
µ if µ /∈ I βˆ†µ = γˆµ if µ ∈ I , (D.37)
in which we have performed a particle-hole transformation for the occupied modes.
Now we can use the equation obtained for the scalar product between empty states, i.e.,
|cα|
2 = |detU′|, where the matrix U′ is:
U′ = u†0u
′
1 + v
†
0v
′
1 , (D.38)
in which:
u′1jµ = u1jµ if µ /∈ I u′1jµ = v∗1jµ if µ ∈ I
v′1jµ = v1jµ if µ /∈ I u′1jµ = u∗1jµ if µ ∈ I . (D.39)
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