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Abstract. The geometric and algebraic properties of Gray cat-
egories with duals are investigated by means of a diagrammatic
calculus. The diagrams are three-dimensional stratifications of a
cube, with regions, surfaces, lines and vertices labelled by Gray
category data. These can be viewed as a generalisation of ribbon
diagrams. The Gray categories present two types of duals, which
are extended to functors of strict tricategories with natural isomor-
phisms, and correspond directly to symmetries of the diagrams. It
is shown that these functors can be strictified so that the sym-
metries of a cube are realised exactly. A new condition on Gray
categories with duals called the spatial condition is defined. A class
of diagrams for which the evaluation for spatial Gray categories is
invariant under homeomorphisms is exhibited. This relation be-
tween the geometry of the diagrams and structures in the Gray
categories proves useful in computations and has potential appli-
cations in topological quantum field theory.
1. Introduction
The aim of this paper is to develop the theory of duals for Gray cate-
gories. The principal tool is a diagrammatic calculus introduced in this
paper. This can be viewed as a higher-categorical, three-dimensional
analogue of the diagrams used for computations in pivotal categories.
Many of the algebraic results on Gray categories with duals can be
understood in terms of the geometry of the corresponding diagrams.
Our main motivation are the applications of higher categories in (ex-
tended) topological quantum field theory, quantum geometry and con-
formal field theory [21, 31]. For instance, one would like to construct
topological quantum field theories with ‘defects’. These are theories in
which certain embedded submanifolds are labelled with geometric data.
In three dimensions, it is natural that the data on these decorated sub-
manifolds should arise from a tricategory [6]. An example of this is the
work on the relation between Reshetikhin-Turaev and Turaev-Viro in-
variants [28, 44]. In this case, the relevant higher category is the center
of a spherical category, which is a tricategory with a single object and
a single 1-morphism. Another example is the tricategory of bimodule
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categories, which plays an important role in conformal field theory, see
e.g. [20, 12]. The notion of duals is required to incorporate orientation.
If data from a subcategory is used to label distinguished submanifolds,
orientation reversal of these submanifolds must be reflected in a corre-
sponding structure in the tricategory, namely the duals.
Another important motivation is the benefit of diagrams for compu-
tations in higher categories that arises from a direct relation between
geometry and structures in the category. That the diagrams have a
non-trivial geometric content is familiar from the example of ribbon
categories and knots, or more generally, ribbon graphs embedded in
three-dimensional space. The Reshetikhin-Turaev invariants [36] de-
fine a functor which takes ribbon graphs in three-dimensional space
decorated with data from a ribbon category and evaluates them in the
category itself. The relations in the category imply invariance of the
evaluation under homeomorphisms of three-dimensional space. In this
way the homeomorphism invariance is the geometric expression of the
relations in the category.
This article does not consider general tricategories, but restricts at-
tention to Gray categories. As every tricategory is triequivalent to a
Gray category [13, 15] and there is no stricter version of a tricategory
with this property, Gray categories can be viewed as maximally strict
tricategories. The practical reason for using Gray categories is the
wish to avoid a degree of complexity that makes algebraic manipula-
tions nearly impossible. The deeper reason is that the coherence data
for Gray categories is precisely that part of the coherence data for tri-
categories that can be given a diagrammatic meaning. An analogous
situation arises for pivotal tensor categories. There is a weak and a
strict notion of monoidal structure and of duality and the diagrams
for pivotal tensor categories reflect precisely the coherence data for a
strict pivotal category with strict monoidal structure, while the rest of
its coherence data is not given a diagrammatic representation.
Section 2 of the paper introduces diagrams for Gray categories with-
out duals. This is a generalisation of the diagrammatic calculus for
braided monoidal categories introduced by Joyal and Street [17]. The
diagrams for Gray categories are located in a cube with the three coor-
dinate axes corresponding to the three compositions in a Gray category.
These diagrams consist of 3-, 2-, 1-, and 0-dimensional strata which are
labelled, respectively, with objects and 1-, 2-, 3-morphisms in a Gray
category. The categorical axioms are introduced in an ‘unpacked’ man-
ner. We see this concreteness as an advantage, both in view of possible
applications in state sum models and because this yields a direct link
between categories and geometry.
Section 3 introduces Gray categories with duals using the definition
of Baez and Langford [1] but with some minor modifications. The
diagrammatic representation of the data for these duals is explained
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in this section. The Gray categories possess two types of duals, ∗ and
#, which correspond, in a sense explained in this paper, to 180 degree
rotations around two different coordinate axes. The ∗ duals are familiar
from pivotal or ribbon categories but the # duals are a feature of Gray
categories that does not appear in the pivotal or ribbon cases. The
coherence data for # is such that it matches the appearance of folds and
cusps in projections of surfaces. As in the case of Gray categories, the
duals considered in this paper are not the most general ones, and their
axioms could be weakened. Again, the strictness of the axioms ensures
that all their coherence data has a diagrammatic representation.
Our first central result in Section 4 concerns the algebraic structure
of these duality operations.
Theorem (Theorem 4.3, Lemma 4.4, Theorem 4.5). The duals extend
in a canonical way to (partially contravariant) functors of strict tri-
categories ∗,#: G → G with ∗∗ = 1 and define natural isomorphisms
Γ: ∗#∗#→ 1, Θ: ##→ 1.
The structure maps for these natural isomorphisms are interpreted
geometrically in terms of diagrams. By investigating a closely-related
natural isomorphism ∆: # → ∗#∗ one obtains two diagrams that
are homeomorphic, but whose evaluations are not necessarily equal.
This motivates the definition of a spatial Gray category as a Gray
category with duals in which such an equality holds. This condition is
a generalisation of the ribbon condition for a ribbon category.
Section 5 contains the second important result: a strictification the-
orem for the duals given in Theorem 5.2 and 5.3. While the functor
of strict tricategories ∗ : G → G satisfies the identity ∗∗ = 1, which
corresponds to its geometrical interpretation, the functor #: G → G
satisfies such an identity only up to a natural isomorphism. Similarly,
the functor ∗#∗# whose geometrical counterpart is the identity rota-
tion of R3, is not equal to the identity functor but only isomorphic to
it. However, a spatial Gray category can be strictified (in the sense
of [15]) to one in which these duality functors do indeed satisfy the
relations for 180 degree rotations around different coordinate axes:
Theorem (Theorems 5.2 and 5.3). Every spatial Gray category with
duals can be strictified to a Gray category whose duals ∗,#: G → G
satisfy ∗∗ = 1, ## = 1 and ∗#∗# = 1.
Thus the geometrical interpretation of the action of # as a rotation is
restored for higher morphisms, which justifies the original set of duality
axioms. The proof for this result is conceptually clear and may be of
independent interest.
Section 6 explores in more depth the relation between Gray cate-
gories with duals and their diagrams. The diagrams in this paper have
no framing. This is adequate to express all of the axioms for the cate-
gory and also the structure maps for the duality functors. However it
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does restrict the generality of the invariance results. Diagrams are la-
belled with category data using a generalisation of ‘blackboard framing’
familiar from knot theory. These diagrams are called standard. The
general invariance result in this section holds for a large class of Gray
category diagrams, called surface diagrams, whose 0-, 1- and 2-strata
form a surface with boundary.
Theorem (Theorem 6.8). Let D and D′ be standard surface diagrams
that are labelled with a spatial Gray category. Let f : D → D′ be an
oriented isomorphism of standard surface diagrams and the labels of
D′ induced from D by f . Then the evaluations of D and D′ are equal.
There is a caveat with this result. It depends on the conjecture that
the moves on folds and cusps in the PL setting are the analogues of
the moves in the smooth case. While this appears to be a reasonable
conjecture we do not know of any previous work on this problem.
For surface diagrams, the result indicates that there are no further
conditions other than the spatial condition on a Gray category with
duals that are needed to prove invariance under homeomorphisms. Es-
sentially it arises because surface diagrams have a uniquely determined
notion of framing. It seems that to extend this result to all Gray cate-
gory diagrams would require a general definition of framing; whilst this
is an interesting problem we leave it for future work.
Section 7 starts with a definition of left and right traces in a Gray
category with duals, generalising the traces considered in [33]. This
leads to the definition of a spherical Gray category with duals, gener-
alising the theory of spherical categories [3]. It is shown that a spatial
Gray category is spherical. Then in the context of linear categories,
it is shown that a semisimple and spherical Gray category with du-
als is spatial. Surface diagrams consisting of 2- and 3-strata only are
investigated further. It is shown that the circle forms a commutative
Frobenius algebra in the Gray category and the evaluation of unknot-
ted closed surface diagrams in the semisimple case leads to a simple
formula.
In Section 8, examples of Gray categories with duals are constructed.
Starting with a Gray category G, there is a general construction of the
Gray category of biadjunctions in G, denoted Gbiadj. If G has ∗-duals,
then it is shown in Theorem 8.3 that Gbiadj is a Gray category with
duals. Particular cases of this construction give concrete examples.
Taking G = PivCat, the Gray category of pivotal categories, their
functors and transformations, gives the following result.
Theorem (Theorem 8.10). The Gray category PivCatbiadj is a Gray
category with duals.
Further examples follow by restricting to particular types of pivotal
categories.
4
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2. Category, 2-category and Gray category diagrams
The aim of this section is to develop a diagrammatic calculus for Gray
categories and to show that the evaluation of diagrams labelled with
Gray category data is invariant under certain mappings of diagrams.
This can be viewed as a higher-dimensional analogue of the diagrams
that are called spin network diagrams in the physics literature, string
diagrams in the mathematics literature and tangle diagrams in knot
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theory. They are dual to the more common pasting diagrams of the
category theory literature.
The diagrams for an n-category are located in a geometrical ‘cube’
[0, 1]n. It should be possible to define diagrams analogous to the ones
considered here for arbitrary dimension n. However, it is most practical
to be guided by known examples rather than abstract formalism. Hence
this work considers the cases only up to n = 3. The evaluation of an
n-dimensional diagram labelled with n-category data will be defined
inductively, in terms of a projection to an (n−1)-dimensional diagram
labelled with (n− 1)-category data.
For this reason, the definition of Gray category diagrams and their
mappings, which corresponds to n = 3 requires a careful discussion
of their lower-dimensional counterparts. We start with a discussion
of one-dimensional diagrams, then we treat the two-dimensional case
before introducing diagrams for Gray categories, which correspond to
n = 3. At each stage, we discuss the n-dimensional diagrams, their
mappings as well as their labelling with data from an n-category and
their evaluation.
2.0.1. Piecewise-linear topology. Throughout the article, the piecewise-
linear (PL) framework is used. The basic definitions of PL topology
are taken from Rourke and Sanderson [37], so that the objects are
polyhedra and the mappings are piecewise-linear. A polyhedron is a
subset of Rn, for some n, that is locally a cone over a compact subset
of Rn. As a consequence, each polyhedron is a locally finite union of
simplexes in Rn. If compact, it is the union of a finite set of simplexes in
Rn that form a simplicial complex and conversely, every such simplicial
complex determines a compact polyhedron.
A piecewise-linear map f : P → Q is a map that is locally conical.
It follows that there is a locally-finite decomposition of P into simplexes
such that f is (affine) linear on each simplex. If P and Q are the
polyhedra of a simplicial complex, then a piecewise-linear map P → Q
is linear on each simplex of some subdivision of P , and is in fact a
simplicial map to some subdivision of Q.
Note that in the category of topological spaces, embeddings of poly-
hedra are classified into tame or wild according to whether or not they
are equivalent to PL embeddings [38]. Thus PL embeddings are by
definition tame.
An isotopy of X is a PL isomorphism φ : X× [0, 1]→ X× [0, 1] such
that φ(x, t) = (φt(x), t) and φ(x, 0) = (x, 0). This can be thought of
as a PL isomorphism φ1 that is continuously connected to the identity
map.
A polyhedron is a k-manifold (with boundary) if it is locally PL
isomorphic to Rk or Rk+; this is a property of the polyhedron and does
not require any additional structure.
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2.0.2. Comparison with the smooth case. It would also be possible to
work with smooth manifolds and smooth maps. In a general dimension
this is significantly different, as the classic work of Kervaire and Milnor
shows that in sufficiently high dimension there are PL manifolds that
can have many smooth structures or none; however this does not occur
in dimension three. Whether this implies that smooth diagrams for
Gray categories are essentially the same as the PL ones is not entirely
clear to us. There are some technical details that are particular to the
PL case: the definition of a stratification in section 2.6 is simpler in
the PL case as the ‘Whitney frontier conditions’ that are standard in
the smooth case are not necessary. Also, the ‘Alexander trick’ is used
in theorem 6.8; the Alexander trick is true for all dimensions in the
PL case but fails for sufficiently high dimension in the smooth case.
Note that the use of the Alexander trick could be avoided by simply
replacing ‘oriented isomorphism’ by ‘isotopy’ in the statement of the
theorem.
There are significant advantages in working in the PL setting. Since
any compact polyhedron is the union of a finite number of simplexes
one sees immediately that the constructions are combinatorial in nature
and could be easily automated, e.g. by using simplicial complexes with
rational coordinates for the vertices. The composition of diagrams
is much simpler, as it is clear that the union of two PL manifolds
along a boundary component is again a PL manifold; however this is
not directly true for smooth manifolds due to the need to address the
delicate technical issue of ‘smoothing corners’.
One advantage of smooth diagrams is that they are often easier to
draw and read. Thus in some places the diagrams are drawn smoothly
for better legibility, but these should be understood as a representation
of a finely triangulated PL diagram to a limited resolution on the page.
2.1. Categories and diagrams. We start by considering the one-
dimensional case, which is required for the definitions in higher dimen-
sions, but also can be viewed as a toy model that exhibits the general
features of the construction.
Definition 2.1. A one-dimensional diagram is a finite set of points,
called vertices, in the interior of the unit interval [0, 1]. The comple-
ment of the vertices is a disjoint union of its connected components,
which are called regions of the diagram.
The one-dimensional diagrams are a purely topological construction.
They become category diagrams once decorated with data from a cate-
gory C. A category diagram with a single vertex is called an elementary
diagram. A general category diagram can then be defined in terms of
the elementary diagrams.
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Figure 1. Category diagram (a) and its evaluation (b).
Definition 2.2. Let C be a category.
(1) An elementary category diagram for C is a one-dimensional
diagram with one vertex together with a morphism f : A → B
in C. The object A is associated with the region containing 0,
B with the region containing 1, and f with the vertex.
(2) A category diagram for C is a one-dimensional diagram to-
gether with a labelling of each region with an object in C and a
labelling of each vertex with a morphism in C. For every vertex
it is required that there exists a neighbourhood [a, b] such that
the unique affine map [a, b]→ [0, 1], sending a to 0 and b to 1,
maps [a, b] to an elementary category diagram.
The benefit of category diagrams and their higher-dimensional coun-
terparts is that they allow one to visualise a calculation in the category
C. This calculation is called the evaluation of the diagram.
Definition 2.3. The evaluation of a category diagram is the prod-
uct of the morphisms at the vertices in the order of increasing values
of v. It maps the object for the region containing 0 to the object for
the region containing 1 (see Figure 1). A diagram without vertices is
called an identity diagram and its evaluation is the identity on the
single object.
The evaluation is well-defined by associativity. A category diagram
and its evaluation are shown in Figure 1. The usefulness of diagrams
for visualising calculations in (higher) categories is due to the fact that
their evaluation is invariant under certain manipulations of diagrams
such as homeomorphisms of diagrams and subdivisions. A precise for-
mulation of this idea requires the notion of a mapping of diagrams.
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Figure 2. a), b), c), d), e) mappings of diagrams,
b), c), e) homomorphisms of diagrams,
c) isomorphism of diagrams, d) subdiagram,
e) subdivision.
Definition 2.4.
(1) A mapping of one-dimensional diagrams D → D′ is a PL
embedding m : [0, 1] → [0, 1] such that m(v) is a vertex of D′
for each vertex v of D.
(2) If the mapping has the property that v is a vertex if and only
if m(v) is, then it is called a subdiagram.
(3) A mapping m : D → D′ of one-dimensional diagrams is called a
homomorphism of diagrams if m(0) = 0 and m(1) = 1 and
an isomorphism if m−1 is also a homomorphism.
(4) If the mapping m : [0, 1] → [0, 1] is the identity map, then the
mapping is called a subdivision of D.
Mappings, homomorphisms, isomorphisms, subdiagrams and subdi-
visions of one-dimensional diagrams are shown in Figure 2. Note that
if m : D → D′ is a mapping, a homomorphism, a subdiagram or a sub-
division, the image D′ can have more vertices than D. In the case of
an isomorphism, there is a bijection between the vertices of D and of
D′. As the map m : [0, 1] → [0, 1] is an embedding, every homomor-
phism of diagrams is a homeomorphism and can be decomposed into
an isomorphism of diagrams and a subdivision.
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The concept of a mapping can be extended to mappings of diagrams
that are decorated with data from a category. This amounts to impos-
ing certain relations between the label of a point in the diagram and
the label of its image.
Definition 2.5. Let C be a category. A mapping of category dia-
grams D,D′ for C is a mapping of one-dimensional diagrams m : D →
D′ that is orientation-preserving (m(0) < m(1)) and preserves the la-
belling:
(1) If x ∈ D and m(x) ∈ D′ are both vertices or both points in a
region, then their labels are equal.
(2) If x ∈ D is a point in a region of D labelled by A and m(x)
is a vertex of D′, then m(x) is labelled with the morphism
1A : A→ A.
A mapping of category diagrams is called a homomorphism, iso-
morphism, subdivision or subdiagram if the underlying mapping
m : D → D′ of one-dimensional diagrams is.
It is clear that if D and D′ are category diagrams and m : D → D′
a homomorphism of category diagrams, then the evaluations of D and
D′ are equal.
2.2. 2-category diagrams. This section extends the notions of la-
belled diagrams, their evaluation and their mappings to two dimen-
sions. In this case, the diagrams are labelled with data from a 2-
category. Compactly, a 2-category can be defined as category enriched
in the category Cat of categories and functors [24, 26]. Unpacked, this
amounts to the following definition.
Definition 2.6 ([41]). A 2-category C consists of a set of objects,
and for each pair of objects A,B a category C(A,B), whose objects are
called 1-morphisms and whose morphisms are called 2-morphisms.
The composition of morphisms in C(A,B) is denoted · and called verti-
cal composition. It is required that for each triple of objects A,B,C
there is an assigned a horizontal composition functor ◦ : C(B,C)×
C(A,B) → C(A,C), which is strictly associative and unital. The unit
1-morphism for an object A is denoted 1A and the unit 2-morphism for
a 1-morphism f is denoted 1f .
It follows that the objects and 1-morphisms of a 2-category C form
a category C1. It is possible to define a 2-category without using the
horizontal composition of two 2-morphisms; all that is required is the
horizontal composition of a 2-morphism with a 1-morphism. The no-
tion of a 2-category can then be generalised by regarding the horizontal
composition of two 2-morphisms as undefined and dropping the inter-
change law. This will be called a pre-2-category (it is also called a
sesqui-category in [41, 8]), and will be useful for the discussion of Gray
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categories below. The definition of a pre-2-category is given next, fol-
lowed by the interchange law. Taken together, these give an explicit
definition of a 2-category.
Definition 2.7. A pre-2-category consists of a set of objects, and
for each pair of objects A, B a category C(A,B). Furthermore, there is
the datum of a horizontal composition of 1-morphisms ◦ : C1(B,C) ×
C1(A,B)→ C1(A,C) with units that makes the objects and 1-morphisms
into a category C1 and extends to a left action of C1(B,C) on C(A,B)
and a right action of C1(A,B) on C(B,C) by functors. This means
there are functors
f ◦ − : C(A,B)→ C(A,C) and − ◦g : C(B,C)→ C(A,C)
for 1-morphisms f ∈ C1(B,C) and g ∈ C1(A,B). These actions are
required to be unital and associative and to commute with each other.
The notation is the same as before: if f : A → B is a 1-morphism,
Ψ ∈ C(B,C) a 2-morphism and n : C → D a 1-morphism, then Ψ◦f ∈
C(A,C) and n◦Φ ∈ C(B,D) denote the horizontal composites. In a pre-
2-category there are two possible definitions for the horizontal compos-
ite of two 2-morphisms. For 1-morphisms f, g : A → B, h, k : B → C
and 2-morphisms Φ ∈ C(f, g), Ψ ∈ C(h, k) these are
(k ◦ Φ) · (Ψ ◦ f) and (Ψ ◦ g) · (h ◦ Φ).
A
f

g
AABΦ

h

k
AACΨ

The interchange law in a 2-category states that these 2-morphisms are
equal and define Ψ ◦ Φ. Thus a 2-category can be viewed as a pre-2-
category with an interchange law.
The notion of a pre-2-category will be useful later: Definition 2.15 of
a Gray category can be regarded as a categorification of a 2-category,
where the interchange law is replaced by a family of isomorphisms.
Two-dimensional diagrams are a direct generalisation of one-dimen-
sional diagrams. The unit interval [0, 1] is replaced by the unit square
[0, 1]2, and the only additional condition is that lines meet the boundary
of the square only at its top and bottom edge.
Definition 2.8.
(1) A two-dimensional diagram is a set of closed subspaces ∅ =
X−1 ⊂ X0 ⊂ X1 ⊂ X2 = [0, 1]2 called k-skeleta, such that each
Xk \Xk−1 is a PL manifold of dimension k, for k = 0, 1, 2, X0
lies in the interior of the square, and all intersection points of X1
with the boundary of the square are contained in (0, 1)×{0, 1}.
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The connected components of X2 \X1 are called regions, the
connected components of X1 \ X0 lines, and the elements of
X0 vertices.
(2) A two-dimensional diagram is called progressive if the projec-
tion of the diagram p1 : (x, y) 7→ y is regular, i.e., the mapping
of each line is a PL isomorphism to its image in R.
(3) A progressive two-dimensional diagram is called generic if the
y-coordinates of any two different vertices are different.
Mappings between two-dimensional diagrams are defined in direct
analogy to the one-dimensional case; they are PL embeddings that
map k-skeleta to k-skeleta.
Definition 2.9.
(1) A mapping of two-dimensional diagrams D → D′ is a PL
embedding m : [0, 1]2 → [0, 1]2 that preserves the k-skeleta, i.e.,
m(Xk) ⊂ X ′k for k = 0, 1.
(2) If a mapping has the property that v is a vertex if and only if
m(v) is, then it is called a subdiagram.
(3) If m is a PL homeomorphism which is the identity map on
∂[0, 1]2, the mapping is called a homomorphism of diagrams
and an isomorphism if m−1 is also a homomorphism.
(4) If m is the identity map, then the mapping is called a subdi-
vision of D.
Let m : [0, 1]2 → [0, 1]2 an arbitrary PL homeomorphism that is the
identity on the boundary. Applying m to any diagram D defines a
diagram D′ by transporting the skeleta of D along m. This gives m
the structure of a homomorphism of diagrams. Further examples can be
constructed by subdividing D′, i.e., adding additional lines or vertices.
The next step is to decorate two-dimensional diagrams with data
from general 2-categories. To this end we consider the class of pro-
gressive diagrams. They were first studied in the context of monoidal
categories by Joyal and Street [17] and have an important local struc-
ture: any vertex v = (x, y) in a progressive diagram has a rectangular
neighbourhood [x−1, x+1]×[y−2, y+2] which is, after a rescaling of
the coordinates, a subdiagram that is an ‘elementary’ two-dimensional
diagram with one vertex. For this, one chooses a sufficiently small
neighbourhood of v in which all line segments are linear and 2 suffi-
ciently small so that all line segments exit the rectangle through its top
or bottom edge.
In analogy to the one-dimensional case, two-dimensional diagrams
can be labelled with data from a 2-category. For a generic diagram,
the definition of the labelling does not use the interchange law of a 2-
category and hence can be stated in the more general context of a pre-
2-category. Hence generic diagrams are the ones that are appropriate
for pre-2-categories. This will turn out to be important subsequently
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in the definition of Gray category diagrams since in that context the
interchange law no longer holds as an equation but is ‘categorified’ to
a 3-morphism that interchanges lower morphisms.
Where (pre)-2-category appears, both cases are considered at once,
the 2-category case being the one with ‘pre-’ deleted everywhere. As in
the one-dimensional case, the labelling of a two-dimensional diagram
is defined in terms of elementary diagrams.
Definition 2.10. Let C be a (pre)-2-category.
(1) An elementary (pre)-2-category diagram D for C is a pro-
gressive two-dimensional diagram with exactly one vertex, which
meets every line in the diagram, together with:
• a labelling of each region with an object in C,
• a labelling of each line with a 1-morphism,
• a labelling of the vertex with a 2-morphism.
The top edge [0, 1]×{0} and the bottom edge [0, 1]×{1} of the
diagram are required to be category diagrams for C1 with labels
induced by the labelling of regions and lines ofD and evaluate to
1-morphisms which are, respectively, the source and the target
for the 2-morphism at the vertex.
(2) A (pre)-2-category diagram for a (pre)-2-category C is a
progressive two-dimensional diagram together with a labelling
of each region with an object in C, a labelling of each line with a
1-morphism and a labelling of each vertex with a 2-morphism,
such that
• the top and bottom edges are category diagrams for C1,
• each vertex v has a neighbourhood that is an elementary
(pre)-2-category diagram after affine linear rescaling.
An example of a (pre-)2-category diagram is shown in Figure 3.
The requirement that vertices are locally isomorphic to an elemen-
tary vertex enforces the condition that the source and targets of 1- and
2-morphisms match. Important examples are the identity diagrams
which have a number of vertical lines and no vertices. More precisely,
an identity diagram is a diagram of the form 1D = D× [0, 1], where D
is a category diagram for C1. The regions and lines of 1D correspond
to the regions and vertices of D.
Next we define the evaluation of a (pre-)2-category diagram. For a
pre-2-category, only the evaluation of generic diagrams (see Definition
2.8) is defined and the 2-category-diagrams are treated by perturbing
them to generic diagrams. So we first treat evaluations of generic di-
agrams. The evaluation of a generic (pre)-2-category diagram consists
of two steps. The first is to project the (pre-)2-category diagram to a
category diagram via the projection map p1 : (x, y) 7→ y. The second
step is the evaluation of the resulting category diagram.
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Figure 3. 2-Category diagram together with its projec-
tion onto the y-axis.
The category diagram p1D is obtained as follows. Consider a generic
(pre-)2-category diagram D as in Figure 3 where the region containing
the left-hand edge {0} × [0, 1] is labelled with an object A and the
region containing the right-hand edge {1} × [0, 1] is labelled with an
object B in a (pre-)2-category C. Then the projection p1D is labelled
with data from the category C(A,B). The labelling of a point y ∈ [0, 1]
depends on whether p−11 (y) contains a vertex:
(1) If p−11 (y) does not contain a vertex of D, then y lies in a region
of the category diagram p1D and this region is labelled with the
horizontal composite of the 1-morphisms in p−11 (y), composed
as shown in Figure 3.
(2) If p−11 (y) contains a vertex, then y is a vertex of the category
diagram p1D and is labelled with the horizontal composite of
the 1-morphisms and the single 2-morphism in p−11 (y) as shown
in Figure 3.
The evaluation of the category diagram p1D according to Definition 2.3
is a morphism in C(A,B) and hence a 2-morphism in C. This defines
the evaluation of a generic (pre-)2-category diagram.
Definition 2.11. The evaluation of a generic (pre)-2-category dia-
gramD labelled with data from a (pre-)2-category C is the 2-morphism
in C defined by the evaluation of the category diagram p1D.
As in the case of tangle diagrams, there are two products for diagrams
labelled with data from a (pre-)2-category C. Vertical composition is
defined if the bottom edge of a diagram D, with its labelling, matches
the top edge of another diagramD′ and consists of drawing one diagram
above the other (along the y-axis). The evaluation of the composite
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diagram is then given by the vertical composite of the evaluations of
D and D′.
Horizontal composition consists of juxtaposing two diagrams along
the x-axis and is defined only if the object on the left-hand side of one
diagram matches the object on the right-hand side of the other. In the
case of a pre-2-category, this product is defined only in the cases where
one of the two diagrams is an identity diagram.
By analogy to the category of tangles, it seems plausible to expect
that by taking a suitable quotient by isotopies it would be possible to
make the diagrams into a (pre)-2-category. However we do not develop
this idea here.
2.3. Invariance of the evaluation of 2-category diagrams. For a
2-category C, the 2-category diagrams are dual to the usual pasting dia-
grams considered in category theory. However the former contain more
information than the latter, namely the values of the y-coordinate. It
is therefore important to note that the evaluation is in fact indepen-
dent of these values, which is a consequence of the interchange law.
Formulating this precisely requires an appropriate notion of mappings
between generic progressive diagrams and a proof that the evaluation
of the diagrams is invariant under these mappings.
The homomorphisms in Definition 2.9 are too general to give a mean-
ingful notion of mappings between generic progressive diagrams and to
preserve their evaluation. For instance, there are examples of isomor-
phisms that change the order of the lines incident at a vertex. The
appropriate notion of mappings for generic progressive diagrams was
determined by Joyal and Street [17] for the case of monoidal categories,
which are 2-categories with a single object. The relevant mappings are
the ones that are determined by a PL isotopy from the identity mapping
of the diagram. As the action of an isotopy on a 2-category diagram
preserves all labels, this result has a direct generalisation to the context
of 2-category diagrams.
Theorem 2.12. The evaluation of a generic 2-category diagram is
invariant under a piecewise-linear isotopy that starts at the identity
mapping and is a one-parameter family of isomorphisms of 2-category
diagrams.
Proof. This proof is essentially the one given in [17, Theorem 1.2],
where there is more detail. The important point in the statement of the
theorem is that at every stage in the isotopy the diagram is progressive.
Therefore the category diagram obtained by projection with p1 changes
only by an isotopy of [0, 1] if the order of the y-coordinates of the
vertices does not change. In this case it follows that the evaluation is
invariant under the isotopy.
If the isotopy does change the order of the y-coordinates of the ver-
tices, then the isotopy can be perturbed slightly so that they change one
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Figure 4. The interchange law: associated 2-category
diagrams with associated projections.
at a time. This can be done by composing the isotopy with suitable iso-
topies of square neighbourhoods of each vertex. The invariance of the
evaluation under an isotopy that changes the order of two neighbouring
vertices then follows from the interchange law (see Figure 4). 
By means of Theorem 2.12, it is possible to extend the definition of
2-category diagrams to non-generic diagrams by dropping the require-
ment that distinct vertices have different y-coordinates. This cannot
be done for pre-2-category diagrams.
Definition 2.13. The evaluation of a 2-category diagram is de-
fined by perturbing it by an isotopy to a generic 2-category diagram
and evaluating the resulting diagram.
This is well-defined, since the result of the evaluation is independent
of the choice of isotopy by Theorem 2.12. In fact it is easy to see that
the definition could also be extended by allowing the product of more
than one 2-morphism in the projection in Definition 2.11 by evaluating
directly in the 2-category, and this would give the same result.
For pre-2-category diagrams, there is a result similar to Theorem 2.12
but where the isotopy is through generic diagrams, i.e., it is required to
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preserve the ordering of the vertices by the y-coordinate. This ensures
that the interchange law is not required.
2.4. Gray categories. The three-dimensional categories considered
in this article are Gray categories, the principal example being 2Cat
[14], consisting of strict 2-categories, strict 2-functors, pseudonatural
transformations and modifications (see Appendix A). Although tricat-
egories present a more general notion of a three-dimensional category,
Gray categories have the advantage that their coherence data is stricter
than that of a general tricategory and, consequently, the constructions
are less involved. Note that the focus on Gray categories is only a
minor restriction on the generality of the constructions, since every
tricategory T is triequivalent to a Gray category G [13, 15].
The standard definition of a Gray category [13] is a category enriched
over the monoidal category Gray, which is constructed using the Gray
tensor product. This one-sentence definition, which is not given pre-
cisely here, is equivalent to ‘strict cubical tricategory’, as shown by
Gordon, Power and Street [13], see also [15]. The cubical tricategory
point of view turns out to be easier to work with and so forms the
starting point for the definitions in this paper. In actual fact, our
conventions turn out to be that of a strict opcubical tricategory, the
difference between cubical and opcubical being purely presentational;
one can convert one to the other by interchanging left and right in the
definitions.
The main problem in presenting the definition is that the definition
of a tricategory is long and complicated and is much more general than
the strict version that is needed here. Accordingly, the definition of a
tricategory in [13] is specialised to the case of a strict opcubical tri-
category in Appendix A, Definition A.5. The definitions of functors
and transformations for strict tricategories are also summarised in Ap-
pendix A. It is worth noting that in general there are some differences
between the definition of tricategory in [13] and ‘algebraic tricategory’
in [15]. However, for strict (op)cubical tricategories, and also their func-
tors and transformations of functors, these definitions coincide. Thus
the main definition is
Definition 2.14. A Gray category is a strict opcubical tricategory.
This conceptual definition takes some work to unpack; this is done
in [8] and is summarised here, with some change in notation. The
unpacked data and relations are called ‘Gray category data’. This is
described explicitly so that this paper is self-contained in the sense
that one does not need to know the definition of a tricategory. Lemma
2.16 shows that this approach is equivalent to the definition as a strict
opcubical tricategory. The difference between the two is that in the
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tricategory approach the Gray product  is defined on all 2- and 3-
morphisms. This means one can discuss the Gray categories in familiar
terms as a collection of 2-categories.
Definition 2.15. Gray category data G consists of a set of objects,
and for any pair of objects C, D, of a 2-category G(C,D) of 1-, 2- and
3-morphisms. In this 2-category, the notation is as defined previously:
◦ for the horizontal composition and · for the vertical composition.
The additional data is the Gray product  and the tensorator.
The Gray product defines a product GF of 1-morphisms F : C → D
and G : D → E , which extends to a product ΦF of a 1-morphism
with a 2- or 3-morphism Φ ∈ G(D, E) and to a product GΨ of a 2-
or 3-morphism Ψ ∈ G(C,D) with a 1-morphism G. These products
are required to determine strict 2-functors, −F and G−, and the
 product is required to be strictly unital and associative. The former
means that each object C has a unit 1-morphism 1C and the 2-functors
−1C and 1C− are the identity 2-functors. The associativity condi-
tion requires that all -composable morphisms P,Q,R, two of which
are 1-morphisms and the third a 1- 2- or 3-morphism, satisfy
(PQ)R = P(QR).
The tensorator or braiding is the categorification of the interchange
law, as noted in Section 2.2. It consists of invertible 3-morphisms
σµ,ν : (µF2) ◦ (G1ν)V (G2ν) ◦ (µF1),(1)
for all composable 2-morphisms ν : F1 ⇒ F2 ∈ G(C,D) and µ : G1 ⇒
G2 ∈ G(D, E). It is required to be an identity 3-morphism if either µ
or ν is an identity 2-morphism:
σµ,1F1 = 1µF1 σ1G1 ,ν = 1G1ν(2)
and is required to be natural in both arguments:
σµ,ν′ ·
(
(µF2) ◦ (G1Φ)
)
=
(
(G2Φ) ◦ (µF1)
) · σµ,ν(3)
σµ′,ν ·
(
(ΨF2) ◦ (G1ν)
)
=
(
(G2ν) ◦ (ΨF1)
) · σµ,ν
for all 3-morphisms Φ: ν V ν ′, Ψ: µ V µ′. It is also required to be
compatible with the horizontal composition ◦ of 2-morphisms:
σµ,ν¯◦ν =
(
(G2ν¯) ◦ σµ,ν
) · (σµ,ν¯ ◦ (G1ν)),(4)
σµ¯◦µ,ν =
(
σµ¯,ν ◦ (µF1)
) · ((µ¯F2) ◦ σµ,ν).
for all 2-morphisms ν¯ : F2 ⇒ F3, µ¯ : G2 ⇒ G3. In addition, for all
2-morphisms µ and ν, and 1-morphisms F , the following equations are
required to hold whenever the  compositions are defined
σµF,ν = σµ,Fν σFµ,ν = Fσµ,ν σµ,νF = σµ,νF.(5)
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Note that Definition 2.15 implies the relations
1νG = 1νG 1Fν = F1ν .(6)
for all 1-morphisms F,G and 2-morphisms ν for which these expressions
are defined. Using this definition, it can be checked that the 0- 1- and 2-
morphisms of G form a pre-2-category, which is denoted G2. The 0- and
1-morphisms form a category denoted G1. Where it is not ambiguous,
the symbol  may be omitted, so that the product of G and F may be
written as just GF .
It is now shown that the Gray category data in Definition 2.15 is
equivalent to the Definition A.5 of a strict cubical or opcubical tricat-
egory.
Lemma 2.16. The set of strict opcubical tricategories is in canoni-
cal bijection with the set of Gray category data. Likewise, the set of
strict cubical tricategories is in canonical bijection with the set of Gray
category data.
Proof. Let G be a strict (op)cubical tricategory according to Definition
A.5 with composition  : G(D, E) × G(C,D) → G(C, E) and coherence
3-morphisms
µ,ν : (µ1µ2) ◦ (ν1ν2)→ (µ1 ◦ ν1)(µ2 ◦ ν2)
for all -composable pairs of 2-morphisms µ = (µ1, µ2) : (H1, H2) →
(K1, K2), ν = (ν1, ν2) : (G1, G2)→ (H1, H2). Then  defines the Gray
product of 1-morphisms with 1-, 2- and 3-morphisms, and the tensora-
tor is given by
σν1,µ2 = −1(1H1 ,µ2),(ν1,1H2 )
in case G is opcubical and by
σµ1,ν2 = (µ1,1H2 ),(1H1 ,ν2)
in case G is cubical, the (op)cubical condition being used to show that
the source and target are correct. A direct computation shows that the
axioms of a strict (op)cubical tricategory in Definition A.5 imply that
the conditions in Definition 2.15 are satisfied.
Conversely, if G is a set of Gray category data, then one obtains a
strict opcubical tricategory by promoting the left-hand-side of (1) to
the product of 2- and 3-morphisms
(7) ΨΦ = (ΨF2) ◦ (G1Φ)
for all 3- or 2-morphisms Φ ∈ G(F1, F2),Ψ ∈ G(G1, G2) and 1-morphisms
F1, F2 : C → D, G1, G2 : D → E . The coherence morphisms for  are
then given by the collection of natural isomorphisms
µ,ν = 1µ1K2 ◦σ−1ν1,µ2 ◦ 1G1ν2 : (µ1µ2) ◦ (ν1ν2)→ (µ1 ◦ ν1)(µ2 ◦ ν2)
for all -composable pairs of 2-morphisms µ = (µ1, µ2) : (H1, H2) →
(K1, K2), ν = (ν1, ν2) : (G1, G2) → (H1, H2). That this determines
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a collection of weak 2-functors  : G(D, E) × G(C,D) → G(C, E) with
strict units (see Definition A.1) is a direct consequence of the axioms
of the Gray category data. Consistency condition (1) of Definition
A.1 follows from Definition 2.15 (2), and consistency condition (2) of
Definition A.1 from Definition 2.15 (4). That the functor  is opcubical
follows directly from the definition.
Analogously, one obtains a strict cubical tricategory by promoting
the right-hand-side of (1) to the product of 2- and 3-morphisms
(8) ΨΦ = (G2Φ) ◦ (ΨF1)
for all 3- or 2-morphisms Φ ∈ G(F1, F2),Ψ ∈ G(G1, G2) and 1-morphisms
F1, F2 : C → D, G1, G2 : D → E . The coherence morphisms for  are
then given by the collection of natural isomorphisms
µ,ν = 1K1µ2 ◦σµ1,ν2 ◦ 1ν1G2 : (µ1µ2) ◦ (ν1ν2)→ (µ1 ◦ ν1)(µ2 ◦ ν2)
for all -composable pairs of 2-morphisms µ = (µ1, µ2) : (H1, H2) →
(K1, K2), ν = (ν1, ν2) : (G1, G2) → (H1, H2). The proof that this de-
fines a strict cubical tricategory is analogous to the opcubical case. 
The passage between a set of Gray category data and the associated
cubical and opcubical tricategories can be viewed as a special case of
the operation called “nudging” in [13], which allows one to pass between
cubical and opcubical tricategories and functors. For the case of strict
tricategories, this gives rise to the following statement. (See Appendix
A for the definitions of strict tricategories and their functors.)
Corollary 2.17. For every strict cubical (opcubical) tricategory G,
there exists a canonical strict opcubical (cubical) tricategory Ĝ and
functors of strict tricategories Σ: G → Ĝ, Σ−1 : Ĝ → G, that are the
identity mappings on all objects and morphisms and satisfy Σ◦Σ−1 = 1,
Σ−1 ◦ Σ = 1.
Proof. Let G be a strict opcubical tricategory. Then by Lemma 2.16,
G defines a set of Gray category data. Define Ĝ as the strict cubical
tricategory determined by this set of Gray category data according to
Lemma 2.16 and define the functor Σ: G → Ĝ of strict tricategories
by taking the identity mappings on the objects and the identity func-
tors for each 2-functor ΣC,D : G(C,D) → Ĝ(C,D). The only nontrivial
data of Σ are the natural isomorphisms κµ,ν : µ̂ν → µν from Def-
inition A.6, where  and ̂ denote, respectively, the products in the
tricategories G and Ĝ. These are given by the tensorator:
κµ,ν = σ
−1
µ,ν
for all - composable 2-morphisms µ, ν. It follows directly from the
properties of the tensorator in Definition 2.15 that this defines a functor
Σ: G → Ĝ of strict tricategories. By taking again the identity mappings
on the objects and the identity 2-functors together with the coherence
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isomorphisms κ−1µ,ν = σµ,ν , we obtain a functor that is strictly inverse
to Σ. 
This corollary implies in particular that the tricategories obtained
via (7) and (8) are equivalent and one of these constructions can be
chosen arbitrarily. The definition 2.14 of a Gray category uses the strict
opcubical tricategory.
The notation for the product in a Gray used in the following is this.
If F is a 1-morphism and φ is a 2- or 3-morphism, then the preferred
notation for the product is using the Gray category data convention
rather than the tricategory convention, i.e., Fφ rather than 1Fφ or
11Fφ (and similarly for F on the right). Also, this is abbreviated to
Fφ in places. In contrast, the ◦ product will continue to be written in
full.
A special case of a Gray category is a braided monoidal category.
The following is proved in [13, Prop 8.6,8.7].
Lemma 2.18. If G is a Gray category, then for every object C the
category G(1C, 1C) is a braided strict monoidal category. Conversely,
a braided strict monoidal category is a Gray category with a single
object and a single 1-morphism.
2.5. Example: 2Cat and 2Cat(1). An example of a Gray category
investigated in this paper is 2Cat. The objects of 2Cat are 2-categories,
the 1-morphisms are strict functors of 2-categories, the 2-morphisms
pseudo-natural transformations and 3-morphisms modifications. In the
following, these definitions, the compositions and the tensorator are
recalled. For a proof that this defines a Gray category, see [14, §I,4.5].
To simplify the notation, and because it is the only case used in the
following, it is assumed throughout that the 2-categories have only one
object, denoted •, and can thus be described as monoidal categories
[7]. Thus the Gray category defined here is 2Cat(1) in the notation
of Cheng and Gurski. The definitions extend easily to the case of a
general 2-category.
The objects of 2Cat(1) are strict monoidal categories. The objects
of the monoidal category correspond to the 1-morphisms of the corre-
sponding 2-category with one object and its morphisms to 2-morphisms
of the corresponding 2-category with one object. The horizontal com-
position is given by the monoidal product, denoted ◦ in the following,
and the unit 1-morphism in the associated 2-category corresponds to
the monoidal unit e. The vertical composition of morphisms is denoted
·, as before. The 1-morphisms in 2Cat(1) are strict monoidal functors.
Definition 2.19. A strict monoidal functor F : C → D between
strict monoidal categories C, D is a functor F : C → D with F (eC) = eD
and F (x ◦ y) = F (x) ◦ F (y) for all objects x and y of C.
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The 2-morphisms in 2Cat(1) are pseudo-natural transformations be-
tween strict monoidal functors. They can be viewed as a generalisation
of natural transformations and are obtained by restricting the general
definition of natural 2-transformations in Definition A.3 to 2-categories
with a single object.
Definition 2.20. A pseudo-natural transformation µ : F ⇒ G
between strict monoidal functors F,G : C → D consists of an object x
of D, together with a collection of isomorphisms µy : x◦F (y)→ G(y)◦x
for all objects y of C such that
(1) µe = 1x : x→ x is the identity morphism.
(2) µ is natural in y: for all morphisms α : y → z in C, the following
diagram commutes
x ◦ F (y)
1x◦F (α)

µy // G(y) ◦ x
G(α)◦1x

x ◦ F (z) µz // G(z) ◦ x.
(9)
(3) µ is compatible with the monoidal product: for all objects y, z
µy◦z = (1G(y) ◦ µz) · (µy ◦ 1F (z)).(10)
The 3-morphisms in 2Cat(1) are modifications between pseudo-natural
transformations. Their definition is obtained by restricting Definition
A.4 to 2-categories with a single object.
Definition 2.21. Let µ, ν : F ⇒ G be pseudo-natural transformations
with component morphisms µz : x ◦ F (z) → G(z) ◦ x, νz : y ◦ F (z) →
G(z)◦y for all objects z of C. A modification Φ: µV ν is a morphism
Φ: x → y such that the following diagram commutes for all objects z
of C
x ◦ F (z)
Φ◦1F (z)

µz // G(z) ◦ x
1G(z)◦Φ

y ◦ F (z) νz // G(z) ◦ y.
(11)
The defining properties of pseudo-natural transformations and mod-
ifications are depicted in Figure 5.
The product operations and the tensorator of 2Cat(1) and the ten-
sorator are obtained by specialising the ones in 2Cat to the case of a
single object and are summarised in the following definition.
Definition 2.22. The product operations and the tensorator of 2Cat(1)
are as follows:
(1) Gray product:
• The composition of functors F : B → C, G : C → D defines
the Gray product GF : B → D.
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Figure 5. Diagrams for pseudo-natural transforma-
tions and modifications.
a) Pseudonatural transformation µ : F ⇒ G with com-
ponent morphisms µa : x ◦ F (a)→ G(a) ◦ x.
b) Modification Φ: ν V µ between pseudo-natural trans-
formations with component morphisms µa : x ◦ F (a) →
G(a) ◦ x, νa : y ◦ F (a)→ G(a) ◦ y .
c) Compatibility of pseudo-natural transformation with
the monoidal product.
d) Naturality property of pseudo-natural transforma-
tions.
e) Defining property of modifications.
• The product Fµ of a functor F with a pseudo-natural
transformation µ : G ⇒ H, µy : x ◦ G(y) → H(y) ◦ x, is
the pseudo-natural transformation Fµ : FG ⇒ FH with
component morphisms (Fµ)y = F (µy) : F (x) ◦FG(y)→
FH(y) ◦ F (x).
• The product µK of a functor K with a pseudo-natural
transformation µ : G ⇒ H, µy : x ◦ G(y) → H(y) ◦ x,
is the pseudo-natural transformation µK : GK ⇒ HK
with component morphisms (µK)y = µK(y) : x◦GK(y)→
HK(y) ◦ x.
• The product FΦ of functor F with a modification Φ: µV
ν, Φ: x → y is defined by the morphism F (Φ) : F (x) →
F (y).
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• The product ΦK of a functor K with a modification
Φ: µV ν, Φ: x→ y is given by the morphism Φ: x→ y.
(2) horizontal composition:
• The horizontal composite of pseudo-natural transforma-
tions µ : G⇒ H, µy : x ◦G(y)→ H(y) ◦ x and ν : H ⇒ K,
νy : z ◦H(y)→ K(y) ◦ z is the pseudo-natural transforma-
tion ν ◦ µ : G⇒ K with component morphisms
(ν ◦ µ)y = (νy ◦ 1x) · (1z ◦ µy) : z ◦ x ◦G(y)→ K(y) ◦ z ◦ x.
• The horizontal composite Ψ ◦µ : ν ◦µV ρ ◦µ of a pseudo-
natural transformation µ : F ⇒ G, µy : x◦F (y)→ G(y)◦x
and a modification Ψ: ν V ρ, w → z is given by the
morphism Ψ ◦ 1x : w ◦ x→ z ◦ x.
• The horizontal composite µ ◦Φ: µ ◦ τ V µ ◦ ρ of a pseudo-
natural transformation µ : H ⇒ K, µy : x◦H(y)→ K(y)◦x
and a modification Φ: τ V ρ, Φ: w → z is given by the
morphism 1x ◦Ψ: x ◦ w → x ◦ z.
(3) vertical composition: The vertical composition of two modi-
fications Φ: µV ν, Φ: w → x and Ψ: ν V ρ, Ψ: x→ z is given
by the composition of the associated morphisms Ψ · Φ: w Φ−→
x
Ψ−→ z.
(4) tensorator: The tensorator σµ,ν of two pseudo-natural trans-
formations ν : F1 ⇒ F2, µ : G1 ⇒ G2 with associated mor-
phisms νz : x ◦F1(z)→ F2(z) ◦ x and µz : y ◦G1(z)→ G2(z) ◦ y
is the modification σµ,ν : (µF2) ◦ (G1ν)V (G2ν) ◦ (µF1)
given by the morphism µx : y ◦G1(x)→ G2(x) ◦ y.
Particular examples of subcategories of 2Cat(1) that are of interest
are the subcategory obtained by restricting attention to 2-functors on a
single category C, which is a monoidal 2-category, and the subcategory
of this that consists of pseudo-natural transformations and modifica-
tions on a trivial functor. This is a braided monoidal category, called
the center of C. Further examples arise when the monoidal categories
C have more structure. The example of a subcategory in which all
objects are pivotal categories is discussed in Section 8.
Other important examples of Gray categories are Gray groupoids,
which are obtained from 2-crossed modules [27] and, more generally,
Gray categories obtained from the strictification of tricategories.
2.6. Gray category diagrams. The definition of a diagrammatic
calculus for Gray categories follows the pattern for categories and 2-
categories. The diagrams are a three-dimensional generalisation of the
two-dimensional diagrams defined above, and were previously studied
informally by Trimble [42].
Gray category diagrams are located in the unit cube [0, 1]3 and con-
sist of a number of points, lines, surfaces, etc. in the cube. It seems
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that the clearest way to organise the definition is in terms of a PL
stratification, which is just called a stratification here.
Definition 2.23. A stratification of an n-dimensional manifold X is
a set of closed subspaces ∅ = X−1 ⊂ X0 ⊂ X1 ⊂ X2 ⊂ . . . ⊂ Xn = X
called the k-skeleta, such that Xk \Xk−1 is a manifold of dimension k,
with boundary ∂
(
Xk \Xk−1) ⊂ ∂X. Each component of Xk \Xk−1 is
called a k-stratum.
For each stratification of a compact manifold, there is a simplicial
complex of which all k-skeleta of the stratification are subcomplexes.
[37, Addendum 2.12].
A stratification is called homogeneous if it obeys an additional con-
dition (adapted from [39], where it is called CS, to allow boundaries),
to ensure that each stratum has a cross-section that does not change
along the stratum. This is defined formally in the following definition.
If L is a compact polyhedron then the cone over L is denoted cL
with vertex v. If L is stratified, then cL is stratified in an obvious
way, with skeleta (cL)k+1 = c(Lk) and 0-skeleton {v}. Recall that Rn+
denotes the half-space {(x1, . . . , xn)|xn ≥ 0}. The product of cL× Rn+
is also a stratified space, in which each stratum is a product of Rn+ with
a stratum of cL.
Definition 2.24. A k-stratum is called homogeneous if there exists
a stratification of an (n − k − 1)-sphere L and, for any point x in the
stratum, an isomorphism (of stratifications) of an open neighbourhood
of x in X with an open subset of (cL)×Rk+. A homogeneous stratifi-
cation of a manifold X is a stratification of X such that each stratum
is homogeneous.
Note that the homogeneity condition is automatically satisfied for the
n-strata of an n-manifold by the definition of a manifold, and also for 0-
strata by the definition of polyhedra. For (n−1)-strata, the homogenity
condition is equivalent to local flatness, which always holds for n ≤ 4,
by the Scho¨nflies theorem. Thus all stratifications are homogeneous for
n ≤ 2. For n = 3, the condition can fail on the 1-strata.
Example 2.25. Let X = R3, X0 = ∅, X1 = {(0, 0, y)|y ≥ 0} ∪
{(0, x, 0)|x ≥ 0}, X2 = {(w, x, 0)|w, x ∈ R}, as shown in Figure 6. This
is a stratification of R3 that is not homogeneous, since the 1-stratum
is not homogeneous.
Note that this example can be made homogeneous by putting X0 =
{(0, 0, 0)}. In general, any stratification in three dimensions can be
made homogeneous by adding extra vertices to the 1-skeleton.
Definition 2.26.
(1) A three-dimensional diagram is a homogeneous stratifica-
tion of [0, 1]3 so that
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Figure 6. A stratification of R3 that is not homogeneous.
(a) each k-stratum Ck satisfies
∂[0, 1]3 ∩ Ck = Ck ∩ ((0, 1)3−k × ∂[0, 1]k) ,
(b) the side faces [0, 1]×{0}× [0, 1] and [0, 1]×{1}× [0, 1] are
progressive two-dimensional diagrams.
The 0-, 1-, 2- and 3-strata are called vertices, lines, surfaces
and regions, of the diagram, respectively. The face [0, 1]2×{0}
is called the source and the face [0, 1]2×{1} the target of the
diagram.
(2) A three-dimensional diagram is called progressive, if the pro-
jection p2 : (w, x, y) 7→ (x, y) is a regular mapping of each sur-
face, and the projection p1◦p2 : (w, x, y) 7→ y a regular mapping
of each line.
(3) A progressive three-dimensional diagram is called generic if
the following conditions on the image of the diagram under the
projection p2 : (w, x, y) 7→ (x, y) hold:
(a) The images of any two lines meet only at interior points
of [0, 1]2, and at every point where they meet, they cross
transversally.
(b) Crossing points and the projections of vertices do not co-
incide with the projections of any other vertices or points
on lines.
Condition (1) (a) in this definition states that lines in the diagram
can intersect the boundary of the unit cube only in its top face [0, 1]2×
{0} and its bottom face [0, 1]2 × {1} and that surfaces of the diagram
cannot intersect its front face {1}× [0, 1]2 or its back face {0}× [0, 1]2.
This is the three-dimensional analogue of the condition that lines in
two-dimensional diagrams intersect only the top and bottom edge of
the diagram. Condition (1) (b) is a new feature that does not appear
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in lower dimensions; in dimension two the side edges are required to be
empty. For a generic three-dimensional diagram, the source and target
are generic two-dimensional diagrams.
Mappings of three-dimensional diagrams are defined in analogy to
the one- and two-dimensional case.
Definition 2.27.
(1) A mapping D → D′ of three-dimensional diagrams is a
PL embedding m : [0, 1]3 → [0, 1]3 that preserves the k-skeleta,
i.e., m(Xk) ⊂ X ′k, for k = 0, 1, . . . 3.
(2) A mapping of three-dimensional diagrams is called a homo-
morphism if it is a PL homeomorphism and is the identity
map on the boundary ∂[0, 1]3. An isomorphism of three-
dimensional diagrams is a homomorphism that has an inverse.
(3) Subdivisions and subdiagrams are defined analogously to
the one- and two-dimensional cases (Definition 2.4, Definition
2.9).
To define diagrams labelled with data from a Gray category, it is
necessary to restrict attention to progressive diagrams. As in the two-
dimensional case, each vertex in a progressive three-dimensional dia-
gram has a neighbourhood that is isomorphic to a diagram with a single
vertex. The simplest type of one-vertex diagram has no crossings in its
two-dimensional projection and is called an elementary diagram.
Definition 2.28. Let G be a Gray category.
(1) An elementary Gray category diagram for G is a progres-
sive three-dimensional diagram with one vertex such that the
images of its lines under the projection p2 : (w, x, y) 7→ (x, y) do
not intersect together with
• a labelling of each region with an object in G
• a labelling of each surface with a 1-morphism in G
• a labelling of each line with a 2-morphism in G
• a labelling of the vertex with a 3-morphism in G
The source and target of the diagram are required to be pre-
2-category diagrams for G2 and evaluate to 2-morphisms which
are the source and target for the vertex 3-morphism.
(2) A Gray category diagram for G is a progressive three-dimensional
diagram together with a labelling of each region with an ob-
ject in G, each surface with a 1-morphism, each line with a
2-morphism and each vertex with a 3-morphism. The source
and target are required to be (generic) pre-2-category diagrams
for G2 and each vertex v is required to have a rectangular neigh-
bourhood that is an elementary Gray category subdiagram after
affine rescaling.
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An elementary Gray category diagram and its projection are shown
in Figure 7. Note that the requirement on the vertex neighbourhoods
is both a restriction on the topology at a vertex, so that the plane pro-
jections of lines are locally non-intersecting, and a restriction on the
vertex label. Any two such rectangular neighbourhoods give isomor-
phic elementary vertex subdiagrams, so that the choice of rectangular
neighbourhood does not matter.
Note also that a diagram with a plane projection that has a single
crossing and no other vertices is a Gray category diagram but not an
elementary Gray category diagram. The requirement that the source
and target are pre-2-category diagrams implies that the x-coordinates
of the intersection points of lines with the source and target of the
diagram are all different.
As in two dimensions, the evaluation of a Gray category diagram is
obtained by projecting it to a two-dimensional 2-category diagram and
then evaluating the resulting 2-category diagram according to Defini-
tion 2.11. The construction is described first for the case of a generic
diagram.
The image of the diagram under the projection p2 : (w, x, y) 7→ (x, y)
defines a two-dimensional diagram. This two-dimensional diagram has
vertices given by the image of vertices or crossing points, and lines
given by segments of images of lines between either vertices or crossing
points.
Let D be a generic Gray category diagram with initial region (con-
taining the face {0} × [0, 1]2) labelled by an object C in G and final
region (containing the face {1} × [0, 1]2) labelled with an object D of
G. Then its projection p2D is a a 2-category diagram for the 2-category
G(C,D) as follows: The label at a point (x, y) ∈ [0, 1]2 of p2D depends
on whether the set p−12 (x, y) contains a vertex, an interior point of a
line, interior points of two different lines, or none of these:
(1) If p−12 (x, y) contains a vertex, then the points in p
−1
2 (x, y) define
a sequence F1, F2, . . . , Fj,Φ, G1, G2, . . . Gk, where Fn, Gm are 1-
morphisms labelling surfaces and Φ is 3-morphism labelling the
vertex, in order of increasing w coordinate. The point (x, y) is
a vertex of p2D and is labelled with the 3-morphism
Gk . . . G2G1ΦFj . . . F2F1.
(2) If p−12 (x, y) contains an interior point of a line, the labelling is
analogous, but the 3-morphism Φ is replaced by the 2-morphism
ν labelling the line. The point (x, y) lies a on a line of p2D and
is labelled with a 2-morphism.
(3) If p−12 (x, y) contains no vertex and no interior points of lines,
the labelling is as in (1) but with the 3-morphism Φ removed.
The point (x, y) lies in a region of p2D and is labelled with the
corresponding 1-morphism.
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(4) If p−12 (x, y) contains interior points of two different lines, then
the point (x, y) is a crossing in p2D. In this case, the sequence
associated with p−12 (x, y) is of the form
F1, F2, . . . , Fj, ν, G1, G2, . . . Gk, µ,H1, H2, . . . Hl,
where Fl, Gm, Hn are 1-morphisms in G that label the surfaces
and ν : A → B, µ : C → D are the 2-morphisms labelling the
two lines in the preimage of the crossing. In this case, there
are two possible diagrams, whose labellings are given in Fig-
ure 8 a) and b). The vertex of the 2-category diagram is la-
belled, respectively, with HσµG,νF and with Hσ−1µG,νF
where σµ,ν stands for the tensorator (see equation (1)) and
we abbreviate F = Fj . . . F2F1, G = Gk . . . G2G1 and
H = Hl . . . H2H1.
The 2-category diagram p2D obtained in these four cases defines the
evaluation of a generic Gray category diagram:
Definition 2.29. Let D be a generic Gray category diagram whose
initial region is labelled with an object C and whose final region is
labelled with an objectD in G. The evaluation of D is the 3-morphism
in G(C,D) that is the evaluation of the 2-category diagram p2D.
As in the one- and two-dimensional case, there is a relation between
the composition of Gray category diagrams and the three compositions
in a Gray category G. Gray category diagrams can be composed in the
w-, x- and y-direction as depicted in Figure 9.
The composition in the direction of the w-axis is defined if the object
in G labelling the initial region at the face {0} × [0, 1]2 of one diagram
agrees with the object labelling the final region at the face {1}× [0, 1]2
of the other diagram, as shown in Figure 9 c). This composition corre-
sponds to the Gray product of two 3-morphisms in the Gray category
G. If D,D′ are generic progressive Gray category diagrams that can
be composed in this way such that their composite diagram D˜ is again
a generic progressive diagram, then the evaluation of D˜ is the Gray
product of the evaluation of D and D′.
The composition in the direction of the x-axis is defined if the labelled
progressive two-dimensional diagram at the face [0, 1]× {0} × [0, 1] of
one of the diagrams matches the labelled diagram at the face [0, 1] ×
{1}× [0, 1] of the other, as shown in Figure 9 a). It corresponds to the
horizontal composition in G. If two generic progressive Gray category
diagrams D,D′ are composable in this sense and the resulting diagram
D˜ is again generic and progressive, then the evaluation of D˜ is the
horizontal composite of the evaluation of D and of D′.
The composition in the direction of the y-axis is defined if the la-
belled two-dimensional diagram at the face [0, 1]2×{0} of one of the two
diagrams matches the labelled two-dimensional at the face [0, 1]2×{1}
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Figure 7. Elementary Gray category diagram and its
projection to a 2-category diagram for G(C,D):
• The regions are labelled with objects C,D, E .
• The surfaces with 1-morphisms F,G,H : C → D,
J : D → E , K : E → D and L : C → E .
• The lines with 2-morphisms ρ : H ⇒ KL, κ : L⇒ JF ,
η : KJ ⇒ 1D, ν : H ⇒ G, µ : G⇒ F .
• The vertex with a 3-morphism
Ψ: (ηF ) ◦ (Kκ) ◦ ρV µ ◦ ν.
of the other, as shown in Figure 9 b). This composition of diagrams
corresponds to the vertical composition in G. If D,D′ are generic pro-
gressive Gray category diagrams which can be composed such that the
resulting composite diagram D˜ is again a progressive generic diagram,
then the evaluation of D˜ is the vertical composite of the evaluations of
D and D′.
It seems plausible that by considering Gray category diagrams up to
suitable isotopies, one should obtain a Gray category of Gray category
diagrams, which generalises the well-known example of the tangle cat-
egory. In this framework, the evaluation should define a functor from
the Gray category of diagrams labelled with G to the Gray category G.
The above relations between the composition of diagrams and the com-
position of their evaluations would then correspond to the axioms of
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a) b)
μG,νσH F
Figure 8. Gray category diagrams and projections for
a crossing: a) the tensorator HσµG,νF and b) its inverse.
The labelling of regions by objects is omitted. The short-
ened notation omitting  is used.
a functor of strict tricategories. However, this aspect is not developed
further in the paper.
In analogy to the lower-dimensional cases, each generic Gray cat-
egory diagram can be viewed as a calculation in a Gray category G,
which is given by the evaluation of the diagram. The benefit of such a
diagrammatic calculus is that calculations in G can be easily visualised.
This requires a statement about the invariance of the evaluation under
certain mappings of diagrams.
Theorem 2.30. Let D, D′ be generic Gray category diagrams that
are isotopic by a one-parameter family of isomorphisms of progressive
diagrams. Then the evaluations of D and D′ are equal.
Proof. Joyal and Street [17] prove this for the case of a braided monoidal
category. The proof extends directly to the case of a Gray category.
This can be seen as follows: The proof in [17] relies on a decomposition
of a three-dimensional isotopy into three-dimensional isotopies that
induce isotopies of the two-dimensional diagrams obtained via the pro-
jection and three-dimensional isotopies that project to certain moves
of two-dimensional diagrams. Invariance of the evaluation under the
former follows directly from Theorem 2.12. The invariance under the
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Figure 9. Composition of Gray category diagrams:
a) Horizontal composition ◦,
b) Vertical composition ·,
c) Gray product .
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Figure 10. Properties of the tensorator σµ,ν :
a) naturality in the first argument,
b), c) naturality in the second argument,
d) compatibility with the horizontal composition.
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second type of isotopies in [17] is a consequence of the properties of the
braiding in a braided monoidal category. The associated diagrams in
[17] have direct generalisations to progressive Gray category diagrams
and the resulting set of moves is depicted in Figure 10 a) to c). The
invariance of the evaluation under these moves then follows from the
properties of the tensorator in Definition 2.15. 
By means of this theorem, it is possible to extend the definition of
the evaluation to progressive Gray category diagrams which are not
generic. The idea is the same as in the two-dimensional case (see
Theorem 2.12 and Definition 2.13), namely to perturb a non-generic
progressive diagram into a generic progressive diagram by means of an
isotopy. The resulting diagrams are then related by the moves from
the proof of Theorem 2.30 in Figure 10 a), b), c), and the properties
of the tensorator in a Gray category ensure that their evaluations are
equal.
Definition 2.31. The evaluation of a Gray category diagram is
defined by perturbing it, by an isotopy that fixes the boundary, to a
generic progressive Gray category diagram and evaluating the resulting
diagram.
This is independent of the choice of isotopy and hence well-defined
by Theorem 2.30.
3. Gray categories with duals
This section introduces 2-categories and Gray categories with duals.
The main aim is to investigate the structure and the diagrammatic rep-
resentation of Gray categories with duals. As the associated diagrams
and their evaluation are defined in terms of 2-category diagrams, this
requires a careful investigation of diagrams for 2-categories with du-
als. Most of the material on 2-categories and the associated diagrams
is standard [18], but the discussion of mappings of 2-dimensional dia-
grams contains the detail that is required in Section 6.1.
3.1. 2-categories with duals. As the duality operations introduced
in this section reverse certain products in the Gray categories, we re-
quire two notions of opposites for 2-categories. We start by introducing
the relevant notation. For a category C we denote by Cop the opposite
category and for a morphism f ∈ C(A,B) by f op ∈ (Cop)(B,A) the
corresponding morphism with source and target reversed. We denote
by ·˜ the composition of morphisms in Cop, e. g.
f op ·˜ gop = (g · f)op.
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Similarly, we denote for a functor F : C → D by F op : Cop → Dop the
opposite functor with F op(f op) = (F (f))op and for a natural transfor-
mation ν : F → G by νop : Gop → F op the opposite natural transfor-
mation defined by νop(A) = ν(A)op. In particular, if ν is a natural
isomorphism, then (νop)−1 is a natural isomorphism from F op to Gop.
Definition 3.1. Let C be a 2-category. Then Cop denotes the corre-
sponding 2-category with both products reversed
• (Cop)(A,B) = C(B,A)op for objects A, B
• αop ◦˜ βop = (β ◦ α)op for composable 1- or 2-morphisms α, β,
and Cop the 2-category with the same vertical but opposite horizontal
product
• (Cop)(A,B) = C(B,A) for objects A, B
• αop ◦˜ βop = (β ◦ α)op for composable 1- or 2-morphisms α, β.
Note that in the 2-category literature a more usual notation for Cop
is Ccoop and the more usual notation for Cop is Cop. However, these
notations would be inconvenient for the extension to Gray categories.
In the sequel we will abuse notation and simply denote a morphism f op
by f whenever it is clear from the context to which category f belongs.
The appropriate notion of a 2-category with duals that will be used
later in the definition of a Gray category with duals is that of a planar
2-category. A planar 2-category is a direct generalisation of a pivotal
category, which in turn can be regarded as a planar 2-category with
one object.
The definition uses a 2-category notion of contravariant functor. By
definition, a contravariant functor G between 2-categories B and C is
a strict 2-functor G : B → Cop. The product FG of a contravariant
functor G followed by functor F : C → D is defined as the contravari-
ant functor associated to F opG, and GF is the contravariant functor
associated to GF . Similarly, if F is instead a contravariant functor,
then the product FG = F
op
G is a (covariant) functor.
In the following, it will be convenient to use the same symbol for G
and G. As can be seen from the products of functors just described, this
amounts to using the covariant functors and omitting the superscript op
on functors where it occurs. These superscripts can be unambiguously
re-inserted by examining the source category of each functor.
Definition 3.2. A planar 2-category is a 2-category C together with
a contravariant functor ∗ : C → C, associated to a strict 2-functor C →
Cop, that is the identity on objects. Additionally, it is required that
there is a collection of 2-morphisms a : 1A′ → a◦a∗ for all 1-morphisms
a : A→ A′ of C such that:
(1) ∗∗ = 1C is the the identity functor
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(2) for all 1-morphisms a, b, c and 2-morphisms α : a→ b for which
these expressions are defined:
(α ◦ 1a∗) · a = (1b ◦ α∗) · b (1a ◦ ∗a∗) · (a ◦ 1a) = 1a(12)
(1a ◦ c ◦ 1a∗) · a = a◦c.
A pivotal category is a planar 2-category with one object, regarded
as a monoidal category with additional structure.
Note that the pivotal category in Definition 3.2 is often called strict
pivotal category in the literature. As we do not make use of weak
pivotal categories, the word ’pivotal’ always stands for strict pivotal
throughout the article.
Note that the 2-functor ∗ and the collection of morphisms a in a
planar 2-category are not independent. For a given 1-morphism a, the
2-morphisms a and 
∗
a∗ determine an adjunction between a and a
∗ in
the 2-category C [26]. The following lemma shows that this choice of
data for every 1-morphism determines the action of the functor ∗ on
the 2-morphisms uniquely.
Lemma 3.3. [25, 3] For any 2-morphism α : a → b in a planar 2-
category, the dual α∗ : b∗ → a∗ is given by
α∗ =(∗b∗ ◦ 1a∗) · (1b∗ ◦ α ◦ 1a∗) · (1b∗ ◦ a)(13)
=(1a∗ ◦ ∗b) · (1a∗ ◦ α ◦ 1b∗) · (a∗ ◦ 1b∗),
depicted in Figure 12 f), and the 2-morphism α satisfies the pivotal
condition in Figure 12 g):
α = (1b ◦ ∗a∗) · (1b ◦ 1a∗ ◦ ∗b ◦ 1a) · (1b ◦ 1a∗ ◦ α ◦ 1b∗ ◦ 1a)(14)
·(1b ◦ a∗ ◦ 1b∗ ◦ 1a) · (b ◦ 1a).
Proof. The proof is a direct generalisation of the corresponding proof
for pivotal categories, see [25], [3, Lemma 2.2]. The identities in (13)
follow from the first and second identity in (12) together with the ex-
change law. The pivotal condition (14) is then obtained by applying
(13) twice and using the identity ∗∗ = 1C. 
3.2. Diagrammatic representation of the 2-category duals. The
∗-duals in a planar 2-category are the extra data required to define
2-category diagrams that are not progressive. In this setting, the con-
dition that a 2-category diagram D is progressive can be relaxed to the
condition that it is ‘piecewise progressive’, i.e., that there is a subdivi-
sion m : D → P such that P is progressive. These exist if the diagram
is generic in the following sense.
Definition 3.4. A two-dimensional diagram is called generic if the
only singularities of the projection p1 on lines are maxima and minima,
and all vertices, maxima and minima have different y-coordinates.
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Figure 11. Labelling minima and maxima of a planar
2-category diagram.
By promoting the maxima and minima of a generic 2-dimensional
diagram D to vertices, one obtains a subdivision m : D → P called the
minimal progressive subdivision in the following. P is a ‘generic
progressive diagram’ in the sense of Definition 2.8.
In the rest of this section, it is assumed that two-dimensional dia-
grams are generic where appropriate. Note, however, that an isotopy
between generic diagrams may fail to be generic at intermediate values
of the isotopy parameter.
Subdividing generic two-dimensional diagrams to obtain generic pro-
gressive diagrams introduces a complication with the labelling. A line
in D that is labelled with an object x and zig-zags upwards and down-
wards with respect to the y-coordinate corresponds to a collection of
progressive line segments in P , whose labels vary between x and x∗,
depending on their orientation. Keeping track of these labels and of
the analogous labelling problems caused by the rotation of vertices
motivated the introduction of a new structure into a diagram, namely
a framing. This was introduced for knots by Kauffman [23] and for
monoidal category diagrams by Reshetikhin and Turaev [36].
Nevertheless, it is possible to reformulate this theory in terms of
unframed diagrams. Our experience is that this is much simpler in the
case of three-dimensional diagrams, and we will work with unframed
diagrams throughout the paper. However the issues that motivated the
introduction of framing in previous works then appear in the action of
mappings on diagrams.
Definition 3.5. Let C be a planar 2-category. A planar 2-category
diagram for C is a generic two-dimensional diagram D together with
a labelling of the image of its minimal progressive subdivision D → P
with elements of C such that P is a 2-category diagram. It is required
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that the additional vertices are labelled with the canonical 2-morphisms
a or 
∗
a as shown in Figure 11. The evaluation of D is defined as the
evaluation of P .
Examples of planar 2-category diagrams are given in Figure 12.
The aim now is to prove that the evaluation of planar 2-category
diagrams is invariant under a much more general class of mappings
of diagrams than those in Theorem 2.12, namely under any homomor-
phism of diagrams. Unlike in the progressive case, this requires that the
homomorphisms act non-trivially on the labels of the minimal progres-
sive subdivisions. Hence, the first step is to define the relation between
the labels of the source and target diagrams of a homomorphism of
diagrams.
This can be reduced to specifying it for isomorphisms of progressive
diagrams by the following considerations. If f : D → D′ is a homo-
morphism of diagrams, then there are progressive diagrams P , P ′ and
subdivisions s : D → P , s′ : D′ → P ′ such that f induces an isomor-
phism of diagrams f : P → P ′. These subdivisions are obtained by first
subdividing D such that the homomorphism becomes an isomorphism,
then adding vertices at the maxima and minima of both D and D′ to
make the diagrams progressive and finally then adding further vertices
such that v is a vertex of the resulting diagram P if and only if f(v)
is a vertex of the resulting diagram P ′. The additional vertices that
are maxima or minima are labelled according to Definition 3.5. The
additional vertices that are not maxima or minima are labelled with
identity 2-morphisms, and the additional lines in P are labelled with
identity 1-morphisms.
It is therefore sufficient to consider the case where f : P → P ′ is an
isomorphism of diagrams. One can compare the configuration of lines
and vertices with respect to the vertical projection p1 : (x, y) → y.
This projection induces an orientation on each line l of P and the
corresponding line f(l) of P ′. The isomorphism f either preserves
or reverses the orientation. If the orientation is preserved, then the
1-morphism labels on l and f(l) are taken to be equal, and if the
orientation is reversed, then the labels are related by ∗.
As explained in Section 2.2, the lines incident at a vertex v of P
fall into two ordered sets, the input lines, and the output lines. The
isomorphism f exchanges lines between the two sets, preserving the
cyclic order of the lines around the vertex. The combinatorial informa-
tion in this exchange of lines is used to determine the relation of the
2-morphisms at the vertex.
Some mappings of planar diagrams are shown in Figure 13 b)-e). The
diagrams on the left-hand side in Figure 13 b)-e) show vertices with
two input lines and two output lines, but there are obvious analogues
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Figure 12. Planar 2-category diagrams.
a) 2-morphism α∗ : b∗ → a∗ for a 2-morphism α : a→ b.
b) The 2-morphism a : 1B → a ◦ a∗.
c) The identity (α ◦ 1) · a = (1 ◦ α∗) · b from (12).
d) The identity (∗a∗ ◦ 1a) · (a ◦ 1a) = 1a from (12).
e) The identity (1a ◦ c ◦ 1a∗) · a = a◦c from (12).
f) The identity α∗ = (1a∗ ◦ ∗b) · (1a∗ ◦ α ◦ 1b∗) · (a∗ ◦ 1b∗).
g) The condition (14) from Lemma 3.3.
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of these moves for any number of lines. For each choice of the vertex 2-
morphism β′ in the diagrams on the right-hand sides, the 2-morphism β
in the corresponding diagram on the left-hand side is then determined
uniquely by the condition that the evaluations of the two diagrams
are equal. This defines the action of an isomorphism on the vertex
2-morphisms. Figure 13 b) determines a map
(15) φL : C(a, d ◦ c ◦ b∗)→ C(a ◦ b, d ◦ c),
which is obtained by inserting the morphism β′ in the right-hand dia-
gram and evaluating the diagram. Similarly, Figure 13 c) determines
a map
(16) φR : C(b, a∗ ◦ d ◦ c)→ C(a ◦ b, d ◦ c).
The other two moves, shown in Figure 13 c) and d), give the inverse
maps. Again, there are obvious analogues of these maps with other
numbers of input and output lines. For example, one can replace the
line labelled by a in Figure 13 b) by any number of labelled lines.
Consider now a vertex v with p input lines and q output lines. Then
the corresponding maps φL and φR are defined if q > 0 and their
inverses φ−1L and φ
−1
R are defined if p > 0. Any two of these four maps
commute when their products in both orders are defined. Iterating
these maps leads to the following definition of canonical maps on vertex
2-morphisms.
Definition 3.6. Define the rotation r by
r =

φ−1R φL if q > 0
φLφ
−1
R p > 0
1 p = q = 0.
The canonical maps between spaces of 2-morphisms are defined
for n ∈ Z and −q ≤ k ≤ p by
c(k, n) = φkL r
n.
Lemma 3.7. Any iterate of φL, φR and their inverses acting on a
vertex with p incoming and q outgoing lines can be transformed to
exactly one of the canonical forms c(k, n) for 0 ≤ n < p + q using the
axioms of a planar 2-category.
Proof. Consider a word of length l in the generators φL, φR, φ
−1
L ,
φ−1R and proceed by induction on l. For l = 0 one has 1 = c(0, 0).
The induction step is given by the relations φL c(k, n) = c(k + 1, n),
φ−1L c(k, n) = c(k − 1, n), φR c(k, n) = c(k + 1, n − 1), φ−1R c(k, n) =
c(k − 1, n + 1). The pivotal condition that is shown in Figure 12 g)
implies that c(k, n) = c(k, n+ p+ q). Finally, the uniqueness is due to
the fact that k and n can be read off from the powers of φL and φR in
any word and the relations in a planar 2-category do not change k and
only can only change n by the addition of a multiple of p+ q. 
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Figure 13. Diagrams for the moves from [46, Proposi-
tion 1.8].
These definitions and results are summarised in the following formal
definition.
Definition 3.8. A homomorphism of planar 2-category dia-
grams f : D → D′ is an orientation-preserving homomorphism of two-
dimensional diagrams such that the associated isomorphism on sub-
divisions f : P → P ′ preserves the 2-category labels in the following
sense:
• If R ⊂ P is a region, then the objects labelling R and f(R) are
equal.
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• If l ⊂ P is a line, then the 1-morphisms labelling l and f(l)
are equal if f preserves the orientation and related by ∗ if the
orientations are opposite.
• If v is a vertex of P labelled with β, and the vertex f(v) is
labelled with β′, then β = c(k, n)β′, where k, n are determined
by the permutation of incoming and outgoing edges.
The main invariance result can now be stated.
Theorem 3.9. Let f : D → D′ be a homomorphism of planar 2-
category diagrams. Then the evaluations of the two diagrams are equal.
Proof. The diagrams D and D′ are replaced by progressive diagrams
P and P ′ as described above. The evaluations of D and P are equal,
since they differ only by the insertion of identity morphisms. The same
holds for the evaluations of D′ and P ′.
Thus it remains to consider the isomorphism f : P → P ′. Ac-
cording to the result of Yetter [46, proposition 1.8], there is a list of
Reidemeister-type moves for a mapping of planar diagrams. These are
the moves reproduced in Figure 13, plus the isotopies of progressive
diagrams from Theorem 2.12. As any mapping f is a product of moves
from the list, it is sufficient to check that the evaluation is invariant
under these moves. The invariance of the evaluation under the snake
moves in Figure 13 a) follows from the second condition in (12). The
invariance of the evaluation under the vertex moves in Figure 13 b)-e)
follows from Lemma 3.7 and Definition 3.8, and the invariance of the
evaluation and under the isotopies of progressive diagrams follows from
Theorem 2.12. 
3.3. Gray categories with duals. The following definition is derived
from the axioms that were first given by Baez and Langford [1] and
Mackaay [33]. The main difference is that here only two independent
duals are considered, whereas the previous authors defined three. The
axioms are adapted from [1]. By referring to a planar 2-category these
axioms can be cast into a more concise form. The definition has a
conceptual justification in section 4, where it is shown (theorem 4.3)
that the data for the duals determine functors from G to G.
Definition 3.10. A Gray category with duals is a Gray category
G with the following additional structure:
(1) G is a Gray category with *-duals: for all objects C,D of G,
the 2-category G(C,D) is planar, and its dual ∗ is compatible
with the Gray product:
(KµH)∗ = Kµ∗H, and KµH = KµH ,
for all 1-morphisms H,K and 2-morphisms µ for which these
expressions are defined.
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(2) For every 1-morphism F : C → D, there is a dual 1-morphism
F# : D → C, a 2-morphism ηF : 1D ⇒ FF#, called fold,
and an invertible 3-morphism TF : (η
∗
FF ) ◦ (FηF#) V 1F ,
called the triangulator, such that the following conditions are
satisfied:
(a) F## = F for all 1-morphisms F : C → D,
(b) 1#C = 1C, η1C = 11C , T1C = 111C for all objects C,
(c) (FG)# = G#F#, ηFG = (FηGF#) ◦ ηF ,
TFG = (TFG◦FTG)·(1η∗FFG◦σFη∗G,ηF#G◦1FGηG# )
for all composable 1-morphisms F : D → D, G : C → D,
(d) (1η∗F ◦TFF#) ·(ση∗F ,η∗F ◦1FηF#F#) ·(1η∗F ◦FT ∗F#) = 1η∗F .
The relation with the notation of [1] is as follows. Firstly, the work [1]
considers monoidal 2-categories, so what is termed here an n-morphism
is the present paper is called an (n− 1)-morphism there. The duality
on 2-morphisms (which they call 1-morphisms) is denoted ∗ in both
works, and is extended here to 3-morphisms by the operation which
is called an adjoint in [1]. The duality on 3-morphisms in [1] (which
they call 2-morphisms) does not appear in this paper, and hence their
constraints that specify that the tensorator and triangulator are unitary
are relaxed here to the conditions that these morphisms are invertible.
The duality on 1-morphisms is denoted # here and corresponds to
the ∗-dual on 1-morphisms in [1] (which they call objects). There are
two axioms in Definition 3.10 that have no analogue in [1], namely the
conditions 1#C = 1C and η1C = 11C .
Just as the ∗-duality can be regarded as a collection of adjunctions
in a 2-category, the #-duality can be regarded as a collection of biad-
junctions in a Gray category. For the case where the Gray category is
2Cat, these are particular types of the weak quasi-adjunctions defined
in [14, §I.7], and, more specifically, in [32]. In the latter, the data de-
termined by the folds and triangulators for the pair of 1-morphisms F
and #F are called there a ‘unit-counit diagram’ and equation (2d) is
called there a ‘3-cell unit-counit equation’.
Gray categories with duals can be viewed as a generalisation of
braided pivotal categories. In the literature, braided pivotal categories
are also called balanced autonomous categories. As a direct conse-
quence of the axioms in Definition 3.10, one obtains
Lemma 3.11. If G is a Gray category with duals, then for every object
C the category G(1C, 1C) is a braided pivotal category. Conversely, a
braided pivotal category is a Gray category with duals with a single
object and a single 1-morphism.
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Proof. For every Gray category G, by Lemma 2.18 G(1C, 1C) is a braided
category. If G is a Gray category with duals, then G(1C, 1C) is planar
by Definition 3.10 (1) and hence a pivotal category. Conversely, by
Lemma 2.18 every braided pivotal category is a Gray category with
∗-duals with a single object and a single morphism. In this case, the
#-duals are determined uniquely by the identities in Definition 3.10
(2)(b), and the conditions in Definition 3.10 (1), (2)(a), (2)(c) and
(2)(d) are satisfied trivially. 
As indicated by this lemma, some identities which are familiar from
braided monoidal categories have a direct analogue in Gray categories
with duals. These similarities are also apparent in the diagrammatic
calculus for Gray categories with duals introduced in the next subsec-
tion. A specific example is the following lemma and the associated
diagrams in Figure 21.
Lemma 3.12. Let G be a Gray category with duals. Then for all 2-
morphisms µ, µ′ : F ⇒ G, ν : H ⇒ K and all 3-morphisms Φ: µ V µ′
for which these expressions are defined, one has
(KΦH)∗ = KΦ∗H, σ∗µ,ν = σµ∗,ν∗ ,
(1(µK)◦(Fν) ◦ ∗µ∗H) · (1µK ◦ σµ∗,ν ◦ 1µH) · (µK ◦ 1(Gν)◦(µH)) = σ−1µ,ν ,
(1(Gν)◦(µH) ◦ ∗Fν∗) · (1Gν ◦ σ−1µ,ν∗ ◦ 1Fν) · (Gν ◦ 1(µK)◦(Fν)) = σµ,ν .
Proof. The first identity follows directly from the definition of the dual
3-morphisms in terms of the 3-morphism µ in equation (13) and from
condition (1) in Definition 3.10. The second identity follows from the
third and the fourth. These two identities are direct consequences of the
properties of the tensorator together with condition (1) in Definition
3.10. 
3.4. Diagrammatic representation of the Gray category duals.
The set of progressive Gray category diagrams is sufficient to express
the axioms of a Gray category with duals in diagrammatic form. Non-
progressive diagrams will be discussed in Section 6. Each of the canon-
ical 2- and 3-morphisms in Definition 3.10 for a Gray category with
duals determines a canonical diagrammatic element as follows:
• As for planar 2-categories, the 3-morphisms µ : 1G V µ ◦ µ∗
are canonical vertices that correspond to maxima and minima
of the lines. The Gray category diagram for µ is obtained by
drawing the corresponding diagram for a planar category in
Figure 12 b) on a plane labelled with two 1-morphisms F,G as
shown in Figure 14 c). As shown, the vertex is not labelled by
any morphism. By convention this means that the morphism at
this vertex is µ. One of the lines meeting this vertex is labelled
with µ and the other with µ∗. It is therefore only necessary
to show the label of one of these lines as the other label is
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then uniquely determined. This convention will be used in the
following.
The compatibility condition (1) in Definition 3.10 which in-
volves the Gray product of 1-morphisms with the 3-morphisms
µ : 1G V µ ◦ µ∗ is shown in Figure 14 e).
• The diagram for the fold 2-morphism ηF : 1D ⇒ FF# is a line
with two planes attached to the right, as shown in Figure 15
c). The convention is that the label for this line is not shown,
and only one of the two surfaces incident to the line is labelled.
This diagram is in fact an identity diagram 1D, where D is the
elementary pre-2-category diagram for ηF in G2. The ∗-dual
η∗F is represented by a diagram with two planes on the left, as
shown in Figure 15 d). The condition η1C = 11C states that the
2-morphism η1C corresponds to an empty diagram. For better
legibility of the diagrams, the 2-morphisms ηF and their ∗-duals
will also sometimes be drawn as rounded lines in the following.
This does not affect any of the results.
• The invertible 3-morphism TF : (η∗FF ) ◦ (FηF#) V 1F for
each 1-morphism F : C → D corresponds to the Gray category
diagram in Figure 15 g), and its inverse is depicted in Figure
16 a). As in the case of the 2-morphisms ηF , it is not necessary
to label the vertex in this diagram or the lines incident at the
vertex, and only one of the incident surfaces is labelled.
The compatibility of the 2-morphisms ηF and the 3-morphism
TF with the Gray product  (condition c) in Definition 3.10),
relates the 2-morphisms ηFG and the 3-morphisms TFG to
the corresponding 2- and 3-morphisms ηF , ηG and TF , TG. It
states that the two diagrams in Figure 16 c), e) have a well-
defined evaluation. Condition (d) in Definition 3.10 and the
invertibility of the 3-morphisms TF are depicted, respectively,
in Figure 17 a), b) and c) and their projections in Figure 18.
By composing these diagrammatic elements, one obtains diagrams
for all structural data and relations of a Gray category with duals. For
instance, the diagrams for the canonical 3-morphisms ηF : 1FF# V
ηF ◦ η∗F and η∗F : 1D V η∗F ◦ ηF for a 1-morphism F : C → D are given
in Figures 19 and 20 a), b). The identities
(∗η∗F ◦ 1η∗F ) · (1η∗F ◦ ηF ) = 1η∗F , (
∗
ηF
◦ 1ηF ) · (1ηF ◦ η∗F ) = 1ηF
from condition (12) in the definition of a planar 2-category correspond
to the diagrams in Figure 19 and 20 c), d).
As in the case of diagrams for monoidal categories, Gray category
diagrams prove useful for computations in a Gray category with duals.
An example is the proof of the last three identities in Lemma 3.12,
which is performed diagrammatically in Figure 21. This diagrammatic
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Figure 14. Gray category diagrams for the ∗-duals:
a) 3-morphism Φ: µV ν, b) dual Φ∗ : ν∗ V µ∗,
c) 3-morphism µ : 1G V µ ◦ µ∗,
d) identity (KΦH)∗ = KΦ∗H,
e) identity KµH = KµH.
proof clearly exhibits the structural similarities between Gray cate-
gories with duals and braided pivotal categories.
It also becomes apparent that diagrammatic calculations are much
simpler than their symbolic counterparts. For these reasons, they will
be used extensively in the following sections. Note, however, that at
this stage the diagrammatic calculus is to be understood as a calcula-
tion in a Gray category with duals that is based on the evaluation of
progressive Gray category diagrams.
Although the diagrams for Gray categories with duals involve lines
with maxima and minima, planes with folds (denoting the 2-morphisms
ηF ) and cusps (denoting the 3-morphisms TF ), these diagrams are con-
sidered as being progressive. The maxima and minima, folds and cusps
simply indicate a canonical labelling of the lines and vertices in a pro-
gressive Gray category diagram.
The diagrammatic calculations use the fact that the evaluation of a
generic progressive Gray category diagram is invariant under certain
isomorphisms of progressive diagrams (Theorem 2.30) and the axioms
of a Gray category with duals. In particular, the diagrams in Figure
17 represent relations between certain 3-morphisms in a Gray category
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Figure 15. Diagrams for #:
a) 1-morphism F : C → D, b) its dual F# : D → C,
c) Fold ηF : 1D ⇒ FF#, d) its dual η∗F : FF# ⇒ 1D.
e) Projection of c), f) projection of d).
g) Triangulator TF : (η
∗
FF ) ◦ (FηF#) V 1F , h) its
projection.
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Figure 16. Diagrams for #:
a) Inverse of the triangulator and b) its projection.
c) Fold ηFG and d) its projection.
e) Triangulator TFG and f) its projection.
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Figure 17. Consistency conditions for triangulators.
a) Diagrams for the identity (1η∗F ◦ TFF#) · (ση∗F ,η∗F ◦
F1η
F#
F#) · (1η∗F ◦ FT ∗F#) = 1η∗F .
b) Diagrams for the identity TF · T−1F = 11F .
c) Diagrams for the identity T−1F · TF = 1η∗FF◦FηF# .
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Figure 18. Consistency conditions for triangulators.
a) Projection of the diagrams in Figure 17 a).
b) Projection of the diagrams in Figure 17 b).
c) Projection of the diagrams in Figure 17 c)
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Figure 19. Gray category diagrams:
a) 3-morphism ηF : 1FF# V ηF ◦ η∗F ,
b) 3-morphism η∗F : 11D V η
∗
F ◦ ηF ,
c) identity (∗η∗F ◦ 1η∗F ) · (1η∗F ◦ ηF ) = 1η∗F ,
d) identity (∗ηF ◦ 1ηF ) · (1ηF ◦ η∗F ) = 1ηF .
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Figure 20. Gray category diagrams from Figure 19 in
their movie representation obtained by taking constant
height slices of the diagrams in Figure 19:
a) 3-morphism ηF : 1FF# V ηF ◦ η∗F (Figure 19 a),
b) 3-morphism η∗F : 11D V η
∗
F ◦ ηF (Figure 19 b),
c) 3-morphism (∗η∗F ◦ 1η∗F ) · (1η∗F ◦ ηF ) (Figure 19 c),
d) 3-morphism (∗ηF ◦ 1ηF ) · (1ηF ◦ η∗F ) (Figure 19 d).
Some labels are omitted for legibility.
with duals and are not to be interpreted as invariance of the evaluation
under certain homomorphisms of diagrams at this stage.
Non-progressive Gray category diagrams and the associated homo-
morphisms of diagrams will be investigated in Section 6. In particular,
it will be shown there that the diagrams in Figure 17 have an interpre-
tation as Whitney moves relating surface projections.
This section is concluded with an application of the diagrammatic
calculus. In the literature on higher categories sometimes an additional
identity, the horizontal cusp identity, is required as a condition for
the interplay of two different dualities (see Figure 22). For instance,
it appears in the approach to adjoint equivalences in the context of
bicategories in [5, Appendix C] and is used in the discussion of the
sphere inversion in a higher categorical context in [40, Figure 7.9]. In
our framework it follows directly from the axioms.
Lemma 3.13. Every 1-morphism F : C → D in a Gray category G
with duals satisfies the horizontal cusp identity(
(F∗η
F#
) ◦ 1ηFF
)
·(1Fη
F#
◦T ∗F ) = (1ηFF ◦TF )·
(
(ηFF ) ◦ 1FηF#
)
Proof. A graphical proof is given in Figure 22. 
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Figure 21. Gray category diagrams for Lemma 3.12:
a) identity (1(µK)◦(Fν) ◦ ∗µ∗H) · (1µK ◦ σµ∗,ν ◦ 1µH) ·
(µK ◦ 1(Gν)◦(µH)) = σ−1µ,ν ,
b) identity (1(Gν)◦(µH) ◦ ∗Fν∗) · (1Gν ◦ σ−1µ,ν∗ ◦ 1Fν) ·
(Gν ◦ 1(µK)◦(Fν)) = σµ,ν ,
c) diagrammatic proof of an identity equivalent to a),
d) diagrammatic proof of the identity ∗σµ∗,ν∗ = σµ,ν .
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Figure 22. The horizontal cusp identity:
a) left-hand side of the equation in Lemma 3.13,
b) intermediate stage between a) and c),
c) right-hand side of the equation in Lemma 3.13.
54
4. Duals as functors of strict tricategories
In this section it is shown that the duals ∗ and # in Definition 3.10
define functors of strict tricategories (see Definition A.6 in Appendix
A). As these functors will reverse different products in the Gray cate-
gories, this requires a notion of different opposites for Gray categories
and functors thereof.
4.1. Higher opposites. The opposite 2-categories Cop, Cop and con-
travariant functors associated to strict 2-functors C → Dop were in-
troduced in Definition 3.1. Here, the discussion is extended to weak
2-functors. These constructions lead to the definition of two notions of
the opposite of a Gray category.
A weak 2-functor of 2-categories F : C → D (Definition A.1) has the
following data
• A function F0 : Ob(C)→ Ob(D).
• For all objects G,H of C, a functor FG,H : CG,H → DF0(G),F0(H).
• For all 1-morphisms ν : G → H, µ : H → K, a 2-isomorphism
Φµ,ν : FH,K(µ) ◦ FG,H(ν)→ FG,K(µ ◦ ν).
• For all objects G, a 2-isomorphism ΦG : 1F0(G) → FG,G(1G).
The opposite F op : Cop → Dop is determined by the following data
• (F op)0 = F0
• (F op)H,G = (FG,H)op
• (Φop)ν,µ = (Φ−1µ,ν)op
• (Φop)G = (Φ−1G )op,
where the right-hand involves the 1-categorical opposites defined in
Section 3.1. The corresponding opposite weak 2-functor Fop : Cop → Dop
is determined by
• (Fop)0 = F0
• (Fop)H,G = FG,H
• (Φop)ν,µ = Φµ,ν
• (Φop)G = ΦG.
Note that the choice of the coherence data for F op and Fop is determined
unambiguously by the coherence data of F and the source and target
of the coherence isomorphism. Hence it is justified to abuse notation
and denote the functors F op and Fop again F . In the following, the
notation F op and Fop will be used only to emphasise their relations.
These notions allow the definition of two types of opposite Gray cat-
egory. The key point is the opposite of a Gray category is a tricategory
but it is not necessarily a Gray category in the sense of Definition 2.14
since, depending on which products are reversed, the resulting strict
tricategory can be cubical instead of opcubical.
Definition 4.1. Let G be a Gray category.
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(1) The tricategory Gop has the same Gray product but opposite
horizontal and vertical composition. Thus the 2-categories are
Gop(C,D) = (G(C,D))op and the Gray product is the collection
of opposite weak 2-functors op. Thus, in the abbreviated no-
tation introduced above and in Definition 3.1, compositions of
Gop are denoted , ◦˜ and ·˜.
(2) The tricategory Gop has the same vertical composition but op-
posite Gray product and horizontal composition: Gop(C,D) =
(G(D, C))op. The Gray product for Gop is the collection of weak
2-functors ˜op where Φ˜Ψ = ΨΦ for all composable 2- and
3-morphisms Φ,Ψ. Thus, in abbreviated notation, the compo-
sitions of Gop are ˜, ◦˜ and ·.
There is the analogous definition of the opposites T op and Top of a
strict cubical tricategory T . It is clear that (T op)op = T and (Top)op =
T . In the following, the objects and morphisms of the opposite cat-
egories are not distinguished in our notation but the compositions in
T op and Top are denoted with the appropriate op-label.
The expressions for the coherence isomorphisms and tensorators of
the opposite strict tricategories are obtained by unpacking these defini-
tions. Using the notation introduced above, in Lemma 2.16 and Corol-
lary 2.17, one finds that if T is a Gray category with has structure
isomorphisms µ,ν , then T op has the structure isomorphism (op)µ,ν =
(−1ν,µ)op, and Top has ˜op µ,ν = ν′,µ′ , with µ′ = (µ2, µ1), ν ′ = (ν2, ν1).
The following statement then follows directly from the definitions.
Lemma 4.2. Let T be a strict cubical (opcubical) tricategory. Then
Top is again a strict cubical (opcubical) tricategory, while T op is a strict
opcubical (cubical) tricategory.
Finally, there are notions of opposite functors for strict tricategories.
Let F : T → S be a functor of strict tricategories. This has data
(Definition A.6)
• a function F0 : Ob(T )→ Ob(S),
• weak 2-functors FC,D : T (C,D) → S(F0(C), F0(D)) for all ob-
jects C,D of T
• For -composable 2-morphisms µ and ν, 3-isomorphisms
κµ,ν : F (µ)F (ν)→ F (µν).
The first opposite is the functor of strict tricategories F op : T op → Sop
with data
• (F op)0 = F0
• (F op)C,D = (FC,D)op, using the opposite of weak 2-functors
• (κop)ν,µ = (κ−1ν,µ)op.
The second opposite is the functor of strict tricategories Fop : Top →
Sop with data
• (Fop)0 = F0
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• (Fop)C,D = (FC,D)op, using the opposite of weak 2-functors
• (κop)ν,µ = κµ,ν .
Again, all coherence data is unambiguous and we denote the functors
F op and Fop by F .
4.2. Duals as functors. To define a functor of strict tricategories
∗ : G → Gop, the dual ∗ in the planar 2-categories G(C,D) is extended
trivially to objects and 1-morphisms of G. Similarly, the dual # is the
identity on objects of G. To extend it to 2- and 3-morphisms, define for
each 2-morphism ν : F ⇒ G and 3-morphism Ψ: ν V µ the associated
#-duals #ν : G# ⇒ F#, #Ψ: #ν ⇒ #µ by
#ν = (F#η∗G) ◦ (F#νG#) ◦ (ηF#G#)(17)
#Ψ = 1F#η∗G ◦ (F#ΨG#) ◦ 1ηF#G# .
The diagrams for #ν and #Ψ are given in Figure 23 a). They corre-
spond to folding the plane segment labelled by the 1-morphism F to
the front and the plane segment labelled by G to the back of the cube.
The operations ∗ and # reverse some of the products and so extend
to (partially) contravariant functors. The passage from a duality op-
eration to a functor F representing the duality is as follows. All the
mappings in the definition of the functor F , i.e., F0 and FC,D in the
notation of Definition A.6, are given directly by the duality operation,
with the result regarded as an object or morphism in the appropri-
ate opposite category. For example, for the functor ∗ : G → Gop, ν∗ is
regarded as (ν∗)op in Gop for a 2-morphism ν in G.
Theorem 4.3 (Duals as functors of strict tricategories).
(1) The duality operation ∗ extends to a strict functor of strict
tricategories ∗ : G → Gop in the sense of Definition A.8.
(2) The duality operation # extends to a functor of strict tricate-
gories #: G → Gop in the sense of Definition A.6.
Proof.
1. The data for the functor ∗ is
• The identity mapping on objects,
• The strict 2-functors ∗C,D : G(C,D)→ Gop(C,D) defined by φ 7→
(φ∗)op using the planar structure of G(C,D),
• natural isomorphisms ρB,C,D : op (∗C,D×∗B,C)→ ∗B,D of weak
2-functors defined by components ρµ,ν = (σµ∗,ν∗)
op.
To check that this is a strict functor of strict tricategories, we verify the
axioms from Definition A.6 and Definition A.8. Since for composable
2-morphisms µ : F ⇒ G and ν : G⇒ K in G,
(∗(µν))op = ((Fν∗) ◦ (µ∗K))op = ((µ∗)op̂op(ν∗)op),
with ̂ defined as in Corollary 2.17, this shows that ∗ defines a functor
of strict tricategories ∗˜ : G → Ĝop. The coherence data of the functor ∗
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is obtained by composing ∗˜ with the functor Σ: Ĝop → Gop from Corol-
lary 2.17: ∗ = Σ ◦ ∗˜. This produces precisely the natural isomorphism
ρB,C,D given above and shows that ∗ is indeed a strict functor of strict
tricategories in the sense of Definitions A.6 and A.8.
2. As the duality # is the identity on the objects of G, it is sufficient
to show that for each pair of objects C,D the dual # defines weak
2-functors #C,D : G(C,D) → Gop(C,D) and there are natural isomor-
phisms κB,C,D : ˜(#C,D ×#B,C)→ #B,D of weak 2-functors satisfying
the conditions specified in Definition A.6.
To show that # defines a weak 2-functor #: G(C,D) → Gop(C,D),
we note that for all objects F in G(C,D)
#1F = (F
#η∗F )◦(ηF#F#).
This implies that the ∗-dual of the triangulator defines an invertible
3-morphism ΦF = T
∗
F#
: 1F# V #1F with Φ1C = 11C in Gop. For each
pair of composable 1-morphisms ν : F ⇒ G, ρ : E ⇒ F in G(C,D), one
obtains a 2-morphism Φρ,ν : #ρ ◦#ν V #(ν ◦ ρ) in Gop(C,D) by
Φρ,ν = (1E#η∗G◦E#νG# ◦ E#TFG# ◦ 1E#ρG#◦ηE#G#)
· (σE#η∗F ,η∗G◦νG# ◦ 1E#FηF#G# ◦ 1E#ρG#◦ηE#G#) · (1E#η∗F ◦ σE#ρ◦ηE# ,#ν).
The corresponding Gray diagram and its projection are given in Figure
23 c), d) and in Figure 24 a). It follows directly from the invertibility
of the triangulator and the tensorator that Φρ,µ is invertible, and the
naturality of the tensorator implies that it is natural in both arguments.
It remains to prove the identities
Φ1F ,ν · (ΦF ◦ 1#ν) = 1#ν = Φν,1G · (1#ν ◦ ΦG)(18)
and the commutativity of the diagram
#ρ ◦#ν ◦#µ1#ρ◦Φν,µ//
Φρ,ν◦1#µ

#ρ ◦#(µ ◦ ν)
Φρ,µ◦ν

#(ν ◦ ρ) ◦#µ Φν◦ρ,µ // #(µ ◦ ν ◦ ρ)
(19)
which correspond to the two consistency conditions in Definition A.1.
For this, note that for a 1-morphism F : C → D, the 3-morphism Φ1F ,ν
is given by
Φ1F ,ν =(1F#η∗G◦F#νG# ◦ F#TFG# ◦ 1ηF#G#)
· (σF#η∗F , η∗G◦νG# ◦ 1F#FηF#G# ◦ 1ηF#G#) · (1F#η∗F ◦ σF#ηF# ,#ν).
Composing this expression with T ∗
F#
◦1#ν , one finds that the conditions
in (18) follow from the naturality of the tensorator σ, together with the
invertibility of TF and identity (d) in Definition 3.10 - see also the third
diagram in Figure 17. A diagrammatic proof is given in Figure 25. The
commutativity of the diagram (19) follows from the naturality of the
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tensorator σ together with the invertibility of TF and the exchange law
for 2-categories. A diagrammatic proof is given in Figure 26. This
shows that for all objects C,D of G, the duality # defines a weak 2-
functor #C,D : G(C,D)→ G(C,D)op.
3. To show that the four consistency conditions in Definition A.6 are
satisfied for the functor #, note that the operation # satisfies 1#C =
1C. The natural isomorphisms κB,C,D : ˜(#C,D ×#B,C)→ #B,D from
Definition A.6 are thus specified by their component 3-morphisms
κµ,ν : (#µ)˜(#ν) = (#ν)(#µ)V #(µν).
These 3-morphisms define natural isomorphisms of weak 2-functors if
and only if they are natural in both arguments, invertible and the
following two diagrams commute
(#ν#µ) ◦ (#τ#ρ)
1◦σ−1#τ,#µ◦1

κµ,ν◦κρ,τ// #(µν) ◦#(ρτ)
Φµν,ρτ

(#ν ◦#τ)(#µ ◦#ρ)
Φν,τΦµ,ρ

#((ρτ) ◦ (µν))
#(1◦σ−1µ,τ◦1)

#(τ ◦ ν)#(ρ ◦ µ) κρ◦µ,τ◦ν // #((ρ ◦ µ)(τ ◦ ν))
(20)
1G#1F# = 1(FG)#
ΦGΦF

ΦFG
**
#1G#1F κ1F ,1G
// #(1F1G) = #(1FG).
,(21)
where the two vertical arrows labelled with tensorators arise from the
definition of the Gray products in Lemma 2.16 and Corollary 2.17.
Condition (1) in Definition A.6 is equivalent to the commutativity
of diagram
#µ#ν#ρ
κν,µ1

1κρ,ν // #µ#(ρν)
κρν,µ

#(νµ)#ρ κρ,νµ // #(ρνµ),
(22)
and conditions (2), (3) to the equations κµ,11C = κ11D ,µ = 1µ for all
µ ∈ G(C,D).
59
x
0
y
1
1ηF#  G# η*G  F#νGF ##
μGF ##
ΨGF ##
x
0
y
1
1νG#F#
η*F  E#ηF#  G#
η*G  E#
ηE#  G#
F  E#  T  G
#
x
0
y
1
1
b)
d)D
F#
C
ρ
G#
ν
E#
y
x
0 1
w
1
a)
ν
C
D
G#
F#
μ
Ψ
y
x
0 1
w
1
G#
F#
y
x
0 1
w
1
H#K#
c)
e)
f)
F#FG# F#GG#G# F
#
η*G        F# ηE#  F#
ρF#E#
νG#E#ρG#E#
νK#F#H#μG#K#F#
νK#G#H#F#F μKK#G#H#F#
H#η* F#
K#ηF#G#
H#F#η*ηH#K#G#
ν
μ
C D
B G
K
Figure 23. Diagrams for #:
a),b) 3-morphism #Ψ: #ν V #µ and its projection.
c),d) 3-morphism Φρ,ν : #ρ◦#νV#(ν◦ρ), its projection.
e),f) 3-morphism κµ,ν : #ν#µ V #(µν) and its pro-
jection. Some labels are omitted for legibility.
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Figure 24. Diagrams in Figure 23 c),e) in their movie
representation obtained by taking constant height slices:
a) 3-morphism Φρ,ν : #ρ ◦#νV#(ν ◦ ρ) (Figure 23 c).
b) 3-morphism κµ,ν : #ν#µ V #(µν) (Figure 23 e).
Some labels are omitted for legibility.
For -composable 2-morphisms µ : F ⇒ G, ν : H ⇒ K, define a
3-morphism κµ,ν : #ν#µV #(µν) by
κµ,ν =
(1H#F#η∗G ◦ 1H#F#Gη∗KG# ◦ 1H#F#µKK#G# ◦H#σηF# ,νK#G# ◦ 1ηH#K#G#)
· (1H#F#η∗G ◦H#σF#µ◦ηF# ,η∗KG
# ◦ 1H#νK#G# ◦ 1η
H#
K#G#) · σ#ν,#µ.
This 3-morphism and its projection are shown in Figure 23 e), f) and
Figure 24 b). It follows directly from the definition of the tensorator
that the 3-morphisms κµ,ν are invertible, satisfy the conditions κµ,11C =
κ11D ,µ = 1µ and are natural in both arguments. It is therefore sufficient
to establish the commutativity of the diagrams in (20), (21) and (22). A
diagrammatic proof of these identities is given, respectively, in Figures
27, 28 and 29. 
Lemma 4.4. The functor of strict tricategories ∗ : G → Gop satisfies
∗∗ = 1.
Proof. Note that strictly speaking this identity should be written ∗op∗ =
1G, identifying (Gop)op = G. That the mappings of the functor ∗∗ are
given by the identity follows directly from the fact that ∗ is trivial
on the objects and 1-morphisms and the 2-categories G(C,D) are pla-
nar. It remains to show that the coherence morphisms of ∗∗ are the
identities. Recall that the coherence data of ∗ is given by σ, i.e., the
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Figure 25. Diagrammatic proof of the identity
Φ1F ,ν · (ΦF ◦ 1#ν) = 1#ν = Φν,1G · (1#ν ◦ ΦG).
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Figure 26. Diagrammatic proof of the identity
Φν◦ρ,µ · (Φρ,ν ◦ 1#µ) = Φρ,µ◦ν · (1#ρ ◦ Φν,µ).
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Figure 27. Diagrammatic proof of the identity (20):
#(1σ−1µ,τ1) · Φµν,ρτ · (κµ,ν ◦ κρ,τ ) = (κρ◦µ,τ◦ν) ·
(Φν,τΦµ,ρ) · σ−1#τ,#µ.
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Figure 28. Diagrammatic proof of the identity (21):
Φ−1FG · κ1G,1F = Φ−1F Φ−1G .
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Figure 29. Diagrammatic proof of the identity (22):
κρ,νµ · (κν,µ1) = κρν,µ · (1κρ,ν).
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components of the transformation ρB,C,D : op (∗C,D × ∗B,C) → ∗B,D
are ρµ,ν = (σµ∗,ν∗)
op. According to the definition of F op for a functor
F of strict tricategories, the components of the corresponding transfor-
mation for ∗op are given by σ−1µ∗,ν∗ and hence the composition ∗∗ is the
identity functor. 
Theorem 4.3 gives a more conceptual understanding of the duals in
terms of functors of strict tricategories rather than the concrete axioms
in Definition 3.10. These functors of strict tricategories are related to
certain symmetries of the cube. The ∗-dual does not affect the 1-
morphisms in G and corresponds to a 180 degree rotation around the
w-axis of the diagrams, and the dual # corresponds to a 180 degree
degree rotation around the y-axis.
Lemma 4.4 states that the operation ∗ satisfies ∗∗ = 1, as expected
for the composite of two 180 degree rotations around the same axis.
However ## and ∗#∗# are not equal to the identity, although the
associated compositions of rotations are. A rationale for this is that
in a higher category, one can in general only expect such relations to
hold up to higher morphisms. In the case at hand, one obtains natural
isomorphisms of functors of strict tricategories (Definition A.9).
As the functors ∗#∗#∗ and ## of strict tricategories act trivially on
the objects and 1-morphisms of G, natural isomorphisms Θ: ## → 1
and Γ: ∗#∗#→ 1 are determined by the collection of their component
3-morphisms Γν : ∗#∗#ν V ν and Θν : ##ν V ν for each 2-morphism
ν. For a 2-morphism ν : F ⇒ G, we define
Γν =(TG ◦ 1ν) · (1η∗GG ◦ σν,ηG# ) · (1η∗GG◦νG#G ◦ TFG#G ◦ 1FηG# )(23)
·(ση∗F ,η∗GG◦νG#G ◦ 1FηF#G#G◦FηG# ),
Θν = (1ν ◦ ∗η∗GF ) · (1ν◦η∗GF ◦ 
∗
νG#F ◦ 1ηGF )(24)
· (1ν ◦ (T ∗F )−1 ◦ 1η∗GF◦νG#F◦ν∗G#F◦ηGF )
· (1ν◦Fη∗
F#
◦ηFF◦η∗GF◦νG#F ◦ TFG#F ◦ 1ν∗G#F◦ηGF )
· (1ν◦Fη∗
F#
◦ηFF ◦ ση∗FF,FF#η∗GF◦FF#νG#F ◦ 1FηF#G#F◦ν∗G#F◦ηGF )
· (1ν◦Fη∗
F#
◦ ηFF ◦ 1F#νF◦ν∗G#F◦ηGF ) · (1ν ◦ σν∗,η∗F#◦ #νF ◦ 1ηGF )
· (ν ◦ 1##ν).
The Gray category diagram for the 3-morphism Γν : ∗ #∗# ∗ ν V ν,
its projection and its movie representation are given in Figures 30 and
31, the corresponding diagrams for the 3-morphism Θν : ##ν V ν in
Figures 32 and 33.
Theorem 4.5. The 3-morphisms Γν : ∗#∗#ν V ν and Θν : ##ν V
ν in (23) and (24) define natural isomorphisms of functors of strict
tricategories Γ: ∗#∗#→ 1, Θ: ##→ 1.
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Figure 30. 3-morphism Γν : ∗#∗#ν V ν a) and b) its
projection. The three Gray category diagrams have the
same evaluation.
68
νν
ν
ν
ν ν
ν
ν
ν
νa) b)
T
σ
σ
T
σ
σ
T
T
Figure 31. Gray category diagrams for the 3-morphism
Γν : ∗#∗#ν V ν in their movie representation, obtained
from Figure 30 a) and c) by taking constant height slices.
Some labels are omitted for legibility.
Proof.
1. As the functor of strict tricategories ∗#∗#: G → G acts trivially on
objects and 1-morphisms, it is sufficient to show that the 3-morphisms
Γν : ∗#∗#ν V ν are invertible for each 2-morphism ν and satisfy the
following conditions:
• naturality: for each 3-morphism Ψ: µ V ν the following dia-
gram commutes
∗#∗#µ Γµ //
∗#∗#Ψ

µ
Ψ
∗#∗#ν
Γν
// ν.
• compatibility with the unit 2-morphisms: for all 1-morphisms
F , the following diagram commutes
∗# ∗#1F
Γ1F &&
#1F#
∗#∗ΦFoo
∗Φ
F#

1F .
(25)
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Figure 32. a) Gray category diagram for the 3-
morphism Θν : ##ν V ν and b) its projection.
• compatibility with the horizontal composition: for all compos-
able 2-morphisms µ, ν, the following diagram commutes
(∗# ∗#µ) ◦ (∗# ∗#ν)
Γµ◦Γν

∗# ∗ (#ν ◦#µ)∗Φ∗#ν,∗#µoo
∗#∗Φµ,ν

µ ◦ ν ∗# ∗#(µ ◦ ν).Γµ◦νoo
(26)
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Figure 33. a) Gray category diagram for the 3-
morphism Θν : ##ν V ν in movie representation, ob-
tained by taking constant height slices of the diagram in
Figure 32 a). Some labels are omitted for legibility.
• compatibility with the Gray product: for all composable 2-morphisms
µ : F ⇒ G, ν : H ⇒ K, the following diagram commutes
∗#∗#µ∗#∗#ν ΓµΓν // µν
∗(#∗#µ#∗#ν)
σ−1∗#∗#µ,∗#∗#ν
OO
∗#∗#(µν)
Γµν
OO
∗#(∗#ν ∗#µ)
∗κ∗#ν,∗#µ
OO
∗#∗(#ν#µ).∗#σ∗#ν,∗#µ
oo
∗#∗κµ,ν
OO
(27)
Note that the four arrows labelled with the invertible 3-morphisms
∗#∗κµ,ν , ∗#σ∗#ν,∗#µ, ∗κ∗#ν,∗#µ, σ−1∗#∗#µ,∗#∗#ν in this diagram compose
to the coherence 3-morphism κ∗#∗#µ,ν : #∗#∗µ∗#∗#ν V ∗#∗#(µν)
of the functor ∗#∗#: G → G.
That Γν : ∗#∗#ν V ν is invertible for all 2-morphisms ν : F ⇒ G
follows directly from its definition in equation (23) and Figure 30. The
naturality of Γν follows directly from the naturality of the tensorator.
To show the compatibility of Γν with the unit 2-morphisms, recall
that for each 1-morphism F , the tensorator σ1F ,ηF# is trivial. The
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associated 3-morphism Γ1F therefore reduces to:
Γ1F =TF · (1η∗FF ◦ TFF#F ◦ 1FηF# ) · (ση∗F ,η∗FF ◦ 1FηF#F#F◦Fη#F ).
Composing this 3-morphism with the 3-morphism ∗#∗ΦF = ∗#TF# ,
one obtains the Gray category diagram in Figure 34. The commuta-
tivity of the diagram (25) is then a direct consequence of identity (d)
in Definition 3.10. A diagrammatic proof is given in Figure 34.
The compatibility condition (26) between Γ and the horizontal com-
position follows from the definitions together with the invertibility of
the triangulator, identity (d) in Definition 3.10, the naturality of the
tensorator and the exchange identity. As the calculations are lengthy
and technical, we give a diagrammatic proof in Figure 35.
The compatibility of Γ with the Gray product in equation (27) again
follows from the definitions together with the naturality of the tenso-
rator, the properties of the triangulator and the exchange identity. A
diagrammatic proof is given in Figure 36. This concludes the proof
that the 3-morphisms Γν : ∗#∗#ν V ν define a natural isomorphism
of functors of strict tricategories Γ: ∗#∗#→ 1.
2. As the functor of strict tricategories ##: G → G acts trivially on
the objects and 1-morphisms of G, it is sufficient to show that the 3-
morphisms Θν : ##ν V ν are invertible for each 2-morphism ν : F →
G and satisfy the following conditions:
• naturality: for each 3-morphism Ψ: µ V ν the following dia-
gram commutes:
##µ
Θµ //
##Ψ

µ
Ψ

##ν
Θν
// ν.
• compatibility with the unit 2-morphisms: for all 1-morphisms F
the following diagram commutes:
##1F
Θ1F $$
(#ΦF )
−1
// #1F#
Φ−1
F#

1F
(28)
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• compatibility with the horizontal composition: for all compos-
able 2-morphisms µ, ν, the following diagram commutes:
##µ ◦##νΦ#µ,#ν//
Θµ◦Θν

#(#ν ◦#µ)
#Φν,µ

µ ◦ ν ##(µ ◦ ν)Θµ◦νoo
(29)
• compatibility with the Gray product: for all composable 2-morphisms
µ : F ⇒ G, ν : H ⇒ K the following diagram commutes:
##(µν)
Θµν // µν
#(#ν#µ)
#κµ,ν
OO
##µ##ν.
ΘµΘν
OO
κ#ν,#µoo
(30)
The naturality of the 3-morphisms Θν is a direct consequence of
the naturality of the tensorator (3) together with the first condition in
(12) in the definition of a planar 2-category. Also, it follows from the
invertibility of the triangulator, the invertibility of the tensorator and
the identities satisfied by the 3-morphisms ν that Θν is invertible with
inverse
Θ−1ν = (1Gη∗
F#
◦ ∗GF#ν∗ ◦ 1G#νF◦ηGF ) · (1Gη∗
F#
◦GF#ν∗ ◦ σG#ν◦ηG , ν)
· (1Gη∗
F#
◦GF#ν∗◦GF#η∗GG◦GF#νG#G◦GηF#G#G ◦ 
∗
Gη∗
G#
◦ 1ηGG◦ν)
· (1Gη∗
F#
◦GF#ν◦GF#η∗GG ◦ σ−1GF#ν◦GηF# , η∗G# ◦ 1GηG#◦ηGG◦ν)
· (1Gη∗
F#
◦GF#ν∗ ◦GF#TG ◦ 1GF#ν◦Gη
F#
◦ (T ∗G)−1 ◦ 1ν)
· (Gη∗
F#
◦GF#ν∗ ◦ 1ν).
The 3-morphism Θ−1ν : ν V ##ν is depicted in Figure 37 and a dia-
grammatic proof of the identity Θν ·Θ−1ν = 1ν is given in Figure 38.
To verify condition (28) on the compatibility of Θ with the unit 2-
morphisms 1F : F ⇒ F , we note that the 3-morphism Θ1F : ##1F V
1F is given by
Θ1F = 
∗
η∗FF
· (1η∗FF ◦ TFF#F ◦ 1ηFF ) · ((T ∗F )−1 ◦ ση∗F , η∗FF ◦ 1FηF#F#F◦ηFF )
· (1Fη∗
F#
◦ ηFF ◦ 1ηFF ).
By applying condition (d) in Definition 3.10 together with the invert-
ibility of the triangulator and the properties of the morphisms ν in
a planar 2-category, one finds that the right hand side is equal to the
3-morphism Θ−1
F#
· (#ΘF )−1. A diagrammatic proof is given in Figure
39.
The condition (29) on the compatibility of the 3-morphisms Θν with
the horizontal composition of 3-morphisms is more involved. It is a
consequence of the properties of the triangulator, the naturality of
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Diagrammatic proof of identity (25):
Γ1F · (∗# ∗ ΦF ) = ∗ΦF# .
the tensorator and the properties of the morphisms ν in a planar 2-
category. A diagrammatic proof is given in Figure 40 and 41.
To prove identity (30) which states the compatibility of Θ with the
Gray product, consider the Gray category diagram for Θµν · #κµ,ν ·
κ#ν,#µ, in the upper left of Figure 42. A diagrammatic proof that the
associated 3-morphism agrees with ΘµΘν is given in Figure 42. 
4.3. Coherence properties of the duals. This section investigates
the interaction of the functors of strict tricategories ∗ : G → Gop, #: G →
Gop with the natural transformations Θ: ##→ 1, Γ: ∗#∗#→ 1. The
results are needed in the strictification of these functors in Section 5
and for the investigation of spherical Gray categories in Section 7.
The first result can be regarded as a coherence result for the functors
of strict tricategories # and ∗. By composing the natural transforma-
tions Θ: ##→ 1 and Γ: ∗#∗#→ 1 on the left and right with, respec-
tively, the functors # and ∗#, one obtains pairs of natural transforma-
tions #Θ,Θ#: ### → # and # ∗ Γ−1,Γ ∗ #: #∗#∗# → ∗#. The
following lemma shows that these natural transformations are equal.
Lemma 4.6. The natural isomorphisms Γ: ∗ #∗# → 1 and
Θ: ##→ 1 satisfy
#Θ = Θ#, (∗#Γ) · (Γ ∗#) = 1,
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Figure 35. Diagrammatic proof of identity (26):
Γµ◦ν · (∗# ∗ Φµ,ν)−1 · (∗Φ∗#ν,∗#µ)−1 = Γµ ◦ Γν .
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Figure 36. Diagrammatic proof of identity (27):
Γµν · (∗# ∗ κµ,ν) = (ΓµΓν) · σ−1∗#∗#µ,∗#∗#ν · ∗κ∗#ν,∗#µ
· ∗#σ∗#ν,∗#µ.
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Figure 37. Inverse Θ−1ν : ν V ##ν of the 3-morphism
Θν : ##ν V ν.
and there is a natural isomorphism ∆: # → ∗#∗ of functors of strict
tricategories such that the following diagram commutes
##
∆#

#∆ //
Θ
%%
# ∗#∗
∗#∗#
Γ
// 1.
∗Γ∗
OO
(31)
Proof. In terms of the associated component 3-morphisms Θν : ##ν V
ν and Γν : ∗#∗#ν V ν, the first two relations in the lemma read
#Θν = Θ#ν , ∗#Γν = Γ−1∗#ν .
A diagrammatic proof of the second relation is given in Figure 43.
To construct the natural transformation ∆: #→ ∗#∗, it is sufficient
to specify its component 3-morphisms ∆ν : #ν V ∗#∗ν for each 2-
morphism ν and to show that the following diagram commutes
##ν
∆#ν

#∆ν //
Θν
&&
# ∗# ∗ ν
(Γ∗
ν∗ )
−1
∗# ∗#ν
Γν
// ν.
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Figure 38. Diagrammatic proof of the relation
Θν ·Θ−1ν = 1ν .
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Figure 39. Diagrammatic proof of identity (28):
Θ1F = Φ
−1
F#
· (#ΦF )−1.
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Figure 40. Diagrammatic proof of identity (29):
Θµ◦ν ·#Φν,µ · Φ#µ,#ν · (Θ−1µ ◦Θ−1ν ) = 1µ◦ν - continued in
Figure 41.
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Figure 41. Diagrammatic proof of identity (29):
Θµ◦ν ·#Φν,µ · Φ#µ,#ν · (Θ−1µ ◦Θ−1ν ) = 1µ◦ν - continuation
from Figure 40.
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Figure 42. Diagrammatic proof of identity (30):
Θµν ·#κµ,ν · κ#ν,#µ = ΘµΘν .
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For a 2-morphism ν : F ⇒ G, we define the 3-morphism ∆ν : #ν V
∗#∗ν as the composite
∆ν = (1∗#∗ν ◦ T ∗−1G# ) · (1∗#∗ν ◦ 1G#η∗G ◦G#∗νG# ◦ 1ηG#G#)(32)
· (1∗#∗ν ◦ 1G#η∗G◦G#νG# ◦G#TFG# ◦ 1G#ν∗G#◦ηG#G#)
· (1∗#∗ν ◦ σG#η∗F , η∗G◦νG# ◦ 1G#FηF#G#◦G#ν∗G#◦ηG#G#)
· (1∗#∗ν ◦ 1G#η∗F ◦ σG#ν∗◦ηG# ,#ν) · (∗#∗ν ◦ 1#ν).
The Gray category diagram for the 3-morphism ∆ν is given by the
left diagram in Figure 46 and in Figure 47. After some computations,
which are performed diagrammatically in Figures 44 and 45, one finds
that the 3-morphism Θν : ##ν V ν is given in terms of ∆ν by
Θν = (Γ
∗
ν∗)
−1 ·#∆ν = Γν ·∆#ν .(33)
This implies the commutativity of the diagram in (31). It also fol-
lows directly that the 3-morphisms ∆µ define a natural isomorphism
of functors of strict tricategories.
By combining diagram (31) with the relation ∗#Γν = (Γ∗#ν)−1, one
obtains for all 2-morphisms ν:
Θ#ν = (Γ
∗
∗#ν)
−1 ·#∆#ν = #Γν ·#∆#ν = #(Γν ·∆#ν) = #Θν ,
which proves the first identity in the lemma. 
Lemma 4.6 has direct implications for the categories G(F,G) asso-
ciated to 1-morphisms F,G : C → D. The categories G(F, F ) have
a canonical structure as strict monoidal categories with the monoidal
product given by the horizontal composition and the monoidal unit
by the 2-morphism 1F : F ⇒ F . The functors of strict tricategories
∗ and # induce functors ∗ : G(F,G) → G(F,G)op and #: G(F,G) →
G(G#, F#).
Corollary 4.7. For all 1-morphisms F,G : C → D, the functors
∗ : G(F,G) → G(F,G)op, #: G(F,G) → G(G#, F#) are equivalences
of categories. When G(F, F ) is equipped with its canonical monoidal
structure, then ∗ defines a pivotal structure on G(F, F ), #: G(F, F )→
G(F#, F#)op is a strong monoidal functor to the monoidal category
G(F, F )op with the opposite monoidal product, and the 3-morphisms
∆µ,∆
∗
µ∗ : #µV ∗#∗µ define natural isomorphisms #→ ∗#∗.
Proof. The functor ∗ : G(F,G) → G(F,G)op is an equivalence of cate-
gories since it is invertible: ∗∗ = 1G(F,G). It follows directly from the
axioms of a planar 2-category that ∗ equips each monoidal category
G(F, F ) with a pivotal structure.
To see that the functor #: G(F,G)→ G(G#, F#) is essentially sur-
jective, note that for each object µ of G(G#, F#), the 3-morphism
Θ−1µ : µ V ##µ defines an isomorphism in G(G#, F#) from µ to an
object in the image of #. That #: G(F,G) → G(G#, F#) is fully
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Figure 44. Diagrammatic proof of the identity (33):
Θν = (Γ
∗
ν∗)
−1 ·#∆ν .
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Figure 45. Diagrammatic proof of the identity (33):
Θν = Γν ·∆#ν .
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faithful follows from the fact that Θ: ## → 1 defines a natural iso-
morphism ## ∼= 1G(F,G).
To prove that #: G(F, F )→ G(F#, F#)op is a strong monoidal func-
tor, consider the isomorphisms ΦF : 1F# → #1F and the isomorphisms
Φν,µ : #ν ◦ #µ → #(µ ◦ ν) from the proof of Theorem 4.3. Identities
(18) and (19) in the proof of Theorem 4.3 coincide with the axioms for
a strong monoidal functor. 
The last structural property of a Gray category with duals that
will be required in the following is a relation between the natural
transformation ∆: # → ∗#∗ from Lemma 4.6 and its double ∗-dual
∗∆∗ : # → ∗#∗. The Gray category diagrams for their component
morphisms are depicted in Figure 46. If one restricts attention to 2-
morphisms ν : 1C ⇒ 1C between trivial 1-morphisms, the folds and
triangulators in Figure 46 become trivial, and the diagrams reduce to
two well-known diagrams from knot theory, which are required to be
equal in a ribbon category. It is thus natural to impose that the natural
transformations ∆: #→ ∗#∗ and ∗∆∗ : #→ ∗#∗ are equal, i.e., that
the two Gray category diagrams in Figure 46 have the same evaluation.
This condition can be regarded as a horizontal categorification of the
ribbon condition in a ribbon category.
Definition 4.8. A Gray category G with duals is called spatial if the
natural transformations ∆: #→ ∗#∗ and ∗∆∗ : #→ ∗#∗ are equal.
Corollary 4.9. If G is a spatial Gray category, then for each object C of
G, the category G(1C, 1C) is a ribbon category. Conversely, a ribbon cat-
egory is a spatial Gray category with one object and one 1-morphism.
Proof. If G is a Gray category with duals, then by Lemma 3.11 the
category G(1C, 1C) is a braided pivotal category. As all Gray products
with 1-morphism 1C, the 2-morphisms η1C and the 3-morphism T1C
are trivial, it follows that the 2-functor #: G(1C, 1C) → Gop(1C, 1C) is
trivial, and that the 3-morphisms from Theorem 4.5 and Lemma 4.6
satisfy Γµ = 1µ and Θµ = ∆µ for all 2-morphisms µ in G(1C, 1C). For
each object µ, the morphism Θµ = ∆µ : µ → µ reduces to the twist
in a pivotal braided category. The condition that G is spatial ensures
that the twist satisfies the condition that makes G(1C, 1C) into a ribbon
category. 
4.4. Geometrical interpretation of the duals. The functors of
strict tricategories ∗ : G → Gop, #: G → Gop and the natural isomor-
phisms Γ: ∗#∗# → 1 and Θ: ## → 1 have a direct geometrical in-
terpretation in terms of Gray category diagrams. To see this, consider
for each 2-morphism µ : F ⇒ G the 3-morphism Ωµ : η∗G ◦ (µG#) V
η∗F ◦ (F#µ)
Ωµ = (σ
−1
η∗F ,η
∗
G◦µG#
◦ 1Fη
F#
G#) · (1η∗G◦µG# ◦ T−1F G#).(34)
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Figure 46. Gray category diagram for the 3-morphisms
∆ν : #ν V ∗# ∗ ν (on the left) and ∆∗ν∗ : #ν V ∗# ∗ ν
(on the right).
The Gray category diagram for Ωµ and its projection are given in Figure
48 b). By neglecting the expression for Ωµ in terms of the data of a
Gray category with duals and considering only its source and target
2-morphisms, one obtains the Gray category diagram in Figure 48 a).
The 3-morphism Ωµ thus allows one to let the lines labelled by 2-
morphisms cross folds. It follows directly from the properties of the
tensorator that Ωµ satisfies the naturality condition
Ων · (1η∗G ◦ (ΨG#)) = (1η∗F ◦ (F#Ψ)) · Ωµ
for all 2-morphisms µ, ν : F ⇒ G and all 3-morphisms Ψ: µ⇒ ν. This
corresponds to sliding the dots labelled by 3-morphisms over the folds
as shown in Figure 49 a). Moreover, the 3-morphism Ωµ is invertible,
with inverse
Ω−1µ = (1η∗G◦µG# ◦ TFG#) · (ση∗F ,η∗G◦µG# ◦ 1FηF#G#).
The Gray category diagram for Ω−1µ is given in Figure 49 b), and chang-
ing the orientation of the line leads to the Gray category diagram in
Figure 49 c). The Gray category diagrams involving a fold that opens
in the other direction are determined by the ∗-dual of Ω and are given
in Figure 49 d) to g).
It remains to investigate the interaction of the 3-morphisms Ωµ with
the unit 2-morphisms 1F , the horizontal composition ◦ and the Gray
product . For this, note that for every 1-morphism F : C → D,
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Figure 47. Gray category diagram for the 3-morphism
∆ν : #ν V ∗# ∗ ν in its movie representation obtained
by taking constant height slices in Figure 46 a). Some
labels are omitted for legibility.
the associated 3-morphism Ω1F : η
∗
F V η∗F is given in terms of the 3-
morphism ΦF : 1F# V #1F from Theorem 4.3
Ω1F =
(
σ−1η∗F ,η∗F ◦ 1FηF#F#
)
· (1η∗F ◦ T−1F F#) = 1η∗F ◦ FΦF(35)
which follows directly from the definition of Ω and the last property of
the triangulator in Definition 3.10. The corresponding Gray category
diagram is given in Figure 50 a).
The interaction of the 3-morphisms Ωµ with the horizontal compo-
sition is determined by the 3-morphisms Φµ,ν : #µ ◦ #µ V #(ν ◦ µ)
from Theorem 4.3. A direct calculation shows that for all composable
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Figure 48. Gray category diagrams for the 3-morphism
Ωµ : η
∗
G ◦ (µG#)V η∗F ◦ (F#µ).
2-morphisms µ : F ⇒ G, ν : H ⇒ K, the following diagram commutes
η∗H ◦ νH# ◦ µH#
Ων◦1µH#

Ωµ◦ν // η∗F ◦ F#(ν ◦ µ)
η∗G ◦G#ν ◦ µH#
1◦σ−1µ,#ν
// η∗G ◦ µG# ◦ F#νΩµ◦1F#ν// η
∗
F ◦ F#µ ◦ F#ν.
1η∗
F
◦Φµ,νii
(36)
A diagrammatic proof of this identity is given in Figure 51 a). The
corresponding Gray category diagrams are given in Figure 50 b).
Similarly, the interaction of the 3-morphism Ωµ with the Gray prod-
uct is governed by the 3-morphisms κµ,ν : #ν#µ V #(µν) from
Theorem 4.3. A direct computation which is performed diagrammat-
ically in Figure 51 b) shows that the following diagram commutes for
all composable 2-morphisms µ : F ⇒ G, ν : H ⇒ K
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Figure 49. Gray category diagrams for Ωµ:
a) naturality condition,
b) inverse 3-morphism Ω−1µ : η
∗
F ◦(F#µ)V η∗G◦(µG#)
c) 3-morphism Ωµ∗ : η
∗
F ◦ (µ∗F#)V η∗G ◦ (G# ∗ µ),
d) dual 3-morphism Ω∗µ : (F∗#µ)◦ηF V (µ∗G#)◦ηG,
e) 3-morphism Ω∗µ∗ , f) 3-morphism Ω
∗−1
µ ,
g) 3-morphism Ω∗−1µ∗ .
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#1F
Figure 50. Gray category diagrams for the identities
a) (35), b) (36) and c) (37). The 3-morphisms ΦF , Φµ,ν
and κµ,ν arise when lines corresponding to identity 2-
morphisms or composite 2-morphisms cross a fold.
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Figure 51. Diagrammatic proof of the identities a) (36)
and b) (37).
93
x0
y
w
1
1
μ
D
C
F
G
μ
=
x0
y
w
1
1
μ
D
C
F
G
μ
x0
y
w
1
1
μ
D
C
F
G
μ
x0
y
w
1
1
D
C
F
G
μ
*#*#μ
#μ
μ
*#*#μ
Ωμ-1
Ω**#μ
Figure 52. Diagrammatic proof of identity (38).
η∗GK ◦ (µν)K#G#
1η∗
G
◦(σ−1
µ,η∗
K
G#)◦1
FνK#G#

Ωµν // η∗FH ◦ FH#(µν)
η∗G ◦ µG# ◦ Fη∗KG# ◦ FνK#G#
Ωµ◦FΩνG#

η∗FH ◦ FH(#ν#µ)
1η∗
FH
◦FHκµ,ν
OO
η∗F ◦ F#µ ◦ Fη∗HG# ◦ FH#νG#.
1η∗
F
◦Fσ−1
η∗
H
◦H#ν,#µ
33
(37)
The corresponding Gray category diagrams are given in Figure 50 c).
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Figure 53. Diagrammatic proof of the identity (39)
To clarify the geometrical interpretation of the natural isomorphisms
Γ: ∗#∗#→ 1, Θ: ##→ 1, consider the Gray category diagrams given
in the lower left of Figures 52 and 53. These diagrams contain two
triangulators and two associated folds which together form a ‘pocket’
in the associated plane. A line runs along the outside of this pocket,
starting below and crossing its two folds to the top. The difference
between the diagrams in Figure 52 and Figure 53 is that it is a straight
line in Figure 52 while the diagram in Figure 53 involves a line with
maxima and minima.
Inserting the definition of the 3-morphism Ωµ (see Figure 48) in the
lower left diagrams in Figures 52 and 53 yields the diagrams in the
upper left of these figures. It is shown in Figures 52, 53 that the
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3-morphisms obtained by projecting these diagrams are precisely the
component 3-morphisms of the natural isomorphisms Γ: ∗ #∗# → 1
and Θ: ##→ 1. When expressed in terms of the 3-morphisms in the
Gray category with duals, this corresponds to the identities
(38) Γµ = (TG ◦ 1µ) · (1η∗GG ◦ σµ,ηG# ) · (Ω−1µ G ◦ 1FηG# )
· (1η∗FG ◦ FΩ∗∗#µ) · (σ−1η∗F ,∗#∗#µ ◦ 1FηF# ) · (1∗#∗#µ ◦ T
−1
F )
(39)
Θµ = (1µ ◦ T ∗−1F ) · (σ−1µ,η∗
F#
◦ 1ηFF ) · (1Gη∗
F#
◦µF#F ◦ F∗#µF ◦ 1ηFF )
· (1Gη∗
F#
◦µF#F◦F#µF ◦ Ω∗−1µ F ) · (1Gη∗
F#
◦ σ−1µ,#µF ◦ 1µ∗G#G◦ηGF )
· (1Gη∗
F#
◦G#µF ◦ µG#F ◦ 1ηGF ) · (GΩ−1#µ ◦ 1ηGF )
· (1Gη∗
G#
◦ σηG,##µ) · (T ∗G ◦ 1##µ).
The natural isomorphisms Γ: ∗#∗#→ 1 and Θ: ##→ 1 thus have a
direct geometrical interpretation. Each of them relates two Gray cate-
gory diagrams that are obtained from each other by sliding a line over
a cusp and relabeling one end of the line accordingly. The coherence
data of the functors of strict tricategories and the natural transforma-
tions Γ and Θ thus arises naturally when one considers Gray category
diagrams which involve lines crossing folds.
5. Strictification for Gray categories with duals
In this section, it is shown that for every spatial Gray category G,
the functors of strict tricategories ∗ : G → Gop and # : G → Gop can
be strictified to strict functors of strict tricategories ∗ : G → Gop and
# : G → G
op
in the sense of Definitions A.6 and A.8, which satisfy
## = 1, ∗∗ = 1 and ∗#∗# = 1. The Gray category G is a Gray
category with duals and equivalent to G as a strict tricategory (see
Definition A.11). The difference between G and G is that the structures
from Definition 3.10 extend to strict functors of strict tricategories.
This motivates the following definition.
Definition 5.1. A Gray category with strict duals is a Gray cat-
egory with duals G such that the operations # and ∗ extend to strict
functors of strict tricategories ∗ : G → Gop, # : G → Gop satisfying
∗∗ = 1, ∗#∗# = 1, ## = 1, and for all 2-morphisms µ,
#µ = ∗#µ.
To strictify the spatial Gray with duals G to a Gray category G with
strict duals, we first construct a Gray category G with strict functors
of strict tricategories ∗ : G → Gop and # : G → G
op
satisfying ## = 1,
∗∗ = 1 and ∗#∗# = 1 that is equivalent to G. In a second step, we
then show that the Gray category G is a Gray category with duals in
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the sense of Definition 3.10 and satisfies the conditions in Definition
5.1.
Theorem 5.2 (Strictification). Let G be a spatial Gray category with
duals. Then there exists a Gray category G with the following proper-
ties:
(1) G is equipped with strict functors of strict tricategories # : G →
G
op
, ∗ : G → Gop that satisfy # # = 1, ∗ ∗ = 1, ∗#∗# = 1.
(2) G is equivalent to G as a Gray category: there are weak functors
of strict tricategories e : G → G and f : G → G with ef = 1G and
a natural isomorphism of weak functors of strict tricategories
η : fe→ 1G. The natural isomorphism satisfies eη = 1e, ηfe =
1fe, and there is an invertible modification Ψ : ηf ⇒ 1f with
eΨ = 11G .
(3) The weak functor of strict tricategories f : G → G satisfies
∗f = f∗, and there are natural isomorphisms of weak functors
of strict tricategories ξ : ∗e → e∗, χ : #e → e# and χ˜ : #f →
f#.
Proof.
1. We construct G in analogy to the strictification proof for tricategories
in [15]. Note also that our proof can be viewed as a generalisation of
the strictification proof for pivotal categories in [35].
The objects of G are the objects of G. A basic 1-morphism in G from
A to B is a tuple F = (F, z) of a number z ∈ {1,−1} and a 1-morphism
F : A → B in G if z = 1 or a 1-morphism F : B → A in G if z = −1.
The 1-morphisms of G are composable strings F = (Fn, . . . , F1) of basic
1-morphisms, including the empty strings ∅A : A → A. The evaluation
of a 1-morphism F : A → B in G is the 1-morphism e(F ) : A → B in
G determined by
e(F, 1) = F, e(F,−1) = #F, e(∅A) = 1A,
e(Fn, . . . , F1) = e(Fn) . . .e(F1).
A basic 2-morphism in G is a tuple α = (α, z) : F ⇒ G consisting of a
number z ∈ {1,−1} and a 2-morphism α : e(F ) ⇒ e(G) in G if z = 1
or a 2-morphism α : #e(G) ⇒ #e(F ) if z = −1. The 2-morphisms
in G are ◦-composable strings α = (αn, . . . , α1) of basic 2-morphisms
in G, including the empty strings ∅F : F ⇒ F . The evaluation of a
2-morphism α : F ⇒ G in G is the 2-morphism e(α) : e(F )⇒ e(G) in
G determined by
e(α, 1) = α, e(α,−1) = #α, e(∅F ) = 1e(F ),
e(αn, . . . , α1) = e(α1) ◦ . . . ◦ e(αn),
for all basic 2-morphisms α1, . . . , αn. A 3-morphism Γ : αV β in G is
given by a 3-morphism e(Γ) : e(α)V e(β) in G.
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The vertical composition of 3-morphisms in G is the vertical com-
position in G. The horizontal composition of 2-morphisms in G is the
concatenation of strings. This implies that the horizontal and vertical
composition are strictly associative and the unit 2- and 3-morphisms
are strict. As the evaluation is also strictly compatible with the hor-
izontal and vertical composition and the units, the horizontal compo-
sition of 3-morphisms in G is given by the horizontal composition of
3-morphisms in G. This shows that for each pair of objects A, B,
G(A,B) is a strict 2-category.
The Gray product  in G is defined as the concatenation of strings
on 1-morphisms. This implies that it is strictly associative and the unit
1-morphisms are strict:
(F G)H = F (GH), F ∅C = ∅DF = F
for all 1-morphisms F : C → D, G : B → C, H : A → B in G. It
also follows that the Gray product of 1-morphisms is compatible with
the evaluation. All composable 1-morphisms F ,G satisfy the relation
e(F G) = e(F )e(G).
For 1-morphisms F ∈ G(C,D), G ∈ G(A,B) and a 2-morphism α ∈
G(B, C) we define the Gray product by
F (α, 1) = (e(F )α, 1), F (α,−1) = (α#e(F ),−1),
(α, 1)G = (αe(G), 1), (α,−1)G = (#e(G)α,−1)
F ∅G = ∅F G, F (αn, ..., α1) = (F αn, ..., F α1)
∅FG = ∅F G, (αn, ..., α1)G = (αnG, ..., α1G).
This determines the Gray product of composable 2-morphisms α : F ⇒
G, β : K ⇒ H in G, which is given by
α β = (αK)◦(F  β).(40)
As a direct consequence of these definitions, the Gray product of 1- and
2-morphisms is again strictly associative, strictly compatible with the
unit 2-morphisms and strictly compatible with the horizontal composi-
tion of 2-morphisms. To define the Gray product of two 3-morphisms,
we compute the evaluation
e(F (α, 1)) = e(F )e(α, 1), e((α, 1)G) = e(α, 1)e(G)
e(F ∅H) = e(F )e(∅H), e(∅HG) = e(∅H)e(G),
e(F (α,−1)) = #(α#e(F )), e(F )e(α,−1) = e(F )#α,
e((α,−1)G) = #(#e(G)α), e(α,−1)e(G) = #αe(G).
The Gray product of two 3-morphisms Γ : αV α′, Ψ : β V β′ between
2-morphisms α, α′ : F ⇒ G, β, β′ : H ⇒ K is defined as
e(ΦΨ) = (ι˜α′,K ◦ ι˜F ,β′) · (e(Φ)e(Ψ)) · (ι˜−1α,K ◦ ι˜−1F ,β),
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where ι˜α,K : e(α)e(K) V e(αK) and ι˜L,α : e(L)e(α) V e(Lα)
are the invertible 3-morphisms given by
ι˜∅F ,K = 11e(F )e(K) , ι˜L,∅F = 11e(L)e(F ) , ι˜(α,1),K =1αe(K), ι˜L,(α,1) =1e(L)α,
ι˜(α,−1),K = κ1#e(K),α · (1#αΦ#e(K)), ι˜L,(α,−1) = κα,1#e(L) · (Φ#e(L)1#α),
ι˜(αn,...,α1),K = ι˜αn,K ◦ . . . ◦ ι˜α1,K , ι˜L,(αn,...,α1) = ι˜L,αn ◦ . . . ◦ ι˜L,α1 ,
with the 3-morphisms κµ,ν : #ν#µV #(µν) and ΦF : 1#F V #1F
from the proof of Theorem 4.3. In this, we used the identity ##F = F
in a Gray category with duals. It follows that the Gray product of 3-
morphisms is strictly compatible with their vertical composition and
with the unit 3-morphisms. The Gray product is compatible with the
horizontal composition of 3-morphisms if and only if the following two
commutative diagrams and their counterparts with a 1-morphism on
the left are equal
e((α ◦ β)K) e((Ψ◦Φ)K)//
ι˜−1α◦β,K

e((α′◦β′)K)
e(α◦β)e(K) e(Ψ◦Φ)e(K)// e(α′◦β′)e(K)
ι˜α′◦β′,K
OO
(41)
e((α ◦ β)K)e((ΨK)◦(ΦK))//
ι˜−1α,K◦ι˜−1β,K

e((α′◦β′)K)
e(α◦β)e(K)(e(Ψ)e(K))◦(e(Φ)e(K))// e(α′◦β′)e(K).
ι˜α′,K◦ι˜β′,K
OO
As the horizontal composition of 2-morphisms is strictly compatible
with the evaluation, the equality of these two diagrams follows directly
from the identities
ι˜α ◦β,K = ι˜α,K ◦ ι˜β,K , ι˜L,α ◦β = ι˜L,α ◦ ι˜L,β(42)
which are satisfied by definition. That the Gray product is associative
amounts to the commutativity of the following diagrams
e(αF G)
ι˜−1
α,FG
**
ι˜−1
αF,G

e(ΨFG)
// e(α′FG)
e(αF )e(G)
ι˜−1α,Fe(G)

e(ΨF )e(G)
// e(α′F )e(G)
ι˜α′F,G
OO
e(α)e(F )e(G)e(Ψ)e(F )e(G)// e(α′)e(F )e(G)
ι˜α′,Fe(G)
OO
ι˜α′,FG
jj
(43)
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e(HαF )
ι˜−1
H,αF
%%
ι˜−1
Hα,F

e(HΨF )
// e(Hα′F )
e(Hα)e(F )
ι˜−1H,αe(F )

e(HΨ)e(F )
// e(Hα′)e(F )
ι˜Hα′,F
OO
e(H)e(α)e(F )e(H)e(Ψ)e(F )// e(H)e(α′)e(F )
ι˜H,α′e(F )
OO
e(H)ι˜α′,F

e(H)e(αF )
e(H)ι˜−1α,F
OO
e(H)e(ΨF )
// e(H)e(α′F )
ι˜H,α′F
ee
(44)
and the analogue of diagram (43) for the composition with 1-morphisms
from the left. In the diagram (43), all squares commute by definition
of the Gray product. It remains to prove the identities
ι˜α,FG = ι˜αF ,G · (ι˜α,F1e(G)) ι˜HK,α = ι˜H,Kα · (1e(H)ι˜K,α)
for all 2-morphisms α and 1-morphisms F ,G,H,K for which these
expressions are defined. Due to the identities (42), it is sufficient to
prove this for basic 2-morphisms and the empty string of 2-morphisms.
For the latter and for basic 2-morphisms α = (α, 1), this follows directly
from the definition. For basic 2-morphisms α = (α,−1), inserting the
definition of ι˜α,F into these equations shows that this is the case for the
first equation if and only if the outer paths in the diagram
#αFG
#αΦ#FG

#αΦ#G#F// #α#1#G#F
#ακ−11#G,1#F

κ1#G#F ,α // #(1#G#Fα)
#α#1#FG
κ1#F ,αG

1#α#1#FΦ#G// #α#1#F#1#G
κ1#F ,α#1#G

#(1#Fα)G
#(1#Fα)Φ#G// #(1#Fα)#1#G
κ1#G,1#Fα
==
are equal. The rectangle on the lower left commutes. The subdiagram
on the right commutes due to equation (22), and the upper left rectan-
gle due to the compatibility condition (21) between the 3-morphisms
κ and ΦF , ΦG. This shows that the diagram (43) commutes. The
proof for the commutativity of the corresponding diagram with the
1-morphisms on the left is analogous.
In diagram (44), the three rectangles in the middle commute by
definition of of the Gray product. It is therefore sufficient to prove that
the two subdiagrams with curved arrows on the left and right commute.
Using again the identities (42), one finds that it is sufficient to show
that this is the case for the basic 2-morphisms and the empty string of
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2-morphisms. In the cases α = ∅F and α = (α, 1) the commutativity of
the subdiagrams is obvious. For α = (α,−1), we insert the definition of
ι˜α,F and ι˜H,α and obtain the following diagram, in which we abbreviate
F = e(F ) and H = e(H)
#(#Hα#F )
κ−11#Hα,#F
tt
κ−1
1#H,α#F
**
#1#F#(#Hα)
#1#Fκ−11#H,α
**
Φ−1#F#(#Hα)

#(α#F )#1#H
κ−1α,1#F #1#H
tt
#(α#F )Φ−1#H

F#(#Hα)
Fκ−11#H,α

#1#F#α#1#H
Φ−1#F#α#1#Htt #1#F#αΦ
−1
#H **
#(α#F )H
κ−1α,1#F H

F#α#1#H
F#αΦ−1#H **
#1#F#αH
Φ−1#F#αHtt
F#αH.
(45)
The outer paths in diagram (45) correspond to the 3-morphisms ι˜H,αF ·
(1e(H)ι˜α,F ) and ι˜Hα,F · (ι˜H,α1e(F )). It is directly apparent that the
lower parallelogram in the middle and the two subdiagrams on the
right and the left commute. The upper parallelogram in the middle
commutes due to the pentagon axiom for κ in equation (22) and hence
the outer paths on the left and on the right are equal. This proves the
commutativity of the diagram (44) and completes the proof that the
Gray product is strictly associative.
To conclude that G is a Gray category, we define the tensorator
σα,β : (αK)◦(F  β)V (G β)◦(αH) in G by
σα,β = (ι˜G,β ◦ ι˜α,H) · σe(α),e(β) · (ι˜−1α,K ◦ ι˜−1F ,β).
It follows from the definition, the properties of the tensorator in G
and the identities proved above that σα,β satisfies the axioms for the
tensorator in Definition 2.15. This shows that G is a Gray category.
2. To construct the strict functor of strict tricategories # : G → G
op
,
we set #(A) = A for objects, #(F, z) = (F,−z) for basic 1-morphisms
F = (F, z) of G and extend # to general 1-morphisms by
#(Fn, . . . , F1) = (#F1, . . . ,#Fn), #(∅A) = ∅A.
It follows that # is strictly compatible with the Gray product of 1-
morphisms, preserves the unit-1-morphisms, satisfies # #F = F and
is compatible with the evaluation: e(#F ) = #e(F ) for all 1-morphisms
F in G.
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For basic 2-morphisms α = (α, z) : F ⇒ G we set #(α, z) = (α,−z)
and extend # to general 2-morphisms by
#(αn, . . . , α1) = (#α1, . . . ,#αn), #(∅F ) = ∅#F .
This implies that # is strictly compatible with the horizontal com-
position of 2-morphisms, preserves the unit 2-morphisms and satisfies
# #α = α for all 2-morphisms α in G. Due to the identity ##F = 1
for all 1-morphisms F in G, it also follows that # is strictly compatible
with the Gray product of 1- and 2-morphisms.
To define the action of # on 3-morphisms Γ : αV β, we note that if
α = (α, z) is a basic 2-morphism, the 2-morphisms #e(α) and e(#α)
are related by #e(α, 1) = e(#(α, 1)) and #e(α,−1) = ##e(#(α,−1)).
For general 2-morphisms (αn, ..., α1), we have
#e(αn, ..., α1) = #(e(αn) ◦ . . . ◦ e(α1)),
e(#(αn, ..., α1)) = e(#α1) ◦ . . . ◦ e(#αn).
We obtain an invertible 3-morphism χα : #e(α)V e(#α) by setting
χ∅F = Φ
−1
e(F ), χ(α,1) = 1#α, χ(α,−1) = Θα
χ(αn,...,α1) = (χα1 ◦ . . . ◦ χαn) · Φ−1e(α1),...,e(αn),
where Φµ1,...,µn : #µ1◦. . .◦#µn V #(µn◦. . .◦µ1) denotes the invertible
3-morphism determined by Φµ1 = 1#µ1 and
Φµ1,...,µn = Φµ1,µn◦...◦µ2 · (1#µ1 ◦ Φµ2,µn◦...◦µ3) · · ·
· (1#µ1 ◦ ... ◦ 1#µn−3 ◦ Φµn−2,µn◦µn−1) · (1#µ1 ◦ ... ◦ 1#µn−2 ◦ Φµn−1,µn)
and the 3-morphisms ΦF : 1F# V #1F and Φµ,ν : #µ ◦#ν V #(ν ◦µ)
are given in the proof of Theorem 4.3. Note that it follows from identity
(19) that the bracketing in the definition of Φµ1,...,µn is irrelevant, and
for all composable 2-morphisms µ1 ,..., µn and all 1 ≤ k ≤ n− 1
Φµ1,...,µn = Φαk◦...◦α1,αn◦...◦αk+1 · (Φα1,...,αk ◦ Φαk+1,...,αn).
From this, it follows that the 3-morphisms χα : #e(α)V e(#α) satisfy
the relation
χα◦β = (χβ ◦ χα) · Φ−1e(β),e(α)(46)
for all composable 2-morphisms α, β.
For a 3-morphism Γ : αV β, we define # Γ : #αV # β by
e(# Γ) = χβ ·#e(Γ) · χ−1α .
To show that # defines a functor of strict tricategories, we prove the
identities
#(Ψ ·Φ) = # Ψ ·# Φ, #(Ψ ◦Φ) = # Φ ◦# Ψ, #(ΨΦ) = # Φ# Ψ
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for all 3-morphisms Φ,Ψ for which these expressions are defined. The
first follows directly from the definition. The identity #(Ψ ◦Φ) =
# Φ ◦# Ψ follows from the commutative diagram
e(#(α ◦ β))
χ−1α ◦ β

χ−1β ◦χ−1α
// #e(β) ◦#e(α)#e(Φ)◦#e(Ψ)//
Φe(β),e(α)vv
#e(β′) ◦#e(α′)
χβ′◦χα′
Φe(β′),e(α′)uu
#e(α ◦ β)
#(e(Ψ◦Φ))
// #e(α′ ◦ β′) χα′ ◦ β′ // e(#(α
′ ◦ β′))
(47)
for all 3-morphisms Φ : β V β′ and Ψ : α V α′. The parallelogram
in the middle of this diagram commutes due to the naturality of the
3-morphism Φµ,ν : #µ ◦ #ν V #(ν ◦ µ) and the triangles on the left
and right by identity (46).
The identity #(ΨΦ) = # Φ# Ψ is equivalent to the commuta-
tivity of the diagram
e(#(αβ))
ι˜−1#β,#F ◦ι˜−1#K,#α
""
e(#(ΨΦ))
// e(#(α′β′))
ι˜−1
#β′,#F ◦ι˜
−1
#K,#α′
}}
#e(αβ)
χαβ
OO
#(ι˜−1α,K◦ι˜−1F,β)

#e(ΨΦ)
// #e(α′β′)
#(ι˜−1
α′,K◦ι˜
−1
F,β′ )

χα′β′
OO
#(e(α)e(β))#(e(Ψ)e(Φ))// #(e(α′)e(β′))
#e(β)#e(α)
κe(α),e(β)
OO
#e(Φ)#e(Ψ)
//
χβχα

#e(β′)#e(α′)
κe(α′),e(β′)
OO
χβ′χα′

e(#β)e(#α)
e(#Φ)e(#Ψ)
// e(#β′)e(#α′).
(48)
In this diagram, the four rectangles in the middle commute by defini-
tion of the 3-morphisms #(ΨΦ), ΨΦ and #Ψ, #Φ and due to the
naturality of the 3-morphism Φµ,ν : #µ◦#ν V #(ν ◦µ). It remains to
show that the two pentagons on the left and the right commute. As a
first step, we reduce the proof of the commutativity of these diagrams
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to the cases α = ∅F or β = ∅K . For this, we consider the diagram
e(#(αβ))
ι˜−1#β,#F ◦ι˜−1#K,#α

χ−1
Fβ◦χ−1αK
// #e(Fβ) ◦#e(αK)
#ι˜−1F,β◦#ι˜−1α,K
  
Φe(Fβ),e(αK)

e(#β)e(#α)
χ−1β χ
−1
α

(#e(β)#1e(F ))
◦(#1e(K)#e(α))
κ1e(F ),e(β)◦κe(α),1e(K)

#e(β)#e(α)
(#e(β)Φe(F ))
◦(Φe(K)#e(α))
55
κe(α),e(β)

#(e(α)e(β))
#(ι˜α,K◦ι˜F,β)
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#(e(F )e(β))
◦#(e(α)e(K))
Φe(F )e(β),e(α)e(K)
rr
#e(αβ).
(49)
The path on the outside in this diagram corresponds to the pentagon
in diagram (48). The two quadrilaterals in the diagram commute by
the naturality of the 3-morphism Φµ,ν : #µ ◦ #ν V #(ν ◦ µ) and by
identity (20). The hexagon commutes if and only if the pentagon in
diagram (48) commutes for the case where α = ∅F or β = ∅K .
It is therefore sufficient to prove that the pentagon in the diagram
(48) commutes for α = ∅F or β = ∅K . In the latter, it reduces to the
diagram
e(#(αK))
χ−1
αK //
ι˜−1#K,#α

#e(αK)
#ι˜−1α,K // #(e(α)e(K))
κ−1
e(α),1e(K)

#e(K)e(#α)
#e(K)χ−1α
// #e(K)#e(α)
Φe(K)#e(α)
// #1e(K)#e(α).
(50)
We start by proving that this diagram commutes for basic 2-morphisms
and the empty string of 2-morphisms. For α = ∅F , the 3-morphism ι˜α,K
is trivial, and we have
χα = Φ
−1
e(F ), χαK = Φ
−1
e(FK), κ1e(α),e(K) = Φe(F )e(K)·(Φ−1e(K)Φ−1e(F )),
where the last identity follows directly with (21). Inserting this into
(50), one finds that the diagram commutes. For α = (α, 1), the 3-
morphisms χα, χαK , ι˜α,K are trivial and
ι˜#K,#,α = κ
−1
e(α),1e(K)
· (Φe(K)#e(α)),
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which shows that the diagram commutes. For α = (α,−1) diagram
(50) corresponds to the boundary of the following diagram
#e(K)α ##(#e(K)α)
#κ−11#e(K),α//
Θ#e(K)αoo #(#α#1#e(K))
κ−1α,#1#e(K)
uu
#(#αΦ−1
#e(K)
)

#1e(K)##α
Φ−1
e(K)
Θα
OO
##1#e(K)##α
#Φ−1
#e(K)
##α
oo #(#α1e(K)),
κ−1#α,1e(K)
jj
where we used identities (28) and (30) to express Θ#e(K)α in terms
of Θα. The pentagon in this diagram commutes due to identities (28)
and (30) and the quadrilateral due to the naturality of the 3-morphism
κµ,ν : #ν#µ V #(µν). This proves that diagram (50) commutes
for basic 2-morphisms and the empty string of 2-morphisms.
The proof that this identity holds for general 2-morphisms α =
(αn, ..., α1) is by induction over n. For n = 1, α is a basic 1-morphism
and this identity was shown above. Suppose that the commutativity
of diagram (50) is established for all strings α = (αk, ..., α1) of basic 2-
morphisms of length k ≤ n−1 and let γ = (γ
n
, ..., γ
1
) be a 2-morphism
of length n. Set α = γ
n
, β = (γ
n−1, ..., γ1) and consider the diagram
#e(αK)
◦#e(βK)
χαK◦χβK

Φe(αK),e(βK)
// #(e(βK)◦e(αK))
#((e(β)e(K))
◦(e(α)e(K)))
#(ι˜β,K◦ι˜α,K)
oo
Φ−1
e(α)e(K),e(β)e(K)
vv
κ−1
e(α◦β),1e(K)

e(#(αK))
◦e(#(βK))
ι˜−1#K,#α◦ι˜−1#K,#β

#(e(α)e(K))
◦#(e(β)e(K))
#ι˜α,K◦#ι˜β,K
hh
κ−1
e(α),1e(K)
◦κ−1
e(β),1e(K)

#1e(K)
#(e(α) ◦ e(β))
#e(K)
(e(#α) ◦ e(#β))
#e(K)(χ−1α ◦χ−1β ) ((
(#1e(K)#e(α))
◦(#1e(K)#e(β))
#e(K)
#(e(β) ◦ e(α))
Φe(K)#(e(β)◦e(α))
OO
#e(K)
(#e(α) ◦#e(β))
Φe(K)(#e(α)◦#e(β)
OO
#e(K)Φe(α),e(β)
;;
(51)
The outer path in this diagram corresponds to the diagram (50) for
γ. The quadrilateral at the top of the diagram commutes due to the
naturality of the 3-morphisms Φµ,ν : #µ ◦ #ν V #(ν ◦ µ), κµ,ν :
#ν#µ V #(µν) and ΦF : 1#F V #1F . The hexagon on the left
of this diagram commutes because identity (50) holds for α and β. To
show that the hexagon on the right of the diagram commutes, we set
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ν = τ = 1K in (20) and use the naturality of the tensorator. This
yields the diagram
(#1K#µ) ◦ (#1K#ρ)
κµ,1K ◦κρ,1K //
#1Kσ−1#1K,#µ#ρ

#(µK) ◦#(ρK)
ΦµK,ρK

#1K(#µ ◦#ρ)
#1KΦµ,ρ

#K(#µ#ρ)
(ΦK#µ)◦(ΦK#ρ)
jj
ΦK(#µ◦#ρ)oo #((ρ ◦ µ)K)
#1K#(ρ ◦ µ).
κρ◦µ,1K
22
The triangle in this diagram commutes due to the naturality of the
tensorator and the outer pentagon due to identity (20). This implies
that the inner hexagon commutes as well and hence the hexagon on
the right in diagram (51). This shows that identity (50) holds for γ
and concludes the proof that # : G → G
op
is a strict functor of strict
tricategories for which all coherence data is trivial.
To prove the identity ## = 1, note that it is obvious for 1- and
2-morphisms. For 3-morphisms Ψ : α V α′, it holds if the following
diagram commutes
e(##α)
= e(α)
e(##Ψ)
((
e(Ψ)
DD
χ−1#α
// #e(#α)
#χ−1α

#e(#Ψ)
// #e(#α′)
χ#α′
// e(##α
′)
= e(α′)
##e(α)
Θe(α)dd
##e(Ψ)
// ##e(α′)
#χα′
OO
Θe(α′) 99
(52)
The three quadrilaterals at the top of the diagram commute by defini-
tion of the 3-morphism # #Ψ, #Ψ and by naturality of the 3-morphism
Θ. The triangles commute if and only if for all 2-morphisms α, we have
Θe(α) = χ#α ·#χα.(53)
For α = ∅F this follows directly from identity (28), which implies
Θe(∅F ) = Θ1e(F ) = Φ
−1
#e(F ) ·#Φ−1e(F ) = χ#∅F ·#χ∅F .
Similarly, for basic 2-morphisms α = (α, z), we have
χ#(α,1) ·#χ(α,1) = Θα ·#1#α = Θα = Θe(α,1)
χ#(α,−1) ·#χ(α,−1) = 1#α ·#Θα = Θ#α = Θe(α,−1),
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where we used the identity #Θα = Θ#α from Lemma 4.6 in the second
line. The proof that identity (53) holds for strings α = (αn, ..., α1)
of basic 2-morphisms is by induction over the length n of the string.
For n = 0, 1 this was shown above. Suppose that the identity (53) is
established for all 2-morphisms α = (αK , ..., α1) of length 0 ≤ k < n
and let γ = (γ
n
, ..., γ
1
) be a string of basic 2-morphisms of length n.
Then identity (53) holds for γ if and only if the following diagram
commutes for α = γ
n
and β = (γ
n−1, ..., γ1)
##(e(α) ◦ e(β))
Θe(α◦β)
**
#Φ−1
e(β),e(α)
// #(#e(β) ◦#e(α))
#(χβ◦χα)

Φ−1
#e(α),#e(β)
tt
##e(α) ◦##e(β)
Θe(α)◦Θe(β)

#χα◦#χβ
**
#(e(#β) ◦ e(#α))
Φ−1
e(#α),e(#β)

e(α) ◦ e(β) #e(#α) ◦#e(#β))
χ#α◦χ#β
oo
.
The triangle at the bottom of the diagram commutes by induction hy-
pothesis. The curved subdiagram at the left commutes due to identity
(29) and the subdiagram at the right due to the naturality of the 3-
morphism Φµ,ν : #µ◦#ν V #(ν◦µ). This shows that the diagram (52)
commutes for all 3-morphisms ψ : α V α′ in G and that the functor
# : G → G
op
satisfies ## = 1.
3. To define the functor of strict tricategories ∗ : G → Gop, we set ∗ to
be trivial on the objects and 1-morphisms of G. For a basic 2-morphism
(α, z) we set ∗(α, z) = (α∗, z) and extend ∗ to general 2-morphisms via
∗(αn, ..., α1) = (∗α1, ..., ∗αn), ∗(∅F ) = ∅F .
It follows that ∗ is strictly compatible with the Gray product of 1- and
2-morphisms as well as the horizontal composition, preserves the unit
1- and 2-morphisms and satisfies ∗ ∗(α) = α for all 2-morphisms α. We
also have the identities
∗ e(∅F ) = e(∗∅F ) = 1e(F ), ∗ e(α, 1) = e(∗(α, 1)) = α∗,
∗ e(α,−1) = ∗#α, e(∗(α,−1)) = # ∗ α.
To obtain a 3-morphism ∗Ψ : ∗α′ V ∗α for each 3-morphism Ψ : α V
α′ we consider the 3-morphism ξα : ∗e(α)V e(∗α) given by
ξ∅F = 11e(F ) , ξ(α,1) = 1∗α, ξ(α,−1) = ∆
−1
∗α
ξ(αn,...,α1) = ξα1 ◦ ... ◦ ξαn
and set
e(∗Ψ) = ξα · ∗e(Ψ) · ξ−1α′ .
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The strict compatibility of ∗ with the vertical composition of 3-morphisms
is a direct consequence of the definition. The strict compatibility of ∗
with the horizontal composition is equivalent to the commutativity of
the diagram
e(∗(α ◦ β)) ∗e(β) ◦ ∗e(α)
ξβ◦ξα
oo
1∗e(α ◦ β)ww
∗e(β′) ◦ ∗e(α′)∗e(Φ)◦∗e(Ψ)oo
1∗e(α′ ◦ β′)vv
∗e(α ◦ β)
ξα ◦ β
OO
∗e(α′ ◦ β′)∗(e(Ψ◦Φ))oo e(∗(α
′ ◦ β′)).
ξ−1
α′ ◦ β′
oo
ξ−1
β′ ◦ξ
−1
α′
OO
.
By definition, the paths on the boundary correspond to the 3-morphisms
e(∗(Ψ◦Φ)) and e(∗Φ◦∗Ψ), and the parallelogram in the middle com-
mutes due to the identity e(Ψ◦Φ) = e(Ψ) ◦ e(Φ). As we have ξβ ◦ ξα =
ξα◦β for all 2-morphisms α, β by definition, the diagram commutes and
we obtain ∗(Ψ◦Φ) = e(∗Φ◦∗Ψ) for all composable 3-morphisms Ψ,Φ.
The identity ∗∗Ψ = 1 then follows from the identity ∆∗∗α = ∆α for all
2-morphisms α in a spatial Gray category G and the compatibility of
∗ with the horizontal composition.
The strict compatibility of the functor ∗ with the Gray product cor-
responds to the commutativity of the diagram
e(∗(αβ))
ξ−1
αβ
//
ι˜−1F,∗β◦ι˜−1K,∗α

∗e(αβ)
∗(ι˜α,K◦ι˜F,β)

∗e(α′β′)
∗(ι˜α′,K◦ι˜F,β′ )

∗e(ΨΦ)
oo e(∗(α′β′))
e(∗(ΨΦ))
vv ξ−1
α′β′
oo
ι˜−1
F,∗β′◦ι˜
−1
K,∗α′
~~
e((∗Φ)(∗Ψ))
WW
∗e(β)̂∗e(α) ∗e(β)̂∗e(α)∗e(Φ)̂∗e(Ψ)oo
e(∗β)̂e(∗α)
ξ−1β ̂ξ
−1
α
OO
e(∗β′)̂e(∗α′)e(∗Φ)̂e(∗Ψ)oo
ξ−1
β′ ̂ξ
−1
α′
OO
(54)
for 3-morphisms Φ : β′ V β, Ψ : α′ V α and 2-morphisms α, α′ :
F ⇒ G, β, β′ : H ⇒ K. In this diagram the expression ̂ denotes
the opposite Gray product of 2-morphisms β̂α = (Gβ) ◦ (αH)
from (8) and from Corollary 2.17. The two rectangles in the middle of
the diagram and the curved quadrilaterals at the top and bottom of
the diagram commute by definition of the 3-morphisms ∗(ΨΦ), ΨΦ,
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∗Φ∗Ψ. To show that the two curved quadrilaterals at the left and
right of the diagram commute, we note that it is sufficient to prove this
for the case where either α = ∅F or β = ∅K . In the latter, the diagram
reduces to
e(∗(αK))
ι˜−1∗α,K

∗e(αK)ξαKoo
∗ι˜α,K

e(∗α)e(K) ∗e(α)e(K),
ξαK
oo
(55)
which clearly commutes if α = ∅F or α = (α, 1). For α = (α,−1),
we consider the following diagram whose boundary corresponds to the
diagram (55)
# ∗ (#Kα)
∆−1∗(#Kα)) //
#∗Θ#Kα 
κ−11#K,∗α
))
∗(#α#1#K)
∗Γ#(#Kα)
tt
∗κ1#K,α // ∗(#α#1#K)
∗Γ#α#1#K
tt
∗(#αΦ#K)
vv
# ∗##(#Kα)
#∗#κ#1#K,α
// # ∗#(#α#1#K)
#∗#(#αΦ#K)
// # ∗#(#αK)
# ∗ α#1#K
#∗αΦ−1#K **
#∗ΘαΦ−1#K // # ∗##αK ∗#αK∗Γ#αKoo
∆−1∗αKtt
∗Γ#αK
OO
# ∗ αK
(56)
The two triangles in this diagram commute due to identity (31). The
parallelogram at the top of the diagram commutes due to the naturality
of the 3-morphisms κµ,ν : #ν#µ V #(µν) and the quadrilateral
on the right of the diagram due to the naturality of the 3-morphism
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Γµ : ∗#∗#µV µ. The heptagon in this diagram can be subdivided as
# ∗##(#Kα)
#∗#κ#1#K,α
**
# ∗ (#Kα)
κ−11#K,α

#∗Θ#Kα
44
#∗(Θ1#KΘα)// # ∗ (##1#K##α)
#∗(Φ#K##α)

# ∗#(#α#1#K)
#∗κ#α,#1#Koo
#∗#(#αΦ#K)

# ∗ α#1#K
#∗ΘαΦ−1#K

# ∗ (#1K##α)
#σ−1∗#1K,∗##α

# ∗#(#αK)#∗κ#α,1Koo
#(∗#1K ∗##α)
κ−1∗#1K,∗##α

# ∗##α# ∗#1K
# ∗##αK
#∗##α∗Γ1K
44
∗(∗#∗##α ∗#∗#1K)
σ−1#∗##α,#∗#1K
OO
∗#αK.∗(Γ#αΓ1K )oo
∗Γ#αK
hh
∗Γ#αK
OO
The upper quadrilateral in this diagram commutes due to relation
(30) and the rectangle below it by naturality of the 3-morphism κµ,ν :
#ν#µ V #(µν). The quadrilateral at the bottom of the diagram
commutes due to the naturality of the tensorator and the hexagon on
the right due to identity (27). The heptagon on the left commutes by
naturality of the tensorator and of the 3-morphisms κµ,ν : #ν#µ V
#(µν), ΦF : 1#F V #1F , Γµ : ∗#∗#µ V µ and Θµ : ## V µ to-
gether with identity (25). Hence, the diagram commutes, which implies
that diagram (56) commutes. This in turn proves the commutativity
of diagram (55) for 2-morphisms α = (α,−1).
For general 2-morphisms α = (αn, ..., α1) the commutativity of dia-
gram (55) follows directly from the identities (42) and ξα◦β = ξβ ◦ ξα.
This proves that ∗ defines a strict functor of strict tricategories ∗ : G →
Gop with trivial coherence data and ∗∗ = 1.
4. It remains to prove the identity ∗#∗# = 1. It is obvious that
this identity holds for 1- and 2-morphisms. To prove that it holds for
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3-morphisms Ψ : αV β, we consider the diagram
e(∗# ∗#α)
e(∗#∗#Ψ)
((
e(ψ)
II
ξ−1# ∗#α
// ∗e(# ∗#α)
∗χ∗#α

∗e(# ∗# Ψ)
// ∗e(# ∗# β) e(∗# ∗# β)
ξ# ∗# β
oo
∗#e(∗#α)
∗#ξ#α

∗#e(∗# Ψ)
// ∗#e(∗# β)
χ−1∗# β
OO
∗#∗e(#α)
∗#∗χ−1α

∗#∗e(# Ψ)
// ∗#∗e(# β)
∗#ξ−1# β
OO
∗#∗#e(α)
Γe(α)
ZZ
∗#∗#e(Ψ)
// ∗#∗#e(β)
∗#∗χβ
OO
Γe(β)
DD
The three rectangles and the curved quadrilateral at the top of this
diagram commute by definition of # Ψ, ∗Ψ, and the curved quadrilat-
eral at the bottom commutes due to the naturality of Γ. It is therefore
sufficient to show that the curved subdiagrams at the left and the right
commute, which amounts to the relation
Γe(α) · ∗# ∗ χ−1α · ∗#ξ#α · ∗χ∗#α · ξ−1#∗#α = 1e(α)
for all 2-morphisms α in G. For α = ∅F , the 3-morphisms ξ#α, ξ#∗#α
are trivial, and this relation reduces to
Γ1e(F ) · ∗# ∗ Φe(F ) · ∗Φ−1#e(F ) = 11e(F ) ,
which holds by (25). For α = (α, 1), ξ#∗#α and χα are trivial, and from
equation (31) one obtains
Γα · ∗#∆−1∗α · ∗Θα∗ = 1.
For α = (α,−1), equation (31) together with the identity #Θα = Θ#α
in Lemma 4.6 and the naturality of ∆α implies
Γ#α · ∗# ∗Θ−1α ·∆α = 1#α.
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To prove the identity for general 2-morphisms α = (αn, ..., α1), it is
sufficient to show that the following diagram commutes
∗e(#∗#αn) ◦ . . . ◦ ∗e(#∗#α1)
∗χ∗#αn◦...◦∗χ∗#α1

∗#e(∗#αn) ◦ . . . ◦ ∗#e(∗#α1)
∗#ξ#αn◦...◦∗#ξ#α1

∗#(e(∗#αn) ◦ . . . ◦ e(∗#α1))
∗Φe(∗#αn),...,e(∗#α1)oo
∗#(ξ∗#αn◦...◦ξ∗#α1 )

∗#∗e(#αn) ◦ . . . ◦ ∗# ∗ e(#α1)
∗#∗χ−1αn◦...◦∗#∗χ−1α1

∗# ∗ (e(#α1) ◦ . . . ◦ e(#αn))
∗Φ∗e(#αn),...,∗e(#α1)oo
∗#∗(χ−1α1 ◦...◦χ−1αn )

∗#∗#e(αn) ◦ . . . ◦ ∗#∗#e(α1)
Γe(αn)◦...◦Γe(α1)

∗# ∗ (#e(α1) ◦ . . . ◦#e(αn))
∗Φ∗#e(αn),...,∗#e(α1)oo
∗#∗Φα1,...,αn

e(αn) ◦ . . . ◦ e(α1) ∗# ∗#(e(αn) ◦ . . . ◦ e(α1)).
Γe(α)oo
The upper two rectangles commute due to the naturality of the 3-
morphism Φµ,ν : #µ ◦ #ν V #(ν ◦ µ). The rectangle at the bottom
commutes due to identity (26). This shows that the diagram commutes
and the functors of strict tricategories # : G → G
op
, ∗ : G → Gop satisfy
∗#∗# = 1.
5. To show that the Gray category G is equivalent to G, we note that
the evaluation defines a strict functor of strict tricategories e : G → G.
As the evaluation is strictly compatible with the horizontal and the
vertical composition and with all unit morphisms, the only coherence
data of this functor is given by the 3-morphisms ι˜α,K : e(α)e(K) V
e(αK), ι˜F ,β : e(F )e(β)V e(Fβ). As in the proof of Theorem 4.3,
it is therefore sufficient to show that for all composable 3-morphisms
α : F ⇒ G, β : H ⇒ K the 3-morphisms ι˜α,β = ι˜α,K ◦ ι˜F ,β are
natural in both arguments and satisfy conditions analogous to (20),
(21) and (22) as well as ι˜1C ,α = ι˜α,1D = 1e(α). The naturality and the
compatibility with the unit-morphisms are a direct consequence of the
definitions. Condition (20) follows from the commutative diagram (41)
and Condition (22) from the commutative diagrams (43) and (44).
This shows that the evaluation defines a functor of strict tricategories
e : G → G.
We construct an embedding functor f : G → G that will be a weak
functor of strict tricategories. For this, we set f(A) = A for all objects,
f(F ) = (F, 1) for all 1-morphisms , f(α) = (α, 1) for all 2-morphisms
of G and f(Γ) = Γ for all 3-morphisms of G. This defines for all objects
A,B a weak 2-functor fA,B : G(A,B) → G(A,B) with the coherence
data given by the invertible 3-morphisms 1µ◦ν : f(µ) ◦ f(ν)V f(µ ◦ ν)
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and 11F : ∅f(F ) V f(1F ) for all 1-morphisms F and composable 2-
morphisms µ, ν in G.
The 2-morphisms ιC : f(1C) ⇒ 1f(C) from Definition A.6 and their
inverses are given by ιC = ι−1C = (11C , 1). The invertible pseudo-natural
transformation κA,B,C : (fB,C × fA,B) → fA,C is determined by the
2-morphisms (1FG, 1) : f(G)f(F ) ⇒ f(GF ) and the invertible
3-morphisms 1µν : (1GK , 1)◦(f(µ)f(ν)) V f(µν)◦(1FH , 1) for
all pairs of composable 1-morphisms G,F and H,K and 2-morphisms
µ : F ⇒ G, ν : H ⇒ K in G. It is easy to show that the coherence
conditions in Definitions A.6 and A.1 are satisfied and, consequently,
f defines a weak functor of strict tricategories f : G → G.
It follows directly that ef = 1G. The weak functor of strict tri-
categories fe : G → G is given by fe(A) = A, fe(F ) = (e(F ), 1),
fe(α) = (e(α), 1) and fe(Γ) = Γ. A natural isomorphism of weak func-
tors of strict tricategories η : fe→ 1 is given by the trivial 1-morphism
∅A : A → A for each object A of G together with the invertible pseudo-
natural transformation of weak 2-category functors 1A,B → (fe)A,B that
is determined by the 2-morphisms ηF = (1e(F ), 1) : fe(F )⇒ F for each
1-morphism F : A → B and the invertible 3-morphism ηα = 1e(α) :
(1e(G), 1)◦fe(α) V α◦(1e(F ), 1) for each 2-morphism α : F ⇒ G. A
direct calculation shows that the consistency conditions in Definitions
A.9 and A.3 are satisfied and that this defines a natural isomorphism
fe→ 1 of weak functors of strict tricategories. It also follows directly
that eη = 1e : e→ e and ηfe = 1fe : fe→ fe.
The invertible pseudo-natural transformation ηf : f → f is deter-
mined by the 2-morphisms (1F , 1) : f(F )⇒ f(F ) for each 1-morphism
F and the 3-morphisms 1α : ((α, 1), (1F , 1))V ((1G, 1), (α, 1)). A mod-
ification Ψ : ηf ⇒ 1f is therefore given by the trivial 2-morphism ∅1A
for each object A of G and the invertible 3-morphisms 11F : (ηf)F V
∅f(F ). This implies eΨ = 11G : eηf = 1ef = 1ef = 11G V e1f = 1ef =
11G and it concludes the proof that the Gray categories G and G are
equivalent.
6. By definition, the weak functor of strict tricategories f : G → G
satisfies ∗f = f∗. As the functors are the identity on the objects, a nat-
ural isomorphism χ˜ : #f → f# is determined by an invertible pseudo-
natural transformation of weak 2-functors χ˜ : (#f)A,B → (f#)A,B for
each pair of objects A,B. This natural isomorphism is given by the
2-morphisms χ˜F = (1#F , 1) : f#(F )⇒ #f(F ) for each 1-morphism F
in G and the invertible 3-morphisms χ˜µ = 1#µ : (1#G, 1)◦op#f(µ) V
f#(µ)◦op(1#F , 1) for each 2-morphism µ : F ⇒ G. It follows directly
that all coherence conditions in Definitions A.9 and A.3 are satisfied.
The natural isomorphisms χ : #e→ e# and ξ : ∗e→ e∗ are obtained
from the coherence data of G. As the functors of strict tricategories
#e : G → Gop and e# : G → Gop, as well as ∗e : G → Gop and
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e∗ : G → Gop agree on the objects and 1-morphisms of G, such natural
isomorphisms are specified uniquely by natural isomorphisms between
the functors (#e)F ,G, (e#)F ,G : G(F ,G) → Gop(#e(F ),#e(G)) and
between the functors (∗e)F ,G, (e∗)F ,G : G(F ,G) → Gop(∗e(F ), ∗e(G)).
They are determined by the invertible 3-morphisms χα : #e(α) V
e(#α) and ξα : ∗e(α)V e(∗α) for each 2-morphism α : F ⇒ G. That
they satisfy the consistency conditions in Definitions A.9 and A.3 was
shown, respectively, in the second and third part of the proof. 
Theorem 5.2 explicitly constructs a Gray category G and strictifica-
tions ∗ : G → Gop, # : G → G
op
of the functors of strict tricategories
∗ : G → Gop, # : G → Gop. This construction has the benefit that it is
conceptually clear and concrete and allows one to verify the properties
of the strictified functors by direct computations. It remains to show
that the Gray category G with the strict functors of strict tricategories
∗ : G → Gop, # : G → G
op
is again a Gray category with duals in the
sense of Definition 3.10 and to clarify which additional relations hold
in the strictified Gray category.
Theorem 5.3. For every spatial Gray category G, the associated Gray
category G from Theorem 5.2 is a Gray category with strict duals in
the sense of Definition 5.1.
Proof.
1. For each pair of objects C, D of G, the functor ∗ : G → Gop defines
a strict 2-functor ∗ : G(C,D)→ G(C,D)op that is trivial on the objects
of G(C,D) and satisfies ∗∗ = 1. To show that this gives G(C,D) the
structure of a planar 2-category, it is sufficient to construct for each 2-
morphism µ a 3-morphism µ : ∅G V µ◦∗µ that satisfies the conditions
in Definition 3.10 and in (12). This 3-morphism is defined by
e(µ) = (1e(µ) ◦ ξµ) · e(µ),
where e(µ) denotes the corresponding 3-morphism in G. The identity
HµK = HµK from Definition 3.10 follows from the commutative
diagram (57) and the analogous diagram with the 1-morphism on the
left.
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1e(FK)
e(µK)
II
e(µ)e(K)
((
e(µK)
//
e(µK)
&&
e(µ)e(K)
((
e(µK) ◦ ∗e(µK)
e(µK)◦ξµK
// e((µ◦∗µ)K)
(e(µ) ◦ ∗e(µ))e(K)
(e(µ)◦ξµ)e(K)

ι˜µ.K◦∗ι˜−1µ,K
OO
e(µ◦∗µ)e(K)
ι˜µ◦∗µ,K
HH
(57)
That the 3-morphism µ : ∅G V µ ◦ ∗µ satisfies the conditions (12)
is a consequence of the following three commutative diagrams and the
analogue of the second diagram for the composite (∗µ◦µ)·(µ◦∗µ)
1G
e(µ◦ν) //
e(µ)
//
e(µ) $$
e(µ◦∗µ) µ◦ν◦∗µ //
e(µ)◦e(ν)◦e(∗µ)
))
e(µ◦ν◦∗ν◦∗µ)
e(µ) ◦ ∗e(µ)
e(µ)◦ξµ
OO
e(µ)◦e(ν)◦∗e(µ)
))
e(µ◦ν) ◦ ∗e(ν) ◦ e(∗µ)
e(µ◦ν)◦ξν◦e(∗µ)
OO
e(µ◦ν) ◦ ∗e(ν) ◦ ∗e(µ)
e(µ◦ν)◦∗e(ν)◦ξµ
OO
e(µ)
e(µ)◦e(µ)

e(µ◦µ)
// e(µ◦∗µ◦µ)
e(µ◦∗∗µ)
((
e(µ) ◦ ∗e(µ) ◦ e(µ)
e(µ)◦∗e(µ)
CC
e(µ)◦ξµ◦e(µ) 44
e(µ) ◦ ∗e(µ) ◦ ∗e(∗µ)
e(µ)◦ξµ◦∗µ
OO
e(µ)◦∗e(∗µ)
//
e(µ)◦ξµ◦∗e(∗µ)

e(µ)
e(µ) ◦ e(∗µ) ◦ ∗e(∗µ)
e(µ)◦∗e(∗µ)
66
e(µ)◦e(∗µ)◦ξµ
jj
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1e(G)
e(ν)

e(ν) ''
e(µ)
//
e(µ)
++
e(µ) ◦ e(∗µ)
e(Ψ)◦e(∗µ)
ww
e(ν) ◦ e(∗ν)
e(ν)◦e(∗Ψ)
77
e(ν) ◦ ∗e(ν)
e(ν)◦ξν
oo
e(µ)◦∗e(Ψ)

e(µ) ◦ ∗e(µ)
e(µ)◦ξµ
OO
e(Ψ)◦∗e(µ)
ww
e(ν) ◦ ∗e(µ)
e(ν)◦ξµ
// e(ν) ◦ e(∗µ).
This shows that for all objects C, D the 2-category G(C,D) is planar
and that the first condition in Definition 3.10 is satisfied.
2. The functor # : G → G
op
defines the dual of each 1-morphism F :
C → D and by definition satisfies # #F = F , #(F G) = #G#F ,
#∅C = ∅C. It remains to construct the fold 2-morphisms ηF : ∅D ⇒
F#F and the triangulator 3-morphisms T F : (∗ηFF )◦(FηF ) V
∅F and to show that they satisfy the conditions in Definition 3.10. We
define
η∅C = ∅∅C , ηG = (ηe(G), 1) : ∅D ⇒ F#F , e(T F ) = Te(F ).
for all 1-morphisms F : C → D and all non-empty 1-morphisms G :
C → D. Conditions (2) (b) in Definition 3.10 then hold by defini-
tion. As the 3-morphisms ι˜η
F
,H , ι˜K,η
F
and ξη
F
and the analogous 3-
morphisms for ∗η are trivial, the remaining identities in (2) (c), (d)
then follow directly from the corresponding properties of the fold 2-
morphisms and the triangulator in G. This shows that (G, ∗,#) is a
Gray category with duals in the sense of Definition 3.10.
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3. To prove the identity #µ = ∗#µ, consider the diagram
1#e(G)
e(∗#µ)
&&e(∗#µ)
//
∗e(#µ)
''
∗#e(µ)   
e(#µ)
II
e(∗#µ) ◦ ∗e(∗#µ)
e(∗#µ)◦ξ∗#µ
// e(∗#µ◦#µ)
∗e(#µ) ◦ e(#µ)
ξ#µ◦∗ξ−1#µ
OO
# ∗ e(µ) ◦#e(µ)
Φ∗e(µ),e(µ)
""
∆∗e(µ)◦#e(µ)uu∗#e(µ) ◦#e(µ)
∗χ−1µ ◦χµ
OO
#(e(µ◦∗µ))
χµ◦∗µ
==
#1e(G)
χ∅G
UU
#e(µ)
// #(e(µ) ◦ ∗e(µ)).
#(e(µ)◦ξµ)
OO
(58)
The triangle at the top and the pentagon at the bottom of the diagram
commute by definition of ∗#µ and #µ. The two triangles on the left
commute by (12). The upper polygon in the middle commutes since it
can be decomposed into diagrams whose commutativity was established
in the proof of Theorem 5.2. The lower polygon in the middle which
involves the 3-morphisms #e(µ) and ∗#e(µ) commutes by definition of
the 3-morphism ∆∗e(µ). This shows that the diagram (58)commutes
and proves the identity #µ = ∗#µ. 
The conditions in Definition 5.1 on a Gray category with strict duals
have a clear geometrical interpretation in terms of Gray category dia-
grams. In the diagrams, the functor of strict tricategories ∗ corresponds
to a 180 degree rotation around the w-axis, and the condition ∗∗ = 1
ensures that the evaluation is invariant under 360 degree rotation of
the diagram. Similarly, the functor # in a Gray category with strict
duals corresponds to a 180 degree rotation around the y-axis and the
condition ## = 1 ensures that the evaluation is invariant under a 360
degree rotation. The condition ∗#∗# = 1 corresponds to the fact that
the 180 degree rotations around the w- and y-axis commute. Together
with the strictness of the functors ∗ and #, these conditions on ∗ and
# ensure that the functors of strict tricategories ∗ and # correspond
to the symmetries of a cube. In contrast to the original Gray category
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G, where these symmetries were realised up to higher morphisms, in
the strictified Gray category G these symmetries are realised exactly.
The condition in Definition 5.1 that the 3-morphisms #µ, ∗#µ :
#1G → #µ ◦ ∗#µ agree ensures that the labelling of the minima and
maxima of lines in the associated Gray category diagrams does not
become ambiguous.
Note also that the strictification theorem implies a coherence re-
sult for the 3-morphisms ΦF , Φµ,ν and κµ,ν from Theorem 4.3 and
the 3-morphisms Θµ, Γµ that characterise the natural isomorphisms
Θ : ## → 1 and Γ : ∗#∗# → 1 in Theorem 4.5. As shown in the
proof of Theorem 5.2, these are precisely the 3-morphisms associated
with the evaluation functor e : G → G. The strictification theorem
implies that any two 3-morphisms Ψ,Ω : µV ν which are constructed
from these 3-morphisms, their inverses and their ∗- and #-duals via
the Gray product, the horizontal and vertical composition and the ten-
sorator are equal.
With respect to the discussion in Section 4.4 this suggests that in
a spatial Gray category, it should be possible to omit the labelling by
3-morphisms Ωµ at the points where lines in the diagrams cross the
fold lines, as these labellings are canonical. Similarly, the evaluation
of two diagrams that can be transformed into each other by sliding
lines over folds and cusps as in Figure 52, 53 should be related by a
unique 3-morphism that is constructed from the 3-morphisms Γµ and
Θµ, their ∗- and #-duals and their inverses via the Gray product, the
horizontal and vertical composition and the tensorator. However, a
detailed exploration of this idea is beyond the scope of this paper.
6. Diagrams for Gray categories with duals
In this section, it is shown that, under suitable additional assump-
tions, the evaluation of a Gray category diagram is invariant under
homomorphisms of Gray category diagrams. For the Gray category,
this additional assumption is that the Gray category is spatial in the
sense of Definition 4.8. We derive concrete conditions that ensure that
a Gray category with duals is spatial in Section 7.1. For the diagram,
it is sufficient to assume that the topology of the 2-skeleton is a two-
manifold.
6.1. Non-progressive Gray category diagrams. In this subsection
more general diagrams than the progressive ones are defined. This is fa-
miliar from two-dimensional diagrams, where the maxima and minima
can be interpreted as points on a single line that changes direction. Ex-
actly the same thing happens for lines in three-dimensional diagrams.
The analogous situation for surfaces is that they can have singulari-
ties of the projection. So the diagrams in Figure 15 can be interpreted
as containing a single surface with folds and cusps. A singular point of
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the projection of a surface is called a fold if it is locally isomorphic to
a subdiagram of any of the diagrams in Figure 19. A singular point is
called a cusp if it is locally isomorphic to Figure 15 g), 16 a), or their
rotations by pi around the w-axis. Note that the two folds meeting a
cusp are either both input lines (lines meeting the top face of a small
cube around the vertex) or both output lines (lines meeting the bottom
face of a small cube around the vertex).
A diagram with folds and cusps can be subdivided to give a pro-
gressive diagram by introducing additional lines along the folds and
additional vertices at the cusps, at maxima and minima of folds and at
the intersection of folds and lines. This remark is not entirely trivial
because it is necessary to check that the additional lines at folds meet
the boundary correctly according to Definition 2.26 (1a). This follows
from condition (1b) of the same definition, since a fold line meeting a
side face would imply that the side face is not a progressive diagram.
According to Whitney’s classification [45], the generic singularities
of the projection of a smooth surface are the smooth folds and cusps.
This motivates the analogous definition of generic singularity in the PL
case.
Definition 6.1. A three-dimensional diagram is called generic if the
only singularities of the projection p2 on surfaces are folds and cusps,
and the only singularities of p1 ◦ p2 on lines and folds are maxima and
minima. In addition, the subdivision obtained by additional lines at
the folds and additional vertices at the cusps and the intersection of
folds and lines is required to be a generic progressive diagram according
to Definition 2.26.
The definition and evaluation of a diagram for a Gray category with
duals follows the same pattern as for two-dimensional diagrams in Sec-
tion 3.2. Again it will be assumed without further mention that dia-
grams are generic where this is appropriate.
Definition 6.2. Let G be a Gray category with duals. A diagram
for G is a three-dimensional diagram D together with a labelling of
its minimal progressive subdivision S with elements of G that makes
S into a Gray category diagram. This labelling is required to be such
that the fold lines are labelled appropriately with either ηF or η
∗
F , the
cusps with TF , T
−1
F , ∗TF , or ∗T−1F , the minima and maxima for lines
by µ or 
∗
µ, and the minima and maxima for folds by ηF , 
∗
ηF
, ∗ηF or
∗η∗F , as shown in Figure 19. The evaluation of D is defined as the
evaluation of S.
According to this definition, any new vertices introduced at the in-
tersection of folds and lines are labelled with a 3-morphism but these
are not constrained. It follows from the discussion in Section 4.4 that,
in one case of the intersection of a fold and a line, a canonical label
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is given by the 3-morphism Ωµ : η
∗
G ◦ (µG#) V η∗F ◦ (F#µ) de-
fined in (34). As explained there, the interaction of Ωµ with the unit
2-morphisms, the horizontal composition and the Gray product is de-
termined by the coherence data of the functor of strict tricategories
# (see Figure 50) and the evaluations of diagrams related by sliding
lines over a cusp are related by the natural isomorphisms Θ: ##→ 1,
Γ: ∗#∗#→ 1 (see Figures 52 and 53). Together with the strictifica-
tion result from Section 5, which implies that this data is coherent, this
suggests that the labels Ωµ at the folds are canonical and can be omit-
ted, since any two diagrams constructed from such labellings should be
related by a unique 3-morphism. However, this aspect is not analysed
systematically in this paper, and in the following we restrict attention
to diagrams where there are no such vertices.
Definition 6.3. A three-dimensional diagram is called standard if
there are no folds meeting vertices or lines.
Standard diagrams are familiar from knot theory. A ribbon knot is
given by an embedding e : S1 × [−1, 1] → R3. A ribbon knot with no
folds is called blackboard-framed in knot theory. Ribbon knots were
generalised to ribbon graphs by Reshetikhin and Turaev [36]. A ribbon
graph consists of a graph, called the core, and a compact surface with
boundary which contains the core. The ribbon graph is considered to
be a thickening of the core.
The ribbon graphs can be realised as diagrams in the sense of this
paper in the following way. Given a diagram D for a Gray category
with duals, as in Definition 2.26, we denote the k-skeleton of D (not of
its minimal progressive subdivision) by Xk.
Definition 6.4. A ribbon diagram is a three-dimensional diagram
D with an embedded graph γ ⊂ X1, called the core, such that
(1) The core γ is the union of all of the vertices X0 and a subset of
the set of lines.
(2) There exists a two-dimensional PL manifold1 Σ ⊂ [0, 1]3 such
that X2 is a regular neighbourhood of γ in Σ.
(3) X1 ⊂ γ ∪ ∂X2.
A standard result on regular neighbourhoods is that X2 is a compact
two-manifold with boundary [37]. The lines of D that are not in the
core form a subset l ⊂ X1. The surfaces of D are the components of
X2 \ {l ∪ γ}. Note that Σ is not part of the structure of the ribbon
diagram. It is just required that a suitable PL manifold Σ exists. An
example of a ribbon diagram is given in Figure 54 a).
1Note that, to avoid confusion, the definition uses the terminology ‘two-
dimensional PL manifold’ because the word ‘surface’ is reserved for the 2-
dimensional strata of a diagram.
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y
w
1
1 x0
y
w
1
1
Σ
a) b)
Figure 54. a) A ribbon diagram. The dashed lines de-
note lines in the subset l ⊂ X1, the thick solid lines and
vertices the core γ of the ribbon. The 2-skeleton X2 is
drawn in grey, the auxiliary surface Σ in white.
b) A surface diagram.
As shown in Corollary 4.9, if G is spatial, then for all objects C of
G the 2-category G(1C, 1C) is a ribbon category. Conversely, a ribbon
category can be viewed as a spatial Gray category, with only one object
C and one 1-morphism 1C. This is the appropriate category data for
labelling a ribbon diagram with no folds.
It is easy to see that the evaluation of a ribbon diagram labelled
with such data coincides with the Reshetikhin-Turaev evaluation of
the associated ribbon. For this, one labels the regions of the diagram
with the object C, its surfaces with the 1-morphism 1C and assigns the
trivial 2-morphism 11C to the lines in l. The vertices and lines in γ are
labelled with data from the ribbon category G(1C, 1C). The evaluation
of such a ribbon diagram with no folds according to Definition 6.2
then coincides coincides with the Reshetikhin-Turaev evaluation of the
associated ribbon labelled with data from the ribbon category G(1C, 1C).
The ribbon diagrams can be modified to provide another interesting
class of examples of Gray category diagrams.
Definition 6.5. A surface diagram is a three-dimensional diagram
such that X2 is a two-dimensional PL manifold whose boundary is
contained in the boundary of the cube, ∂X2 ⊂ ∂[0, 1]3.
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An example of a surface diagram is given in Figure 54 b). Surface
diagrams and ribbon diagrams are closely related. For every surface
diagram D, taking a regular neighbourhood of X1 ⊂ X2 yields a ribbon
diagram. This ribbon graph is called a ribbon neighbourhood of X1.
Given a ribbon diagram with ribbon X2, one can construct a surface
diagram by embedding ∂(X2 × [0, 1]) in such a way that X2 × {0}
coincides with the ribbon. This corresponds to doubling the ribbon,
placing one copy of the ribbon in front of the other and gluing the two
copies of the ribbon together at their boundaries. The resulting surface
is the boundary of a tubular neighbourhood of the core. For standard
diagrams, labelling with data from a ribbon category will result in the
same evaluation.
6.2. Invariance. For a standard diagram one can choose a sufficiently
small ribbon neighbourhood of X1 so that it does not contain any
folds. Then the projection of this ribbon to the projection plane is a
regular mapping. The projection plane is assumed to have a canonical
orientation, and so the projection map induces an orientation of the
ribbon.
With these definitions, it is possible to consider the behaviour of the
evaluation under mappings of the diagrams. The mappings of interest
are the following.
Definition 6.6. A homomorphism of standard surface diagrams f : D →
D′ is called an oriented homomorphism if f is an orientation-
preserving map of a ribbon neighbourhood of X1 ⊂ D to a ribbon
neighbourhood X ′1 ⊂ D′.
For diagrams that are labelled with a Gray category with duals, a
mapping of diagrams determines the relation between the labels. The
discussion is parallel to the two-dimensional case in Section 3.2. By
subdividing the diagrams, one can restrict attention to isomorphisms
of progressive diagrams. Surfaces are oriented by the projection p2, and
lines are oriented by the projection p1◦p2, by comparing with standard
orientations of the coordinates.
For general diagrams, the mapping of vertices has a complicated
structure. However, for standard surface diagrams the situation sim-
plifies. Let q be the projection map p2 restricted to X
2 ⊂ D and q′ the
corresponding map for X ′2 ⊂ D′. The mapping of the projection plane
q′ ◦ f ◦ q−1 is a local isomorphism near each vertex, and for an oriented
homomorphism it is also orientation-preserving.
Definition 6.7. Let f : D → D′ be an oriented isomorphism of pro-
gressive surface diagrams. The labels of D′ are called induced from
the labels of D by f if
(1) the labels on a region of D and its image in D′ are equal
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(2) the labels on a line and its image are equal if the orientation of
the line is preserved; they are related by ∗ if the orientation is
reversed
(3) the labels on a surface and its image are equal if the orienta-
tion of the surface is preserved; they are related by # if the
orientation of the surface is reversed
(4) the label on a vertex of D′ is induced from the label on the
corresponding vertex of D by the mapping of the projection
plane in a neighbourhood around the vertex, using Definition
3.8.
The main invariance result follows. The proof relies on the conjecture
that the moves on a projection of a PL two-manifold are the analogues
of the moves in the smooth case. To our knowledge, this problem has
not been investigated in the literature.
Theorem 6.8. Let D and D′ be standard surface diagrams that are
labelled with a spatial Gray category. Let f : D → D′ be an oriented
isomorphism of standard surface diagrams and the labels of D′ induced
from D by f . Then the evaluations of D and D′ are equal.
Proof. For each homomorphism f , the ‘Alexander trick’ guarantees
that there is an isotopy of the diagram from the identity to f [37,
proposition 3.22]. As is standard in knot theory, this isotopy can be
chosen in such a way that its effect on the two-dimensional diagram
obtained by projection with p2 is an isotopy of the two-dimensional pro-
jection plane punctuated by a finite sequence of moves that generalise
the Reidemeister moves.
First, the isotopy is factored into a product of moves for the ribbon
neighbourhood of X1 ⊂ X2. These moves will be called ribbon moves.
At this stage, the action of the isotopy on the surfaces is not considered,
except for the requirement that for each move the projection of the
surface singularities avoids the move in the projection plane. If this
condition is not satisfied, then the isotopy can be adjusted by a small
perturbation so that it is satisfied.
Reidemeister moves for blackboard-framed links projected to the
plane were given by Kauffman [23, 19] and, more explicitly, by Freyd
and Yetter [11]. These moves are the Reidemeister II and III moves
(Figure 55 a) and 55 c), plus Kauffman’s double-twist cancellation move
(Figure 55 b). The additional moves for ribbon graphs were given by
Reshetikhin and Turaev [36, 43] and consist of sliding a line over or
under a vertex (Figure 55 d).
The invariance of the evaluation under these moves is as follows. In-
variance under the Reidemeister II and III moves follows from Theorem
2.30. Invariance under the Kauffman double-twist cancellation is the
equation
(59) (∗Γ∗ν)−1 ·#
(
∆∗ν∗ ·∆−1ν
) · ∗Γ∗ν = 1ν
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a) b)
c)
d)
Figure 55. Moves relating different projections of
ribbon diagrams:
a) Reidemeister II move.
b) Double twist cancellation move.
c) Reidemeister III move.
d) The two additional moves from [36].
for all 2-morphisms ν, in which # is the canonical functor (17). This
equation, whose left-hand side is shown in Figure 56 and 57, follows
from the spatial condition. Invariance under Reshetikhin and Turaev’s
sliding move is a consequence of the naturality of the tensorator. It
can be seen directly that each of these moves maps standard diagrams
to standard diagrams.
It remains to consider the effect of the isotopies between the ribbon
moves. Between these moves, the projection of the ribbon neighbour-
hood changes by an isotopy of the projection plane, and this also pre-
serves the fact that the diagram is standard. However, the singularities
of the projection of the surfaces change during these isotopies, and this
is described next.
In a standard diagram, the singular points of the surfaces under
projection lie outside a neighbourhood of X1 and are thus in a compact
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Figure 56. The Kauffman double-twist cancellation.
subset of the 2-strata X2\X1. The proof requires a conjecture that the
moves for singularities of projection of a PL surface are the analogues
of the moves for the singularities of projection of a smooth surface.
Conjecture 6.9. An isotopy of a surface projection with singularities
in a compact subset of the surface can be adjusted so that the moves
are the Reidemeister II and III moves for the folds, sliding of folds
over or under cusps, or the moves in which cusps appear or disappear
in pairs as given in Figures 17 and 18 or similar figures obtained by
reversing any of the axes.
The evaluation is invariant under the moves in which cusps appear
or disappear in pairs according to the equations depicted in Figure
17. For the diagrams obtained by reversing axes, the corresponding
equations are obtained by applying to both sides the ∗ operation or
the inverse of vertical composition. These moves are called the surface
moves.
Between surface moves, the diagram can be subdivided to a diagram
E by introducing an additional vertex for each cusp and an additional
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Figure 57. The Kauffman double-twist cancellation in
movie representation, obtained by taking constant height
slices in Figure 56. 126
line for each fold, and labelling with the canonical 2- and 3-morphisms
for folds and cusps. Note that E need not be progressive, but the
projection of each surface in E is regular. Between the surface moves,
the subdivision to E is preserved by the isotopy.
The topology of the two-dimensional diagram that is given by the
projection of E is determined by the 1-skeleton of E. The associ-
ated moves induced by the isotopy are the moves for a projection of
a graph. These moves are the Reidemeister II and III moves and the
Reshetikhin-Turaev sliding move. Note that the Kauffman double-
twist cancellation move does not occur. This is because this move is
always accompanied by pairs of cusps appearing or disappearing, and
all such cusp cancellations have already been accounted in the surface
moves or ribbon moves. The invariance under the Reidemeister II and
III moves and the sliding moves is proved in the same way as above for
the ribbon moves.
Finally, between these moves, the diagram changes by isotopy of the
projection plane. The diagram E projects to a two-dimensional dia-
gram for G(C,D), which is a planar 2-category, and so the evaluation of
the diagram is invariant, providing the labels for this two-dimensional
diagram are induced according to Definition 3.8. For the regions, lines
and vertices projected from regions, lines and vertices of D this follows
from Definition 6.7. For folds and cusps, this follows from the fact that
∗ is a rotation in the projection plane, and for crossings from Lemma
3.12. 
Note that in the proof the spatial condition is only required when
regarding the 1-skeleton X1. Thus we immediately obtain
Corollary 6.10. Let G be a (not necessarily spatial) Gray category
with duals and D a surface diagram with X1 = ∅. Then the evaluation
of D is invariant under oriented surface isomorphisms.
This result can also be understood from the fact that the invariant
uses only a subcategory of G and this subcategory is in fact spatial, as
summarised in the following Remark.
Remark 6.11. Given a Gray category G with duals, it is a lengthy but
straightforward computation to check that the following construction
gives a subcategory G˜, which is a spatial Gray category with duals.
The objects and 1-morphisms of G˜ are those of G, the 2-morphisms are
all morphisms generated from the identities and the fold morphisms ηF
and η∗F , using the compositions  and ◦. As 3-morphisms we take all
composites of identities,  and ∗ for all 2-morphisms, tensorators and
their inverses and triangulators with their duals and inverses.
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7. Spherical Gray categories and traces
7.1. Traces in Gray categories with duals. In this section we in-
troduce a notion of trace for Gray categories with duals, define spherical
Gray categories with duals and derive concrete conditions that ensure
that a Gray category with duals is spatial. First recall the defini-
tion of a spherical category in [3]. For any morphism α : x → x in
a pivotal category trL(α) = 
∗
x · (α ◦ 1x∗) · x : e → e and trR(α) =
∗x∗ · (1x∗ ◦ α) · x∗ : e → e define two endomorphisms of the monoidal
unit. The pivotal category is called spherical if these endomorphisms
agree for all α.
Definition 7.1. Let G be a Gray category with duals. Let µ : F ⇒ G
be a 2-morphism in G. The left- and right-trace of a 3-morphism
Ψ: µV µ are
trL(Ψ) = 
∗
µ · (Ψ ◦ 1µ∗) · µ : 1G V 1G
trR(Ψ) = 
∗
µ∗ · (1µ∗ ◦Ψ) · µ∗ : 1F V 1F ,
and the left- and right-dimension of the 2-morphism µ are dimL(µ) =
trL(1µ), dimR(µ) = trR(1µ).
The left- and right-trace of a 3-morphism Ψ: µ V µ are depicted
in Figure 58. They satisfy identities similar to the trace in a pivotal
category. In particular, the axioms of a planar 2-category and the
definition of a Gray category with duals imply the identities
trL,R(Ψ) = trR,L(Ψ
∗), trL,R(Ξ · Φ) = trL,R(Φ · Ξ),(60)
trL,R(11F ) = 11F , trL,R(ΨΥ) = trL,R(Ψ)trL,R(Υ)
for all 3-morphisms Ψ,Φ,Ξ,Υ for which these expressions are defined.
In the following, we will also require a relation between left- and right-
traces which generalises the notion of sphericality to the context of a
Gray category with duals. Note, however, that it is not possible to
simply impose that the left- and right-trace of a 3-morphism Ψ: µ⇒ µ
in G(F,G) are equal, since the left-trace is a 3-morphism trL(Ψ): 1G V
1G and the right-trace a 3-morphism trR(Ψ): 1F V 1F . Instead, we
impose the following condition.
Definition 7.2. A Gray category G with duals is called spherical
if for all 1-morphisms F,G : C → D, 2-morphisms µ : F ⇒ G and
3-morphisms Ψ: µV µ
1η∗G ◦ (trL(Ψ)G#) = 1η∗G ◦ (GtrR(#Ψ)).
The name spherical is justified by the fact that in the case of a Gray
category with one object and one 1-morphism, these conditions reduce
to the usual notion of a spherical category.
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Figure 58.
a) left-trace trL(Ψ) of a 3-morphism Ψ: µV µ.
b) right-trace trR(Ψ) of a 3-morphism Ψ: µV µ.
Lemma 7.3. If G is a spherical Gray category with duals, then the
braided pivotal categories G(1C, 1C) are spherical for all objects C of
G. Conversely, a spherical braided pivotal category is a spherical Gray
category with duals with a single object and a single 2-morphism.
Proof. This follows directly from Lemma 3.11 and Corollary 4.9. The
traces from Definition 7.1 coincide with the usual notion of left- and
right-trace in a pivotal category. As the 2-morphism η1C are trivial,
1#C = 1C and #Ψ = Ψ, the condition from Definition 7.2 then takes the
form trL(Ψ) = trR(Ψ) for all morphisms Ψ. 
The diagrams for the two sides of the equation in Definition 7.2
are depicted in Figure 59 a). Hence, Definition 7.2 states that the
evaluation of a left trace is invariant under sliding the associated ‘circle’
over a fold located at the right of the trace. There are analogous
diagrams for right traces, depicted in Figure 59 b). That the evaluation
of these diagrams is equal as well is due to the following lemma.
Lemma 7.4. Let G be a spherical Gray category. Then for all 1-
morphisms F,G : C → D, 2-morphisms µ : F ⇒ G and 3-morphisms
Ψ: µV µ one has
1η∗F ◦ (trR(Ψ)F#) = 1η∗F ◦ (FtrL(#Ψ)).
Proof. This follows by a direct computation
1η∗F ◦ (trR(Ψ)F#) = 1η∗F ◦ (trL(∗Ψ)F#) = 1η∗F ◦ (FtrR(#∗Ψ))
= 1η∗F ◦ (FtrL(∗#∗Ψ)) = 1η∗F ◦ (FtrL(∆µ ·#Ψ ·∆−1µ ))
= 1η∗F ◦ (FtrL(#Ψ)),
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Figure 59. Diagrams for spherical Gray categories:
a) definition 1η∗G ◦ (trL(Ψ)G#) = 1η∗G ◦ (GtrR(#Ψ)).
b) identity 1η∗F ◦ (trR(Ψ)F#) = 1η∗F ◦ (FtrL(#Ψ)).
c) identity (trL(Ψ)G#) ◦ 1ηG = (GtrR(#Ψ)) ◦ 1ηG .
d) identity (trR(Ψ)F#) ◦ 1ηF = (FtrL(#Ψ)) ◦ 1ηF .
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where we used identity (60) in the first and third equality, the condition
in Definition 7.2 in the second one and the definition and naturality of
the 3-morphism ∆µ : #µV ∗#∗µ from Lemma 4.6 in the last two. 
Applying the ∗-dual to the equations in Definition 7.2 and Lemma
7.4 yields analogous conditions for folds on the left of the trace, which
hold when G is spherical and are depicted in Figure 59 c), d):
(trL(Ψ)G#) ◦ 1ηG = (GtrR(#Ψ)) ◦ 1ηG ,(61)
(trR(Ψ)F#) ◦ 1ηF = (FtrL(#Ψ)) ◦ 1ηF .(62)
Note also that this concept of sphericality contains the notion of spher-
icality introduced in [33] which is based on another notion of trace. By
taking the left-traces of the 3-morphisms 1η∗G ◦(ΨG#), 1η∗G# ◦(G
#Ψ)
or the right traces of the 3-morphisms (ΨF#) ◦ 1ηF , (F#Ψ) ◦ 1ηF# ,
one obtains two 3-morphisms 11C V 11C and two 3-morphisms 11D V
11D that are depicted in Figure 60. These are the traces considered in
[33], and the requirement in [33] is that these pairs of 3-morphisms are
equal. This follows from the conditions in Definition 7.2 and Lemma
7.4:
Lemma 7.5. If G is a spherical Gray category, then all 3-morphisms
Ψ: µV µ with µ : F ⇒ G satisfy
trL(1η∗G ◦ (ΨG#)) = trR((ΨF#) ◦ 1ηF ),
trL(1η∗
G#
◦ (G#Ψ)) = trR((F#Ψ) ◦ 1η
F#
).
Proof. In a Gray category with duals, the invertibility of the cusp and
the naturality of the 3-morphism µ imply
trL(1η∗F ◦ (F#Ψ)) = trL(1η∗G ◦ (ΨG#)),(63)
trR((#ΨG) ◦ 1η
G#
) = trR((F
#Ψ) ◦ 1η
F#
).
A diagrammatic proof of the first identity is given in Figure 61 a). The
proof of the second identity is analogous.
If G is spherical, then it follows from identities
trL(1η∗F ◦ (F#Ψ)) = ∗η∗F · (1η∗F ◦ (FtrL(#Ψ)) ◦ 1ηF ) · η∗F ,(64)
trR((ΨF#) ◦ 1ηF ) = ∗η∗F · (1η∗F ◦ (trR(Ψ)F
#) ◦ 1ηF ) · η∗F
together with (62) (see Figure 59 d)) that
trL(1η∗F ◦ (F#Ψ)) = trR((ΨF#) ◦ 1ηF ).
Combining this equation with the first line in (63) yields the first equa-
tion in the lemma.
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Figure 60.
a) identity trL(1η∗G ◦ (ΨG#)) = trR((ΨF#) ◦ 1ηF ).
b) identity trL(1η∗
G#
◦ (G#Ψ)) = trR((F#Ψ) ◦ 1η
F#
).
The proof of the second equation is similar: combining the second
equation in (63) with (62) and (64), one obtains
trR((F
#Ψ) ◦ 1η
F#
) = ∗η∗
G#
· (1η∗
G#
◦G#trL(##Ψ) ◦ 1η
G#
) · η∗
G#
.
(65)
The naturality of the 3-morphisms Θµ : ##µV µ implies
(66)
trL,R(##Ψ) = trL,R(Θ
−1
µ ·Ψ ·Θµ) = trL,R(Ψ ·Θµ ·Θ−1µ ) = trL,R(Ψ).
Inserting this into (65) and using equations similar to (64) gives the
second equation in the lemma. 
7.2. Semisimplicity, spherical and spatial Gray categories. As
discussed in the previous subsections, spherical Gray categories can
be viewed as a generalisation of spherical categories and spatial Gray
categories as a generalisation of ribbon categories. In this subsection,
we investigate the relation between these two types of Gray categories.
The first result is a generalisation of the statement that every ribbon
category is spherical [22, Section XIV.4.1].
Lemma 7.6. Every spatial Gray category with duals is spherical.
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Figure 61.
a) diagrammatic proof of the identity
trL(1η∗F ◦ (F#Ψ)) = trL(1η∗G ◦ (ΨG#)).
b) diagrammatic proof of identity
dimL((η
∗
FF ) ◦ (FηF#)) = 11F .
133
Proof. Let G be a Gray category with duals. For every 1-morphism
F : C → D and every 3-morphism Ω: 1F V 1F we define the 3-
morphism Ω+ : 1F# V 1F# as
Ω+ = TF# · (∗#∗Ω) · T−1F# .
The properties of the triangulator and the tensorator then imply
1η∗
F#
◦ (Ω+F ) = 1η∗
F#
◦ (F#Ω).
A diagrammatic proof of this relation is given in Figure 62.
If, additionally, G is spatial, then one has
trL(#Ψ) = (trRΨ)
+.
A diagrammatic proof of this identity is given in Figure 63. It is a
direct generalisation of the corresponding proof for spherical categories
and makes in the first step use of the fact that G is spatial together with
the properties of the tensorator and the triangulator. Combining this
identity with the previous equation yields the equation in Definition
7.2:
1η∗G ◦ (trLΨG#) = 1η∗G ◦ (trL(##Ψ)G#)
= 1η∗G ◦ ((trR#Ψ)+G#)
= 1η∗G ◦ (GtrR#Ψ).

To determine under which additional conditions a spherical Gray
category is spatial, a concept of semisimplicity for Gray categories is
needed. This requires that the categories are linear categories, as in
the following definition. Let Vect be the symmetric monoidal category
of finite-dimensional vector spaces over the complex numbers C, with
the monoidal product ⊗, the tensor product of vector spaces.
Definition 7.7. A category is called linear if it is enriched [24] in
Vect, the monoidal category of finite-dimensional vector spaces over C.
The monoidal product in Vect is the tensor product and is denoted
by ⊗. The functors and natural transformation appropriate here are
then the Vect-functors and Vect-natural transformations. Due to the
symmetry of Vect, these categories have a tensor product also denoted
⊗. A 2-category C is called linear if each category C(A,B) is linear
and the horizontal composition functor is a Vect-functor C(B,C) ⊗
C(A,B) → C(A,C). Likewise, one can define enriched versions of 2-
functors and their natural transformations and modifications, and this
gives the definition of a linear Gray category.
Definition 7.8. A category C is called semisimple if it is linear and
there is a set J of non-zero, non-isomorphic objects such that for all
objects x, y the canonical map given by composition
⊕a∈JC(x, a)⊗ C(a, y)→ C(x, y)
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Figure 62. Diagrammatic proof of the identity
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◦ (Ω+F ) = 1η∗
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for a 3-morphism Ω: 1F V 1F .
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trL(#Ψ) = (trRΨ)
+ for a 3-morphism Ψ: µ V µ and
a 2-morphism µ : F ⇒ G.
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is an isomorphism. The set J is called a representative set of simple
objects and any object that is isomorphic to one of the objects in J
is called simple.
Note that this is the notion of semisimplicity as used in [4]. In par-
ticular the existence of direct sums of objects of C is not required; see
also [34]. The set J can have infinite cardinality. Note also that it is a
consequence of the definition that an object x is simple if and only if
HomC(x, x) ' C as vector spaces [4, Lemma 2.11]. By a similar tech-
nique, putting x and y as inequivalent simple objects in the definition
shows that C(x, y) is the zero-dimensional vector space.
Definition 7.9. A planar 2-category P is called semisimple if it is
linear and for all objects F,G, the categories P(F,G) are semisimple
categories.
A Gray category G with duals is called semisimple if it is linear
and for every pair of objects C,D the category G(C,D) is a semisimple
planar category.
Note that for a semisimple planar category, the conditions on P(F, F )
define a semisimple pivotal category (see Corollary 4.7). The case
where J is a finite set is extensively studied in the literature, where
it is called a pivotal multi-fusion category over C [9].
If G is a semisimple Gray category with duals and µ : F ⇒ G is a
simple object of G(F,G), each 3-morphism Ψ: µ V µ is a multiple of
the unit 3-morphism 1µ, and we write Ψ = 〈Ψ〉 1µ with 〈Ψ〉 ∈ C.
Lemma 7.10. If G is a 1-morphism such that 1G is simple, then for all
2-morphisms µ : F ⇒ G and ν : G ⇒ H and 3-morphisms Φ: µ V µ,
Ψ: ν V ν
trL(Ψ ◦ Φ) = 〈trL(Φ)〉trL(Ψ) trR(Ψ ◦ Φ) = 〈trR(Ψ)〉trR(Φ).
Another important consequence of semisimplicity is that each cate-
gory G(F,G) in a semisimple Gray category G is equipped with parti-
tions.
Definition 7.11. Let A be a semisimple category. If J is a represen-
tative set of simple objects in A, then a partition of an object ρ in A
with respect to J is a set of morphisms pAρ,µ : µ → ρ and pρ,µA : ρ → µ
with µ ∈ J , A ∈ Λρ,µ (a finite indexing set), such that
1ρ =
∑
µ∈J
∑
A∈Λρ,µ
pAρ,µ · pρ,µA pρ,µB · pAρ,ν = δBAδµν 1µ.(67)
In a semisimple category every object has a partition, see for in-
stance [34]. Hence if G is a semisimple Gray category with duals and
F,G : C → D are 1-morphisms in G, then every 2-morphism ρ : F ⇒
G has a partition. In the Gray category diagrams the 3-morphisms
pAρ,µ : µ V ρ and pρ,µA : ρ V µ are denoted by boxes labelled with A as
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Figure 64. Gray category diagrams for partitions. the
two identities in (67).
shown in Figure 64. The two defining identities of the partition corre-
spond to the two diagrams in Figure 64 a), b). With the first identity
in (67), every 3-morphism Ψ: ρ V ρ can be expressed in terms of a
partition of ρ as
Ψ =
∑
µ,ν∈J
∑
A∈Λρ,µ
∑
B∈Λρ,ν
pBρ,ν · (pρ,νB ·Ψ · pAρ,µ) · pρ,µA .
Since J is a representative sample of simple objects in G(F,G), the
3-morphism in brackets is a multiple of 1µ if µ = ν and zero if µ 6= ν
and one obtains
Ψ =
∑
µ∈J
∑
A∈Λρ,µ
∑
B∈Λρ,µ
〈pρ,µB ·Ψ · pAρ,µ〉 pBρ,µ · pρ,µA .(68)
Taking the left or right trace, and using (60) and (67), gives
(69) trL,RΨ =
∑
µ∈J
∑
A∈Λρ,µ
〈pρ,µA ·Ψ · pAρ,µ〉 dimL,R µ.
The next result shows that a semisimple Gray category with duals
is non-degenerate.
Lemma 7.12. Let G be a semisimple Gray category with duals. For
all simple 2-morphisms µ : F ⇒ G, dimL(µ), dimR(µ) 6= 0.
Proof. The proof is analogous to the proof of the corresponding state-
ment for monoidal categories with duals, see [2, Lemma 2.4.1]. Let µ
be a simple 2-morphism in a semisimple Gray category with duals G.
Then the vector space G(µ, µ) is isomorphic to C. Using (12) one can
see that the map ψ 7→ (ψ ◦ 1µ∗) · µ provides an isomorphism of vector
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spaces G(µ, µ) ' G(1G, µ ◦ µ∗) ' C. Analogously, one obtains isomor-
phisms G(µ ◦ µ∗, 1G) ' G(µ, µ) ' C. A partition of µ ◦ µ∗ provides a
morphism κ : µ ◦ µ∗ → 1G and a morphism ρ : 1G → µ ◦ µ∗, such that
κ ·ρ = 11G . There are non-zero complex numbers a, b with µ = aκ and
∗µ = bρ. Hence it follows that dimL(µ) = ab11G 6= 0. The proof for the
right dimension is similar. 
Using the semisimplicity conditions, one obtains a result which gen-
eralises the statement that a semisimple pivotal category with a simple
unit is spherical if and only if for all simple objects the left and the
right dimensions agree [34, Lemma 2.8].
Lemma 7.13. A semisimple Gray category with duals is spherical if
and only if all simple 2-morphisms µ : F ⇒ G satisfy
1η∗G ◦ (dimL(µ)G#) = 1η∗G ◦ (G dimR(#µ)).
Proof. If G is a semisimple spherical Gray category with duals, then the
identity in the lemma is satisfied by definition. To prove the converse,
1η∗G ◦ (trL(Ψ)G#)
=
∑
µ∈J
∑
A∈Λρ,µ
〈pρ,µA ·Ψ · pAρ,µ〉 1η∗G ◦ (dimL(µ)G#)
and similarly
1η∗G ◦ (GtrR(#Ψ))
=
∑
µ∈J
∑
A∈Λρ,µ
〈#pρ,µA ·#Ψ ·#pAρ,µ〉 1η∗G ◦ (G dimR(#µ))
=
∑
µ∈J
∑
A∈Λρ,µ
〈pρ,µA ·Ψ · pAρ,µ〉 1η∗G ◦ (G dimR(#µ)),
the first equality due to the fact that applying the functor # to a
partition gives a partition. If all simple objects µ in G satisfy the
condition in the lemma, the two expressions agree and the condition in
Definition 7.2 is satisfied. 
A semisimple spherical Gray category with duals can be viewed as
a higher-dimensional analogue of a semisimple spherical category [4].
The following result relates the two distinct notions of ‘spherical’, pro-
viding a generalisation of lemma 7.3.
Lemma 7.14. Let G be a semisimple spherical Gray category with
duals. Then for every 1-morphism F in G such that 1F is simple, the
category G(F, F ) is a semisimple spherical category.
Proof. It follows directly from the definitions that G(F, F ) is semisimple
pivotal category. It is therefore sufficient to show that the left- and
right-trace of all morphisms in G(F, F ) agree.
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Since 1F is simple, also ηF ∈ G(1C, FF#) is simple, because the
functor G(F, F ) → G(1C, FF#) sending µ to (µF#) ◦ ηF is an
equivalence which maps 1F to ηF . Thus, from Lemma 7.12 we obtain
dimL(η
∗
F ) = dimR(ηF ) 6= 0.
If Ψ ∈ G(F, F ) is a morphism, then for either trace
trL,R(ΨF#) = trL,R(Ψ)F# = 〈trL,R(Ψ)〉11F#F .
Hence, similarly to lemma 7.10,
trL(1η∗F ◦ (ΨF#)) = 〈trL(ΨF#)〉 dimL(η∗F )
trR((ΨF#) ◦ 1ηF ) = 〈trR(ΨF#)〉 dimR(ηF ).
Lemma 7.5 states that the two left-hand sides agree. The two dimen-
sion factors on the right-hand sides are equal according to (60), and
are non-zero, so one has 〈trL(Ψ)〉 = 〈trR(Ψ)〉 for all morphisms Ψ. 
Next it is shown that semisimple and spherical implies spatial. The
proof is a generalisation of the corresponding proof for the center of a
spherical category given in [44].
Lemma 7.15. Every semisimple spherical Gray category with duals is
spatial.
Proof. In a semisimple spherical Gray category G with duals, each cat-
egory G(F,G) has a representative set J of simple objects, and for
each object ρ of G(F,G) there is a partition {pAρ,µ : µ V ρ, pρ,µA : ρ V
µ}µ∈J,A∈Λρ,µ . As #: G(F,G) → G(G#, F#) is an equivalence of cate-
gories (Corollary 4.7), for any representative set J of simple objects in
G(F,G), the set J ′ = {#µ : µ ∈ J} is a representative set of simple
objects in G(G#, F#). Moreover, for every partition of an object ρ in
G(F,G), the morphisms #pρ,µA : #ρ V #µ and #pAρ,µ : #µ ⇒ #ρ form
a partition for the object #ρ in G(G#, F#).
Using this partition and identity (68), the 3-morphism ∆−1ρ ·∆∗ρ∗ : #ρV
#ρ can be written as
∆−1ρ ·∆∗ρ∗ =
∑
µ∈J
∑
A,B∈Λρ,µ
〈#pρ,µB ·∆−1ρ ·∆∗ρ∗ ·#pAρ,µ〉 #(pBρ,µ · pρ,µA ).
To show that this 3-morphism is equal to 1ρ, using Lemma 7.12 it is
sufficient to prove the identity
trL(#p
ρ,µ
B ·∆−1ρ ·∆∗ρ∗ ·#pAρ,µ) = trL(#(pρ,µB · pAρ,µ))
for all simple objects µ in J , and all A,B. Using the cyclic symmetry
of the trace, this identity is equivalent to
(70) trL((#Ψ) ·∆−1ρ ·∆∗ρ∗) = trL(#Ψ)
with Ψ = pAρ,µ · pρ,µB . The left-hand side of (70) is the second diagram
shown in Fig 63, with µ replaced by ρ, and the diagrammatic proof
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there shows this is equal to the final diagram, which is (trRΨ)
+. The
spherical condition, via (62), and the cancellation of cusps, implies that
(71) (trRΨ)
+ = trL(#Ψ).
This completes the proof. 
7.3. Surface invariants from quantum dimensions. To conclude
the discussion of traces in Gray categories with duals, we investigate
the quantum dimensions of the fold 2-morphisms ηF : 1D ⇒ FF#
and their relation to invariants of embedded surfaces.
The first observation is that for each 1-morphism F : C → D the fold
2-morphism ηF : 1D ⇒ FF# and its dual define Frobenius algebras in
the associated pivotal categories G(1D, 1D) and G(FF#, FF#). The
presence of non-trivial fold 2-morphisms is thus related to additional
structure in these categories.
Lemma 7.16. Let G be a Gray category with duals. Then for every
1-morphism F : C → D in G, the 2-morphism η∗F ◦ ηF : 1D ⇒ 1D is a
Frobenius algebra in G(1D, 1D) and the 2-morphism ηF ◦η∗F : FF# ⇒
FF# a Frobenius algebra in G(FF#, FF#).
Proof. For the object η∗F ◦ ηF the unit morphism is given by η∗F , the
counit by ∗η∗F , the multiplication by 1η∗F ◦∗ηF ◦1ηF and the comultiplica-
tion by 1η∗F ◦ ηF ◦ 1ηF . The corresponding Gray category diagrams are
given in, respectively, Figure 19 b), Figure 65 a), d), c). For the object
ηF ◦ η∗F , the unit is given by ηF , the counit by ∗ηF , the multiplication
by 1ηF ◦ ∗η∗F ◦ 1η∗F and the comultiplication by 1ηF ◦ η∗F ◦ 1η∗F . The cor-
responding Gray category diagrams are given, respectively, in Figure
19 a), Figure 65 b), f), e). That the axioms of a Frobenius algebra are
satisfied is a direct consequence of the properties of the 3-morphisms
µ in a planar 2-category. 
Concrete examples of Gray categories with duals, for which these
Frobenius algebras are non-trivial, i.e., not equal to the monoidal units
in G(1D, 1D) or G(FF#, FF#), are given in Section 8.
A commutativity condition for the Frobenius algebra associated to
the circle η∗F ◦ ηF ∈ G(1D, 1D) is shown in Figure 66. Since the two
diagrams are isomorphic it follows that the Frobenius algebra is com-
mutative in this sense.
Lemma 7.17. The Frobenius algebra η∗F ◦ ηF is commutative.
Proof. A diagrammatic proof shown by an explicit sequence of moves
is given in Figure 67. 
Now it is possible to consider surface diagrams that have no lines or
vertices (X1 = ∅). According to Corollary 6.10 (depending on Con-
jecture 6.9), the evaluation is invariant under isomorphisms of the di-
agram; these are isotopies of the cube that fix the boundary.
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Figure 65.
a) 3-morphism ∗η∗F , b) 3-morphism 
∗
ηF
, c) 3-morphism
1η∗F ◦ηF ◦1ηF , d) 3-morphism 1η∗F ◦∗ηF ◦1ηF , e) 3-morphism
1ηF ◦ η∗F ◦ 1η∗F , f) 3-morphism 1ηF ◦ ∗η∗F ◦ 1η∗F .
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Figure 66. Commutativity condition for the Frobe-
nius algebra η∗F ◦ ηF for a 1-morphism F : C → D.
A special case of interest is when the surface is closed and the pro-
jection of the surface to the square has no cusps. Some examples are
shown in Figure 68 a), c), d); it is also possible for the handles to be
knotted. The examples in Figure 68 can be evaluated in terms of the
structure maps of the Frobenius algebra, which are associated to the
maxima, minima and saddles determined by the y-coordinate. Formu-
las for these evaluations are given in the caption to Figure 68.
Some simpler diagrams for these evaluations are shown in e), f) and
g), and can be thought of as obtained from the surfaces by shrinking
the circles at level sets of the y-coordinate. In general one obtains a
diagram in the braided monoidal category G(1D, 1D), which will not be
sensitive to knotting if this category is symmetric.
Lemma 7.18. Let G be a semisimple Gray category with duals such
that 11D is simple. Consider the surface diagram obtained by embed-
ding an oriented genus g surface Σg in the cube [0, 1]
3 as shown in
Figure 68 a), c), d) and labelling it with a 1-morphism F : C → D of
G. Then its evaluation is given by
µF,g = 〈∗η∗F · (1η∗F ◦ dimL(ηF ) ◦ 1ηF )
g · ηF 〉 ∈ C.
If the 2-morphism 1FF# is also simple, then
µF,g = 〈dimL(ηF )〉g〈dimR(ηF )〉 = 〈dimL(ηF )〉gµF,0
If, further, 11C and 1F#F are also simple, then
µF,g = µ
−1
F#,g
.
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Figure 67. Proof that the Frobenius algebra of a circle
is commutative
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η*F o ηF
η*F o ηF
η*F o ηF
Figure 68. Gray category diagrams for surfaces la-
belled by 1-morphisms in G:
a), e) dimR(ηF ), b) dimL(ηF ),
c), f) ∗η∗F · (1η∗F ◦ dimL(ηF ) ◦ 1ηF ) · η∗F ,
d), g) ∗η∗F ·(1η∗F ◦dimL(ηF )◦1ηF )·(1η∗F ◦dimL(ηF )◦1ηF )·η∗F .
The white vertices denote the unit and counit for the
Frobenius algebra η∗F ◦ ηF , the unlabelled trivalent ver-
tices the multiplication and comultiplication.
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Proof. The evaluation of this surface diagram is computed from Figure
68 a), c), d). This yields the 3-morphism
ΦF,g = 
∗
η∗F
· (1η∗F ◦ dimL(ηF ) ◦ 1ηF )g · ηF : 11D V 11D .
As the 2-morphisms 11D is simple, it follows that ΦF,g is a multiple
of the unit 3-morphism 111D and hence given by µF,g = 〈ΦF,g〉 ∈ C.
In particular, one has µF,0 = 〈dimR(ηF )〉. If the 2-morphism 1FF#
is simple, then dimL(ηF ) = 〈dimL(ηF )〉11
FF#
, which gives the second
formula.
If 11C and 1F#F are also simple, then there is a similar formula for
µF#,g. The identity µF,g = µ
−1
F#,g
then follows from the two relations
dimL,R((η
∗
FF ) ◦ (FηF#)) = 11F ,
which are a consequence of the invertibility of the cusps and the nat-
urality of the 3-morphisms µ in a Gray category with duals. A di-
agrammatic proof for one of these is given in Figure 61; the other is
similar. These relations imply
〈dimL,R(ηF )〉〈dimR,L(ηF#)〉 = 1.

7.4. Morita equivalence.
Just as the Frobenius structure of the algebra η∗F ◦ηF has a geometric
interpretation, there is also a geometric way to obtain modules over this
algebra: For every 2-morphism µ : F ⇒ F , it is directly feasible that
(72) Mµ = η
∗
F ◦ µF# ◦ ηF
is a left and right module over η∗F ◦ ηF to the category G(1D, 1D). From
a 3-morphism Φ: µ V ν in G(F, F ) we analogously obtain a module
morphism MΦ : Mµ → Mν . In this way we get a geometrically moti-
vated functor from the category G(F, F ) in the category of, say, left
modules over the algebra η∗F ◦ ηF .
Remark 7.19. One might wonder whether all modules over G(F, F )
in G(1D, 1D) are of this type. This and the related question of Morita
equivalence of algebras of this type can be addressed using the theory
of module categories as initiated in [29]. Since a full discussion of this is
beyond the scope of this article, we just state the result without proof:
In case that G is a semisimple spherical Gray category with duals and
1F is a simple object, one can show that the category of left modules
over η∗F ◦ ηF is equivalent to G(F, F ). This implies that the algebras
η∗F ◦ ηF and η∗G ◦ ηG for 1-morphisms F,G : C → D with 1F and 1G
simple are Morita equivalent if and only if the categories G(F, F ) and
G(G,G) are equivalent.
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8. Examples
This section discusses a general method for constructing Gray cate-
gories with duals. First it is shown that if a Gray category G has *-duals
in the sense of Definition 3.10 (1), the biadjunctions in G form a Gray
category with duals (i.e., it has #-duals as well as *-duals). Then it
is shown that the Gray category PivCat of all pivotal categories deter-
mines an example of this construction since it naturally has *-duals.
Further more specific examples can be constructed by taking suitable
subcategories.
8.1. Categories of biadjunctions. Biadjunctions are defined follow-
ing [16]:
Definition 8.1. Let G be a Gray category. A biadjunction in G from
C to D is a tuple (F,G, α, β,Φ,Ψ) consisting of
• A 1-morphism F : C → D ,
• A 1-morphism G : D → C,
• A 2-morphism α : FG⇒ 1D,
• A 2-morphism β : 1C ⇒ GF ,
• An invertible 3-morphism Φ: (αF ) ◦ (Fβ)V 1F ,
• An invertible 3-morphism Ψ: (Gα) ◦ (βG)V 1G,
such that the following two equations are satisfied:
(1α ◦ ΦG) · (σα,α ◦ 1FβG) · (1α ◦ FΨ−1) = 1α,(73)
(GΦ ◦ 1β) · (1GαF ◦ σβ,β) · (Ψ−1F ◦ 1β) = 1β.(74)
As a shorthand for a biadjunction we use the notation F = (F,G, α, β,Φ, ψ).
The Gray category diagrams for the biadjunction data are given in
Figure 69 and the consistency conditions on this data in figures 70
and 71. Note that we arranged the axioms in this definition differently
than in [16] to keep them closer to the axiom (d) in Definition 3.10,
see Figure 69. The invertibility of Φ and Ψ implies that the axioms are
equivalent to those given in [16, Remark 2.2].
Let G be a Gray category. We will show that there is a Gray category
Gbiadj in which the 1-morphisms are the biadjunctions in G, while we
keep all higher morphisms as in G. Concretely, Gbiadj is defined as
follows:
• The objects of Gbiadj are the objects of G.
• The 1-morphisms of Gbiadj from C to D are biadjunctions F =
(F,G, α, β,Φ,Ψ) from C to D.
• The 2-morphisms of Gbiadj from F to F ′ are the 2-morphisms
from F to F ′ in G.
• The 3-morphisms of Gbiadj are the 3-morphisms in G.
• The product of 2- and 3-morphisms in Gbiadj is defined by the
corresponding product in G.
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Figure 69. Gray category diagrams for a biadjunction
F : C → D in G:
a) α : FG⇒ 1D, b) β : 1C ⇒ GF ,
c) Φ: (αF )◦(Fβ)V 1F , d) Ψ: (Gα)◦(βG)V 1G
e) Φ−1 : 1F V (αF ) ◦ (Fβ)
f) Ψ−1 : 1G V (Gα) ◦ (βG)
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Figure 70. Gray category diagrams for a biadjunction
a) condition (73):
(1α ◦ ΦG) · (σα,α ◦ 1FβG) · (1α ◦ FΨ−1) = 1α,
b), c) invertibility of the 3-morphism Φ.
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Figure 71. Gray category diagrams for a biadjunction
a) condition (74):
(GΦ ◦ 1β) · (1GαF ◦ σβ,β) · (Ψ−1F ◦ 1β) = 1β,
b), c) invertibility of the 3-morphism Ψ.
150
a)
1
C
E
y
x0 1
w
1 F'
G'
D
D
y
x0 1
w
1
E
C
c)
F
G
β'β
E
y
x0 1
w
1
F
G'G
F'
α α'
b)
F
F'
α'
α
β
β'
y
x0 1
w
1
d)
G G'
C
E
β
β'
α'
α
Φ ΨΦ' Ψ'
D
Figure 72. Gray category diagrams for the -product
in Gbiadj:
a) 2-morphism αF ′F = α
′ ◦ (F ′αG′),
b) 2-morphism βF ′F = (Gβ′F ) ◦ β
c) 3-morphism ΦF ′F , d) 3-morphism ΨF ′F
• The product of 1-morphisms F = (F,G, α, β,Φ,Ψ): C → D
and F ′ = (F ′, G′, α′, β′,Φ′,Ψ′) : D → E is defined as
(75) F ′F = (F ′F,GG′, αF ′F , βF ′FΦF ′F ,ΨF ′F ),
with the following data, depicted in Figure 72:
αF ′F = α
′ ◦ (F ′αG′)(76)
βF ′F = (Gβ′F ) ◦ β
ΦF ′F = (Φ
′F ◦ F ′Φ) · (1α′F ′F ◦ F ′σα,β′F ◦ 1F ′Fβ)
ΨF ′F = (G
′Ψ ◦Ψ′G) · (1G′Gα ◦G′σ−1β,α′G ◦ 1β′G′G)
• The unit 1-morphism is 1C = (1C, 1C, 11C , 11C , 111C , 111C ).• The product FΓ of a 1-morphism F with a 2- or 3-morphism
Γ is defined to be FΓ and likewise we set ΓF = ΓF .
• The tensorator is the tensorator of G, regarded as 3-morphism
in Gbiadj.
151
Lemma 8.2. Let G be a Gray category. Then Gbiadj is also a Gray
category.
Proof. The horizontal and vertical compositions in Gbiadj(C,D) are the
same as for the underlying 2-category G(C,D) obtained by replacing F
with F . Thus for each C and D, Gbiadj(C,D) is a 2-category.
That the product F ′F is a well-defined biadjunction from C to E is
a straightforward exercise in the graphical calculus for Gray categories
based on the diagrams in Figure 72. The associativity of the -product
for the 1- and 2-morphisms in the biadjunctions follows directly from
the associativity of the -product in G. For the 3-morphisms Φ,Ψ in
the biadjunctions, it follows from diagrams c), d) in Figure 72 with the
graphical calculus for G, in particular the identities (4) in Definition
2.15 that encode the compatibility of the tensorator and the horizontal
composition and with the interchange law of 2- and 3-morphisms. It is
clear that 1C is a biadjunction and a strict unit for the -product.
The remaining axioms in Definition 2.15 follow directly from the
corresponding axioms in G. 
Let G now be a Gray category with *-duals, i.e., a Gray category
that satisfies the axioms in part (1) of Definition 3.10. Then one can
additionally define #-duals for Gbiadj as follows:
• The #-dual for a 1-morphism F = (F,G, α, β,Φ,Ψ) is defined
as F# = (G,F, β∗, α∗,Ψ∗−1,Φ∗−1).
• The fold 2-morphism is ηF = α∗.
• The triangulator 3-morphism is defined as TF = Φ.
Theorem 8.3. Let G be a Gray category with *-duals. Then the above
data for Gbiadj satisfies the axioms of a Gray category with duals.
Proof. We first show that F# satisfies the axioms of a biadjunction.
Taking the *-dual of equation (73) for F and using the identities σ∗α,α =
σα∗,α∗ from Lemma 3.12 and ρ
∗−1 = ρ−1∗ for all invertible 3-morphisms
ρ produces equation (74) for F# . Similarly, the ∗-dual of equation
(74) yields equation (73) for F#.
The remaining axioms in Definition 3.10 are shown as follows. The
planar structure of the 2-categories Gbiadj(C,D) is directly obtained
from the planar structure of G(C,D), since the 2- and 3-morphisms in
the two Gray categories coincide. Since the -product of a 1-morphism
with a 2-morphism in Gbiadj is defined in terms of the -product of G,
the axiom (1) in Definition 3.10 follows as well. By definition, we have
F## = (F,G, α∗∗, β∗∗,Φ∗−1∗−1,Ψ∗−1∗−1). From the axioms of a planar
2-category it follows that α∗∗ = α and β∗∗ = β. Using again the
identity ρ∗−1 = ρ−1∗ for invertible 3-morphisms ρ, we conclude that
F## = F . The axioms on the unit in part (2)(b) of Definition 3.10
follow directly from the definition of the units 1C in Gbiadj.
152
It remains to check that the #-duals in Gbiadj are compatible with
the -product. For two composable 1-morphisms F , F ′ we have from
equation (75), (76) and the definition of the #-dual
(77) (F ′F )# = (GG′, FF ′, β∗F ′F , α∗F ′FΨ∗−1F ′F ,Φ
∗−1
F ′F ),
with
β∗F ′F = β
∗ ◦ (Gβ′∗F ) = αF#F ′#
α∗F ′F = (F
′α∗G′) ◦ α′∗ = βF#F ′#
Ψ∗−1
F ′F = (Ψ
∗−1G′ ◦GΨ′∗−1) · (1β∗GG′ ◦Gσ−1∗−1β′,α G′ ◦ 1G G′α∗)
Φ∗−1
F ′F = (F
′Φ∗−1 ◦ Φ′∗−1F ) · (1F ′Fβ∗ ◦ F ′σ∗−1α,β′F ◦ 1α′∗GG′)
Applying the identities σ∗γ,δ = σγ∗,δ∗ and ρ
∗−1 = ρ−1∗ for invertible 3-
morphisms ρ to the last two equations and comparing with (76), we
obtain Ψ∗−1
F ′F = ΦF#F ′# and Φ
∗−1
F ′F = ΨF#F ′# . This proves that
(F ′F )# = F#F ′#. The axioms on ηF ′F and TF ′F in Definition
3.10, (2)(c) hold by definition of the -product of 1-morphisms. Fi-
nally, the axiom for the triangulator in Definition 3.10, (2)(d) translates
directly into axiom (73) for F . 
8.2. Gray categories with duals from pivotal categories. In this
section a Gray category of pivotal categories is defined. Then it is
shown that this has *-duals in a natural way. This leads to a Gray cat-
egory with duals by using the general construction with biadjunctions
from the previous section. Some simple examples occur as subcate-
gories.
Definition 8.4. Let C,D be pivotal categories. A pivotal functor
from C to D is a strict monoidal functor F : C → D with ∗DF = F∗C
and F (Ca) = 
D
F (a) for all objects a of C.
Note that this condition on functors is quite restrictive. In particular,
it implies that a pivotal functor F : C → D preserves traces. For each
object a of C and each morphism α : a→ a, one has
trDL (F (α)) = 
∗
F (a) ·(F (α)◦1F (a)∗)·F (a) = F (∗a ·(α◦1a∗)·a) = F (trCL(α))
and analogously for the right-trace. If End(e) ∼= C, it follows that
trDL,R(F (α)) = tr
C
L,R(α). Nevertheless, there are non-trivial examples.
Example 8.5. Let C and D be the spherical categories of finite-dimen-
sional representations of groups G and H. Then a group homomor-
phism H → G determines a pivotal functor C → D.
Similar examples are given by homomorphisms of semisimple Hopf
algebras, or more generally, homomorphisms of spherical Hopf algebras
where the homomorphism preserves the spherical element. Another
example based on groups will be discussed in detail in Section 8.2. A
somewhat different example is the following
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Example 8.6. Let C be a spherical category and C˜ its non-degenerate
quotient (see [3]). Then the canonical functor C → C˜ is a pivotal
functor.
Note that the composition of two pivotal functors is a pivotal functor.
Definition 8.7. PivCat is the Gray subcategory of 2Cat(1) consisting
of pivotal categories, pivotal functors, pseudo-natural transformations
and modifications.
We will now show that PivCat is a Gray category with ∗-duals and
can be used to construct a Gray category with duals with the construc-
tion from the last subsection. We start by defining the ∗-duals.
• The ∗-dual of a pseudo-natural transformation ν : F ⇒ G with
component morphisms νa : x ◦ F (a) → G(a) ◦ x is the pseudo-
natural transformation ν∗ : G⇒ F with component morphisms
(ν∗)a = ν∗a∗ , where ∗ on the right-hand side denotes the duals
in the pivotal categories C and D.
• The ∗-dual of a modification Φ: ν1 V ν2 is defined by the dual
Φ∗ : x∗2 → x∗1 of the corresponding morphism Φ: x1 → x2 in D.
• The modification ν : 1G V ν ◦ ν∗ is given by the 3-morphism
x : e→ x ◦ x∗ in D.
Lemma 8.8. Let C,D be pivotal categories. Then the 2-category
PivCat(C,D) is a planar 2-category with these *-duals.
Proof. That ν∗ : G⇒ F does indeed satisfy the conditions in Definition
2.20 follows by a direct computation from the corresponding properties
of the pseudo-natural transformation ν : F ⇒ G and the properties of
the dual in a pivotal category. For pivotal categories C,D this yields
a strict 2-functor ∗ : Piv(C,D) → Piv(C,D)op which is trivial on the
objects and satisfies ∗∗ = 1.
It remains to show that ν is a modification satisfying the conditions
(12). That the morphism x : e→ x◦x∗ defines a modification ν : 1G V
ν ◦ ν∗ is equivalent to the commutativity of the diagram
G(a)
1G(a)◦x //
x◦1G(a)

G(a) ◦ x ◦ x∗
x ◦ x∗ ◦G(a)
(ν◦ν∗)a
66
1x◦(ν∗)a
// x ◦ F (a) ◦ x∗
νa◦1x∗
OO
(78)
or, equivalently, to the condition
(νa ◦ 1x∗) · (1x ◦ (ν∗)a) · (x ◦ 1G(a)) = 1G(a) ◦ x.(79)
The left-hand side of this equation is expressed diagrammatically in
Figure 73 a), the right-hand side in Figure 73 d). To prove this identity,
the definition of the transformation ν∗ : G ⇒ F is used together with
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Figure 73. Diagrammatical proof for Lemma 8.8. The
blue dashed line represents the pseudo-natural transfor-
mation ν, the black lines objects in the category D.
identity (13) for the dual of a 2-morphism in a planar category. This
yields
(ν∗)a = (∗x∗ ◦ 1F (a) ◦ 1x∗) · (1x∗ ◦ ∗G(a) ◦ 1x ◦ 1F (a) ◦ 1x∗)
· (1x∗ ◦ 1G(a) ◦ νa∗ ◦ 1F (a) ◦ 1x∗) · (1x∗ ◦ 1G(a) ◦ 1x ◦ F (a∗) ◦ 1x∗)
· (1x∗ ◦ 1G(a) ◦ x).
Inserting this identity into the left-hand side of condition (79) yields
the diagram in Figure 73 a). From the naturality of the tensorator and
the second identity in (12) one then obtains the diagram in Figure 73
b). By applying again the second condition in (12), one transforms
this diagram into the one in Figure 73 c). The naturality property and
the invertibility of the tensorator then yield the diagrams in Figure
73 d). This shows that ν : 1G V ν ◦ ν∗ is a modification in PivCat.
The identities in (12) then follow directly from the properties of the
3-morphisms x : e→ x ◦ x∗ in a pivotal category. 
Lemma 8.9. PivCat is a Gray category with *-duals.
Proof. Let F,G : C → D, H : B → C and K : D → E be pivotal functors
and µ : F ⇒ G a pseudo-natural transformation. We first show that
(KµH)∗ = Kµ∗H. If µ : F ⇒ G is given by its component
morphisms µa : x ◦ F (a) → G(a) ◦ x, then the component morphisms
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of KµH : KFH ⇒ KGH read
(KµH)b = K(µH(b)) : K(x ◦ FH(b))→ K(GH(b) ◦ x)
Thus the component morphisms of (KµH)∗ : KGH ⇒ KFH
are given by ((KµH)∗)b = (KµH)∗b∗ = K(µH(b∗))∗, while the
components ofKµ∗H are given by (Kµ∗H)b = K(µ∗H(b)∗). These
morphisms agree since H, K are pivotal functors.
Next we show that KµH = KµH . Since the modification µ
is given by the 3-morphism x : e→ x ◦ x∗, the modification KµH
is given by the 3-morphism K(x) : e → K(x) ◦ K(x∗). On the other
hand, the modification KµH is given by the 3-morphism K(x) : e→
K(x)◦K(x∗). As K is a pivotal functor, it satisfies K(x) = K(x), and
the statement follows. 
The proof of this lemma provides a justification for the conditions on
a pivotal functor in Definition 8.4. The condition HµK = HµK
in Definition 3.10 of a Gray category with ∗-duals implies for H = idC
that K(Cx) = 
D
K(x) for all objects x of C.
The main theorem of section 8 puts together the two results on du-
alities.
Theorem 8.10. The Gray category PivCatbiadj is a Gray category
with duals.
Proof. This follows directly from Lemma 8.9 and Theorem 8.3. 
The structure of pivotal categories provides some constraints on the
possible biadjunctions. Let (F,G, α, β,Φ,Ψ) be a biadjunction between
pivotal categories C,D in PivCat. Then the pseudo-natural transfor-
mations α : FG → 1D and β : 1C → GF have as part of their data
objects d ∈ D and c ∈ C, respectively. The 3-morphisms Φ and Ψ then
define isomorphisms d ◦ F (c) ∼= eD and G(d) ◦ c ∼= eC, respectively.
Remark 8.11. In case that C and D are multi-tensor categories [10,
Def. 4.1.1], it follows that the objects c and d above are invertible [10,
Ex. 4.3.11] with respective inverses G(d) and F (c). Using the inverse
object c∗ of c, one obtains a weak monoidal endofunctor c∗ ◦ (−) ◦ c
of C. This implies that the functor G′ := c∗ ◦ G ◦ c : D → C is a
weak monoidal functor as well. By applying the dualities in C and
D, one obtains monoidal natural isomorphisms α′ : FG′ ⇒ 1D and
β′ : 1C ⇒ G′F , which implies that F and G′ form a weak equivalence
of pivotal categories.
This construction suggests that restricting in PivCat to biadjunc-
tions constructed from adjoint equivalences and invertible objects should
form a Gray category with duals as well. Note however that it is neces-
sary to restrict to pivotal functors, which are strict functors according
to Definition 8.4.
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Example 8.12. Recall that an adjoint equivalence (F,G, α, β) between
pivotal categories C and D consists of pivotal functors F : C → D,
G : D → C, and monoidal natural isomorphisms α : FG → 1D and
β : 1C → GF that also form an adjunction, i.e., they satisfy the snake
identities.
It is straightforward to see that an adjoint equivalence defines a
biadjunction with Φ and Ψ identities. This is because the tensorators
are trivial. Moreover, adjoint equivalences in PivCatbiadj are closed
under composition and #-duality, thus they form a subcategory of
PivCatbiadj that is a Gray category with duals.
Following Remark 8.11 we can enhance this example by considering
an adjoint equivalence together with a strictly invertible object. An
object c ∈ C is called stricly invertible if c ◦ c∗ = c∗ ◦ c = e. Note, it is
not required that c = 1 and c∗ = 1. It follows that a pivotal functor
preserves strictly invertible objects, i.e., if F is pivotal and c strictly
invertible, then F (c) ◦ F (c∗) = e.
In order to obtain pivotal functors from conjugation by c, it is nec-
essary to work with linear pivotal categories.
Lemma 8.13. Let C be a linear pivotal category such that the monoidal
unit e is a simple object. Then for a strictly invertible object c ∈ C,
Adc := c ◦ (−) ◦ c∗ : C → C is a pivotal functor.
Proof. Clearly, Adc respects the duality ∗. We need to show that
Adc(a) = Adc(a) for all a ∈ C. Since c◦c∗ = e, c = λc ·1 for λc ∈ C and
likewise c∗ = λc∗ · 1. From the snake identity it follows that λcλc∗ = 1.
Thus it follows from the linearity of the monoidal product that Adc(a)
agrees with the morphism 1c ◦ a ◦ 1c∗ : e = c ◦ c∗ → c ◦ a ◦ a∗ ◦ c∗ =
c ◦ a ◦ c∗ ◦ c ◦ a∗ ◦ c∗, which is equal to Adc(a). 
From now on we assume that all pivotal categories are linear and e
is a simple object, so that Lemma 8.13 applies.
Let (F, G˜, α˜, β˜) be an adjoint equivalence in PivCat between C and
D, as above, and c a strictly invertible object in C. We then obtain a
biadjunction (F,G, α, β,Ψ,Φ) defined as follows, recall that we denote
the one object of C seen as 2-category by •:
• The pivotal functor G is defined as G := Adc G˜ : D → C.
• The pseudo-natural transformation α : FG ⇒ 1D is given by
the object F (c∗) and has component morphisms
αa = α˜a ◦ 1F (c∗) : F (c∗) ◦ FG(a) = FG˜(a) ◦ F (c∗)→ a ◦ F (c∗).
• The pseudo-natural transformation β : 1C ⇒ GF is given by
the object c and has component morphisms
βb = 1c ◦ β˜b : c ◦ b→ c ◦ G˜F (b) = GF (b) ◦ c.
• The modification Φ: (αF ) ◦ (Fβ) V 1F is given by the
identity morphism Φ• = 1eD := F (c
∗) ◦ F (c)→ eD.
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• The modification Ψ: (Gα) ◦ (βG) V 1G is given by the
morphism Ψ• = 1c ◦ β˜−1c∗ : GF (c∗)◦ c = c◦ G˜F (c∗)→ c◦ c∗ = eC.
Lemma 8.14. With the definitions above, (F,G, α, β,Ψ,Φ) is a biad-
junction in PivCat.
Proof. The first axiom (73) in the definition of a biadjunction states
that the morphism
(αF (c∗) ◦ 1F (c)) · (1F (c∗) ◦ F (Ψ−1• )) :
F (c∗)→ F (c∗) ◦ FGF (c∗) ◦ F (c)→ F (c∗) ◦ F (c∗) ◦ F (c) = F (c∗)
coincides with the identity morphism 1F (c∗). This follows directly from
the definition of Ψ−1 and α, the fact that (F, G˜, α˜, β˜) form an adjoint
equivalence and the snake identity for β˜ and α˜. Axiom (74) in the
definition of a biadjunction demands that the morphism
(1GF (c∗) ◦ βc) · (Ψ−1• ◦ 1c) : c→ GF (c∗) ◦ c ◦ c→ GF (c∗) ◦GF (c) ◦ c = c
is the identity morphism 1c. This follows from the definitions of Ψ
−1
and βc in terms of the morphism β˜c and the fact that β˜ is a monoidal
transformation by a straightforward graphical calculation. 
Lemma 8.15. Biadjunctions defined by adjoint equivalences and strictly
invertible objects form a subcategory of PivCatbiadj that is a Gray sub-
category with duals.
Proof. It is straightforward to see that they are closed under the prod-
uct of 1-morphisms in PivCatbiadj. The #-dual of such a biadjunction
is again of this type: If F and G˜ are part of an adjoint equivalence,
it follows that also Adc ◦ G˜ and AdF (c∗) ◦ F are part of an adjoint
equivalence. 
Although the assumptions on the functors and invertible objects in
this example are very restrictive, there is a nontrivial concrete example
that provides functors and objects of this type.
Example 8.16. Every group G gives rise to a linear pivotal category as
follows. Denote by CG the category whose objects are group elements
g ∈ G and whose Hom-spaces are of the form Hom(g, h) = {0} for
g 6= h, Hom(g, g) = C, where morphisms f = α 1g : g → g are identified
with the numbers α ∈ C. The group multiplication equips CG with the
structure of a strict monoidal category with monoidal product g ◦ h =
g · h and monoidal unit e. The monoidal product of two morphisms
f = α1g : g → g and k = β1h : h→ h is given by f ◦ k = αβ 1g·h.
The duals are defined by g∗ = g−1 for all g ∈ G and (λ1g)∗ = λ1g−1 .
This implies that every object of CG is invertible and the dual satisfies
the relation ∗∗ = 1. Pivotal structures on CG are in bijection with
group homomorphisms λ : G→ C×. This can be seen as follows: each
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morphism g : e→ g ◦ g∗ = e is of the form g = λ(g) 1e with λ(g) ∈ C
and agrees with its dual ∗g = g. The conditions in (12) imply
g◦h = λ(g · h) = (1g ◦ h ◦ 1g−1) · g = λ(g)λ(h) ∀g, h ∈ G.
Conversely, if λ : G→ C× is a group homomorphism, then g = λ(g) 1e
satisfies the axioms in (12). The left- and right-trace of a morphism f =
α 1g are then given by, respectively, trL(f) = αλ(g)
2 1e and trR(f) =
αλ(g−1)2 1e, which implies that CG is spherical if and only if λ(G) ⊂
{1,−1, i,−i}.
Each group homomorphism λ : G → C× thus determines a pivotal
structure on CG. In particular, if ρV : G→ End(V ) is a representation
of G on a finite-dimensional vector space V over C, then det(ρ) : G→
C× is a group homomorphism of the required form.
Although this example is rather simple, it gives rise to a Gray cat-
egory with duals that exhibit non-trivial fold 2-morphisms and allows
one to distinguish oriented surfaces of different genus via the associated
surface invariants from Lemma 7.18.
Let Gr be the linear Gray category with objects the linear pivotal
categories of Example 8.16 and morphisms the linear pivotal func-
tors, pseudo-natural transformations and modifications. If G,H are
groups with associated pivotal structures λG : G→ C×, λH : H → C×,
then strict monoidal functors F : CG → CH correspond to group homo-
morphisms F : G → H, invertible monoidal functors to group isomor-
phisms, and a strict monoidal functor F : CG → CH is pivotal if and
only if λG = λH ◦ F . A pseudo-natural transformation ν : F ⇒ F ′ be-
tween pivotal functors F, F ′ : CG → CH corresponds to a group element
h ∈ H such that F ′(g) = h · F (g) · h−1 for all g ∈ G. A modification
Φ: µ V ν between two pseudo-natural transformations µ, ν : F ⇒ F ′
may be non-zero if the corresponding group elements are equal, to say
h ∈ H, and is then given by a morphism µ ·1h : h→ h, with µ ∈ C. It is
evident that Gr is a semisimple Gray category; in fact each 2-morphism
in Gr is simple.
An invertible pivotal functor F : C → D determines an adjoint equiv-
alence by setting G˜ = F−1, α˜ = 11D and β˜ = 11C .
Lemma 8.17. Let F : CG → CH be an invertible pivotal functor and
c ∈ G. Then the surface invariant from Lemma 7.18 for the genus g
surface labelled with the biadjunction determined by (F, c) according
to Lemma 8.14 is
〈dimL η(F,c)〉g〈dimR η(F,c)〉 = λH(F (c))2g−2.
with λH : H → C× the group homomorphism that determines the piv-
otal structure of CH .
Proof. The biadjunction CG → CH determined by (F, c) consists of a
group isomorphism F : G→ H with λG = λH ◦F , F# = AdcF−1 : H →
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G, αa = 1F (c∗), βb = 1c, Φ• = 1e, Ψ• = 1e. Thus the fold 2-morphism
η(F,c) : 1CH ⇒ FF# is the group element F (c). Then one obtains
〈dimL η(F,c)〉 = λH(F (c))2 and 〈dimR η(F,c)〉 = λH(F (c))−2. Inserting
these expressions into the formula from Lemma 7.18 then proves the
claim. 
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Appendix A. Functors of strict tricategories, natural
transformations and modifications
In this appendix, we define functors of strict tricategories and their
natural transformations and modifications by specialising the associ-
ated definitions for tricategories in [13, 15]. For completeness, we
also record the standard definitions for functors of (strict) 2-categories
[26, 30].
Definition A.1. A lax 2-functor F : C → D between 2-categories
C,D is given by the following data
• A function F0 : Ob(C)→ Ob(D).
• For all objects G,H of C, a functor FG,H : CG,H → DF0(G),F0(H).
• For all objects G,H,K of C a natural transformation ΦGHK : ◦
(FH,K×FG,H)→ FG,K ◦. These determine, for all 1-morphisms
ν : G→ H, µ : H → K, a 2-morphism Φµ,ν : FH,K(µ)◦FG,H(ν)→
FG,K(µ ◦ ν).
• For all objects G, a 2-morphism ΦG : 1F0(G) → FG,G(1G).
The function F0, the functors FG,H and the 2-morphisms Φµ,ν and ΦG
are required to satisfy the following consistency conditions
(1) For all 1-morphisms ν : G→ H
Φ1H ,ν · (ΦH ◦ 1FG,H(ν)) = Φν,1G · (1FG,H(ν) ◦ ΦG) = 1FG,H(ν).
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(2) For all 1-morphisms ν : G → H, µ : H → K, ρ : K → L, the
following diagram commutes
FK,L(ρ) ◦ FH,K(µ) ◦ FG,H(ν)
1◦Φµ,ν

Φρ,µ◦1// FH,L(ρ ◦ µ) ◦ FG,H(ν)
Φρ◦µ,ν

FK,L(ρ) ◦ FG,K(µ ◦ ν)
Φρ,µ◦ν // FG,L(ρ ◦ µ ◦ ν).
A weak 2-functor (also called a strong 2-functor, pseudo-functor,
or homomorphism) is a lax 2-functor in which all 2-morphisms Φµ,ν
and ΦG are invertible. A weak 2-functor is said to have strict units
if the 3-morphisms ΦG are all identities, and it is called strict if the
2-morphisms Φµ,ν and ΦG are all identities. In this case, one has
FG,K(µ ◦ ν) = FH,K(µ) ◦ FG,H(ν), 1F0(G) = FG,G(1G).
There is an analogous definition with the arrows labelled by Φµ,ν and
ΦG reversed. In this case, the functor is called an op-lax 2-functor.
In the following, we will also require the notion of cubical and opcu-
bical functors between certain 2-categories. Our definition is a special
case of the definition of cubical and opcubical functors from [13, 15].
Definition A.2. Let C,D and E be 2-categories. A functor F : C×D →
E with coherence isomorphisms
Φµ,ν : F ((µ1, µ2)) ◦ F ((ν1, ν2))→ F ((µ1 ◦ ν1), (µ2 ◦ ν2)),
for ◦-composable 1-morphisms µ = (µ1, µ2) and ν = (ν1, ν2) in C × D
is called (op)cubical, if the 2-morphism Φµ,ν is the identity in case µ1
or ν2 (µ2 or ν1) is an identity 1-morphism.
The following notion of natural transformation of 2-functors adopts
the convention of [13, 15] and is sometimes also referred to as ‘op-lax
2-transformation’.
Definition A.3. A natural transformation ρ : F → G between lax
2-functors
F = (F0, FA,B,Φµ,ν ,ΦA) : C → D, G = (G0, GA,B,Ψµ,ν ,ΨA) : C → D
is given by the following data:
• For all objects A of C, a 1-morphism ρA : F0(A)→ G0(A).
• For all objects A,B of C a natural transformation
ρA,B : (ρB ◦ −)FA,B → (− ◦ ρA)GA,B,
where−◦ρA : DG0(A),G0(B) → DF0(A),G0(B) and ρB◦− : DF0(A),F0(B)
→ DF0(A),G0(B) denote the functors given by pre- and post-
composition with ρA and ρB. These natural transformations
determine for all 1-morphisms µ : A→ B a 2-morphism ρµ : ρB◦
FA,B(µ)→ GA,B(µ) ◦ ρA.
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The 1-morphisms ρA and 2-morphisms ρµ are required to satisfy the
following consistency conditions:
(1) For all 1-morphisms ν : A → B and µ : B → C the following
diagram commutes
ρC ◦ FB,C(µ) ◦ FA,B(ν)
1◦Φµ,ν

ρµ◦1 // GB,C(µ) ◦ ρB ◦ FA,B(ν)
1◦ρν

ρC ◦ FA,C(µ ◦ ν)
ρµ◦ν

GB,C(µ) ◦GA,B(ν) ◦ ρA
Ψµ,ν◦1tt
GA,C(µ ◦ ν) ◦ ρA.
(2) For all objects A of C the following diagram commutes
1G0(A) ◦ ρA = ρA = ρA ◦ 1F0(A)
1◦ΦA

ΨA◦1
**
ρA ◦ FA,A(1A)
ρ1A // GA,A(1A) ◦ ρA.
A pseudo-natural transformation ρ : F → G of lax 2-functors
F,G : C → D is a natural transformation of lax 2-functors in which
all 2-morphisms ρµ : ρA ◦FA,B(µ)→ GA,B(µ) ◦ ρA are isomorphisms. A
pseudo-natural transformation is called invertible if all the 1-morphisms
ρA are invertible. A natural isomorphism is a pseudo-natural trans-
formation in which for every object A, F0(A) = G0(A) and the 1-
morphism ρA is the identity.
It is easy to see that an invertible pseudo-natural transformation has
indeed a unique inverse pseudo-natural transformation.
Definition A.4. Let ρ = (ρA, ρA,B) : F → G and τ = (τA, τA,B) : F →
G be natural transformations between lax 2-functors F = (F0, FA,B,Φµ,ν ,ΦA)
and G = (G0, GA,B,Ψµ,ν ,ΨA) : C → D. A modification Ψ: ρ ⇒ τ is
a collection of 2-morphisms ΨA : ρA ⇒ τA for every object A of G such
that for all 1-morphisms µ : A→ B
τµ · (ΨA ◦ 1FA,B(µ)) = (1GA,B(µ) ◦ΨB) · ρµ.
A modification is called invertible if all 2-morphisms ΨA are invertible.
In terms of these definitions for 2-categories, the concepts of functors
of strict tricategories, natural transformations and modifications can
be formulated. We start with the definition of a strict tricategory
following [13] and [15]. Note that in general there are some differences
between the definition of tricategory in [13] and ‘algebraic tricategory’
in [15]. However, for the strict tricategories considered in this paper
these definitions coincide.
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Definition A.5. A strict tricategory is a tricategory (G,, ◦, ·) in
which the composition  is strictly associative and unital. A strict
tricategory is called (op)cubical if the following additional conditions
are satisfied
(1) For all objects C,D the bicategory G(C,D) is a strict 2-category.
(2) 11C ◦ 11C = 11C .
(3) Each functor  : G(D, E) × G(C,D) → G(C, E) is (op)cubical,
i.e., the invertible coherence 3-morphisms
µ,ν : (µ1µ2) ◦ (ν1ν2)→ (µ1 ◦ ν1)(µ2 ◦ ν2)
for µ = (µ1, µ2), ν = (ν1, ν2) ∈ G(D, E) × G(C,D) are identity
3-morphisms if µ1 or ν2 (in the cubical case), or µ2 or ν1 (in the
opcubical case) is an identity 2-morphism.
In the following we call a 1-morphism F : C → D in a strict tri-
category invertible, if there exists a 1-morphism G : D → C with
FG = 1D and GF = 1C. Similarly, a 2-morphism µ : F → G
in a strict tricategory is called invertible, if there exists 2-morphism
ν : G → F with µ ◦ ν = 1G and ν ◦ µ = 1F . Note that the inverse
1-morphism G and 2-morphism ν are determined uniquely.
A functor of strict tricategories is a functor of tricategories that is
compatible with the extra requirements that hold in case of a strict
tricategory. As we consider only tricategory functors between strict
(op)cubical tricategories, we will not give the most general definition
of a tricategory functor, but refer the reader to [13, 15] for details. Note
that the definitions in [13, 15] differ slightly and that the definition of
[15] is stronger than that of [13], since the coherence data of a functor
F consists of adjoint equivalences instead of just equivalences in certain
bicategories. In particular, it contains an adjoint equivalence κ : ˜ ◦
(F ×F )→ F ◦. A functor F : G → G˜ of strict tricategories according
to our definition is a functor of tricategories according to [15], where
all coherence data consists of identities and κ is a natural isomorphism,
which is automatically an adjoint equivalence.
Definition A.6. A weak functor F : G → G˜ between strict tri-
categories G, G˜ consists of
• a function F0 : Ob(G)→ Ob(G˜),
• weak 2-functors FC,D : G(C,D) → G˜(F0(C), F0(D)) for all ob-
jects C,D of G,
• an invertible pseudo-natural transformation of weak 2-functors
κC,D,E : ˜(FD,E × FC,D)→ FC,E 
for all objects C,D, E of G,
• an invertible 2-morphism ιC : FC,C(1C)→ 1F0(C) for all objects C
of G,
such that the following consistency conditions are satisfied
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(1) For all objects B, C,D, E of G
(κBCE(× I)) ◦
(
˜(κCDE × I)
)
= (κBDE(I ×)) ◦
(
˜(I × κBCD)
)
.
In this formula I is the identity functor, the unnamed product
is the Gray product in 2Cat, and ◦ is the horizontal composition
of pseudo-natural transformations.
(2) For all objects C,D of G, κCCD(I × FC,C(IC)) = ˜(1FC,D × ιC),
where IC is the strict functor from the trivial 2-category that
has image the object 1C of G(C, C) and ιC is considered as a
natural transformation of 2-functors ιC : FC,C(IC)→ IF0(C).
(3) For all objects C,D of G, κCDD(ID × I) = ˜(ιD × 1FC,D).
The weak functor is called a functor (or weak functor with strict
units) of strict tricategories, if additionally
(5) κ is a natural isomorphism,
(6) for all objects C of G, FC,C(1C) = 1F0(C) and ιC = ι−1C = 11C .
We call the map F0 and the maps of FC,D the mappings of F , while all
the other data is called coherence morphisms or coherence data
of F .
Unpacking the definition of a functor of strict tricategories leads to
the following explicit description of the coherence data for F . The
weak 2-functors FC,D have as coherence data a collection of invertible
3-morphisms
Φµ,ν : FC,D(µ) ◦˜ FC,D(ν)→ FC,D(µ ◦ ν)
for all ◦-composable 2-morphisms µ, ν in G(C,D) and for each 1-
morphism G in G(C,D) an invertible 3-morphism
ΦG : 1FC,D(G) → FC,D(1G),
which satisfy the axioms in Definition A.1. The natural isomorphisms
of weak 2-functors κC,D,E are characterised by invertible 3-morphisms
κµ,ν : FD,E(µ) ˜ FC,D(ν)→ FC,E(µν)
for all -composable morphisms µ ∈ G(D, E), ν ∈ G(C,D). The con-
ditions in Definition A.3 take the following form:
• For all 1-morphisms G1 ∈ G(D, E), G2 ∈ G(C,D) one has
(80) FD,E(G1)˜FC,D(G2) = FC,E(G1G2).
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• For all 2-morphisms µ, ρ ∈ G(D, E) and ν, τ ∈ G(C,D) such that
µ, ρ and ν, τ are ◦-composable, the following diagram commutes
(FD,E(µ)˜FC,D(ν)) ◦˜ (FD,E(ρ)˜FC,D(τ))
˜FD,E(µ),FC,D(ν),FD,E(ρ),FC,D(τ) 
κµ,ν ◦˜κρ,τ//
FC,E(µν) ◦˜ FC,E(ρτ)
Φµν,ρτ

(FD,E(µ)◦˜FD,E(ρ)) ˜ (FC,D(ν)◦˜FC,D(τ))
Φµ,ρ˜Φν,τ 
FC,E((µν) ◦ (ρτ))
FC,E(µ,ν,ρ,τ )

FD,E(µ ◦ ρ) ˜ FC,D(ν ◦ τ) κµ◦ρ,ν◦τ
// FC,E((µ ◦ ρ) (ν ◦ τ)).
(81)
• All 1-morphisms G ∈ G(D, E), H ∈ G(C,D) satisfy
1FC,E(GH) = 1FD,E(G)˜1FC,D(H)
ΦG˜ΦH

ΦGH
++
FD,E(1G)˜FC,D(1H) κ1G,1H
// FC,E(1GH) = FC,E(1G1H).
(82)
Condition (1) in Definition A.6 states that the diagram
FD,E(ν)˜FC,D(µ)˜FB,C(ρ)
1˜κµ,ρ //
κν,µ˜1

FD,E(ν)˜FB,D(µρ)
κν,µρ

FC,E(νµ)˜FB,C(ρ)
κνµ,ρ // FB,E(νµρ)
(83)
commutes for all 2-morphisms ρ ∈ G(B, C), µ ∈ G(C,D), ν ∈ G(D, E),
and conditions (2), (3) in Definition A.6 read
κµ,1C = 1FC,D(µ) : FC,D(µ) = FC,D(µ)˜FC,C(1C)→ FC,D(µ1C) = FC,D(µ),
κ1D,µ = 1FC,D(µ) : FC,D(µ) = FD,D(1D)˜FC,D(µ)→ FC,D(1Dµ) = FC,D(µ).
The notion of a functor of strict tricategories in Definition A.6 thus
corresponds to a trihomomorphism in [15, Def 3.3.1] for which the ad-
joint equivalence χ in [15, Def 3.3.1] is a natural isomorphism given by
the invertible 3-morphisms κµ,ν and for which the adjoint equivalence
ι and the invertible modifications ω, γ, δ in [15, Def 3.3.1] are trivial.
There is an obvious composition of functors of strict tricategories,
that is a special case of the general composition of functors between
tricategories considered in [15]. Although in general the composition
of functors between tricategories is not strictly associative, this is the
case for functors between strict tricategories.
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Lemma A.7. Let F : G → H, G : H → K, H : K → L be weak functors
of strict tricategories. Then H(GF ) = (HG)F .
Proof. In [15, Prop. 4.2.3], explicit expressions for a natural transfor-
mation α : H(GF )→ (HG)F are given. It is easy to see that for strict
tricategories, the data from which α is constructed consists entirely of
identity mappings and morphisms. 
In the following, we also require the notion of a strict functor of
strict tricategories. The standard definition of a strict functor of strict
tricategories is that of a functor of strict tricategories for which all 2-
functors FC,D in Definition A.6 are strict and all natural isomorphisms
κC,D,E in Definition A.6 are identities. However, as we only consider
functors between strict cubical or opcubical tricategories, we change
this definition slightly to adapt it to our setting.
For this, note that a functor F : G → G˜ between an opcubical strict
tricategory G and a cubical strict tricategory G˜ can never be strict in
the usual sense unless the coherence morphisms µ,ν from Definition
A.6 are trivial. The strictness of F and the fact that G is opcubical
imply
FC,E(µν) =FC,E((µ1H2) ◦ (1G1ν))
=(FD,E(µ)˜1FC,D(H2))◦˜(1FD,E(G1)˜FC,D(ν))
for all composable 2-morphisms µ : G1 ⇒ G2 ∈ G(D, E), ν : H1 ⇒ H2 ∈
G(C,D). As G˜ is cubical, one has
FD,E(µ)˜FC,D(ν) = (1FD,E(G2)˜FC,D(ν))◦˜(FD,E(µ)˜1FC,D(H1)).
The two expressions cannot agree for all composable 2-morphisms un-
less the coherence morphisms ˜µ,ν from Definition A.6 are trivial. For
this reason, we modify the notion of strictness for the case of functors
between opcubical and cubical strict tricategories and call such a func-
tor strict if and only if its composition with the functor Σ from Corol-
lary 2.17 is strict in the usual sense. This amounts to to the require-
ment that the coherence morphism κC,D,E : ˜(FD,E × FC,D) → FC,E
from Definition A.6 is given by the coherence morphisms ˜−1µ,ν from
Defiinition A.5.
Definition A.8. Let G and G˜ be strict tricategories that are either
cubical or opcubical and F : G → G˜ a functor of strict tricategories.
Then the functor F is called strict if for all objects C,D of G the
2-functors FC,D are strict and the natural isomorphisms κC,D,E from
Definition A.6 are
• the identity morphisms in case G and G˜ are both cubical or both
opcubical,
• given by the 3-morphisms
κµ,ν = ˜−1(FD,E(1G2 ),FC,D(ν)),(FD,E(µ),FC,D(1H1 ))
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for 2-morphisms µ : G1 ⇒ G2 ∈ G(D, E), ν : H1 ⇒ H2 ∈
G(C,D) in case G is cubical and G˜ is opcubical,
• given by the 3-morphisms
κµ,ν = ˜−1(FD,E(µ),FC,D(1H2 )),(FD,E(1G1 ),FC,D(ν))
for 2-morphisms µ : G1 ⇒ G2 ∈ G(D, E), ν : H1 ⇒ H2 ∈
G(C,D) in case G is opcubical and G˜ is cubical.
Definition A.9. A natural transformation ω : F → G between
weak functors F = (F0, FC,D, κFB,C,D, ι
F
C ), G = (G0, GC,D, κ
G
B,C,D, ι
G
C ) : G →
G˜ of strict tricategories consists of the following data:
• For all objects C of G a 1-morphism ωC : F0(C)→ G0(C)
• For all pairs of objects C,D of G a natural transformation of
weak 2-functors ωC,D : (ωD−)FC,D → (−ωC)GC,D
such that for all triples B, C, D the following diagrams commute
(ωD−)(FB,C × FC,D)
= (1× (ωD−))(FB,C × FC,D)
(ωD−)κFB,C,D//
(1×ωC,D)

(ωD−)FB,D
ωB,D
(1× (−ωC))(FB,C ×GC,D)
= ((ωC−)× 1)(FB,C ×GC,D)
(ωB,C×1)

(−ωB)GB,D
((−ωB)× 1)(GB,C ×GC,D)
= (−ωB)(GB,C ×GC,D),
(−ωB)κGB,C,D
55
ωCFC,C(1C)
ω1C //
1(ιF )C

GC,C(1C)ωC
(ιG)C1vv
ωC
ωC
1(ι−1F )C
vv
(ι−1G )C1

ωCFC,C(1C)
ω1C // GC,C(1C)ωC.
Here, −ωC : G˜(G0(C), D˜) → G˜(F0(C), D˜) and ωD− : G˜(C˜, F0(D)) →
G˜(C˜, G0(D)) denote the weak 2-functors defined by pre- and postcom-
position with ωC with respect to the Gray product. The natural trans-
formations ωC,D determine for all 1-morphisms H : C → D in G a 2-
morphism ωH : ωDFC,D(H)⇒ GC,D(H)ωC.
A natural transformation ω is called a natural isomorphism, if
the 1-morphisms ωC are invertible and all natural transformations ωC,D
are invertible pseudo-natural transformations.
Definition A.10. Let F = (F0, FC,D, κFC,D,E , ι
F
C ) : G → G˜ and G =
(G0, GC,D, κGC,D,E , ι
G
C ) : G → G˜ be functors of strict tricategories and
ω = (ωC, ωC,D), η = (ηC, ηC,D) : F ⇒ G natural transformations. A
modification Ψ: ω V η consists of the following data:
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• For every object C of G a 2-morphism ΨC : ωC ⇒ ηC in G˜.
• For every pair of objects C,D of G, an invertible 3-morphism
ΨC,D : (1ΨC) ◦ ωC,D V ηC,D ◦ (ΨD1).
These determine for all 1-morphisms H : C → D a 3-morphism
ΨH : (1FC,D(H)ΨC) ◦ ωH V ηH ◦ (ΨD1GC,D(H)).
A modification Ψ is called invertible if all 2-morphisms ΨC are invert-
ible.
Definition A.11. Two strict tricategories G, G˜ are called equiva-
lent, if there exist weak functors of strict tricategories F : G → G˜
and G : G˜ → G together with invertible pseudo-natural transformations
η : FG→ 1G˜ and ϕ : GF → 1G.
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