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1. INTRODUCCIÓN
Los Sistemas de Recuperación de Informa-
ción (SRI) permiten el almacenamiento óptimo de
grandes volúmenes de información (principalmen-
te documentos y últimamente también información
multimedia) y la recuperación eficiente de la infor-
mación ante las consultas de los usuarios. Este
campo no es nuevo, pues, ha ido evolucionando
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desde la década de los años 50, cuando el objetivo
era manejar información bibliográfica. Con el avan-
ce de la tecnología, computadores más potentes y
software más eficientes, el almacenamiento de
grandes volúmenes de información se está dando
en todas las disciplinas del quehacer humano.
Internet, la red de redes, también alberga en sus
computadoras servidoras millones de documentos.
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información (principalmente documentos, última-
mente también información multimedia) y la recu-
peración eficiente de información ante las consul-
tas de los usuarios. Varias definiciones de los SRI
se han dado desde su formalización en los años
1950, especialmente marcadas por el avance de
la tecnología a través del tiempo, y también desde
los puntos de vista de los autores, teniendo en cuen-
ta que son multidisciplinarios, pues intervienen para
su diseño generalmente la Bibliotecología, la Lin-
güística y las Ciencias de la Computación e Infor-
mática. Un resumen importante de las diferentes
definiciones lo encontramos en Martínez M. Fran-
cisco (2000). Aquí presentamos algunas de las de-
finiciones más destacadas.
Dos de los autores más citados por los espe-
cialistas en la materia son Gerard Salton y Ricardo
Baeza-Yates. Este último autor –verdadera refe-
rencia en este campo donde ha venido preocupán-
dose especialmente del tema de las estructuras
de datos y de los métodos de acceso a los mis-
mos– a la hora de definir la recuperación de infor-
mación, en lugar de proponer una definición pro-
pia, hace uso de la elaborada por Salton: «La re-
cuperación de la información tiene que ver con la
representación, almacenamiento, organización y
acceso a los item de información» [17].
Salton indica que, en principio, no deben exis-
tir limitaciones a la naturaleza del objeto informa-
tivo, y Baeza-Yates incorpora la reflexión siguien-
te: «La representación y organización debería pro-
veer al usuario un fácil acceso a la información en
la que se encuentre interesado. Desafortunada-
mente, la caracterización de la necesidad infor-
mativa de un usuario no es un problema sencillo
de resolver» [1,2].
Algunos autores presentan la definición de
Sistemas de Recuperación de Información como
sinónimo de la Recuperación de Datos,
influenciados por el punto de vista de las bases de
datos; sin embargo, existen varias diferencias en-
tre ambos términos. La tabla N.º 1 sintetiza las
diferencias fundamentales entre ambos conceptos:
Por lo tanto, el cómo recuperar en forma efi-
ciente los documentos almacenados en forma
digital, que una persona necesita y solicita, es un
tema no sólo de interés e importancia para la co-
munidad educativa (docentes, alumnos e investi-
gadores), sino también para el sector empresarial
el Gobierno y el público en general que necesita
buscar información. Múltiples aplicaciones prácti-
cas se están dando, algunas de las más conocidos
son los buscadores web y bibliotecas digitales. El
presente trabajo tiene dos objetivos principales:
1) Realizar un estudio detallado de las principales
técnicas, modelos y arquitecturas, así como de los
criterios de evaluación de los Sistemas de Recu-
peración de Información, y 2) Realizar un análisis
y evaluación de cuatro aplicaciones de SRI que so-
bresalen en el medio. El resultado de los estudios
que se realicen permitirá diseñar un Sistema de
Recuperación de Información para la Biblioteca de
la Facultad de Ingeniería de Sistemas e Informáti-
ca, y posteriormente para la Biblioteca Central de
la Universidad Nacional Mayor de San Marcos.
 La estructura del presente artículo es la si-
guiente: En la sección 2 se dan las definiciones
más destacadas de los Sistemas de Recuperación
de Información, en las secciones 3 y 4 se descri-
ben los dos modelos más utilizados en el diseño
de los SRI: 1) El Modelo Booleano, y 2) El Modelo
del Espacio Vectorial, en la sección 5 se presentan
las principales técnicas de los SRI en la WEB, la
sección 6 corresponde a la Evaluación de los SRI,
en la 7 se hace un análisis de los resultados, y
finalmente en la sección 8 se bosquejan las con-
clusiones y trabajos futuros.
II. DEFINICIONES DE SISTEMAS DE
RECUPERACIÓN DE INFORMACIÓN
Desde el punto de vista de un Sistema de In-
formación, podemos definir estos Sistemas como
el conjunto de componentes (software, hardware,
personas, procedimientos, datos, y comunicacio-
nes) que interactúan, y cuyos objetivos son el al-
macenamiento óptimo de grandes volúmenes de
Tabla N.º 1. Diferencias entre recuperación de datos y recuperación de información.
Recuperación de datos Recuperación de información 
Acierto (correspondencia) Exacta Parcial, la mejor
Inferencia Algebraica Inductiva
Modelo Determinístico Posibilístico
Lenguaje de consulta Fuertemente estructurado Estructurado o natural
Especificación de la 
consulta
Precisa Imprecisa
Error en la respuesta Sensible Insensible
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Los modelos de Sistemas de Recuperación
de Información que se utilizan con mayor frecuen-
cia en el diseño de los SRI son: 1) el Modelo
Booleano, y 2) el Modelo del Espacio Vectorial. La
descripción de ambos modelos son el tema de las
siguientes dos secciones.
III. MODELO BOOLEANO
El Modelo Booleano es uno de los primeros
modelos y el más utilizado de los SRI. En este
modelo, un documento se encuentra representa-
do por un conjunto de palabras clave (palabras
con un valor semántico), las cuales pueden ser
extraídas de un documento, de una parte de éste
o de sus meta datos. Igualmente, la consulta es un
grupo de palabras clave [17]. Generalmente se uti-
lizan archivos inversos para almacenar las pala-
bras clave.
Los archivos inversos contienen los siguien-
tes campos: palabra clave o término índice (des-
cribe al documento), un identificador de documen-
to (debe ser único para cada documento) y un
identificador de campo (donde se encuentra la
palabra clave) [12]. En un sistema booleano las con-
sultas de los usuarios contienen operadores lógicos
(Y, O, NO), y así un motor de búsqueda regresa aque-
llos documentos que cumplen con los aspectos lógi-
cos de la consulta.
3.1. Arquitectura
En un SRI hay dos instancias: 1) el almacena-
miento de los documentos, y 2) la recuperación de
información desde la solicitud del usuario. En la fi-
gura N.º 1 se ilustran las dos instancias del proceso
de almacenamiento y recuperación basado en el
Modelo Booleano [11].
a) Desde el punto de vista del almacenamiento del
documento en el SRI van a ocurrir los siguientes
procesos:
1. A cada documento que entra se le asigna un
Identificador.
2. Se identifican las palabras contenidas en el
documento.
3. Se excluyen las palabras vacías.
4. Se «cortan» las palabras, es decir, se extraen
las raíces de las palabras.
5. Se establece un peso de ponderación para cada
raiz.
6. Finalmente las raíces debidamente ponderadas
se introducen en la base de datos.
Figura N.º 1. Vista funcional del Modelo Booleano.
DOCUMENTOSTEXTO
IdentificadorCortes en 
palabras
Ponderación
Palabras 
vacías
Stemming
N.º DOCUS
N.º CAMPUS
PALABRAS
STEMMED
PALABRAS
PALABRAS NO
VACÍAS
PALABRAS 
STEMMED
DOCUMENTOS
RELEVANTES
PREGUNTA
DOCUMENTOS 
RECUPERADOS
BASE DE
DATOS
Stemming
Búsqueda 
parse
Operaciones
booleanas
Ranking
DOCUMENTOS 
PREGUNTAS
Juicios de
relevancia
INTERFAZ
USUARIO
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b) Cuando el usuario lleva a cabo una operación
de recuperación de información, se realizarán los
siguientes procesos:
1. El usuario, en función de sus necesidades y
conveniencias, lleva a cabo una serie de juicios
de relevancia para confeccionar su ecuación de
búsqueda, ayudándose de las prestaciones que
le proporciona el interfaz de búsqueda.
2. La ecuación de búsqueda, una vez introducida,
se descompone en sus partes fundamentales.
3. Los términos clave empleados en la ecuación
de búsqueda son «cortados» para extraer de
ellos sus raíces y de esta forma proceder a su
localización en la base de datos.
4. Una vez localizados los distintos subconjuntos
de documentos asociados a los términos clave,
se llevan a cabo las operaciones booleanas
pertinentes, que han sido introducidas por el
usuario en la ecuación de búsqueda.
5. Posteriormente, los documentos pueden ali-
nearse para su presentación según un ranking
determinado.
El Modelo Booleano da como resultado los
documentos que parecen relevantes ante la con-
sulta de un usuario, sin embargo, no dice qué tan
relevante es un documento y así se asume que
éstos tienen el mismo grado de importancia; es
ahí donde radica una de las principales desventa-
jas del modelo. Otra de las dificultades que pre-
senta el Modelo Booleano tradicional es la dificul-
tad en la elaboración de consultas, debido a que
éstas están basadas en operadores booleanos y
no todos los usuarios están familiarizados con esta
forma de consulta. Otro problema radica en el poco
control que hay sobre el tamaño de la salida pro-
ducida por una consulta; esto ocasiona que se tenga
una cantidad muy pobre de ellos. Adicionalmente,
en el modelo booleano no hay provisiones para
lograr una asignación de pesos a los términos, esto
quiere decir que todos los términos son considera-
dos siempre como de igual importancia.
Algunas de las desventajas descritas fueron
eliminadas en el modelo vectorial, aunque éste
no presenta la capacidad de formular consultas
utilizando los diferentes operadores booleanos.
Es a partir de esta falta que nace la idea de ex-
tender el modelo para obtener el Modelo Booleano
Extendido.
IV. MODELO DEL ESPACIO VECTORIAL
Según este modelo, cada expresión del len-
guaje natural puede representarse como un vector
de pesos de términos, en donde un término es la
unidad mínima de información, por ejemplo una
palabra o la raíz sintáctica de una palabra. La asig-
nación de pesos a los términos indica su presencia
o importancia en el documento o en la colección
de documentos. Habiendo varias técnicas para asig-
nar pesos, una de ellas es la frecuencia del térmi-
no, es decir, el número de veces que aparece el
término en un documento. En el siguiente ejemplo
se muestra la representación de un documento y
una consulta mediante vectores de pesos:
Documento = (peso_de_término_l ,
peso_de_término_2, ..., peso_de_término_n )
Consulta = (peso_de_término_l, peso_de_término_2,
..., peso_de_término_n )
Para determinar la similitud que existe en-
tre un documento y una consulta se calcula la dis-
tancia que existe entre los vectores que los re-
presentan; a menor distancia, mayor similitud.
Para calcular esa distancia se aplica el Teorema
del Coseno:
Cuando el resultado de la aplicación de la fór-
mula anterior se aproxima a la unidad, quiere de-
cir que los vectores son muy similares. Como aca-
bamos de ver, calcular la similitud entre un docu-
mento y una consulta es tan fácil como calcular la
distancia entre dos vectores. Sin embargo, esos
vectores deben representar lo mejor posible tanto
a los documentos como a la consulta [7].
4.1. Arquitectura
En la figura N.º 2 se presenta la gráfica de la
vista funcional del modelo, en donde se realizan
las siguientes tareas:
1. Se analizan los documentos y se transforman a
una representación interna de cada uno.
2. Se analiza la consulta y se transforma a una
representación interna.
3. A partir de las representaciones obtenidas en
los pasos anteriores se calcula el grado de si-
militud  entre cada documento y la consulta.
4. Se recuperan los documentos que guardan ma-
yor similitud con la consulta del usuario.
COS(Vector X* Vector Y)= VECTOR X* VECTOR Y
I VECTOR X  I * I  VECTOR Y I
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Los vectores están formados por «pesos de
términos». El primer paso es escoger los térmi-
nos. Por ejemplo, seleccionamos como términos
cada una de las palabras en los siguientes docu-
mentos:
doc1 = «Sistemas de Recuperación de la Informa-
ción»
doc2 = «Clasificación de los SRI»
doc3 = «Motores de búsqueda»
Los términos que aparecen en los documen-
tos son:  sistemas, de, recuperación, la, informa-
ción, clasificación, los, SRI, motores, búsqueda.
El siguiente paso es asignar un 1 si el térmi-
no aparece en el documento y un 0 si no aparece.
La matriz de términos queda de la siguiente ma-
nera:
Figura N.º 2. Vista funcional del Modelo del Espacio Vectorial.
Si la consulta es «recuperación de información».
La representación de la consulta quedaría expre-
sada como el siguiente vector:
Luego, a cada término de cada uno de los
documentos y al vector de la pregunta se le asig-
naría un peso. A continuación se calcularían las
distancias del vector de la consulta con el vector
de cada documento y se devolverían los documen-
tos ordenados de mayor a menor similitud.
Procesos más detallados de una vista funcio-
nal del modelo seguirían al menos los siguientes
pasos:
1. Eliminar signos de puntuación, etiquetas HTML,
etc., dejando solamente las palabras de cada
documento.
2. Aplicar listas de parada (listas con las palabras
de uso más frecuente del idioma del texto, como
artículos, preposiciones, etc.) para eliminar las
palabras más habituales que aportan menos
representatividad al documento.
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tienen en sus bases de datos y proporcionan el
resultado más apropiado a una búsqueda. Los
motores más populares son: Google, Altavista,
Lycos, etc.
Los directorios son aplicaciones controladas
por humanos que manejan grandes bases de da-
tos que contienen direcciones de páginas, títulos,
descripciones, etc. Las direcciones son clasifica-
das en subdirectorios de categorías temáticas. Las
categorías presentan un listado de enlaces a las
páginas referenciadas en el buscador. El directorio
más grande y famoso es Yahoo.
5.1. El motor de búsqueda GOOGLE
GOOGLE es uno de los sistemas de recupera-
ción en la web más utilizados, no sólo por la efi-
ciencia en la búsqueda de información de los usua-
rios, sino tambien por el diseño de su arquitectu-
ra, el que es concebido para realizar un uso efi-
ciente del espacio de almacenamiento y para pro-
teger a los índices, de  que se conviertan en un
elemento lento y operativo. Este motor de búsque-
da que fue desarrollado en la Universidad de
Stanford en California, utiliza el Modelo del Espa-
cio Vectorial para el proceso de almacenamiento y
recuperación de la información [3].
El objetivo primordial del diseño de Google
no es otro que mejorar estos índices de precisión
en la recuperación de la información y, además,
mejorar la presentación de los documentos recu-
perados de manera que, los primeros sean los más
directamente relacionados con las necesidades de
información planteadas por los usuarios.
Destacan dos grandes características en
Google:
· En primer lugar, Google hace uso de la
conectividad de la Web para calcular el grado
de calidad de cada página. Esta graduación se
denomina «PageRank» (coincide con el nom-
bre del algoritmo de ranking empleado por este
motor de búsqueda).
· En segundo lugar, Google utiliza esta propia
capacidad de conexión de los documentos webs
para mejorar los resultados de búsqueda.
El algoritmo PageRank (PR) asume que el
número de enlaces que una página proporciona
tiene mucho que ver con la calidad de la misma.
PageRank puede ser pensado como un modelo del
comportamiento del usuario. Otra justificación
intuitiva de PageRank es que una página puede
3. Aplicar extractores de raíces (stemmers), es
decir, programas que reducen cada palabra a
su raíz eliminando prefijos, sufijos, y termina-
ciones verbales.
4. Calcular el poder de discriminación de cada tér-
mino, es decir, la capacidad de separar docu-
mentos consultando si tiene o no cada término.
5. Utilizar thesauri que agrupan los términos en
un solo concepto por término; de esta manera
todos los términos sinónimos se sustituyen por
uno solo.
6. Para calcular el peso de cada término suelen
realizarse cálculos basados en la frecuencia con
que aparece cada término, tanto en un docu-
mento como en toda la colección.
7. Asignar a cada documento los pesos corres-
pondientes a cada término.
8. Representar la consulta y calcular la similitud.
9. Ordenar y mostrar resultados.
10.Aplicar realimentación por relevancia, es decir,
recoger información del usuario acerca de los
resultados para que el sistema la aplique en
sus cálculos.
V. SISTEMAS DE RECUPERACIÓN DE
INFORMACIÓN EN LA WEB
Internet, la red de redes, alberga en sus
computadoras servidoras millones de documentos
de información. Varias de las técnicas de almace-
namiento y recuperación de información que se
utilizan en los SRI tradicionales se han heredado
de Internet. La mayoría de los sistemas de bús-
queda en Internet utilizan el Modelo de Espacio
Vectorial para el almacenamiento de los documen-
tos; mientras que hay dos formas básicas de bus-
car información en la web, 1) los motores de bús-
queda, y 2) los directorios [1].
Los motores de búsqueda (search engine)
son sofisticadas aplicaciones que manejan gran-
des bases de datos de referencias a páginas web,
recopiladas por medio de un proceso automático,
es decir sin intervención humana. Uno o varios
agentes de búsqueda (robots o crawlers) recorren
la web. A partir de una dirección inicial de un do-
cumento extraen las direcciones de todos los do-
cumentos que estan referenciados por enlaces. De
esta manera, los robots recopilan direcciones y
generan etiquetas que permiten su indexación y
almacenamiento en la base de datos. Avanzados
algoritmos de búsqueda analizan las páginas que
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tener un alto coeficiente de PageRank si existen
muchas páginas que apuntan a ella, o si hay un
número algo menor de páginas que apuntan a ella
pero que posean, a su vez, un alto nivel de
PageRank. De forma intuitiva, aquellas páginas muy
citadas son páginas que vale la pena consultar y,
en cambio, aquellas que sólo posean un enlace
son páginas de poco interés para su consulta.
Se debe de recordar que el objetivo de la
búsqueda no es otro que proporcionar una alta
efectividad, y que lo primero que percibe el usua-
rio es la precisión de los resultados de la búsque-
da. El proceso de evaluación de la pregunta que
lleva a cabo Google es el siguiente:
1. Descomposición (parsing) de la pregunta.
2. Conversión de las palabras a wordIDS
(identificadores de palabras).
3. Localización de la posición de cada palabra en
un «barril de almacenamiento».
4. Exploración de las listas de documentos hasta
localizar un documento que contenga todos los
términos de búsqueda.
5. Cálculo del rango de este documento para esta
pregunta.
6. Una vez llegados al final del barril de almace-
namiento, se vuelve al inicio repitiendo los pa-
sos 4 y 5 para cada palabra de la ecuación de
búsqueda.
7. Una vez calculados todos los rangos, se proce-
de a ordenarlos de mayor a menor y presen-
tarlos al usuario.
VI. EVALUACIÓN DE LOS SRI
Varias medidas han sido propuestas para eva-
luar a los SRI, sin embargo, dos de esas medidas
son ampliamente utilizadas: la exhaustividad y la
precisión. En ambos casos, la medida se basa en
la relevancia de los documentos recuperados, es
decir, en qué tanto se ha satisfecho la necesidad
de información de los usuarios que hacen la con-
sulta. Y aunque siempre se dice que la relevancia
es un criterio subjetivo debido a que diferentes
personas asignarían diferentes valores de relevan-
cia a un documento, siempre se toma en cuenta
en cualquier método de evaluación de los SRI.
La exhaustividad o recall, cuyo valor asociado
se obtiene de dividir el número de documentos
relevantes que satisfacen una consulta entre el total
de documentos relevantes contenidos en la base
de datos. Por ejemplo, suponiendo que en la base
de datos existen 40 documentos relevantes para
la consulta de un usuario y que el sistema de recu-
peración obtiene 20 documentos relevantes, por
lo tanto la exhaustividad es de 20/40, es decir 50%.
La precisión se obtiene de dividir el número de
documentos relevantes recuperados entre el nú-
mero total de documentos recuperados. Por ejem-
plo, suponiendo que un SRI contiene 40 documen-
tos relevantes que satisfacen una consulta dada, y
el sistema de recuperación solamente obtiene 30
documentos, de los cuales sólo 20 son relevantes;
entonces la presición del sistema es de 20/30, es
decir 67%.
Los SRI tienden a maximizar la exhaustividad
y la precisión de forma simultánea, para ello se
han presentado diferentes métodos que han ayu-
dado a que los sistemas actuales puedan atender
las solicitudes de los usuarios cada vez en menos
tiempo. Un método comprende el uso de grafos de
exhaustividad-precisión, donde un eje es para la
exhaustividad y otro para la precisión. Una medida
de evaluación combinada de exhaustividad y pre-
cisión es la desarrollada por Van Rijsbergen (1979),
que se define de la siguiente manera:
 E = 1 - [(1 + b2) P R / (b2 P + R)]
Donde P = precisión, R = exhaustividad o
rellamada, y b es una medida de la importancia
relativa para un usuario, de exhaustividad y preci-
sión. Los investigadores eligen valores de E que
ellos esperan que reflejarán la rellamada y preci-
sión que interese al usuario típico. Por ejemplo, si
los valores de b se encuentran en niveles de 0.50,
esto nos indica que un usuario estuvo dos veces
tan interesado en la precisión como en la rellamada,
y si el valor de b fuera 2, nos indica que un usuario
estuvo tan interesado en la rellamada como en la
precisión [18].
Otros criterios de evaluación que se conside-
ran son aquellos relacionados con la estructura de
datos y algortimos de recuperación; éstos son: la
eficacia en la ejecución y la eficiencia del almace-
namiento. La eficacia en la ejecución es medida
por el tiempo que toma un SRI para realizar una
operación. Este parámetro es importante en un SRI,
debido a que un largo tiempo de recuperación, in-
terfiere con la utilidad del sistema, llegando a ale-
jar a los usuarios del mismo si es lento.
La eficiencia del almacenamiento es medida
por el número de bytes que se precisan para al-
macenar los datos. El espacio general, una medi-
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da común para medir la eficacia del almacenamien-
to, es la razón del tamaño del índice de los archi-
vos más el tamaño de los archivos del documento
sobre el tamaño de los archivos del documento.
Los valores del espacio general que oscilan entre
los valores 1,5 y 3 son típicos de los SRI basados
en los archivos inversos.
Adicionalmente, Lancaster (1973) propuso
que los criterios para la evaluación de los SRI de-
berían estar basados en los siguientes factores: 1)
cobertura o alcance, 2) exhaustividad, 3) precisión,
4) tiempo de respuesta, 5) esfuerzo del usuario, y
6) formato de presentación [10].
VII. RESULTADOS
El presente trabajo nos ha permitido hacer
una exhaustiva revisión de los SRI. Las funciones
más importantes en estos sistemas son:
a) El almacenamiento óptimo de grandes volúme-
nes de información (principalmente documen-
tos, últimamente también información
multimedia).
b) La recuperación eficiente de información ante
las consultas de los usuarios.
Dos son los modelos más utilizados en su di-
seño: a) el Modelo Booleano, y b) el Modelo de
Espacio Vectorial.
· El Modelo Booleano está caracterizado por la
utilización de palabras clave y tablas de índi-
ces para el almacenamiento y recuperación de
la información; así como también por el uso
de operadores lógicos para las consultas de
los usuarios. En el proceso de recuperación
de un documento, el criterio de relevancia pri-
ma para la selección de un documento. Para
ello, varias técnicas estadísticas han sido
implementadas para determinar la relevancia
de un documento.
· Según el Modelo de Espacio Vectorial cada do-
cumento se registra en un vector de términos,
y una colección de documentos forma una matríz
de términos en donde un término es la unidad
mínima de información, por ejemplo una pala-
bra. Para medir la importancia de un término
en un documento se asignan pesos a cada uno
de los términos. El modelo establece ciertos
criterios de similitud para comparar qué tan pa-
recidos son dos términos o dos documentos.
Un criterio para determinar la similitud que exis-
te entre un documento y una consulta es calcu-
lar la distancia que existen entre los vectores
que los representan.
Los sistemas de recuperación en la web utili-
zan generalmente el Modelo de Espacio vectorial
para el almacenamiento de los documentos. Dos
formas básicas de buscar información en la web
son los motores de búsqueda y los directorios.
Ambas formas manejan grandes bases de datos
que contienen principalmente direcciones e infor-
mación de páginas.
· Los motores de búsquedas son sofistificados
programas que realizan la búsqueda de infor-
mación en la web de forma automática, me-
diante los robots de búsqueda.
· Los directorios son aplicaciones controladas por
humanos que manejan subdirectorios de cate-
gorías temáticas con enlaces a páginas
referenciadas.
El estudio de los SRI también nos permite
plantear el análisis y evaluación de cuatro siste-
mas de recuperación que sobresalen: KARPANTA,
SISA, DIALOG y SMART.
· KARPANTA es un SRI basado en el Modelo de
Espacio Vectorial desarrollado en la Universi-
dad de Salamanca, España [6]. En la figura N.º
3 se observa el proceso de indización en el sis-
tema KARPANTA.
· SISA, (Sistema para la indización
Semiautomática) es un sistema de indexación
desarrollado en la Universidad Politécnica de
Valencia, España [8].
· DIALOG, es un SRI web comercial para distri-
bución de información electrónica.
· SMART es un sistema de análisis automático y
de recuperación de textos, uno de los sistemas
pioneros de los SRI [16].
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VIII. CONCLUSIONES Y TRABAJOS FUTUROS
La investigación ha dado lugar al estudio de-
tallado de la evolución, técnicas de almacenamiento
y recuperación, así como de los criterios de eva-
luación de los Sistemas de Recuperación de Infor-
mación. El estudio también ha llevado a un análisis
de las técnicas de indexación necesarios para el
almacenamiento de los documentos.
El trabajo ha permitido la selección de cuatro
sistemas de recuperación desarrollados para su
estudio y evaluación: KARPANTA, SISA, DOMAIN y
SMART. El resultado de este estudio permitirá pre-
sentar las bondades y limitaciones de cada uno de
ellos, y seleccionar el diseño más adecuado, de
acuerdo a nuestras necesidades, de un Sistema de
Recuperación de Información para la Biblioteca de
la Facultad de Ingeniería de Sistemas e Informáti-
ca, y posteriormente para la Biblioteca Central de la
Universidad Nacional Mayor de San Marcos.
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