Abstract-Sequence families with zero or low correlation zone can be used in the quasi-synchronous code-division multipleaccess (QS-CDMA) communication systems. Interleaving techniques are very useful for sequence design. In this paper, we present a general construction of sequence families with zero or low correlation zone using interleaving techniques and complex Hadamard matrices. The component sequences are perfect or ideal two-level. In two cases, we construct the shift sequences: 1) P |L; 2) P is even, and L ≡ P/2 (mod P ). The conditions are derived under which the new construction is optimal. Some examples are also given to specify the new construction.
I. INTRODUCTION
In 1992, Gaudenzi, Elia, and Viola proposed the quasisynchronous code-division multiple-access (QS-CDMA) communication systems [1] . Unlike the conventional code-division multiple-access (CDMA) systems [2] , a time delay between the signals of different users within a few chips is allowed in QS-CDMA systems. There have been some interesting developments involving QS-CDMA communication systems recently. Sequences with low correlation property or zero correlation property around the origin can be used in such systems for reducing multiple-access interference [9] . Such sequence set is called low correlation zone (LCZ) or zero correlation zone (ZCZ) sequence. Because LCZ or ZCZ sequences have smaller correlation magnitude within the zone, they show better performance than other well known sequence families with optimal correlation magnitude [9] .
Long, Zhang, and Hu constructed a binary LCZ sequence set using GMW sequences [9] . Following the idea of Long et al, Tang and Fan proposed p-ary LCZ sequences [10] . Torii, Nakamura, and Suehiro proposed two methods for constructing ZCZ sequences based on perfect sequences and unitary matrices [12] . For quaternary case, Kim, Jang, No, and Chung proposed some optimal quaternary LCZ sequence sets [7] . Later, they designed some optimal or almost optimal LCZ sequences in both binary and nonbinary cases [8] . Jang, No, Chung, and Tang designed some optimal p-ary LCZ sequences [6] . In 2007, Gong, Golomb, and Song described a nice general approach to the construction of LCZ sequences using sequences with subfield decompositions [4] . Some previous known LCZ sequences can be obtained easily from this general construction. Based on the interleaving technique which can be realized as M ×2 arrays, Zhou, Tang, and Gong designed a class of ZCZ or LCZ sequences recently [14] . These sequences are optimal or almost optimal.
In this paper, we present a general construction of LCZ or ZCZ sequences based on interleaving techniques. In many cases, the new sequence sets are optimal with respect to the theoretical bound of Tang, Fan, and Matsufuji which is from Welch bound [11] . The construction in [14] is just a special case of this new construction.
This paper is organized as follows. In Section II, we give some notations and background which will be used. In Section III, we present the new construction. We construct the shift sequences and derive the conditions under which they are optimal in Sections IV and V. Finally, Section VI concludes this paper.
II. PRELIMINARIES
Let s = {s i } and t = {t i } be two complex-valued sequences with period N . Then the crosscorrelation C s,t (τ ) between s = {s i } and t = {t i } at shift τ is defined by
where t * i+τ is the complex conjugate of t i+τ . If s = t, then C s,t (τ ) is called the autocorrelation of s. In this case, we denote it by C s (τ ) for simplicity.
Definition 1: A sequence s = {s i } with period N is called a perfect sequence if C s (τ ) = 0 for any 0 < τ < N .
Definition 2: A sequence s = {s i } with period N is called an ideal two-level sequence if C s (τ ) = −1 for any 0 < τ < N .
Definition 3:
and
if τ = P τ 1 ;
In 1995, Gong proposed the concept of interleaved sequences [3] . From then on, the interleaving technique is an important tool for sequence design.
Given a sequence s = {s 0 , s 1 , ..., s N −1 } with period N , a sequence ω = {ω 0 , ω 1 , ..., ω P −1 } of length P with |ω i | = 1, 0 ≤ i < P , and a shift sequence e = {e 0 , e 1 , ..., e P −1 }, where 0 ≤ e i < N, 0 ≤ i < P , we can construct a sequence a = {a 0 , a 1 , ..., a N P −1 } with period N P using the interleaving technique. Namely,
The new sequence a can also be written in the following matrix form:
We denote a as a(s, ω, e), and it is referred to as an interleaved sequence associated with (s, ω, e).
Let b = b(s, ω, f ) be another interleaved sequence associated with (s, ω, f ), where f = {f 0 , f 1 , ..., f P −1 } with 0 ≤ f i < N, 0 ≤ i < P . Then the crosscorrelation C a,b (τ ) between a and b at shift τ can be written as the formula at the top of this page, where the index is reduced by modulo P . For a set or vector V whose elements are taken from Z N = {0, 1, ..., N − 1}, we denote the minimal element in V by min(V).
Let
where the elements of A, B, and C are in Z N . Suppose that the nontrivial autocorrelation of s is upper bounded by δ, i.e.,
holds for any 0 < τ 0 < P , then a and b are shift equivalent if and only if
Otherwise, a and b are shift equivalent if and only if
Let c = c(s, ρ, g) be another sequence of period N P associated with ρ = (ρ 0 , ρ 1 , ..., ρ P −1 ) with |ρ i | = 1, 0 ≤ i < P , and the shift sequence g = {g 0 , g 1 , ..., g P −1 } with 0 ≤ g i < N, 0 ≤ i < P . Namely,
Then the crosscorrelation C a,c (τ ) between a and c at shift τ can be written as the formula at the top of this page, where the index is reduced by modulo P . Suppose that
holds for any 0 < τ 0 < P , then a and c are shift equivalent if and only if
Otherwise, a and c are shift distinct. Definition 4: With the notation as above, the difference matrix D e,f between two shift sequences e and f is defined by
Besides, e = f are called equivalent if at least one row of D e,f is constant.
For convenience in the following sections, we fix some notation for D e,f . Suppose that
We introduce the notation min 0 (D e,f ), min * 0 (D e,f ), and Index * 0 (D e,f ) which are defined by
III. NEW CONSTRUCTION OF LCZ OR ZCZ SEQUENCE SETS
In this section, we propose a new construction of LCZ or ZCZ sequence sets.
be a P × P complex Hadamard matrix [4] , i.e., for any 0 ≤ i = j ≤ P − 1, P −1 k=0 ω i,k ω * j,k = 0, and for any 0 ≤ i, j ≤ P − 1, |ω i,j | = 1. Let s = {s i } be a sequence with period N . Let E = {e 0 , e 1 , ..., e M −1 } be a set of inequivalent shift sequences, where e i = {e i,0 , e i,1 , ..., e i,P −1 } with 0 ≤ e i,j < N, 0 ≤ i < M, 0 ≤ j < P . Let
Then S is a set of M P sequences with period N P .
Theorem 1: With the notation as above, if the nontrivial autocorrelation of s is upper bounded by δ, then S is an LCZ sequence set with parameters (N P, M P, L, P δ), where
Proof: Due to the page limit, we omit the proof here. The proof is included in the full version of this paper [5] .
IV. CONSTRUCTIONS OF SHIFT SEQUENCES
In this section, we present the set of shift sequences E = {e 0 , e 1 , ..., e M −1 } used in the construction of S in Section 3.
The main results of this section are as follows.
where · is the floor function, and
For any 0 ≤ i < M , if L|N − 1 or P > 2, let
if L |N − 1 and P = 2, let
Theorem 2: Suppose that P < L and P |L. Let E = {e 0 , e 1 , ..., e M −1 } be the set of shift sequences defined by (6) or (7) . If the nontrivial autocorrelation of s is upper bounded by δ, then S constructed in Section III is an LCZ sequence set with parameters (N P, M P, L, P δ). In particular, if δ = 0, then S is a ZCZ sequence set with parameters (N P, M P, L).
Case 2: P Even, and L ≡ P/2 (mod P ) For simplicity, we denote L/P by q. Let
For 0 ≤ j ≤ P/2, define δ j by
if j = P/2 and P > 4, j − 1, otherwise .
For any 0 ≤ i < M , if L |N − 2 or P > 2, e i,j and e i,j+P/2 are defined by the formula at the top of this page, where j = 0, 1, ..., P/2 − 1.
If L|N − 2 and P = 2, let
Theorem 3: Suppose that P is even, and L ≡ P/2 (mod P ). Let E = {e 0 , e 1 , ..., e M −1 } be the set of shift sequences defined by (3) and (4), or (9) and (10) . If the nontrivial autocorrelation of s is upper bounded by δ, then S constructed in Section III is an LCZ sequence set with parameters (N P, M P, L, P δ). In particular, if δ = 0, then S is a ZCZ sequence set with parameters (N P, M P, L).
In order to prove Theorems 2 and 3, we need a number of lemmas which are provided in the following subsections. Due to the page limit, the proofs of them are omitted here. They are included in the full version of this paper [5] .
A. The Case of P |L
Lemma 2: For any 0 ≤ i = j < M , if P < L, then e i and e j are inequivalent.
Lemma 3: For any 0 ≤ i = j < M , min 0 (D ei,ej ) ≥ L/P , and for any 0 ≤ i, j < M , min * 0 (D ei,ej ) ≥ L/P . Proof of Theorem 2: By Theorem 1, Lemmas 1, 2, and 3, the result follows.
B. The Case of P Even, and L ≡ P/2 (mod P )
Lemma 5: For any 0 ≤ i < M , let
Lemma 6: For any 0 ≤ i = j < M , if L > P , then e i and e j are inequivalent.
Lemma 7:
Proof of Theorem 3: By Theorem 1, Lemmas 5, 6, 7, and 8, the result follows.
In [13] , some shift sequences were constructed for the case of N = M L.
V. OPTIMAL SEQUENCE SETS
In this section, we derive the conditions under which the new sequence sets are optimal.
Lemma 9 ([11]): For any LCZ sequence set with parameters (v, t, L CZ , δ), the following bound holds:
In particular, if δ = 0, the bound (11) can be simplified as
A. The Case of P |L Theorem 4: Let E = {e 0 , e 1 , ..., e M −1 } be the set of shift sequences defined by (6) or (7). Let σ be defined by (5) , and N = M L + P + σ + r with 0 ≤ r < L. If δ = 0 and L > P (P + σ + r), then S constructed in Section III is an optimal ZCZ sequence set with parameters (N P, M P, L).
Proof: By Theorem 2, S is a ZCZ sequence set with parameters (N P, M P, L). Because
S is an optimal ZCZ sequence set with parameters (N P, M P, L) by (12) .
Example 1: Let P = 3, L = 15, N = 79. Then M = 5, and the shift sequence E = {e 0 , e 1 , e 2 , e 3 , e 4 } is defined as follows: e 0 = {0, 47, 53}, e 1 = {5, 42, 58}, e 2 = {10, 37, 63}, e 3 = {15, 32, 68}, and e 4 = {20, 27, 73}. One can check that E satisfies Lemmas 1, 2, and 3. Let
where i 2 = −1. Thus, based on any complex-valued perfect sequence with period 79, we can construct an optimal ZCZ sequence set with parameters (237, 15, 15).
Theorem 5: Let E = {e 0 , e 1 , ..., e M −1 } be the set of shift sequences defined by (6) or (7). Let σ be defined by (5) , and N = M L + P + σ + r with 0 ≤ r < L. If δ = 1 and L > P (3P + r + σ), then S constructed in Section III is an optimal LCZ sequence set with parameters (N P, M P, L, P ).
Proof: By Theorem 2, S is an LCZ sequence set with parameters (N P, M P, L, P ). Because L > P (3P + r + σ), we have
On the other hand,
Hence S is an optimal LCZ sequence set with parameters (N P, M P, L, P ).
B. The Case of P Even, and L ≡ P/2 (mod P ) Theorem 6: Let E = {e 0 , e 1 , ..., e M −1 } be the set of shift sequences defined by (3) or (4). Let σ be defined by (8) , and N = M L + 3P/2 − 1 + σ + r with 0 ≤ r < L. If δ = 0 and L > P (3P/2 − 1 + σ + r), then S constructed in Section III is an optimal ZCZ sequence set with parameters (N P, M P, L).
Proof: The proof is similar to that of Theorem 4, so we omit it.
Example 2: Let P = 4, L = 22, N = 115. Then M = 5, and the shift sequence E = {e 0 , e 1 , e 2 , e 3 , e 4 } is defined as follows: e 0 = {0, 57, 51, 109}, e 1 = {45, 103, 6, 63}, e 2 = {11, 68, 40, 98}, e 3 = {34, 92, 17, 74}, and e 4 = {22, 79, 29, 87}. One can check that E satisfies Lemmas 5, 6, 7, and 8. Let Theorem 7: Let E = {e 0 , e 1 , ..., e M −1 } be the set of shift sequences defined by (3) or (4). Let σ be defined by (8) , and N = M L+3P/2−1+σ+r with 0 ≤ r < L. If δ = 1 and L > P (7P/2 − 1 + σ + r), then S constructed in Section III is an optimal LCZ sequence set with parameters (N P, M P, L, P ).
Proof: The proof is similar to that of Theorem 5, so we omit it.
VI. CONCLUSION
In this paper, we present a new general construction of LCZ or ZCZ sequence sets based on interleaving techniques. The construction in [14] is a special case of this new construction (It should be pointed out that in this case the shift sequence {e 0 , e 1 } is different from that in [14] .). In two cases, we present the shift sequences. The conditions are also derived under which the new sequence sets are optimal. In order to specify this new construction, we present some examples. More shift sequences are desirable.
