In the state-vector space for relativistic quantum fields a new set of basis vectors are introduced, which are taken to be eigenstates of the field operators themselves. The corresponding eigenvalues are then interpreted as representing matter waves associated with the respective quantum fields.
I. INTRODUCTION
In discussing various problems of particles and fields it is customary to base the formalism upon the Fock space in which the basis vectors are taken to be eigenstates of the partcle number operators [1] . Everything is expressed here in terms of those particles that arise from the quantum fields concerned. Thus, for example, the vacuum state is identified with the state in which no particles exist. Such a way of expressing quantum fields, or the Fock representation, is the one emphasizing the particle aspect thereof, hence may be called the particle-representation of quantum fields. The particle aspect is thereby made diagonal, so to speak.
From the standpoint of the wave-particle duality of matter, however, we must admit that the above-mentioned approach is concerned only with a half of the story. That is to say, another half, i.e., the wave aspect of quantum fields is, to some extent, pushed to the background of the scene. Thus, invoking the transformation theory of quantum mechanics we can equally expect the existence of an alternative representation in which the wave aspect is made diagonal, that is, the wave property comes to the foreground. Such a representation will hereafter be called the wave-representation, and this should therefore be the one that is complementary to the particle-representation. Now as a matter of course the wave property of quantum fields is most explicitly embodied by the field operators themselves, and their eigenvalues are to be understood as representing the corresponding matter waves. Thus, in the wave-representation we choose its basis vectors to be eigenstates of the field operators . In what follows a detailed study will be made of various problems concerning this representation.
For this purpose we consider, as an example, the simplest case of relativistic fields, that is, a free neutral scalar field φ( x, t), being given in the conventional notation as
where = (the Planck const.)/2π, ω k ≡ c k 2 + µ 2 , µ = mc/ and k j = (2π/L)n j with n j = 0, ±1, ±2, · · · (j = 1, 2, 3). The corresponding momentum operator π( x, t) is then written as
Here, the operators a( k) and a † ( k) are supposed to satisfy the usual commutation relations:
[a( k), a † ( k ′ )] = δ k, k ′ and [a( k), a( k ′ )] = 0. Our problem is then to solve the eigenvalue problems of the operators φ or π.
Before doing so we must make a few remarks, however. (a) Since [φ( x, t), φ( x ′ , t ′ )] =
[π( x, t), π( x ′ , t ′ )] = 0 does not hold true for t = t ′ in general, we must be content with solving the eigenvalue problems for equal-time quantities, e.g., φ( x, 0)'s or π( x, 0)'s. Incidentally, such a situation may be contrasted with the case of non-relativistic fields, where the field commutativity for t = t ′ as well as t = t ′ holds true in most of the interesting cases: cf. for example [2] . (b) There are, in fact, two ways of dealing with our problem, depending on which space − the x-or k-space − is discretized. In what follows we adopt the latter way, as already done in (1) and (2) . In this case the eigenvalues become some continuous functions in x, to express the spatial shapes of matter waves concerned . (c) As will be shown in sect 6, our wave-representation turns out mathematically to be inequivalent with the particlerepresentation. What we would like to do here, however, lies in formulating both wave states |wave > and particle states |particle > within one and the same representation, so that the usual, complementary interpretation about the wave-particle duality is retained, i.e.,
< wave|particle > = 0 in general. Thus, we shall restrict our consideration beforehand to a finite region of the discretized k-space. In this way we avoid the mathematical complications inherent in the system of infinite degrees of freedom.
In view of all this we shall hereafter consider, instead of (1) and (2), the operators of the following, rearranged and restricted forms:
Here K denotes some finite part of the regionK, whereasK is defined as an arbitrarily chosen half of the k-space, excepting k = 0, e.g., the region with n 3 ≥ 0, excepting n 1 = n 2 = n 3 = 0.
the operator (a + ǫa † ) with eigenvalue ξ are given in the form
where ǫ = ±, |0 > is the state satisfying a|0 >= 0 and < 0|0 >= 1. Here we see also ξ * = ǫξ, so that for ǫ = +(−) all eigenvalues ξ are real ( pure imaginary):
This should be so, because the above operator with ǫ = +(−) equals essentially
in the usual notation for canonical variables. In fact, using (5) we can easily confirm that (a + ǫa † )|ξ; ǫ >= ξ|ξ; ǫ >, < ξ; ǫ|(a + ǫa † ) =< ξ; ǫ|ǫξ * .
To do this we have only to note that exp[ǫ(a
As shown in Appendix 1 we see also that the following relations hold true:
< ξ
∞ −∞ dξ r |ξ r ; + >< ξ r ; +| = I,
On the other hand, the eigenstates |n > of the operator a † a with eigenvalue n(= 0, 1, 2, · · · ) are given as usual by
and satisfy
As proved in Appendix 2, we then have
where H n (x)'s are Hermite polynomials with n = 0, 1, 2, · · · .
From (12) and (13) we obtain at once
which for the cases ξ r = 0 or ξ i = 0 result in
The converse of the relation (14), for example, turns out to be
Thus for n = 0, in particular, the above relation becomes
which corresponds to a Gaussian wave-packet made up of the |ξ r ; + >'s.
B. Case of two-mode systems
Let us now turn to the case of a two-mode system. State vectors for such systems can, of course, be given as the direct product of those of type (5) for the respective one-mode systems. In fact, the state
with |0 > being such that a|0 >= b|0 >= 0 and < 0|0 >= 1, provides a simultaneous eigenstate of the operator (a + ǫa
where ǫ, ǫ ′ = ±.
III. ANOTHER TYPE OF BASIS VECTORS FOR TWO-MODE SYSTEMS
It is more convenient for our present purpose, however, to employ another type of simultaneous eigenstates |ξ, ǫξ * >, defined by
That this is a simultaneous eigenstate of (a + ǫb † ) and (b + ǫa † ) can be seen in a way similar to the case of (5):
Unlike the previous case the eigenvalues ξ and ǫξ * here are complex numbers in general.
For the state-vectors (23) the following relations are then shown to be true:
where we have put ξ = ξ r + iξ i , and similarly for ξ ′ . Proofs of these relations are given in Appendix 3.
On the other hand, simultaneous eigenstates of the operators a † a and b † b, with eigenvalues being n and m respectively, are given by
|n, m >< n, m| = I.
As shown in Appendix 4 the following relations then hold true:
where L m n (x)'s denote associated Laguerre polynomials, defined by
Incidentally , the appearance of Laguerre polynomials in certain Fock-space problems has been known for some time: see for example [3, 4, 5] .
Using (31) and the last relation in (30) we can express |ξ, ǫξ * > in terms of |n, m >:
A straightforward calculation by use of (33) leads us then to the completeness relation:
where The converse relations of (33) can also be obtained from (31) and (34);
Similarly, by use of relation (27) we can express, e.g., |ξ, ξ * > in terms of |ξ, −ξ * >'s:
Thus for a state | >= d 2 ξψ(ξ) |ξ, ξ * > with ψ(ξ) ≡< ξ, ξ * | > we find by virtue of (36) that
By putting n = m = 0 in (35) and ξ = ξ * = 0 in (33) we obtain respectively
and
The norm of (40) is diverging because it is normalized according to (26). The above relation, (39) and (40), exihibit the complementary nature between the description using |n, m >'s and the one using |ξ, ξ * >'s.
IV. MATHEMATICAL ASPECTS OF THE PROBLEM
In this section we make a digression to give a few remarks of mathematical nature. Some interesting mathematical formulae are also derived as by-products.
A. Eigenstates of the operator a † a
Let us first consider the matrix element of the operator a † a with respect to two states of type (5) with ǫ = + (ξ = ξ r , ξ ′ = ξ ′ r ):
where we have made use of a technique as mentioned in Appendix 3. By virtue of (41) the eigenstate |Ψ n > of the number operator a † a with eigenvalue n can be written as
Assuming an exponential damping for |ξ| → ∞ and putting < ξ; +|Ψ n >≡ e −ξ 2 /4 f n (ξ), we
As is well known, the solution of (43) is given in terms of Hermite polynomials H n (ξ) with eigenvalue n = 0, 1, 2, · · · , so that |Ψ n > agrees with |n > of (18). It is worth emphasizing
here that the interpretation of a † a as the number operator is made possible only under the above-mentioned boundary condition (another, exponentially increasing boundary condition is to be physically excluded).
Let us next rewrite the left-hand side of (41) by use of (14 ) as follows:
Combining this with (41) we obtain a mathematical formula for real x and y such that
It is also easy to generalize this to
where P (n) is an arbitrary polynomial in n.
B. Simultaneous eigenstates of the operators a † a and b † b
Performing an algebraic calculation similar to, but more lengthy than, the above we find the matrix elements of the operators a † a and b † b with respect to two states of type (23) with ǫ = + to be
When use is made of (47) and (48) the simultaneous eigennstate |Ψ nm > of the operator a † a and b † b, with eigenvalues being n and m respectively, can be written as
Assuming again an exponential damping for |ξ| → ∞ and putting < ξ, ξ
we obtain from (49) and (50):
where the primes attached to f mean the derivative with respect to |ξ| 2 . For the above two equations to be compatible we must have α = n − m, and the solution of (51) is
(|ξ| 2 ) for n − m ≥ 0, thus agreeing with (31). On the other hand, if we
, we then find from (49) and (50):
thereby implying that α = n−m and 
C. Relations between Hermite and Laguerre polynomials
Let us first evaluate the transformation function < ξ 1 , η 1 ; ǫ 1 , ǫ 2 |ξ, ǫξ * > directly, that is, by subsituting the explicit expressions (20) and (23) therein and using the same technique as given in Appendix 1. The result then is as follows:
where
The expression (55) is simplified, however, for the case
where we have put ξ 1 = x, η 1 = y. Combining (54) with (56) we obtain < x, y; +. + |ξ, ǫξ
Similarly, we have for the case
where ξ 1 ≡ ix, η 1 ≡ iy, and for the case ǫ 1 = +, ǫ 2 = −;
Next, by use of (9) and (14) we can rewrite < n.m|ξ, ǫξ * > with, e.g., n − m ≥ 0 as follows:
< n, m|ξ, ǫξ * >= ∞ −∞ dxdy < n, m|x, y; +, + >< x, y : +, +|ξ, ǫξ
Taking account of (31) and (57) in the above, we obtain a formula to relate Hermite to Laguerre polynomials:
Incidentally, if in (60) |x, y; −, − >'s are employed instead of |x, y; +, + >'s, then the resulting formula will be essentially the same as (61). We add here that some special cases of (61) are found, for example, in [6] .
If we put ξ r = 0 and write ξ i = x in (61), the formula will become
Similarly, if we put ξ i = 0 and write ξ r = x there, the formula will then become
We note that (63) reduces, for the case x = 0, to the well-known ortho-normality relation of Hermite polynomials. Furthermore, (62) also take the following forms: for n − m =even
and for n − m =odd
Lastly we note that if in (60) |x, y; +, − >'s are employed instead of |x, y; +, + >'s, then the resulting formula will be
When the y−integration is carried out in the above and the formula
is used, (66) will be reduced to (61). For the case n = m and ξ r = ξ i = 0, for example, (66)
which can also be obtained by use of (67) together with the ortho-normality relation of Hermite polynomials.
V. EIGENVALUE PROBLEMS OF FIELD OPERATORS: THE WAVE-REPRESENTATION
Having made the preliminary studies in the foregoing sections we now proceed to our main theme, i.e., the eigenvalue problems of φ( x, 0) and π( x, 0) given respectively by (3) and (4) . As already mentiond in sect 1, simultaneous eigenstates of φ( x, 0)'s or of π( x, 0)'s at all spatial points x are given as direct products of the respective eigenstates of the operators (a(0) ± a † (0)) and of (a( k) ± a † (− k))'s with k ∈ K, where upper (lower) signs are for , 0) ).
A. Basis vectors
First let us consider the case of φ( x, 0). For the operator (a(0)+a † (0)) of the mode k = 0, the eigenstate |ξ(0) > with eigenvalue ξ(0) (real) is obtained from (5) by putting ǫ = +, ξ = ξ(0), a = a(0), and replacing |0 > with |0 > p :
where |0 > p is the state for which a( k)|0 > p = 0 for all k's concerned and p < 0|0 > p = 1. On the other hand, for the operators (a(
Thus, if we form a direct product such that
with N being a numerical factor, then the following eigenvalue equation will hold true:
where the eigenvalue ϕ ξ ( x) = ϕ * ξ ( x) is given as
here may be interpreted as representing the matter wave associated with the eigenstate concerned.
The case of π( x, 0) can be dealt with in a similar manner. This time we have only to make use of (5) and (23) with ǫ = −, and the final result is as follows. The states defined by
with N ′ being a numerical factor will then satisfy the eigenvalue equation:
where the eigenvalue χ η ( x) = χ * η ( x) is given as
The state vectors (71) have ortho-normality and completeness such that
This is because each factor state thereof satisfies (7) and (9), as well as (26) An arbitrary state | > can be expressed in terms of, e.g., (71) as
Further, how the operators φ( x, 0), π( x, 0) and their spatial derivatives act on | > or on the probability amplitude Ψ(ξ(0); ξ( k 1 ), ξ( k 2 ), · · · ) can be seen from the following relations:
where ϕ ξ ( x) is given by (73) and
In the above we have taken account of the relations (37) and (38).
Incidentally, the expectation value of φ( x, 0) for the state (79) is written as
The above quantity (82) may be interpreted as the matter wave associated with the state | >.
B. Quantum representatives of classical fields
The basis vectors (71) or (74) are not nomalized to unity, however. For evaluating physical quantities it is more convenient therefore to employ instead Gaussian wave-packets with width d (> 0) around the point (ξ(0);ξ(
with
and similarly for the case of (74). The scalar product of two such states is then found to be
showing that the two states are approximately orthogonal only when some of the (|ξ − ξ ′ | 2 /d)'s are far greater than unity.
Let us now evaluate the expectation value of φ( x, 0) with respect to the state (85). By using (82) ∼ (86) together with the relation ϕ ξ+ξ
Thus, given a classical field ϕ cl ( x) = ϕξ( x) we Fourier-analyse it to determine its Fourier coefficients. From (88) we can then determine theξ(0) andξ( k ℓ )'s, and then from (85) the corresponding state |ξ; d ≫. In this case, we then have ≪ξ; d|φ( x, 0)|ξ; d ≫= ϕ cl ( x). More generally, if any state | > satisfies the relation < |φ( x, 0)| >= ϕ cl ( x), we shall call this | > a quantum representative of ϕ cl ( x). Thus, the above |ξ; d ≫ is one of such states.
The operator π( x, 0), on the other hand acts on |ξ; d ≫ as follows:
It thus follows that ≪ξ; d|π( x, 0)|ξ; d ≫= 0.
Lastly we collect the expectation values of some relevant quantities in the limit K →K and L → ∞:
where K ν 's denote modified Bessel functions.
Further the expectation value of the total number operator reads
where we have putξ(− k) ≡ξ * ( k) in accordance with (73) and (88). The last result implies that the total number of particles is proportional, apart from an additional constant, to the absolute square of the corresponding classical field ϕ cl ( x) = ϕξ( x) given by (88).
VI. TWO KINDS OF VACUA
It is usual in literature to define the vacuum state as the one containing no particles therein, or in our terminology, as the ground state in the particle-representation. As mentioned in sect 1 let us call this state the particle-vacuum |0 > p . Similarly, the waverepresentation is expected to have its own ground state, or the wave-vacuum |0 > w . This should be the one in which the field variables φ( x, 0), loosely speaking, completely vanishes.
More precisely, it is to be defined as the eigenstate of φ( x, 0) with eigenvalue ϕ ξ ( x) = 0, that is,
It is then easy to show that the basis vectors, e.g., (71), in the wave-representation can be created from |0 > w as follows:
where D 0 and D k are unitary operators such that
We note that the above operators play the role similar to the so-called coherent operators with which to create coherent states from |0 > p (cf. for example [7] ) , but unlike these they have the property (100) or the commutativity
Let us now turn to studying further properties of two kinds of vacua. When taking account of (19) and (39), we can write the particle-vacuum |0 > p as
The right-hand side of (101) 
As for the wave-vacuum, on the other hand, it is more realistic physically to adopt, instead of the above |0 > w , the wave-packet state (85) with allξ's = 0, that is,
which is to be contrasted with (102).
In this connection it may be of interest to know about the particle contents in the state (85). To do this we first limit ourselves to the case of mode k = 0, and denote by |n > and |ξ ≫ the state vectors for this mode in the particle-and wave-representations, respectively.
By use of (16) we find after some calculations that
Incidentally, forξ(0) = 0 this is non-vanishing only for n = even, whereas for d = 1 this For the case of mode ( k, − k) with k ∈ K we similarly denote by |n, m > and |ξ ≫ the relevant parts of the basis vectors for this mode. By virtue of (31) we obtain, e.g., for
n − m ≥ 0:
In the case ofξ r ( k) =ξ i ( k) = 0 corresponding to |0 ≫ w , we find that I 2 = 2πδ nm δ s0 . Then I 1 for this case is easily calculated, to give the final result
This implies that for the state |0 ≫ w the partcles appear only in pairs with opposite momenta ± k, and its probabilities are the same for all k's. This property of |0 ≫ w is also shared by |0 > w , as may be seen from (40). All the results obtained above shows that the two kind of vacua are of the nature mutually complementary.
We are now in a position to see the reason why we have had to restict the region of k ℓ 's to K. The above results (104) and (107) show that if K is extended to the entire region K, the inner product | < 0|0 ≫ w | will take the form of an infinite product such as r 0 ℓ r ℓ with all r's being smaller than unity, hence | < 0|0 ≫ w | → 0. This in turn implies that the particle-and wave-representations tend to be inequivalent with each other, a situation we just wanted to avoid. The same is also true of | p < 0|0 > w | as seen from (19) and (40).
We end this section by making a physical remark. Physical results to be compared with experiments, such as (104) ∼ (107), depend of course on the parameter d. Needless to say, its magnitude should be so chosen as to be far smaller than the accuracy in measuring thē ξ( k)'s.
VII. FURTHER REMARKS A. Two kinds of superposition
In field theories one and the same word superposition is used in regards to two different objects, that is, classical fields (or waves) and quantum states. The two kinds of superposition are quite distinct concepts, and as shown below they naturally give rise to differences in physical results. Thus, to make a distinction between the two let us hereafter use the words c-and q-superposition for the former and the latter, respectively.
In sect 5 (cf.(72)) we have interpreted the eigenvalues ϕ ξ ( x) of the field operator φ( x, 0)
as representing the matter waves associated with the field. As already mentiond, it is clear, from the definition of ϕ ξ ( x), (73), that
which is a c-superposition of two c-number quantities or matter waves ϕ ξ ( x) and ϕ ξ ′ ( x), to form a third such quantity ϕ ξ+ξ ′ ( x). On the other hand, we may consider another, qsuperposition of the corresponding two eigenstates of φ( x, 0),
, · · · >, having the eigenvalues ϕ ξ ( x) and ϕ ξ ′ ( x) respectively. In this case, however, the result of superposition is not equal in general to
, · · · > , having the eigenvalue ϕ ξ+ξ ′ ( x) (as is clear from the definition (71)). That is to say, we have in general
This clearly indicates that the two kinds of superposition should strictly be distinguished from each other.
The inequality of the type (109) holds also for quantum representatives |ξ; d ≫ of classical waves ϕξ( x). To see this let us consider two states |1 > and |2 > defined by
where D ≡≪ξ ′ ; d|ξ; d ≫ > 0, and the two sates |1 > and |2 > are so adjusted that for the caseξ =ξ ′ we have |1 >= |2 >= |ξ; d ≫.
It is then easy to show that the inequality |1 > = |2 > by actually calculating some expectation values with respect to each of these states. We have, for example,
thus for the energy density
The above is enough to show that |1 > = |2 > in general, hence the inequality of the type (109). It is also clear that the two states, |1 > and |2 >, leads to a difference in the interference effects that arise originally from the c-superposition of ϕξ( x) and ϕξ′( x).
Summarizing, the lesson we learn from the above is that the c-and q-superposition should be kept distinct in discussions of quantum fields.
B. Applications to the electromagnetic and other fields
Let us first consider the case of electromagnetic fields. In the Coulomb gauge the vector potential A( x, 0) is written as
Here ω k ≡ c| k|, and e( k, j)'s are unit vectors perpendicular to each other as well as to k.
For k = 0 the vectors e(0, j)'s are not definable, but the corresponding terms in A, if any, may be eliminated by means of a gauge transformation whose gauge function is of the form −−− → const. · x. And for k ∈ K we may choose them in such a way that e(− k, j) = e( k, j). Then
A( x, 0) can be cast in a form similar to (3):
so that our method of the wave-representation developed for the operator φ( x, 0) can be straightly applied to the operator A( x, 0) in the above form. In this case the corresponding expressions for the field strengths E( x, 0) and H( x, 0) become
Now the eigenstates |ξ( k 1 , j 1 ), ξ( k 2 , j), · · · > of the operator A( x, 0) can be obtained simply from (71) by making some obvious modifications. An arbitrary state vector | > is then written as
where Dξ means both the integration and summation over all k ℓ 's and j ℓ 's. In this case various operators act on this state in the following manner.
Further, in a way similar to (85) and (86) we can also construct wave-packet states |ξ; d ≫:
In this connection, the following expectation values may be of interest:
≪ξ; d| H( x, 0)|ξ; d ≫= Hξ( x); (130)
and for the energy density E( x)
Needless to say, the terms involving k in (131)∼ (133) correspond to the respective wavevacuum values in the limit d → 0. Incidentally, the roles of E and H in the above relations are , so to speak, interchanged, if the basis vectors of the form (74) are employed.
The two kinds of vacua and other properties can be argued in the same way as in the preceding sections. It is thus expected that our wave-representation will be useful, e.g., in quantum optics, especially in clarifying the wave aspect thereof.
Lastly we spend only a few words about the case of Fermi fields. It is, of course, possible to formally construct the wave-representation by use of Grassmann numbers [8, 9] . Since, however, such numbers cannot directly be related to observable quantities, we should say that the wave-representation would not be so useful as in the case of Bose fields.
equations:γ
The solutions of these differential equations under the initial conditions a ± (0) = 0, β ± (0) = 0 and γ ± (0) = 0 are
The above method of deriving (A1) is originally due to Sakoda [10] . Using (A1) we then
Substituting into (A4) the above α + , β + and γ + and doing the same for α − , β − and γ − we obtain respectively
We can now show that (A6) in the limit λ → ±1 leads to < ξ ′ , ǫ|ξ; ǫ > (apart from normalization). First for the case ǫ = +, we put there λ = 1 − κ, ξ = ξ r and ξ ′ = ξ ′ r to find in the limit κ → 0
Next, for the case ǫ = −, we put λ = −1 + κ, ξ = iξ i and ξ ′ = iξ ′ i to find similarly
Relations (A7) and (A8) lead to (7) in the text. Lastly, putting in (A5) λ ≈ 1, ξ = ξ r and
thereby proving (8) .
On the other hand, for proving (9) we proceed as follows:
where use is made of (11). The case ǫ = − can be dealt with in the same way.
Proofs of (12) and (13)
By using the expression
we find
Thus, for the cases n = even = 2k and n = odd = 2k + 1, (A13) can be rewitten respectively as < 2k|ξ; ǫ > = e 
where use is made of the relation (2r)! = (2r)(2r − 1)(2r − 2)(2r − 3) · · · × 2 · 1 = 2 r r!(2r − 1)!! .
Putting, in (A13) and (A14), ǫ = +, ξ = ξ r , ǫ/ξ 2 = 1/ξ 2 r or ǫ = −1, ξ = iξ i , ǫ/ξ 2 = 1/ξ 2 i and using (A16), we arrive at (12) and (13).
In a way similar to the case of (A1) we can show that e ±λab e −λa † b † = e −α ± (λ)a † b † e −β ± (λ)N e −γ ± (λ)ab ,
where −1 < λ < 1 and α ± (λ) =γ ± (λ) = λ 1 ± λ 2 ,β ± (λ) = log(1 ± λ 2 ).
Using (A24) we can write
which owing to (A23) becomes = e −α ± ξ ′ * η ′ * e −γ ± ξη e ξ ′ * ξe −β ± e η ′ * ηe −β ± e −β ± .
In the last expression we substituteα − ,β − ,γ − , given by (A25), η = ǫξ * , η ′ = ǫξ ′ * , and 
Similarly, in (A27) we substituteα + ,β + ,γ + given by (A25), η = ξ * , η ′ = −ξ ′ * and λ ≈ 1, thereby obtaining the expression corresponding to (A27) in the text. 
which for η = ǫξ * gives (31) when (32) is taken into account.
Proof of (34)
By using (33) and putting ξ = x + iy = re iθ we can proceed as follows:
Similarly the fourth term therein becomes
|n, m >< n, m|.
On the other hand the θ-integration dθe i(n−m+m ′ −n ′ ) in the second term vanishes since n − m + m ′ − n ′ = 0, so that this term gives no contribution to (A31). Likewise for the third term.
Collecting the above results, we are led to dxdy |ξ, ǫξ * >< ξ, ǫξ * | = |n, m >< n, m| = I (A34) that is, (34).
