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RELATIVE FORMALITY THEOREM AND
QUANTISATION OF COISOTROPIC SUBMANIFOLDS
ALBERTO S. CATTANEO AND GIOVANNI FELDER
Abstract. We prove a relative version of Kontsevich’s formality
theorem. This theorem involves a manifold M and a submanifold
C and reduces to Kontsevich’s theorem if C = M . It states that the
DGLA of multivector fields on an infinitesimal neighbourhood of C
is L∞-quasiisomorphic to the DGLA of multidifferential operators
acting on sections of the exterior algebra of the conormal bundle.
Applications to the deformation quantisation of coisotropic sub-
manifolds are given. The proof uses a duality transformation to
reduce the theorem to a version of Kontsevich’s theorem for super-
manifolds, which we also discuss. In physical language, the result
states that there is a duality between the Poisson sigma model on
a manifold with a D-brane and the Poisson sigma model on a su-
permanifold without branes (or, more properly, with a brane which
extends over the whole supermanifold).
1. Introduction
In [K1] Kontsevich gave a solution to the problem of deformation
quantisation of the algebra of functions on an arbitrary Poisson mani-
fold. This solution is based on his formality theorem, stating that the
differential graded Lie algebra (DGLA) of multidifferential operators
is L∞-quasiisomorphic to its cohomology, the DGLA of multivector
fields. We consider here a version of the formality theorem for a pair
(M,C) of manifolds C ⊂ M , which reduces to the original formality
theorem if C = M . The algebra of functions on M is replaced here
by the graded commutative algebra A of sections of the exterior alge-
bra of the normal bundle NC. The (suitably completed) Hochschild
complex of A, with Hochschild differential and Gerstenhaber bracket
contains the sub-DGLA Dˆ(A) of “multidifferential operators” on A,
namely cochains built out of products of compositions of derivations
of A. The statement is that this DGLA is L∞-quasiisomorphic to its
cohomology, which is identified with the DGLA T (M,C) of multivec-
tor fields on a formal neighbourhood of C with Schouten–Nijenhuis
A. S. C. acknowledges partial support of SNF Grant No. 20-100029/1.
G. F. acknowledges partial support of SNF Grant No. 200020-105450/1.
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bracket and zero differential, see Theorem 4.8. The proof is based
on a “Fourier transform” Theorem 4.1 which states that the Gersten-
haber algebra T (M,C) is isomorphic to the Gerstenhaber algebra of
multivector fields on the supermanifold N∗[1]C, the conormal bundle
with shifted parity of the fibres. In terms of supermanifolds, this iso-
morphism is obtained from an isomorphism of odd-symplectic graded
supermanifolds T ∗[1]NC → T ∗[1]N∗[1]C, a variant of what Roytenberg
calls “Legendre transform” [R]. At this point the result follows from a
version of Kontsevich’s formality theorem for supermanifolds, see The-
orem 4.6. The proof of the latter theorem is parallel to Kontsevich’s
[K1], except for signs, which are already non-trivial in the original set-
ting of ordinary manifolds. For this reason we work out all signs in the
Appendix, and develop a formalism in which these signs appear in an
essentially transparent way.
In the application to deformation quantisation we take C to be a
coisotropic submanifold of M , which means that the vanishing ideal
I(C) of C is a Poisson subalgebra of C∞(M). To these data one asso-
ciates a Poisson algebra, the algebra of functions on the reduced phase
space C∞(C) = N(I(C))/I(C), the quotient of the normaliser of the
Lie algebra I(C) by I(C). Even if the reduced phase space C, which
is by definition the space of leaves of the characteristic foliation of C,
is singular, the Poisson algebra C∞(C) of “smooth functions” on it
makes sense, and one can ask the question of quantising this algebra in
the sense of deformation quantisation. It seems that this is not always
possible because of anomalies, but it may be argued that the question
is not correct and that one should not try to quantise C∞(C), which
can be trivial even for interesting C, but rather some kind of resolution
of it. In fact there is a natural complex whose cohomology in degree
zero is C∞(C): the conormal bundle N∗C of a coisotropic manifold
is naturally a Lie algebroid, and C∞(C) is its zeroth Lie algebroid
cohomology algebra. Thus one replaces C∞(C) by the Lie algebroid
cochain complex Γ(C,∧NC). This differential graded algebra is how-
ever not a Poisson algebra; it turns out, as essentially noticed by Oh
and Park [OP], that the Poisson structure on M induces a P∞-struc-
ture on Γ(C,∧NC), namely an L∞-structure whose structure maps are
multiderivations, see Theorem 2.2. Algebraically, the P∞-brackets are
obtained from the Poisson structure on M as higher derived brackets
in the sense of T. Voronov [Vo]. This L∞-structure induces the Poisson
bracket on cohomology. At this point the L∞-machinery can be applied:
the L∞-structure can be understood as a solution of the Maurer–Car-
tan equation in T (M,C) and is mapped by the L∞-quasiisomorphism
RELATIVE FORMALITY THEOREM 3
to a solution of the Maurer–Cartan equation in Dˆ(A). The latter is a
deformation of the product in A as an A∞-algebra, see Theorem 3.2. At
this point one may want to pass to cohomology to quantise the original
Poisson algebra C∞(C), or more general the whole Lie algebroid coho-
mology. It is here that one meets the anomalies in general. Namely the
A∞-algebra obtained by this construction is not flat in general, namely
its 0th product map µ0 may not vanish (we use the not-quite-standard
but natural definition of A∞-algebra which allows for non-zero prod-
uct µ0 ∈ A and call an A∞-algebra flat if µ0 = 0). In this case the
first product µ1 is not a differential and the cohomology is not defined.
Removing µ0 (which is at least quadratic in the deformation parame-
ter) is a cohomological problem with an obstruction in the second Lie
algebroid cohomology group. In some cases the obstruction vanishes
even if the cohomology does not, see the second remark in 3.2. If the
obstruction vanishes, one gets an associative algebra, which is however
not always a flat deformation of C∞(C). This time the obstruction is
in the first cohomology group, see Corollary 3.3.
Some of the results presented here were announced in [CF]. There
the interpretation of these results in terms of topological quantum field
theory is given: the L∞-quasiisomorphism is constructed using a topo-
logical sigma model on the disk with the boundary condition that the
boundary is sent to C. An alternative approach to this class of prob-
lems, based on Tamarkin’s formality theorem, was proposed recently in
[BGHHW]. See also the very recent preprint [LS], in which a use of the
formality for supermanifolds similar to ours is presented in a physics
context and shown to be applicable to weak Poisson manifolds.
From the point of view of topological quantum field theory adopted in
[CF] this paper concerns the case of a single D-brane. The more general
case of several D-branes will be studied elsewhere. It corresponds to
the theory of (bi)modules over the deformed algebras.
Acknowledgements We are grateful to Jim Stasheff and Riccardo
Longoni for useful comments and corrections to the the first draft of
this paper. We thank Martin Bordemann for his useful comments and
explanations. We also thank the referee for carefully reading the man-
uscript and for suggesting improvements.
Conventions. We work in the category of graded vector spaces (or
free modules over a commutative ring) V = ⊕j∈ZV
j , and denote by
|a| the degree of a homogeneous element a ∈ V |a|. We denote by V [n]
the graded vector space ⊕jV [n]
j with V [n]j = V n+j. The space of
homomorphisms f : V → W of degree j (i.e., such that f(V i) ⊂ W j+i
is denoted by Homj(V,W ). The Koszul sign rule holds. A derivation f
4 ALBERTO S. CATTANEO AND GIOVANNI FELDER
of degree |f | of a graded algebra A is a linear endomorphisms of degree
|f | obeying f(ab) = f(a)b+ (−1)|a||f |af(b) for all a, b ∈ A. See A.1 for
more details.
2. Coisotropic submanifolds of Poisson manifolds
2.1. Coisotropic submanifolds. Let (M,π) be a Poisson manifold,
with Poisson bivector field π ∈ Γ(M,∧2TM) and Poisson bracket
{f, g} = 〈π, df ⊗ dg〉. Let π♯ : T ∗M → TM be the bundle map in-
duced by π on each cotangent space: 〈π♯(α), β〉 = 〈π, α ⊗ β〉. A sub-
manifold C ⊂ M is called coisotropic [W] if π♯|C maps the conormal
bundle N∗C = Ann(TC) ⊂ T ∗CM to the tangent bundle TC. Equiv-
alently, C is coisotropic if and only if the ideal I(C) of the algebra
C∞(M) consisting of functions vanishing on C is closed under the Pois-
son bracket. Examples include M itself, Lagrangian submanifolds of
symplectic manifolds, graphs of Poisson maps, zeros of equivariant mo-
ment maps and mechanical systems with first class constraints.
Coisotropic submanifolds come with interesting geometric and alge-
braic structures, which we turn to describe.
2.2. Characteristic foliation and reduced phase space. If C is
coisotropic, the distribution π♯(N∗C) ⊂ TC of tangent subspaces is
involutive since it is spanned by hamiltonian vector fields Xh = π
♯dh
with h ∈ I(C), which commute on C by the coisotropy condition. The
corresponding foliation is the characteristic foliation of C. The leaves
of the characteristic foliation have points related by hamiltonian flows
with hamiltonian functions in I(C). The reduced phase space C of C is
the space of leaves of the characteristic foliation. It can be a wild space
so that it is better to consider the algebra of functions on it, which is,
by definition, the algebra of functions on C that are invariant under
the hamiltonian flows of I(C):
C∞(C) = {f ∈ C∞(C) |Xh(f) = 0 ∀h ∈ I(C)}.
If C is a manifold, then the Poisson bivector field descends to C and
gives it a structure of Poisson manifold. In general C∞(C) is a Poisson
algebra, namely a commutative algebra with a Lie bracket which is
a derivation in each of its arguments. The Lie algebra structure is
induced from the Lie algebra structure on C∞(M) as is clear from the
representation
C∞(C) = N(I(C))/I(C),
as the quotient by I(C) of the normaliser
N(I(C)) = {f ∈ C∞(M) | {I(C), f} ⊂ I(C)}
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of the Lie subalgebra I(C).
2.3. The Lie algebroid of a coisotropic submanifold. The space
of sections of the conormal bundle has a natural Lie algebra structure.
The Lie bracket is uniquely defined by the conditions
[df, dg] = d{f, g}, f, g ∈ I(C),
[fα, β] = f [α, β]− π♯(β)(f)α, α, β ∈ Γ(C,N∗C), f ∈ C∞(C).
By construction, π♯ induces a Lie algebra homomorphism Γ(C,N∗C)→
Γ(C, TC) from this Lie algebra to the Lie algebra of vector fields. In
other words, N∗C is a Lie algebroid over C.
2.4. The cochain complex of a coisotropic submanifold. As for
every Lie algebroid, the Lie algebroid of a coisotropic submanifold
comes with a cochain complex, see [MK]:
· · · → Γ(C,∧jNC)→ Γ(C,∧j+1NC)→ · · · .
The differential δ on Γ(C,∧0NC) = C∞(C) is δf = π♯df˜ mod TC,
for any extension f˜ of f to M : the class of π♯df˜ in NC = TCM/TC
is independent of the choice of extension because of the coisotropy
condition. The differential on Γ(C,∧1NC) is the dual map to the
Lie bracket Γ(C,∧2N∗C) → Γ(C,N∗C). The differential on general
cochains is determined by the rule
δ(α ∧ β) = δα ∧ β + (−1)|α|α ∧ δβ, α, β ∈ Γ(C,∧NC).
The cohomology of this complex is the cohomology Hπ(N
∗C) of the
Lie algebroid N∗C. It is a graded commutative algebra. In degree 0
we have
H0π(N
∗C) = C∞(C).
The first cohomology group describes infinitesimal deformations of the
imbedding of C as a coisotropic submanifold up to deformations in-
duced by hamiltonian flows.
2.5. The P∞-structure on the cochain complex. A natural ques-
tion is whether the Poisson bracket on H0π(N
∗C) = C∞(C) comes from
a structure on the cochain complex. We want to show that this struc-
ture is a flat P∞-structure (defined up to homotopy), namely a graded
commutative algebra structure with a compatible flat L∞-structure.
In particular, this flat P∞-structure induces a Poisson bracket on the
whole cohomology algebra Hπ(N
∗M). The definitions are as follows. A
P∞-algebra (P for Poisson) is a graded commutative algebra A over a
field of characteristic zero with a sequence of linear maps λn : A
⊗n → A
6 ALBERTO S. CATTANEO AND GIOVANNI FELDER
of degree 2 − n, n = 0, 1, 2, . . . with the following properties (Proper-
ties (i) and (iii) characterise L∞-algebras) that are to hold for arbitrary
a1, . . . , an ∈ A:
(i) λn(. . . , ai, ai+1, . . . ) = −(−1)
|ai|·|ai+1|λn(. . . , ai+1, ai, . . . ).
(ii) a 7→ λn(a1, . . . , an−1, a) is a derivation of degree 2− n−
∑n−1
i=1 |ai|.
(iii) For all n ≥ 0, the map
a1 ⊗ · · · ⊗ an 7→
n∑
q=0
(−1)q(n−q)
q!(n− q)!
λn−q+1(λq(a1, . . . , aq), aq+1, . . . , an)
vanishes on the image of the alternation map Altn =
1
n!
∑
σ∈Sn
sign(σ)σ.
A flat P∞-algebra is a P∞-algebra such that λ0 = 0. Then λ1 is a
differential, λ2 a chain map obeying the Jacobi identity up to exact
terms. So the λ1-cohomology of a flat P∞-algebra is a graded Poisson
algebra.
Remark. This notion of flat P∞-structure is not completely standard:
in the spirit of homotopical algebra one might prefer a notion in which
also the commutativity of the product and the Leibniz rule hold only
up to homotopy. Here only the bracket of a Poisson algebra is replaced
by a sequence of higher brackets controlling the violation of the Jacobi
identity.
The construction of a flat P∞-structure on A = Γ(C,∧NC) for a
coisotropic submanifold C ⊂ M depends on the choice of an identi-
fication of a tubular neighbourhood of C with the normal bundle of
C, more precisely an embedding ι of NC into M sending the zero
section identically to C and such that, for x ∈ C, the restriction of
ι∗ : Tx(NC) → TxM composed with the canonical projection is the
identity NxC → TxM/TxC. As such an embedding is unique up to
homotopy, the construction gives a flat P∞-structure up to homotopy.
We give the construction in the more general setting of a general sub-
manifold of M , yielding a non-necessarily flat P∞-structure. As the
construction only involves a neighbourhood of the submanifold, we
may as well assume that M is the total space of a vector bundle, which
is then canonically the normal bundle of its zero section C.
Proposition 2.1. Let C be a submanifold of a Poisson manifold M ,
not necessarily coisotropic. Assume that M is the total space of a
vector bundle p : E → C and let C ⊂M be the zero section of E. Then
there is a unique P∞-structure on Γ(C,∧NC) ≃ Γ(C,∧E) such that for
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v1, . . . , vn ∈ Γ(C,E), f, g ∈ C
∞(C) = Γ(C,∧0E), and u, w ∈ Γ(C,E∗)
λn(v1, . . . , vn−2, f, g) = (−1)
n−2v1 · · · vn−2{p
∗f, p∗g}|C,
〈λn(v1, . . . , vn−1, f), u〉 = (−1)
n−1v1 · · · vn−1{p
∗f, u}|C
〈λn(v1, . . . , vn), u⊗ w〉 = (−1)
nv1 · · · vn{u, w}|C.
On the right-hand side of these equations, u, w are regarded as functions
on M linear on the fibres, and vi as vertical vector fields on M .
The uniqueness part is clear: since λn is a multiderivation, it is
sufficient to define it on Γ(C,∧jE) with j = 0, 1 as the algebra is
generated by these spaces. Since λn is of degree 2 − n, λn vanishes
on elements of degree 0 or 1 except in the three cases listed in the
Proposition. The fact that the λn extend to a P∞-structure can be
checked directly, but we will deduce it from a more general result below
(see Prop. 4.4).
Theorem 2.2. Assume that in Prop. 2.1, C is coisotropic. Then λ0 =
0 so that Γ(C,∧NC) is a flat P∞-algebra, λ1 is the differential of 2.4
and λ2 induces the Poisson bracket on H
0
π(C) = C
∞(C) of 2.2.
Proof : Let u, v ∈ Γ(C,N∗C) considered as fibre-linear functions on
NC. We have 〈λ0, u⊗ v〉 = {u, v}|C = 0 since u, v belong to the ideal
I(C), which is a Lie subalgebra if C is coisotropic. By definition, if
f ∈ C∞(C), 〈λ1(f), u〉 = {p
∗f, u}|C, so λ1(f) is the class in Γ(C,NC)
of π♯df˜ with f˜ = p∗f . If w ∈ Γ(C,NC), 〈λ1(w), u⊗ v〉 = w{u, v}|C =
〈w, [u, v]〉. Therefore λ1 is indeed the differential of 2.4. As for λ2,
recall that the Poisson bracket of f, g ∈ H0π(N
∗C) = Ker(λ1 : C
∞(C)→
Γ(C,E)) is defined as {f˜ , g˜} for any extension f˜ , g˜ of f, g to M . This
is precisely the definition of λ2, with f˜ = p
∗f . 
Using this result, we obtain a Poisson bracket induced by λ2 on the
cohomology Hπ(N
∗C). A priori this bracket depends on the choice of
embedding of NC into M . However we see by a standard homotopy
argument that this is not the case:
Proposition 2.3. Let C ⊂ M be coisotropic. Then the Lie bracket
induced by λ2 on the cohomology Hπ(N
∗C) is independent of the choice
of embedding of NC into a tubular neighbourhood of C
2.6. Higher derived brackets and relative multivector fields.
The maps λj on Γ(C,∧NC) are a special case of higher derived brack-
ets, see [Vo]. Let a be an abelian graded Lie subalgebra of a graded Lie
algebra g, with a projection P : g → a, satisfying P [a, b] = P [Pa, b] +
P [a, P b]. Suppose we have an element π ∈ g of degree 1 obeying
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[π, π] = 0. Then the higher derived brackets
{a1, . . . , an} = P [· · · [π, a1], a2], . . . ], an]
are graded symmetric multilinear functions of degree 1, obeying the
Jacobi identities∑
k
∑
σ∈Sn
(−1)ǫ
k!(n− k)!
{{aσ(1), . . . , aσ(k)}, . . . , aσ(n)},
with the natural sign: ǫ =
∑
i<j,σ(i)>σ(j) deg(ai)deg(aj). The brackets
λn(a1, . . . , an) = (−1)
∑
i(i−1)deg(ai){a1, . . . , an}
are then skew-symmetric and of degree 2−n with respect to the shifted
degree |a| = deg(a) + 1 and they obey the L∞-Jacobi identities (iii)
above.
In our case, g = T (M,C) is the Lie algebra of relative multivec-
tor fields on the submanifold C ⊂ M with the Schouten–Nijenhuis
bracket. It is the inverse limit lim
←−
T (M)/I(C)nT (M) where T (M) =
⊕∞j=−1T
j(M) is the graded Lie algebra of multivector fields and I(C)
is the ideal in C∞(M) of functions vanishing on C. The Lie subalgebra
a = Γ(C,∧NC) consists of sums of products of vector fields tangent to
the fibres of M = E → C and constant along each fibre.
3. Quantisation of coisotropic submanifolds
3.1. A∞-algebras and flat A∞-algebras. An A∞-algebra [S1] over
a commutative ring R is a free graded left R-module A = ⊕j∈ZA
j with
R-linear maps µn : A
⊗n → A[2 − n] of degree 0 (n = 0, 1, . . . ) obeying
the associativity relations
n∑
q=0
(−1)q(n−q)
p−1∑
j=0
(−1)(q−1)j+
∑j
i=1 |ai|·q
µn−q+1(a1, . . . , aj, µq(aj+1, . . . , aj+q), aj+q+1, . . . , an) = 0.
A flat A∞-algebra is an A∞-algebra with µ0 = 0. In this case µ1 is a
differential and µ2 induces an associative product on its cohomology.
Associative algebras can be regarded as A∞-algebras with product µ2
and all other µi = 0.
Let F (V ) = ⊕j≥0V
⊗j be the tensor coalgebra over R generated by a
free R-module V and denote by pj : F (V ) → V
⊗j the projection onto
the jth summand. Let A[1] be the graded R-module with homogeneous
components A[1]j = Aj+1 and let s : A[1]→ A be the tautological map
of degree 1. Then an A∞-structure on A is the same as a coderivation
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Q of degree 1 of F (A[1]) obeying [Q,Q] = 0, see A.3 in the Appendix.
The coderivation Q and the products µn are related by
µn ◦ (s⊗ · · · ⊗ s) = s ◦ p1 ◦Q|A[1]⊗n.
The “strange” signs in the associativity relations come from the Koszul
rule, if we take into account that s has degree 1.
The following result is a graded, A∞-version of the classical result
relating first order associative deformations of algebras of smooth func-
tions to Poisson brackets.
Proposition 3.1. Let A0 = ⊕iΓ(M,∧
iE) be the graded commutative
algebra of sections of the exterior algebra of a vector bundle E → M .
Let (µn)
∞
n=0 be an A∞-algebra structure on A = A0[[ǫ]] over R[[ǫ]] which
reduces modulo ǫ to the algebra structure on A0 = A/ǫA and such
that the structure maps µn are multidifferential operators. Let λn =
1
ǫ
µn ◦
∑
σ∈Sn
sign(σ)σ mod ǫA. Then (λn)
∞
n=0 is a P∞-structure on
A0.
Proof : The products have the form µn = µ
0
n + ǫµ
1
n + · · · with µ
0
n = 0
except for n = 2. The associativity relations can be expressed as
[µ, µ] = 0 interms of the Gerstenhaber bracket (see (6) below), so that
to lower order in ǫ we have
[µ0, µ0] = 0, [µ0, µ1] = 0, [µ1, µ1] + 2[µ0, µ2] = 0.
The first equation is just the associativity of the product inA0. The sec-
ond equation states that µ1p is a Hochschild cocycle for each p: bµ
1
p = 0.
By the HKR theorem (see Lemma A.2), we have µ1p = µ˜
1
p+bϕp for some
alternating multiderivation µ˜1. A straightforward direct calculation
shows that, for any p-cochain ϕp,
bϕp ◦ Altp+1 = 0,
owing to the commutativity of the product. Thus λ = µ˜1 and therefore
λ is an alternating multiderivation, i.e., obeys (i) (ii). Finally, the
third equation, restricted to skew-symmetric tensors in A⊗n0 becomes
[λ, λ] = 0 as the term [µ0, µ2] = bµ2 does not contribute, again because
of the commutativity of µ0. This proves property (iii) of P∞-structures.

3.2. Quantisation. Our problem is to quantise the Poisson algebra
Hπ(N
∗C) (or at least the subalgebra H0π(N
∗C) = C∞(C)) for coisotro-
pic C, namely to find a star-product, i.e., an associative R[[ǫ]]-bilinear
product ⋆ on Hπ(N
∗C)[[ǫ]] deforming the graded commutative product
and such that ǫ−1(a ⋆ b− (−1)|a|·|b|b ⋆ a) is the Poisson bracket modulo
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ǫ. It seems that this is impossible in general. What one always has is a
quantisation of the P∞-algebra Γ(C,N
∗C) for any submanifold C as an
A∞-algebra. From this result we then solve the original quantisation
problem if suitable obstructions vanish.
Theorem 3.2. Let C ⊂M be a submanifold of a Poisson manifold M
and let A = Γ(C,∧NC) with a P∞-structure λ induced by the Poisson
structure on M . Then there is an R[[ǫ]]-linear A∞-structure on Aǫ =
A[[ǫ]] inducing λ on Aǫ/ǫAǫ. Moreover, if C is coisotropic (so that
λ0 = 0) then µ0 = O(ǫ
2).
In the case where C is an affine subspace in Rn there is an explicit
Feynman diagram expansion describing this A∞-structure, see [CF].
Theorem 3.2 is proved below as a consequence of the relative formal-
ity Theorem 4.8.
Corollary 3.3. If C is coisotropic andH2π(N
∗C) = 0 then the A∞-struc-
ture in the preceding theorem may be chosen as a flat A∞-structure
µ = (µ1, µ2, . . . ). In particular, µ2 induces an associative product
on the cohomology Hπ,ǫ(N
∗C) of the complex (A[[ǫ]], µ1). If addition-
ally H1π(N
∗C) = 0, then there is an isomorphism of R[[ǫ]]-modules
H0π,ǫ(N
∗C) → H0π(N
∗C)[[ǫ]] sending µ2 to a star-product on the Pois-
son algebra H0π(N
∗C).
Proof : Theorem 3.2 gives an A∞-structure (µn)n≥0 with µ0 = O(ǫ
2)
and µn = O(ǫ) for n 6= 2. The problem is to find an a ∈ ǫA[[ǫ]] of
degree 1 such that
(1)
∞∑
n=0
µn(a, a, . . . , a) = 0.
Suppose for the moment that we have such an a. Let Q be the coderiva-
tion of F (A[1]) associated to µ and denote by T ∈ End(F (A[1]))
the unique coalgebra automorphism with vanishing Taylor components
Tj = p1 ◦ T |A[1]⊗j except T0 = a and T1(x) = x, x ∈ A[1]. Then
Qˆ = T−1 ◦Q ◦ T is a coderivation of F (A[1)) defining a new A∞-struc-
ture µˆ obeying the properties of Theorem 3.2, but with µˆ0 = 0. Indeed,
µˆ0 = p1◦Qˆ|V ⊗0 =
∑
p1◦T
−1
1 ◦Q◦(T0⊗· · ·⊗T0) =
∑
n≥0Q(a, . . . , a) = 0.
Equation (1) for a power series a = ǫa1+ ǫ
2a2+ · · · ∈ ǫΓ(C,NC)[[ǫ]]
can then be solved in a standard recursive way as a cohomological
problem for the Lie algebroid differential d = ǫ−1µ1|ǫ=0 = λ1. Since a
is odd and µ2 is commutative to lowest order, we have µ2(a, a) = O(ǫ
3),
so if µ0 = ǫ
2F + O(ǫ3), to lowest order the equation is F + da1 = 0.
To lowest order, [µ, µ] = 0 implies dF = 0 so there is a solution a1.
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Then at each step one has to solve an equation of the form d(x) = b
for given b which is shown recursively to be d-closed, as a consequence
of [µ, µ] = 0.
As µ1 = ǫd+O(ǫ
2), where d is the Lie algebroid differential, we have
an R-linear map p : H0π,ǫ(N
∗C) → H0π(N
∗C) sending f0 + ǫf1 + · · · ∈
Ker(µ1)|C∞(C) to f0 ∈ Ker(d). If H
1
π(N
∗C) vanishes there is a right
inverse σ : f0 7→ f to p obtained by solving recursively for f1, f2, . . .
the equation df = 0 with f = f0 + ǫf1 + · · · . By induction, at each
step the equation is of the form dfj = Cj(f0, · · · , fj−1) with closed
right-hand side and has a unique solution fj ∈ K. The “quantisa-
tion map” σ is then extended by R[[ǫ]]-linearity to an injective ho-
momorphism σ : H0π(N
∗C)[[ǫ]] → H0π,ǫ(N
∗C) of R[[ǫ]]-modules. The
map σ is surjective. Indeed, if f = f0 + ǫf1 + · · · ∈ H
0
π,ǫ(N
∗C)
then f = σ(g0 + ǫg1 + · · · ) with gj recursively defined by g0 = f0
f − σ(g0 + · · ·+ ǫ
jgj) = ǫ
j+1gj+1 +O(ǫ
j+2).
Since, by construction, σ(f0) = f0 + O(ǫ), the product µ2 induces a
deformation of the product on H0(N∗C) whose skew-symmetric part
at order ǫ is, by Theorem 2.2, is the given Poisson bracket. 
Remark. If H2π(N
∗C) vanishes, one can also construct a quantisation
of C∞(C) = H0π(N
∗C) by the BRST method, see [B2].
Remark. From the explicit construction of the A∞-structure one sees
that in some cases the obstruction vanishes even ifH2 6= 0. For example
if h ⊂ g is an inclusion of finite dimensional real Lie algebras, then the
subspace C = h⊥ = (g/h)∗ of linear functions on g vanishing on h is
a coisotropic submanifold of the Poisson manifold g∗ with Kostant–
Kirillov bracket. In this case the anomaly µ0 vanishes [CF] even when
H2π(N
∗C) = H2Lie(h;C
∞(h⊥)) 6= 0.
4. The relative formality theorem
4.1. The Gerstenhaber algebra of multiderivations. Let A be
a graded commutative algebra. Recall that a derivation of degree d
of a graded algebra A is a linear map ϕ : A → A of degree d such
that ϕ(ab) = ϕ(a)b + (−1)d·|a|aϕ(b), a ∈ A|a|. Derivations form a
graded left A-module Der(A) with a Lie bracket [ϕ, ψ] = ϕ ◦ ψ −
(−1)|ϕ|·|ψ|ψ ◦ ϕ. On the graded commutative algebra SA(Der(A)[−1])
(the graded symmetric algebra of the A-module Der(A)[−1]) we then
have a Gerstenhaber structure, namely a (super) Lie bracket of degree
−1 compatible with the product. The Lie bracket is the extension of
[ , ] on Der(A) to all of SA(Der(A)[−1]) by the rule
(2) [αβ, γ] = α[β, γ] + (−1)(deg(β)+1)·deg(γ)[α, γ]β.
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Here deg denotes the degree in the Lie algebra of multiderivations
T (A) = SA(Der(A)[−1])[1],
for which the Lie bracket has degree 0 (and the product degree 1). By
definition deg(α1 · . . . · αn) =
∑n
j=1 |αj | + n − 1, for αj ∈ Der
|αj |(A).
The signs are then
αβ = (−1)(deg(α)−1)(deg(β)−1)βα, [α, β] = −(−1)deg(α)deg(β)[β, α].
and the Jacobi identity is
(−1)deg(α)deg(γ)[[α, β], γ] + cycl. = 0.
To make contact with the Hochschild complex it will be useful to view
multiderivations as multilinear maps on A. First of all we have a map
σ : SA(Der(A)[−1])→ ⊕
j ∧jA (Der(A))[−j] given by
σ(ϕ1 · . . . · ϕj) = (−1)
∑n
α=1(α−1)|ϕα|ϕ1 ∧ · · · ∧ ϕj.
If µ : A⊗n → A denotes the product in A, we have a map τ : ∧jA
Der(A)→ Hom(A⊗j, A):
τ(ϕ1 ∧ · · · ∧ ϕj) = µ ◦ Altj(ϕ1 ⊗ · · · ⊗ ϕj).
The graded alternation map Altj ∈ End(A
⊗j) is (1/j!)
∑
σ∈Sj
sign(σ)σ,
for the natural action (with Koszul signs) of the symmetric group on
the tensor algebra of the graded vector space A.
The Hochschild–Kostant–Rosenberg map is then the injective homo-
morphism
(3) ϕHKR = τ ◦ σ : SA(Der(A)[−1]) 7→ ⊕
∞
j=0Homk(A
⊗j , A)
Remark. In a more natural setting one would avoid the use of exterior
algebras and only use the symmetric algebras, which are always graded
commutative. The advantage would be that many signs would be sim-
pler: for example we would not have the sign coming from the definition
of σ and would define the HKR map as a map to ⊕Hom(A[1]⊗j , A[1]).
However other things would become more exotic: for example, in this
setting an associative product (solution of the Maurer–Cartan equa-
tion) would be a map of degree 1 obeying a “graded associativity”
property, with signs.
4.2. Fourier transform. For the relative formality theorem two al-
gebras and the corresponding Gerstenhaber algebras are relevant. Let
C ⊂ M be a submanifold of a manifold M which we may assume to
be the total space of a vector bundle p : E → C of rank r with C
embedded as the zero section. Let A = ⊕r0A
j, with Aj = Γ(C,∧jE)
the graded commutative algebra of sections of the exterior algebra of
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E. Let B = ⊕Bj , with B0 = Γ(C, S(E∗)) and Bj = 0 for j 6= 0,
be the algebra of polynomial functions on E, considered as a graded
algebra concentrated in degree zero. Then the Gerstenhaber algebra
SB(Der(B)[−1]) may be identified with the algebra of multivector fields
on M = E which are polynomial along the fibres.
Theorem 4.1. The two Gerstenhaber algebras SA(Der(A)[−1]) and
SB(Der(B)[−1]) are canonically isomorphic up to choice of sign. In
particular, the Lie algebras of multiderivations T (A) and T (B) are
canonically isomorphic up to choice of sign.
Let us first suppose that E is a trivial bundle C×V over an open sub-
set C of Rn with coordinates x1, . . . , xn. Let θ1, . . . , θr be a basis of V .
Then A is freely generated by its degree zero component A0 = C∞(C)
and θµ of degree 1 (µ = 1, . . . , r). Then Der(A) is a free A-module
generated by ξi = ∂/∂x
i (i = 1, . . . , n) of degree 0 and ψµ = ∂/∂θµ
(µ = 1, . . . , r) of degree −1. Thus, as a graded algebra, SA(Der(A)[−1])
is the free graded commutative A0-algebra A0[θµ, ψ
µ, ξi] with genera-
tors θµ of degree 1, ψ
µ of degree 0, and ξi of degree 1. The Lie bracket
is defined by the relations
[ξi, f ] =
∂f
∂xi
, [ψµ, f ] = [θµ, f ] = 0, f ∈ C
∞(C),
[ψµ, θν ] = δ
µ
ν ,
and the remaining brackets between generators vanish. Similarly, B is
generated by C∞(C) and the dual basis elements yµ of V ∗. We then
have SB(Der(B)[−1]) = A
0[yµ, ηµ, ξi] with ηµ = ∂/∂y
µ of degree 1. The
Lie bracket is
[ξi, f ] =
∂f
∂xi
, [ηµ, f ] = [y
µ, f ] = 0, f ∈ C∞(C),
[ηµ, y
ν] = δµ,ν .
The isomorphism is then the isomorphism of graded commutative al-
gebras over A0 that on generators is defined by
ξ 7→ ξ, θµ 7→ −ηµ, ψ
µ 7→ yµ.
To prove the theorem for general vector bundles, we show that both
algebras SA(Der(A)[−1]), SB(Der(B)[−1]) are (non-canonically) iso-
morphic, as graded commutative algebras, to R = ⊕jR
j, where
Rj = ⊕p,qΓ(C,∧
pE ⊗ SqE∗ ⊗ ∧j−pTC).
The isomorphisms depend on the choice of a connection ∇ on E. This
connection induces a connection, also denoted by ∇ on ∧E and a dual
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connection ∇∗ on E∗ and on SE∗. Note that we have canonical inclu-
sions of A and B into R. The isomorphism j∇A : R → SA(Der(A)[−1])
sends A to A, ψ ∈ Γ(C, S1E∗) to the inner multiplication ιψ ∈ Der(A)
and ξ ∈ Γ(C, TC) to ∇ξ ∈ Der(A). The isomorphism j
∇
B : R →
SB(Der(B)[−1]) sends B to B, η ∈ Γ(C,∧
1E) to −ιη and ξ ∈ Γ(C, TC)
to ∇∗ξ ∈ Der(B).
Lemma 4.2. The composition of isomorphisms j∇B ◦(j
∇
A )
−1 is indepen-
dent of the choice of connection ∇ and respects the Lie brackets.
Proof : It is sufficient to show that j∇B ◦(j
∇
A )
−1 sends∇′ξ ∈ Der(A) to∇
′∗
ξ
for any other connection ∇′. The difference between two connections
is a 1-form with values in End(E) = E ⊗ E∗. So we can write ∇′ξs =
∇ξs +
∑
ai ∧ ιbis for some bi ∈ Γ(C,E
∗), ai ∈ Γ(C,E) (depending on
ξ) and any s ∈ A. Thus the isomorphism maps ∇′ξ to ∇
∗
ξ −
∑
biιai
which is precisely ∇′∗ξ on Γ(C,E
∗) and thus also on B.
With this result it is now easy to show that the isomorphism respects
the Lie bracket: as it is sufficient to prove this locally, we may choose a
connection which is locally the trivial connection on the trivial bundle
and use the local calculation above. 
4.3. The Lie algebra of multidifferential operators. Let A be a
graded commutative algebra, C(A,A) the Hochschild cochain complex
of A (see A.3). The shifted complex C(A,A)[1] is a differential graded
Lie algebra with respect to the Gerstenhaber bracket. It has a subal-
gebra D(A) consisting of multidifferential operators, namely sums of
cochains of the form (a1, . . . , ap) 7→
∏
ϕi(ai), where ϕi are compositions
of derivations. The HKR map T (A)→ D(A) induces a homomorphism
of Gerstenhaber algebras on the cohomology (T (A) is considered as a
complex with zero differential).
Lemma 4.3. If A = ⊕jΓ(C,∧
jE) for a vector bundle E → C, then
the HKR map (3), viewed as a map from T (A) with zero differential
to D(A) with Hochschild differential, induces an isomorphism on coho-
mology.
We prove this Lemma in the Appendix, see Lemma A.2
4.4. Completions. For our application, in the above construction we
take E to be the normal bundle NC to a submanifold C ⊂ M with
vanishing ideal I(C) = {f ∈ C∞(M) | f |C = 0}. The relevant Lie alge-
bra is then T (M,C) = lim
←−
T (M)/I(C)nT (M) of multivector fields on
a formal neighbourhood of C. Let us fix an identification of NC with
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a tubular neighbourhood of C as in 2.5. Introduce the graded com-
mutative algebras A = ⊕Aj , Aj = Γ(C,∧jE) and B = Γ(C, S(E∗))
concentrated in degree 0. Then T (M,C) may be viewed as the com-
pletion Tˆ (B) = lim
←−
T (B)/InBT (B) of the B-module T (B). Here IB
is the ideal Γ(C,⊕j>0S
j(E∗)) of B. Then there is a completion Tˆ (A)
defined by requiring the isomorphism of Theorem 4.1 to extend to an
isomorphism of the completed Lie algebras. This completion is defined
using the same ideal Γ(C,⊕j>0S
j(E∗)) of B, which is now realised as
the space of C∞(C)-multilinear multiderivations of A with values in
C∞(C). In both cases we have a Gerstenhaber algebra G = ⊕∞j=0G
j
with nonnegative grading and a sequence of ideals (for the algebra
structure) In ⊂ G0 such that [In, G] ⊂ In−1. It follows that the inverse
limit is still a Gerstenhaber algebra.
Proposition 4.4. The image of a Poisson bracket on a formal neigh-
bourhood of C in M under the (completed) isomorphism of Theorem
4.1
T 1(M,C) = Tˆ 1(B)→ Tˆ 1(A)
is the P∞-structure of Proposition 2.1
Proof : This can be proved in local coordinates using the trivial connec-
tion on trivial bundles to describe the isomorphism: the result is that
the components of the P∞-structure are the Taylor expansion coeffi-
cients in the transverse coordinates of the components of the Poisson
bivector field. 
Now we need to find a completion of the Lie algebra of multidiffer-
ential operators in such a way that the HKR map remains an isomor-
phism.
Definition. The completed Lie algebra of multidifferential operators
of A = Γ(C,∧E) is Dˆ(A) = ⊕nDˆ
n(A), where
Dˆn(A) =
∏
p+q−1=n
Homp(A⊗q, A)
is the direct product.
The Gerstenhaber Lie bracket of two homogeneous elements φ =
(φp,q)p+q−1=n, ψ = (ψp,q)p+q−1=m has (p, q)-component
[φ, ψ]p,q =
∑
[φp′,q′, ψp′′,q′′],
where the range of the sum is p′+p′′ = p, q′+q′′ = q−1, p′+q′−1 = n,
p′′ + q′′ − 1 = m q′, q′′ ≥ 0, so we have a finite sum. Clearly the HKR
map extends naturally to an injective map Tˆ (A)→ Dˆ(A).
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Lemma 4.5. The HKR map extends to a quasiisomorphism Tˆ (A) →
Dˆ(A).
Proof : A cochain in Dˆ(A) of degree n is a sequence φ = (φp,q)p+q−1=n
with φp,q ∈ Hom
p(A⊗q, A). As the Hochschild differential only shifts q,
φ is a cocycle if and only if bφp,q = 0 for all p, q. By the HKR theorem
for D(A), φp,q = ψp,q mod bHom
p(A⊗(q−1)), A), for a unique ψp,q in the
image of the HKR map. This implies that φ = ψ+exact for a unique
ψ in the image of the extension of the HKR map to Tˆ (A). 
4.5. A graded version of Kontsevich’s theorem. Let E → C be
a vector bundle on a smooth manifold C and A = ⊕∞j=0Γ(C,∧
jE). Let
T (A) = SA(Der(A)[−1])[1] be the differential graded Lie algebra of
multiderivations of A with Schouten–Nijenhuis bracket. Let D(A) be
the subcomplex of the shifted Hochschild complex C(A,A)[1] consisting
of multidifferential operators, with Lie algebra structure given by the
Gerstenhaber bracket. In the language of supermanifolds, A is (by
definition) the algebra of smooth functions on the supermanifold ΠE∗
obtained from E by changing the parity of the fibres and T (A) is the
Lie algebra of multivector fields on ΠE∗.
Theorem 4.6. There exists an L∞-quasiisomorphism U : T (A) →
D(A) whose first order term U1 is the Hochschild–Kostant–Rosenberg
map (3)
γ1 · · · γp 7→
1
p!
µ ◦
∑
σ∈Sp
(−1)
∑
i<j,σ(i)>σ(j) deg(γi)deg(γj )γσ(1) ⊗ · · · ⊗ γσ(p)
This theorem is implicitly stated in [K1]. We give a construction
of an L∞-quasiisomorphism in the Appendix. Composing this L∞-iso-
morphism with the Lie algebra isomorphism of 4.2, we obtain the proof
of Theorem 4.8.
We need a completed version of this theorem. For this the following
property of the L∞-morphism is important. Suppose γ1, . . . , γn ∈ T (A)
are of order p1, . . . , pn, i.e., γi ∈ S
pi(Der(A)[1])[−1]. Let f1, . . . , fm ∈
A. Then Un(γ1, . . . , γn)(f1, . . . , fm) vanishes unless
n∑
i=1
pi = 2n +m− 2.
This condition expresses the fact that the degree of the differential
forms appearing in the definition of the weights entering Un coincides
with the dimension of the configuration spaces over which these differ-
ential forms are integrated. It follows that for given n and m there are
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only finitely many values of (p1, . . . , pn) giving a non-trivial contribu-
tion and thus all Taylor components Un are well-defined on Tˆ (A). We
thus obtain:
Theorem 4.7. There exists an L∞-quasiisomorphism U : Tˆ (A) →
Dˆ(A) whose first order term U1 is the Hochschild–Kostant–Rosenberg
map.
4.6. The relative formality theorem.
Theorem 4.8. Let C ⊂ M be a submanifold of a smooth manifold M
with vanishing ideal I(C), A = Γ(C,∧NC) the graded commutative al-
gebra of sections of the exterior algebra of the normal bundle, T (M) =
Γ(M,∧TM) the DGLA of multivector fields with Nijenhuis–Schouten
bracket and zero differential, T (M,C) = lim
←−
T (M)/I(C)nT (M) the
DGLA of multivector fields in an infinitesimal neighbourhood of C.
Then there is an L∞-quasiisomorphism
U : T (M,C)→ Dˆ(A),
whose first order term U1 is the composition
T (M,C) ≃ Tˆ (B)→ Tˆ (A)
ϕHKR−→ Dˆ(A).
where the middle arrow is the Fourier transform isomorphism of The-
orem 4.1 and ϕHKR is the HKR map (3).
Theorem 4.8 follows from Theorem 4.1 and Theorem 4.7.
The L∞-quasiisomorphism induces a bijection between deformation
functors (see [K1]). In particular, a Poisson bivector field π on M
defines a solution ǫπ of the Maurer Cartan equation [ǫπ, ǫπ] = 0 in the
pronilpotent Lie algebra T (M,C) ⊗ ǫR[[ǫ]]. This solution is mapped
by U to a solution µ of the Maurer–Cartan equation 2bµ+[µ, µ] = 0 in
ǫDˆ(A)[[ǫ]], i.e., a deformation of the product on A as an A∞-algebra.
This proves Theorem 3.2.
Appendix A. Formality theorem for supermanifolds
This section contains a graded version of Kontsevich’s formality the-
orem, stating that the differential graded Lie algebra of multidifferen-
tial operators on a graded super vector spaces is L∞-quasiisomorphic
to its cohomology, the graded Lie algebra of multivector fields. The
proof is the same as Kontsevich’s proof in the case of ordinary vector
spaces. Our contribution is to write all signs and develop a formulation
in which the signs (which are already non-trivial in the case of ordinary
vector spaces) appear in a transparent way.
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A.1. Notations and conventions. We work in the tensor category
of graded vector spaces over a field or more generally of graded left
modules over a graded commutative ring R with unit. All graded
modules shall be meant to be Z-graded and shall be considered as
super vector spaces with the induced Z/2Z-grading. The word super
shall usually be omitted. Thus R is a Z-graded commutative ring
R = ⊕j∈ZR
j and an object is a Z-graded left R-module V = ⊕V j.
Morphisms from V toW form a Z-graded left R-module Hom(V,W ) =
⊕dHom
d(V,W ). We denote by |a| the degree of a homogeneous element
a. The Koszul sign rule holds. Thus a homogeneous morphism φ ∈
Hom(V,W ) is an additive map obeying φ(rv) = (−1)|r||φ|rφ(v), r ∈ R,
v ∈ V ; the tensor product V ⊗W of objects is defined as the quotient
of the tensor product over Z by the relation rv ⊗ w = (−1)|r||v|v ⊗
rw, r ∈ R; the tensor products of morphisms φ ∈ Hom(V, V ′), ψ ∈
Hom(W,W ′) is φ⊗ ψ(v ⊗ w) = (−1)|ψ||v|φ(v)⊗ ψ(w), v ∈ V , w ∈ W .
For a graded R-module V let V [n] be the graded R-module such that
V [n]j = V n+j. We have a tautological map (the identity) sn : V [n]→ V
of degree n.
We often denote by (v1, . . . , vn) the element v1 ⊗ · · · ⊗ vn ∈ V
⊗n =
V ⊗ · · · ⊗ V . The symmetric group Sn acts on V
⊗n with signs: so the
transposition si = (i, i+ 1) acts as
si(v1, . . . , vn) = (−1)
|vi||vi+1|(v1, . . . , vi+1, vi, . . . , vn).
The product of symmetric groups S acts on the tensor algebra T (V ) =
⊕n≥0V
⊗n (with V ⊗0 = R) and we have the algebras of coinvariants
for the ordinary action S(V ) = T (V )/(x − σx), σ ∈ S and for the
alternating action ∧(V ) = T (V )/(x− sign(σ)σx, σ ∈ S.
A.2. Tensor coalgebras. Let V be a free graded R-module over a
commutative unital ring R (= R or R[[ǫ]] in our application). We
set V ⊗0 = R and V ⊗j = V ⊗ · · · ⊗ V . The graded counital tensor
coalgebra generated by V is the graded R-module F (V ) = ⊕j≥0V
⊗j
with coproduct
∆(γ1, . . . , γn) =
n∑
j=0
(γ1, . . . , γj)⊗ (γj+1, . . . , γn).
In the first and last term we have () = 1 ∈ R. The counit is the
canonical projection onto V ⊗0 = R. The spaces of invariant tensors
In(V ) = {v ∈ V
⊗n | σv = v ∀σ ∈ Sn} form a commutative sub-coal-
gebra C(V ) = ⊕n≥0In(V ) of F (V ). It is the symmetric coalgebra
generated by V . The quotient F 0(V ) by the coideal R = V ⊗0 can
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be described as the coalgebra ⊕j≥1V
⊗j without counit and whose co-
product is given by the formula above without the first and last term.
Similarly we have the coalgebra C0(V ) = C(V )/R. The coalgebras
C0(V ), F 0(V ) are freely generated by V . For C0(V ) this means that if
C is a cocommutative coalgebra without counit so that, for each x ∈ C,
the iterated coproduct ∆n(x) vanishes for n large enough, every linear
map U : C → V is uniquely the composition of a map of coalgebras
U¯ : C → C0(V ) with the canonical projection p1 : C
0(V ) → V on the
first direct summand V = I1(V ). The formula for the composition of
U¯ with the canonical projection pn : C
0(V )→ In(V ) is
pn ◦ U¯(x) = U ⊗ · · · ⊗ U(∆
n(x)).
For F (V ), C(V ) we will need the following infinitesimal version of this
fact in a special case.
Lemma A.1. Let Q : F (V ) → V be a linear map, pn : F (V ) → V
⊗n
the canonical projection onto the nth summand. Then there is a unique
coderivation Q¯ : F (V )→ F (V ) such that p1 ◦ Q¯ = Q. The same holds
for in the cocommutative case for C(V ) with projections pn : C(V ) →
In(V ).
The formula for the components of Q¯n = Q¯|V ⊗n (or Q¯|In(V )) in terms
of the components of Q is
Q¯n =
n∑
m=0
n−m∑
l=0
1⊗l ⊗Qm ⊗ 1
⊗n−m−l,
where 1⊗l denotes the identity on V ⊗l.
Closely related to C(V ) is the shuffle coalgebra S(V ), the R-module
of coinvariants ⊕V ⊗j/{σv − v, σ ∈ Sj} with shuffle coproduct
∆sh(γ1, . . . , γn) =
∑
p+q=n
∑
(p,q)−shuffles
±(γσ(1), . . . , γσ(p))⊗(γσ(p+1), . . . , γσ(n)).
The sum is over permutations such that σ(1) < · · · < σ(p), σ(p+ 1) <
· · · < σ(n) with sign
(4) ± = ε(σ, γ1, . . . , γn) = (−1)
∑
i<j,σ(i)>σ(j) |γi|·|γj |.
The map S(V )→ C(V ) sending (γ1, . . . , γn) to
∑
σ∈Sn
±(γσ(1), . . . , γσ(n))
is then an isomorphism of coalgebras.
Although the language of coalgebras is technically convenient, it
is better for the intuition to think in terms of the dual algebras. If
R is the field of real or complex numbers, the dual space C(V )∗ =
Hom(C(V ), R) is the algebra of jets at zero of functions on the (su-
per)manifold V and C0(V )∗ the subalgebra of functions vanishing at
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0 and a coderivation of C(V ) is a formal vector field. The algebras
F (V )∗, F 0(V )∗ are the corresponding non-commutative analogues.
A.3. The Hochschild complex of a graded algebra. Let A =
⊕j∈ZA
j be a graded associative algebra with unit over a field k. The
Hochschild complex C(A,A) with values inA, is the complex C(A,A) =
⊕nC
n(A,A) where
Cn(A,A) = ⊕m+d=nC
d,m(A,A), Cd,m(A,A) = Homd(A⊗m, A)
The Hochschild differential of φ ∈ C |φ|,m(A,A) is
bφ(a1, . . . , am+1) = (−1)
|φ||a1|a1φ(a2, . . . , am+1)
+
m∑
j=1
(−1)jφ(a1, . . . , ajaj+1, . . . , am+1)(5)
+(−1)m+1φ(a1, . . . , am)am+1.
The shifted Hochschild complex C(A,A)[1] is a differential graded Lie
algebra whose Lie bracket is (a graded version of) the Gerstenhaber
bracket: let φ ∈ C |φ|,m1(A,A), ψ ∈ C |ψ|,m2(A,A).
(6) [φ, ψ]G = φ • ψ − (−1)
(|φ|+m1−1)(|ψ|+m2−1)ψ • φ,
with Gerstenhaber product1
φ • ψ = (−1)(|ψ|+m2−1)(m1−1)
m1−1∑
l=0
(−1)l(m2−1)φ ◦ (1⊗l ⊗ ψ ⊗ 1⊗(m1−1−l)).
We also have the cup product on C(A,A): φ1∪φ2 = µ◦φ1⊗φ2, where
µ is the product in A.
The simplest way to prove that the Gerstenhaber bracket is a Lie
bracket is to use its interpretation as a commutator of coderivations
[S2]. This also explains the origin of the signs: a coderivation of degree
d of a coalgebra C is a linear endomorphism φ ∈ Homd(C,C) obeying
∆◦φ = (φ⊗1+1⊗φ)◦∆. Coderivations of C form a graded Lie algebra
Coder(C) with respect to the graded commutator φ◦ψ−(−1)|φ||ψ|ψ◦φ.
Let C = F (A[1]). Then a coderivation φ of C is uniquely determined by
its composition p1◦φ with the canonical projection onto A[1] and every
map F (A[1]) → A[1] extends to a coderivation. Thus we can identify
1In the ungraded case, this product differs by a factor (−1)(m1−1)(m2−1) from the
product defined in [Ge]. With our convention we obtain a more standard bracket
on multivector fields
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derivations of C with maps F (A[1])→ A[1]. Under this identification,
the Lie bracket is
[φ, ψ] =
m1−1∑
l=0
φ ◦ (1⊗l ⊗ ψ ⊗ 1⊗(m1−1−l))− (−1)|φ||ψ|(φ↔ ψ).
if φ ∈ Hom(A[1]⊗m1 , A[1]) and ψ ∈ Hom(A[1]⊗m2 , A[1]). Let s : A[1]→
A be the tautological map (of degree 1) and introduce φ˜ by φ = s−1 ◦
φ˜ ◦ (s⊗ · · · ⊗ s). Then the Gerstenhaber bracket is
[φ˜, ψ˜]G = [˜φ, ψ],
and the signs are obtained by the Koszul rule when letting the maps s
go past φ, ψ and other maps s.
The Hochschild differential can also be expressed in terms of the
bracket: let µ : A ⊗ A → A denote the product in A. Then the asso-
ciativity is the relation [µ, µ]G = 0. It follows that [µ, ·] is a differential
and indeed
bφ = (−1)|φ|[µ, φ] = −[φ, µ].
The cohomology of C(A,A) is denoted by HH (A,A). The Gersten-
haber bracket induces a graded Lie algebra structure on HH (A,A)[1].
In terms of homological algebra, HH (A,A) = ExtA−A(A,A) is the
Ext group of A in the category of A − A-bimodules over the graded
algebra A. Indeed C(A,A) ≃ HomA−A(B(A), A), where B(A) =
⊕j(A⊗A
⊗j ⊗ A) is the bar resolution, with degree assignment
|a⊗ a1 ⊗ · · · ⊗ aj ⊗ b| = |a|+
j∑
i=1
|ai|+ |b| − j.
The sign in (5) comes from the Koszul rule for morphisms φ : M → N
of A− A-bimodules:
φ(am b) = (−1)|a||φ|a φ(m) b, a, b ∈ A,m ∈ M
A.4. HKR cocycles. Let A be a graded commutative algebra over a
field k of characteristic zero, C(A,A) = ⊕n≥0Hom(A
⊗n, A) the Hoch-
schild cochain complex of A.
A cochain φ ∈ C(A,A) is called an HKR-cocycle if (i) the map a 7→
φ(a1, . . . , an−1, a) is a derivation ofA for any homogeneous a1, . . . , an−1 ∈
A and (ii) φ is alternating in the graded sense, i.e.,
φ(a1, . . . , ai, ai+1, . . . , an) = −(−1)
|ai||ai+1|φ(a1, . . . , ai+1, ai, . . . , an).
It is easy to check that cochains obeying (i) and (ii) are indeed cocycles.
They thus form a subcomplex CHKR(A,A) with zero differential that
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can be identified with ∧ADer(A) via the map φ1∧· · ·∧φn 7→ µ◦Alt(φ1⊗
· · · ⊗ φn) for derivations φj; here µ : A
⊗n → A is the product.
A cochain φ ∈ C(A,A) is called multidifferential operator if it is a
sum of terms of the form a1 ⊗ · · · ⊗ an 7→ D1(a1) · · ·Dn(an), for some
differential operators (compositions of derivations) Di. Multidifferen-
tial operators form a subcomplex CDiff(A,A) of C(A,A) containing
CHKR(A,A).
Let N be a graded supermanifold. For us this means that the ground
field k is R (or C) and N = E∗ is the total space of the dual of a graded
vector bundle E → C so that C∞(N) = Γ(C, S(E)), where S(E)→ C
is the graded symmetric algebra of E (thus S(E) = S(Eeven)⊗∧(Eodd)).
Lemma A.2. If A = C∞(N) for a graded supermanifold N the HKR
map ∧ADer(A) ≃ CHKR(A,A) →֒ CDiff(A,A) is a quasiisomorphism of
complexes.
In the ungraded case (E = 0) a version of this theorem can be found
in [Ve], see also [K1]. It is an analogue for smooth functions of the
original HKR theorem [HKR], which deals with regular affine algebras.
The proof is the same as the proof in the ungraded case (see [K1],
4.4.1.1) but with some twists. First one uses the filtration by the total
order of multidifferential operators to pass to the associated graded
complexes of principal symbols. These complexes are sections of vec-
tor bundles and the differential is C∞(N)-linear, so the problem is
reduced to proving a version of the HKR theorem for each fibre. If
T = TxM ⊕Ex is a tangent space to N , the complex of principal sym-
bols at a point x ∈M is⊕n≥0S(T )
⊗n with degree assignment |D1⊗· · ·⊗
Dn| =
∑
|Di|+n, Di ∈ S(T ). An element of S(T ), considered as a dif-
ferential operator with constant coefficient, defines a linear function on
the algebra S(T ∗) of polynomial functions on the graded vector space
T . Thus we obtain an embedding ⊕n≥0S(T )
⊗n → Homk(S(T
∗)⊗n, k)
as a subcomplex. The differential on Homk(S(T
∗)⊗n, k) is
dϕ(f1, . . . , fn+1) = (−1)
|f1||ϕ|ǫ(f1)ϕ(f2, . . . , fn+1)
+
n∑
j=1
(−1)jϕ(f1, . . . , fjfj+1, . . . , fn+1)
−(−1)nϕ(f1, . . . , fn).
Here ǫ(f) = f(0).
Lemma A.3. The map of complexes (∧T, 0)→ (⊕n≥0S(T )
⊗n, d) send-
ing t1 ∧ · · · ∧ tn to Alt(t1 ⊗ · · · ⊗ tn) is a quasiisomorphism.
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Proof: Let S = S(T ∗) and view both complexes as subcomplexes of
(⊕jC
j(S, k), d),
Cj(S, k) =
∏
p+q=j
Homp(S⊗q, k).
In particular (∧T, 0) is identified with the subcomplex CHKR(S, k) con-
sisting of cochains obeying (i) and (ii) above. We show that the em-
bedding of this subcomplex is a quasiisomorphism. Since the complex
C(S, k) is a direct product of subcomplexes consisting of multidifferen-
tial operators of fixed total order, it then follows that the same state-
ment holds if we replace C(S, k) by its subcomplex S(T ).
To compute the cohomology of C(S, k) we first notice that it is
Extmod−S(k, k), where k is considered as a right S-module via ǫ and
has a free resolution · · · → S⊗3 → S⊗2 → S → k with differential
a1⊗· · ·⊗an+1 → ǫ(a1)a2⊗· · ·⊗an+1−
n∑
i=1
(−1)ia1⊗· · ·⊗aiai+1⊗· · ·⊗an+1,
inducing the differential above. This Ext group (in the category of
graded right S-modules) can be computed using a graded version of the
Koszul resolution of the S-module k: let v1, . . . , vn be a homogeneous
basis of the graded vector space T ∗ so that S is the graded polynomial
algebra k[v1, . . . , vn]. Let K = S[u1, . . . , un] = k[v1, . . . , vn, u1, . . . , un]
be the differential graded commutative algebra with ui of degree |vi|+1
and differential ∂ such that ∂ui = vi, ∂vi = 0. Then K is a free S-
module and the map (K, ∂)→ (k[u1, . . . , un], 0) is a quasiisomorphism.
The proof of the latter statement is similar to the one in the ungraded
case (see, e.g., [M] VII.2): since K is the (graded) tensor product of
algebras k[vi, ui], it is sufficient to check this for n = 1. In this case
there is a homotopy h : K → K of degree 1 obeying h∂ + ∂h = id− ǫ
from which the claim follows immediately: if x = vi is even, h(x
p) =
xp−1u (p ≥ 1), h(1) = 0 = h(xpu); if x is odd, h(up) = up+1/(p + 1),
h(xup) = 0. Thus ExtS(k, k) is the cohomology of
HomS(K, k) = Homk(k[u1, . . . , un], k).
Since the induced differential vanishes identically (vi acts by zero on
k), we obtain
ExtjS(T ∗)(k, k) = Hom
j
k(k[u1, . . . , un], k)
This space may be identified with ∧T . To find the map, we need to
write the map between the two resolutions, which is known to exist
from abstract nonsense. Its explicit expression is
ui1 · · ·uina 7→ (−1)
∑n
α=1(α−1)d(iα)Alt(vi1 ⊗ · · · ⊗ vin)⊗ a, a ∈ S,
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where d(i) = |vi| is the degree of vi. The claim of the Lemma then
follows from the fact that the restriction to CjHKR(S, k) of the dual
map ⊕p+q=jHom
p(S⊗q, k)→ Homj(k[u1, . . . , un], k) is an isomorphism.
A.5. Expressions in local coordinates. Let A = S(V ) be the al-
gebra of polynomial functions on a finite dimensional graded real vec-
tor space V ∗. If (xi)
d
i=1 is a homogeneous basis of degrees ǫi = |xi|,
then S(V ) is the free graded commutative algebra R[x1, . . . , xd] gener-
ated by the xi’s. The Gerstenhaber algebra SA(Der(A)[−1]) may then
be identified A˜ = S(V ⊕ V [1]∗) = k[x1, . . . , xn, θ1, . . . , θn] where θi is
the dual basis with degrees |θi| = 1 − ǫi. Write a general element of
A˜|γ| = A˜[1]|γ|−1 with the summation convention as
γ = γi1···imθi1 · · · θim , |γ| = |γ
i1···im|+m−
∑
εiα.
with γ...,i,j,... = (−1)(1−εi)(1−εj)γ...,j,i,... ∈ A. The HKR map is then
γ 7→ (−1)
∑m
α=1(α−1)εiαγi1···imµ ◦ (∂i1 ⊗ · · · ⊗ ∂im).
Here µ(f1, . . . , fm) = f1 · · · fm is the product in A.
The Lie algebra structure on S(V ) ⊗ S(V [1]∗) = S(V ⊕ V [1]∗) in-
duced by the HKR homomorphism may be understood geometrically
as the Poisson structure on the functions on the degree-shifted cotan-
gent bundle T ∗[1]M of the supermanifold M = V ∗ with its canonical
odd symplectic structure. Here is the explicit description. On A˜ there
is a Poisson bracket of degree −1:
[γ1, γ2] =
d∑
i=1
(
γ1
←
∂ θi
→
∂xiγ2 − γ1
←
∂ xi
→
∂ θiγ2
)
.
The operator
←
∂ x is the right partial derivative with respect to x acting
on the argument on its left as a right derivation (ab)
←
∂x= a(b
←
∂ x) +
(−1)|b||x|(a
←
∂ x)b. The left derivatives
→
∂ x are defined in the same way and
act to the right. In more standard notation (using only left derivatives),
[γ1, γ2] =
d∑
i=1
(−1)(1−εi)(|γ1|−1)∂θiγ1∂xiγ2 − (−1)
εi(|γ1|−1)∂xiγ1∂θiγ2.
Shifting degrees we obtain thus a Lie algebra T (A) = A˜[1], the graded
Lie algebra of multivector fields.
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A.6. Q-manifolds and L∞-algebras. We use the language of (for-
mal, pointed) Q-manifolds. Let V = ⊕j∈ZV
j be a graded real vector
space. Let C0(V ) = ⊕j=1∞Ij(V ) be the free cocommutative coalgebra
without counit generated by V . Its dual is the algebra of functions in an
infinitesimal neighbourhood of 0 in V . A (formal, pointed) Q-manifold
is a graded vector space V with a coderivation Q of C0(V ) of degree 1
obeying [Q,Q] = 0. Dually, Q may be thought of as a vector field of
degree 1 defined on a formal neighbourhood of 0 in the supermanifold
V and vanishing at 0. A morphism U : (V,Q) → (V ′, Q′) of Q-man-
ifolds is a coalgebra morphism C0(V ) → C0(V ′) of degree 0 obeying
Q′ ◦ U = U ◦Q.
In explicit terms, a coderivation Q of C0(V ) is uniquely determined
by its composition p1 ◦Q with the canonical projection p1 : C(V )→ V
sending Ij(V ) to 0 for j 6= 1, see Lemma A.1. The restriction of p1 ◦Q
to Ij(V ) = (V
⊗j)Sj is a map Qj : Ij(V )→ V of degree 1, the jth Taylor
component. The condition [Q,Q] = 0 is then equivalent to
∑
j+k=n
j−1∑
l=0
Qj ◦ (1
⊗l ⊗Qk ⊗ 1
⊗(j−l−1)) = 0,
on In(V ), n = 1, 2, . . . . Similarly, a coalgebra morphism U is uniquely
determined by its Taylor components Uj = p1 ◦ U |Ij(V )), (j ≥ 1). The
Q-manifold morphism property is then∑
j1+···+jk=n
Qk ◦ (Uj1 ⊗ · · · ⊗ Ujk)
=
∑
j+k−1=n
j−1∑
l=0
Uj ◦ (1
⊗l ⊗Qk ⊗ 1
⊗(j−l−1))
on In(V ).
If g is a differential graded Lie algebra, then g[1] (with g[1]i = gi+1)
is a Q-manifold: the Taylor components of the coderivation vanish
except Q1 and Q2, which are given in terms of the differential d and
the bracket by
Q1 = d, Q2(γ1, γ2) = (−1)
|γ1|[γ1, γ2], γi ∈ g[1]
|γi| = g|γi|+1,
(a more pedantically correct notation for the right-hand side of the
equation for Q2 would be (−1)
|γ1|s−1[sγ1, sγ2]).
Definition. A flat L∞-algebra structure on a vector space (or R-mod-
ule) g is a Q manifold structure on g[1].
It is convenient to express a flat L∞-algebra in terms of the structure
maps Q˜j ∈ Hom
2−j(∧jg, g) (differential and higher Lie brackets) of g.
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They are theQj up to sign. The precise relation is most easily expressed
using the tautological map s : g[1] → g of degree 1. We then have
Q˜j = s
−1 ◦Qj ◦ (s⊗· · ·⊗s). Note that s
⊗j intertwines the action of Sn
on g[1]⊗j with the alternating action of Sn on g
⊗j: s⊗jσ = sign(σ)σs⊗j,
s ∈ Sj . Thus if Qj are symmetric Q˜j are skew-symmetric. Explicitly,
Qj(γ1, . . . , γj) = (−1)
∑j
i=1(j−i)|γi|s−1Q˜j(sγ1, . . . , sγj), γi ∈ g[1].
A.7. The local formality theorem.
Theorem A.4. Let A = R[x1, . . . , xd] be the graded commutative al-
gebra generated by xi of degree εi, i = 1, . . . , d or its completion A =
R[[x1, . . . , xd]]. Then there exists a morphism of formal pointed Q-man-
ifolds U : T (A)[1] → D(A)[1] such that U1 is the HKR quasiisomor-
phism.
A.8. The construction of the L∞-morphism. The condition for
the Taylor components (Un)n≥1 of a morphism of Q-manifolds U from
T (A)[1]→ D(A)[1] are simplified if we add a component U0 = µA, the
product in A. Geometrically, this means that we shift the origin of the
Q-manifold D(A) by U0 to a point where the vector field Q is purely
quadratic. The conditions for (Un)n≥0 to be satisfied are then
(7)
∑
n1+n2=n
Q2 ◦ (Un1 ⊗Un2) =
n−2∑
l=0
Un−1 ◦ (1
⊗l⊗Q2⊗1
⊗(n−l−2)), n ≥ 1,
on the space of symmetric tensors In(T (A)[1]). Replacing ⊕In by the
isomorphic shuffle coalgebra (see A.2), we can write this as∑
p+q=n
∑
(p,q)−shuffles
±Q2(Up(γσ(1), . . . , γσ(p)), Uq(γσ(q+1), . . . , γσ(n)))
=
∑
i<j
(−1)εijUn−1(Q2(γi, γj), γ1, . . . , γˆi, . . . , γˆj, . . . , γn),(8)
εij =
i−1∑
k=1
|γi| · |γk|+
j−1∑
k=1
|γj| · |γk| − |γi| · |γj|,
and ± is the same sign as in (4). The maps Un are sums of integrals
over configuration spaces on the upper half-plane H . Let n,m be non-
negative integers such that 2n + m ≥ 2. Let Conf+n,m = {(z, x) ∈
Hn+ × R
m | zi 6= zj (i 6= j), x1 < · · · < xm}, with orientation form
d2z1 · · · d
2zndx1 · · · dxm, where d
2zi = dRe(zi) d Im(zi). The group G2
of affine transformations z → λz + a, λ > 0, a ∈ R acts freely on
Conf+n,m since 2n + m ≥ 2 and preserves the orientation. Let the
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orientation of G2 be defined by the volume form da∧dλ. The quotient
C+n,m is oriented as in [AMM] in such a way that any trivialisation G2×
C+n,m → Conf
+
n,m of the left principal G2-bundle Confn,m is orientation
preserving. Here is an explicit description: if n ≥ 1, C+n,m may be
identified with the submanifold of Conf+n,m consisting of points with
z1 = i and orientation form d
2z2 · · · d
2zndx1 · · ·dxm. If m ≥ 2 it can
be identified with the submanifold given by x1 = 0, xm = 1, with
orientation form (−1)md2z1 · · · d
2zndx2 · · · dxm−1. Let Gn,m be the set
of graphs Γ = (VΓ, EΓ) with the following properties: the set of vertices
VΓ = {1, . . . , n, 1¯, . . . , m¯} consists of vertices of the first type 1, . . . , n
and vertices of the second type 1¯, . . . , m¯; the edges (i, j) ∈ EΓ ⊂ VΓ×VΓ
are such that i is always of the first type and i 6= j.
Let moreover τ ∈ End(A˜⊗ A˜) be the endomorphism
τ =
d∑
α=1
(−1)εα∂θα ⊗ ∂xα.
To each graph Γ ∈ Gn,m we associate an element ωΓ of the graded
algebra Ω(C+n,m) ⊗ End(An,m) of differential forms with values in the
endomorphisms of
An,m = A˜
⊗n ⊗A⊗m.
Let the factors in the tensor product An,m be numbered 1, . . . , n, 1¯, . . . , m¯
and for i, j ∈ VΓ let τij ∈ End(An,m) the endomorphism acting as τ on
the factors i and j and as the identity on the other factors:
τij =
∑
α
(−1)εα1⊗ · · · ⊗ 1⊗ ∂θα ⊗ 1⊗ · · · ⊗ 1⊗ ∂xα ⊗ 1⊗ · · · ⊗ 1.
Set dφij ∈ Ω
1(C+n,m) the differential of the Kontsevich angle function
φ(zi, zj) = arg(zi − zj) − arg(z¯i − zj) (with zk¯ = xk if k¯ is of the
second type). Both τij and dφij are elements of the algebra Ω(C
+
n,m)⊗
End(An,m) of degree 1 and −1, respectively. Thus their product is of
degree 0 and
ωΓ =
∏
(i,j)∈EΓ
dφijτij
is independent of the choice of ordering of factors.
Let Un be the map ⊕m≥0(A˜
⊗n ⊗A⊗m)→ A
(9) Un =
∑
m≥0
(−1)(
∑
|γi|−1)m
∑
Γ∈Gn,m
UΓ,
where
UΓ = µ
∫
C+n,m
∏
(i,j)∈EΓ
dφijτij
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is the composition
(A˜⊗n ⊗ A⊗m)
ωΓ→ Ω(C+n,m)⊗ (A˜
⊗n ⊗ A⊗m)→ A˜⊗n ⊗ A⊗m
ǫµ
→ A
The second map is the integration ω ⊗ a → (
∫
ω)a (of degree −2n −
m + 2) and is defined to be zero on differential forms of the wrong
degree. Thus UΓ on A˜
⊗n⊗A⊗m vanishes unless the number of edges is
|EΓ| = 2n +m− 2.
The map ǫµ : A˜⊗n ⊗ A⊗m → A is the product in A˜ followed by the
projection ǫ : A˜→ A sending θi to 0.
Proposition A.5. The maps Un are Taylor components of a morphism
U with the properties stated in Theorem A.4.
The proof of this theorem is based on the Stokes theorem as in [K1].
The quadratic relation (7) are obtained from a sequence of relations for
integrals over configuration spaces associated to graphs. Let Γ ∈ Gn,m
be a graph such that
|EΓ| = 2n +m− 3.
Then dωΓ (which vanishes) is a form of degree 2n+m− 2 and we have
the Stokes theorem on the Kontsevich compactification C¯+n,m of C
+
n,m:
0 =
∫
C¯+n,m
dωΓ =
∑
i
∫
∂iC¯
+
n,m
ωΓ.
The sum is over the faces of the manifold with corners C¯+n,m. The faces
contributing non-trivially are of two types.
(a) Faces of the first type are diffeomorphic to C+n′,m′ × C
+
n′′,m′′ with
n′ + n′′ = n and m′ +m′′ = m + 1 and correspond to limiting config-
urations where n′ points in H and m′ consecutive points with labels
l + 1, . . . , l +m′ on the real line converge to a single point. The orien-
tation from the Stokes theorem differs from the product orientation by
a factor (−1)lm
′+l+m′ , as computed in [AMM]. (b) Faces of the second
type are diffeomorphic to Cn′ ×C
+
n′′,m. with n
′+n′′ = n− 1 and corre-
spond to limiting configurations where n′ points in H converge to the
same point in the upper half plane. Here the relative position of these
n′ collapsing points is parametrised by the manifold Cn′ (n
′ ≥ 2), the
quotient of Cn
′
\ ∪i<j{zi = zj} by the group G3 of affine transforma-
tions z 7→ λz + a with λ > 0 and a ∈ C and orientation form d2a∧ dλ.
By Kontsevich’s lemma (see [K1], Lemma 6.6) the integrals over these
faces vanish except for n′ = 2. In this case the induced orientation on
the face differs by the product orientation by a factor −1, see [AMM].
The faces of the first type will contribute to the expression on the
left-hand side of (8) as in [K1]. We need to keep track of the signs. Let
RELATIVE FORMALITY THEOREM 29
us consider the case of a face of the first type in which the n′ points in
the upper half-plane collapsing to a point on the real axis are the last
n′ points; this corresponds to the trivial shuffle in (8). The remain-
ing shuffles are treated similarly or can be related to the trivial one
by permutation symmetry considerations. Let us denote accordingly
|γ′′| =
∑n′′
i=1 |γi|, |γ
′| =
∑n
i=n′′+1 |γi|, |γ| = |γ
′| + |γ′′| =
∑n
1 |γi|. The
sign with which the integral of ωΓ over this face contributes to the term
(10) Un′′(γ1, . . . , γn′′)(1
⊗l ⊗ Un′(γn′′+1, . . . , γn)⊗ 1
⊗m′′−1),
appearing (with a certain sign we give below) in the left-hand side of
(8) is
(−1)lm
′+m′+l(−1)|γ
′′|m′(−1)−(|γ
′|−1)m′−(|γ′′|−1)m′′
The first sign of this product comes from comparing the orientations,
as discussed above, the second from moving γi, i ≤ n
′′ to the left of∏
ij∈EΓ′
τij (|EΓ′| ≡ m
′ mod 2), the third appears in the definition of
Un′, Un′′. The same term (10) appears in the left-hand side of (8) with
a sign
(−1)|γ
′′|−1(−1)(|γ
′|−1)(m′′−1)+(m′−1)l,
which is the product of the sign coming from comparing Q2 to the
Gerstenhaber bracket and the sign appearing in the definition of the
Gerstenhaber bracket. The ratio between these signs is
(−1)|γ|(m
′+m′′−1) = (−1)|γ|m,
which is the sign with which the considered face contributes to the
left-hand side of (8). Let us turn to the right-hand side: the face in
which the first two points in the upper half-plane collapse contributes
to the term right-hand side of (8) with i = 1, j = 2 with the same
sign (−1)|γ|m which is the sign appearing in the definition of Un−1 by
taking into account the fact that |[γ1, γ2]| +
∑
i≥3 |γi| = |γ| − 1. The
orientation sign (−1) is used to write the term on the right-hand side,
and no other sign appears since the expression
µ ◦ τ(γ1 ⊗ γ2) = (−1)
|γ1|−1
∑
i
γ1
←
∂ θi
→
∂ xiγ2
obtained from Stokes has the same sign as the corresponding term in
Q2(γ1, γ2) = (−1)
|γ1|−1[γ1, γ2].
There remains to show that U1 is the HKR map. Let
γ = γi1···imθi1 · · · θim .
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Then there is only one graph in G1,m contributing to U1(γ). Its edges
are (1, j¯), 1 ≤ j ≤ m. We then have for any f ∈ A⊗m.
U1(γ)f = (−1)
(|γ|−1)m
∫
C+1,m
m∏
i=1
ω1,¯i(γ ⊗ f)
= (−1)(|γ|−1)m
1
(2π)m
∫
0<ϕ1<···<ϕm<2π
m∏
i=1
dϕiτ1¯i(γ ⊗ f)
= (−1)(|γ|−1)m+m(m−1)/2
1
m!
τ11¯ · · · τ1m¯(γ ⊗ f)
= (−1)(|γ|−1)m+m(m−1)/2(−1)|γ|m+
∑m
α=1(α(1−ǫiα )+ǫiα)
γi1···imµ ◦ (∂i1 ⊗ · · · ⊗ ∂im)f
= (−1)
∑m
α=1(α−1)ǫiαγi1···imµ ◦ (∂i1 ⊗ · · · ⊗ ∂im)f
A.9. Globalisation. The L∞-morphism of Proposition A.5 obeys all
the additional properties of [K1] needed to go from a local to a global
L∞-morphism. In particular the non-trivial fact that Un vanishes if
one of its arguments is a linear vector field is valid here because of
the vanishing of the same integrals over configuration spaces as in
[K1]. One can then deduce the existence of a morphism of Q-man-
ifolds U : T (A)[1] → D(A)[1] for the algebra A of functions on any
supermanifold along the lines of [K1], [K2] or [D].
The explicit contruction goes as follows. To fix notations, let E → M
be the graded vector bundle that realizes the given supermanifold; viz.,
A = Γ(M, SˆE∗). Using a connection, we may identify T (A) with
Γ(M,ST [−1]M⊗ˆSˆE∗⊗ˆSˆE[−1]) as GLAs.
We may get a Fedosov resolution thereof following [D]. A simpli-
fication is obtained by using an idea contained in [B1]. Namely, we
consider the complex Ω•(T ) := Γ(Λ•T ∗M ⊗ T ), with
T = S(T ∗M)⊗ˆST [−1]M⊗ˆSˆE∗⊗ˆSˆE[−1]
as a GLA. This is the only difference with the construction of [D]. The
rest goes exactly the same way. Namely, one constructs a compatible
differential D with cohomology concentrated in degree zero and equal
to T (A) as follows. First one considers the (globally well-defined) dif-
ferential δ := [dxi ∂
∂yi
, ], with {xi} local coordinates on M and {yi} the
induced local coordinates on the tangent fibers. Then one picks up a
torsion-free affine connection which together with the already chosen
connection on E defines a connection on T . The induced covariant
derivative ∇ commutes with δ since the connection is torsion free. One
then kills the curvature constructing by induction, exactly as in [D],
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an element A of Ω1(T ) such that D := ∇− δ + A squares to zero and
has the wished-for properties. Similarly one gets a Fedosov resolution
Ω•(D) of D(A).
Next, on a coordinate neighbourhoodW , one defines a splitting D =
d+ B with d = dxi ∂
∂xi
. The local L∞-quasiisomorphism defined in the
previous subsection, may be extended to an L∞-quasiisomorphism
UW : (Ω
•(T )|W , d, [ , ]) (Ω
•(D)|W , d+ ∂, [ , ]),
with ∂ the Hochschild differential. Now one observes that B is a MC
element in Ω•(T )|W (as a vector field) and Ω
•(D)|W (as a first-order
differential operator) and that it it is mapped to itself by UW since
it is a vector field. So one can localize UW at B and get a new L∞-
quasiisomorphism
UW : (Ω
•(T )|W , D, [ , ]) (Ω
•(D)|W , D + ∂, [ , ]).
Since B transforms from one coordinate neighbourhood to another by
the addition of a linear vector field and since higher components of
the L∞-quasiisomorphism vanish on linear vector fields, one realizes
that UW does not really depend on a choice of local coordinates, so it
extends to a global L∞-quasiisomorphism U. Finally, one may modify
U in such a way that its image lies in the DGLA of zero D-cochains,
which may be identified with D(A).
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